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ABSTRACT
Zirconium-based fuel cladding used in nuclear reactors is susceptible to significant hydro-
gen uptake during normal operating conditions. This results in the formation of zirconium
hydride. The nucleation of a brittle hydride phase results in a degradation of cladding
mechanical properties in the long term as plate-like hydrides provide pathways for the prop-
agation of cracks in the cladding. These hydride structures can be modified to reduce the
possibility of cracking by alloying yttrium into the zirconium. Yttrium acts as a hydrogen
getter, and provides dispersed nucleation sites and nodular hydrides. Using yttrium has two
drawbacks: increased hydrogen uptake and increased oxidation kinetics. Hydrogen uptake
in zirconium-based cladding under simulated reactor water chemistry has been observed to
be dependent upon the alloying elements commonly used in cladding material. An inverse
relationship between power-law exponent of the weight gain and the hydrogen uptake has
been observed. The space-charge-theory of oxidation has been used to explain the link be-
tween the kinetics and hydrogen uptake. Allowing for local charge imbalance to occur in
the oxide creates an electric field. At thicker oxides, once the electric field becomes large
enough, it will limit the electron flux resulting in a smaller power-law exponent. Alloying el-
ements dope the oxide, either increasing or decreasing the net space charge in the oxide, and
therefore changing the oxidation kinetics. Hydrogen serves as an additional charged species
which can compensate for a limited electron flux, and at smaller values for the power-law
exponent, greater hydrogen uptake occurs to compensate for this limited flux. This doctoral
research investigates how increased hydrogen uptake due to yttrium, as well as yttrium dop-
ing of the oxide, affects the high temperatures steam oxidation kinetics of zirconium through
systematic experimental work coupled with a computational study of oxygen, electron, and
hydrogen diffusion.
ii
Experiments focused on the oxidation of 0.01-1 wt% yttrium in pure zirconium samples
and the characterization of the resultant oxides and hydrides. A thermogravimetric anal-
ysis instrument was used to collect active weight gain during oxidation in both steam and
oxygen/argon environments at temperatures ranging from 500◦C to 1100◦C. Synchrotron
diffraction of the steam-exposed samples provided information about the hydrogen uptake
through the intensity of the zirconium hydride phase, as well as identification of oxides
formed. Powder diffraction samples were fabricated from oxidized samples to provide a
stress free environment to study the effect of yttrium concentration on the oxides. Addi-
tional cross-sectional optical microscopy was performed to confirm the zirconium hydride
phase evolution as a function of yttrium concentration. It was observed that without hydro-
gen, the addition of yttrium decreased the power-law exponent, n, from 0.39 to 0.31 at 500◦C





/tn due to the generation of oxygen vacancies. In steam, significant hydrogen uptake
occurred at 500◦C and 700◦C. Both the amount of hydrogen absorbed, and the oxidation
power-law exponent increased (0.39 to 0.44) with increasing yttrium. These results are a de-
parture from what has been previously observed. The powder diffraction data indicated that
the amount of yttrium doping of the zirconia was directly related to both the temperature
and concentration of yttrium in solid solution in the starting zirconium.
To better understand the oxidation kinetics fit from the weight gain data, the Poisson-
Nernst-Planck (PNP) system of differential equations was solved using Multiphysics Object
Oriented Simulation Environment (MOOSE); the PNP system describes a space charge
controlled oxidation model. These computations were performed by solving the steady state
solution for increasing oxide thicknesses. It was found that the oxygen vacancy flux as a
function of oxide thickness followed a power-law function allowing for the oxidation kinetics
to be calculated from the oxide thickness-dependent flux equations. The resulting model
was initially tested on an oxide with only electron/oxygen vacancy diffusion to compare
with previous work, and then hydrogen was added as an additional charged species. The
effect of changing the hydrogen diffusivity or hydrogen concentration at the steam/oxide
interface was modeled. It was found that changing the diffusivity and concentration did not
have a large effect on the oxidation kinetics; the hydrogen flux initially increased, however,
iii
the space charge effect countered the effects of the perturbations. Implementing a simple,
flat chemical potential to simulate hydrogen gettering resulted in an increase in both the
power-law exponent, n, from 0.4 to 0.47, and in the hydrogen uptake. Driving hydrogen
into the system created a new current, necessitating increased hydrogen and oxygen vacancy
fluxes to compensate. This resulted in an increase in the oxygen diffusion into the oxide and
an increase in n. By increasing this chemical potential, which simulated an increase in the
yttrium concentration, both the hydrogen uptake and power-law exponent increased. An
additional result from the modeling was the observation that the value of the rate constant,
k, changed inversely with that of the power-law exponent n.
Several important conclusions can be drawn from this work. First, using yttrium as an
alloying element will increase the steam oxidation rate of zirconium at intermediate tem-
peratures (500◦C to 900◦C), and result in an increased hydrogen uptake. Fortunately, the
effects of yttrium on the oxidation kinetics at high temperatures which would be experienced
in accidents are either nonexistent or beneficial. Second, hydrogen uptake driven-oxidation
instead of oxidation-driven hydrogen uptake was observed. This serves as additional confir-
mation of the space charge oxidation model can be used to describe the oxidation kinetics
of zirconium.
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Zirconium-based alloys have been used as nuclear reactor fuel cladding material since the
1950s. The Zircaloy family of cladding, alloyed with tin, iron, chromium, and nickel, has
been standard in the US, along with several other advanced alloys such as ZirloTM and M5,
which utilize niobium as the major alloying element. The individual effects of these and
other alloying elements on the high temperature oxidation of binary zirconium-metal alloys
has been broadly studied [2, 11, 12], with far more research investigating normal operating
condition autoclave corrosion studies [13, 14, 15, 16]. There has been extensive work done
on the oxidation of zirconium and zircaloy, as evidenced by review articles on that topic
[1, 17].
The addition of yttrium metal as an alloying element in zirconium-based nuclear fuel
cladding is a recent field of study, with work performed in the last 10 years. Yttrium
has a stronger affinity for hydride formation than zirconium does, and has therefore been
tested as an element to getter hydrogen in zirconium based alloys. This material property
is being researched as a way form a dispersed hydride matrix during normal operation to
reduce hydride embrittlement [18, 19, 20]. Limited work as been done on the oxidation of
pure zirconium-yttrium alloys [21], with more recent work having been done on ternary or
yttrium implantation in zircaloy [22, 23, 8].
The upcoming sections (1-4) of this chapter will cover relevant information on previous
experimental work and technical information on the oxidation of zirconium, yttrium, Zr-Y
alloys, as well as the hydriding behavior of these systems. Sections 5-7 will review theoretical
models of oxidation, including space charges and the effects of doping, and the methodology
of the computational model employed to solve the oxidation system.
1
1.1 Zirconium/Zirconium Alloy Oxidation
For the temperature ranges investigated in this study, zirconium oxide (zirconia or ZrO2
presents as two main phases: a monoclinic structure of space group P21/c with lattice
parameters of a=5.1505 Å, b=5.3137 Å, and c=5.3173 Å, as well as a tetragonal struc-
ture of space group P42/nmc with lattice parameters of a=b=3.5961 Å, and c=5.177 Å.
The zirconium-oxygen phase diagram is shown in Fig. 1.1 from reference [3]. While the
Figure 1.1: Zirconium-Oxygen phase diagram from [3]
monoclinic phase begins to gradually change into tetragonal at 1170◦C, internal stresses
at the oxide/metal interface stabilize the tetragonal phase below this temperature during
the growth of the oxide [24]. Therefore tetragonal zirconia is present at room temperature
in oxidized samples. This creates a temperature regime starting around 1100◦C where the
tetragonal and monoclinic phases coexist [25]. Below this temperature, and once the ox-
ide layer becomes thick enough, the stresses produced at the metal/oxide interface are not
strong enough to stabilize the tetragonal phase. This causes a phase transformation from
the tetragonal to the equilibrium monoclinic phase away from the oxide/metal interface. At
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and beyond a critical oxide thickness, the stresses on the outer monoclinic phase of the ox-
ide switch from compressive to tensile, causing cracks to initiate and grow from the surface
towards the interface. At this point, the process of breakaway oxidation begins. Oxygen
diffusion is no longer the sole transport method to the underlying metal; it can travel down
the cracks and react with the fresh surface [24]. Once these cracks initiate, they will see an
initial self-arresting behavior before finally transitioning to a completely linear behavior as
seen in Fig. 1.2. At high temperatures, this cyclic behavior of crack formation and termi-
nation is not commonly observed in the transition between diffusion-limited and breakaway
kinetics.
Figure 1.2: Diagram of the transition from parabolic to linear oxidation of zirconium in
water. Initial self arresting behavior can be seen by the cyclic parabolic humps. The oxide
self arrests, then cracks exposing a fresh surface causing the parabolic curve to start anew.
Figure from [4]
There are several different reactions that take place during the steam oxidation of zirco-
nium and zirconium alloys. A simplified version of these reactions is described below. At
the free surface, the water molecule breaks down into its ionic components (Eq. 1.1). The
oxygen ion then adsorbs onto the oxide, combining with an oxygen vacancy on the oxygen
sub-lattice (Eq. 1.2), while the hydrogen can either enter the oxide at an interstitial site, or
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combine with electrons to form hydrogen (Eq. 1.3).
H2O =⇒ 2H+ + 2O2− (1.1)
O2− + VO
·· =⇒ OO (1.2)
H+ =⇒ H ·i or 2H+ + 2e− =⇒ H2 (1.3)
2O2− + Zr4+ =⇒ ZrO2 + 4e− (1.4)
The oxygen diffuses across the oxide via a vacancy-driven diffusion mechanism, while the
hydrogen moves by hopping between interstitial sites. At the zirconium oxide interface,
ignoring substoichiometric oxides, the zirconium reacts with oxygen to form zirconia and
electrons (Eq. 1.4). These electrons move across the oxide to reduce the hydrogen (that has
not been absorbed) via Eq. 1.3.
The high temperature oxidation of pure zirconium is strongly affected by the purity of the
metal, and the alloying elements included, as seen in Table 1.1 compiled from Cox’s review
chapter [1]. Increased impurity concentrations in the metal decreases the time to breakaway









O2 Air O2 Air O2 Air O2 Air
Breakaway time (hr)
600  300  300 − 300, 82 − 30, 20 8,3 9
700 400 270 100 95, 15 10 11, 5 3, 5 3
800 63 12 13 20 2 4, 2 3, 2 −
900 120 0.8 2.5 1 0.5 0.7, 0.5 − −
1000 − 3 0.5 0.5 2 0.4, 0.1 − −
Growth rate (surface area) ( %
hr
)
700 − 0.2 0 0.1 0 0.2, 2 − −
800 − 0.5 0.04 0.3 0.02 4, 1.5 − −
900 0.2 11 0.8 8 3 30, 9 − −
1000 − 9 0.8 8 11 40 − −
oxidation. Very pure zirconium (arc-melted containing <0.0085 at% Hf and <0.005 at%
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other impurities [26]), and can experience stable oxidation for hundreds of hours; however
both graphite-melted samples (containing 0.05 at% Fe, 0.12 at% C, 0.1 at% O2, and 2 at%
Hf [27]) and Zircaloy-2 samples with second phases particles and elements in solid solu-
tion, quickly transition to breakaway oxidation. Additionally, the concentration of oxygen
in solution affects the onset of breakaway oxidation. One study reported that increasing
concentration of oxygen dissolved in alpha-zirconium decreases the time to breakaway oxi-
dation [28]. In aqueous environments however, pure zirconium does not exhibit long-term
protective oxide growth, and the addition of Sn or Nb can suppress weight gain [29].
During the early development of zirconium-based cladding in the 1960’s, several studies
examined the individual effect of different alloying elements on the oxidation behavior in high
temperature air. Two studies focused on the air oxidation of binary zirconium-metal alloys at
700◦C [2, 30]. These investigations found that most common alloying elements increased the
oxidation rate of zirconium. From the 20 different alloying elements tested, only Al, Pt, and
Ni demonstrated an ability to reduce the oxidation rate of Zr with increasing concentration.
The power-law rate constants from [2] listed in Table 1.2, are roughly organized by increasing
power-law exponent. A further study of Zr-Ni oxidation at higher temperatures found that
oxidation was significantly decreased at 1000◦C. However, Ni was later found to increase the
hydrogen uptake in aqueous corrosion environments and was removed as an alloying element
when Zircaloy-4 was developed [31, 32].
Several different alloy types have been developed and are in use in current nuclear reactors.
The older Zircaloy family contained Fe, Cr, and Sn, while the newer alloy types M5, E110,
and ZirloTM , reduce or replace the Sn with Nb and reduce the concentration of Fe and Cr.
The oxidation kinetics of these various alloys in steam from 600-900◦C can be seen in Fig.
1.3 [5]. Dramatic differences can exist between these different alloys. The alloys M5 and
E110, which do not exhibit breakaway oxidation, have substantially slower oxidation rates
long-term. Additionally, their kinetics are slower before breakaway oxidation occurs.
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Figure 1.3: Steam oxidation weight gain of Zircaloy-4, Duplex, Zirlo, M5, and E110 from
600-900◦C. Figure from [5]
1.2 Yttrium Oxidation
Yttrium forms a stable Y2O3 oxide, with a lower Gibbs free energy of formation than zirconia
[33]. Alpha yttria, stable below 2327◦C [34], is cubic and belongs to the Ia-3 space group
with lattice parameters of a=b=c=10.595 Å.
Minimal research has been conducted on the oxidation of pure yttrium, or alloys with
yttrium as the base metal. The oxidation of yttrium in air was studied in the early 1960’s
for the development of higher temperature structural materials for nuclear reactors [35, 36].
It was found that the purity of the metal significantly affected the oxidation response, with
catastrophic failure of the oxide observed at higher temperatures. However, tests of 99.9%
purity yttrium metal showed an adherent oxide stable up to 1000◦C for 10 hours, with oxide
failure occurring after longer time periods above 875◦C [36]. These tests only ran for 180
hours, and since hundreds of hours are necessary for breakaway oxidation to occur in high
purity Zr, (as referenced in Table 1.1) more time might be needed for oxide failure to occur
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in yttrium at lower temperatures.
1.3 Zirconium-Yttrium
In their metallic forms, both α-zirconium and α-yttrium form P63/mmc hexagonal lattices,
and then transition to BCC Im3̄m lattice at higher temperatures. Despite their similarity
in lattice structures, they are immiscible, and do not form intermediate phases, as seen in
the phase diagram in Fig. 1.4 [6]. At equilibrium, only up to 0.6 wt% yttrium is soluble in
Zr at 880◦C, dropping down to below 0.1 wt% yttrium at room temperatures. Despite the
above properties, up to 4 wt% yttrium can be quenched into a supersaturated solid solution
[37].
Figure 1.4: Zirconium-Yttrium phase diagram from [6]
The earliest work studying the oxidation of Zr-Y alloys began in response to a need for
oxidation resistant alloys for use in the space industry [21]. 5-50 at% yttrium alloys were
oxidized in air at 1200◦C and 1600◦C. No weight gain information was included; however
the oxide structure and base metal were studied using XRD, fluorescence, and electron-
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microprobing. It was found that at the lower temperature of 1200◦C, the Zr and Y oxidized
separately, while at the higher temperature of 1600◦C, alloy melting enabled rapid yttrium
diffusion through the liquid to the surface. With an adequate flux of yttrium, a continuous
yttria layer grew. The key result was that in the temperature regimes studied in this work,
the diffusion of yttrium through the zirconium/yttrium metal was not fast enough to form
a continuous yttria layer. Even 50 wt% yttrium samples resulted in mixed oxides. The fast
oxidation rate most likely contributed to the lack of yttrium at the oxide/metal interface.
The affinity of yttrium for oxygen was observed through the formation of yttria nodes, inside
of the base alloy.
In 1975, Nasrallah studied the oxidation of a Zr-0.5Y alloy in air up to 545◦C [9]. This
work was done in conjunction with the effects of doping zirconia and yttria to look at the
effects on ionic conductivity, which will be discussed later in Section 1.6. It was found that
the addition of yttrium increased the oxidation rate, as compared to pure Zr, by a factor of
6. Plotting the weight gain against the square root of time gave a linear trend, indicating
that the kinetics were parabolic. An Arrhenius plot of the data showed that both pure Zr,
and the yttrium alloyed samples had similar activation energies for diffusion. The author
concluded that the driving force for the increase in the diffusion coefficient was an increase
in the concentration of oxygen vacancies due to yttrium doping.
The oxidation of pure Zr-Y alloys were not studied since the above 1975 work, however
several ternary systems of Zr, Y, and Ni or Nb have been examined for various uses. The
Zr-Y-Ni alloy studied by Fuhrmann [23] looked at a range of Ni-Zr alloys from 8-82 at% Zr,
and Ni-Zr-Y alloys from 92-19 at% Ni with a balance of Zr and Y in a ratio of 5 to 1. These
were oxidized in 800◦C, 900◦C, and 1000◦C oxygen environments. The binary Ni-Zr alloys
showed very minimal change in the degree of oxidation across the composition; however the
Ni-Zr-Y alloys showed orders of magnitude thicker oxide with internal oxidation of the Zr
and Y leaving metallic Ni. Only the highest Zr-Y concentration formed a thick layer of
yttria, causing the oxide thickness to match that of the Ni-Zr alloy. The addition of smaller
concentrations of yttrium to this alloy system was detrimental to the oxidation rate.
A more interesting study examined yttrium ion implantation in the surface of zircaloy-4
[22]. Doses of 1x1016, 5x1016, and 1x1017 ions
cm2
were implanted into polished samples to a
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maximum depth of 70nm. These implanted samples were then oxidized at 500◦C in air.
A weight decrease from 0.15 to 0.11 mg
cm2
over 100 minutes was observed between the as-
received sample and largest dose sample. This was associated with a transition from mainly
monoclinic zirconia to the tetragonal phase. No pre-heat treatments occurred, and the
yttrium atoms remained near the surface, with a maximum concentration of 0.2 at% peaking
at 30nm deep. Yttrium is known to stabilize the tetragonal and monoclinic phases of zirconia
[38], however only the ion implanted study managed to see a large shift in the stabilization.
Both Batra [8] and Fuhrmann observed the individual formation of both yttria and zirconia.
In a similar study, a yttrium surface coating 0.1µ thick was sputter-coated onto the surface
of Zircaloy-2, and then mixed via Xe bombardment to increase adherence [39]. This resulted
in a decrease in the amount of oxygen in solid solution underneath the oxide after exposure
to supercritical water at 400◦C for 168 hours. No weight gain information was recorded,
and cross-sectional SEM did not observe a distinct yttria layer on the surface. The authors,
Sridharan and Harrington, claim that doping zirconia with yttria decreases the diffusion
coefficient, however other experimental work disputes this result [40].
In an effort to reduce continuous hydride formation in reactor cladding, Batra looked at
how yttrium additions to Zr-Nb alloys affected both the hydride formation and oxidation
resistance [8]. Accelerated autoclave exposures at 10MPa and 400◦C were performed for
72 hours, and the oxide thicknesses were measured. It was found that adding yttrium and
decreasing the Nb concentration reduced the oxide thickness by a factor of four while the
hydrogen pickup fraction increased from 0.028 to 0.247. The resulting hydride morphology
changed from long interconnecting plates to discrete precipitates. The effect of yttrium on
the hydride structure will be discussed further in the next section.
1.4 Hydrogen uptake and Hydriding
The zirconium-hydrogen system has been extensively studied over the years due to the nega-
tive impacts of zirconium hydride formation on fuel cladding mechanical behavior [41]. This
formation is due to hydrogen uptake at the oxide-water interface during normal operating
conditions. Significant hydrogen uptake also occurs during high temperature steam exposure
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[42]. The phase diagram [7] for this system is shown in Fig. 1.5. The equilibrium hydride
phase that is commonly observed at room temperature is the δ hydride phase, having a
stoichiometric formula of ZrH1.6. Two other metastable phases of zirconium hydride are
Figure 1.5: Zirconium-Hydrogen phase diagram from [7]
observed forming during corrosion: the γ phase which forms during rapid cooling [43, 44],
and the ζ phase which transforms into either the γ or δ phase [44].
The addition of oxygen to zirconium has several effects on hydrogen solubility, both in
solid solution and in oxide form [45]. Below the zirconium α to β phase transformation, the
amount of hydrogen in solid solution increases, and subsequently decreases with increasing
oxygen content. However, generally a decrease in the solubility of hydrogen in zirconium
is observed with increasing oxygen content [46]. Upon transformation to the β phase, this
relationship is reversed. Upon transforming to the oxide phase, the mole fraction of hydrogen
to oxide dropped to as low as 10−5, and decreased with increasing temperature [45].
During fuel rod bundle oxidation tests with temperatures ranging from 700 to 1100◦C,
greater hydrogen uptake was observed at localized regions with higher temperatures, and
where lateral cracks had formed [47]. This occurred despite the equilibrium hydrogen mole
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fraction in zirconia being lower at higher temperatures. The increased hydrogen uptake at
higher temperatures was explained by a higher hydrogen generation rate due to increased
oxidation kinetics. This increased the hydrogen partial pressure at the surface of the oxide,
thus increasing the uptake.
The affects of the lateral cracking was equally significant. In isothermal one hour steam
exposures from the same study [47], these micro-cracks were named as the reason behind the
lower (1.76 vs 9.23) H at% concentrations observed at 1100◦C than at 1000◦C for Zircaloy-
4. Despite a 100◦C increase in temperature which increased the oxidation kinetics and
therefore hydrogen production, the total hydrogen uptake decreased by a factor of five. The
cracks provided faster diffusion pathways for hydrogen uptake. An additional complication
is desorption of hydrogen with time at temperatures above 1000◦C [48]. The decrease in the
oxidation kinetics over time reduces the equilibrium pressure of hydrogen outside of the fuel
rod. This pressure reduction, in turn, causes the release of hydrogen from the system with
time at a rate of t−
1
4 . A model was created that calculated the equilibrium concentration
over time[48]. It predicted that after an initial spike in the hydrogen concentration at the
start of oxidation, the hydrogen would slowly diffuse back out of the sample.
At lower temperatures, closer to normal reactor operating conditions, hydrogen uptake
has been linked to oxide resistivity. In a study by Couet of Zircaloy-4 and Zr-Nb alloys,
the oxide resistivity was measured in-situ via electrochemical impedance spectroscopy [49].
It was found that the oxide resistivity was proportional to hydrogen uptake; the Zircaloy-4
samples which had a high oxide resistivity absorbed more hydrogen than the Zr-Nb alloy. It
was theorized that more resistive oxides generate an electric potential in order to facilitate
electron transport to the surface. This same potential would also serve to pull protons
into the system. This effect is a result of the space charge theory of oxidation that will be
discussed in Section 1.6 and 7.1.
The addition of yttrium to zirconium alloys has a strong effect on its hydride structure. As
noted previously, Batra observed an increase in the hydrogen uptake with increasing yttrium
concentration [8]. The yttrium also changed the hydride structure from more commonly
observed needles or plates to that of nodules (shown in Fig. 1.6). In a previous study by
Batra, quenching the yttrium-infused samples before hydriding induced the formation of
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nano-sized hydrides that were not visible under optical microscopy [18]. It was theorized
that the yttrium attracted the hydrogen, and provided nucleation sites allowing for these
dispersed hydrides.
Figure 1.6: Effect of increasing yttrium and decreasing Nb on the hydride structure formed
after loading sample with hydrogen. Images from [8]
Results opposing those of Batra showed a decrease in hydrogen uptake with increasing
yttrium concentration [50]. In this study, hydrogen was introduced by exposing the samples
to a hydrogen-filled chamber at 400◦C for six hours. Hydrogen uptake was tracked, and a
significantly slower absorption rate was observed in the highest yttrium containing sample.
Hydrogen uptake under these conditions, however, is very different than aqueous corrosion or
steam oxidation. The lack of a growing oxide layer and inward oxygen diffusion is a critical
difference and greatly changes the uptake mechanism. Less hydride precipitation occurred
in the yttrium alloyed samples; however this was due to a slower uptake rate resulting in
less hydrogen absorbed into these samples. Chen concluded that the yttrium reduced the
grain size and basal texture which limited the formation of transgranular hydrides [50].
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These results do not agree with Batra regarding the mechanism by which yttrium affects
hydride formation. More recent publications by Li and Peng [19, 51] also conclude that
yttrium promotes the formation of dispersed hydride clusters by providing nucleation sites.
Additionally it was observed by Peng that yttrium increased the stability of hydrides under
Ar environments when studying hydrogen desorption.
1.5 Kinetics
The oxidation of metals is driven by either the diffusion of the oxidizing species through the
oxide to the metal, or the diffusion of the metal to the free surface. Research has shown that
the oxidation of zirconium occurs through the diffusion of oxygen to the metal [52]. The







where x is the oxide thickness and t is the oxidation time. The Arrhenius temperature effects
and diffusion constant are combined into a single constant k (an interpretation of k would
be the growth rate of the oxide). The value of n was originally derived to be 0.5, giving a
parabolic oxide growth [53]. This results in a self-limiting oxide; the thicker the oxide grows,
the more time it takes to become incrementally thicker. The smaller the value of n is, more
time is needed to grow a thicker oxide. Therefore n and k have opposing effects on the oxide
growth rate. It has been observed frequently that the oxidation of zirconium and zircaloy will
fall between that of a cubic (n=0.33) and that of a parabolic (n=0.5) response. In the initial
work on the oxidation of binary zirconium alloys by Porte [2] in which 20 different elements
were tested, n powers between 0.3 and 0.6 were observed, with pure zirconium exhibiting
cubic growth. Porte theorized that the cubic growth followed the same results found in the
work on the oxidation of titanium [54] in which the cubic kinetics were explained by the large
amount of oxygen in solid-solution in the metal. Later research postulated that the cubic
kinetics were a result in the grain size of the oxide [55]. If grain boundary diffusion is the
dominant diffusion pathway, then an increase in the grain diameter as the oxide thickness
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increases would add an additional barrier that would increase with oxide thickness. A
linear grain size to oxide thickness relationship would result in cubic kinetics. Evens found
several issues with this theory, e.g. the existence of other diffusion shortcuts available such
as dislocations or sub-boundaries and the inaccuracy of grain size measurements [56]. He
posits that internal stresses in the oxide are the fundamental mechanism for the deviation
from parabolic kinetics. He argues that the oxygen vacancy population is strongly affected
by stress fields, and these increasing compressive stresses in the oxide would decrease the
number oxygen vacancies, and thus the available sites for oxygen diffusion sufficiently to
lower the power-law coefficient. Later modeling work also agreed with this theory [57].
However there are some issues with Evan’s theory as well. Cyclic oxidation was assumed,
as the stresses linearly increased with oxide thickness. However as seen from Table 1.1, the
oxidation of pure Zr exhibiting cubic kinetics occurs for substantial time periods without
cyclic oxidation. This would mean that the thick oxides would require extremely large
stresses to maintain a stress induced cubic kinetics. Fromhold, a proponent of the space
charge theory of oxidation kinetics, did not agree with these results in his derivation of how
oxide stresses would affect the kinetics [58].
In the early 1940s, Mott and Cabrera posited that space charges in the oxide would build
up an electric potential which would limit oxide growth as the oxide thickness increased
[59, 60]. In this scenario, space charges are localized charges which build up within the
oxide. Instead of assuming that the local charges balance out to zero, a net charge is allowed
to form in the oxide. What is enforced is a zero net charge current across the oxide: the
oxygen vacancy, and electron currents need to equal zero. More recently this model has been
further developed to examine the role of hydrogen uptake in the oxidation of zirconium, and
how that is linked to the kinetics, as hydrogen is also a charged species, and will cause a
current when diffusing across the oxide [61, 62]. However this work is still relevant to the
oxidation kinetics as it describes both the effect of space charge and hydrogen uptake on the
power-law exponent. It describes the variety of oxidation kinetics observed in zirconium by
examining the effect of the space charges in the system. In tests of the role of hydrogen in
zirconium oxidation kinetics in 360◦C water, it was found that the addition of Nb showed
minimal hydrogen uptake, and close to parabolic kinetics. On the opposite side of the
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spectrum, a Cu-alloyed metal, with a large hydrogen uptake, had an oxidation response
close to that of cubic kinetics. From this result it was thought that hydrogen had an inverse
relationship with n, with slower cubic kinetics associated with higher hydrogen uptake.
1.6 Doping and Space Charges
As oxygen is the main ion diffusing during the oxidation process, the concentration of oxygen
vacancies plays a key role in the kinetics. The oxygen ions diffuse by moving into vacancies;
as such increased oxygen vacancy populations increased the probability of an oxygen atom
having a location to jump to. These vacancy concentrations can be controlled by doping
the oxide, an outcome which has been widely studied [63, 64]. From the initial work on the
effect of aliovalent substitutions by Schottky, Hauffe and Wagner [65], two different responses
will be observed if the semiconductor is p- or n- type. In n-type systems, a lower valence
substitution in the lattice increases the ionic defect population and decreases the electron





O + 3OO (1.6)
Work by Nasrallah on the effect of yttria doping of zirconia found that this theorized de-
fect structure matched experimental results [40]. Pure zirconia exhibited mainly electronic
transport, while the increase in the yttria doping increased the fraction of ion transport.
The increase was mostly independent of the oxygen partial pressure at the highest doping
concentration, as shown in Fig. 1.7. In Nasrallah’s previously discussed study on the oxi-
dation of a Zr-0.5Y alloy, the increased oxygen vacancy concentration from yttrium doping
was indirectly observed through the change in the oxidation kinetics [9]. An increase in the
diffusion coefficient was found, however no change was seen in the activation energy for the







wherein a is the jump distance, ν is the jump frequency, E is the activation energy for the
jump, kB is the Boltzmann constant, and T is the temperature in Kelvin. ν is directly
proportional to the number of oxygen vacancies; increasing the number of available sites
to jump to, increases this jumping rate. Therefore, an increase in the oxygen vacancy
concentration as a result of yttrium doping would increase ν, and therefore the diffusion
coefficient as well.
Figure 1.7: Change in oxygen diffusivity with respect to oxygen pressure at 600◦C. The
increase in the diffusivity due to yttria doping can be observed. From [9]
It is important to understand electron transport in zirconia as it compliments the oxygen
vacancy current. The transport of electrons through zirconia has been experimentally studied
multiple times over the years [66, 67, 17, 49]. Experimentally, it is difficult to determine the
exact rate controlling species; however there has been a consensus that electron transport is
the rate-limiting step. Analysis of oxides has shown that two regions form in the oxide with
different conductivities. Near the oxide/metal interface a black oxide grows first, and is more
electrically conductive. When the oxide grows to a critical thickness, a white oxide forms
which is much more resistive. Measurements of the electric potential at the oxide/metal
interface have been consistently lower than at the surface. With regard to the question of
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the zero net current within the oxide during oxidation, this measured differential in current is
in agreement with the space charge theory. In an electron diffusion-limited system, in order
to maintain an electron current that balances the positive oxygen vacancies, an additional
electric field is necessary to increase the electron flux and limit the vacancy flux. This is
done via an electric field created by an electric potential across the oxide.
As discussed in Section 1.5, an electric field internal to the oxide is one mechanism to
explain cubic oxidation kinetics. A build-up of a positive space charge across the oxide limits
electron diffusion by creating an electric potential which favors oxygen vacancy diffusion
towards the oxide/gas interface and limits electron diffusion. This electric potential builds
as the oxide grows; each additional layer of oxide as well as positive space charge adding to
the potential. Accordingly, an even greater counter potential across the oxide to equalize the
current is necessary. That a positive space charge is formed in the oxide is assumed due to
the constraints imposed by cubic kinetics. Each additional oxide layer increases the intrinsic
resistance of the oxide to outward electron movement, reflecting the experimentally-observed
electron-limited oxide growth. Therefore, two competing electric potentials are formed: one
from a non-uniform space charge distribution, and the other from a uniform restoring force
to equalize the current. The equations governing the potentials fall into the Poisson-Nernst-
Planck (PNP) system for ion transport, and will be discussed in section 7.1, along with the
computational results.
1.7 MOOSE and Finite Element
To solve the coupled PNP equations, the Multiphysics Object-Oriented Simulation Envi-
ronment (MOOSE) [10] framework developed by Idaho National Laboratory was utilized.
MOOSE was chosen because of flexibility and open-source code base. While additional effort
is necessary to develop an application for this system, greater user control can be achieved.
The modeling of several different ion systems using physics similar to the PNP system used
in this work has been successfully done using MOOSE [68, 69].
MOOSE uses a Newton-Krylov method to solve nonlinear systems of equations. This
method reduces memory consumption and generally negates the requirement to form the
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full Jacobian needed to solve coupled systems. MOOSE is designed to handle most of the
back-end in solving the systems of equations, requiring the user to construct kernels in order
to describe the physics governing the system. These kernels are derived from solving the
weak form of the differential equations, resulting in both the equations that act on the
bulk, and the boundary condition terms. Figure 1.8 depicts a flowchart of how the physics
created by the users are subsequently processed in MOOSE. For small geometries and simple
systems, models can be quickly developed and run without needing significant interaction
with the code necessary to solve the equations. Additionally, testing and expansion becomes
easier due to the fact that the physics is modularly implemented in kernels, allowing for the
build up of complexity, which is handled wholly by MOOSE.
Figure 1.8: Flowchart of the MOOSE system. Reproduced from [10].
1.8 Thesis Scope
This work will examine the high temperature oxidation kinetics of the zirconium-yttrium
system. The addition of yttrium contributes two significant changes to this system: doping
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with a +3 ion as compared to the +4 Zr ion (Eq. 1.6), as well as providing a stronger
hydrogen former as compared to pure Zr. The relationship between both the doping and
the hydrogen uptake on the oxidation rate constant, k, and the power-law exponent, n, will
be studied. Both oxygen/argon, and steam environments will be compared to isolate the
effects of the hydrogen in steam on these phenomena.
To achieve this, first a full characterization of the as-received material will be described,
focusing on the degree of yttrium precipitation. Next the results of the oxidation kinetics
in both steam and oxygen/argon environments will be presented, and a comparison of the
effects of hydrogen uptake on oxidation kinetics. To better understand the kinetics, the
following chapter will focus on diffraction results. Synchrotron x-ray diffraction will be used
to better understand the relationship between oxide structure and the degree of hydride
formation. Complementary analysis of the effect of yttrium concentration on the monoclinic
zirconia lattice will be described by the powder diffraction of fully oxidized samples. Optical
microscopy of 500◦C steam-exposed samples will be sued to confirm the hydrogen uptake
rates. The last results chapter will cover the formation of the space charge oxidation model,
and the effects of adding hydrogen as an additional charged species. Finally, the results from
the model and the experimental work will be compared, followed by concluding remarks.
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Table 1.2: Power-law exponent, n, from the oxidation of various percent Zr-Metal binary










Sn 0.96 0.28 Pb 0.58 0.28 Be 0.9 0.29
Sn 1.68 0.32 Pb 1.62 0.3 Be 2.09 0.34
Sn 3.6 0.31 Pb 4 0.28 Be 4.23 0.3
Al 1.42 0.36 Pt 1.08 0.34 Ni 0.91 0.35
Al 2.15 0.33 Pt 2.04 0.32 Ni 2.48 0.34
Al 3.62 0.29 Pt 4.22 0.31 Ni 4.22 0.32
Cu 1.08 0.34 Hf 1.03 0.34 Cr 0.77 0.33
Cu 1.84 0.33 Hf 2.22 0.34 Cr 1.63 0.34
Cu 3.6 0.33 Hf 4.08 0.35 Cr 3.61 0.33
Co 0.86 0.34 Fe 1.09 0.34 W 0.68 0.35
Co 2.49 0.34 Fe 1.98 0.35 W 1.96 0.35
Co 3.72 0.33 Fe 3.95 0.33
U 0.89 0.36 Mo 1.03 0.36 C 0.65 0.36
U 1.76 0.36 Mo 2.34 0.35 C 1.64 0.41
U 3.52 0.35 Mo 3.65 0.36 C 3.72 0.46
V 1.01 0.35 Nb 0.6 0.36 Ti 1.08 0.37
V 1.84 0.41 Nb 1.82 0.46 Ti 2.12 0.39
V 3.88 0.42 Nb 3.82 0.35 Ti 4.16 0.43
Si 0.8 0.4 Ta 1.04 0.6 Pure Zr 0.33
Si 1.94 0.43 Ta 1.78 0.66




The mechanisms controlling the oxidation kinetics of Zr-Y alloys in steam will be investigated
in this work. Zr-Y alloys of 0.01, 0.1, 0.5, 1, 2, and 12 wt% Y were provided by ATI Specialty
Alloys and Compounds. The exact processing parameters and thermal history of the alloys
is not known. Samples were cast in circular pucks roughly one cm thick. One mm thick
slices were cut from the center of the pucks using electro-discharge machining. The surface
oxide from the machining was mechanically removed with 600 grit paper. A full sample
table (2.1) including all oxidation and analysis is presented at the end of the chapter.
2.1 High Temperature Oxidation
A NETZSCH Jupiter 441 Simultaneous Thermal Analyzer (STA) was used to control the
oxidation environment and actively gather kinetics. This instrument allows for the exposure
of samples to steam up to 1250◦C in a Kanthal heating element furnace, and also the ex-
posure of samples to an oxygen/argon mix in a silicon carbide (SiC) furnace up to 1500◦C.
The instrument has a theoretical mass accuracy of 25 ng; however with a constant positive
pressure of reactive and carrier gases, much larger fluctuations are observed. The Kanthal
furnace has an accuracy of 50µg in a 2 g
hr
flowing steam environment with an argon carri-
er/purge gas. The SiC furnace has an accuracy of 10µg with flowing protective and purge
gases. A constant upward 30 ml
min
flow of argon along the stem of the sample stand is required
to protect the balance system beneath the sample.
Prior to steam exposure, samples were cut into 10x10x1mm coupons using a low speed
diamond saw. The two 10x10mm faces were manually mechanically polished to 1200 grit us-
ing SiC polishing paper. Samples were then ultrasonically cleaned in acetone and methanol.
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Finally, sample dimensions were measured with a Pittsburgh digital caliper. Due to the
casting processes, some samples were not uniformly square. For these samples, surface ar-
eas were measured from photos taken with a known scale using ImageJ (an image analysis
software). Correction files, which use the exact same temperature and gas profiles were run
to account for the buoyancy effect.
Figure 2.1: Cross-section of the STA in Ar/O configuration. Figure obtained from the
Netzsch instrument manual.
Samples were balanced on two alumina crucibles such that air gaps were present under-
neath, as shown in Fig. 2.2. Samples were not hung due to the possibility sample spallation at
high temperatures over long time periods, and the possibility of contamination from Pt wire
evaporation at high temperatures. After sample loading, the furnace pressure was pumped
down to 10−4 mBar before back-filling with ultra high purity (UHP) argon. Throughout
the duration of the heating, a positive pressure of argon was maintained, this inert atmo-
sphere allowed for samples to reach the testing temperature with limited oxidation. Mass
flow controllers (MFCs) internal to the system enabled precision control of two different gas
flows. The MFCs were pre-calibrated for several usual gases and were used to introduce a
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controlled 20/80 oxygen-argon mixture during O-Ar testing. Figure 2.1 shows the internal
configuration of the STA during O-Ar exposure.
Figure 2.2: Representative coupon loading configuration.
Steam was generated in a separate system and injected into the STA through a heated
flexible tubing. An additional heated three-way valve was used to vent steam during the
heating processes in order to allow for better control of steam introduction into the furnace.
The steam was heated to 120◦C before introduced into the furnace. An argon carrier gas was
used with the steam to drive it into the system. Figure 2.3 shows the furnace configuration
when steam was flowed across the sample. Note the long pathway inside of the furnace
between the steam inlet and the sample. This increased the mixing time of the newly intro-
duced steam before its partial pressure reached equilibrium in the sample. More information
on the oxidation procedure for this system can be found in [70].
2.2 X-Ray Diffraction
A Siemens/Bruker D5000 powder diffraction system was used to measure diffraction spec-
trum from powder oxide samples made from 0.01, 0.5, 2, and 12 wt% Y exposed to steam
at 700◦C and 1100◦C. The D5000 is located in the Frederick Seitz Materials Research Labo-
ratory at UIUC. Powder samples were made by oxidizing a coupon at temperature in steam
until the oxidation kinetics limited the oxide growth. The sample was then cooled, and
mechanically milled with a mortar and pestle to spall and crack the oxide and expose free
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Figure 2.3: Cross-section of the STA furnace in steam configuration. Figure obtained from
the Netzsch instrument manual.
surface. Samples were broken into smaller pieces at this time as well. The samples were then
exposed to steam again. This oxidizing/milling cycle was continued until no weight gain was
observed. The final oxides were completely white. Two or three heating, cooling, and milling
cycles were necessary for the 1100◦C samples, however up to seven cycles were necessary to
completely oxidize the 0.01 wt% Y samples at 700◦C due to slower oxidation kinetics at
this temperature. At 1100◦C, steam flow-rates were controlled when initially introducing
the steam to milled material. This was necessary to prevent a runaway zirconium oxidation
reaction. Approximately 1cm2 of powder was fabricated for each condition. Powders were
mounted in powder wells using a microscope slide to level the powder surface. The slide
used to level and distribute the powder was slid slowly over the well in random directions
to prevent textured packing.
Synchrotron diffraction was conducted at the 11-ID-C beam line at the Advanced Photon
Source located at Argonne National Laboratory. Diffraction data was collected in transmis-
24
Figure 2.4: Synchrotron diffraction sample/beam/detector configuration
sion geometry using a single CCD detector to capture the entire Debye-Scherrer cone starting
at a minimum d-spacing of 1.365Å. Figure 2.4 shows the diffraction geometry used during
these experiments. Samples were mounted on a plastic grid, shown in Fig.2.5. Control mo-
tors were used to move the grid in the x-y plane, while keeping the z-alignment stationary. A
0.25mmx0.25mm incident beam of wavelength 0.118Å, was used. Data collection consisted
of 1800 0.1 second exposures summed for each sample. Diffraction was also collected from a
CeO2 standard powder sample to calibrate both the instrument resolution as well as detector
configuration.
Diffraction data analysis was performed using Matlab, General Structures Analysis System
(GSAS) [71] and EXPGui [72], GSAS II [73], Dioptas [74], and OriginPro. Matlab code was
used to transform the panel detector data into intensity versus d-spacing, for batch Pseudo-
Voigt fitting of single and double peaks of the as-received material, and to examine the
azimuthal intensity dependency of individual diffraction peaks. GSAS was used to analyze
the powder diffraction data using Rietveld refinement to determine phase fraction, lattice
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Figure 2.5: Sample mounting configuration for synchrotron diffraction.
parameters, Lorentzian isotropic strain, and Lorentzian particle size. GSAS II was used to
fit and identify the synchrotron panel detector data. Dioptas was used to visualize the panel
detector data, and identify point diffraction intensity. Hydrogen peak areas were fit using
the multiple peak fit function in OriginPro. The hydrogen peaks were convoluted with three
or four other overlapping peaks necessitating tailored fitting steps.
2.3 Microscopy
Both electron and optical microscopy were performed on the samples to characterize topo-
logical/chemical information. A Hitachi S4700 High Resolution SEM was used to image
samples pre- and post-exposure. Secondary electron imaging was used, with both analysis
mode, and ultra high resolution mode. Chemical information was collected using the linked
Oxford instrument ISIS EDS X-ray Microanalysis System. The EDS data was used to track
yttrium precipitation in the as-received samples, and to examine the oxide-metal interface
post steam exposure. Samples were mechanically polished to 1um for pre-exposure SEM,
and vibration polished to 0.05um for post-exposure SEM. The S4700 SEM is located in the
Frederick Seitz Materials Research Laboratory at UIUC.
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Two different Zeiss Axiovert with bright field/dark field/DIC imaging modes were used
for the post-exposure optical microscopy. Digital cameras were used for image acquisition at
20, 50 and 100X. As-received sample microscopy was conducted on an Axiovert located in
the Frederick Seitz Materials Research Laboratory at UIUC. The as-received samples were
polished to 1um and then etched with a 1 part hydroflouric acid, 10 part nitric acid, 10 part
sulfuric acid, 10 part water solution to reveal grain structure and yttrium precipitates.
Post-steam exposure cross-sectional microscopy samples were fabricated to reveal the ox-
ide/metal interface using the following method. Oxidized samples were cut in half using a
low speed diamond saw. These cross-sectioned samples were then mounted in epoxy using
clips to ensure that there position was orthogonal to the surface of the epoxy puck. An
automatic mechanical polisher was used to polish the mounted samples using progressively
finer grits starting with an MD Piano 220. The final step with the automatic polisher use
was a 1µm diamond solution. Lastly, samples were vibration-polished for up to 8 hours using
a 0.05µm colloidal silica suspension.
The next step in sample preparation was chemical etching to reveal hydride structures
and yttrium using a 1 part hydroflouric acid, 10 part nitric acid, 10 part sulfuric acid, 10
part water solution. To reveal the yttrium, samples were etched by soaking a Q-tip cotton
swab in the solution, and then rubbing the sample for 10 seconds. The samples were then
immersed in tap water and stirred. To reveal the hydrides, samples were etched in a similar
























































































































































































































































































































































































































































































































































































































Coupons of the as-received 2 and 12 wt% Y in Zr alloys were cut, polished, and etched
to reveal their starting grain structures. The HSO4 in the etching solution preferentially
corroded Y, resulting in better contrast in the higher weight fraction Y samples, shown in
Fig. 3.1A. The etched patterns indicated that yttrium precipitated at both grain boundaries
Figure 3.1: A: Optical microscopy showing grain structure of as-received 12 wt% Y.
Etching preferentially removed Y, revealing precipitation at the grain boundaries and
semi-organized spherical and line precipitates inside of the grains. B and C: SEM original
and EDS mapping of Yttrium concentration before chemical etching showing grain
boundary and intragranular precipitation.
and at dispersed secondary phases throughout the grain. The dispersion and patterning of
the yttrium precipitates indicates limited yttrium diffusion during cooling as seen by the
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occurrence of the ordered precipitation structures. SEM/EDS analysis of un-etched material
confirmed that Y preferentially corroded. As depicted in Fig. 3.1B/C, yttrium concentration
was enriched at grains and in dispersed precipitates in a manner similar to that in the etched
regions. Additionally, no yttrium enrichment was observed post-etching. The 2 wt% Y
sample showed only a slight attack at grain boundaries, with some nodules in the grain
boundaries (Fig. 3.2). Samples containing lower Y wt% Y did not experience significant
grain boundary attack. From the 12 and 2 wt% Y samples, a typical cast microstructure
was observed: equiaxed grains in the center, larger columnar grains closer to the edge, and
small grains near where the metal touched the mold. Traces of the 12 wt% Y sample grain
structure are shown in Fig. 3.3.
Figure 3.2: SEM image of 2 wt% Y sample after etching. Slight grain boundary attack is
shown, with small nodules occurring in the grain boundary, indicating yttrium enrichment
and possible nucleation at the grain boundaries.
Analyzing the grain size of the sample bulk (excluding the thin region of small grains
around the casting’s edge) showed that the grain sizes followed a log-normal distribution,
shown in Fig. 3.4, and had an area-weighted grain size of 206,229µm2. Assuming dimen-
sionally square grains, this yields a grain size of roughly 450µm. This relatively large grain
size was reflected in the synchrotron diffraction data, where data consistent with single or
very few crystal diffraction peaks was observed.
Examples of as-received diffraction patterns of the 0.01 wt% Y and 12wt% Y are shown
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in Fig. 3.5. From the diffraction pattern of the as-received samples, yttrium diffraction
peaks were only observed in the 12 wt% Y sample. This observation of peaks only in the
12 wt% Y sample agrees with those of the metallography results. From this agreement, it
can also be concluded that a majority of the grain boundary etching in the 2 wt% Y sample
comes from enrichment and not from yttrium precipitation. The amount of yttrium in solid
solution was determined by calculating the a lattice parameter from d-spacing as function
of yttrium concentration. After azimuthal integration, d-spacing for the (100), (110), and
(200) Zr reflections were extracted from pseudo-voigt fits of the peaks. The zirconium a












Figure 3.6 shows that the average of the three calculated a parameter values followed Vegard’s
Law: linearly increasing with yttrium concentration to 2 wt% Y. The experimental values
agree reasonably well with theoretical values calculated using Eq. 3.2, where x is the fraction
of b, a is the lattice parameter of element a, and b is the lattice parameter of element b.
aA(1−x)bx = (1− x)aA + xaB (3.2)
At 12 wt% Y, when yttrium precipitated out of the matrix, the lattice parameter decreased
slightly. This indicates that the yttrium was in super-saturated solution. Nucleation sites
allowed the excess yttrium to come out of solution. From the zirconium-yttrium phase dia-
gram in Fig. 1.4, less that 0.1 wt% Y should be in solid solution in zirconium at equilibrium.
Therefore, the yttrium in most of the samples was in a super saturated solid solution within
the Zr matrix. This agrees with work by Peng, who observed up to 4 wt% Y remaining in
solid solution in cast Zr-Y alloys [37].
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Figure 3.3: Grain structure cross-section from a 12 wt% Y sample, post-etching. The top
of the figure shows the casting/air interface, while the figure’s bottom shows the
casting/crucible interface.
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Figure 3.4: Histogram and log grain sizes of the as-received 12 wt% Y sample. Grain sizes
followed a log-normal distribution.
Figure 3.5: Raw panel detector data from as-received 0.01 wt% Y and 12 wt% Y. The
effect of large grain size, especially in the 0.01 wt% Y, is shown in both images by strong
individual peaks instead of uniform diffraction rings.
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Figure 3.6: Average experimental a lattice parameter for Zr in the as-received alloy as a





4.1 Comparison to Relevant Materials
The oxidation kinetics studied in the STA focused on the 0.01 - 1 wt% Y concentration
samples, in which phase separation did not occur. Figure 4.1 shows example thermogravi-
metric analysis (TGA) results at 700◦C with Zircaloy-2 and “pure” Alfa Aesar zirconium as
the comparison material; the Alfa Aesar zirconium is listed as “pure” due to the fact that
the hafnium content was not listed. The graph of the weight gain versus time shows that
the addition of yttrium systematically increases the oxidation kinetics. The 0.01-0.5 wt% Y
samples followed quasi-cubic oxidation throughout the duration of the experiment. When
the yttrium concentration reached 1 and 2 wt% Y, the samples experienced cyclic oxidation.
Each experienced two cycles, but surprisingly, the 1 wt% Y sample experienced oxide failure
before the 2 wt% Y sample. No transition to pure breakaway oxidation was observed, but
the oxidation kinetics for these two concentrations were multiple times larger at 600 minutes
than the kinetics for the lower wt% Y samples.
As a comparison, the Zircaloy-2 sample does exhibit a standard quasi-cubic to breakaway
behavior. Its initial behavior followed the 0.01, 0.1 wt% Y, and “pure” Zr weight gain. The
transition to pure linear weight gain at 200 minutes resulted in a greater overall weight gain
than the 1 and 2 wt% Y samples past 600 minutes. This clearly demonstrates why the
transition to linear oxidation kinetics should be avoided. The “pure” Zr shows weight gain
that is the same as the 0.1 wt% Y kinetics. Results from Table 1.2 show that the addition
of hafnium slightly increased the power-law exponential. Therefore Hf contamination of the
“pure” Zr, since it is not nuclear grade Hf-free Zr, is the most likely reason for the increase
in the oxidation rate. This also implies that the 0.01 wt% Y sample should exhibit kinetics
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that are very close to pure Zr oxidation.
Figure 4.1: TGA data of steam oxidation kinetics at 700◦C. 0.01-2 wt% Y, Zircaloy-2, and
“pure” Zr data are shown for reference.
The data points from Nasrallah’s work on zirconium 0.5 wt% Y air oxidation at 490◦C [9]
was extracted from the publication, and re-plotted on a log-log scale in Fig. 4.2. Addition-
ally, the oxygen-argon thermogravimetric data from this work at 500◦C and a similar Y-Zr
composition are shown. For shorter time periods, Nasrallah’s sample experienced less weight
gain. This is expected due to the 10◦C lower testing temperature. However, at close to 400
minutes, the weight gain between Nasrallah’s data and our sample converges. Fitting both
of these curves to a line, such that the slope is the power-law exponent, shows that they have
markedly different kinetics. Nasrallah’s data follows that of parabolic kinetics, while ours
follows cubic. The exact reason behind the difference in the power-law exponent is unknown;
however nitrogen is known to have a strong effect on the oxidation of Zircaloy, in both steam
and air [75, 76]. Nitrogen serves to accelerate the oxidation kinetics, thus increasing the
parabolic rate constant, and decreasing the time to breakaway oxidation. Therefore, the
air oxidation of the sample by Nasrallah may be one of the reasons for the change in the
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power-law exponent. Despite these differences, the weight gains of the two samples are of
the same order of magnitude, even equaling each other at longer time periods. So while the
specific kinetics are different, the overall weight gain is approximately the same.
Figure 4.2: TGA data of O-Ar kinetics of 0.5 wt% Y at 500◦C as compared to the air
exposure of a similar concentration at 490◦C by [9]
4.2 Steam and Oxygen-Argon Results
As seen previously in Fig. 4.1, significant cyclic oxidation occurred at 2 wt% Y. Coupled
with the possible yttrium precipitation in grain boundaries in the 2 wt% Y samples, the
thermogravimetric analysis focuses on the 0.01-1 wt% Y samples. As the focus of this work
is on non-breakaway behavior, as well as bulk processes, limiting the effects of second phase
particles and oxide cracking was necessary. Yttrium precipitates in the metal would have
caused a mixed oxidation mode, as pure yttria regions would have formed on the surface of
the sample.
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At 500◦C, the rate of weight gain consistently increased with the yttrium concentration
in both steam and oxygen-argon, as shown in Fig. 4.3. In the steam environment, all of the
samples experienced quasi-cubic responses with no indication of breakaway oxidation. In the
oxygen-argon environment, the 1 wt% Y sample experienced a smooth transition to linear
oxidation. The steam-exposed samples always experienced greater weight gain compared to
that of their equivalent O-Ar-exposed samples. On average, the steam samples gained two
to three times the weight of the O-Ar samples after 500 minutes.
From the log-log scale graphs shown in Figs. 4.3, 4.4, 4.5, and 4.6, the O-Ar samples that
did not experience breakaway oxidation followed a constant power-law response throughout
the duration of the exposure. This is seen by the linear trend on the log-log scale, with a slope
of less than 0.5 (indicating parabolic kinetics). The steam-exposed samples follow a linear
response for long durations past 100 minutes. However, a slope greater than 1 is observed
initially. This is indicative of early oxidation that is not diffusion limited. This same trend
was observed for all samples and is attributed to the time necessary to saturate the samples
with steam. The amount of time before the weight gain followed power-law kinetics decreased
with increasing temperature. It can be concluded that there is a period of time beginning
from when steam is introduced into the system, that the oxidation of reactant-limited. From
Fig. 2.3, the steam needed to travel up, around and down in order to reach the samples. As
the steam saturated the chamber, the partial pressure of the steam at the sample increased
with time. Therefore the oxidation rate increased with time until equilibrium of the steam
partial pressure was reached. Two mechanisms controlled this mixing time. The first is the
Brownian motion of the gas; at higher temperatures the gas atoms move more quickly and
will therefore reach equilibrium concentration more quickly. The second mechanism is that
of the gas flow velocity. The steam was introduced into the furnace at 120◦C, and rapidly
expanded upon heating. As the furnace volume was not sealed, the flow velocity of the gas
to the outlet increased proportional to the temperature increase. At higher temperatures,
the steam was transported to the sample more quickly. Accordingly, the time that it took
to reach power-law kinetics decreased with increasing temperature.
In the case of the 500◦C sample, this time period was extended due to the pre-oxidation
from the trace oxygen in ultra high purity argon. All of the samples experienced some
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oxidation before the steam was introduced. Although ultra high purity argon was used as a
back-fill and carrier gas, zirconium is a strong oxygen getter and still oxidized. At 700, 900,
and 1100◦C the initial weight gain was not a large issue; the oxygen partial pressure in the
argon was sufficiently small such that the pre-oxidation was dwarfed by the steam oxidation.
However, at 500◦C this was not the case. Therefore 34 minutes of the pre-oxidation weight
gain during heating was included, constituting less than 2% of the overall oxidation time.
When curve fitting the oxidation kinetics, only the weight gain occurring past 200 minutes
were fit to avoid the heating and mixing effects.
Figure 4.4 shows the weight gain results from the 700◦C data. This data follows the same
trend as that of the 500◦C data. The weight gain increased with yttrium concentration in
both steam and oxygen-argon, with the steam samples showing a greater weight gain at
each increasing yttrium concentration than shown for the oxygen argon trials. However,
this increase was not as proportionally greater as at 500◦C, with the steam data being 1.2
times greater for the low yttrium concentration samples, and 2 times greater for the higher
yttrium concentration. At this temperature the 1 wt% Y steam sample experienced cyclic
oxidation, with oxide failure and diffusion kinetics resuming at 200 minutes. Examination
of the log-log scale graph in Fig. 4.4, once again the oxygen-argon sample data followed
power-law kinetics for the duration of the test. The steam samples show the same faster
than linear behavior initially, before transitioning to sub-parabolic kinetics. Fortunately, the
cycling time of the 1 wt% Y sample was long enough that a steady power-law kinetics was
reached, allowing for curve fitting. Cyclic oxidation was also observed in the 2 wt% Y sample
in steam (Fig. 4.1). The lack of linear or cyclic oxidation in the oxygen-argon sample shows
the stochastic nature of the transition to breakaway oxidation, as it occurred at 500◦C but
not at 700◦C. From Cox’s work [1] it is known that increasing the sample impurity content
decreases the time to breakaway oxidation, explaining why this response was only observed
during the exposure time periods in the 1 and 2 wt% Y samples. Interestingly, the time to
the first cycle was longer for the 2 wt% Y sample than for the 1 wt% Y in steam, once again
reflecting the stochastic nature of the breakaway process.
At a temperature of 900◦C, only steam oxidation studies were conducted. As seen in
Fig. 4.5, the effect of yttrium on the oxidation kinetics is reduced. The higher yttrium
39
concentration samples do have increased weight gain; however, this difference is much smaller
for the 0.01-1 wt% Y samples. Additionally, the 0.1 wt% Y example has less weight gain
at longer time periods than the 0.01 wt% Y sample; no breakaway or cyclic oxidation was
observed. From the log-log plots in Fig. 4.5, very close values for the power-law kinetics are
seen. After the faster than linear mixing region, one linear slope value defines the kinetics up
until 100 minutes. Subsequently, than a slight increase in the slope occurs, predominately
in the lower wt% Y samples.
Convergence steam weight gain data and oxygen-argon weight gain data occurred at
1100◦C. Data from Fig. 4.6 shows that the steam-exposed samples have a small dependence
on the yttrium concentration, with the 0.01, 0.1, and 1 wt% Y samples displaying almost
overlapping weight gain curves. The 0.5 wt% Y sample closely follows these curves for the
first 200 seconds, but subsequently does not increase as rapidly. The weight gain results in
these steam curves fall in the middle range of those from the oxygen-argon samples, which
themselves showed a stronger dependence on yttrium concentration. In the oxygen-argon
environment, increasing the yttrium concentration decreased the overall weight gain.
As plotted on the log-log scale in Fig. 4.6, all but one of the samples show power-law
kinetics after 2-3 minutes, and maintain the same slope throughout the test duration. The
0.5 wt% Y oxygen-argon sample begins to show a lower slope value towards the last 100
minutes of the exposure time. This is a result of the test having to be run a second time,
and the second sample was half the thickness from previous use. Therefore, the sample
was nearly completely oxidized during the exposure, thus decreasing the active oxidation
surface area and limiting the oxidation rate. The 0.5 wt% Y 1100◦C O-AR condition had
to be re-tested due to the abnormal kinetics exhibited during the first exposure. Figure
4.7 compares the initial oxidation kinetics of the two exposures. Both samples had similar
slopes to each other and to the other 1100◦C oxygen-argon samples during the mixing period
before 1 second. However, from 1 to 10 minutes, the first exposure had a slope of 1.07 before
transitioning to a sub-parabolic slope, while the second exposure was sub-parabolic for the
duration of the test. This behavior is interesting, because a slope of 1.07 is more typical of
those seen in breakaway oxidation. This suggests that the sample began in a breakaway-
oxidative state, and then transitioned to a protective state. What is more interesting is that
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after the sample reached a protective state, the value of the sample’s slope on the log-log
scale was 0.33. This slope value is significantly lower than the sub parabolic slope from
the second test, which was 0.43. The reason for the behavior observed in the first test is
unknown and is considered non-typical.
4.3 Power-Law Fitting Results
To better understand the differences in the weight gains, data was fit to the basic power
law from Eq. 1.5. The data was fit to a straight line on a log/log scale to obtain the
exponent (slope) and k (intercept). Only the steady state regions were fitted. This was
necessary due to the presence of the initial mixing kinetics and cyclic oxidation, discussed
in the previous section. Additionally, it was observed that the 900◦C data followed smaller
power law exponents in the range of 0.26 for the first 100 minutes of oxidation. Only the
kinetics from the latter part of that oxidation are reported.




Temp. 0.01% Y 0.1% Y 0.5% Y 1% Y 0.01% Y 0.1% Y 0.5% Y 1% Y
1100◦C 64.67 65.92 73.96 67.91 0.38 0.38 0.36 0.38
900◦C 8.11 8.58 11.66 11.67 0.37 0.35 0.32 0.33
700◦C 1.53 1.93 1.41 1.87 0.39 0.38 0.56 0.61
500◦C 0.35 0.71 0.72 0.70 0.39 0.34 0.38 0.44




Temp. 0.01% Y 0.1% Y 0.5% Y 1% Y 0.01% Y 0.1% Y 0.5% Y 1% Y
1100◦C 47.78 47.59 51.4 45.96 0.45 0.43 0.43 0.42
700◦C 1.42 1.46 2.73 2.78 0.38 0.41 0.35 0.38
500◦C 0.16 0.25 0.33 0.51 0.39 0.34 0.34 0.31
The k values for the steam results in Table 4.1, show the expected increase with tem-
perature, since the diffusivity follows an Arrhenius behavior. The 0.01% Y samples have
a consistently lower k value than do the values for the other concentrations, but no clear
trend is observed with increasing yttrium concentration between all of the samples. There
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appears to be a general increase in the k values with increasing yttrium concentration at
500, 700, and 900◦C, but there are a few samples which do not adhere to this observation.
An increase in the k value was expected based on the results from Nasrallah’s work [9].
A much clearer trend at 500◦C and 700◦C is observed from the oxygen-argon fitting results
in Table 4.2. In this environment, the k value increased with the yttrium concentration. Once
again at 1100◦C, except for the results from the 0.5 wt% Y sample, the k value was fairly
constant. This indicates that the mechanism responsible for the k value increase either ceases,
or is of minimal impact at high temperatures. Interestingly, the 0.5 wt% Y samples both had
significantly higher k values at 1100◦C in both the steam and oxygen-argon environments.
Comparing the k values between the steam and the oxygen-argon environments, it can be
seen that the steam environment has slightly higher k values for all conditions except the
0.5 and 1 wt% Y samples at 700◦C.
Like k, the power-law exponent, n, is affected by both the yttrium concentration and tem-
perature. Focusing on the steam results in Table 4.1 for all four temperatures, the 0.01%
Y samples had very similar n values. At 500◦C and 700◦C, increasing the yttrium concen-
tration from 0.01 to 0.1 wt% Y, decreased n values. However, the following increases in
yttrium were associated with increasing n values. At 900◦C, a steady decrease in the value
of n was observed with increasing yttrium concentration, and at 1100◦C n was fairly con-
stant, decreasing only slightly. Reviewing the oxygen-argon results, increasing the yttrium
concentrations generally decreased n values. This gives credence to the theory that yttrium
additions have two different competing effects during steam oxidation. One decreases n, and
occurs in both steam and oxygen-argon environments. The other effect is specific to steam,
and increases n values. Both of these are strong a lower temperatures, but the 900◦C steam
data indicates that the capacity of the mechanism that increases the value of n decreases
more rapidly with increases in temperature. It is theorized that the mechanism which de-
creases n values is a space charge effect from doping the oxide with +3 yttrium, and the
mechanism which increases n values is an increased uptake of hydrogen due to yttrium’s
strong hydrogen affinity. The following two chapters will examine the hydrogen uptake and
oxide structure from diffraction data, to provide supporting evidence for this theory.
A wide range of k and n values were extracted from the weight gain data. To get a better
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understanding of how changing these two parameters affects the overall weight gain within
the scope of this work, weight gains were calculated using various combinations of n and
k. Specifically, a range of k and n values similar to those observed at 700◦C in steam were
used to calculate the theoretical weight gain after 600 minutes using the power-law equation
1.5. Figure 4.8 shows the effect of the final weight gain from these changes in both k and
n values. These outcomes show that change in n values have a larger impact on the overall
weight gain at long time periods than does a change in the values of k. Across these data
points, a doubling of the values of n from 0.3 to 0.6 yields a result similar to that seen from
a seven-fold increase in the value of k. Additionally, the effect of changing n values does not
produce linear changes in the weight gain values. At larger values of n, changes have a more
pronounced effect. This is why the addition of yttrium increasing n at 500◦C and 700◦C in
steam is interesting and important.
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Figure 4.3: TGA data of steam and O-AR oxidation kinetics at 500◦C. Both the linear and
log-log scale version of the data is shown. Power-law slopes of 1 and 0.5 are shown on the
log-log graph for reference.
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Figure 4.4: TGA data of steam and O-AR oxidation kinetics at 700◦C. Both the linear and
log-log scale version of the data is shown. Power-law slopes of 1 and 0.5 are shown on the
log-log graph for reference.
45
Figure 4.5: TGA data of steam oxidation kinetics at 900◦C. Both the linear and log-log
scale version of the data is shown. Power-law slopes of 1 and 0.5 are shown on the log-log
graph for reference.
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Figure 4.6: TGA data of steam and O-AR oxidation kinetics at 1100◦C. Both the linear
and log-log scale version of the data is shown. A power-law slope 0.5 is shown on the
log-log graph as reference.
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Figure 4.7: TGA data of two 0.5 wt% Y O-AR oxidation exposures at 1100◦C. Data is
shown on a log-log scale, and shows the initial oxidation kinetics.
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Figure 4.8: Effect of changing k and n values on the total weight gain after 600 minutes at





5.1 Synchrotron Diffraction Results
5.1.1 Phases
Analysis of the synchrotron diffraction data showed both the monoclinic and tetragonal
phases of zirconia in all oxidized samples. Across the various samples, the other observed
phases were a non-stoichiometric Zr3O, yttria, a mixed zirconium yttrium oxide, γ and δ
zirconium hydrides, and a yttrium hydride.
At 500◦C, only the two zirconia phases, and two zirconium hydride phases were observed.
From Fig. 5.1, the peak intensity of the hydrides increases with yttrium concentration
and exhibited a stronger peak intensity than the oxide phases. The tetragonal zirconia (T-
zirconia) phase had a very weak signal, showing a slight diffraction intensity on the shoulder
of the monoclinic zirconia peak.
The 10-hour, 700◦C exposure diffraction results taken at room temperature are shown in
Fig. 5.2. The zirconium oxide phase peaks were much stronger than at 500◦C, while the
zirconium hydride peaks maintained their high intensity. On average, the increased degree
of oxidation of the higher yttrium wt% samples is reflected in stronger oxide peak values.
The tetragonal phase can be seen at 2.3◦. This value also increases with increasing yttrium
concentration. It is not clear if this is a correlation due to the increased degree of oxidation
or to the stabilization of the phase by yttrium. The Zr3O phase was present starting at
this temperature, is located at slightly lower 2θ values (large d-spacing values) than pure
zirconium. The 0.01 wt% Y sample clearly shows the overlapping peaks. Unlike at 500◦C,
diffraction from yttrium oxide was present, but only in the 0.5, 1, and 2 wt% Y samples. In
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Figure 5.1: Representative range showing all phases of synchrotron diffraction data from
500◦C steam-exposed samples. Some masking was done on over-saturated Zr diffraction
peaks.
the 0.5 hour 700◦C diffraction (not shown), yttria was only present in the 1 and 2 wt% Y
samples.
At 700◦C, a particular phase was present that was only observed at this temperature, and
only in the 0.5 and 2 wt% Y samples. This phase is either a mixed zirconium/yttrium oxide
of composition Y0.5Zr0.5O1.75, or a yttrium hydride. Both of these phases belong to the cubic
Fm-3m space group. These two phases have almost identical A, B and C lattice parameters
of 5.205Å. Given their structure, both of their reflections occur at the same d-spacing, only
differentiated by intensity. As only the strongest (1 1 1) peak was isolated, it was not possible
to determine which phase had formed from the diffraction pattern. However, given the strong
affinity of yttrium for hydrogen, the yttrium hydride phase is the most probable structure.
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The Y0.5Zr0.5O1.75 phase was reported from a study examining sintered oxide powders [77].
In this study, stoichiometric ZrO2 and Y2O3 were compressed into pellets at 3 tonnes/cm
2,
and then air-fired at temperatures of approximately 1475◦C. Given the conditions needed to
form this compound, it is safe to assume that the diffraction peaks observed in this study
was from yttrium hydride.
Figure 5.2: Representative range showing all phases of synchrotron diffraction data from
700◦C steam-exposed samples. Some masking was done on over-saturated Zr diffraction
peaks.
At 900◦C, the diffraction peak strength of the Zr3O phase increased substantially (Fig.
5.3). Examining the 2.75◦ peak, the intensity of the substoichiometric phase almost equals
the Zr phase. The phase fraction of the tetragonal zirconia phase is still small when compared
to that of the monoclinic, and is only visible in the 0.5 and 1 wt% Y samples. Given that
the weight gain difference for these samples was much smaller than at 700◦C, it does appear
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than the tetragonal phase fraction increases with increasing yttrium concentration. This
observation is supported by the strength of the 0.01 wt% Y monoclinic zirconia diffraction
peak, and the absence of the tetragonal diffraction peak. Yttria reflections now also appear
in the 0.1 wt% Y sample unlike data seen for the 700◦C sample. No yttrium hydride was
observed, and the zirconium hydride phases do not show as strong of a dependence on
yttrium concentration.
Figure 5.3: Representative range showing all phases of synchrotron diffraction data from
900◦C steam-exposed samples.
At the last temperature tested, 1100◦C, the Zr3O diffraction peak intensity dominated,
with almost no pure Zr peak intensity present (Fig. 5.4). Reflections from the tetragonal
phase are now visible at all yttrium concentrations. The 1100◦C temperature is in the transi-
tion region where the stable zirconium oxide phase transitions from monoclinic to tetragonal.
It is not surprising to see strong tetragonal zirconia diffraction at room temperature, as some
53
of the tetragonal phase will be retained upon cooling from temperatures where it was the
equilibrium phase. Most interesting is the lack of a zirconium hydride phase. Only the 1
wt% Y sample showed any hydride diffraction, with one clear peak at 2.84◦ 2θ. This inten-
sity came from a few small spots in the raw panel detector data. The locations of the peak
intensity around the azimuthal axis had no symmetry and were tightly grouped.
Figure 5.4: Representative range showing all phases of synchrotron diffraction data from
1100◦C steam-exposed samples.
Table 5.1 summarizes which phases were observed via synchrotron diffraction in steam.
The Zr3O phase was also observed in all but the 500
◦C data. The ratio between the Zr3O
diffraction peak intensity and Zr diffraction peak intensity increased with increasing tem-
perature, until almost all of the Zr was transformed at 1100◦C. The Zr3O phase has been
observed previously by both synchrotron diffraction and TEM analysis [78, 79]. The TEM
work identified the sub-oxide phase as forming at the oxide/metal interface. The lack of Zr3O
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at 500◦C is most likely due to the short oxidation period for Zr, as it formed after hundreds
of days of oxidation at 500◦C in previous work [78]. The large difference in the fraction of
Zr3O observed at 900
◦C and at 1100◦C is surprising, with almost all of the Zr transformed
at the higher temperatures. Like α-Zr, Zr3O also has a hexagonal lattice; however the latter
is from the P6322 space group while the former is from the P63/mmc [80, 81, 82]. From
diffraction research by Holmberg [81], the Zr3O phase forms when oxygen atoms, which are
usually randomly distributed in the octahedral interstitial sites, form a super lattice. This
research shows that initially, increasing the concentration of oxygen in solid solution, resulted
in an increase in the c lattice parameter, up until a stoichiometry of ZrO0.35 is reached. Past
this Zr to O ratio, the c lattice parameter did not increase, and a new diffraction pattern
was observed. An ordered solid solution forms with 6 Zr and 2 O. The Zr atoms stay at the













super lattice of oxygen causes the shift in the diffraction peaks. Additional oxygen added to
the solution up until saturation continues to be randomly distributed, but the oxygen super
lattice remains. This mechanism behind the formation of Zr3O explains the synchrotron
results observed in this study. At higher temperatures, greater amounts of oxygen can exist
in solid solution in the metal, and the O can rapidly diffuse through the bulk at higher
temperatures. With greater consumption of the metallic Zr, the amount of oxygen in solid
solution increases and becomes more evenly distributed, resulting in a greater fraction of
Zr3O upon cooling.
The formation of yttria appeared to be linked to the degree of oxidation, with less yttria
observed at lower temperatures and shorter times. No yttria was found at 500◦C. After 30
minutes at 700◦C, yttria only formed at 1 and greater wt% Y, while after 10 hours it formed
at 0.5 and above wt% Y. At 900◦C and 1100◦C, yttria formed at 0.1 and above wt% Y. No
yttria was observed in the synchrotron diffraction pattern of the 0.01 wt% Y sample.
Strong hydride diffraction peaks were observed in all samples below 1100◦C, and only
very weak hydride diffraction was observed in the 1 wt% Y 1100◦C sample. The zirconium
hydrides formed in both the δ and γ zirconium hydride structures. The meta-stable γ
zirconium hydride phase is known to form under a cooling rate greater than that of 10◦C
per minute [43, 44]. The ratio between the hydride peak intensities and the monoclinic
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Table 5.1: Non-Zirconia Phases Observed in Synchrotron Diffraction After Steam
Oxidation
Yttrium











































zirconium oxide peak intensities showed a strong dependence on yttrium concentration.
This is discussed in the next section. Yttrium hydride diffraction peaks were only observed
in the 0.5 and 2 wt% Y sample run at 700◦C for 10 hours. It is not clear why it was not
observed at the 1 wt% Y run.
5.1.2 Hydrides
The strong, near single crystal Zr diffraction peaks from the large sample grain sizes made
whole pattern fitting of the spectrum difficult. At thinner oxide thicknesses, the bulk Zr
induced strong texturing into the oxides and hydrides. Figure 5.5 shows an example of panel
detector data for 1 wt% Y after 500◦C 20-hour exposure. Over-saturation of several strong
Zr peaks required masking of the data in many of the patterns. Therefore, to determine the
amount of hydrogen that formed as a function of yttrium concentration, the peak areas of
select reflections were compared.
Zirconia was used to normalize these hydride peak intensities. At the lower temperatures,
the degree of oxidation was increased up to three times a function of wt% Y. Therefore the
monoclinic zirconia intensity serves as a good normalization baseline, especially if the phases
being compared are directly tied to the amount of oxidation and not just to the exposure
time. For the zirconia, the (-1 1 1) peak was selected, as it was both isolated, and had a
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Figure 5.5: Transformed synchrotron diffraction from a 1 wt% Y sample after 500◦C 20
hour steam exposure. Circular panel detector data has been unwrapped to better show
texturing along the azimuthal axes.
medium strength intensity with no over-saturation. The (1 1 1) and (2 2 0) δ hydride peaks,
and the (1 1 1) γ hydride peak were selected for comparison. When calculating hydrogen
uptake, the δ and γ hydride intensities were summed to give the total hydride amount.
Table 5.2 lists the comparison of hydride-to-oxide intensity at 500, 700, and 900◦C, as well
as a comparison between the δ and γ intensities at 500◦C. From this data it can be seen
that the hydride intensity increased with respect to the monoclinic zirconium oxide at all
temperatures. The magnitude of this increase decreased with increasing temperature. At
500◦C, both the (1 1 1) and (2 2 0) δ hydride phase intensities increased with respect to the
γ phase as a function of yttrium wt%. The decrease in the fraction of γ zirconium hydride is
in agreement with results found by Lanzani [83] where increasing impurities in Zr decreased
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Table 5.2: Hydride Peak Area Comparisons
Yttrium wt%
0.01 0.1 0.5 1
500◦C
Hydride to Oxide Intensity 7.1 16.5 21.5 87.8
γ
(111)δ
3.6 1.4 0.9 0.2
γ
(111)δ
5.9 5.1 1.0 0.04
700◦C
Hydride to Oxide Intensity 0.1 2.6 15.9 11.0
900◦C
Hydride to Oxide Intensity 0.1 1.6 3.9 8.5
the stability of γ hydride.
5.1.3 Texturing
Figures 5.6, 5.7, 5.8, and 5.9 show the azimuthal dependence of the synchrotron diffraction
spectra from the 0.1 and 1 wt% Y steam-exposed samples. The strong oxide, hydride, and
matrix Zr/Zr3O lines are included in the figures. At 500
◦C, the oxide phase is weak and
the azimuthal dependence is hard to observe; however the strong texturing of the hydride
is evident. At 700◦C, it is clear that the 1 wt% Y sample shows stronger texturing of the
oxide peaks than does the 0.1 wt% Y. The zirconia, yttria, and hydride phases all follow the
same azimuthal intensity variations in the 1 wt% Y sample up to 2.7◦ 2θ. At higher angles,
the azimuthal intensity variations follow a different symmetry, but once again the oxide and
hydride phases maintain the same intensity trend. Data at 900◦C follows the same pattern as
that at 700◦C, with the 1 wt% Y exhibiting a strong texture pattern and correlation between
the oxide and hydride phases. The 0.1 wt% Y sample shows sufficient yttria intensity to
demonstrate that the yttria follows similar azimuthal intensity variations as the hydride
phase, while the oxide remains fairly independent. The Zr3O phase is also clearly defined,
with an diffraction peak intensity matching closely with that of the Zr matrix. At the highest
experimental temperature of 1100◦C, the monoclinic oxide phase dominates the diffraction
pattern. Similar degrees of azimuthal variation are present between the 0.1 and 1 wt% Y
patterns, with the tetragonal zirconia and yttria data following the same pattern as that for
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the monoclinic zirconia. However, the intensity at 1100◦C is more azimuthally uniform as
compared to the lower temperatures. A small amount of zirconium hydride intensity in the
1 wt% Y sample, circled in red, does not match up with the azimuthal regions with strong
monoclinic zirconia intensity.
For all of the samples, the hydrides and Zr3O peaks show much sharper changes along the
azimuthal directions, similar to that seen in the matrix Zr peaks. This result is different from
that shown by the oxide phases which, while following a similar symmetry pattern along the
azimuthal direction, have smoother transitions. This difference demonstrates that while the
oxide is strongly affected by the underlying substrate orientation, it prefers to be randomly
oriented. This tendency may result from the oxide being constrained on only one side. The
hydrides and Zr3O are embedded in the Zr matrix, which places a much larger constraint on
their free surfaces. The change in the zirconia’s azimuthal intensity dependence on yttrium
concentration is also interesting. More yttria is present in these situations, and from the
phase analysis data, is most likely present under the zirconium oxide. This indicates that
the yttria facilitates the inheritance of Zr orientation by the zirconia.
5.2 Powder Diffraction Results
XRD characterization (CuKα λ = 1.54 Å) of stress-free oxide samples was conducted to
determine if yttrium caused a structural change in the zirconium oxide. This analysis was
relevant as yttrium doping in zirconia can stabilize the tetragonal or cubic phase [38]. A
range of compositions was tested; powder samples of 0.01, 0.5, 2, and 12 wt% Y samples
were made following the procedure outlined in the experimental methods. Samples were
exposed to both 700◦C and 1100◦C temperatures to examine the effects of kinetics and
temperature. 700◦C was chosen instead of 500◦C due to the increased kinetics occurring at
this temperature. Based on the method used to make the powder, testing a sample prepared
this way at 500◦C would have significantly increased the number of milling cycles necessary
to fully oxidize the metal.
GSAS was used to analyze the powder diffraction data, with the data curve fits converging
with a reduced χ2 error below 1.5. An example fit is shown in Fig. 5.10. The reduced
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χ2 increases linearly except for one jump in which an unidentified peak was not fit. The
difference between the fit and the experimental data show that there were some intensity
errors in the fit for the large peaks; however the peak shapes were well fit, with minimal
2θ spacing error. Table 5.3 contains selected results from the data fits. Viewing the fit
lattice parameters of the monoclinic phase, a minimal difference can be seen across the wt%
Y compositions, with a slight increase in the lattice parameter from 700◦C to 1100◦C. The
Lorentzian Ly term is directly related to the strain on the powder through equation 5.1.




The strain on the 1100◦C temperature powders were consistently lower, with a slight decrease
in the strain at the lower yttrium concentrations. Similar to the yttrium induced lattice
parameter shift in the pure Zr from Fig. 3.6, the strain was lower in both the 12 wt% Y
samples than the 2 wt% Y. The lattice strain then consistently decreased from 2 wt% Y to
0.01 wt% Y. Once again, the precipitation in the 12 wt% Y samples decreased the amount
of yttrium in solid solution. Assuming that a majority of the strain is from yttrium uptake
in the Zr oxide, then a lower concentration of yttrium in solution would decrease the strain.
This would also agree with the temperature differences in the yttria weight fraction. More
yttria was formed at higher temperatures indicating that less yttrium is incorporated into
the Zr oxide at higher temperatures. This mimics the larger strain seen in the Ly term of
the fit at 700◦C. Finally, the weight fraction of the tetragonal zirconia phase follows the
same pattern as the Ly strain; increasing up to 2 wt% Y, and then decreasing at 12 wt%
Y. These three fitting parameters all indicate that more yttrium doping of the Zr oxides at
lower temperatures and at greater yttrium solid solution concentration.
The Lorentzian Lx term is inversely related to the particle size through equation 5.2.






Assuming a Scherrer constant K of 1 in Eq. 5.2, and using the Lx terms from Table 5.3,
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particle sizes are calculated to be on the order of 20nm. Small grain sizes are typical
for thermally-grown zirconium oxides [84]. These small sizes indicates that minimal oxide
grain growth occurred during the oxidizing cycles, and that oxide grain size for the powder
diffraction samples was not strongly affected by yttrium concentration.
It should be noted that there is an inherent flaw in the results from the powder diffraction
data due to the fabrication method. At the start of the powder fabrication process, bulk
pieces of the alloy material were oxidized and were slowly broken down into a fine powder
through multiple cycles. This geometry would allow for large concentration gradients to
occur in the initial cycles as the yttrium is rejected from the oxide to the near oxide metal
during the oxidation process. Once sufficient milling cycles were used, then the constraint
of discrete small particles, and inward oxidation would limit this. Ideally, machining the
starting alloys into a metallic powder and then oxidizing the powder would provide the
better data. However, the extreme reactivity of zirconium with oxygen, and the associated
thermal emission makes this route dangerous and difficult to complete; the risk of a zirconium
fire at the 1100◦C temperature would be large.
Table 5.3: Select GSAS Fitting Results










12 5.1522±0.0002 39.4±0.41 3.12 0.063±0.001 0.013±0.001
2 5.1525±0.0002 44.0±0.44 3.50 0.022±0.001 0.016±0.001
0.5 5.1524±0.0002 42.9±0.39 3.34 0.015±0.001 0.011±0.001
0.01 5.1516±0.0002 36.9±0.32 3.17 - 0.008±0.001
700◦C
12 5.1496±0.0002 51.9±0.42 3.19 0.055±0.001 0.017±0.001
2 5.1494±0.0002 52.4±0.41 3.11 0.018±0.001 0.018±0.001
0.5 5.1499±0.0002 46.0±0.433 3.19 0.001±0.0004 0.009±0.001
0.01 5.1495±0.0002 43.6±0.37 3.28 - 0.007±0.001
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Figure 5.6: Representative range of raw synchrotron diffraction data, unwrapped to show
azimuthal intensity dependence along the y axis. Data is from 500◦C steam exposed A: 0.1
wt% Y, B 1 wt% Y. Relevant phases are labeled.
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Figure 5.7: Representative range of raw synchrotron diffraction data, unwrapped to show
azimuthal intensity dependence along the y axis. Data is from 700◦C steam exposed A: 0.1
wt% Y, B 1 wt% Y. Relevant phases are labeled.
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Figure 5.8: Representative range of raw synchrotron diffraction data, unwrapped to show
azimuthal intensity dependence along the y axis. Data is from 900◦C steam exposed A: 0.1
wt% Y, B 1 wt% Y. Relevant phases are labeled.
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Figure 5.9: Representative range of raw synchrotron diffraction data, unwrapped to show
azimuthal intensity dependence along the y axis. Data is from 1100◦C steam exposed A:
0.1 wt% Y, B 1 wt% Y. Relevant phases are labeled, and the only hydride intensity at this
temperature is circled in red.
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Figure 5.10: Representative GSAS fitting of 12 wt% Y 1100◦C powder diffraction data.
The difference between the experimental data and fit curve is shown as well as the
cumulative χ2. Only the lower angle region of the fit is shown resulting in the cumulative





Optical microscopy was used to examine two different features of the 500◦C samples. After
cross-sectioning, the oxide thickness could be measured and compared to the weight gain.
Figure 6.1 shows the oxide structures from the 0.01-1 wt% Y samples. To calculate the
Figure 6.1: Cross sectional optical microscopy of 500◦C samples post steam exposure.
Multiple images were taken in bright field mode at 100X and stitched together to show the
oxide structure. A is 0.01 wt% Y, B is 0.1 wt% Y, C is 0.5 wt% Y, and D is 1 wt% Y
67
thicknesses, the area of the oxide over a roughly 200µm length was measured using ImageJ.
This area was then divided by the length of the area to give the average oxide thickness of
this region. This was performed for the four different yttrium concentrations; results are
shown in Table 6.1. The oxide thicknesses ranged from 3 to 10 µm. These were converted
to a theoretical weight gain using the equation 6.1 where t is the oxide thickness, ρ is the
density of zirconia (5.68 g
cm3
), and M is the respective molar masses of oxygen and zirconia.




The calculated weight gain agreed well with the measured weight gain, with slightly lower
values. Normalizing the measured thickness and weight gain values by the 0.01 wt% Y
oxide thickness values, shows that the measured thickness values increase slightly more with
an increase in yttrium concentration than do those for the measured weight gain. The
smaller values of the calculated weight gain as compared to those measured could be due
to the hydrogen uptake. However, it would be expected then that the normalized measured
weight gain should increase more with an increasing yttrium concentration than the thickness
measurements as more hydrogen was absorbed at higher yttrium concentrations. Another
factor affecting the thickness measurements is the actual density of the oxide. A perfect
density was assumed when converting the thickness to weight. Voids and cracks in the
oxide would decrease the actual density which would further lower the calculated weight
gain. This is a hard feature to quantify. Under the optical microscope the oxide looks
uniform and dense, however secondary electron SEM microscopy shows multiple cracks as
shown in Fig. 6.2. Analysis using the particle analyzer in ImageJ found that the dark
cracks constituted approximately 8% of the oxide. Another source of error was that the
oxide thickness was not uniform through the whole sample. The corners of the samples
had thicker oxides (not shown in Fig. 6.2), which would increase the measured weight gain.
Despite the many factors affecting the measurements, the measured oxide thickness values
matched well with the measured weight gain.
In addition to the SEM imaging, EDS was performed at the oxide metal interface to look
for yttrium enrichment or precipitation. Figure 6.3 shows the results of a line scan across
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Figure 6.2: Cross sectional SEM of the 1 wt% Y sample after 500◦C steam exposure for 20
hours.

















0.01 2.85 5.38 4.20 1.00 1.00
0.1 4.50 7.36 6.64 1.58 1.37
0.5 6.30 10.80 9.29 2.21 2.01
1 9.50 15.43 14.01 3.33 2.87
this interface. The large amount of yttrium found by the scan was due to the overlapping
of the primary yttrium (1.922eV) and Zr (2.042eV) electron binding energy peaks. Figure
6.4 shows point EDS spectra from the metallic region 0.5µm from the oxide metal interface,
and from a yttrium precipitant in the 12 wt% Y as-received sample. The data from this
graph demonstrates the difficulty in properly measuring yttrium enrichment. When the EDS
analysis software tries to fit both Y and Zr when no Y is present, the peak overlap causes
the program to fit a yttrium peak that is not present. When yttrium is present in large
amounts, as seen in Fig. 3.1 from the characterization of the as-received material section,
yttrium enrichment can be properly mapped via EDS. Two EDS maps taken of the 1 wt% Y
sample’s oxide/metal interface post 500◦C exposure showed no yttrium enrichment. The line
scan yields better statistics due to longer the counting time at each point. The concentration
of the incorrectly fit yttrium peak in Fig. 6.3 does not change over the length of the scan,
indicating that no reasonably sized yttrium peaks were fit, and all of the peak intensity
was due to zirconium. From this line of reasoning it can be concluded that, on average, no
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Figure 6.3: EDS spectra across the oxide/metal interface of the 1 wt% Y sample after 20
hour 500◦C steam exposure. Strong Yttrium signal comes from overlapping of the Zr and
Y peaks
significant yttrium enrichment occurred at the oxide metal interface at 500◦C. EDS has a
resolution of 1µm, so individual distributed small precipitants cannot be observed, however,
a local bulk concentration is measured. Significant enrichment localized to 10s of nm from
the oxide metal interface would be detected.
6.2 Hydride Analysis
An interesting feature was found when examining the polished cross-sectioned samples with
the optical microscope. Using the differential interference contrast (DIC) imaging mode,
surface features were revealed that were not seen in either the bright field or dark field.
Figure 6.5 shows the bulk zirconium of the 0.01-1 wt% Y samples after 500◦C 20-hour steam
exposure. Significant surface topology can be seen that both increases in complexity and
changes with yttrium concentration. Comparing the topology obtained using DIC to the
exposed metal in bright field that is contrast free as seen in Fig. 6.1, indicates that the
70
Figure 6.4: EDS spectra from two point EDS scans. The first was taken from the 1 wt% Y
sample post-500◦C steam oxidation in the metal near the oxide metal interface. The
second was taken in a yttrium precipitate in the as-received 12 wt% Y sample to
demonstrate the spectra from a yttrium rich region.
vibration polishing exposed features in the bulk metal. It was theorized that these features
were hydrides, given the changes in the degree of hydride intensity from the synchrotron
diffraction. Differences in the hardness of the zirconium hydride as compared to those of bulk
Zr phases could result in the removal of hydrides at different rates, leading to small changes
in the surface topology. The DIC method facilitates observation of these differences; bright
field and dark field showed no such contrast. To confirm this, the samples were chemically
etched with a solution to reveal hydrides. This etching solution was designed for zircaloy
alloys, and corrodes pure zirconium used in this study at a faster rate.
To better understand the results from the etching, the effect of etching time on the resulting
structure needs to be examined. Figure 6.6 shows bright field optical microscopy pictures
of the 0.01 wt% Y sample after 5 and 15 seconds of etching, and the 1 wt% Y sample after
5 seconds of etching. Figure 6.6A initially looked like it was under-etched compared to the
0.01 wt% Y Fig. 6.5 since the cross hatch pattern was not clearly visible. Some parallel
features were preferentially attached but no clear pattern was observed in Fig. 6.6A. Figure
6.6C, which had the same etching time as Fig. 6.6A, looked over-etched in comparison.
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Figure 6.5: Cross sectional optical microscopy of 500◦C samples post-steam exposure.
Multiple images were taken in DIC mode at 50x and stitched together to show small
variations in sample roughness. Contrast is from hydrides.
Patterns of darkened regions are present that look similar to those in the bulk of B which
was etched for 15 seconds. However, at a greater magnification in D, it can be seen that the
macroscopic contrast is coming from denuded zones. In Fig. 6.6D, the brighter un-etched
regions occur around the larger etched features, while the darker regions are composed of
many small etched regions clustered together. The large etched structures and associated
denuded regions do not appear to be completely random, with the darker regions following
preferential directions. The nucleation patterns may be caused by the depletion of the
hydrogen in the bulk, similar to dendritic growth during the solidification of an off-eutectic
alloy.
The 0.1 wt% Y sample provided a balanced hydride concentration for etching. In the image
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on the right in Fig. 6.7, the bulk Zr regions were were not corroded by the acid, and there was
sufficient hydride precipitation to provide identifiable structures. The hydrides appeared to
have precipitated at grain boundaries. Following the theory that yttrium provides nucleation
sites for hydrides, the transition to grain boundary hydrides agrees with the results seen in
th previous etching of the as-received sample in which yttrium enrichment was observed at
the grain boundaries in the 2 wt% Y sample. As seen in Fig. 3.2 while preferential etching
occurred at the grain boundaries, it was a minimal amount. Additionally, there was not a
substantial amount of yttrium enrichment at the grain boundaries. Therefore, at the 0.1wt%
Y composition, there would be significantly less enrichment at the grain boundaries. As a
consequence, the etching at the grain boundaries seen in Fig. 6.7 was from the preferential
formation for hydrides.
The high contrast afforded by the etching allowed for comparisons between the DIC and
etched bright field images. The left image in Fig. 6.7 is an overlay of the etched bright field
image on the DIC image. The structures revealed by the DIC contrast were highlighted
in red. Comparing the overlaid image with the pure bright field image shows that the
structures in the DIC image line up completely with the darkest, largest etched regions of
the bright field image. This shows that large hydride structures are visible within the DIC
image. There is still a large discrepancy between the two images in that there is a significant
number of hydrided grain boundaries in the bright field image that do not appear in the dark
field image. This same type of comparison was done with the 0.01 wt% Y sample due to
the uniformity of the structures in the DIC image. The images from the 15-second etching
were used, as more hydrides were revealed. This made the comparison more difficult since
the bulk zirconium was also attacked, adding unnecessary contrast. In the top image with
the overlay in Fig. 6.8, two different types of features were highlighted in red: long thick
parallel lines and thin broken lines (clearly observed in Fig. 6.5). When comparing this
top image with that of the bright field only image on the bottom, the short thin features
were the regions with the most preferential attack by the acid, giving the largest etched
pits. The longer thick lines were visible after etching, but were not as clearly defined due to
significantly less preferential corrosion. It can be concluded that the short thin lines in the
DIC in Fig. 6.5 are hydrides. It is not clear what the longer thick structures are. Both short
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and longer lines show clear orientation preferences. It is unlikely that the long continuous
structures are scratches. The automatic mechanical polisher rotated the sample while the
polishing plate rotated, limiting the chances for the formation of of many similarly oriented
lines. The 0.5 wt% Y sample in Fig. 6.5 has some scratches present on it. These are brighter
as they are slightly farther away from the lenses than the rest of the sample surface, causing
less destructive interference in the DIC imaging mode. These scratches do not show any
orientation relationship.
One possible reason is that the more strongly-etched thin hydrides are located at the grain
boundary, and the long continuous features are hydrides which have grown on preferred
planes. Larger hydride volumes can precipitate on the grain boundaries due to the natural
disorder, which would be reflected by the data seen in the larger etched regions. Hydrides
have several preferred planes in which to grow [85]. Phase field simulations have found
that the δ Zr hydride habit plane is the (0001), perpendicular to the c axis [86]. Given
the large grain size of the system, hydride nucleation inside of the grain would most likely
occur along these planes. Several other low energy nucleation planes have also been found.
This would explain the symmetry in the features in the precipitants in the 0.01 wt% Y
sample. Orientation of the grain boundaries is also possible if the sample was cut in the
dendritic region of the sample. As seen in Fig. 3.3, the bottom region of the sample
near the cast wall has parallel grain structures. However mixed grain boundary and habit
plane precipitation is less likely given the density of the horizontal and vertical precipitates.
Microscopy on regions more than 1mm away from this region show hydrides with similar
orientation relationships to each other, but different orientations than the ones shown in Fig.
6.5. Precipitation was occurring on a habit plane, and on one or two other less energetically
favorable planes, is a more reasonable explanation of the differences in hydrides. Given
the limited hydrogen concentration, hydrides forming on the habit plane where a larger
hydride can form, could result in non-continuous hydrides due to a depletion of the local
hydrogen concentration. In less energetically favorable planes, smaller hydrides would form,
allowing for longer continuous structures. Which-ever mechanism is responsible, it is clear
that hydrides are forming with orientation relations with each other.
A comparison of the DIC and bright field images shows that that structures observed
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in the 0.1-1 wt% Y DIC images are zirconium hydrides. The addition of yttrium has a
clear effect on the hydride structure from the 0.01 wt% Y to 1 wt% Y. The addition of
yttrium reduced the precipitation along preferential planes, and caused nucleation at the
grain boundaries. Additionally, the total hydride fraction increased, as seen by the degree of
preferentially attacked regions after 5 seconds of etching. The number of hydride structures
increases with increasing yttrium concentration (0.1 to 0.5 wt% Y and 1 wt% Y) in the
DIC imaging mode. Furthermore, from the etching, significant dispersed hydride nucleation
occurs inside of the grains of both the 0.5 wt% Y (not shown) and 1 wt% Y samples.
The formation of a dispersed hydride structure was facilitated by a fast cooling rate from
exposure temperatures. The cooling rate followed an exponential decay from the exposure
temperature to 100◦C, with a time constant of 24 minutes. A quantitative analysis of the
hydride fraction from the etching is difficult to perform for several reasons. At the 0.01
wt% Y, the hydride concentration is small such that the base Zr is significantly corroded in
the time necessary to fully etch and reveal the hydrides. At 1 wt% Y, the dispersed small
hydrides in the grain boundaries cannot be properly quantified. Lastly, the features shown
in the DIC imaging mode only represents the largest hydrides. However qualitatively, the
interpretations of the hydride microscopy agree with those of the synchrotron diffraction:
increasing yttrium concentration increases the hydrogen uptake during steam oxidation.
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Figure 6.6: Cross sectional bright field optical microscopy of 500◦C samples post steam
exposure. Image A shows 0.01 wt% Y sample after 5-second etching and image B shows
the same sample after 15 seconds of etching. Image C and D show the 1 wt% Y sample
after 5-second etching at two different magnifications.
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Figure 6.7: Cross sectional composite bright field/DIC and bright field optical microscopy
of 500◦C samples post steam exposure of 0.1 wt% Y sample after 5 second etching. In the
figure on the left, the contrasted structures from DIC are highlighted in red, and the bright
field image was overlaid at a 70% opacity. The figure on the right is the original bright
field image.
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Figure 6.8: Cross sectional composite bright field/DIC and bright field optical microscopy
of 500◦C samples post steam exposure of 0.01 wt% Y sample after 5 second etching. In the
figure on the top, the contrasted structures from DIC are highlighted in red, and the bright






From previous work [87], the basic growth kinetics of an oxide species can be derived from a





The heart of the model is the linear diffusion equation 7.1, where Js is species flux (
particles
cm2·s ),
Ds is the diffusion coefficient (
1
cm2·s), Cs is the species concentration (
particles
cm3
), µs is species
mobility ( cm
2
V ·s ), and E(x) is the electric field in the oxide (
V
cm
). The first term is flux driven
by the concentration gradient (Fickian diffusion), and the second term is flux driven by an
electric field, given by,






The electric field generated by the oxide is calculated using the Maxwell-Gauss equation
(Eq. 7.2) where ε is the permittivity of ZrO2, εo is the permittivity of a vacuum, and ρ(x)
is the charge density coulomb
cm3
. The integration of ρ represents the contribution of the space
charges. Finally a zero current constraint given by Eq. 7.3.
n∑
s=1
ZseJs = 0 (7.3)
This equation is used to strongly couple the diffusion of the two species together, with Zs
being the particle charge and e the magnitude of the charge. This equation ensures that no
net current develops across the oxide, as the net charge flow must sum to zero. This ensures
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a macroscopic charge neutrality, while allowing local charge imbalance.
If there are only two diffusing species, oxygen and electrons, making the approximation
that E(x) = E0 results in parabolic kinetics. This derivation is shown below.



























Using the Einstein Relation, and defining η
ZseDs = µskBT, η = e
eEoL
kBT (7.7)

















with L(t) being the oxide thickness. The growth rate of the oxide can then be found by















This formulation fails to properly capture the nature of zirconium oxidation, as cubic kinetics
are generally observed with zirconium based alloys, as seen in Table 1.2. Work was done by
Couet to iteratively solve this system without the assumption that E(x) = Eo [88, 61]. The










and the Maxwell-Gauss equation into








where a is the jump distance. This was numerically solved using Newton’s approximation
method. When including the space charge effect, the power-law exponent dropped to 0.39
as opposed to the parabolic 0.5, showing that including space charge effects better models
zirconium oxidation.
The modeling done in this work seeks to include hydrogen as an additional diffusing
species. This would add significant complexity to the method used by Couet, which took
multiple weeks to run using MATLAB. Therefore, the MOOSE finite element framework
was chosen to solve this system.
Many of the assumptions used in Couets model were implemented here to allow for com-
parison between the codes, as well as preserve simplicity. Although oxygen diffusion into the
metal is the phenomenon being simulated, oxygen vacancies are the species that are modeled
during the simulation. The space charge effect inherently tracks the electrostatic forces from
the charges in the oxide, and the total charge of ZrO2 with full oxygen sublattice is 0. As
previously discussed, oxygen diffuses via vacancies in the oxygen sublattice [89, 9, 40]. These
+2 vacancies are what contribute the charge to the oxide, along with that contributed by
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electrons. As hydrogen diffuses via an interstitial mechanism [90], it will also contribute a
positive charge to the system. The hydrogen that adsorbs into the oxide is in a +1 state
from the dissociation of water (Eq. 1.1). Given an idealized system, the flux of the oxygen
vacancies will be equal and opposite to that of the oxygen flux, so the oxidation rate can be
calculated.
The next assumption is that the electrons, oxygen vacancies, and hydrogen have fixed con-
centrations at the boundaries that do not vary with time. The power-law kinetics, whether
cubic or parabolic, show that the diffusion through the system is the rate limiting mechanism
in oxidation. From the log-log thermogravimetric plots in Chapter 4, kinetics that are not
necessarily limited by diffusion, can be seen in both the break away oxidation regime, as well
as in the initial faster-than-linear mixing time. Sufficient concentrations of the mobile species
exist at each interface such that the oxidation is not limited by species concentration at the
interfaces. Therefore, assuming that the concentration of these species at the interfaces is
constant, significantly simplifies the model. The final major assumption in the development
of this model is that the current through the oxide is zero, but the charge density is allowed
to vary. This varying charge density gives rise to the space charge induced electric field, and
is thus a key concept in the model.
When solving the system in MOOSE, the steady-state fluxes and concentration distribu-
tions for various oxide thicknesses were solved. This bypasses the need for a moving boundary
and an adaptive mesh when solving. It is assumed that at every oxide thickness, the system
is in effective equilibrium at that thickness. The growth rate then becomes the time that it
takes for a thickness to grow, given the flux at that state. By calculating the incremental
time it takes for a unit cell thickness of the oxide to grow, it is possible to calculate the
growth kinetics. For a given oxide thickness, the equilibrium flux is used to calculate the
time necessary to grow one layer, and then to calculate the fluxes for the new thickness. The
drawback of this simplification is the need to calculate many individual layers. However,
as will be demonstrated later, the equilibrium flux has a power-law dependence on oxide
thickness. Therefore, the flux only needs to be calculated for several thicknesses, and the
flux can be fit to a power-law equation to find the equilibrium flux value at any thickness.
The kinetics can then be built from this by looping through increasing oxide layer thick-
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nesses, using the equation for the oxide thickness dependant flux. To find the steady state
final result, MOOSE was run in a time-dependent mode. This was done to ensure that the
simulation was converging to a physical solution in real time, as well as ensuring that the
concentrations were varying correctly.
To implement differential equations in MOOSE, the equations need to be converted into
weak forms. Below is an example of converting the basic diffusion equation, Fick’s second
law, into its weak form. The steady state diffusion equation,
−∇ ·D∇u = 0 (7.14)
where D is the diffusivity, and u is the concentration of the species, is multiplied by a test
function ψ
−ψ(∇ ·D∇u) = 0 (7.15)




ψ(∇ ·D∇u) = 0 (7.16)







ψ(D∇u · n̂) = 0 (7.17)
The first integral gives the kernel for the diffusion, while the second integral gives the kernel
for the boundary condition. In the code, the equation implemented for the diffusion kernel
is
Di∇ui∇testi (7.18)
Therefore, equation 7.1 is split up into several kernels: fickian diffusion, boundary conditions,
and electrostatic diffusion. The electric field-driven flux kernel is given by
µui∇φi∇testi (7.19)
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The divergence of electric potential φ gives the electric field. Directly solving the differential
equation for the electric potential based of the the charged species concentration is possible,
but the boundary conditions limit the implementation for the given domain. The mesh
only includes the oxide is being solved for, resulting in the electric field at the steam/oxide
boundary being a numerical value, and the electric field at the metal oxide interface being
zero. As the electric field is the gradient of the electric potential, the electric potential will
not be in steady state given the region being solved for. A zero slope boundary condition
is necessary at the oxide metal interface to ensure that the electric field is zero, and at the
steam/oxide interface a sloped boundary condition is necessary. Therefore, no steady state
solution is possible as there will constantly be a flux into the system. If the vacuum is
included in the mesh as well, then this method can be used. In this work, the electric field
was calculated directly by summing up the net charges from the oxide metal interface to
the oxide steam interface. The gradient of the electric potential was substituted with this
calculated value.
Auxkernels were used to implement the calculation of the the electric field, as well as other
values, such as the individual flux components and net charge density. Auxkernels output
equations, dictated by the user at the mesh points, loop through all of the points updating
their values. The equations are not differential equations, but rather the values that can












where ε is the permittivity of the oxide, and i is the mesh point. This adds the net charge
of the current point with the electric field of the adjacent point. After multiple iterations
through the auxkernel, the electric field will converge to the correct value, and will update as
the concentration . The number of time steps necessary for convergence is insignificant to the
total number of steps. Auxkernels were written to track the diffusive current, space charge
84
electrostatic current, net current, and total current for each species to better understand
how the electric field was affecting the solution.
The zero net current condition was enforced by calculating an Eo which would satisfy
the condition. To do this, the respective concentration-driven diffusion and space charge
electrostatic currents calculated by the auxkernels were used. The total current of the
system from those two forces was calculated at a single point. Then, the using the equation




µsEoCs(x) ∗ Z (7.22)
where Z is the charge of the species, the electric field Eo necessary to produce a counter
current was calculated. The concentrations of the species from the point where the net
current was calculated were used in this equation. The point was selected depending on
which effect dominated the currents. At thin oxides, setting the point near the steam/oxide
boundary minimized fluctuations during convergence. At thicker oxides, setting the point
near the oxide/metal interface was necessary. Setting the points at these locations minimized
the oscillations and over-correction induced by Eo. Additionally, it was found that the
function which used to get the point value, was not precise enough. When the slope of the
value being called was large the error was large enough to cause a non-zero total current.
Therefore, locations in the oxide with smaller slopes were chosen and the point was adjusted
until a net zero current occurred. Example input files, and the various kernels are listed in
the appendix.
Knowledge of several material properties is necessary in order to calculate the constants
in the differential equation. This model does not attempt to exactly replicate the kinetic
values fit from the thermogravimetric data, but rather to explore how changing mechanisms
and values affect the oxidation. Therefore, exact material constants are not needed, but
rather and understanding of how they compare with each other is important. Accordingly,
the values used stem from previous work on modeling space charge oxidation by Couet
[88]. In this work Couet solved the system using newton regression in Matlab. To provide a
comparison between the two different solving frameworks, the constants for oxygen vacancies
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and electrons used by Couet were also used in this code. Couet performed an optimization of
the parameters to better match the oxidation kinetics that he observed in his experimental
work. Due to solving techniques used in MOOSE, these values were scaled to be closer to 1.
The diffusion coefficient D from equation 1.7 requires an activation energy E, a lattice size





where Z is the charge of the ion, and D is the diffusivity. The parameter that most strongly
affects the resulting D or ν is the activation energy. Small changes can lead to very large
changes in D at higher temperatures. Therefore, the other material constants focused on
using values that were in the correct order of magnitude.
A lattice size of 5Å was used for the oxygen vacancy jump distance. This is very close to
the value found in the powder diffraction data. Electron movement in an oxide has been fit
to a similar lattice-hopping method as oxygen diffusion, where their diffusion can be modeled
as jumping over a potential barrier of a fixed width. In zirconium this width was found to
be 3.6Å [91]. For hydrogen, computational work has shown that the hydrogen ion can sit
in four different interstitial sites within the zirconia lattice [92]. This gives the hydrogen
ion various jump distances, all less than the 5Å lattice parameter. To match these jump
distances with those of Couet’s work, and for simplification of the model, 0.5Å was used for
all of the jump distances. While these values are not exact, using a jump frequency on the
order of 1013 1
s
gives Do values on the order of 10
−7 m2
s
. These values are within one order of
magnitude of those calculated for hydrogen in zirconia, and for electrons in yttria-stabilized
zirconia [93, 94].
For the activation energies of the electrons and oxygen vacancies, Couet’s values were
used: 1eV and 1.45eV, respectively. A wide range of hydrogen activation energies have been
reported from various studies [90, 95, 94, 92]. From computation and experimental studies,
the activation energy of hydrogen diffusion in zirconia will change substantially based upon
the alloying elements, with substitutional elements, or upon oxygen vacancies increasing the
activation energy [92]. This change is due to a trapping of the hydrogen by allowing it to
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sit in a deeper potential well. The change, or absence of an atom, shifts the interstitial site
to one of a lower energy. Alloying elements have been observed to dramatically decrease the
activation energy, reaching values below 0.5eV. For this work, a lower activation energy for
hydrogen diffusion was chosen to promote hydrogen uptake; a value of 1.036 eV was chosen.
This value is based on the value for pure Zr oxide from [95]. The temperature used for this
analysis was 500◦C in order to match the lowest temperature regime from the oxidation tests
performed for this thesis.
The boundary condition concentrations once again followed Couet’s values. However, the
magnitudes are scaled to be more usable within the MOOSE framework. For the water side,
the equilibrium oxygen vacancy concentration will be low, as plenty of oxygen is available to
fill the sites. Using a theoretical zirconia density of 5.68 g
cm3
, the number of zirconia molecules
is on the order of ∼2.5x1022 1
cm3
, with the number of oxygen atoms being double that value.
A vacancy concentration of 0.0002% is obtained by using an oxygen vacancy concentration
of 1017 atoms
cm3
. Given that the effects of electric fields on the charged species is important in
the oxide, lowering the concentration too far will limit these effects. The oxygen vacancy
population is much larger at the oxide/metal interface. Using a sub-stoichiometric oxide that
has a 0.2% oxygen vacancy concentration, gives three orders of magnitude difference in the
oxygen vacancy concentration across the oxide. In the model, a concentration of 0.1 atoms
nm3
was used for the oxide water vacancy concentration, and a concentration of 50 atoms
nm3
was used
for the oxide/metal vacancy concentration. The use of these concentration values and units
kept the same three order of magnitude scaling between the two interfaces used by Couet,
but changed the units. The same concentrations use for the oxygen vacancies were used for
the electron concentrations. This enhances the charge imbalance, increasing the effect of
space charges. While Couet lists using an electron concentration twice that of the oxygen
vacancies, his figures show that the same boundary condition concentrations were used for
both electrons and oxygen vacancies. The effect of increasing the electron concentration at
the oxide/metal interface is examined in this work as well. However, since the space charge
effect is a phenomena fundamental to the model, increasing the charge difference magnifies
this effect, thus making it easier to observe how changes in the space charge changes the
oxidation process.
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The code was run in a transient mode, giving a direct observation of how the concentra-
tions, fluxes, and electric fields converged from the initial condition. The initial conditions
used were linear gradients between the two concentrations. This was useful both for debug-
ging as well as ensuring that a reasonable solution was being converged upon. Steady state
was assumed to be reached when the calculated net flux for each of the species was constant
across the oxide. This occurred either when the code stopped running because smaller time
steps would not lead to a better solution, or when a snapshot of the current step showed
that the flux profiles were flat.
7.2 Electron and Vacancies
To ensure that the model was implemented correctly, initially only electrons and oxygen
vacancies were added as diffusing species. This allowed for testing of the model with and
without the space charge electric field on a simple system; easy comparisons could then be
made to Couet’s work.
Figure 7.1: Electron and oxygen vacancy concentrations at various oxide thicknesses
(0.3-2) when no space charge electric field is present. The electrons and oxygen vacancies
diffuse to the left.
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Figure 7.2: Electron and oxygen vacancy profiles at various oxide thicknesses when space
charge electric field is present.
Figures 7.1 and 7.2 show the equilibrium electron and oxygen vacancy concentrations as
a function of normalized oxide thickness for various oxide thickness. In Fig. 7.1, no space
charge electric field is present. The lower activation energy of electron movement leads results
in significantly larger electron diffusivity. If only concentration gradient driven fluxes are
present, than the electron flux would be proportionally greater than the oxygen vacancy flux
across the oxide. To preserve the zero current condition, Eo is calculated to create a counter
to the diffusive fluxes. A negative Eo slows down the electron diffusion and enhances the
vacancy diffusion. This constraint leads to the separation of the two concentration profiles
seen graphically in Fig 7.1. A larger oxygen vacancy concentration is necessary since the
Eo driven flux is proportional to concentration. It is clear from this large difference that a
significant charge difference would be present in the oxide if this were the true concentration
profile.
The effect of adding the space charge electric field Esp in Fig. 7.2 reflects this large charge
imbalance. EEsp is shown in Fig. 7.3. The electric field that is created by the net positive
charge across the oxide applies a force that drives the vacancies towards the oxide steam
interface, and drives the electrons back into the metal, similar to the force exerted by Eo.
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Unlike Eo however, this force is not constant across the oxide, and builds towards the oxide
steam interface. Eventually the oxide thickness reaches a value where Esp causes a vacancy
flux that is greater than the electron flux. The change in the controlling parameter represents
an important shift, one in which the oxide is now electron-diffusion limited. To compensate
for the slowed electrons, Eo inverts to a positive value to increases the electron flux out of
the oxide. The effect of this can be indirectly seen in Fig. 7.2 starting at a unitless oxide
thickness of 1.5. Near the oxide/metal interface, Eo is larger than Esp, which leads to an
initial rapid increase in the electron concentration and the drop in the vacancy concentration.
When Esp becomes sufficiently large, the electron concentration decreases, and the vacancy
concentration value levels out. This new concentration distribution also serves to minimize
the space charge effect. Due to the methods used to set the boundary conditions, a positive
space charge will exist in the oxide. These changes in the total electric field help to reduce
the magnitude of total space charge concentration, by increasing the electron concentration
and decreasing the oxygen vacancy concentration.
The net charge distribution ρ(x) across the oxide, as well as the space charge electric field
is shown in Fig. 7.3. As expected from the concentration profiles, the net charge across the
oxide dramatically drops with thicker oxide values. At a thickness of 5, the net charge almost
reaches zero at some points in the oxide. Examining how the value Esp develops, the total
magnitude initially increases linearly across the oxide at thicknesses ranging from 0.3-0.9.
Starting at 1.5 the maximum value of Esp, which occurs at the oxide/steam interface, beings
to decrease. At a thickness of 5, the electric field stays almost constant for short distance
across the oxide.
Extracting the oxygen vacancy fluxes from these different systems gives an approximation
of how the steady state fluxes changed with respect to oxide thickness. When plotted on a
log-log scale, we see that the fluxes followed a linear function. Figure 7.4 shows the oxygen
vacancy fluxes for both the E=Eo only and E=Eo+Esp system. It was found that the value
of these fluxes obeys a a power-law. Given that the oxidation kinetics follows a power-law,
the fluxes following a power-law is not surprising. Being able to fit the fluxes to a power-law
greatly decreases the different number of oxide thickness cases to be solved. Only a discrete
set of oxide thicknesses are necessary in order to confirm that the fluxes follow a power-law
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Figure 7.3: Net charge distribution ρ(x) across the oxide when only electrons and oxygen
vacancies are the diffusing species, and space charge electric field is applied. Distributions
at increasing oxide thicknesses are shown. The magnitude of the space charge electric field
across the oxide is included for each thickness.
equation. By fitting the vacancy flux profiles, an equation that relates the oxygen flux to
the oxide thickness is obtained. This can be used to calculate the oxidation kinetics since
the value of the oxygen vacancy flux is equal and opposite to that of the oxygen flux.
An iterative method was used to build an oxide using Matlab. Given the number of
oxygen atoms needed to build an additional unit cell of oxide, the oxygen flux can be used
to calculate how long it would take for the necessary atoms to migrate to that point. This
same calculation is repeated for the new, slightly thicker oxide. The flux equation fit from
the modeling is used to calculate the flux for each oxide thickness. As the thickness increases,
the flux decreases, thus increasing the time necessary to form the next oxide layer. Couet
used the same method in his work, however he directly calculated the flux for each thickness
and did not fit a function to discrete points [88].
Figure 7.5 shows the calculated oxidation kinetics profiles for both the space charge free
and space charge models. These oxide thickness versus time curves obey a power-law equa-
tion. For the model which did not include the space charge effect, the power-law exponent
n was 0.5, as predicted by directly solving the differential equations. When the space charge
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Figure 7.4: Oxygen vacancy fluxes as a function of oxide thickness when only electrons and
oxygen vacancies were the diffusing species. Both the E=Eo and E=Eo+Esp are shown.
effect is included, this exponent decreases to 0.4. This exponent value is very similar to the
value found by Couet using similar constants. Couet’s model was run at a lower temperature
of 360◦C; however, since the jump distance and jump rate were assumed to be invariant with
temperature, similarity in values demonstrates that the space charge oxidation model was
properly implemented in the MOOSE environment. Interestingly, the rate constant, k, in-
creased when the space charge effect was included. This increase is a result of the increased
oxygen vacancy flux induced by the space charge electric field. While it acts as an additional
barrier to oxidation that increases over time, the space charge electric field also increases the
oxygen vacancy flux. In this case, adding the space charge effect doubled the rate constant.
In the two simulations just described, the boundary conditions for the electrons and the
oxygen vacancies were the same. Having the same boundary conditions increased the space
charge effect since the electrons are singly charged, and the oxygen vacancies are doubly
charge. An additional simulation was run to determine the kinetics if the electron concen-
tration at the oxide/metal interface was double that of the oxygen vacancies which enforces
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Figure 7.5: Oxidation kinetics for electron and oxygen vacancy only systems. Kinetics are
calculated using the fit oxygen vacancy flux versus oxide thickness equations.
charge neutrality at that boundary condition. Figures 7.6 and 7.7 show the concentration,
charge and electric field as a function of normalized oxide thickness. Compared with Figs.
7.2 and 7.3, it can be seen that the values of the total space charge electric field decreased.
However, this decrease was not as large as was the change in the electron concentration. At
the thinner oxide thicknesses, the electric fields look similar, especially at the steam/oxide
interface where there is a ∼10% difference. The large changes occur at the thicker oxide
thicknesses. The increased electron flux from the larger concentration gradient keeps Eo in
an electron flux limiting regime. No increase in the electron concentration occurs near the
oxide/metal interface. More notably, the electric field does not increase as quickly at the
oxide/metal interface. This is important as the oxide/metal interface is where the concentra-
tions of the charged species is greatest. The effect of the electric field on flux is proportional
to the charged species concentration, therefore smaller changes in the electric field can re-
sult in larger changes in the flux if the concentrations are large. Curve fitting the oxygen
vacancy fluxes resulted in a power-law exponent, n, of 0.42 and a k value of 0.029 which
shows that the power-law exponent has dependency on the ratio of the charged species. The
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more imbalanced it is in favor of the oxygen vacancies, the lower the value of n. Therefore,
the equal electron and oxygen vacancy boundary condition is not a bad assumption since it
results in a power-law exponent n which is closer to the range observed in the experimen-
tal studies; from these values a larger oxygen vacancy concentration could have been used,
further suppressing n below 0.4.
Figure 7.6: Electron and oxygen vacancy profiles at various oxide thicknesses when space
charge electric field is present. The electron concentration at the oxide/metal interface is
twice that of the oxygen vacancies.
7.3 Effects of Hydrogen
With confirmation that the implementation of the oxidation model is correct and agrees
with previously published research, hydrogen was added to the model. Hydrogen diffuses
through the oxide by jumping between interstitial lattice sites, staying in a +1 charge state,
and adding to the net space charge of the system. Therefore, a smaller concentration of
hydrogen was chosen to limit the space charge build-up. Assuming an ideal steam/oxide
reaction at the surface, a maximum hydrogen concentration of two times that of oxygen is
possible. From previous work, a relatively low concentration of hydrogen is present in the
oxide, with concentrations ranging from 10−4-10−5 molH
moloxide
[96]. This would fix the hydrogen
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Figure 7.7: Net charge distribution across the oxide when only electrons and oxygen
vacancies are the diffusing species, and space charge electric field is applied. The electron
concentration at the oxide/metal interface is twice that of the oxygen vacancies.
Distributions at increasing oxide thicknesses are shown. The magnitude of the space charge
electric field across the oxide is included for each thickness.




. However, the inclusion of yttrium in the
oxide will change these values, increasing the hydrogen concentration based on the exper-
imental work presented in earlier chapters. Additionally, this increased concentration will
only be present at the oxide/steam interface; diffusion into the oxide will decrease the con-
centration of hydrogen. For a majority of the modeling runs with hydrogen, a steam/oxide
concentration of 25atoms
nm3
was used. This gives rise to a concentration difference across the
oxide of one half of that of the oxygen vacancy. Overestimating the hydrogen concentration
will also increase the effect on the space charge distribution of the system. The addition of
hydrogen tests if additional charged species have an appreciable effect on the space charge
and changes the kinetics. At the oxide/metal interface, a similarly low hydrogen concen-
tration value of 0.1atoms
nm3
is used. These values were the same as those of the steam/oxide
electron and oxygen vacancy concentrations.
Initially hydrogen atoms were added with the 50% oxygen vacancy concentration difference
and at a 1.036eV diffusion activation energy. The concentration profiles are shown in Fig.
7.8. The addition of hydrogen did not significantly change the electron and oxygen vacancy
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concentration profiles. The electric field at the oxide/steam interface was increased slightly
due to the additional positive charges provided by the hydrogen atoms as shown in Fig. 7.9.
However the hydrogen concentration decreased rapidly (Fig. 7.8). The largest change to
the space charge electric field, coincided with the region at which the electron and oxygen
vacancy concentrations were at their minimums. The effect of electric field on the current
is proportional to the concentration of charged species, so the effect of this change of the
electric field was minimized. Calculating the n and k value from the fluxes, demonstrated
that there was effectively no change in the kinetics as a result of adding hydrogen.
Figure 7.8: Electron, oxygen vacancy, and hydrogen concentration profiles at various oxide
thicknesses when the space charge electric field is present. The activation energy of
hydrogen diffusion in this model was 1.036eV.
It is necessary to confirm how changing the diffusivity, the concentration of the hydrogen,
or chemical potential affects the kinetics. The following increases in these two parameters
were tested: doubling the hydrogen concentration to further increase the space charge effect,
and increasing the diffusivity by 1.25x and 10x to increase the flux and, therefore, the
current. Table 7.1 shows the results of these increases. Changing either of these values
had a surprisingly small effect on the oxidation kinetics. Within the error of the flux curve
fitting, there was effectively no change in the kinetics. Examining Fig. 7.10, the changes
to the hydrogen flux into the system for each of these scenarios can be seen. Doubling
the concentration and increasing the diffusivity by 10x had roughly the same effect on the
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Figure 7.9: Net charge distribution across the oxide with electrons, oxygen vacancies, and
hydrogen as the diffusing species. The activation of hydrogen diffusion in this model was
1.036eV. Distributions at increasing oxide thicknesses are shown. The magnitude of the
space charge electric field across the oxide is included for each thickness.
hydrogen flux. As compared with the standard and 1.25x diffusivity, the hydrogen uptake
was significantly higher for small thicknesses. However the resultant values for all of the
different perturbations in concentration and diffusivity converged for thick oxides values. As
seen from the plotted values in Fig. 7.10, a slight increase in the hydrogen flux occurs after
the initial dip. While not extensively studied, this does show some confirmation of hydrogen
compensation. From the current compensation model by Couet [61], greater hydrogen uptake
is observed at lower n, as the H compensates for a reduced electron flux. In our work, the
increase in the H flux due to the space charge effect agrees with this theory. Although
no large change is observed in the kinetics, the slight increase in the hydrogen flux with
increasing oxide thickness would increase the total hydrogen uptake in the system. Without
the space charge effect, the fluxes only decrease with oxide thickness.
The hypothesis formed from the experimental results was that an additional chemical
potential driving force from the yttrium was responsible for the change in the kinetics. The
previous simulations with hydrogen showed that changing the concentration difference across
the oxide and changing the diffusivity did not have a large effect on the kinetics. Therefore,
a simple chemical potential (the derivative of the free energy) was added. The flux from a
97
Figure 7.10: Hydrogen flux as a function of oxide thickness for the various configurations
simulated.
chemical potential is equal to the chemical potential times the concentration of the species.
This relationship is similar to the electric field-driven flux. The chemical potential was
assumed to be uniform across the oxide and constant with oxide thickness, which is a large
simplification. It is unlikely that the yttrium concentration in the oxide is constant. If the
yttrium doping in the oxide plays a strong role in the hydrogen uptake, then an increasing
yttrium concentration in the oxide be reflected in a change in hydrogen uptake. Therefore,
as an initial test of this hypothesis, a constant chemical potential is a better assumption.
Mathematically, the force from a chemical potential is implemented the same way as that
of an electric field. Therefore, the chemical potential was added as an additional factor to
the electric field-driven diffusion flux. This addition allowed a direct comparison between
the electric field strength, and the chemical potential driving force. As seen in Fig. 7.9, the
electric field ranges between ∼ 0.2 - ∼ 0.5; the chemical potentials were chosen based on
these values. Three different chemical potential values were used: 0.2, 0.35, and 0.5. The
concentration profiles and the charge distribution profiles for the 0.5 chemical potential can
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Table 7.1: Modeling Kinetics Results
Parameter n k
EV no space charge 0.499 0.016
EV 0.402 0.031
EVH 0.403 0.030
EVH 1.25x H Diffusivity 0.401 0.031
EVH 10x H Diffusivity 0.404 0.031
EVH 2x H Concentration 0.404 0.031
EVH 0.2 Chemical Potential 0.418 0.282
EVH 0.35 Chemical Potential 0.438 0.025
EVH 0.5 Chemical Potential 0.465 0.022
be seen in Figs. 7.11 and 7.12.
Figure 7.11: Electron, oxygen vacancy, and hydrogen concentration profiles at various
oxide thicknesses when the space charge electric field is present. The activation energy of
hydrogen diffusion in this model was 1.036eV, and the simulated electric potential was 0.5.
The addition of this strong chemical potential driving force now has a large effect on the
concentration profiles. The main change can be seen in the electron concentration profiles.
With the hydrogen flux compensating for the lowered electron flux, Eo does not need to
be as large to compensate, and changes sign at a larger oxide thickness. Unlike the data
seen in Fig. 7.2 in which the electron concentration strongly increased at the oxide/metal
interface, now there is only a slight increase at an oxide thickness of 5. Additionally, the
oxygen vacancy population is further suppressed. From the kinetics reported in the bottom
99
Figure 7.12: Net charge distribution across the oxide with electrons, oxygen vacancies, and
hydrogen as the diffusing species. The activation energy of hydrogen diffusion in this
model was 1.036eV and the simulated electric potential was 0.5. Distributions at increasing
oxide thicknesses are shown. The magnitude of the space charge electric field across the
oxide is included for each thickness.
of Table 7.1, increasing the chemical potential leads to a direct increase in the n value: from
0.4 to 0.465. Additionally, the k rate values are decreased. This result shows that chemical
potential driven hydrogen uptake can lead to direct changes in the kinetics. The hydrogen
flux systematically increased with the increasing chemical potential, as seen in Fig. 7.10.
However, due to the fixed chemical potential, it does not trend towards zero nearly as quickly
as the oxygen vacancy flux.
The assumptions made in this modeling have some ramifications on the accuracy of the
results. The fixed boundary conditions contribute the largest source of error as they ne-
glect the physical process that is behind the oxidation. At the oxide/steam interface, the
process behind the surface adsorption of hydrogen and oxygen, and how it would change
with yttrium doping is ignored. These concentrations might vary with time as the reaction
rate at the surface decreases. Further study into how yttrium affects the water dissociation
process and individual hydrogen/oxygen adsorption would inform how concentrations at the
oxide/steam interface evolves. Changing the surface concentrations would effect both the
Fickian diffusion, and the electric field induced fluxes. The pickup fractions at the surface
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would also inform what the relative ratios of the fluxes should be. With hydrogen acting as
a compensating species, some additional constraints are required to ensure that the fluxes
stay reasonably close to the stoichiometry of the driving equations. Too strong of a chemical
potential driving force on hydrogen can result in a flux that exceeds the hydrogen generation
rate, unless the dissociation process is driven by hydrogen pickup, and the oxygen pickup






The steam oxidation kinetics as a function of yttrium from Table 4.1 falls into three different
regimes: (1) increasing n, (2) decreasing n, and (3) constant n. The power-law exponent,
n, increases with yttrium concentration at 500◦C and 700◦C, where the hydrogen uptake is
large. It is important to note that n first falls, before rising. At 900◦C, n decreases with
increasing yttrium concentration. At the highest temperature studied, 1100◦C, n remains
relatively constant, decreasing slightly with increasing yttrium concentration. This indicates
that there are two different competing mechanisms affecting the oxidation kinetics. Figure
8.1 depicts how these mechanisms affect n at increasing temperatures and increasing yttrium
concentrations. Mechanism 1 decreases n with yttrium concentration. It is active at all
temperatures, but is not as strong at high temperatures. This mechanism originates from
the yttrium doping of the oxide, limiting the oxygen diffusion through increasing the space
charge across the oxide.
The oxygen/argon testing provides greater insight into the doping mechanism, as it does
not include the effect of hydrogen. The power-law exponent, n, decreased at both 500◦C
and 1100◦C with increasing yttrium concentration. The response of k to doping is also
straight forward in a hydrogen-free environment. The increase in k was systematic at lower
temperatures in the oxygen/argon, but effectively zero a high temperatures. These changes
result from a combination of the space charge effect and the aliovalent oxide doping. From the
computational results, it was observed that increasing the space charge effect, and decreasing
n, increased k. The modeling in MOOSE did not include the further increase in k from
additional oxygen vacancies. The work by Nasrallah showed that adding yttrium increased
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the oxygen vacancy concentration and therefore, k [9]. At high temperatures, k remains
constant. This invariance is due to the following two reasons: at high temperatures, there is
less of a space charge effect and more thermally-generated vacancies. At lower temperatures,
the doping of the oxide dominates control of the oxygen vacancy population. However, as the
temperature increases, the number of thermally-generated vacancies increase. At 1100◦C, it
appears that the concentration of thermally-generated vacancies is large enough that yttrium
doping does not have as large of an effect on the vacancy population. Additionally, results
from the powder diffraction analyses (Table 5.3) show that the amount of yttrium doping at
1100◦C decreases, further limiting the effect of doping. Therefore, at this higher temperature,
the oxygen vacancy population is no longer controlled by the yttrium doping.
Figure 8.1: How the space charge and hydrogen uptake mechanisms change n in a steam
environment as a function of temperature and yttrium concentration.
Mechanism 2 strongly increases n with increasing yttrium concentration, but rapidly be-
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comes weaker at high temperatures. At 500◦C and 700◦C when both mechanisms 1 and 2
are active; mechanism 1 initially decreases n at 0.1 wt% Y, but then mechanism 2 dominates
at the higher yttrium concentrations, increasing n. At 900◦C and 1100◦C, mechanism 2 is
not strong enough to increase n, so the effects produced by mechanism 1 dominate. The
amount of the hydrogen uptake is the driving force of mechanism 2. It has been observed
elsewhere by Motta at 360◦C, however, that hydrogen uptake increases with a decreasing n
[97]. The increase in both hydrogen uptake and n at 500 and 700◦C in this work conflicts
with the trend observed by Motta. Therefore, an additional potential acting on the hydro-
gen is needed to reconcile both an increasing n as well as an increasing hydrogen uptake.
The strong affinity of yttrium for hydrogen plays the key role in supplying an additional
potential. In the modeling, n increased only by adding a chemical potential to create a force
to drive hydrogen into the system. Increasing the yttrium concentration drives a flux of H+
atoms through the oxide. This additional flux of ions creates a net current in the oxide that
needs to be compensated for to ensure a zero net current across the oxide. This is realized
by increasing oxygen vacancy flux and increasing electron flux. The result of this enhanced
oxygen flux is an increase in the power-law exponent n. The manner in which k changed
with the yttrium concentration during steam oxidation is also made clearer by the modeling.
Similar to the results in the oxygen/argon environment, k in steam also increased, going from
0.01 wt% Y to 0.1 wt% Y at 500◦C and 700◦C; however, the increase was not constant at
higher yttrium concentrations in this temperature regime (Table 4.1). This is due to the
effect of the hydrogen flux. From the modeling results in Table 7.1, k decreased with stronger
hydrogen potential, while n increased. Therefore in the steam atmosphere, the value of k
was decreased by the space charge effect. However, from the oxygen/argon exposures, it is
known that the oxide doping increases k. Therefore, the effects of these two parameters are
opposed, negating a constant increase or decrease of k. At 900◦C when the hydrogen uptake
decreased, then at that point k increased with increasing yttrium concentration.
The physical reason for the increased hydrogen flux across the oxide with increased yttrium
concentration was not directly observed experimentally. However, theories for such can be
constructed from the diffraction and modeling results. A decrease in the free energy is
necessary for a greater hydrogen flux. In the model, a linearly decreasing free energy was
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implemented. Assuming that either an increased yttrium doping concentration in the Zr
oxide or the formation of yttria attracts hydrogen, then such a decrease in free energy could
exist across the oxide. The segregation of a stronger oxide-forming alloying element towards
the oxide metal interface has been observed previously. In the oxidation of silicon-containing
steels, the silicon oxide or mixed silicon-iron oxides occur at the oxide metal interface [98].
The bulk of the surface oxide is iron oxide, with minimal silicon content. Significant research
has also been done on the effects of reactive elements (RE) on slow-growing aluminum
and chromium oxides at high temperatures. A review and synthesis of this work has been
completed by Pint [99]. In these systems, the RE additions (e.g. Y, Zr, Ti, etc) are added in
very small concentrations. Segregation does occur at the oxide/metal interface, however it is
ionic segregation in the range of nanometers. The RE are observed to diffuse to the surface
along the grain boundaries; however, this cation diffusion occurs at temperatures of 1200◦C
over the course of hundreds of hours to increase the fraction of second phase RE-rich oxides
on the surface from 0 to 5 wt%. Due to the large concentration of yttrium in this work, it is
expected that yttrium would segregate to grain boundaries as well. It is not expected that
the role yttrium plays during oxidation in this work is the same role played as when its a
RE in the oxidation of FeCrAl or NiAl alloys. In an aluminum oxide, yttrium enrichment
at the grain boundaries limits outward Al diffusion, making inward oxygen diffusion the
rate-limiting mechanism. In zirconia, inward oxygen diffusion is already the rate-limiting
step. Additionally, yttrium lowers the oxidation rate constant for diffusion in alumina. In
this work, yttrium increased the rate constant, but lowered the power-law exponent, n. The
segregation and diffusion of yttrium is relevant to this work.
From the coupon oxidation experiments, synchrotron diffraction yttria formation was only
observed when the oxide thickness was large. The extensive role played by the oxide thickness
on yttria formation was seen in the 500◦C and 700◦C samples, where yttria did not form in
all of the 0.1-1 Y samples. It can be concluded that during the oxidation process, some of
the yttrium is expelled from the oxide, thus increasing the local yttrium concentration at
the oxide/metal interface. In the 500◦C sample, this amount was not large, as no significant
yttrium enrichment was observed with EDS. The sample fabrication method for powder
diffraction lead to a more constrained oxide. As the sample was broken up into smaller
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pieces, the yttrium was constrained by the inward oxide growth from all sides. Based on
these constraints, it was surmised that the yttrium doping of the oxide was directly tied
to the concentration of yttrium in solid solution. This was especially evident in the results
of the 12 wt% Y sample, which had a decreased stress and decreased tetragonal zirconia
formation as compared with that of the 2 wt% Y. From the synchrotron diffraction of the
as-received material, the 12 wt% Y sample had less yttrium in solid solution than the 2 wt%
Y due to yttrium precipitation. Furthermore, diffusion down the grain boundaries towards
the free surface would create an additional concentration gradient. Therefore, a yttrium
concentration gradient, created by either the amount of doping, yttria concentration, or
grain boundary enrichment existed across these oxides. Increasing the yttrium concentration
in the alloy would increase the magnitude of this concentration gradient, resulting in greater
hydrogen pickup.
8.2 Conclusions
Thermogravimetric steam and oxygen/argon oxidation data of several Zr-(0.01-1)Y alloys
was collected at temperatures ranging from 500◦C to 1100◦C. Synchrotron diffraction of
these samples, pre- and post-steam oxidation, was performed to characterize the as-received
zirconium lattice and the phases formed during oxidation. Powder diffraction samples were
fabricated through steam oxidation at 700◦C and 1100◦C to examine the effect of yttrium
concentration on the monoclinic zirconia lattice. Additional optical microscopy was per-
formed to verify hydride intensity results from the diffraction. Finally, the space charge
oxidation model was simulated using MOOSE, and the effect of hydrogen diffusion across
the oxide was studied. Below are the conclusions from the experimental and modelling
results:
• The addition of yttrium to zirconium increases the oxygen/argon oxidation kinetics at
500◦C and 700◦C. Decreased oxidation kinetics are observed at 1100◦C.
• The addition of yttrium to zirconium increases the steam oxidation kinetics at 500◦C,
700◦C, and 900◦C. Minimal changes are observed at 1100◦C.
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• Increasing the yttrium concentration results in only small increases in the tetragonal
zirconia phase fraction when oxidized in steam.
• Significant Zr3O formation occurs at higher temperatures. This is indicative of large
amounts of oxygen in solid solution in the Zr matrix.
• Sufficient yttrium as well as oxide growth are necessary for the formation yttria during
oxidation.
• Yttrium doping of the oxide is dependent on the amount of yttrium in solid solution.
The doping affects the lattice strain as well as the amount of tetragonal zirconia.
• Yttria and hydrides will form with similar preferred orientations based on the Zr grain
orientation. This preferred orientation will be adopted by the zirconia when large
amounts of yttria form.
• Yttrium hydrides can form, but are rare compared to zirconium hydrides.
• Zirconium hydride formation increases with yttrium concentration at 500◦C, 700◦C,
and 900◦C. Minimal hydride formation occurs at 1100◦C.
• Yttrium destabilizes the γ zirconium hydride phase.
• The space charge effect decreases the oxidation power-law exponent n, but also in-
creases the rate constant k.
• For a power-law oxidation exponent of n lower than 0.4 to be obtained, a significant
positive charge from the oxygen vacancies needs to be present. Therefore, the local
charge imbalance needs to be large.
• The addition of hydrogen as a charged species in the space charge model does not
have a large effect on the kinetics by itself. The space charge electric field significantly
limits the inward diffusion of the hydrogen.
• Increasing the concentration and diffusivity of the hydrogen in the model has a small
effect on the power-law exponent n.
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• Adding a constant chemical potential in the model that drives hydrogen into the metal
results in an increase in the power-law exponent n. This is due to an increased oxygen
vacancy flux to compensate for the added current from the hydrogen.
• The steam oxidation kinetics of Zr-(0.01-1)Y alloys are controlled by the following two
mechanisms: yttrium doping of the oxide, which increases the space charge effect and
lowers n; and hydrogen uptake forcing additional oxygen uptake increasing n.
• This hydrogen flux-driven oxidation is further evidence that the space charge model is
the correct model for zirconium oxidation.
8.3 Future Work
Understand of this system can be extended by both additional modeling and experiments.
The current implementation of the zero net current electric field Eo, while satisfactory, is slow
and leads to convergence issues at thicker oxides. Developing a less strict approach would
be beneficial. Additionally, the model currently uses an idealized chemical potential. All of
the forces could be brought together by calculating the free energy of the oxide. Calculating
this free energy would require a better understanding of how the yttrium directly causes the
increase in the hydrogen uptake. An in-depth density functional theory (DFT) modeling of
hydrogen diffusion in yttrium doped zirconia would help this. Experimental work focusing
on the yttrium concentration gradients in the oxide would complement the DFT modeling
and free energy calculation. There are several possible techniques to measure the yttrium
distribution across the oxide. Atom probe tomography would give specific information on
yttrium enrichment changes near interfaces. Both secondary ion mass spectroscopy (SIMS)
and x-ray photoelectron spectroscopy (XPS) depth profiling can measure yttrium concentra-
tion gradients across the oxide. SIMS might be necessary if the yttrium concentrations are
small (less than 1%), but requires more standards to calculate quantitative concentrations.
Another alternative is glow-discharge optical emission spectroscopy. This technique would
give an average concentration across a wide area, and allow for the measurement of thicker
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Below is the important code created for the electron, oxygen vacancy, and hydrogen system.
A.1 Kernels
A.1.1 Concentration Gradient Diffusion
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
/∗ DO NOT MODIFY THIS HEADER ∗/
/∗ MOOSE − Mult iphys i c s Object Oriented Simulat ion Environment ∗/
/∗ ∗/
/∗ ( c ) 2010 B a t t e l l e Energy Al l i ance , LLC ∗/
/∗ ALL RIGHTS RESERVED ∗/
/∗ ∗/
/∗ Prepared by B a t t e l l e Energy Al l i ance , LLC ∗/
/∗ Under Contract No . DE−AC07−05ID14517 ∗/
/∗ With the U. S . Department o f Energy ∗/
/∗ ∗/
/∗ See COPYRIGHT f o r f u l l r e s t r i c t i o n s ∗/
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
#inc lude ” Coe fD i f f u s i on . h”
template <>
InputParameters validParams<Coe fDi f fus ion >()
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{
InputParameters params = validParams<Kernel >() ;
params . addParam<MaterialPropertyName >(” d i f f name ” ,
” D i f f u s i v i t y C o e f f i c i e n t ” ) ;
r e turn params ;
}
Coe fD i f f u s i on : : Coe fD i f f u s i on ( const InputParameters
& parameters ) : Kernel ( parameters ) ,
// I n i t i a l i z e our member v a r i a b l e based on a d e f a u l t or input f i l e




Coe fD i f f u s i on : : computeQpResidual ( )
{
re turn d i f f [ qp ] ∗ grad u [ qp ] ∗ g r a d t e s t [ i ] [ qp ] ;
}
Real
Coe fD i f f u s i on : : computeQpJacobian ( )
{








InputParameters params = validParams<Kernel >() ;
params . addRequiredCoupledVar (” p o t e n t i a l ” ,
”The e l e c t r i c f i e l d . ” ) ;
params . addRequiredParam<MaterialPropertyName>(”mobil ity name ” ,
”The mob i l i ty o f the d i f f u s i n g s p e c i e s ” ) ;
params . addRequiredParam<MaterialPropertyName>(”charge name ” ,
”The charge o f the d i f f u s i n g s p e c i e s ” ) ;
r e turn params ;
}
PNPConc : : PNPConc( const InputParameters & parameters ) :
Kernel ( parameters ) ,
// Couple to the g rad i en t o f the e l e c t i c f i e l d
g r a d p o t e n t i a l ( coupledGradient (” p o t e n t i a l ” ) ) ,
// Save o f f the coupled v a r i a b l e i d e n t i f i e r f o r use in
// computeQpOffDiagJacobian
p o t e n t i a l v a r ( coupled (” p o t e n t i a l ” ) ) ,
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m o b i l i t y ( getMater ia lProperty<Real>(”mobil ity name ” ) ) ,
charge ( getMater ia lProperty<Real>(”charge name ” ) ) ,




PNPConc : : computeQpResidual ( )
{
r e turn m o b i l i t y [ qp ] ∗ u [ qp ] ∗ g r a d p o t e n t i a l [ qp ]
∗ g r a d t e s t [ i ] [ qp ] ;
}
Real
PNPConc : : computeQpJacobian ( )
{
r e turn m o b i l i t y [ qp ] ∗ ph i [ j ] [ qp ]
∗ ( g r a d p o t e n t i a l [ qp ] ) ∗ g r a d t e s t [ i ] [ qp ] ;
}
Real
PNPConc : : computeQpOffDiagJacobian ( unsigned i n t j va r )
{
i f ( j va r == p o t e n t i a l v a r )
{
r e turn m o b i l i t y [ qp ] ∗ ( u [ qp ] )
∗ g rad ph i [ j ] [ qp ] ∗ g r a d t e s t [ i ] [ qp ] ;
}
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e l s e
re turn 0 . 0 ;
}
A.1.3 Current Balance
//∗ This f i l e i s part o f the MOOSE framework
//∗ https : //www. mooseframework . org
//∗
//∗ Al l r i g h t s reserved , s ee COPYRIGHT f o r f u l l r e s t r i c t i o n s
//∗ https : // github . com/ idaho lab /moose/ blob / master /COPYRIGHT
//∗
//∗ Licensed under LGPL 2 . 1 , p l e a s e s ee LICENSE f o r d e t a i l s
//∗ https : //www. gnu . org / l i c e n s e s / l gp l −2.1. html




InputParameters params = validParams<Kernel >() ;
params . addRequiredParam<RealVectorValue>(” vect ” ,
” vec to r o f ones ” ) ;
params . addRequiredParam<RealVectorValue>(” vect2 ” ,
” vec to r o f ones ” ) ;
params . addRequiredCoupledVar (” e l e c ” , ”The e l e c t r i c f i e l d . ” ) ;
params . addParam<PostprocessorName>(” pp f lux ” ,
” In t eg ra t ed post p ro c e s s o r f l u x . ” ) ;
params . addParam<PostprocessorName>(”pp Ca ” ,
” In t eg ra t ed post p ro c e s s o r concent ra t i on o f a . ” ) ;
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params . addParam<PostprocessorName>(”pp Cb ” ,
” In t eg ra t ed post p ro c e s s o r concnt ra t i on o f b . ” ) ;
params . addParam<PostprocessorName>(”pp Cc ” ,
” In t eg ra t ed post p ro c e s s o r concnt ra t i on o f c . ” ) ;
params . addRequiredParam<Real>(” d i r e c t ” , ”The d i r e c t i o n
the f l u x should normal ize too . 1 f o r r i g h t −1 f o r l e f t ” ) ;
params . addRequiredParam<MaterialPropertyName>(
”mobilityA name ” , ”The mob i l i ty o f the d i f f u s i n g s p e c i e s ” ) ;
params . addRequiredParam<MaterialPropertyName>(
”chargeA name ” , ”The charge o f the d i f f u s i n g s p e c i e s ” ) ;
params . addRequiredParam<MaterialPropertyName>(
” mobilityB name ” , ”The mob i l i ty o f the d i f f u s i n g s p e c i e s ” ) ;
params . addRequiredParam<MaterialPropertyName>(
”chargeB name ” , ”The charge o f the d i f f u s i n g s p e c i e s ” ) ;
params . addRequiredParam<MaterialPropertyName>(
” mobilityC name ” , ”The mob i l i ty o f the d i f f u s i n g s p e c i e s ” ) ;
params . addRequiredParam<MaterialPropertyName>(
”chargeC name ” , ”The charge o f the d i f f u s i n g s p e c i e s ” ) ;
r e turn params ;
}
CurrentBalance : : CurrentBalance ( const
InputParameters & parameters ) :
Kernel ( parameters ) ,
v e c t ( getParam<RealVectorValue>(” vect ” ) ) ,
v e c t2 ( getParam<RealVectorValue>(” vect2 ” ) ) ,
e l e c ( coupledValueOld (” e l e c ” ) ) ,
p p f l u x ( getPostproces sorVa lue (” pp f lux ” ) ) ,
pp Ca ( getPostproces sorVa lue (” pp Ca ” ) ) ,
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pp Cb ( getPostproces sorVa lue (” pp Cb ” ) ) ,
pp Cc ( getPostproces sorVa lue (” pp Cc ” ) ) ,
d i r e c t ( getParam<Real>(” d i r e c t ” ) ) ,
mobi l i tyA ( getMater ia lProperty<Real>(”mobilityA name ” ) ) ,
chargeA ( getMater ia lProperty<Real>(”chargeA name ” ) ) ,
mobi l i tyB ( getMater ia lProperty<Real>(”mobilityB name ” ) ) ,
chargeB ( getMater ia lProperty<Real>(”chargeB name ” ) ) ,
mobi l i tyC ( getMater ia lProperty<Real>(”mobilityC name ” ) ) ,




CurrentBalance : : computeQpResidual ( )
{
i f ( pp Ca == 0)
{
Real E = 0 ;
re turn mobi l i tyA [ qp ] ∗ d i r e c t ∗ u [ qp ] ∗
( e l e c [ qp ] ∗ vec t + vec t2 ) ∗ g r a d t e s t [ i ] [ qp ] ;
}
e l s e
{
//mooseWarning (” pot i s ” , Pot ) ;
Real E = p p f l u x / ( mobi l i tyA [ qp ] ∗ chargeA [ qp ] ∗ pp Ca +
mobi l i tyB [ qp ] ∗ chargeB [ qp ] ∗ pp Cb + mobi l i tyC [ qp ] ∗
chargeC [ qp ] ∗ pp Cc ) ;
Real F = mobi l i tyA [ qp ] ∗ d i r e c t ∗ u [ qp ] ∗
( (E+ e l e c [ qp ] ) ∗ vec t + vec t2 ) ∗ g r a d t e s t [ i ] [ qp ] ;
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CurrentBalance : : computeQpJacobian ( )
{
i f ( pp Ca == 0)
{
Real E = mobi l i tyA [ qp ] ∗ d i r e c t ∗ ph i [ j ] [ qp ] ∗
( e l e c [ qp ] ∗ vec t + vec t2 ) ∗ g r a d t e s t [ i ] [ qp ] ;
r e turn E;
}
e l s e
{
Real E = p p f l u x / ( mobi l i tyA [ qp ] ∗ chargeA [ qp ] ∗ pp Ca +
mobi l i tyB [ qp ] ∗ chargeB [ qp ] ∗ pp Cb +
mobi l i tyC [ qp ] ∗ chargeC [ qp ] ∗ pp Cc ) ;
r e turn mobi l i tyA [ qp ] ∗ d i r e c t ∗ ph i [ j ] [ qp ] ∗





#inc lude ” AuxEfie ld . h”
#inc lude ” Function . h”
#inc lude ”MooseMesh . h”
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#inc lude ” MooseVariable . h”
#inc lude ”SubProblem . h”




InputParameters params = validParams<AuxKernel >() ;
params . addRequiredParam<VariableName>(
”potname ” , ”The name o f the v a r i a b l e that
t h i s p o s tp r o c e s s o r ope ra t e s on . ” ) ;
params . addRequiredCoupledVar (” c ha r gd i s t ” ,
”The charge d i s t r i b u t i o n ” ) ;
params . addRequiredParam<Real>(”num elements ” ,
”The number o f e lements ” ) ;
params . addRequiredParam<Real>(” l ength ” , ”The l ength ” ) ;
r e turn params ;
}
AuxEfie ld : : AuxEfie ld ( const InputParameters & parameters ) :
AuxKernel ( parameters ) ,
q t o t ( coupledValue (” ch a r gd i s t ” ) ) ,
var number ( subproblem . ge tVar i ab l e ( t i d ,
parameters . get<VariableName>(”potname ” ) ) . number ( ) ) ,
system ( subproblem . getSystem ( getParam
<VariableName>(”potname ” ) ) ) ,
l o c a t i o n ( 0 ) ,
t e s t ( 0 ) ,
num elements ( getParam<Real>(”num elements ” ) ) ,
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AuxEfie ld : : computeValue ( )
{
i f ( q p o i n t [ qp ] ( 0 ) < l e ng t h )
{
l o c a t i o n = q p o i n t [ qp ] ( 0 ) + ( l e ng t h / num elements ) ;
t e s t = system . po in t va lu e ( var number , { l o c a t i o n , 0 , 0} ,
f a l s e ) + qto t [ qp ] ∗ ( l e ng t h / num elements ) ;
}
e l s e
{
t e s t = qto t [ qp ] ∗ ( l e ng t h / num elements ) ;
}
r e turn t e s t ;
}
A.2.2 Charge Distribution





InputParameters params = validParams<AuxKernel >() ;
params . addRequiredCoupledVar (”PNPConcA” ,
” Concentrat ion o f the d i f f u s i n g anion or canion . ” ) ;
params . addRequiredCoupledVar (”PNPConcB” ,
” Concentrat ion o f the d i f f u s i n g anion or canion . ” ) ;
params . addRequiredCoupledVar (”PNPConcC” ,
” Concentrat ion o f the d i f f u s i n g anion or canion . ” ) ;
params . addRequiredParam<MaterialPropertyName>(
” permitt iv ityA name ” , ”The p e r m i t t i v i t y o f the oxide ” ) ;
params . addRequiredParam<MaterialPropertyName>(
”chargeA name ” , ”The charge o f the s p e c i e s ” ) ;
params . addRequiredParam<MaterialPropertyName>(
” permitt iv ityB name ” , ”The p e r m i t t i v i t y o f the oxide ” ) ;
params . addRequiredParam<MaterialPropertyName>(
”chargeB name ” , ”The charge o f the s p e c i e s ” ) ;
params . addRequiredParam<MaterialPropertyName>(
” permitt iv ityC name ” , ”The p e r m i t t i v i t y o f the oxide ” ) ;
params . addRequiredParam<MaterialPropertyName>(
”chargeC name ” , ”The charge o f the s p e c i e s ” ) ;
r e turn params ;
}
AuxPotential : : AuxPotential ( const InputParameters & parameters ) :
AuxKernel ( parameters ) ,
concent ra t i onA va lue ( coupledValue (”PNPConcA” ) ) ,
concent ra t i onB va lue ( coupledValue (”PNPConcB” ) ) ,
concent ra t i onC va lue ( coupledValue (”PNPConcC” ) ) ,
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pe rmi t t i v i tyA ( getMater ia lProperty<Real>(
” permitt iv ityA name ” ) ) ,
chargeA ( getMater ia lProperty<Real>(”chargeA name ” ) ) ,
p e rm i t t i v i t yB ( getMater ia lProperty<Real>(
” permitt iv ityB name ” ) ) ,
chargeB ( getMater ia lProperty<Real>(”chargeB name ” ) ) ,
p e rm i t t i v i t yC ( getMater ia lProperty<Real>(
” permitt iv ityC name ” ) ) ,




AuxPotential : : computeValue ( )
{
r e turn chargeA [ qp ] ∗ pe rmi t t i v i tyA [ qp ] ∗
concent ra t i onA va lue [ qp ] + chargeB [ qp ] ∗
pe rmi t t i v i t yB [ qp ] ∗ concent ra t i onB va lue [ qp ]
+ chargeC [ qp ] ∗ pe rmi t t i v i t yC [ qp ] ∗
concent ra t i onC va lue [ qp ] ;
}
A.3 Example Input File
[ Mesh ]
# type = GeneratedMesh
# dim = 1
# xmin = 0
# xmax = 0 .3
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# nx = 1000
f i l e = 3CC0 3EF exodus . e
d i s t r i b u t i o n = s e r i a l
[ ]
[ Var i ab l e s ]
[ . / d i f f u s e d ] # e l e c t r o n
order = FIRST
fami ly = LAGRANGE
i n i t i a l f r o m f i l e v a r = d i f f u s e d
i n i t i a l f r o m f i l e t i m e s t e p = LATEST
# [ . / I n i t i a l C o n d i t i o n ]
# type = slopeIC
# c o e f f i c i e n t = 166
# o f f s e t = 0 .1
# [ . . / ]
[ . . / ]
[ . / d i f f u s e d 2 ] # oxygen
order = FIRST
fami ly = LAGRANGE
s c a l i n g = 1e4
i n i t i a l f r o m f i l e v a r = d i f f u s e d 2
i n i t i a l f r o m f i l e t i m e s t e p = LATEST
# [ . / I n i t i a l C o n d i t i o n ]
# type = slopeIC
# value = 50
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# c o e f f i c i e n t = 160
# o f f s e t = 3 .1
# ending = 0.41
# [ . . / ]
[ . . / ]
[ . / d i f f u s e d 3 ] # Hydrogen
order = FIRST
fami ly = LAGRANGE
i n i t i a l f r o m f i l e v a r = d i f f u s e d 3
i n i t i a l f r o m f i l e t i m e s t e p = LATEST
# [ . / I n i t i a l C o n d i t i o n ]
# type = slopeIC
# c o e f f i c i e n t = −80
# o f f s e t = 0 .1
# #s t a r t i n g = 25
# #ending = 0 .1
# [ . . / ]
[ . . / ]
[ ]
[ AuxVariables ]
[ . / qtot ]
order = CONSTANT
fami ly = MONOMIAL
[ . . / ]
[ . / EF]
order = CONSTANT
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f ami ly = MONOMIAL
i n i t i a l f r o m f i l e v a r = EF
i n i t i a l f r o m f i l e t i m e s t e p = LATEST
[ . . / ]
[ . / ConsE ]
order = CONSTANT
fami ly = MONOMIAL
[ . . / ]
[ . / ConsE2 ]
order = CONSTANT
fami ly = MONOMIAL
[ . . / ]
[ . / ConsE3 ]
order = CONSTANT
fami ly = MONOMIAL
[ . . / ]
[ . / f l ux1 ]
order = CONSTANT
fami ly = MONOMIAL
[ . . / ]
[ . / f l ux2 ]
order = CONSTANT
fami ly = MONOMIAL
[ . . / ]
[ . / f l ux3 ]
order = CONSTANT
fami ly = MONOMIAL
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[ . . / ]
[ . / t o t f l u x ]
order = CONSTANT
fami ly = MONOMIAL
[ . . / ]
[ . / f u l l f l u x 1 ]
order = CONSTANT
fami ly = MONOMIAL
[ . . / ]
[ . / f u l l f l u x 2 ]
order = CONSTANT
fami ly = MONOMIAL
[ . . / ]
[ . / f u l l f l u x 3 ]
order = CONSTANT
fami ly = MONOMIAL
[ . . / ]
[ . / t o t f u l l f l u x ]
order = CONSTANT
fami ly = MONOMIAL
[ . . / ]
[ . / e l e c f o r c e ]
order = CONSTANT
fami ly = MONOMIAL
[ . . / ]
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[ . / e l e c f o r c e 2 ]
order = CONSTANT
fami ly = MONOMIAL
[ . . / ]
[ . / e l e c f o r c e 3 ]
order = CONSTANT
fami ly = MONOMIAL
[ . . / ]
[ . / d i f f o r c e ]
order = CONSTANT
fami ly = MONOMIAL
[ . . / ]
[ . / d i f f o r c e 2 ]
order = CONSTANT
fami ly = MONOMIAL
[ . . / ]
[ . / d i f f o r c e 3 ]
order = CONSTANT
fami ly = MONOMIAL
[ . . / ]
[ ]
[ Kerne ls ]
[ . / d i f f ]
type = Coe fD i f f u s i on
v a r i a b l e = d i f f u s e d
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d i f f name = d i f f 1
[ . . / ]
[ . / d i f f 2 ]
type = Coe fD i f f u s i on
v a r i a b l e = d i f f u s e d 2
d i f f name = d i f f 2
[ . . / ]
[ . / d i f f 3 ]
type = Coe fD i f f u s i on
v a r i a b l e = d i f f u s e d 3
d i f f name = d i f f 3
[ . . / ]
[ . / CurrentBalance1 ]
type = CurrentBalance
v a r i a b l e = d i f f u s e d
vect = ’1 0 0 ’
vect2 = ’0 0 0 ’
e l e c = EF
pp f lux = I f l u x
pp Ca = Ia
pp Cb = Ib
pp Cc = Ic
d i r e c t = 1
mobilityA name = mobi l i ty1
chargeA name = charge1
mobilityB name = mobi l i ty2
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chargeB name = charge2
mobilityC name = mobi l i ty3
chargeC name = charge3
[ . . / ]
[ . / CurrentBalance2 ]
type = CurrentBalance
v a r i a b l e = d i f f u s e d 2
vect = ’1 0 0 ’
vect2 = ’0 0 0 ’
e l e c = EF
pp f lux = I f l u x
pp Ca = Ib
pp Cb = Ia
pp Cc = Ic
d i r e c t = 1
mobilityA name = mobi l i ty2
chargeA name = charge2
mobilityB name = mobi l i ty1
chargeB name = charge1
mobilityC name = mobi l i ty3
chargeC name = charge3
[ . . / ]
[ . / CurrentBalance3 ]
type = CurrentBalance
v a r i a b l e = d i f f u s e d 3
vect = ’1 0 0 ’
vect2 = ’0 0 0 ’
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e l e c = EF
pp f lux = I f l u x
pp Ca = Ic
pp Cb = Ia
pp Cc = Ib
d i r e c t = 1
mobilityA name = mobi l i ty3
chargeA name = charge3
mobilityB name = mobi l i ty1
chargeB name = charge1
mobilityC name = mobi l i ty2
chargeC name = charge2
[ . . / ]
[ . / e u l e r ]
type = TimeDerivative
v a r i a b l e = d i f f u s e d
[ . . / ]
[ . / e u l e r 2 ]
type = TimeDerivative
v a r i a b l e = d i f f u s e d 2
[ . . / ]
[ . / e u l e r 3 ]
type = TimeDerivative
v a r i a b l e = d i f f u s e d 3




[ . / pot ]
type = AuxPotential
v a r i a b l e = qtot
PNPConcA = d i f f u s e d
permitt iv ityA name = p e r m i t t i v i t y 1
chargeA name = charge1
PNPConcB = d i f f u s e d 2
permitt iv i tyB name = p e r m i t t i v i t y 2
chargeB name = charge2
PNPConcC = d i f f u s e d 3
permitt iv ityC name = p e r m i t t i v i t y 3
chargeC name = charge3
[ . . / ]
[ . / E f i e l d s ]
type = AuxEfie ld
v a r i a b l e = EF
potname = EF
c ha rg d i s t = qtot
num elements = 1000
l ength = 0 .3
[ . . / ]
[ . / ConserveE ]
type = ConservingE
v a r i a b l e = ConsE
e l e c = EF
pp f lux = I f l u x
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pp Ca = Ia
pp Cb = Ib
pp Cc = Ic
iona = d i f f u s e d
mobilityA name = mobi l i ty1
chargeA name = charge1
mobilityB name = mobi l i ty2
chargeB name = charge2
mobilityC name = mobi l i ty3
chargeC name = charge3
chempot name = i n i t i a l c o n c 1
[ . . / ]
[ . / ConserveE2 ]
type = ConservingE
v a r i a b l e = ConsE2
e l e c = EF
pp f lux = I f l u x
pp Ca = Ib
pp Cb = Ia
pp Cc = Ic
iona = d i f f u s e d 2
mobilityA name = mobi l i ty2
chargeA name = charge2
mobilityB name = mobi l i ty1
chargeB name = charge1
mobilityC name = mobi l i ty3
chargeC name = charge3
chempot name = i n i t i a l c o n c 1
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[ . . / ]
[ . / ConserveE3 ]
type = ConservingE
v a r i a b l e = ConsE3
e l e c = EF
pp f lux = I f l u x
pp Ca = Ic
pp Cb = Ia
pp Cc = Ib
iona = d i f f u s e d 3
mobilityA name = mobi l i ty3
chargeA name = charge3
mobilityB name = mobi l i ty1
chargeB name = charge1
mobilityC name = mobi l i ty2
chargeC name = charge2
chempot name = i n i t i a l c o n c 2
[ . . / ]
[ . / J1 ]
type = Current
v a r i a b l e = f l ux1
Conc = d i f f u s e d
e l e c = EF
mobil ity name = mobi l i ty1
d i f f name = d i f f 1
charge name = charge1
chempot name = i n i t i a l c o n c 1
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[ . . / ]
[ . / J2 ]
type = Current
v a r i a b l e = f l ux2
Conc = d i f f u s e d 2
e l e c = EF
mobil ity name = mobi l i ty2
d i f f name = d i f f 2
charge name = charge2
chempot name = i n i t i a l c o n c 1
[ . . / ]
[ . / J3 ]
type = Current
v a r i a b l e = f l ux3
Conc = d i f f u s e d 3
e l e c = EF
mobil ity name = mobi l i ty3
d i f f name = d i f f 3
charge name = charge3
chempot name = i n i t i a l c o n c 2
[ . . / ]
[ . / Jtot ]
type = TotalCurrent
v a r i a b l e = t o t f l u x
CurrentA = f lux1
CurrentB = f lux2
CurrentC = f lux3
[ . . / ]
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[ . / FJ1 ]
type = Ful lCurrent
v a r i a b l e = f u l l f l u x 1
Conc = d i f f u s e d
p o t e n t i a l = EF
f l u x f o r c e = ConsE
mobil ity name = mobi l i ty1
d i f f name = d i f f 1
charge name = charge1
[ . . / ]
[ . / FJ2 ]
type = Ful lCurrent
v a r i a b l e = f u l l f l u x 2
Conc = d i f f u s e d 2
p o t e n t i a l = EF
f l u x f o r c e = ConsE2
mobil ity name = mobi l i ty2
d i f f name = d i f f 2
charge name = charge2
[ . . / ]
[ . / FJ3 ]
type = Ful lCurrent
v a r i a b l e = f u l l f l u x 3
Conc = d i f f u s e d 3
p o t e n t i a l = EF
f l u x f o r c e = ConsE3
mobil ity name = mobi l i ty3
d i f f name = d i f f 3
charge name = charge3
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[ . . / ]
[ . / FJtot ]
type = Tota lFul lCurrent
v a r i a b l e = t o t f u l l f l u x
FullCurrentA = f u l l f l u x 1
FullCurrentB = f u l l f l u x 2
FullCurrentC = f u l l f l u x 3
[ . . / ]
[ . / e f o r c e ]
type = PNPConcAux
v a r i a b l e = e l e c f o r c e
Conc = d i f f u s e d
e l e c = EF
mobil ity name = mobi l i ty1
charge name = charge1
[ . . / ]
[ . / e f o r c e 2 ]
type = PNPConcAux
v a r i a b l e = e l e c f o r c e 2
Conc = d i f f u s e d 2
e l e c = EF
mobil ity name = mobi l i ty2
charge name = charge2
[ . . / ]
[ . / e f o r c e 3 ]
type = PNPConcAux
v a r i a b l e = e l e c f o r c e 3
Conc = d i f f u s e d 3
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e l e c = EF
mobil ity name = mobi l i ty3
charge name = charge3
[ . . / ]
[ . / d i f f u s i o n f o r c e ]
type = Dif fus ionAux
v a r i a b l e = d i f f o r c e
Conc = d i f f u s e d
d i f f name = d i f f 1
charge name = charge1
[ . . / ]
[ . / d i f f u s i o n f o r c e 2 ]
type = Dif fus ionAux
v a r i a b l e = d i f f o r c e 2
Conc = d i f f u s e d 2
d i f f name = d i f f 2
charge name = charge2
[ . . / ]
[ . / d i f f u s i o n f o r c e 3 ]
type = Dif fus ionAux
v a r i a b l e = d i f f o r c e 3
Conc = d i f f u s e d 3
d i f f name = d i f f 3
charge name = charge3




[ . / bot tom di f fu sed ]
type = Dir ichletBC
v a r i a b l e = d i f f u s e d
boundary = ’0 ’
va lue = 0 .1
[ . . / ]
[ . / t o p d i f f u s e d ]
type = Dir ichletBC
v a r i a b l e = d i f f u s e d
boundary = ’1 ’
va lue = 50
[ . . / ]
[ . / bot tom di f fu sed2 ]
type = Dir ichletBC
v a r i a b l e = d i f f u s e d 2
boundary = ’0 ’
va lue = 0 .1
[ . . / ]
[ . / t o p d i f f u s e d 2 ]
type = Dir ichletBC
v a r i a b l e = d i f f u s e d 2
boundary = ’1 ’
va lue = 50
[ . . / ]
[ . / bot tom di f fu sed3 ]
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type = Dir ichletBC
v a r i a b l e = d i f f u s e d 3
boundary = ’0 ’
va lue = 25
[ . . / ]
[ . / t o p d i f f u s e d 3 ]
type = Dir ichletBC
v a r i a b l e = d i f f u s e d 3
boundary = ’1 ’
va lue = 0 .1
[ . . / ]
[ ]
[ Mate r i a l s ]
[ . / cons tant s ]
type = constant s
u s e r m o b i l i t y 1 = −45.1327
u s e r m o b i l i t y 2 = 0.10485
u s e r m o b i l i t y 3 = 262.8428
u s e r d i f f 1 = 3.0053
u s e r d i f f 2 = 0.0034
u s e r d i f f 3 = 17.502
use r charge1 = −1
use r charge2 = 2
use r charge3 = 1
u s e r p e r m i t t i v i t y 1 = 0.0114
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u s e r p e r m i t t i v i t y 2 = 0.0114
u s e r p e r m i t t i v i t y 3 = 0.0114
u s e r i n i t i a l c o n c 1 = 0 #chem pot f o r e and V
u s e r i n i t i a l c o n c 2 = 0 #chem pot f o r h
u s e r i n i t i a l c o n c 3 = 1
u s e r f o r c e = 0 .5
[ . . / ]
[ ]
[ Precond i t i on ing ]
[ . / smp ]
type = SMP
f u l l = true
[ . . / ]
# [ . / FDP PJFNK]
# type = FDP
# f u l l = true
# s o l v e t y p e = ’PJFNK’
# [ . . / ]
[ ]
[ Execut ioner ]
type = Trans ient
s o l v e t y p e = ’PJFNK’
#pet s c opt i on s iname = ’−pc type −pc hypre type ’
# p e t s c o p t i o n s v a l u e = ’ hypre boomeramg ’
end time = 40
#t r a n s s s c h e c k = 1
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#s s c h e c k t o l = 1E−15
num steps = 10000
l m a x i t s = 20
n l max i t s = 20
dtmax = 0.002
[ . / TimeStepper ]
type = Iterat ionAdaptiveDT
c u tb a c k f a c t o r = 0 .4
dt = 0.001
g rowth fac to r = 1 .2
o p t i m a l i t e r a t i o n s = 50
[ . . / ]
[ ]
[ Po s tp roc e s so r s ]
[ . / I f l u x ]
type = PointValue
v a r i a b l e = t o t f l u x
po int = ’0 . 17 0 0 ’
[ . . / ]
[ . / Ia ]
type = PointValue
v a r i a b l e = d i f f u s e d
po int = ’0 . 17 0 0 ’
[ . . / ]
[ . / Ib ]
type = PointValue
v a r i a b l e = d i f f u s e d 2
po int = ’0 . 17 0 0 ’
[ . . / ]
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[ . / I c ]
type = PointValue
v a r i a b l e = d i f f u s e d 3
po int = ’0 . 17 0 0 ’
[ . . / ]
[ ]
[ Debug ]
show var re s idua l norms = true
[ ]
[ Outputs ]
execute on = ’ t imestep end ’
# exodus = true
[ . / exodus ]
type = Exodus
i n t e r v a l = 50
[ . . / ]
[ . / csv ]
type = CSV
i n t e r v a l = 50
[ . . / ]
[ ]
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