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Abstract
Let R be a local ring order, i.e. a one-dimensional local (noetherian) ring whose
completion R̂ is reduced, and let M be a finitely generated R-module. We consider two
monoids: +(M), which consists of the isomorphism classes of R-modules which arise as
direct summands of direct sums of finitely many copies of M , and Λ(M), which consists
of the n-tuples (b1, . . . , bn) such that the R̂-module
⊕n
i=1 biVi is extended from an
R-module, where V1, . . . , Vn are the distinct (and uniquely determined) indecomposable
direct summands of the R̂-module M̂. Here bV denotes the direct sum of b copies of V ,
and N = {0,1,2, . . .}. The monoids +(M) and Λ(M) are isomorphic, and we show that
Λ(M)= ker(A) ∩Nn for some integer matrix A ∈ Zd×n. Monoids which are isomorphic
to ker(A)∩Nn for someA ∈ Zd×n are called positive normal. In [R. Wiegand, J. Algebra,
in press] it is shown that given a positive normal monoid Γ , there exist a local ring-order
domain R and finitely generated torsion-free R-module M such that Γ ∼=Λ(M). We show
that given a local ring order R, there exists a positive normal monoid Γ such that for each
finitely generated R-module M , Λ(M) is not isomorphic to Γ . The proof depends on the
fact that there exist rank-three positive normal monoids with arbitrarily large embedding
dimension, where the embedding dimension of Γ is defined as the smallest n such that
Γ ∼= ker(A)∩Nn, where A ∈ Zd×n.
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1. Notation
We write R for the real numbers,Q for the rational numbers,Z for the integers,
and N for the set {0,1,2, . . .} of non-negative integers. R+ denotes the non-
negative reals, andQ+ denotes the non-negative rationals. We use Zm×n to denote
the collection of all m× n matrices of integers.
We consider only monoids which are isomorphic to a submonoid of the
(additive) monoidNn for some n. Given such a monoid Γ , we denote by G(Γ ) the
abelian group generated by Γ . Formally, G(Γ )= {x − y: x, y ∈ Γ }. We denote
by L(Γ ) theQ-vector space G(Γ )⊗ZQ. Formally, L(Γ )= { x−ys : x, y ∈ Γ, 0 =
s ∈N}.
Given an n-tuple x = (x1, . . . , xn) ∈ Rn, we define the support of x by
supp(x) := {i: xi = 0} ⊆ {1, . . . , n}. The element x is said to be strictly positive if
xi > 0 for i = 1, . . . , n. The element (0,0, . . . ,0) is usually denoted simply by 0.
If S is a set, let #S denote its cardinality.
All rings are commutative and noetherian, and all modules are finitely
generated. We use minSpec(R) to denote the collection of minimal prime ideals
of the ring R.
Our starting point is found in the recent paper [1] by my advisor Roger
Wiegand.
2. Monoids
Definition 2.1. (1) A monoid Γ is said to be positive normal provided
(a) Γ is finitely generated,
(b) Γ is isomorphic to a submonoid of Nn for some n, and
(c) with respect to the embedding in (b):
If eα ∈ Γ , where e ∈N− {0} and α ∈ G(Γ ), then α ∈ Γ .
(2) Let Γ be a positive normal monoid. A non-zero element γ ∈ Γ is said to
be fundamental if α + β = γ implies that α = γ or β = γ . A non-zero element
γ ∈ Γ is said to be completely fundamental if whenever e ∈N and eγ = α+β for
α,β ∈ Γ , then α = e1γ for some e1, 0 e1  e. We denote by CFΓ the collection
of all completely fundamental elements of Γ .
Every completely fundamental element is also fundamental. There is an
intrinsic partial order in any positive normal monoid Γ defined by
γ1  γ2 ⇔ γ1 + δ = γ2 for some δ ∈ Γ.
Notice that submonoids of Nn inherit a partial order: for x, y ∈ Nn, x  y ⇔
xi  yi for i = 1, . . . , n. It is easy to check that when a positive normal monoid Γ
is embedded isomorphically as a submonoid of Nn, the two partial orders above
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coincide. The fundamental elements of Γ are precisely the minimal non-zero
elements with respect to this partial order, and the set of fundamental elements
is denoted by MinΓ .
Definition 2.2. Let Λ be a submonoid of Nn. Λ is said to be a full submonoid of
Nn if
Λ=G∩Nn for some subgroup G of Zn.
Λ is said to be an expanded submonoid of Nn if
Λ= L∩Nn for some subspace L of Qn.
Remark 2.3. An alternative condition for a submonoid Λ of Nn to be full
(respectively expanded) is that Λ= G(Λ)∩Nn (respectively Λ= L(Λ) ∩Nn).
An expanded submonoidΛ of Nn is sometimes expressed in terms of a matrix.
For example,
Λ= ker(A) ∩Nn,
where A ∈ Zd×n for some integer d . Deleting rows if necessary, we may assume
that d = rank(A), if desired.
The concepts above are closely connected as the following proposition shows.
Proposition 2.4. The following are equivalent:
(a) Γ is a positive normal monoid.
(b) Γ is isomorphic to a full submonoid Nm for some m.
(c) Γ is isomorphic to an expanded submonoid of Nn for some n.
Proof. See [2, 6.4.16]. ✷
The embedding in Definition 2.1(1)(b) is not necessarily full (or expanded).
For example, the monoid Λ ⊆ N2 generated by the elements (2,1) and (1,2) is
positive normal (being isomorphic to N2), but Λ = G(Λ) ∩ Nn. Indeed, observe
that (0,3)= 2(1,2)− (2,1) ∈ G(Λ) ∩Nn but (0,3) /∈Λ.
Definition 2.5. Let Λ be a positive normal monoid.
(1) The rank of Γ is defined by
rank(F ) := dimQL(Γ ).
(2) The embedding dimension of Γ is defined by
emb.dim.(Γ ) :=min{n: Γ is isomorphic to an expanded
submonoid of Nn}.
Clearly, rank(Γ ) emb.dim.(Γ ).
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Remark 2.6. The proof of Proposition 2.4 (as outlined in [2]) contains a little
more information than indicated by the statement of the proposition: A full sub-
monoidΛ ofNm is isomorphic to an expanded submonoid of Nm+rank(Λ). We will
find this fact useful.
3. Rings, modules, and monoids
Let R be a local ring, and let M be a finitely generated R-module. Denote by
+(M) the monoid of isomorphism classes of R-modules which arise as direct
summands of direct sums of finitely many copies of M . That is,
+(M)= {[N]: N | eM for some e ∈N},
where [N] denotes the isomorphism class of the R-module N , and N | eM means
that N is isomorphic to a direct summand of eM :=M ⊕ · · ·⊕M (e summands).
The operation in+(M) is defined by [N1]+[N2] = [N1⊕N2], but we customarily
suppress the brackets and use ⊕ as the operation.
Let M̂ denote the completion of M with respect to the m-adic topology,
where m is the maximal ideal of R. Since M is finitely generated, we have M̂ ∼=
M⊗R R̂ [3, Theorem 8.7]. Write M̂ = a1V1⊕a2V2⊕· · ·⊕anVn, where the ai are
positive integers and {V1,V2, . . . , Vn} is the collection of pairwise non-isomorphic
indecomposable direct-summands of the R̂-module M̂ . This decomposition is
unique since R̂ is a complete local ring, and Krull–Schmidt holds for such a ring.
Define another monoid:
Λ(M) :=
{
(b1, . . . , bn) ∈Nn:
n⊕
i=1
biVi = N̂ for some R-module N
}
⊆Nn.
Define a mapping φ :+(M)→ Λ(M) by N → φ(N) := (b1, . . . , bn), where
N̂ = b1V1 ⊕ b2V2 ⊕ · · · ⊕ bnVn. Notice that φ provides a natural embedding of
+(M) into Nn.
Proposition 3.1. Under the hypotheses above, the following statements hold:
(a) φ :+(M)→Λ(M) is an isomorphism of monoids.
(b) Λ(M) is a full submonoid of Nn.
(c) +(M) is a positive normal monoid.
Proof. (a) [1, Proposition 1.3(1)].
(b) [1, Proposition 1.3(2)].
(c) This follows from (a), (b), and Proposition 2.4. ✷
Now suppose that R is a one-dimensional ring (still local) and its completion
R̂ is reduced. Such a ring will be called a local ring-order.
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For the remainder of this paper, we write minSpec(R)= {p1,p2, . . . , pu} and
minSpec(R̂) = {P1,P2, . . . ,Pt }. Recall that the rank of an R̂-module X is the
t-tuple
rankR̂ :=
(
dimR̂P1XP1,dimR̂P2XP2, . . . ,dimR̂Pt XPt
) ∈Nt .
The R-module X is said to have constant rank if the entries of rankR̂ X are all
equal. For convenience, we write rankP X := dimR̂P XP .
In case R is a local ring-order domain and M is a torsion-free R-module
(finitely generated as always), it is known that Λ(M) = ker(A) ∩ Nn for some
integer matrix A [1, Proposition 1.3]. With a little extra work, the conditions
that R be a domain and M be torsion-free can be eliminated. We begin with the
following generalization of [1, Proposition 1.7(2)].
Lemma 3.2. Let R be local ring-order, and suppose that N is a finitely generated
torsion-free R̂-module. Then the following statements are equivalent:
(a) N = M̂ for some torsion-free R-module M .
(b) rankP (N)= rankQ(N) whenever P , Q ∈minSpec(R̂) satisfy P ∩R =Q∩R
(i.e. whenever P and Q lie in the same fiber over minSpec(R)).
Proof. We retain the notation minSpec(R)= {pi : 1 i  u} and minSpec(R̂)=
{Pj : 1 j  t}. Consider the conductor squares
R R̂
π
R/c R˜/c
and
R̂ (R̂)
∼
R̂/cR˜ (R̂)∼/cR̂
,
where R˜ is the normalization of R, (R̂)∼ is the normalization of R̂, and c is
the conductor (R : R̂). See [4] for details on this construction. The bottom rows,
referred to as the Artinian pairs associated to R and R̂, are isomorphic; we denote
them both by (A→ B). Note that B ∼= B1 × · · · ×Bt , where the Bj are Artinian
local rings in one-to-one correspondence with the primes Pj in minSpec(R̂).
To be more precise, first write R˜ =∏ui=1(R/pi)∼ and (R̂)∼ =∏tj=1(R̂/Pj )∼.
Now Bj is obtained as the quotient of the discrete valuation ring (R̂/Pj )∼ by
the conductor (R̂/Pj : (R̂/Pj )∼), and if we let {Pj : j ∈ Si} be the fiber of
minSpec(R̂) over pi , then π maps (R/pi)∼ onto
∏
j∈Si Bj .
A torsion-free R-module M gives rise to an (A → B)-module Mart =
(M/cM → R˜M/cM), and the torsion-free R̂-module N gives rise to Nart =
(V → W) = (N/cN → TN/cN). Since W is a projective B-module, it is
isomorphic to a direct product B(r1)1 × · · · ×B(rt )t . Note that rj = rankPj N .
It is not hard to see that M̂art =Mart. This fact, along with [4, Proposition 1.7],
implies that statement (a) holds if and only if Nart = Mart for some torsion-
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free R-module M . By [4, Proposition 1.6], Nart = Mart for some torsion-free
R-module M if and only if W ∼= F/cF for some projective R-module F . We
claim that this last statement is equivalent to (b). To see this, note that a projective
R˜-module F is isomorphic to a direct product F1 × · · · × Fu, where each Fi is
a projective (hence free) module over the semilocal Dedekind domain (R/pi)∼.
Thus F/cF ∼= B(f1)1 × · · · × B(ft )t , with fj = fj ′ if Pj and Pj ′ lie in the same
fiber over minSpec(R).
By the preceding remarks, if W ∼= F/cF for some projective R˜-module F ,
then statement (b) holds. On the other hand, if statement (b) holds, then it is easy
to construct the desired R˜-module F . ✷
When the condition (a) in Lemma 3.2 is satisfied, we say that N is “extended
from an R-module” or just “extended” when the context is clear. When the
condition (b) is satisfied, we say that N has “constant rank on each fiber over
minSpec(R)” or just “constant rank on each fiber.”
The following result improves [1, Proposition 1.3] by dropping the assumption
that R be a domain. The assumption that M be torsion-free will be removed in
Theorem 3.6.
Proposition 3.3. Let R be a local ring-order, and let M be a torsion-free R-mod-
ule. Then
Λ(M)= ker(A) ∩Nn
for some integer matrix A ∈ Z(t−u)×n, where t := # minSpec(R̂) and u :=
# minSpec(R).
Proof. As usual, we write M̂ = a1V1 ⊕ · · · ⊕ anVn, where the aj are positive
integers and the Vi are the distinct indecomposable direct-summands of the
R̂-module M̂ . We also set minSpec(R̂) = {P1, . . . ,Pt } and minSpec(R) =
{p1, . . . , pu}.
For each k = 1, . . . , u, let ek = #{j : Pj ∩ R = pk}. Given b1, . . . , bn ∈ N,
we see that the condition that the rank of b1V1 ⊕ · · · ⊕ bnVn is constant on the
fiber over pk is expressed by ek − 1 homogeneous linear equations in the bi .
By Lemma 3.2, then, Λ(M) = ker(A) ∩ Nn for a suitable d × n matrix, where
d =∑nk=1(ek − 1)= t − u. ✷
The proof of the following lemma is based in part on an argument due to Dana
Weston [5, Theorem 1.5].
Lemma 3.4. Let R be a local ring-order. Let N be an R̂-module, and let N denote
the quotient of N by its torsion submodule. Then the following statements are
equivalent:
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(a) N is extended from an R-module.
(b) N is extended from an R-module.
Proof. (a) ⇒ (b). Suppose M is an R-module such that N = M̂ . Let T be the
torsion R-submodule of M , and note that C := M/T is R-torsion-free. Since
Tp = 0 for each p ∈ minSpec(R) and R is one-dimensional local, T has finite
length as an R-module and T̂ = T . Apply the functor −⊗R R̂ to the short exact
sequence 0→ T →M→ C→ 0 of R-modules to obtain the sequence
0→ T →N → Ĉ→ 0
of R̂-modules. Since T is torsion as an R̂-module and Ĉ is R̂-torsion-free, T is in
fact the torsion part of N . Therefore Ĉ ∼=N/T = N .
(b) ⇒ (a). Let U be the torsion R̂-submodule of N , and set D := N = N/U .
Since U has finite length, it is finitely generated as an R-module and U = Û . By
hypothesis, there exists an R-moduleC such that Ĉ =D. Consider the short exact
sequence
β: 0→ U →N →D→ 0
of R̂-modules. We view β as (a representative of) an element [β] ∈ Ext1
R̂
(D,U).
Consider the composition of maps
f : Ext1R(C,U)→ Ext1R(C,U)⊗R R̂→ Ext1R̂(D,U),
the first map being [α] → [α] ⊗ 1R̂ and the second being [α] ⊗ y → [y(α ⊗R
R̂)]. Since Ext1R(C,U)p = Ext1Rp(Cp,Up) = Ext1Rp (Cp,0) = 0 for each non-
maximal prime ideal p of R, Ext1R(C,U) has finite length, so the first map is
an isomorphism of R̂-modules. The second map is also an isomorphism since C
is finitely generated, R is Noetherian, and R→ R̂ is flat, see [3, Exercise 7.7].
Let α be a short exact sequence 0 → U →M → C→ 0 of R-modules such
that [α] ∈ Ext1R(C,U) satisfies f ([α]) = [β]. Then [α ⊗R R̂] = [β]; that is, the
exact sequences α ⊗R R̂ and β are isomorphic. Their middle terms are therefore
isomorphic, that is, M̂ ∼=N . ✷
Theorem 3.5. Let R be a local ring-order, and let M be a finitely generated
R-module. Then
Λ(M)= ker(A)∩Nn for some integer matrix A ∈ Zd×n.
Proof. By Proposition 3.1, Λ(M) is a full submonoid of Nn, that is, Λ(M) =
G(Λ(M)) ∩Nn. We need to show that
Λ(M)= L(Λ(M))∩Nn.
The containment (⊆) is trivial. To see that (⊇) holds, let x = (x1, . . . , xn) ∈
L(Λ(M)) ∩ Nn. Write x = λ−µ
e
, where λ,µ ∈ Λ(M) and 0 = e ∈ N. Since
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ex = λ − µ ∈ G(Λ(M)) ∩ Nn = Λ(M), the R̂-module ⊕ni=1 exiVi is extended
from an R-module. Put X =⊕ni=1 xiVi . Since eX=⊕ni=1 exiVi is extended, we
have, by Lemma 3.4, eX = eX. But eX is torsion-free, so we apply Lemma 3.2
to show that eX has constant rank on each fiber over minSpec(R), from which it
follows that X has constant rank on each fiber. Thus X is extended (Lemma 3.4,
again), and so x ∈Λ(M), as desired. ✷
Without specifically producing the matrix A, the proof of Theorem 3.5 shows
that there must exist such a matrix. Let us also construct the matrix.
First, write M̂ = a1V1 ⊕ · · · ⊕ anVn as usual, where the Vj are the distinct
indecomposable direct-summands. Denoting reduction modulo torsion by bars,
we have ̂M = a1V1 ⊕ · · · ⊕ amVm, and we can write ̂M = b1W1 ⊕ · · · ⊕ bmWm,
where the Wi are the distinct indecomposable (and torsion-free) direct-R̂-
summands. Note that ̂M ∼= ̂M by flatness. Let cij be the coefficients satisfying
Vj =
m⊕
i=1
cijWi,
and define the m× n matrix Φ := (cij ).
Now let N be any finitely generated R̂-module. Since, by Lemma 3.4, N is
extended if and only if N is extended, we have, for each f ∈Nm,
f ∈Λ(M) ⇔ Φ(f ) ∈Λ(M).
By Proposition 3.3, Λ(M)= ker(B)∩Nm for some integer matrix B ∈ Z(t−u)×m.
Put A := B ◦Φ ∈ Z(t−u)×n and check that Λ(M)= ker(A) ∩Nn. Thus we have
the following result.
Theorem 3.6. Let R be a local ring-order, and let M be a finitely generated
R-module. Then
Λ(M)= ker(A) ∩Nn,
for some (t − u)× n integer matrix A, where t and u are the numbers of minimal
primes in R̂ and R, respectively.
Theorems 3.5 and 3.6 say that Λ(M) turns out to be an expanded monoid
(being of the form ker(A)∩Nn). Is every expanded monoid realized in this way?
Here is the answer.
Theorem 3.7 [1, Theorem 2.1]. Let Λ ⊆ Nn be an expanded submonoid having
a strictly positive element. Then there exist a local ring-order domain R and
a torsion-free R-module M such that Λ(M)=Λ.
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Thus, given a positive normal monoid Λ, we can cook up R and M so that
Λ=Λ(M). But if we fix a ring R, then which monoids can be realized? We take
up that question shortly.
4. Monoids of low rank
The assumption in Theorem 3.7 that Λ have a strictly positive element is
obviously necessary, but this assumption is reasonable in any setting due to the
following fact (see the proof of [1, Corollary 2.6] for justification).
Fact 4.1. Let Λ be an expanded submonoid of Nn. Then for some m  n, Λ is
isomorphic to an expanded submonoid of Nm with a strictly positive element.
Remark 4.2. Note that if Λ is an expanded submonoid of Nemb.dim.(Λ), then Λ
must have a strictly positive element.
Fact 4.3. Let Λ be an expanded submonoid of Nn. Write Λ= L ∩Nn, where L
is a subspace of Qn. If Λ has a strictly positive element, then L(Λ)= L.
Proof. Suppose that λ ∈Λ is strictly positive. Obviously L(Λ)⊆ L. To see that
L(Λ) ⊇ L, let v ∈ L and choose a suitable positive integer e so that ev ∈ Zn.
Since λ is strictly positive, there exists a sufficiently large positive integer f
so that µ := ev + f λ has non-negative entries. Now µ ∈ L ∩ Nn = Λ. Thus
v = ( 1
e
)
µ− (f
e
)
λ ∈L(Λ), as desired. ✷
The notion of a completely fundamental element has a nice description for
expanded submonoids of Nn:
Proposition 4.4. (1) Let Λ be an expanded submonoid of Nn and let λ ∈Λ. Then
λ ∈ CFΛ iff
(a) supp(λ) is minimal among supports of non-zero elements of Λ, and
(b) gcd(λ1, . . . , λn)= 1.
Moreover, if λ and µ are distinct elements of CFΛ, then supp(λ) supp(µ).
(2) Suppose Λ= ker(A) ∩Nn where A ∈ Zd×n. Then
λ ∈ CFΛ ⇒ supp(λ) is minimal among supports of non-zero elements
of ker(A).
Proof. (1) Assume λ satisfies (a) and (b). Suppose mλ = α + β , where m > 0,
α,β ∈ Λ. By the minimality of supp(λ), either α = 0 or supp(α) = supp(λ). If
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α = 0, we are done, so assume that supp(α) = supp(λ). Let Q = min{λi/αi :
i ∈ supp(α)}. Reorder coordinates so that Q= λ1/α1. For j ∈ supp(α), we have
(λ−Qα)j = λj −
(
λ1
α1
)
αj  λj −
(
λj
αj
)
αj = 0,
and for j /∈ supp(α), we have (λ −Qα)j = λj  0. Thus λ −Qα  0 whence
α1λ− λ1α  0. Now since Λ is an expanded, hence full, submonoid of Nn, we
have α1λ − λ1α ∈ Λ. Since (α1λ − λ1α)1 = α1λ1 − λ1α1 = 0 and λ1 = 0, we
have supp(α1λ − λ1α)  supp(λ). Thus α1λ − λ1α = 0, by the minimality of
supp(λ). Therefore λ1 | α1λ1 for i = 1, . . . , n, and since gcd(λ1, . . . , λ1)= 1, we
have λ1 | α1. Thus m1 := α1/λ1 is a positive integer and α =m1λ, as desired.
Assume that λ ∈ CFΛ. If α ∈ Λ is a non-zero element such that supp(α) ⊆
supp(λ), then there is a positive integer m such that α  mλ. Then there exists
β ∈ Λ such that mλ = α + β (since Λ is a full submonoid of Nn). Since λ
is completely fundamental, we have α = n1λ for some n1, 0  n1  n. Thus
supp(α)= supp(λ), which shows that λ satisfies (a).
To see that λ satisfies (b), set g := gcd(λ1, . . . , λn) and α := 1g λ ∈Nn. Since Λ
is an expanded submonoid ofNn, we have α ∈Λ, and so also (g−1)α ∈Λ. Write
λ= α+ (g− 1)α, and use the fact that λ ∈ CFΛ to obtain α =m1λ for some m1,
0m1  1. Since α = 0, we must have α = λ. Therefore g = 1, as desired.
To prove the next statement, let λ and µ be elements of CFΛ and suppose that
supp(λ) ⊆ supp(µ). Then λ  eµ for some positive integer e, and there exists
an element λ′ ∈ Λ such that λ + λ′ = eµ. Since µ ∈ CF , we have λ = e1µ for
some e1, 0 e1  e. Since λ ∈ CFΛ, condition (b) implies that e1 = 1. Therefore
λ= µ.
(2) Suppose that v is a non-zero element of ker(A) such that supp(v) 
supp(λ). Put Q = max{−λi/vi : i ∈ supp(v)}. Since λ satisfies condition (a)
above, v must have a negative entry, and hence Q > 0. Set w = λ + Qv and
verify that w = 0, 0  w ∈ ker(A), and supp(w)  supp(λ). There exists t ∈ N
such that tw ∈Λ; but this, along with supp(tw) supp(λ), implies that tw = 0,
contradicting w = 0. ✷
Lemma 4.5. Let Γ be a positive normal monoid.
(a) rank(Γ )= 0 ⇐⇒ #CFΓ = 0.
(b) rank(Γ )= 1 ⇐⇒ #CFΓ = 1.
(c) rank(Γ )= 2 ⇐⇒ #CFΓ = 2.
Proof. Choose an expanded submonoid Λ of Nn, such that Λ ∼= Γ . By [6,
Lemma 4.10], each λ ∈Λ can be expressed as a finite sum λ=∑i qiδi , for some
qi ∈Q+, δi ∈ CFΛ. Therefore each v ∈ L(Λ) can be expressed as a finite sum
v =
∑
j
rj δj ,
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for some rj ∈Q, δj ∈ CFΛ. It follows that
rank(Λ)= dim(L(Λ)) #CFΛ. (1)
Therefore it will suffice to prove the (⇒) implications.
(a) If rank(Λ) = 0, then Λ = {0} and there are no completely fundamental
elements.
(b) If rank(Λ)= 1, then dim(L(Λ))= 1; therefore Λ∼= N, and N has exactly
one completely fundamental element.
(c) If rank(Λ) = 2, then #CFΛ  2. Let v,w be distinct elements of CFΛ.
By Proposition 4.4(1), supp(v)  supp(w); so v,w are obviously linearly
independent, and hence they form a vector space basis forL(Λ). Now let λ ∈ CFΛ
and write λ = q1v + q2w, where q1, q2 ∈ Q. Since supp(v)  supp(w), we
have q1  0 (otherwise λi < 0 for each i ∈ supp(v) − supp(w)). By symmetry,
we also have q2  0. q1 and q2 are not both zero; say q1 > 0. It follows that
supp(v) ⊆ supp(λ), and hence, by Proposition 4.4(1), we have v = λ. Therefore
CFΛ = {v,w}. ✷
We seek bounds on the embedding dimensions of positive normal monoids.
The first case of interest is rank two.
Proposition 4.6. Let Γ be a positive normal monoid. If rank(Γ ) = 2, then
emb.dim.(Γ ) 4.
Proof. It will suffice to show that Γ is isomorphic to a full submonoid
of N2. Then, by Remark 2.6, Γ is isomorphic to an expanded submonoid of
N2+rank(Γ ) =N4, and the result follows immediately.
By Proposition 2.4 (a) ⇒ (b), we may assume that Γ is an expanded
submonoid of Nn for some n. Since rank(Γ ) = 2, we must have n  2 and,
by Lemma 4.5, #CFΓ = 2. Let v = (v1, . . . , vn) and w = (w1, . . . ,wn) be
the completely fundamental elements. Since, by Proposition 4.4, supp(v) 
supp(w) and supp(w)  supp(v), we may assume, after reordering coordinates,
that v1 > 0, v2 = 0, w1 = 0, and w2 = 0. Let π :Γ → N2 be the projection
homomorphism defined by γ → (γ1, γ2).
We claim that π is injective. For, suppose γ, δ ∈ Γ are such that
π(γ )= π(δ). (2)
By [6, Lemma 4.10] we can write γ = q1v + q2w and δ = r1v + r2w, where qi ,
ri ∈Q+. Then Eq. (2) can be rewritten:
(q1v1, q2w2)= (r1v1, r2w2);
from which it follows that q1 = r1 and q2 = r2; whence γ = δ.
We have Γ ∼= Λ := π(Γ ) as monoids. All that is left to show is that Λ is
a full submonoid of N2. Let x := λ − µ ∈ G(Λ) ∩ N2, where λ,µ ∈ Λ. There
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exist γ, δ ∈ Γ such that x = π(γ ) − π(δ) = π(γ − δ). Write γ = q1v + q2w
and δ = r1v + r2w as above. Note that π(γ − δ) = ((q1 − r1)v1, (q2 − r2)w2),
but since x ∈ N2, we must have q1  r1 and q2  r2, whence γ − δ ∈ Nn. Since
Γ is an expanded (hence full) submonoid of Nn, we have γ − δ ∈ Γ . Therefore
x = π(γ − δ) ∈Λ. ✷
The point of Proposition 4.6 is that there are no rank-two positive normal
monoids with large embedding dimension. This is not the case in rank three; a fact
we shall soon discover and exploit.
5. Completely fundamental elements
Let A = [α1α2 . . .αn] ∈ Zd×n (where the αi are d × 1 column vectors) with
n  d , rank(A) = d . Put Λ = ker(A) ∩ Nn. We want to find an upper bound on
the size of CFΛ.
For an integer m, 1 m n, let us call a matrix B, a submatrix of A if B is
either A itself or obtained by deleting certain columns of A. Define the support
ofB, denoted supp(B), to be the set of indices i which correspond to the undeleted
columns.
For v = (v1, . . . , vm) ∈Qm, define σ(v) ∈Nn by
σ(v)i =
{
vi if i ∈ supp(B),
0 otherwise.
This defines an injection σ :Qm→Qn.
Fact 5.1. Let A, Λ, B, and σ be as above, and set Γ = ker(B)∩Nm. Then
#
{
λ ∈ CFΛ: supp(λ)⊆ supp(B)
}
 #CFΓ .
Proof. Since σ is injective, it will suffice to show that{
λ ∈ CFΛ: supp(λ)⊆ supp(B)
}⊆ σ(CFΓ ).
Suppose λ ∈ CFΛ is such that supp(λ)⊆ supp(B) and let α = (λi1 , . . . , λim)∈Nm.
Note that σ(α)= λ. Since α ∈ ker(B), we have α ∈ Γ . There exists γ ∈ CFΓ such
that supp(γ )⊆ supp(α). Then supp(σ (γ ))⊆ supp(λ), but since σ(γ ) = 0 and λ
has minimal support among elements of Λ, we must have supp(σ (γ ))= supp(λ).
Thus supp(σ (γ )) is minimal among the supports of elements of Λ. Since the
greatest common divisor of the entries of γ is 1, the greatest common divisor of
the entries of σ(γ ) is also 1. By Proposition 4.4(1), we have σ(γ ) ∈ CFΛ. ✷
Proposition 5.2. Let A be a d × n integer matrix with rank(A) = d , n d + 2.
Put Λ= ker(A) ∩Nn. Then
#CFΛ  2
d + 2
(
n
d + 1
)
.
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Proof. If n= d + 2, then rank(Λ) 2, and
#CFΛ  2= 2
d + 2
(
n
d + 1
)
by Lemma 4.5. Therefore we suppose n > d + 2, and assume inductively that the
proposition holds for each d × (n− 1) integer matrix with rank d . Define
B = {B: B is a d × (n− 1) submatrix of A}.
Given B ∈B , define g(B)= {λ ∈ CFΛ: supp(λ)⊆ supp(B)}. By Fact 5.1 we have
#g(B) #CFΓ , where Γ = ker(B) ∩ Nn−1, and by the induction hypothesis we
have #CFΓ  2d+2
(
n−1
d+1
)
. Therefore #g(B) 2
d+2
(
n−1
d+1
)
.
Now let F = ⋃B∈B{(λ,B): λ ∈ g(B)}, which is a disjoint union, and let
θ :F → CFΛ be the projection (λ,B) → λ. Given λ ∈ CFΛ, use Proposi-
tion 4.4(2) and [6, 4.8] to see that # supp(λ) d + 1  n− 1; whence λ ∈ g(B)
for some B ∈ B . Thus θ is surjective, and hence
#F =
∑
B∈B
#g(B)
(
n
n− 1
)
· 2
d + 2
(
n− 1
d + 1
)
= 2
(
n
d + 2
)
. (3)
On the other hand, for λ ∈ CFΛ, note that #θ−1(λ) equals the number of
submatrices in B whose support contains supp(λ). Therefore #θ−1(λ)  n −
(d + 1), since # supp(λ)  d + 1 [6, Lemma 4.8]. Using the fact that F =⋃
λ∈CFΛ θ
−1(λ) is a disjoint union, we obtain
#F =
∑
λ∈CFΛ
#θ−1(λ) (#CFΛ)(n− d − 1). (4)
The desired inequality follows immediately from (3) and (4). ✷
The upper bound in Proposition 5.2 is not always sharp since it is not
necessarily an integer. It would be interesting to know for which pairs d,n this
upper bound is attained.
Corollary 5.3. Let Λ be a rank-three positive normal monoid. Then
#CFΛ  emb.dim.(Λ).
Proof. Put n= emb.dim.(Λ). We may assume that Λ is an expanded submonoid
of Nn. Write
Λ= ker(A) ∩Nn,
where A is a d × n integer matrix, d = rank(A). Since Λ has a strictly positive
element (by Remark 4.2), we have L(Λ) = ker(A) (by Fact 4.3). Observe that
n − d = n − rank(A) = dim(ker(A)) = dim(L(Λ)) = rank(Λ) = 3; whence
d = n− 3. Now apply Proposition 5.2. ✷
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6. Polyhedra and the main theorem
Theorem 6.1. Let R be any local ring-order. Then there exists a rank-three
positive normal monoid Γ with the following property: there is no R-module M
such that Γ ∼=Λ(M).
To prove Theorem 6.1 we begin with the following lemma, which employs
some basic facts about rational polyhedra and cones, see [2, pp. 258–259] and [7,
p. 223].
Lemma 6.2. For any s ∈ N, there exists a rank-three positive normal monoid Γ
with emb.dim.(Γ ) > s.
Proof. Let S be the standard 2-simplex; i.e. S = {(a1, a2, a3) ∈ R3+: a1 + a2 +
a3 = 1}. Choose s + 1 rational points on S such that their convex hull is a (two-
dimensional) polytope P whose boundary is a convex (s + 1)-gon. Now let C be
the positive cone R+P with vertex 0 and spanned by P . Note that C is a rational
and polyhedral cone with s + 1 extreme rays. Define the monoid Γ = C ∩ N3.
By [2, Proposition 6.1.2], Γ is finitely generated and satisfies condition (c) in
Definition 2.1. Therefore, Γ is a positive normal monoid, and since L(Γ )=Q3,
we have rank(Γ )= 3. The completely fundamental elements of Γ are exactly the
elements lying nearest the origin on the extreme rays of C [7, Proposition 4.6.10].
SinceC has s+1 extreme rays, we have, by Corollary 5.3, emb.dim.(Γ ) > s. ✷
Now we can prove the theorem.
Proof of Theorem 6.1. Let M be any finitely generated R-module. By Theo-
rem 3.6, we can write Λ(M) = ker(A) ∩ Nn for some matrix A ∈ Z(t−u)×n,
where, as usual, t and u denote the number of minimal primes in R̂ and R, respec-
tively. Obviously rank(A)  t − u, and, since Λ(M) contains a strictly positive
element, dim(ker(A))= rank(Λ(M)) by Fact 4.3. Thus
emb.dim.
(
Λ(M)
)
 n= dim(ker(A))+ rank(A)
 rank
(
Λ(M)
)+ (t − u) < rank(Λ(M))+ t . (5)
By Lemma 6.2, there exists a rank-three positive normal monoid Γ such that
emb.dim.(Γ ) 3+ t = rank(Γ )+ t . In view of Eq. (5), Γ cannot be isomorphic
to Λ(M) for any finitely generated R-module M . ✷
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