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THE NONLINEAR STABILITY OF THE IRROTATIONAL EULER-EINSTEIN SYSTEM
WITH A POSITIVE COSMOLOGICAL CONSTANT
IGOR RODNIANSKI AND JARED SPECK
Abstract. In this article, we study small perturbations of the family of Friedmann-Lemaître-Robertson-Walker
cosmological background solutions to the Euler-Einstein system with a positive cosmological constant in 1 + 3
dimensions. The background solutions describe an initially uniform quiet fluid of positive energy density evolving
in a spacetime undergoing accelerated expansion. We show that under the equation of state p = c2sρ, 0 < c
2
s < 1/3,
the background solutions are globally future asymptotically stable under small irrotational perturbations. In
particular, we prove that the perturbed spacetimes, which have the topological structure [0,∞)× T3, are future
causally geodesically complete.
Table of Contents
1. Introduction 1
1.1. Comparison with previous work 3
1.2. Comments on the analysis 5
1.3. Applications to spatial topologies other than T3 6
1.4. Outline of the structure of the paper 7
2. Notation 8
2.1. Index conventions 8
2.2. Coordinate systems and differential operators 8
2.3. Norms 8
2.4. Running constants 9
2.5. A warning on the sign of 2ˆg 9
3. The Irrotational Euler-Einstein System 9
3.1. Irrotational fluids 11
3.2. The initial value problem for the irrotational Euler-Einstein system 13
3.3. Calculations for the equation of state p = c2sρ 15
4. Background Solutions 16
4.1. Derivation of the background solution 16
4.2. Analysis of Friedmann’s equation 17
5. The Modified Irrotational Euler Einstein System 18
5.1. Wave coordinates 18
5.2. Summary of the modified irrotational Euler-Einstein system for the equation of state p = c2sρ 19
5.3. Construction of initial data for the modified system 19
5.4. Decomposition of the modified irrotational Euler-Einstein system in wave coordinates 20
5.5. Classical local existence 25
5.6. Preservation of the wave coordinate condition 27
6. Norms and Energies 28
6.1. Norms for g and ∂Φ 28
6.2. Energies for the metric g 29
Date: Version of October 31, 2018.
1991 Mathematics Subject Classification. Primary: 35A01; Secondary: 35L15, 35Q35, 35Q76, 83F05.
Key words and phrases. cosmological constant; Euler-Einstein; expanding spacetime; FLRW; geodesically complete;
global existence; irrotational fluid; relativistic fluid; wave coordinates.
I.R. was supported in part by NSF Grant DMS-0702270.
J.S. was supported in part by the Commission of the European Communities, ERC Grant Agreement No 208007.
i
ii
Stability of Irrotational Euler-Einstein
6.3. Energies for the fluid variable ∂Φ 32
6.4. The total energy EN 33
7. Linear-Algebraic Estimates of gµν and g
µν , (µ, ν = 0, 1, 2, 3) 34
8. The Bootstrap Assumption for SN and the Definition of N, ηmin and q 35
8.1. The definition of N and the assumption SN ≤ ǫ 35
8.2. The definitions of ηmin and q 35
9. Sobolev Estimates 35
9.1. Estimates of gµν , g
µν , (µ, ν = 0, 1, 2, 3), ‖eκΩ∂tΦ− Ψ¯‖L∞ , and
∥∥∥ 1∂tΦ∥∥∥L∞ 36
9.2. Estimates of the error terms, mµν , and ∂µΦ, (µ, ν = 0, 1, 2, 3) 39
9.3. Some preliminary lemmas for estimating ∂µΦ, (µ = 0, 1, 2, 3), and proofs of (9.2.9a) - (9.2.9c) 41
9.4. Proof of Proposition 9.2.1 43
10. The Equivalence of Sobolev and Energy Norms 48
11. Global Existence 49
11.1. Integral inequalities for the energies 49
11.2. The global existence theorem 51
11.3. On the breakdown of the proof for cs ≥ 1/3 (i.e. s ≤ 1,κ ≥ 1) 54
11.4. Future geodesic completeness 54
12. Asymptotics 57
Acknowledgments 66
A. Sobolev-Moser Inequalities 66
References 67
Stability of Irrotational Euler-Einstein
1
1. Introduction
The irrotational Euler-Einstein system models the evolution of a dynamic spacetime1 (M, g) containing a
perfect fluid with vanishing vorticity. In this article, we endow this system with a positive cosmological constant
Λ and consider the equation of state p = c2sρ, where p is the fluid pressure, ρ is the proper energy density, and
the non-negative constant cs is the speed of sound. As is fully discussed in Section 3, under these assumptions,
the irrotational Euler-Einstein system comprises the equations2
Rµν − 1
2
Rgµν + Λgµν = T
(scalar)
µν , (µ, ν = 0, 1, 2, 3),(1.0.1a)
Dα(σ
sDαΦ) = 0,(1.0.1b)
where gµν is the spacetime metric, D is the covariant derivative operator corresponding to gµν , Rµν is the Ricci
curvature tensor, R = gαβRαβ is the scalar curvature, Φ is the fluid potential
3, T
(scalar)
µν = 2σs(∂µΦ)(∂νΦ) +
gµν(s+ 1)
−1σs+1 is the energy-momentum tensor of an irrotational fluid, σ = −gαβ(∂αΦ)(∂βΦ) is the enthalpy
per particle, and s = (1− c2s)/(2c2s). The fundamental unknowns are (M, g, ∂Φ), while the pressure and proper
energy density can be expressed as p = 1s+1σ
s+1, ρ = 2s+1s+1 σ
s+1. In this article, we will mainly restrict our
attention to the case s > 1, which is equivalent to 0 < cs <
√
1/3. Although we limit our discussion to the
physically relevant case of 1 + 3 dimensions, we expect that our work can be easily generalized to apply to the
case of 1 + n dimensions, n ≥ 3.
Remark 1.0.1. Due to topological restrictions arising in the application of Poincaré’s lemma (see Section
3.1), the function Φ may only be defined locally. However, only its spacetime partial derivatives ∂Φ enter into
equations (1.0.1a) - (1.0.1b) and into our estimates. Since the quantities that can be locally expressed as ∂Φ
do not suffer from the same topological obstructions as Φ, we abuse notation and use the single symbol “∂Φ”
to denote them globally. In fact, we could in principle avoid introducing ∂Φ, choosing instead to work with the
1-form βµ; see equation (3.1.5). The advantage of working with ∂Φ is that the wave equation (1.0.1b) allows us
to quickly and compactly obtain energy estimates using a standard integration by parts argument (see Section
6.3).
The choice of an equation of state is necessary in order to close the relativistic Euler equations. Our choice
of p = c2sρ is often made in the mathematics and cosmology literature. As is explained in Section 4, under such
equations of state, there exists a family of Friedmann-Lemaître-Robertson-Walker (FLRW) solutions to (1.0.1a)
- (1.0.1b) that are frequently used to model a fluid-filled universe undergoing accelerated expansion; these are
the solutions that we investigate in detail in this article. The cases p = 0 and p = (1/3)ρ, which are known as
the “dust” and “radiative” equations of state, are of special significance in the astrophysical literature. The latter
is often used as a simple model for a “radiation-dominated” universe, while the former for a “matter-dominated”
universe. Unfortunately, as we will see, these two equations of state lie just outside of the scope of our main
theorem. Our results can be summarized as follows. We state them roughly here; they are are stated more
precisely as theorems in Sections 11 and 12.
Main Results. If 0 < cs <
√
1/3 (i.e. s > 1), then the FLRW background solution ([0,∞)×T3, g˜, ∂Φ˜)
to (1.0.1a) - (1.0.1b), which describes an initially uniform quiet fluid of constant positive proper en-
ergy density, is globally future-stable under small perturbations. In particular, small perturbations
of the initial data corresponding to the background solution have maximal globally hyperbolic devel-
opments that are future4 causally geodesically complete. Here, g˜ = −dt2 + e2Ω(t)∑3i=1(dx3)2, and
∂Φ˜
def
= (∂tΦ˜, ∂1Φ˜, ∂2Φ˜, ∂3Φ˜) = (Ψ¯e
−κΩ(t), 0, 0, 0), where Ψ¯ is a positive constant, κ = 3/(2s + 1) = 3c2s,
and Ω(t) ∼ e(
√
Λ/3)t is defined in (4.1.9). Furthermore, in the wave coordinate system introduced in
1By spacetime, we mean a 4−dimensional Lorentzian manifold M together with a metric gµν on M of signature (−,+,+,+).
2Throughout the article, we work in units with 8πG = c = 1, where c is the speed of light and G is Newton’s universal
gravitational constant.
3In [10], Christodoulou refers to Φ as the wave function.
4Throughout this article, ∂t is future-directed.
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Section 5.1, the components gµν of the perturbed metric, its inverse g
µν , the fluid potential spacetime
gradient ∂Φ, and various coordinate derivatives of these quantities converge as t→∞.
Remark 1.0.2. We made the irrotationality assumption only for simplicity. In a future article, we will remove
this restriction.
Remark 1.0.3. The kind of stability result stated above, in which the solution is shown to converge as t→∞,
is known as asymptotic stability.
Remark 1.0.4. Note that our results only address perturbations of fluids featuring a strictly positive proper
energy density. We have thus avoided certain technical difficulties, such as dealing with a free boundary, that
arise when ρ vanishes.
Remark 1.0.5. We have only shown stability in the “expanding” direction (t→∞).
Remark 1.0.6. We define Td
def
= [−π, π]d with the ends identified.
We would now like to make a few remarks about the cosmological constant. We do not attempt to give
a detailed account of the rich history of Λ, but instead defer to the discussion in [5]; we offer only a brief
introduction. While the cosmological constant was originally introduced by Einstein [14] to allow for static
solutions to the Einstein equations in the presence of matter, the present day motivation for introducing Λ > 0
is entirely different. In 1929, Hubble discovered of the expansion of the universe [20]. In brief, Hubble’s
“law,” which was formulated based on measurements of redshift, states that the velocities at which distant
galaxies are receding from Earth are proportional to their distance from Earth. Furthermore, the present day
explanation is that the cause of these velocity shifts is the expansion of spacetime itself. For example, a metric
of the form g = −dt2 + a2(t)∑3i=1(dxi)2, with a˙ > 0, creates a redshift effect. In the 1990’s, experimental
evidence derived from sources such as type Ia supernovae and the Cosmic Microwave Background suggest that
the universe is in fact undergoing accelerated expansion. Our main motivation for introducing the positive
cosmological constant is that it allows for spacetime solutions of (1.0.1a) - (1.0.1b) that feature this effect. A
simple example of a solution to the Einstein-vacuum equations that features such accelerated expansion is the
metric g = −dt2 + e2Ht∑3i=1(dxi)2 on the manifold (−∞,∞)× T3, where H =√Λ/3.
The introduction of a positive cosmological constant is not the only known mechanism for generating so-
lutions to Einstein’s equations with accelerated expansion. In particular, Ringström’s work [28], which is the
main precursor to this article, shows that the Einstein-scalar field system, with an appropriate nonlinear-
ity5 V (Φ), has an open family of solutions with accelerated expansion. More specifically, the system stud-
ied by Ringström can be obtained by replacing (1.0.1b) with gαβDαDβΦ = V
′(Φ) and setting T (scalar)µν =
(∂µΦ)(∂νΦ) −
[
1
2g
αβ(∂αΦ)(∂βΦ) + V (Φ)
]
gµν in equation (1.0.1a), where D denotes the covariant derivative
induced by g. V is required to satisfy V (0) > 0, V ′(0) = 0, V ′′(0) > 0, so that in effect, the influence of the
cosmological constant is emulated by V (Φ). His main result, which is analogous to our main result, is a proof
of the future global stability of a large class of spacetimes featuring accelerated expansion.
The Main Results stated above allude to both the existence of an initial value problem formulation of the
Einstein equations, and the existence of a “maximal” solution. These notions are fleshed out in Section 3.2,
but we offer a brief description here. One of the principal difficulties in analyzing the Einstein equations is
the lack of a canonical coordinate system. Intimately connected to this difficulty is the fact that due to the
diffeomorphism invariance of the equations, their hyperbolic nature is not readily apparent until one makes some
kind of gauge choice. One way of resolving these difficulties is to work in a special coordinate system known as
wave coordinates (also known as harmonic gauge or de Donder gauge), in which the Einstein equations become
a system of quasilinear wave equations. One advantage of such a formulation is that local-in-time existence for
a system of wave equations is immediate, because a standard hyperbolic theory based on energy estimates has
been developed (consult e.g. [19, Ch. VI], [34, Ch. 16], [30], [31]). Although the use of wave coordinates is often
attributed solely to Choquet-Bruhat, it should be emphasized that use of wave coordinates in the context of
the Einstein equations goes back to at least 1921, where it is featured in the work of de Donder [13]. However,
5Ringström refers to V (Φ) as a “potential.” However, we call V (Φ) a “nonlinearity” in order to avoid confusing it with our
“potential” Φ, and in order to avoid confusing it with a term of the form V (x)Φ, which is often referred to as a “potential” term in
the literature.
Stability of Irrotational Euler-Einstein
3
the completion of the initial value formulation of the Einstein equations is in fact due to Choquet-Bruhat [8],
her main contribution being a proof that the wave coordinate condition is preserved during the evolution if it
is initially satisfied.
The initial data for the irrotational Euler-Einstein system consist of a 3−dimensional Riemannian manifold
Σ, a Riemannian metric g¯ on Σ, a symmetric two-tensor K¯ on Σ, and initial data ∂¯Φ˚, Ψ˚ for the tangential and
normal derivatives of Φ along Σ. A solution consists of a 4−dimensional manifold M, a Lorentzian metric g
and the spacetime derivatives ∂Φ (see Remark 1.0.1) of a scalar field on M satisfying (1.0.1a) - (1.0.1b), and
an embedding Σ ⊂M such that g¯ is the first fundamental form6 of Σ, K¯ is the second fundamental form7 of Σ,
and the restriction of ∂¯Φ and DNˆΦ to Σ are ∂¯Φ˚ and Ψ˚ respectively. Here DNˆΦ denotes the derivative of Φ in
the direction of the future-directed unit normal Nˆ to Σ. It is important to note that the initial value problem
is overdetermined, and that the data are subject to the Gauss and Codazzi constraints:
R¯− K¯abK¯ab + (g¯abK¯ab)2 = 4σ˚sΨ˚2 − 2s
s+ 1
σ˚s+1,(1.0.2a)
D¯aK¯aj − g¯abD¯jK¯ab = 2σ˚sΨ˚∂jΦ˚, (j = 1, 2, 3),(1.0.2b)
where R¯ is the scalar curvature of g¯, D¯ is the covariant derivative induced by g¯, and σ˚
def
= σ|Σ.
Remark 1.0.7. In this article, we do not address the issue of solving the constraint equations for the system
(1.0.1a) - (1.0.1b).
17 years after the initial value problem formulation was understood, Choquet-Bruhat and Geroch showed [7]
that every initial data set satisfying the constraints launches a unique maximal globally hyperbolic development.
Roughly speaking, this is the largest spacetime solution to the Einstein equations that is uniquely determined
by the data. This result is still a local existence result in the sense that it allows for the possibility that the
spacetime might contain singularities. In particular, future-directed, causal geodesics may terminate, which
in physics terminology means that an observer (light ray in the case of null geodesics) may run into the end
of spacetime in finite affine parameter. For spacetimes launched by initial data near that of the background
solution, our main result rules out the possibility of these singularities for observers (light rays) traveling in the
“future direction.”
We offer a few additional remarks concerning wave coordinates. The classic wave coordinate condition is
the algebraic relation Γµ = 0, where the Γµ are the contracted Christoffel symbols of the spacetime metric.
In this article, we use a version of the wave coordinate condition that is closer in spirit to the one used by
Ringström in [28], which was itself inspired by the ideas in [17]. Namely, we set Γµ = Γ˜µ, where Γ˜µ is the
contracted Christoffel symbol of the background solution metric. Simple computations imply that Γ˜µ = 3ωδµ0 ,
where ω = ω(t) ∼
√
Λ/3 is defined in (4.1.3). It follows that in our wave coordinate system, the (geometric)
wave equation gαβDαDβv = 0 for the function v is equivalent to the modified (also known as the “reduced”)
wave equation gαβ∂α∂βv = 3ω(∂tv)
2, which features the dissipative source term ω(∂tv)
2. We provide a more
detailed discussion of this modified scalar equation in Section 1.2. Furthermore, in Section 5, we modify the
irrotational Euler-Einstein system in an analogous fashion, arriving at an equivalent hyperbolic system featuring
dissipative terms. More precisely, the modified system is equivalent to the Einstein equations if the data satisfy
the Einstein constraint equations and the wave coordinate condition.
1.1. Comparison with previous work. First, it should be emphasized that the behavior of solutions the
fluid equation (1.0.1b) on exponentially expanding backgrounds is quite different than it is in flat spacetime. In
particular, if one fixes a background metric on [0,∞)×T3 near g˜, then our proof shows that the fluid equation
(1.0.1b) on this background with 0 < cs <
√
1/3 has global solutions arising from data that are close to that of
an initial uniform quiet fluid state, which is represented by ∂Φ˜. This is arguably the most interesting aspect of
6Recall that the first fundamental form of Σ is defined to be the metric g¯ on Σ such that g¯|x(X,Y ) = g|x(X,Y ) for all vectors
X,Y ∈ TxΣ.
7Recall that K¯ is defined at the point x by K¯(X, Y )
def
= g(DXNˆ, Y ) for all X,Y ∈ TxΣ, where Nˆ is the future-directed unit
normal to Σ at x.
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our main result. In contrast, Christodoulou’s monograph [10] shows that on the Minkowski space background,
shock singularities can form in solutions to the irrotational fluid equation arising from data that are arbitrarily
close to that of a uniform quiet fluid state. Our original intuition for this article was that rapid spacetime
expansion should smooth out the fluid and discourage the formation of shocks.
Second, we would like to compare our nonlinear stability result to the well-known linear instability results of
Sachs and Wolfe [29]. In this work, they consider the Euler-Einstein system with Λ = 0 under the equations
of state p = 0 and p = 13ρ, which correspond to borderline cases of the equations of state that we consider
in this article. Sachs-Wolfe then consider a family of background solutions to this system on the manifold
(−∞,∞)×R3. We remark that these well-known background solutions are of FLRW type, and can be obtained
as special cases8 of solutions we have presented in Section 4. The first main result of [29] is that the linearized9
system is unstable; i.e., it features solutions that grow like tC , where C < 1 depends on the equation of state.
Because our theorem does not cover the borderline cases p = 0, p = 13ρ, it is not yet entirely clear whether or
not the Sachs-Wolfe instabilities are caused exclusively by the absence of a cosmological constant, or whether
the borderline equations of state also play a role; see Section 1.2 for some additional remarks concerning the
borderline cases. As a side remark, we mention the most well-known result of the Sachs-Wolfe paper: they
showed that the growing density perturbations couple back into the metric. The resulting variations in the
metric lead to anisotropies in the Cosmic Microwave Background (CMB). In particular, the amount by which
photons are gravitationally shifted varies with direction in the sky. The theoretical predictions of this effect,
which is known was the Sachs-Wolfe effect, are consistent with the variations in the CMB detected by the
Mather-Smoot team’s COBE satellite in 1992 [3].
Next, we note that Brauer, Rendall, and Reula have shown [4] a Newtonian analogue of our main result.
More specifically, they studied Newtonian cosmological models10 with a positive cosmological constant and with
perfect fluid sources under the equation of state p = CργNewt, where ρNewt ≥ 0 is the Newtonian mass density,
and γ > 1. They showed that small perturbations of a uniform quiet fluid state of constant positive density
lead to a global solution. It is of particular interest to note that they do not require the fluid to be irrotational.
This suggests that our main result can be extended to allow for (small) non-vanishing vorticity. As discussed
in Remark 1.0.2 we will address this issue in an upcoming article.
We also note a curious anti-correlation between our results and some well-known stability arguments for the
Euler-Poisson system (a non-relativistic system with vanishing cosmological constant) which may be found e.g.
in Chapter XIII of Chandrasekhar’s book [6]. Chandrasekhar considers a simple model for an isolated body in
equilibrium, namely a static compactly supported solution to the Euler-Poisson equations under the equation
of state11 p = Cnγ, where n denotes the fluid element number density, C > 0 is a constant, and γ > 0. He uses
virial identity arguments to suggest that such a configuration is stable if γ > 4/3. However, since (3.0.7) implies
that the equation of state p = c2sρ (here ρ denotes the proper energy density, a relativistic quantity) is equivalent
to p = Cn1+c
2
s , our main results show that our background solution is stable under irrotational perturbations if
1 < 1 + c2s < 4/3; i.e., our results seem to anti-correlate with the aforementioned non-relativistic one
12.
In addition to the previously mentioned work of Ringström, we would also like to mention other contributions
related to the question of nonlinear stability for the Einstein equations with a positive cosmological constant.
The first author to obtain stability results in this direction was Helmut Friedrich, first in vacuum spacetime [15]
in 1 + 3 dimensions, and then later for the Einstein-Maxwell and Einstein-Yang-Mills equations [16]. Anderson
then extended the vacuum result to cover the case of 1+n dimensions, n odd [1]. Their work was based on the
conformal method, which reduces the question of global stability for the Einstein equations to the much simpler
8The Sachs-Wolfe solutions have spatial slices diffeomorphic to R3, while our solutions have spatial slices diffeomorphic to T3.
9That is, the system formed by linearizing the full Euler-Einstein equations around one of the FLRW background solutions.
10Their models were based on Newton-Cartan theory, which is a slight generalization of ordinary Newtonian gravitational theory
that can be endowed with a highly geometric interpretation.
11More correctly, his equation of state is p = C˜ργNewt. However, in the case of the Euler-Poisson equations, ρNewt is proportional
to the number density n; i.e., p = Cnγ is equivalent to p = C˜ργNewt.
12We temper this statement by noting that our problem differs in several key ways from that of Chandrasekhar; e.g., Chan-
drasekhar studied compactly supported data for a non-relativistic system on a flat background, while here we study relativistic
fluids of everywhere positive energy density on an expanding background.
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question of local-in-time stability13 for the conformal field equations, which were developed by Friedrich. In
contrast, Ringström has stated that one of his main motivations for his wave coordinate approach in [28] is that
the conformal method cannot necessarily be easily adapted to handle matter models other than Maxwell and
Yang-Mills fields. Our work can be viewed as an example of the robustness of his methods.
Finally, we compare our work here to the body of work on the stability of Minkowski space, which is the
most well-known solution to the Einstein-vacuum equations in the case Λ = 0. This groundbreaking work,
which was initiated by Christodoulou and Klainerman [12], covered the case of the Einstein-vacuum equations
in 1 + 3 dimensions. Their proof, which is manifestly covariant, relied upon several geometric foliations of
spacetime, including maximal t = const slices and also a family outgoing null cones. In particular, it was
believed that wave coordinates were unstable and therefore unsuitable for studying the global stability for
Minkowski space. However, Lindblad and Rodnianski have recently devised yet another proof for the Einstein-
vacuum and Einstein-scalar field systems [23], [24], which is much shorter but less precise, and which shows
stability in the wave coordinate gauge Γµ = 0. In particular, Lindblad and Rodnianski were the first authors
to show that a wave coordinate system can be used to prove global stability results for the Einstein equations.
As we will explain in the next section, our result was technically simpler to achieve than either of these results.
More specifically, in 1 + 3 dimensions with Λ = 0, the Einstein-vacuum equations involve nonlinear terms that
are on the boarder14 of what can be expected to allow for global existence. As we will see, the addition of
Λ > 0 to the Einstein equations, together with our previously mentioned wave coordinate choice, will lead to
the presence of energy dissipation terms. Consequently in the parameter range 0 < cs <
√
1
3 , we do not have to
contend with the difficult “borderline integrals” that appear in the proofs of the stability of Minkowski space.
A more thorough comparison of the proofs of the stability of Minkowski space to the proofs of the stability of
exponentially expanding solutions can be found in the introduction of [28]. Moreover, we remark that readers
interested in results related to those of Christodoulou-Klainerman and Lindblad-Rodnianski can consult [2],
[22], [25], [36].
1.2. Comments on the analysis. The basic idea behind our global existence argument can be seen by ana-
lyzing the inhomogeneous wave equation gαβDαDβv = F for the model metric g = −dt2 + e2t
∑3
i=1(dx
i)2 on
the manifold-with-boundary M = [0,∞)×T3. Here, we are using standard local coordinates on T3. An omitted
computation implies that relative to this coordinate system, the wave equation can be expressed as follows:
−∂2t v + e−2tδab∂a∂bv = 3(∂tv)2 + F.(1.2.1)
To estimate solutions to (1.2.1), one can define the “usual” energy E2(t) = 12
∫
T3
(∂tv)
2+e−2tδab(∂av)(∂bv) d3x,
and a standard integration by parts argument leads to the inequality
d
dt
E ≤ −E + ‖F‖L2 .(1.2.2)
It is clear from (1.2.2) that sufficient estimates of ‖F‖L2 in terms of E will lead to energy decay15.
Our estimates for the modified irrotational Euler-Einstein equations are in the spirit of the above argument.
The bulk of the work lies in estimating the inhomogeneous terms and in ensuring that the perturbed solution
remains close to that of the background solution. We remark that the main tools used for estimating the
inhomogeneous terms are Sobolev-Moser type estimates, which we have placed in the Appendix for convenience.
Our analysis of the spacetime metric components closely parallels the work [28] of Ringström. In particular,
based on Ringström’s work, we provide (in Section 9) a Counting Principle based on the number of spatial
indices upstairs and downstairs in a product of metric components, Christoffel symbols, and first derivatives
of these quantities. This heuristic mechanism can be used to quickly (and roughly, but good enough to prove
small-data local existence) determine the rates of decay of products of such terms. Despite the availability of
13The conformal field equations are symmetric hyperbolic, and for such systems, local-in-time stability is a standard result.
14They contain nonlinear terms that, on the basis of their order alone, might be expected to produce blow-up. However, these
terms satisfy a version of the null condition, which means that they have a special algebraic structure that allows for small-data
global existence.
15In our work below, we work with rescaled energies that are approximately constant in time.
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this tool, we carefully derive many of the estimates in complete detail. We remark that the Counting Principle
is not precise enough to detect the improved decay estimates derived in Section 12.
Although Ringström’s framework is useful for analyzing the metric components, our analysis of the fluid
variables ∂µΦ, (µ = 0, 1, 2, 3), involves additional complications beyond those encountered in his analysis.
We would now like to briefly discuss these complications, and also to indicate why we make the assumption
0 < cs <
√
1/3. We believe that the breakdown of our proof in the case cs = 0 is merely an artifact of our
methods; we cannot address the equation of state p = 0 here because we use the pressure as an unknown in
our equations. In a future article, we will investigate this case using alternate methods. On the other hand,
for a technical example of where the proof breaks down in the case cs ≥ 1/3, see Section 11.3. We expect that
stability can be shown for the equation of state p = (1/3)ρ using the Friedrich’s conformal method; we plan to
investigate this issue in a future article. On the other hand, the question of what to expect in the case cs > 1/3
is open.
The principal difficulty we encounter in our analysis is that our background solution fluid variable ∂Φ˜ =
(Ψ¯e−κΩ, 0, 0, 0) and the associated quantity σ˜ = −g˜αβ(∂αΦ˜)(∂βΦ˜) both exponentially decay to 0 as t → ∞.
Therefore, the quantity σ corresponding to a slightly perturbed solution will also decay. Furthermore, by
examining the fluid equation (1.0.1b), we see that σ = 0 corresponds to a degeneracy. In order to deal with
these difficulties, and in order to close our bootstrap argument for global existence, we have to ensure that σ
doesn’t decay too quickly, and that it never becomes 0 in finite time. In fact, for the global solutions that we
construct, we show that the perturbed σ will decay at the same rate as σ˜. Since this fact plays a key role in
our estimates for the fluid equation, we now heuristically outline our approach its proof. Assuming that the
perturbed gµν is near that of g˜µν , (µ, ν = 0, 1, 2, 3), it follows that σ ≈ −(∂tΦ)2 + e−2Ω(t)δab(∂aΦ)(∂bΦ). Thus,
to conclude that σ ≈ σ˜, we i) show that ∂tΦ ≈ ∂tΦ˜, and ii) introduce the quantities zj def= e−Ω(t)∂jΦ/∂tΦ,
(j = 1, 2, 3), which we assume are small initially, and then show that they remain small. In fact, to close our
bootstrap argument, we show that they exponentially decay to 0 in L∞. Combining i) and ii), we deduce that
σ ≈ σ˜.
The above mathematical conditions have a physical interpretation. To elaborate, we first note that the
four-velocity u of the fluid is connected to the fluid potential via (3.1.3) and (3.1.5), which imply that uµ =
−σ−1/2∂µΦ. From this fact and the previous remarks, it thus follows that the smallness/decay condition on zj
ensures that the fluid decays towards the “low velocity” regime, in which the time component u0 is dominant
over the spatial components uj.
Finally, to understand the assumption 0 < cs <
√
1/3, we have to explain some of the details of our estimates.
If one tries estimate zj in L
∞ using only energy estimates plus Sobolev embedding, then one can only conclude
that ‖zj‖L∞ is of size Cǫ during the time of existence when the rescaled energy is of size ǫ. Unfortunately, this
estimate is not strong enough to close our bootstrap argument. However, if we use the bootstrap estimates16∥∥∥ 1∂tΦ∥∥∥L∞ ≤ CeκΩ, ‖∂t∂jΦ‖L∞ ≤ Cǫe−κΩ, and the initial condition ‖∂jΦ(0)‖L∞ ≤ Cǫ, then we can estimate‖zj‖L∞ by first estimating ‖∂jΦ‖L∞ through time integration using the bound on ‖∂t∂jΦ‖L∞ . This leads to the
estimate ‖zj‖L∞ ≤ Cǫe(κ−1)Ω(t), which decays in time if κ < 1. The condition 0 < κ < 1 holds exactly when
1 < s <∞, which is equivalent to 0 < c2s < 1/3; this parameter range of stability is precisely the one mentioned
in the Main Results statement above.
1.3. Applications to spatial topologies other than T3. The model metric g = −dt2 + e2t∑3i=1(dxi)2 has
another feature that is of crucial relevance for possible extensions of our work. To illustrate our point, let us
consider g to be a metric on [0,∞)×R3, a Lorentzian manifold with boundary that has the Cauchy hypersurface
Σ
def
= {t = 0}. Simple computations imply that the causal past of the causal future of a point intersects Σ in a
precompact17 set. This is in stark contrast to the situation encountered in Minkowski space, where the causal
future of a point is the forward null cone emanating from that point, and the causal past of this null cone
includes the entire Cauchy hypersurface {t = 0}. One consequence of this fact is that the study of solutions to
wave equations on exponentially expanding spacetimes is a “very” local problem; i.e., if we makes assumptions
16These estimates will follow easily from the assumption that our rescaled energy is of size ǫ.
17For example, in this model spacetime, the causal past of the causal future of the origin is contained in the set {(t, x1, x2, x3) | t ≥
0,
∑3
i=1(x
i)2 ≤ 4}.
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about the data in large enough ball in Σ, then we can control the solution in a non-compact region of spacetime
that includes a cylinder of the form [0,∞) ×B, where B is a spatial-coordinate ball.
Using these observations, Ringström was able to prove the future-stability of various solutions to the Einstein-
scalar field system for many spatial topologies in addition to T3. The main idea is to choose local coordinate
patches on the spatial slices on which the problem is quantitatively close to the study of case of Σ = T3, and to
piece together the future development of these patches into a global spacetime. The most difficult part of his
argument is the global existence theorem on T3. However, his patching argument requires that one use cut-off
functions, which introduces regions in which the Einstein constraint equations are not satisfied. To deal with
this difficulty, he constructs his modified system of equations in such a manner that one can still conclude global
existence, even if the constraint equations are not satisfied in the cut-off regions. Finally, after patching, these
artificially-introduced regions are of course “discarded” and are not part of the spacetime.
The modified system (5.4.2a) - (5.4.3) that we study is similar to Ringström’s modified equations in that
our global existence argument depends only on a smallness condition on the data, and not on whether or not
the constraint equations are satisfied. As noted above, this is the main step in Ringström’s work. For these
reasons, it is very likely that his patching arguments can be used to extend our result to other spatial topologies.
However, for sake of brevity, we do not explore this issue in this article.
1.4. Outline of the structure of the paper.
• In Section 2, we describe our conventions for indices and introduce some notation for differential operators
and Sobolev norms of tensor-fields.
• In Section 3, we introduce the irrotational Euler-Einstein system.
• In Section 4, we use a standard ODE ansatz to derive a well-known family of background Friedmann-
Lemaître-Robertson-Walker (FLRW) solutions to the irrotational Euler-Einstein system.
• In Section 5 we introduce wave coordinates and use algebraic identities valid in such a coordinate
system to construct a modified version of the irrotational Euler-Einstein system. We then discuss how
to construct data for the modified system from data for the un-modified system. Finally, we discuss
classical local existence for the modified system, including the continuation principle that is used in
Section 11.
• In Section 6, we introduce the relevant norms and the related energies for the modified system that we
use in our global existence argument. We also provide a preliminary analysis of the derivatives of the
energies, but the inhomogeneous terms are not estimated until Section 9.
• In Section 7, we introduce some bootstrap assumptions on the spacetime metric gµν . We then use these
assumptions to prove some linear-algebraic lemmas that are useful for analyzing gµν and the inverse
metric gµν .
• In Section 8, we introduce our main bootstrap assumption, which is a smallness condition on SN , a norm
of difference between the perturbed solution and the background solution. We also define the positive
constants q and ηmin, which play a fundamental role in the technical estimates of the following sections.
• Section 9 contains most of the technical estimates. We assume the bootstrap assumptions from the
previous sections and use them to deduce estimates for gµν , g
µν ,mµν , and for the nonlinearities appearing
in the modified equations. Here,mµν denotes the reciprocal acoustical metric, which is the effective metric
for the irrotational fluid equation.
• Section 10 is a very short section in which we show that the Sobolev norms we have defined are equivalent
to the energy norms.
• In Section 11, we use the estimates from the previous sections to prove our main theorem, which is
a small-data global (where “small” means close to the background solution) existence result for the
modified equations. We then discuss the breakdown of our proof in the case cs ≥ 1/3. Finally, we use
the global existence theorem to prove a related theorem, which states that initial data satisfying the
irrotational Euler-Einstein constraints, the wave coordinate condition, and a smallness condition lead to
a future-geodesically complete solution of the irrotational Euler-Einstein system.
• In Section 12, we prove that the global solution from the main theorem converges as t→∞. The main
idea is that once we have a global small solution to the modified system, we can revisit the modified
equations and upgrade some of the estimates proved in Section 11.
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2. Notation
In this section, we briefly introduce some notation that we use in this article.
2.1. Index conventions. Greek indices α, β, · · · take on the values 0, 1, 2, 3, while Latin indices a, b, · · · (which
we sometimes call “spatial indices”) take on the values 1, 2, 3. Pairs of repeated indices, with one raised and one
lowered, are summed (from 0 to 3 if they are Greek, and from 1 to 3 if they are Latin). We raise and lower
indices with the spacetime metric gµν and its inverse g
µν . The only exceptions are equations (1.0.2a) - (1.0.2b)
and (3.2.2a) - (3.2.2b), in which we use the 3−metric g¯jk and its inverse g¯jk to raise and lower indices, and in
Section 12, in which all indices are raised and lowered with gµν and g
µν except for the 3−metric g(∞)jk , which
has gjk(∞) as its corresponding inverse metric.
2.2. Coordinate systems and differential operators. Throughout this article, we work in a standard local
coordinate system x1, x2, x3 on T3. Although strictly speaking this coordinate system is not globally well-
defined, the vectorfields ∂j
def
= ∂
∂xj
are globally well-defined. This coordinate system extends to a coordinate
system x0, x1, x2, x3 on manifolds with boundary of the form M = [0, T ) × T3, and we often write t instead of
x0. We write ∂µ to denote the coordinate derivative
∂
∂xµ , and we often write ∂t instead of ∂0. Throughout the
article, we will perform all of our computations with respect to the frame
{
∂µ
}
µ=0,1,2,3
.
If ~α = (n1, n2, n3) is a triplet of non-negative integers, then we define the spatial multi-index coordinate
differential operator ∂~α by ∂~α
def
= ∂n11 ∂
n2
2 ∂
n3
3 . We denote the order of ~α by |~α|, where |~α|
def
= n1 + n2 + n3.
We write DµT
ν1···νr
µ1···µs = ∂µT
ν1···νr
µ1···µs +
∑r
a=1 Γ
νa
µ αT
ν1···νa−1ανa+1νr
µ1···µs −
∑s
a=1 Γ
α
µ µaT
ν1···νr
µ1···µa−1αµa+1µs to denote the
components of the covariant derivative of a tensorfield on M with components T ν1···νrµ1···µs .
We write ∂(N)T ν1···νrµ1···µs to denote the array containing of all of the N
th order spacetime coordinate derivatives
(including time derivatives) of the component T ν1···νrµ1···µs . Similarly, we write ∂¯
(N)T ν1···νrµ1···µs to denote the array
containing of all N th order spatial coordinate derivatives of the component T ν1···νrµ1···µs . We omit the superscript
(N)
when N = 1.
2.3. Norms. All of the Sobolev norms we use are relative to the coordinate system x1, x2, x3 introduced above.
We remark that they are not coordinate invariant quantities. If T is a tensorfield onM with components T ν1···νrµ1···µs
relative to this coordinate system, then we define the following norm of T ν1···νrµ1···µs on the t = cont slices of M :∥∥T ν1···νrµ1···µs∥∥HN (U) def= ( 3∑
µ1,···µs=0
3∑
ν1,···νr=0
∑
|~α|≤N
∫
x(U)
∣∣∂~αT ν1···νrµ1···µs ◦ x−1∣∣dx1dx2dx3)1/2.(2.3.1)
Note that the above norm is in general a function t. If the set U is omitted, then it is understood that
U = T3. This is a slight abuse of notation since the coordinate system x1, x2, x3 is not globally well-defined
on T3. Furthermore, when writing integral expressions similar to the one on the right-hand side of (2.3.1), we
suppress the coordinate map (x1, x2, x3) :M→ T3. This should cause no confusion since we are working relative
to the frame
{
∂µ
}
µ=0,1,2,3
.
Using the above notation, we can write the N th order homogeneous Sobolev norm of the component T ν1···νrµ1···µs
as
∥∥∂¯(N)T ν1···νrµ1···µs∥∥L2 def= ∑
|~α|=N
∥∥∂~αT ν1···νrµ1···µs∥∥L2 .(2.3.2)
If K ⊂ Rn or K ⊂ Tn, then CNb (K) denotes the set of N−times continuously differentiable functions (either
scalar or array-valued, depending on context) on Int(K) with bounded derivatives up to order N that extend
continuously to the closure of K. The norm of a function F ∈ CNb (K) is defined by
(2.3.3) |F |N,K def=
∑
|~I|≤N
sup
·∈K
|∂~IF (·)|,
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where ∂~I is a multi-indexed operator representing repeated partial differentiation with respect to the arguments· of F, which may be either spacetime coordinates or state-space variables depending on context. When N = 0,
we also use the notation
|F |K def= sup
·∈K
|F (·)|.(2.3.4)
Furthermore, we use the notation
|F (N)|K def=
∑
|~I|=N
|∂~IF |K.(2.3.5)
The quantity |F (N)|K is a measure of the size of the N th order derivatives of F on the set K.
If I ⊂ R is an interval and X is a normed function space, then we use the notation CN (I,X) to denote the
set of N -times continuously differentiable maps from I into X.
2.4. Running constants. We use C to denote a running constant that is free to vary from line to line. In
general, it can depend on N (see (8.1.2)) and Λ, but can be chosen to be independent of all functions (gµν , ∂µΦ),
(µ, ν = 0, 1, 2, 3), that are sufficiently close to the background solution (g˜µν , ∂µΦ˜) of Section 4. We sometimes use
notation such as C(N) to indicate the dependence of C on quantities that are peripheral to the main argument.
Occasionally, we use c, C∗, etc., to denote a constant that plays a distinguished role in the analysis. We remark
that many of the constants blow-up as Λ→ 0+.
2.5. A warning on the sign of 2ˆg. Although we often choose notation that agrees with the notation used
by Ringström in [28], our reduced wave operator 2ˆg
def
= gαβ∂α∂β has the opposite sign of the one in [28].
3. The Irrotational Euler-Einstein System
The Einstein equations connect the Einstein tensor Rµν − 12gµνR, which depends on the geometry of the
spacetime manifold M, to the energy-momentum-stress-density tensor (energy-momentum tensor for short)
Tµν , which models the matter content of spacetime. In 1 + 3 dimensions, they can be expressed as
Rµν − 1
2
Rgµν + Λgµν = Tµν , (µ, ν = 0, 1, 2, 3),(3.0.1)
where Rµν is the Ricci curvature tensor, R is the scalar curvature, and Λ is the cosmological constant. We
remark that the stability results proved in this article heavily depend upon the assumption Λ > 0.
Recall that the Ricci curvature tensor and scalar curvature are defined in terms of R βµαν , the Riemann curvature
tensor18, which can be expressed in terms of Γ αµ ν , the Christoffel symbols of the metric. In a local coordinate
system, these quantities can be expressed as follows:
R βµαν
def
= ∂αΓ
β
µ ν − ∂µΓ βα ν + Γ βα λΓ λµ ν − Γ βµ λΓ λα ν , (α, β, µ, ν = 0, 1, 2, 3),(3.0.2a)
Rµν
def
= R αµαν = ∂αΓ
α
µ ν − ∂µΓ αα ν + Γ αα λΓ λµ ν − Γ αµ λΓ λα ν , (µ, ν = 0, 1, 2, 3),(3.0.2b)
R
def
= gαβRαβ ,(3.0.2c)
Γ αµ ν
def
=
1
2
gαλ(∂µgλν + ∂νgµλ − ∂λgµν), (α, µ, ν = 0, 1, 2, 3).(3.0.2d)
The Bianchi identities (see [35]) imply that the left-hand side of (3.0.1) is divergence free, which leads to the
following equations satisfied by T µν :
DνT
µν = 0, (µ = 0, 1, 2, 3).(3.0.3)
By contracting each side of (3.0.1) with gµν , we deduce that R = 4Λ− T, where T def= gαβTαβ is the trace of
Tµν . From this fact, it easily follows that (3.0.1) is equivalent to
18Under our sign convention, DµDνXα −DνDµXα = R
β
µνα Xβ .
10
Stability of Irrotational Euler-Einstein
Rµν = Λgµν + Tµν − 1
2
Tgµν , (µ, ν = 0, 1, 2, 3).(3.0.4)
It is not our aim to give a complete discussion of the notion of a perfect fluid. A thorough introduction to
the subject, including a discussion of its history, can be found in Christodoulou’s survey article [9]. We confine
ourselves here to a brief introduction. In general, the energy-momentum tensor for a perfect fluid is
T µν(fluid) = (ρ+ p)u
µuν + pgµν , (µ, ν = 0, 1, 2, 3),(3.0.5)
where ρ ≥ 0 is the proper energy density, p ≥ 0 is the pressure, and u is the four velocity, a unit-length (i.e.,
uαu
α = −1) future-directed vectorfield on M. The Euler equations, which are the laws of motion for a perfect
relativistic fluid, are the four equations (3.0.3) together with a conservation law (3.0.6b) for the number of fluid
elements. In a local coordinate system, they can be expressed as follows:
DνT
µν
(fluid) = 0, (µ = 0, 1, 2, 3),(3.0.6a)
Dν(nu
ν) = 0,(3.0.6b)
where n is the proper number density of the fluid elements. We also introduce the thermodynamic variable η,
the proper entropy density, which we will discuss below.
Unfortunately, even in a prescribed spacetime (M, g), the equations (3.0.6a) - (3.0.6b) do not form a closed
system. The standard means of closing the equations is to appeal the laws of thermodynamics, which imply the
following relationships between the state-space variables (see e.g. [18]):
(1) ρ ≥ 0 is a function of n ≥ 0 and η ≥ 0.
(2) p ≥ 0 is defined by
p = n
∂ρ
∂n
∣∣∣∣
η
− ρ,(3.0.7)
where the notation |· indicates partial differentiation with · held constant.
(3) A perfect fluid satisfies
∂ρ
∂n
∣∣∣∣
η
> 0,
∂p
∂n
∣∣∣∣
η
> 0,
∂ρ
∂η
∣∣∣∣
n
≥ 0 with “ =′′ iff η = 0.(3.0.8)
As a consequence, we have that ζ, the speed of sound19 in the fluid, is always real for η > 0 :
ζ2
def
=
∂p
∂ρ
∣∣∣∣
η
=
∂p/∂n|η
∂ρ/∂n|η > 0.(3.0.9)
(4) We also demand that the speed of sound is positive and less than the speed of light whenever n > 0 and
η > 0:
n > 0 and η > 0 =⇒ 0 < ζ < 1.(3.0.10)
Postulates (1) - (3) express the laws of thermodynamics and fundamental thermodynamic assumptions, while
Postulate (4) ensures that at each x ∈ M, vectors that are causal with respect to the sound cone20 in TxM are
necessarily causal with respect to the gravitational null cone21 in TxM. See [32] for a more detailed analysis of
the geometry of the sound cone and the gravitational null cone.
We note that the assumptions ρ ≥ 0, p ≥ 0 together imply that the energy-momentum tensor (3.0.5) satisfies
both the weak energy condition (T
(fluid)
αβ X
αXβ ≥ 0 holds whenever X is timelike and future-directed with
respect to the gravitational null cone) and the strong energy condition ([T
(fluid)
µν − 1/2gαβT (fluid)αβ gµν ]XµXν ≥ 0
holds whenever X is timelike and future-directed with respect to the gravitational null cone). Furthermore, if
19In general, ζ is not constant. However, for the equations of state we study in this article, ζ is equal to the constant cs.
20The sound cone is defined to be the subset of tangent vectors X ∈ TxM such that mαβX
αXβ = 0, where mµν is the acoustical
metric. The matrix mµν is the inverse matrix of the reciprocal acoustical metric m
µν , which is introduced in Section 5.4; i.e., mµν
is not obtained by lowering the indices of mµν with gµν .
21By gravitational null cone at x, we mean the subset of tangent vectors X ∈ TxM such that gαβX
αXβ = 0.
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we assume that the equation of state is such that p = 0 when ρ = 0, then (3.0.9) and (3.0.10) guarantee that
p ≤ ρ. It is then easy to check that 0 ≤ p ≤ ρ implies the dominant energy condition (−gµαT (fluid)αν Xν is causal
and future-directed whenever X is causal and future-directed with respect to the gravitational null cone).
Postulate (1) from above is equivalent to making a choice of an equation of state, which is a function that
expresses p in terms of η and ρ. An equation of state is not necessarily a fundamental law of nature, but can
instead be an empirical relationship between the fluid variables. In this article, we consider the case of an
irrotational, barotropic fluid under the equation of state p = c2sρ, where 0 < cs <
√
1
3 , and according to (3.0.9),
the constant cs is the speed of sound. A barotropic fluid is one for which p is a function of ρ alone. Because η
plays no role in the analysis of such fluids, this quantity is absent from the remainder of our article. As discussed
in the following section, these assumptions imply that the tensor T µν(fluid) defined in (3.0.5) is equal to the tensor
T µν(scalar) defined in (3.3.7), and that the equations (3.0.3) are equivalent to (3.3.6), a single quasilinear wave
equation for a scalar function Φ (see Remark 1.0.1). As a consequence, it follows that T µν(scalar) also satisfies the
weak, strong, and dominant energy conditions.
3.1. Irrotational fluids. In this section, we introduce the notion of an irrotational fluid. We assume that the
fluid is barotropic, be we do not yet impose the particular equation of state p = c2sρ. The scalar formulation of
an irrotational fluid in a curved spacetime goes back to at least 1937 [33], but in this article, we use modern
terminology found e.g. in [10]. We begin by defining the quantity
√
σ, which is known as the enthalpy per
particle:
√
σ
def
=
ρ+ p
n
,(3.1.1)
where σ ≥ 0. We note for future use that we can differentiate each side of (3.1.1) with respect to √σ, and use
(3.0.7) and the chain rule to conclude that
dp
d
√
σ
= n.(3.1.2)
In the above formula we are viewing p as a function of σ.
We also introduce the following one form:
βµ
def
= −√σuµ, (µ = 0, 1, 2, 3).(3.1.3)
The fluid vorticity v is then defined to be dβ, where d denotes the exterior derivative operator. In local
coordinates, we have that
vµν
def
= ∂µβν − ∂νβµ, (µ, ν = 0, 1, 2, 3).(3.1.4)
An irrotational fluid is defined to be a fluid for which vµν vanishes everywhere. In this case, by Poincaré’s
lemma, there locally exists (see Remark 1.0.1) a scalar function Φ such that
βµ = ∂µΦ, (µ = 0, 1, 2, 3),(3.1.5)
which implies that the four velocity is connected to ∂Φ via the equation
uµ = −σ−1/2∂µΦ, (µ = 0, 1, 2, 3),(3.1.6)
and the enthalpy per particle is connected to ∂Φ via
σ = −(DαΦ)(DαΦ) = −gαβ(DαΦ)(DβΦ).(3.1.7)
We now show that under the assumption of irrotationality, the equations (3.0.6a) reduce to a single quasilinear
wave equation for Φ. We begin by identifying the Lagrangian for the purported wave equation with p :
L = L (σ) = p.(3.1.8)
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From (3.1.2) and (3.1.8), it follows that
2
∂L
∂σ
=
n√
σ
=
n2
ρ+ p
.(3.1.9)
We also recall that the Euler-Lagrange equation for Φ corresponding to the Lagrangian (3.1.8) is
Dα
[
∂L
∂σ
DαΦ
]
= 0.(3.1.10)
Using (3.1.6) and (3.1.9), we conclude that for an irrotational fluid, (3.1.10) is equivalent to the continuity
equation Dν(nu
ν) = 0 from (3.0.6b).
To show that the remaining equations (3.0.6a) follow from (3.1.10), we first recall that the energy-momentum
tensor for a Lagrangian scalar-field theory can be expressed as
T (scalar)µν = −2
∂L
∂gµν
+ gµνL ,(3.1.11)
and that if ∂Φ is a solution to (3.1.10), then T
(scalar)
µν is symmetric and divergence free:
T µν = T νµ, (µ, ν = 0, 1, 2, 3),(3.1.12)
DνT
µν
(scalar) = 0, (µ = 0, 1, 2, 3).(3.1.13)
For future use, we remark that if ∂Φ is a solution to the inhomogeneous equation
Dα
[
∂L
∂σ
DαΦ
]
+ I∂Φ = 0,(3.1.14)
then
DνT
µν
(scalar) = −2I∂ΦDµΦ, (µ = 0, 1, 2, 3).(3.1.15)
In the case of the Lagrangian (3.1.8), one can check that (3.1.11) is equivalent to
T (scalar)µν
def
= 2
∂L
∂σ
(∂µΦ)(∂νΦ) + gµνL .(3.1.16)
Using (3.1.6), (3.1.8), (3.1.11), and (3.1.16), we have that
T (scalar)µν =
n√
σ
(∂µΦ)(∂νΦ) + gµνp = (ρ+ p)uµuν + pgµν .(3.1.17)
By examining (3.0.5), we observe that T
(scalar)
µν = T
(fluid)
µν . To summarize, we have shown that if ∂Φ is a
solution to (3.1.10), and if p, n, u, and ρ are defined through ∂Φ via equations (3.1.8), (3.1.2), (3.1.6), and
(3.1.9) respectively, then it follows all 5 equations from (3.0.6a) - (3.0.6b) are necessarily satisfied. Thus, it
follows that for an irrotational fluid, the entire content of the Euler equations is contained in the single scalar
equation (3.1.10).
We conclude with a summary of the constraints that ∂Φ and L (σ) must satisfy in order to have an irrotational
fluids interpretation. First, since σ ≥ 0, (3.1.7) implies that
−gαβ(∂αΦ)(∂βΦ) ≥ 0.(3.1.18)
Similarly, since p is non-negative, (3.1.2) implies that
L (σ) ≥ 0.(3.1.19)
Next, (3.1.2) and (3.1.8) together imply that n = dL
d
√
σ
, so that the requirement n ≥ 0 is equivalent to
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dL
d
√
σ
≥ 0.(3.1.20)
Furthermore, since (3.0.7) implies that d
d
√
σ
(L /σ) =
√
σ dL
d
√
σ
− p = ρ, and since ρ ≥ 0, we must have
d
d
√
σ
(
L
σ
)
≥ 0.(3.1.21)
Finally, since (3.0.8) implies that dpdn > 0, and since (3.1.2) and the chain rule imply that
dp
dn =
dL
d
√
σ
/ dn
d
√
σ
=
n/
(
d
d
√
σ
( dL
d
√
σ
)
)
, we must have
d2L
d
√
σ
2 > 0.(3.1.22)
3.2. The initial value problem for the irrotational Euler-Einstein system. In this section, we discuss
various aspects of the initial value problem for the Einstein equations, including the initial data and the notion of
the maximal globally hyperbolic development of the data. We assume that we are given a Lagrangian L = L (σ)
that is subject to the constraints discussed at the end of the previous section; this is equivalent to fixing an
equation of state p = p(ρ). We remark that the discussion in this section is very standard, and we provide it
only for convenience.
3.2.1. Summary of the irrotational Euler-Einstein system. We first summarize the results of the previous sections
by stating that the irrotational Euler-Einstein system is the following system of equations:
Rµν − 1
2
Rgµν + Λgµν = T
(scalar)
µν , (µ, ν = 0, 1, 2, 3),(3.2.1a)
Dα
[
∂L
∂σ
DαΦ
]
= 0,(3.2.1b)
where L = L (σ), σ = −(DαΦ)(DαΦ), and T (scalar)µν = 2∂L∂σ (∂µΦ)(∂νΦ) + gµνL .
3.2.2. Initial data for the irrotational Euler-Einstein system. The initial value problem formulation of the Ein-
stein equations goes back to the seminal work [8] by Choquet-Bruhat. Initial data for the system (3.2.1a) -
(3.2.1b) consist of a 3−dimensional manifold Σ together with the following fields on Σ : a Riemannian metric
g¯, a covariant two-tensor K¯, and functions ∂¯Φ˚, Ψ˚. By ∂¯Φ˚, we mean that these three components, which are
required to be globally defined on Σ, should be the spatial gradient of functions Φ that are locally defined on Σ
(see Remark 1.0.1).
It is well-known that one cannot consider arbitrary data for the Einstein equations. The data are in fact
subject to the following constraints, where D¯ is the covariant derivative induced by g¯ :
R¯− K¯abK¯ab + (g¯abK¯ab)2 = 2T (scalar)00 |Σ,(3.2.2a)
D¯aK¯aj − g¯abD¯jK¯ab = T (scalar)0j |Σ, (j = 1, 2, 3).(3.2.2b)
We remark that in the case of the equation of state p = c2sρ, the calculations in Section 3.3 will imply that
T
(scalar)
00 |Σ = 2σ˚sΨ˚2 − ss+1 σ˚s+1 and T
(scalar)
0j |Σ = 2σ˚sΨ˚∂jΦ˚, where σ˚ = Ψ˚2 − g¯ab(∂aΦ˚)(∂bΦ˚).
The constraints (3.2.2a) - (3.2.2b) are manifestations of the Gauss and Codazzi equations respectively. These
equations relate the geometry of the ambient Lorentzian spacetime (M, g) (which has to be constructed) to
the geometry inherited by an embedded Riemannian hypersurface (which will be (Σ, g¯) after construction).
Without providing the rather standard details (see e.g. [11]), we remark that they are consequences of the
following assumptions:
• Σ is a submanifold of the spacetime manifold M
• g¯ is the first fundamental form of Σ
14
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• K¯ is the second fundamental form of Σ
• The irrotational Euler-Einstein system is satisfied along Σ
• We are using a coordinate system (x0 = t, x1, x2, x3) on M such that Σ = {x ∈ M | t = 0}, and along
Σ, g00 = −1, g0j = 0, gjk = g¯jk, ∂tgjk = 2K¯jk, (j, k = 1, 2, 3), ∂¯Φ = ∂¯Φ˚, and ∂tΦ = Ψ˚.
We recall that g¯ is the Riemann metric on Σ defined by
g¯|x(X,Y ) = g|x(X,Y ), ∀X,Y ∈ TxΣ,(3.2.3)
and that K¯ is the symmetric tensorfield on Σ that can be expressed as
K¯|x(X,Y ) = g|x(DXNˆ, Y ) = g|x(DY Nˆ,X) = 1
2
(DNˆg)|x(X,Y ), ∀X,Y ∈ TxΣ,(3.2.4)
where Nˆ is the future-directed normal22 to Σ at x, and D is the covariant derivative induced by g.
3.2.3. The definition of a solution to the irrotational Euler-Einstein system. In this section, we define the notion
of a solution to the Einstein equations. We begin with the following definition, which describes the maximal
region in which a solution is determined by its values on a set S.
Definition 3.2.1. Given any set S ∈ M, we define D(S), the Cauchy development of S, to be the union
D(S) = D+(S) ∪ D−(S), where D+(S) is the set of all points p ∈ M such that every past inextendible causal
curve through p intersects S, and D−(S) is the set of all points p ∈ M such that every future inextendible23
causal curve through p intersects S.
We also rigorously define a Cauchy hypersurface:
Definition 3.2.2. A Cauchy hypersurface in a Lorentzian manifold M is a hypersurface that is intersected
exactly once by every inextendible timelike curve in M.
It is well-known that if Σ ⊂M is a Cauchy hypersurface, then D(Σ) =M (see e.g. [27]).
Given sufficiently smooth initial data (Σ, g¯, K¯, ∂¯Φ˚, Ψ˚) as described in Section 3.2.2, a (classical) solution to
the system (3.2.1a) - (3.2.1b) is a 4 dimensional manifold M, a Lorentzian metric g, the spacetime derivatives
∂Φ of a locally defined function Φ (see Remark 1.0.1), and an embedding24 Σ ⊂ M subject to the following
conditions:
• g is a C2 tensorfield and and ∂Φ is a C1 tensorfield
• Σ is a Cauchy hypersurface in (M, g)
• g¯ is the first fundamental form of Σ
• K¯ is the second fundamental form of Σ
• DNˆΦ = Ψ˚, where Nˆ is the future-directed normal to Σ.
The triple (M, g, ∂Φ) is called a globally hyperbolic development of the initial data.
3.2.4. Maximal globally hyperbolic development. In this section, we state a fundamental abstract existence result
of Choquet-Bruhat and Geroch [7], which states that for initial data of arbitrary regularity, there is a unique
“largest” spacetime determined by it. The following definition captures the notion of this “largest” spacetime.
Definition 3.2.3. Given initial data for the irrotational Euler-Einstein system (3.2.1a) - (3.2.1b), a maximal
globally hyperbolic development of the data is a globally hyperbolic development (M, g, ∂Φ) together with an
embedding ι : Σ→M with the following property: if (M′, g′, ∂Φ′) is any other globally hyperbolic development
of the same data with embedding ι′ : Σ→M′, then there is a map ψ :M′ →M that is a diffeomorphism onto
its image such that ψ∗g = g′, ψ∗∂Φ = ∂Φ′, and ψ ◦ ι′ = ι. Here, ψ∗ denotes the pullback by ψ.
Before we can state the theorem, we also need the following definition, which captures the notion of having
two different representations of the same spacetime.
22Under the above assumptions, it follows that at every point x ∈ Σ, Nˆµ = (1, 0, 0, 0).
23A curve γ : [s0, smax) →M is said to be future-inextendible if lims→smax does not exist. Past inextendibility is defined in an
analogous manner.
24Here, we suppress the embedding ι : Σ→M, and identify Σ with ι(Σ).
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Definition 3.2.4. The developments (M, g, ∂Φ) and (M′, g′, ∂Φ′) are said to be isometrically isomorphic if
the map ψ from the previous definition is a diffeomorphism from M to M′.
We now state the aforementioned theorem.
Theorem 3.1. (Choquet-Bruhat and Geroch, 1969) Given any initial data for the irrotational Euler-Einstein
system (3.2.1a) - (3.2.1b), there is a maximal globally hyperbolic development of the data which is unique up to
isometry.
3.3. Calculations for the equation of state p = c2sρ. For the remainder of this article, we restrict our
attention to equations of state of the form
p = c2sρ,(3.3.1)
where by equation (3.0.9), cs is the speed of sound. As mentioned in the introduction to this article, our stability
results are limited to the following parameter range:
0 < cs <
√
1
3
.(3.3.2)
Equations (3.0.7), (3.1.8), (3.1.9), and (3.3.1) imply that there exist constants C > 0 and C˜ > 0 such that
p = Cn1+c
2
s = C˜σs+1,(3.3.3)
where
s =
1− c2s
2c2s
, c2s =
1
2s+ 1
.(3.3.4)
Choosing a convenient normalization constant, it follows that under the equation of state (3.3.1), the Lagrangian
(3.1.8) is given by
L = (s+ 1)−1σs+1.(3.3.5)
Furthermore, in the case of the Lagrangian (3.3.5), the Euler-Lagrange equation (3.1.10) is
Dα(σ
sDαΦ) = 0,(3.3.6)
while the energy-momentum tensor is given by
T (scalar)µν = 2σ
s(∂µΦ)(∂νΦ) + gµν(s + 1)
−1σs+1.(3.3.7)
For future reference, we record here the following two identities, which follow easily from (3.3.7):
T (scalar)
def
= gαβT
(scalar)
αβ =
[
2(1− s)
s+ 1
]
σs+1,(3.3.8)
T (scalar)µν −
1
2
T (scalar)gµν = 2σ
s(∂µΦ)(∂νΦ) +
( s
s+ 1
)
σs+1gµν , (µ, ν = 0, 1, 2, 3).(3.3.9)
3.3.1. Summary of the irrotational Euler-Einstein system under the equation of state p = c2sρ. To summarize,
we note that under the equation of state p = c2sρ, the irrotational Euler-Einstein system comprises the equations
Rµν − Λgµν − T (scalar)µν +
1
2
T (scalar)gµν = 0, (µ, ν = 0, 1, 2, 3),(3.3.10a)
where T
(scalar)
µν = 2σs(∂µΦ)(∂νΦ)+gµν(s+1)
−1σs+1 is as in (3.3.7), together with (3.3.6), the equation of motion
for an irrotational fluid:
Dα(σ
sDαΦ) = 0.(3.3.10b)
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4. Background Solutions
Our main results concern the future-stability (with respect to irrotational perturbations) of a class of back-
ground solutions ([0,∞) × T3, g˜, ∂φ˜) to the system (3.3.10a) - (3.3.10b). These background solutions, which
are of FLRW type25, physically represent the evolution of an initially uniform quiet fluid in a spacetime that is
undergoing rapid expansion. To find these solutions, we follow a procedure outlined in chapter 5 of [35] which,
under appropriate ansatzes, reduces the Euler-Einstein equations to ODEs. Although our goal is to find ODE
solutions to the irrotational equations (3.3.10a) - (3.3.10b), the procedure we follow will produce ODE solutions
to the full Euler-Einstein system (3.0.1) + (3.0.5). However, these ODE solutions will turn out to be irrota-
tional. Thus, as discussed in Section 3.1, these solutions can also be interpreted as solutions to the irrotational
system. We remark that the derivation of these solutions is very well-known, and that we have provided it only
for convenience.
4.1. Derivation of the background solution. To proceed, we first make the ansatz that the background
metric g˜ is of the form
g˜ = −dt2 + a2(t)
3∑
i=1
(dxi)2,(4.1.1)
from which it follows that the only corresponding non-zero Christoffel symbols are
Γ˜ 0j k = Γ˜
0
k j = aa˙δjk, Γ˜
k
j 0 = Γ˜
k
0 j = ωδ
k
j , (j, k = 1, 2, 3),(4.1.2)
where
ω
def
=
a˙
a
,(4.1.3)
and a˙
def
= ddta. Using definitions (3.0.2b) and (3.0.2c), together with (4.1.2), we compute that
R˜00 − 1
2
R˜g˜00 = 3
( a˙
a
)2
,(4.1.4a)
R˜0j − 1
2
R˜g˜0j = 0, (j = 1, 2, 3),(4.1.4b)
R˜jk − 1
2
R˜g˜jk = −(2aa¨+ a˙2)δjk, (j, k = 1, 2, 3).(4.1.4c)
We then assume that ρ˜ = ρ˜(t), p˜ = p˜(t), and u˜µ ≡ (1, 0, 0, 0), which implies that ∂Φ˜ = (∂tΦ˜(t), 0, 0, 0). We
also assume that the equation of state (3.3.1) holds. Inserting these ansatzes into the Einstein equations (3.0.1)
+ (3.0.5), we deduce (as in [35]) the following equations, which are known as the Friedmann equations in the
cosmology literature:
ρ˜a3(1+c
2
s) ≡ ρ¯˚a3(1+c2s) def= κ˚,(4.1.5a)
a˙ = a
√
Λ
3
+
ρ˜
3
= a
√
Λ
3
+
κ˚
3a3(1+c2s)
,(4.1.5b)
where the positive constant ρ¯ denotes the initial (uniform) energy density, and the positive constant a˚ is defined
by a˚
def
= a(0). Observe that the rapid expansion of the background spacetime can be easily deduced from the
ODE (4.1.5b), which suggests that the asymptotic behavior a(t) ∼ eHt,H def= √Λ/3. A more detailed analysis
of a(t) is given in Lemma 4.2.1.
With σ˜
def
= −g˜αβ(∂αΦ˜)(∂βΦ˜) = (∂tΦ˜)2, we use (3.1.8), (3.3.4), (3.3.5), and (4.1.5a) to compute that
25Technically, the term “FLRW” is usually reserved for a class of solutions that have spatial slices diffeomorphic to S3, R3, or
hyperbolic space (see e.g. [35]).
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c2sκ˚a
−3(1+c2s) = c2s ρ˜ = p˜ =
2c2s
1 + c2s
σ˜(1+c
2
s)/(2c
2
s) =
2c2s
1 + c2s
(∂tΦ˜)
(1+c2s)/(c
2
s).(4.1.6)
The equalities in (4.1.6) imply that
∂tΦ˜ = Ψ¯a
−3/(2s+1) = Ψ¯e−κΩ,(4.1.7)
where
Ψ¯
def
=
(
ρ¯
s+ 1
2s + 1
)1/(2s+2)
a˚κ,(4.1.8)
Ω(t)
def
= ln
(
a(t)
)
,(4.1.9)
κ
def
=
3
2s+ 1
= 3c2s.(4.1.10)
Remark 4.1.1. Ω(t) has been introduced solely for cosmetic purposes.
For future use, we note the following consequences of the above discussion:
3ω2 − Λ = ρ˜ = κ˚e−2κ(s+1)Ω =
(2s + 1
s+ 1
)
σ˜s+1,(4.1.11a)
−3ω˙ = 3ω2 − Λ+ κ˚
( s+ 2
2s+ 1
)
e−2κ(s+1)Ω = 3˚κ
( s+ 1
2s + 1
)
e−2κ(s+1)Ω = 3σ˜s+1.(4.1.11b)
4.2. Analysis of Friedmann’s equation. In the following lemma, we analyze the asymptotic behavior of
solutions to the ODE (4.1.5b).
Lemma 4.2.1. Let a˚, κ˚, P > 0, and let a(t) be the solution to the following ODE:
d
dt
a = a
√
Λ
3
+
κ˚
3aP
, a(0) = a˚.(4.2.1)
Then with H
def
=
√
Λ/3, the solution a(t) is given by
a(t) =
{
sinh
(PHt
2
)√ κ˚
3H2
+ a˚P + a˚P/2cosh
(PHt
2
)}2/P
,(4.2.2)
and for all integers N ≥ 0, there exists a constant CN > 0 such that for all t ≥ 0, with
A
def
=
{
1
2
(√
κ˚
3H2 + a˚
P + a˚P/2
)}2/P
, we have that
(1/2)2/P a˚eHt ≤ a(t) ≤ AeHt,(4.2.3a) ∣∣∣e−Ht dN
dtN
a(t)−AHN
∣∣∣ ≤ CNe−PHt.(4.2.3b)
Furthermore, for all integers N ≥ 0, there exists a constant C˜N > 0 such that for all t ≥ 0, with
ω
def
=
a˙
a
,(4.2.4)
we have that
H ≤ ω(t) ≤
√
H2 +
κ˚
3˚aP
,(4.2.5a) ∣∣∣ dN
dtN
(
ω(t)−H)∣∣∣ ≤ C˜Ne−PHt.(4.2.5b)
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Remark 4.2.1. Because of equation (4.1.5b), we will assume for the remainder of the article that P = 3(1+c2s).
Proof. We leave the elementary analysis of this ODE to the reader. 
5. The Modified Irrotational Euler Einstein System
In this section, we introduce our version of wave coordinates. We then use algebraic identities that are valid
in wave coordinates to construct a modified version of the irrotational Einstein equations, which are a system of
quasilinear wave equations containing energy-dissipative terms. Next, to facilitate our analysis in later sections,
we algebraically decompose the modified system into principal terms and error terms. Finally, we show that
the modified system is equivalent to the un-modified system if the Einstein constraint equations and the wave
coordinate condition are both satisfied along the Cauchy hypersurface Σ.
5.1. Wave coordinates. To hyperbolize the Einstein equations, we use a version of the well-known family
of wave coordinate systems. More specifically, we use a coordinate system in which the contracted Christoffel
symbols Γµ
def
= gαβΓ µα β of the spacetime metric g are equal to the contracted Christoffel symbols Γ˜
µ def= g˜αβ Γ˜ µα β
of the background metric g˜. This condition is known as a wave coordinate condition since Γµ ≡ Γ˜µ if and only
if the coordinate functions26 xµ are solutions to the wave equation gαβDαDβx
µ + Γ˜µ = 0. Using (4.1.1) and
(4.1.2), we compute that in such a coordinate system
Γµ = Γ˜µ = 3ωδµ0 , Γµ = gµαΓ
α = 3ωg0µ, (µ = 0, 1, 2, 3),(5.1.1)
where ω(t) is defined in (4.1.3).
We now introduce the tensorfields
Pµ
def
= 3ωδµ0 , Pµ = 3ωg0µ, (µ = 0, 1, 2, 3),(5.1.2a)
Qµ
def
= Pµ − Γµ, Qµ = Pµ − Γµ, (µ = 0, 1, 2, 3).(5.1.2b)
The idea behind wave coordinates is to work in a coordinate system in which Qµ ≡ 0, so that whenever it is
convenient, we may replace Γµ with 3ωδµ0 (and vice-versa) without altering the content of the Einstein equations.
The existence of such a coordinate system is nontrivial, and it was only in 1952 that Choquet-Bruhat [8] first
showed that they exist in general. With this idea in mind, we define the modified Ricci tensor Rˆµν by
Rˆµν
def
= Rµν +
1
2
(
DµQν +DνQµ
)
(5.1.3)
= −1
2
2ˆggµν +
1
2
(
DµPν +DνPµ
)
+ gαβgγδ(ΓαγµΓβδν + ΓαγµΓβνδ + ΓαγνΓβµδ),
where
2ˆg
def
= gαβ∂α∂β(5.1.4)
is the reduced wave operator for the metric g.
We now replace the Rµν with Rˆµν in (3.3.10a), expand the covariant differentiation in (3.3.10b), and add
additional inhomogeneous terms Iµν and I∂Φ to the left-hand sides of (3.3.10a) and (3.3.10b) respectively,
arriving at the modified irrotational Euler-Einstein system:
Rˆµν − Λgµν − T (scalar)µν +
1
2
T (scalar)gµν + Iµν = 0, (µ, ν = 0, 1, 2, 3),(5.1.5a) [
σgαβ − 2s(∂αΦ)(∂βΦ)]∂α∂βΦ− σΓα∂αΦ+ 2sΓαλβ(∂αΦ)(∂λΦ)(∂βΦ) + I∂Φ = 0.(5.1.5b)
26The xµ are scalar-valued functions, despite the fact that they have indices.
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Here, the additional terms are defined to be
I00
def
= −2ωQ0 = 2ω(Γ0 − 3ω),(5.1.6a)
I0j = Ij0
def
= 2ωQj = 2ω(3ωg0j − Γj), (j = 1, 2, 3),(5.1.6b)
Ijk = Ijk
def
= 0, (j, k = 1, 2, 3),(5.1.6c)
I∂Φ
def
= −σgαβQα∂βΦ = σΓα∂αΦ− 3ωσ∂tΦ.(5.1.6d)
We have several important remarks to make concerning the modified system (5.1.5a) - (5.1.5b). First, because
the principal term on the left-hand side of (5.1.5a) is −122ˆggµν , the modified system comprises a quasilinear
system of wave equations and is of hyperbolic character. Second, the gauge terms Iµν , I∂Φ have been added
to the system in order to produce an energy dissipation effect that is analogous to the effect created by the
3(∂tv)
2 term on the right-hand side of the model equation (1.2.1). These dissipation-inducing terms play a key
role in the global existence theorem of Section 11. Finally, in Section 5.5, we will show that if the initial data
satisfy the Gauss and Codazzi constraints (3.2.2a) - (3.2.2b), and if the wave coordinate condition Qµ|t=0 = 0 is
satisfied, then Qµ, Iµν , I∂Φ ≡ 0, and Rˆµν ≡ Rµν ; i.e., under these conditions, the solution to (5.1.5a) - (5.1.5b)
is also a solution to the irrotational Euler-Einstein system (3.3.10a).
5.2. Summary of the modified irrotational Euler-Einstein system for the equation of state p = c2sρ.
For convenience, we summarize (with the help of (3.3.9)) the results of the previous section by listing the
modified irrotational Euler-Einstein system:
Rˆ00 + 2ωΓ
0 − 6ω2 − Λg00 − 2σs(∂tΦ)2 −
( s
s+ 1
)
σs+1g00 = 0,(5.2.1a)
Rˆ0j + 2ω(3ωg0j − Γj)− Λg0j − 2σs(∂tΦ)(∂jΦ)−
( s
s+ 1
)
σs+1g0j = 0, (j = 1, 2, 3),(5.2.1b)
Rˆjk − Λgjk − 2σs(∂jΦ)(∂kΦ)−
( s
s+ 1
)
σs+1gjk = 0, (j, k = 1, 2, 3),(5.2.1c) [
σgαβ − 2s(∂αΦ)(∂βΦ)]∂α∂βΦ− 3ωσ∂tΦ+ 2sΓαλβ(∂αΦ)(∂λΦ)(∂βΦ) = 0.(5.2.1d)
5.3. Construction of initial data for the modified system. In general, we may consider arbitrary data for
the modified equations (5.2.1a) - (5.2.1d). However, if the solution of the modified system is also to be a solution
of the Einstein equations (3.2.1a), then we cannot choose the data arbitrarily. In this section, we assume that
we are given initial data (Σ, g¯, K¯, ∂¯Φ˚, Ψ˚) for the irrotational Euler-Einstein equations (3.3.10a) - (3.3.10b) as
described in Section 3.2.2. In particular, we assume that it satisfies the constraints (3.2.2a) - (3.2.2b). We will
use this data to construct initial data for the modified equations that lead to a solution (M, g, ∂Φ) of both the
modified system and the Einstein equations; recall that a solution solves both systems ⇐⇒ Qµ ≡ 0, where Qµ
is defined in (5.1.2b).
To supply data for the modified equations, we must specify along Σ = {t = 0} the full spacetime metric
components gµν |t=0, their (future-directed) normal derivatives ∂tgµν |t=0, (µ, ν = 0, 1, 2, 3), the spatial derivatives
∂¯Φ|t=0 of the fluid potential, and the normal derivative ∂tΦ|t=0 of the fluid potential. To satisfy the requirements
• Σ = {t = 0}
• g¯ is the first fundamental form of Σ
• ∂t is normal to Σ
• K¯ is the second fundamental form of Σ
• ∂¯Φ|Σ = ∂¯Φ˚
• DNˆΦ|Σ = Ψ˚, DNˆ
def
= differentiation in the direction of the future-directed normal to Σ,
we set (for j, k = 1, 2, 3)
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g00|t=0 = −1, g0j |t=0 = 0, gjk|t=0 = g¯jk,(5.3.1)
∂¯Φ|t=0 = ∂¯Φ˚, ∂tΦ|t=0 = Ψ˚, ∂tgjk|t=0 = 2K¯jk.(5.3.2)
Furthermore, we need to satisfy the wave coordinate condition Qµ|t=0 = 0, (µ = 0, 1, 2, 3). To meet this need,
we first calculate that
Γ0|t=0 = −1
2
(∂tg00)|t=0 − g¯abK¯ab,(5.3.3)
Γj|t=0 = −∂tg0j |t=0 + 1
2
g¯ab(2∂ag¯bj − ∂j g¯ab), (j = 1, 2, 3).(5.3.4)
Using (5.3.3) and (5.3.4), the condition Qµ|t=0 = 0 is easily seen to be equivalent to the following relations,
where ω is defined in (4.1.3):
∂tg00|t=0 = 2(−3ω|t=0 g00|t=0︸ ︷︷ ︸
−1
−g¯abK¯ab) = 2
(
3ω(0)− g¯abK¯ab
)
,(5.3.5)
∂tg0j |t=0 = −3ω|t=0 g0j |t=0︸ ︷︷ ︸
0
+
1
2
g¯ab(2∂ag¯bj − ∂j g¯ab) = g¯ab
(
∂ag¯bj − 1
2
∂j g¯ab
)
, (j = 1, 2, 3).(5.3.6)
This completes our specification of the data for the modified equations.
5.4. Decomposition of the modified irrotational Euler-Einstein system in wave coordinates. Nat-
urally, the key to our global existence theorem involves a careful analysis of the nonlinear terms. In order to
better see their structure, we dedicate this section to a decomposition of the modified system (5.2.1a) - (5.2.1d)
into principal terms and error terms, which we denote by variations of the symbol △. The estimates of Section
9 will justify the claim that the △ terms are in fact error terms. We begin by recalling the previously mentioned
rescaling hjk of the spatial indices of the metric:
hjk
def
= e−2Ωgjk, (j, k = 1, 2, 3).(5.4.1)
The decomposition is captured in the next proposition.
Proposition 5.4.1. (Decomposition of the modified equations) The equations (5.2.1a) - (5.2.1c) can be
written as follows:
2ˆg(g00 + 1) = 5H∂tg00 + 6H
2(g00 + 1) +△00,(5.4.2a)
2ˆgg0j = 3H∂tg0j + 2H
2g0j − 2HgabΓajb +△0j , (j = 1, 2, 3),(5.4.2b)
2ˆghjk = 3H∂thjk +△jk, (j, k = 1, 2, 3),(5.4.2c)
where H
def
=
√
Λ/3, and the error terms △µν are defined in (5.4.4i) - (5.4.4k) below.
Furthermore, the fluid equation (5.2.1d) can be written as
2ˆmΦ = κω∂tΦ+△∂Φ,(5.4.3)
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where ω(t) is defined in (4.1.3), mµν (µ, ν = 0, 1, 2, 3) is the reciprocal acoustical metric,
2ˆm
def
= −∂2t +mab∂a∂b + 2m0a∂t∂a is the reduced wave operator corresponding to mµν , the error term △∂Φ is
defined below in (5.4.4h),
κ
def
=
3
1 + 2s
= 3c2s,(5.4.4a)
m00 = −1,(5.4.4b)
mjk =
gjk −△jk(m)
(1 + 2s) +△(m)
,(5.4.4c)
m0j = −g
00g0j(1 + 2s) + 2eΩ
[
(s+ 1)g0jg0a + sg00gaj
]
za + e
2Ω(g0jgab + 2sgajg0b)zazb
(1 + 2s) +△(m)
,(5.4.4d)
zj
def
=
e−Ω∂jΦ
∂tΦ
,(5.4.4e)
△(m) = (1 + 2s)(g00 + 1)(g00 − 1) + 2(1 + 2s)eΩg00g0aza + e2Ω(g00gab + 2sg0ag0b)zazb,
(5.4.4f)
△jk(m) = (g00 + 1)gjk + 2sg0jg0k + 2eΩ(gjkg0a + 2sg0kgaj)za + e2Ω(gjkgab + 2sgajgbk)zazb,
(5.4.4g)
△∂Φ = ω
{ 3
(1 + 2s) +△(m)
− κ
}
∂tΦ
(5.4.4h)
−
{
1
(1 + 2s) +△(m)
}{
3ω(g00 + 1)∂tΦ+ 6ωe
Ωg0aza∂tΦ+ (3− 2s)ωe2Ωgabzazb∂tΦ
+ 2s
(
△000(Γ)∂tΦ+ [△a00(Γ) +△0a0(Γ) +△00a(Γ) ]∂aΦ+ e2Ω[△0ab(Γ) +△a0b(Γ) +△ab0(Γ) ]zazb∂tΦ+ e2Ω△abc(Γ)zazb∂cΦ
)}
,
the △µαν(Γ) (µ, α, ν = 0, 1, 2, 3) are defined below in Lemma 5.4.5,
1
2
△00 = △A,00 +△C,00 + [f(∂Φ˜)− f(∂Φ)]− (g00 + 1)f(∂Φ˜)− s
s+ 1
(g00 + 1)σ
s+1(5.4.4i)
+
5
2
(ω −H)∂tg00 + 3(ω2 −H2)(g00 + 1),
1
2
△0j = △A,0j +△C,0j + s− 1
2(s+ 1)
σ˜s+1g0j − 2σs(∂tΦ)(∂jΦ)− s
s+ 1
σs+1g0j(5.4.4j)
+
3
2
(ω −H)∂tg0j + (ω2 −H2)g0j − (ω −H)gabΓajb,
1
2
△jk = e−2Ω△A,jk − (g00 + 1)σ˜s+1hjk − 2ωg0a∂ahjk − 2e−2Ωσs(∂jΦ)(∂kΦ)(5.4.4k)
+
s
s+ 1
(σ˜s+1 − σs+1)hjk + 3
2
(ω −H)∂thjk,
f(∂Φ)
def
= 2σs(∂tΦ)
2 − s
s+ 1
σs+1,(5.4.4l)
the △A,µν are defined in (5.4.10a) - (5.4.10c), and △C,00,△C,0j are defined in (5.4.12a) - (5.4.12b). In the above
expressions, quantities associated to the background solution of Section 4 are decorated with the symbol ˜ .
Remark 5.4.1. Note that there are two metrics in this system of PDEs: the inverse spacetime metric gµν , and
the reciprocal acoustical metric mµν .
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Remark 5.4.2. As discussed in Section 1.2, the variable zj has been introduced to facilitate our analysis of the
ratio of the size of the spatial derivatives of Φ to its time derivative.
Proof. The proof involves a series of tedious computations, some of which are contained in Lemmas 5.4.2 - 5.4.5
below. We sketch the proof of (5.4.2c) and leave the remaining equations to the reader. To obtain (5.4.2c), we
first use equation (5.2.1c), Lemma 5.4.2, and Lemma 5.4.3 to obtain the following equation for hjk = e
−2Ωgjk :
2ˆghjk = 3ω∂thjk − 2(g00 + 1)(∂tω)hjk − 4ωg0a∂ahjk + 2
[
e−2Ω△A,jk − 2e−2Ωσs(∂jΦ)(∂kΦ)
]
(5.4.5)
+ 2
{
(3ω2 − Λ+ ∂tω)hjk − s
s+ 1
σs+1hjk
}
.
We now use (4.1.11a) - (4.1.11b) to substitute in equation (5.4.5) for 3ω2−Λ and ∂tω in terms of σ˜, arriving at
the following equation:
2ˆghjk = 3ω∂thjk + 2(g
00 + 1)σ˜s+1hjk − 4ωg0a∂ahjk + 2
[
e−2Ω△A,jk − 2e−2Ωσs(∂jΦ)(∂kΦ)
]
(5.4.6)
+ 2
s
s+ 1
(σ˜s+1 − σs+1)hjk.
Equation (5.4.2c) now easily follows from (5.4.6). We remark that the proofs of (5.4.2a) and (5.4.2b) require
the use of Lemma 5.4.4, and that the proof of (5.4.3) requires the use of Lemma 5.4.5. To obtain (5.4.3), it is
also useful to note that −(∂tΦ)2
{
(1 + 2s) +△(m)
}
is the coefficient of the differential operator ∂2t in equation
(5.2.1d). 
We now state the following four lemmas, which are needed for the proof of Proposition 5.4.1.
Lemma 5.4.2. The modified Ricci tensor from (5.1.3) can be decomposed as follows:
Rˆµν = −1
2
2ˆggµν +
3
2
(g0µ∂νω + g0ν∂µω) +
3
2
ω∂tgµν +Aµν , (µ, ν = 0, 1, 2, 3),(5.4.7)
where
Aµν = g
αβgκλ
[
(∂αgνκ)(∂βgµλ)− ΓανκΓβµλ
]
, (µ, ν = 0, 1, 2, 3).(5.4.8)
Proof. These computations are carried out in Lemma 4 of [28]. 
Lemma 5.4.3. The term Aµν (µ, ν = 0, 1, 2, 3) defined in (5.4.8) can be decomposed into principal terms and
error terms △A,µν as follows:
A00 = 3ω
2 − ωgab∂tgab + 2ωgab∂ag0b +△A,00,(5.4.9a)
A0j = 2ωg
00∂tg0j − 2ω2g00g0j − ωg00∂jg00 + ωgabΓajb +△A,0j, (j = 1, 2, 3),(5.4.9b)
Ajk = 2ωg
00∂tgjk − 2ω2g00gjk +△A,jk, (j, k = 1, 2, 3),(5.4.9c)
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where
△A,00 = (g00)2
{
(∂tg00)
2 − (Γ000)2
}
+ g00g0a
{
2(∂tg00)(∂tg0a + ∂ag00)− 4Γ000Γ00a
}(5.4.10a)
+ g00gab
{
(∂tg0a)(∂tg0b) + (∂ag00)(∂bg00)− 2Γ00aΓ00b
}
+ g0ag0b
{
2(∂tg00)(∂ag0b) + 2(∂tg0b)(∂ag00)− 2Γ000Γa0b − 2Γ00bΓ00a
}
+ gabg0l
{
2(∂tg0a)(∂lg0b) + 2(∂bg00)(∂ag0l)− 4Γ00aΓl0b
}
+ gabglm(∂ag0l)(∂bg0m) +
1
2
glm( gab∂tgal − 2ωδbl︸ ︷︷ ︸
e2Ωgab∂thal−2ωg0bg0l
)(∂bg0m + ∂mg0b)
− 1
4
gabglm(∂ag0l + ∂lg0a)(∂bg0m + ∂mg0b)− 1
4
( gab∂tgal − 2ωδbl︸ ︷︷ ︸
e2Ωgab∂thal−2ωg0bg0l
)( glm∂tgbm − 2ωδlb︸ ︷︷ ︸
e2Ωglm∂thbm−2ωg0lg0b
),
△A,0j = (g00)2
{
(∂tg00)(∂tg0j)− Γ000Γ0j0
}(5.4.10b)
+ g00g0a
{
(∂tg00)(∂tgaj + ∂ag0j) + (∂tg0j)(∂tg0a + ∂ag00)− 2Γ000Γ0ja − 2Γ0j0Γ00a
}
+ g00(gab∂tgbj − 2ωδaj︸ ︷︷ ︸
e2Ωgab∂thbj−g0ag0j
)
(
∂tg0a − 1
2
∂ag00
)
+
1
2
g00gab(∂ag00)(∂bg0j + ∂jg0b)
+ g0ag0b
{
(∂tg00)(∂agbj) + (∂tg0b)(∂ag0j) + (∂ag00)(∂tgbj) + (∂ag0b)(∂tg0j)
− Γ000Γajb − 2Γ00bΓ0ja − Γa0bΓ0j0
}
+ gabg0l
{
(∂tg0a)(∂lgbj) + (∂lg0a)(∂tgbj) + (∂bg00)(∂aglj) + (∂bg0l)(∂ag0j)− 2Γ00aΓljb
}
− gabg0l
{
(∂lg0a + ∂ag0l)Γ0jb − 1
2
(∂tgla)(∂bg0j − ∂jg0b)
}
+ ωg0a(∂tgaj − 2ωgaj︸ ︷︷ ︸
e2Ω∂thaj
) +
1
2
g0l( gab∂tgla − 2ωδbl︸ ︷︷ ︸
e2Ωgab∂thla−2ωg0bg0l
)∂tgbj
+ gabglm
{
(∂ag0l)(∂bgmj)− 1
2
(∂ag0l + ∂lg0a)Γbjm
}
+
1
2
gab(glm∂tgla − 2ωδma︸ ︷︷ ︸
e2Ωglm∂thla−g0mg0a
)Γbjm,
△A,jk = (g00)2
{
(∂tg0j)(∂tg0k)− Γ0j0Γ0k0
}(5.4.10c)
+ g00g0a
{
(∂tg0j)(∂tgak + ∂ag0k) + (∂tg0k)(∂tgaj + ∂ag0j)− 2Γ0j0Γ0ka − 2Γ0k0Γ0ja
}
+ g00gab
{
(∂ag0j)(∂bg0k)− 1
2
(∂ag0j − ∂jg0a)(∂bg0k − ∂kg0b)
}
− 1
2
g00
{
( gab∂tgaj − 2ωδbj︸ ︷︷ ︸
e2Ωgab∂thaj−2ωg0bg0j
)(∂bg0k − ∂kg0b) + ( gab∂tgbk − 2ωδak︸ ︷︷ ︸
e2Ωgab∂thbk−2ωg0ag0k
)(∂ag0j − ∂jg0a)
}
+ ωg00(gbkg
ab − δak︸ ︷︷ ︸
−g0kg0a
)∂tgaj +
1
2
g00( gab∂tgaj − 2ωδbj︸ ︷︷ ︸
e2Ωgab∂thaj−2ωg0bg0j
)(∂tgbk − 2ωgbk︸ ︷︷ ︸
e2Ω∂thbk
)
+ g0ag0b
{
(∂tg0j)(∂agbk) + (∂tgbj)(∂ag0k) + (∂ag0j)(∂tgbk) + (∂agbj)(∂tg0k)
− Γ0j0Γakb − 2Γ0jbΓ0ka − ΓajbΓ0k0
}
+ gabg0l
{
(∂tgaj)(∂lgbk) + (∂lgaj)(∂tgbk) + (∂bg0j)(∂aglk) + (∂bglj)(∂ag0k)− 2Γ0jaΓlkb − 2ΓljaΓ0kb
}
+ gabgml
{
(∂aglj)(∂bgmk)− ΓajlΓbkm
}
.
24
Stability of Irrotational Euler-Einstein
Proof. These computations are carried out in Lemma 5 of [28]. 
Lemma 5.4.4. The sums A00 + I00 and A0j + I0j , (j = 1, 2, 3), can be decomposed into principal terms and
error terms as follows, where I00, I0j are defined in (5.1.6a) - (5.1.6b); A00, A0j are defined in (5.4.8); and
△A,00,△A,0j are defined in (5.4.10a) - (5.4.10b):
A00 + 2ωΓ
0 − 6ω2 = ω∂tg00 + 3ω2(g00 + 1) + 3ω2g00 +△A,00 +△C,00,(5.4.11a)
A0j + 2ω(3ωg0j − Γj) = 4ω2g0j − ωgabΓajb +△A,0j +△C,0j, (j = 1, 2, 3),(5.4.11b)
where
△C,00 = −6(g00)−1ω2
{
(g00 + 1)
2 − g0ag0a
}
− ω(g00 + 1)( gab∂tgab − 6ω︸ ︷︷ ︸
e2Ωgab∂thab−2ωg0ag0a
) + 2ω(g00 + 1)gab∂ag0b
(5.4.12a)
+ ω(g00 + 1)(g00 − 1)∂tg00 + 2ωg00g0a(Γ0a0 + 2Γ00a) + 4ωg0ag0bΓ0ab + 2ωgabg0lΓalb,
△C,0j = 2ω2(g00 + 1)g0j − 2ωg0a
{
(∂tgaj − 2ωgaj︸ ︷︷ ︸
e2Ω∂thaj
) + ∂ag0j − ∂jg0a
}
, (j = 1, 2, 3).
(5.4.12b)
Proof. These computations are carried out in Lemma 6 of [28]. 
Lemma 5.4.5. The fully raised Christoffel symbols Γµαν (µ, α, ν = 0, 1, 2, 3) can be decomposed into principal
terms and error terms △µαν(Γ) as follows:
Γ000 = △000(Γ) ,(5.4.13a)
Γj00 = Γ00j = △j00(Γ) , (j = 1, 2, 3),(5.4.13b)
Γ0j0 = △0j0(Γ) , (j = 1, 2, 3),(5.4.13c)
Γ0jk = Γkj0 = −ωgjk +△0jk(Γ) , (j, k = 1, 2, 3),(5.4.13d)
Γj0k = Γk0j = ωgjk +△j0k(Γ) , (j, k = 1, 2, 3),(5.4.13e)
Γijk = △ijk(Γ), (i, j, k = 1, 2, 3),(5.4.13f)
Stability of Irrotational Euler-Einstein
25
where
△000(Γ) =
1
2
(g00)3∂tg00 +
1
2
g00g0ag0b(∂tgab + 2∂ag0b)(5.4.14a)
+
1
2
(g00)2g0a(2∂tg0a + ∂ag00) +
1
2
g0ag0bg0l∂agbl,
△j00(Γ) =
1
2
(g00)2(g0j∂tg00 + g
aj∂ag00) + g
00g0jga0∂tg0a + g
00gajg0b∂ag0b +
1
2
gajg0bg0l∂agbl,(5.4.14b)
△0j0(Γ) =
1
2
(g00)2(g0j∂tg00 + 2g
aj∂tg0a − gaj∂ag00)(5.4.14c)
+ g00(gajg0b∂tgab + g
a0g0j∂ag00 + g
a0gbj∂ag0b − gajg0b∂ag0b)
+ g0agbjg0l∂agbl − 1
2
g0agbjg0l∂bgal,
△0jk(Γ) =
1
2
g00
{
g0jg0k∂tg00 + g
0jgak∂ag00 + g
ajg0k(2∂tg0a − ∂ag00) + gajgkb(∂bg0a − ∂ag0b)
}
(5.4.14d)
+
1
2
g0a
{
g0jg0k∂ag00 + g
0jgbk(∂ag0b + ∂bg0a − ∂tgab)
+ gbjg0k(∂tgab + ∂ag0b − ∂bg0a) + gbjglk(∂agbl + ∂lgab − ∂bgal)
}
+
1
2
g00
(
gajgbk∂tgab − 2ωgjk︸ ︷︷ ︸
gbk(e2Ωgaj∂thab−2ωg0jg0b)
)
+ ω(g00 + 1)gjk,
△j0k(Γ) =
1
2
g00
{
g0jg0k∂tg00 + g
0jgak∂ag00 + g
ajg0k∂ag00 + g
ajgbk(∂ag0b + ∂bg0a)
}
(5.4.14e)
+
1
2
g0a
{
g0jg0k(2∂tg0a − ∂ag00) + g0jgbk(∂tgab + ∂bg0a − ∂ag0b)
+ gbjg0k(∂tgab + ∂bg0a − ∂ag0b) + gbjglk(∂bgal + ∂lgab − ∂agbl)
}
− 1
2
g00
(
gajgbk∂tgab − 2ωgjk︸ ︷︷ ︸
gbk(e2Ωgaj∂thab−2ωg0jg0b)
)− ω(g00 + 1)gjk,
△ijk(Γ) =
1
2
g0ig0jg0k∂tg00 +
1
2
(
gaig0jg0k + g0ig0jgak − g0igajg0k)∂ag00 + g0igajg0k∂tg0a(5.4.14f)
+
1
2
(
gaigbjg0k + gaig0jgbk + gbig0jgak + g0igbjgak − gbigajg0k − g0igajgbk)∂ag0b
+
1
2
(
g0igajgbk + gaigbjg0k − gaig0jgbk)∂tgab + 1
2
(
gaigbjglk + gbigljgak − gbigajglk)∂agbl.
Proof. The proof is again a series of tedious computations that follow from the formula
Γµαν = 12g
µκgαλgνσ(∂κgλσ + ∂σgκλ − ∂λgκσ). 
5.5. Classical local existence. In this section, we discuss classical local existence results for the modified
system of PDEs (5.4.2a) - (5.4.3). The theorems in this section are stated without proof; they can be proved
using standard methods described in e.g. [19, Ch. VI], [34, Ch. 16]. Also see [28, Proposition 1].
Theorem 5.1. (Local existence) Let N ≥ 3 be an integer. Let g˚µν = gµν |t=0, 2K˚µν = (∂tgµν)|t=0, (µ, ν =
0, 1, 2, 3), ∂¯Φ˚ = ∂¯Φ|t=0, and Ψ˚ = (∂tΦ)|t=0 be initial data (not necessarily satisfying the Einstein constraints)
on the manifold Σ = T3 for the modified system (5.4.2a) - (5.4.3) satisfying (for j, k = 1, 2, 3)
g˚00 + 1 ∈ HN+1, g˚0j ∈ HN+1, ∂¯g˚jk ∈ HN ,(5.5.1a)
K˚00 ∈ HN , K˚0j ∈ HN , K˚jk − ω(0)e2Ω(0) g˚jk ∈ HN ,(5.5.1b)
∂¯Φ˚ ∈ HN , Ψ˚− Ψ¯ ∈ HN ,(5.5.1c)
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where Ψ¯ > 0 is a constant. Assume further that there are constants C1, C2 > 1 and C3 > 0 such that
C−11 δabX
aXb ≤ g˚abXaXb ≤ C1δabXaXb, ∀(X1,X2,X3) ∈ R3,(5.5.2)
C−12 δ
abXaXb ≤ m˚abXaXb ≤ C2δabXaXb, ∀(X1,X2,X3) ∈ R3,(5.5.3)
g˚00 ≤ −C3,(5.5.4)
where the mjk, (j, k = 1, 2, 3) are the spatial components of the reciprocal acoustical metric (see (5.4.4c)). Then
these data launch a unique classical solution (gµν , ∂µΦ), (µ, ν = 0, 1, 2, 3), to the modified system existing on an
interval (T−, T+), with T− < 0 < T+, such that
gµν ∈ CN−1b ((T−, T+)× T3), ∂µΦ ∈ CN−2b ((T−, T+)× T3),(5.5.5)
such that g00 < 0, and such that the eigenvalues of the 3× 3 matrices gjk and mjk are uniformly bounded below
from 0 and from above.
The solution has the following regularity properties:
g00 + 1 ∈ C0((T−, T+),HN+1), g0j ∈ C0((T−, T+),HN+1), ∂¯gjk ∈ C0((T−, T+),HN ),
(5.5.6a)
∂tg00 ∈ C0((T−, T+),HN ), ∂tg0j ∈ C0((T−, T+),HN ), ∂tgjk − 2ω(t)gjk ∈ C0((T−, T+),HN ),
(5.5.6b)
∂¯Φ ∈ C0((T−, T+),HN ), eκΩ∂tΦ− Ψ¯ ∈ C0((T−, T+),HN ).(5.5.6c)
Furthermore, gµν is a smooth Lorentz metric on (T−, T+)× T3, and the sets {t} × T3 are Cauchy hypersurfaces
in the Lorentzian manifold (M def= (T−, T+)× T3, g) for t ∈ (T−, T+).
In addition, there exists an open neighborhood O of (˚gµν , K˚µν , ∂¯Φ˚, Ψ˚) such that all data belonging to O
launch solutions that also exist on the interval (T−, T+) and that have the same regularity properties as (g, ∂Φ).
Furthermore, on O, the map from the initial data to the solution is continuous.27
Finally, if, as described in Section 5.3, the data for the modified system are constructed from data for the
irrotational Einstein-Euler system satisfying the constraints (3.2.2a) - (3.2.2b) on an open subset S ⊂ T3, and
if the wave coordinate condition Qµ|S = 0 holds, then (gµν , ∂µΦ) is also a solution to the un-modified equations
(3.2.1a) - (3.2.1b) on D(S), the Cauchy development of S.
Remark 5.5.1. The hypotheses in Theorem 5.1 have been stated in a manner that allows us to apply to it
initial data near that of the background solution of Section 4. Furthermore, we remark that the assumptions
and conclusions concerning the metric components gjk would appear more natural if expressed in terms of the
variables hjk
def
= e−2Ωgjk; these rescaled quantities are the ones that we use in our global existence proof.
Remark 5.5.2. The fact that (gµν , ∂µΦ) is also a solution to the modified equations if the constraints and the
wave coordinate condition Qµ|Σ = 0 are satisfied is discussed more fully in Section 5.6.
In our proof of Theorem 11.1, we will use the following continuation principle, which provides criteria that are
sufficient to ensure that a solution to the modified equations exists globally in time. See [19, Theorem 6.4.11]
for the ideas behind a proof.
Theorem 5.2. (Continuation principle) Let Tmax be the supremum over all times T+ such that the solution
(gµν , ∂µΦ), (µ, ν = 0, 1, 2, 3), exists on the interval [0, T+) and has the properties stated in the conclusions of
Theorem 5.1. Let mµν be the reciprocal acoustical metric, which is defined above in Proposition 5.4.1. Then if
Tmax <∞, one of the following four possibilities must occur:
(1) There is a sequence (tn, xn) ∈ [0, Tmax)× T3 such that limn→∞ g00(tn, xn) = 0.
27By continuous, we mean continuous relative to the norms on the data and the norms on the solution that are stated in the
hypotheses and above conclusions of the theorem.
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(2) There is a sequence (tn, xn) ∈ [0, Tmax) × T3 such that the smallest eigenvalue of the 3 × 3 matrix
gjk(tn, xn) converges to 0 as n→∞.
(3) There is a sequence (tn, xn) ∈ [0, Tmax) × T3 such that the smallest eigenvalue of the 3 × 3 matrix
mjk(tn, xn) converges to 0 as n→∞.
(4) limt→Tmax sup0≤τ≤t
{∑3
µ,ν=0 ‖gµν‖C1b +
∑3
µ,ν=0 ‖mµν‖C1b +
∑3
µ=0 ‖∂µΦ‖L∞
}
=∞.
Similar results hold for an interval of the form (Tmin, 0].
Remark 5.5.3. If one the first two possibilities occurs, then the hyperbolicity of equations (5.4.2a) - (5.4.2c)
breaks down. Similarly, if the third possibility occurs, then the hyperbolicity of equation (5.4.3) breaks down.
5.6. Preservation of the wave coordinate condition. In Section 5.3, from given initial data for the Einstein
equations, we constructed initial data for the modified equations that in particular satisfy the wave coordinate
condition along the Cauchy hypersurface Σ; i.e., Qµ|t=0 = 0. As mentioned in the statement of Theorem 5.1,
these data launch a solution of both the modified equations and the Einstein equations. As mentioned in Section
5, this fact follows from the fact that Qµ = 0 in D(Σ). In the next proposition, we prove this fact.
Proposition 5.6.1. (Preservation of wave coordinates) Let
(
Σ = {x ∈ M | t = 0}, g¯jk, K¯jk, ∂¯Φ˚, Ψ˚
)
,
(j, k = 1, 2, 3), be initial data for the Einstein equations (3.2.1a) - (3.2.1b) that satisfy the constraints (3.2.2a)
- (3.2.2b). Let
(
gµν |t=0, ∂tgµν |t=0, ∂¯Φ˚, Ψ˚
)
, (µ, ν = 0, 1, 2, 3), be initial data for the modified equations (5.1.5a) -
(5.1.5b) that are constructed from the data for the Einstein equations as described in Section 5.3. In particular,
we recall that the construction of Section 5.3 leads the fact that Qµ|t=0 = 0 where Qµ is defined in (5.1.2b).
Let (M, gµν , ∂µΦ) be the maximal globally hyperbolic development of the data for the modified equations. Then
Qµ = 0 in D(Σ).
Remark 5.6.1. Although we assume that the equation of state satisfies the assumptions of Section 3, we do
not assume here that it is of the form p = c2sρ.
Proof. To prove Proposition 5.6.1, we first compute that for a solution of the modified equations, it follows that
Qµ is a solution to the hyperbolic system
gαβDαDβQµ +R
α
µ Qα + 2g
αβDαIµβ − gαβDµIαβ = −4I∂ΦDµΦ, (µ = 0, 1, 2, 3).(5.6.1)
where Iµν and I∂Φ, which depend linearly on the Qµ, are defined in (5.1.6a) - (5.1.6d). More specifically,
to obtain equation (5.6.1), apply Dν to each side of equation (5.6.2) below, and use the Bianchi identity
Dν(Rµν − 12Rgµν) = 0, equation (3.1.15), and the curvature relation DµDαQα = DαDµQα −R αµ Qα.
Since (5.6.1) is a system of wave equations and is of hyperbolic character, the fact that Qµ = 0 in D(Σ) would
follow from a standard uniqueness theorem for such systems (see e.g. [19, Ch. VI], [34, Ch.16]), together with
the knowledge that both Qµ|Σ = 0 and ∂tQµ|Σ = 0 hold. However, in constructing the data for the modified
equations, we have already exhausted our gauge freedom. Although the construction of Section 5.3 has led to
the condition Qµ|Σ = 0, it seems that we have no way to enforce the condition ∂tQµ|Σ = 0. The remarkable fact,
first exploited by Choquet-Bruhat in [8], is that the assumption that the original data for the Einstein equations
satisfies the constraints (3.2.2a) - (3.2.2b), together with the assumption Qµ|Σ = 0, automatically imply that
∂tQµ|Σ = 0. The remainder of the proof is dedicated to proving this fact.
First, using definition (5.1.3), we compute that for a solution of the modified equation (5.1.5a), the following
identity holds:
Rµν − 1
2
Rgµν + Λgµν − T (scalar)µν = −
1
2
(
DµQν +DνQµ
)
+
1
2
(DαQα)gµν − Iµν + 1
2
gαβIαβgµν , (µ, ν = 0, 1, 2, 3).
(5.6.2)
The left-hand side of (5.6.2) is simply the difference of the left and right sides of the Einstein equations
(3.2.1a). Since the initial data (Σ, g¯, K¯, ∂¯Φ˚, Ψ˚) for the Einstein equations are assumed to satisfy the constraints
(3.2.2a) - (3.2.2b), as described in Section 3.2.2, it follows that the Einstein equations are satisfied along Σ; i.e.,
the left-hand side of (5.6.2) vanishes at t = 0. Furthermore, since Qµ|t=0 = 0, it follows from definitions (5.1.6a)
28
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- (5.1.6d) that Iµν |t=0 = 0, (µ, ν = 0, 1, 2, 3), and I∂Φ|t=0 = 0. Using these facts and (5.6.2), we conclude that
the following equation holds:
−1
2
(
DµQν +DνQµ
)|t=0 + 1
2
(DαQα)|t=0gµν |t=0 = 0, (µ, ν = 0, 1, 2, 3).(5.6.3)
Now let Nˆµ = δµ0 denote the future-directed unit normal to Σ, and let X
ν
(j) = δ
ν
j , a vectorfield tangent to Σ.
Contracting (5.6.3) with NˆµXν , setting t = 0, using the facts that Qµ|t=0 = 0 and (Xν(j)∂νQµ)|t=0 = 0, we have
that
0 = −1
2
NˆµXν(j)(∂µQν + ∂νQµ)|t=0 = ∂tQj|t=0, (j = 1, 2, 3).(5.6.4)
We also contract (5.6.3) with NˆµNˆν set t = 0, and use (5.6.4), the fact that Qµ|t=0 = 0, and the fact that
g00|t=0 = −1, obtaining
∂tQ0|t=0 = 0.(5.6.5)
From (5.6.4) and (5.6.5), we conclude that the data for the system (5.6.1) are trivial.

6. Norms and Energies
In this section, we define the Sobolev norms28 and energies that will play a central role in our global existence
theorem of Section 11. Let us make a few comments on them. First, we remark that in Section 10, we will
show that if the norms are sufficiently small, then they are equivalent to the energies; i.e., the energies can be
used to control Sobolev norms of solutions. Next, we recall that the background solution variable ∂Φ˜ satisfies
∂tΦ˜ = Ψ¯e
−κΩ, ∂¯Φ˜ = 0, where Ψ¯ > 0 is the constant defined in (4.1.8). The quantity S∂Φ;N , which is introduced
below in (6.1.2e), measures the difference of the perturbed variable (∂tΦ, ∂¯Φ) from the background (∂tΦ˜, 0). We
also follow Ringström by introducing scalings by eαΩ, where α is a number, in the definitions of the norms and
energies. The effect of these scalings is that in our proof of global existence, a convenient and viable bootstrap
assumption to make for these quantities is that they are of size ǫ, where ǫ is sufficiently small. Finally, we
remark that the positive number q that appears in this section and throughout this article is defined in (8.2.2)
below, and we remind the reader that hjk
def
= e−2Ωgjk, (j, k = 1, 2, 3).
6.1. Norms for g and ∂Φ. In this section, we introduce the weighted Sobolev norms that will be used in
Section 9 to estimate the terms appearing in the modified equations. The weights are designed in order to make
the bootstrap argument of Section 11 easy to close.
Definition 6.1.1. We define the norms Sg00+1;N (t), Sg0∗;N (t), Sh∗∗;N (t), Sg;N (t), S∂Φ;N (t), SN (t), Sg00+1;N (t),
Sg0∗;N (t), Sh∗∗;N (t), Sg;N (t), and S∂Φ;N(t) as follows:
Sg00+1;N
def
= eqΩ‖∂tg00‖HN + eqΩ‖g00 + 1‖HN + e(q−1)Ω‖∂¯g00‖HN ,(6.1.1a)
Sg0∗;N
def
=
3∑
j=1
(
e(q−1)Ω‖∂tg0j‖HN + e(q−1)Ω‖g0j‖HN + e(q−2)Ω‖∂¯g0j‖HN
)
,(6.1.1b)
Sh∗∗;N
def
=
3∑
j,k=1
(
eqΩ‖∂thjk‖HN + ‖∂¯hjk‖HN−1︸ ︷︷ ︸
absent if N=0
+e(q−1)Ω‖∂¯hjk‖HN
)
,(6.1.1c)
S∂Φ;N
def
= ‖eκΩ∂tΦ− Ψ¯‖HN + e(κ−1)Ω‖∂¯Φ‖HN ,(6.1.1d)
(6.1.1e)
28Technically, S∂Φ;N is a norm of the difference of ∂Φ and the derivatives ∂Φ˜ of the background potential.
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Sg00+1;N (t)
def
= sup
0≤τ≤t
Sg00+1;N (τ),(6.1.2a)
Sg0∗;N (t)
def
= sup
0≤τ≤t
Sg0∗;N(τ),(6.1.2b)
Sh∗∗;N (t)
def
= sup
0≤τ≤t
Sh∗∗;N (τ),(6.1.2c)
Sg;N
def
= Sg00+1;N + Sg0∗;N + Sh∗∗;N ,(6.1.2d)
S∂Φ;N (t)
def
= sup
0≤τ≤t
S∂Φ;N(τ),(6.1.2e)
SN
def
= Sg;N + S∂Φ;N .(6.1.2f)
6.2. Energies for the metric g.
6.2.1. The building block energy for g. The energies for the metric components will be built from the quantities
defined in the following lemma. They are designed with equations (5.4.2a) - (5.4.2c) in mind.
Lemma 6.2.1. Let v be a solution to the scalar equation
2ˆgv = αH∂tv + βH
2v + F,(6.2.1)
where 2ˆg = g
λκ∂λ∂κ, α > 0 and β ≥ 0. For any constants γ ≥ 0, δ ≥ 0, we define
E2(γ,δ)[v, ∂v]
def
=
1
2
∫
T3
{−g00(∂tv)2 + gab(∂av)(∂bv)− 2γHg00v∂tv + δH2v2} d3x.(6.2.2)
Then there exist constants η > 0, C > 0, δ ≥ 0, and γ ≥ 0, with η and C depending on α, β, γ and δ, such that
|g00 + 1| ≤ η(6.2.3)
implies that
E2(γ,δ)[v, ∂v] ≥ C
∫
T3
(∂tv)
2 + gab(∂av)(∂bv) + C(γ)v
2 d3x,(6.2.4)
where C(γ) = 0 if γ = 0 and C(γ) = 1 if γ > 0. Furthermore, if β = 0, then γ = δ = 0. Finally, we have that
d
dt
(E2(γ,δ)[v, ∂v]) ≤ −ηHE2(γ,δ)[v, ∂v] +
∫
T3
{
− (∂tv + γHv)F +△E;(γ,δ)[v, ∂v]
}
d3x,(6.2.5)
where
△E;(γ,δ)[v, ∂v] = −γH(∂agab)v∂bv − 2γH(∂ag0a)v∂tv − 2γHg0a(∂av)(∂tv)(6.2.6)
− (∂ag0a)(∂tv)2 − (∂agab)(∂bv)(∂tv)− 1
2
(∂tg
00)(∂tv)
2
+
(
1
2
∂tg
ab + ωgab
)
(∂av)(∂bv) +
(
H − ω)gab(∂av)(∂bv)
− γH(∂tg00)v∂tv − γH(g00 + 1)(∂tv)2.
Proof. A proof based on a standard integration by parts argument
(
multiply both sides of equation (6.2.1) by
−(∂tv + γHv) before integrating over T3)
)
is given in Lemma 15 of [28]. In particular, we quote the following
identity:
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d
dt
(E2(γ,δ)[v, ∂v]) =
∫
T3
{
− (α− γ)H(∂tv)2 + (δ − β − γα)H2v∂tv − βγH3v2(6.2.7)
− (1 + γ)Hgab(∂av)(∂bv)− (∂tv + γHv)F +△E;(γ,δ)[v, ∂v]
}
d3x.

6.2.2. Energies for the components of g. In this section, we will use re-scaled versions of energies of the form
(6.2.2) to construct energies for the components of g.
Definition 6.2.1. We define the non-negative energies Eg00+1;N (t), Eg00+1;N (t), Eg0∗;N (t), Eg0∗;N (t), Eh∗∗;N (t),
Eh∗∗;N(t), Eg;N(t), and Eg;N (t) as follows:
E2g00+1;N
def
=
∑
|~α|≤N
e2qΩE2(γ00,δ00)[∂~α(g00 + 1), ∂(∂~αg00)],(6.2.8a)
E2g0∗;N
def
=
∑
|~α|≤N
3∑
j=1
e2(q−1)ΩE2(γ0∗,δ0∗)[∂~αg0j , ∂(∂~αg0j)],(6.2.8b)
E2h∗∗;N
def
=
∑
|~α|≤N
{ 3∑
j,k=1
e2qΩE2(0,0)[0, ∂(∂~αhjk)] +
1
2
∫
T3
c~αH
2
(
∂~αhjk(τ)
)2
d3x
}
,(6.2.8c)
E2g;N
def
= E2g00+1;N +E
2
g0∗;N + E
2
h∗∗;N ,(6.2.8d)
Eg00+1;N (t)
def
= sup
0≤τ≤t
Eg00+1;N (τ),(6.2.9a)
Eg0∗;N (t)
def
= sup
0≤τ≤t
Eg0∗;N(τ),(6.2.9b)
Eh∗∗;N (t)
def
= Eh∗∗;N (τ),(6.2.9c)
E2g;N
def
= E2g00+1;N + E
2
g0∗;N + E
2
h∗∗;N ,(6.2.9d)
where
hjk
def
= e−2Ωgjk, (j, k = 1, 2, 3),(6.2.10a)
c~α
def
= 0, if |~α| = 0,(6.2.10b)
c~α
def
= 1, if |~α| > 0,(6.2.10c)
and (γ00, δ00), (γ0∗, δ0∗), and (γ∗∗, δ∗∗) = (0, 0) are the constants generated by applying Lemma 6.2.1 to equations
(5.4.2a) - (5.4.2c) respectively.
In the next lemma, we provide a preliminary estimate of the time derivative of these energies.
Lemma 6.2.2. Assume that (gµν , ∂µΦ), (µ, ν = 0, 1, 2, 3), is a solution to the modified equations (5.4.2a) -
(5.4.2c), and let Eg00+1;N , Eg0∗;N , and Eh∗∗;N be as in Definition 6.2.1. Let [2ˆg, ∂~α] denote the commutator of
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the operators 2ˆg and ∂~α. Then the following differential inequalities are satisfied, where △E;(γ,δ)[·, ∂(·)] is defined
in (6.2.6), and the constants (γ00, δ00), (γ0∗, δ0∗), and (γ∗∗, δ∗∗) = (0, 0) are defined in Definition 6.2.1:
d
dt
(E2g00+1;N ) ≤ (2q − η00)HE2g00+1;N + 2q(ω −H)E2g00+1;N
(6.2.11a)
−
∑
|~α|≤N
∫
T3
e2qΩ
{
∂t∂~α(g00 + 1) + γ00H∂~α(g00 + 1)
}{
∂~α△00 + [2ˆg, ∂~α](g00 + 1)
}
d3x
+
∑
|~α|≤N
∫
T3
e2qΩ△E;(γ00,δ00)[∂~α(g00 + 1), ∂(∂~αg00)] d3x,
d
dt
(E2g0∗;N ) ≤ [2(q − 1)− η0∗]HE2g0∗;N + 2(q − 1)(ω −H)E2g0∗;N
(6.2.11b)
−
∑
|~α|≤N
3∑
j=1
∫
T3
e2(q−1)Ω
{
∂t∂~αg0j + γ0∗H∂~αg0j
}{− 2H∂~α(gabΓajb) + ∂~α△0j + [2ˆg, ∂~α]g0j} d3x
+
∑
|~α|≤N
3∑
j=1
∫
T3
e2(q−1)Ω△E;(γ0∗,δ0∗)[∂~αg0j , ∂(∂~αg0j)] d3x,
d
dt
(E2h∗∗;N ) ≤ (2q − η∗∗)HE2h∗∗;N + 2q(ω −H)E2h∗∗;N
(6.2.11c)
−
∑
|~α|≤N
3∑
j,k=1
∫
T3
e2qΩ
{
∂t∂~αhjk + γ∗∗︸︷︷︸
0
H∂~αhjk
}{
∂~α△jk + [2ˆg, ∂~α]hjk
}
d3x
+
∑
|~α|≤N
3∑
j,k=1
∫
T3
e2qΩ△E;(0,0)[0, ∂(∂~αhjk)] d3x+
∑
1≤|~α|≤N
∫
T3
H2(∂~α∂thjk)(∂~αhjk) d
3x.
Proof. Lemma 6.2.2 follows easily from definitions (6.2.8a) - (6.2.9d), and from (6.2.5). 
The following corollary follows easily from Lemma 6.2.2, definitions (6.2.8a) - (6.2.8c), and the Cauchy-
Schwarz inequality for integrals.
32
Stability of Irrotational Euler-Einstein
Corollary 6.2.3. Under the assumptions of Lemma 6.2.2, we have that
d
dt
(E2g00+1;N ) ≤ (2q − η00)HE2g00+1;N + 2q(ω −H)E2g00+1;N + Sg00+1;NeqΩ‖△00‖HN
(6.2.12a)
+ Sg00+1;N
∑
|~α|≤N
eqΩ‖[2ˆg, ∂~α](g00 + 1)‖L2 +
∑
|~α|≤N
e2qΩ‖△E;(γ00,δ00)[∂~α(g00 + 1), ∂(∂~αg00)]‖L1 ,
d
dt
(E2g0∗;N ) ≤ [2(q − 1)− η0∗]HE2g0∗;N + 2(q − 1)(ω −H)E2g0∗;N
(6.2.12b)
+ 2HSg0∗;N
3∑
j=1
e(q−1)Ω‖gabΓajb‖HN + Sg0∗;N
3∑
j=1
e(q−1)Ω‖△0j‖HN
+ Sg0∗;N
∑
|~α|≤N
3∑
j=1
e(q−1)Ω‖[2ˆg, ∂~α]g0j‖L2 +
∑
|~α|≤N
3∑
j=1
e2(q−1)Ω‖△E;(γ0∗,δ0∗)[∂~αg0j , ∂(∂~αg0j)]‖L1 ,
d
dt
(E2h∗∗;N ) ≤ (2q − η∗∗)HE2h∗∗;N + 2q(ω −H)E2h∗∗;N + Sh∗∗;N
3∑
j,k=1
‖△jk‖HN
(6.2.12c)
+ Sh∗∗;N
∑
|~α|≤N
3∑
j,k=1
‖[2ˆg, ∂~α]hjk‖L2 +
∑
|~α|≤N
3∑
j,k=1
‖△E;(0,0)[0, ∂(∂~αhjk)‖L1 +H2e−qΩS2h∗∗;N ,
where the norms Sg00+1;N , Sg0∗;N , Sh∗∗;N are defined in Definition 6.1.1.
6.3. Energies for the fluid variable ∂Φ. In this section, we define the energies that we will use to study the
irrotational fluid equation (5.4.3). We begin by stating their definitions.
Definition 6.3.1. Let Ψ¯ be the positive constant defined in (4.1.8). Then we define the following non-negative
energies E∂Φ;N (t), E∂Φ;N (t) for ∂Φ as follows:
E2∂Φ;0
def
=
1
2
∫
T3
(eκΩ∂tΦ− Ψ¯)2 + e2κΩmab(∂aΦ)(∂bΦ) d3x,(6.3.1a)
E2∂Φ;N
def
= E20 +
∑
1≤|~α|≤N
1
2
∫
T3
e2κΩ(∂t∂~αΦ)
2 + e2κΩmab(∂a∂~αΦ)(∂b∂~αΦ) d
3x, (N ≥ 1),(6.3.1b)
E∂Φ;N (t)
def
= sup
0≤τ≤t
E∂Φ;N (τ).(6.3.1c)
In the next lemma, we provide a preliminary estimate of the time derivative of the fluid energies.
Lemma 6.3.1. Let ∂Φ be a solution to
2ˆmΦ = κω(t)∂tΦ+△∂Φ,(6.3.2)
where
2ˆm
def
= −∂2t +mab∂a∂b + 2m0a∂t∂a(6.3.3)
is the reduced wave operator corresponding to the reciprocal acoustical metric mµν , (µ, ν = 0, 1, 2, 3), and
κ =
3
1 + 2s
= 3c2s.(6.3.4)
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Let [2ˆm, ∂~α] denote the commutator of the operators 2ˆm and ∂~α. Then
d
dt
(E2∂Φ;N ) = −
∫
T3
(∂am
0a)(eκΩ∂tΦ− Ψ¯)2 d3x −
∑
1≤|~α|≤N
∫
T3
e2κΩ(∂am
0a)(∂t∂~αΦ)
2 d3x
(6.3.5)
−
∫
T3
eκΩ(∂am
ab)(eκΩ∂tΦ− Ψ¯)(∂bΦ) d3x −
∑
1≤|~α|≤N
∫
T3
e2κΩ(∂bm
ab)(∂t∂~αΦ)(∂b∂~αΦ) d
3x
−
∫
T3
eκΩ(△∂Φ)(eκΩ∂tΦ− Ψ¯) d3x−
∑
1≤|~α|≤N
∫
T3
e2κΩ(∂~α△∂Φ)∂t∂~αΦ d3x
−
∑
1≤|~α|≤N
∫
T3
e2κΩ([2ˆm, ∂~α]Φ)∂t∂~αΦ d
3x+
1
2
∑
|~α|≤N
∫
T3
e2κΩ(∂tm
ab + 2κωmab)(∂a∂~αΦ)(∂b∂~αΦ) d
3x.
Proof. This is a standard integration by parts lemma that can be proved using the ideas of Lemma 6.2.1. We
provide a sketch of the proof. We begin by differentiating under the integral in the definition of E2∂Φ;N to
conclude that
d
dt
(E2∂Φ;N ) =
∑
|~α|≤N
∫
T3
{
∂~α(e
κΩ∂tΦ− Ψ¯)
}
∂t∂~α(e
κΩ∂tΦ) + e
2κΩmab(∂t∂a∂~αΦ)(∂b∂~αΦ) d
3x(6.3.6)
+
∑
|~α|≤N
∫
T3
e2κΩ
(1
2
∂tm
ab + κωmab
)
(∂a∂~αΦ)(∂b∂~αΦ) d
3x.
For each fixed ~α, we will now eliminate the highest derivatives of Φ in (6.3.6) (i.e., the derivatives of order
|~α|+ 2). To this end, we first differentiate equation (6.3.2) with ∂~α and multiply both sides of the equation by
eκΩ, which allows us to express the resulting equality as
−∂t∂~α(eκΩ∂tΦ− Ψ¯) + eκΩmab∂a∂b∂~αΦ = eκΩ∂~α△∂Φ + eκΩ[2ˆm, ∂~α]Φ− 2eκΩm0a∂t∂a∂~αΦ.(6.3.7)
We then multiply both sides of (6.3.7) by −∂~α(eκΩ∂tΦ− Ψ¯), integrate over T3, and integrate by parts. Inserting
the identity that arises into (6.3.6), we arrive at (6.3.5). 
We now state the following corollary, which follows easily from definition (6.1.1d), Lemma 6.3.1, and the
Cauchy-Schwarz inequality for integrals.
Corollary 6.3.2. Under the hypotheses of Lemma 6.3.1, we have that
d
dt
(E2∂Φ;N ) ≤ S2∂Φ;N‖∂am0a‖L∞ + S2∂Φ;N
3∑
b=1
eΩ‖∂amab‖L∞ + S∂Φ;NeκΩ‖△∂Φ‖HN(6.3.8)
+ S∂Φ;N
∑
1≤|~α|≤N
eκΩ‖[2ˆm, ∂~α]Φ‖L2 +
1
2
S2∂Φ;N
3∑
a,b=1
e2κΩ‖∂tmab + 2ωmab‖L∞
+ (κ − 1)ω
∑
|~α|≤N
∫
T3
e2κΩmab(∂a∂~αΦ)(∂b∂~αΦ) d
3x,
where S∂Φ;N is defined in (6.1.1d).
6.4. The total energy EN .
Definition 6.4.1. Let Eg;N and E∂Φ;N be the metric component and fluid energies defined in (6.2.9d) and
(6.3.1c) respectively. We define EN , the total energy associated to (gµν , ∂µΦ), (µ, ν = 0, 1, 2, 3), as follows:
EN
def
= Eg;N +E∂Φ;N .(6.4.1)
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7. Linear-Algebraic Estimates of gµν and g
µν , (µ, ν = 0, 1, 2, 3)
In this section, we provide some linear-algebraic estimates of gµν and g
µν . In addition to providing some
rough L∞ estimates that we will use in Sections 9 and 10, the lemmas that we prove will guarantee that gµν is
a Lorentzian metric. We remark that we already made use of this fact in our statement of the conclusions of
Theorem 5.1. The estimates are based on the following rough assumptions, which we will upgrade during our
global existence argument.
Rough Bootstrap Assumptions for gµν :
In this section, we assume that there are constants η > 0 and c1 ≥ 1 such that
|g00 + 1| ≤ η,(7.0.1a)
c−11 δabX
aXb ≤ e−2ΩgabXaXb ≤ c1δabXaXb, ∀(X1,X2,X3) ∈ R3,(7.0.1b)
3∑
a=1
|g0a|2 ≤ ηc−11 e2(1−q)Ω.(7.0.1c)
For our global existence argument, we will assume that η = ηmin, where ηmin is defined in Section 8.2.
Lemma 7.0.1. Let gµν be a symmetric 4× 4 matrix of real numbers. Let (g♭)jk be the 3× 3 matrix defined by
(g♭)jk = gjk, let (g
−1
♭ )
jk be the 3 × 3 inverse of (g♭)jk. Assume that g00 < 0 and that (g♭)jk is positive definite.
Then gµν is a Lorentzian metric with inverse g
µν , g00 < 0, and the 3× 3 matrix (g#)jk defined by (g#)jk def= gjk
is positive definite. Furthermore, the following formulas hold:
g00 =
1
g00 − d2 ,(7.0.2a)
g00
g00 − d2 (g
−1
♭ )
abXaXb ≤ (g#)abXaXb ≤ (g−1♭ )abXaXb, ∀(X1,X2,X3) ∈ R3,(7.0.2b)
g0j =
1
d2 − g00 (g
−1
♭ )
ajg0a, (j = 1, 2, 3),(7.0.2c)
where
d2 = (g−1♭ )
abg0ag0b.(7.0.3)
Proof. Lemma 7.0.1 is a combining of Lemmas 1 and 2 of [28]. 
Lemma 7.0.2. Let gµν be a symmetric 4× 4 matrix of real numbers satisfying (7.0.1a) - (7.0.1c), where Ω ≥ 0
and 0 ≤ q < 1. Then g is a Lorentzian metric, and there exists a constant η0 > 0 such that 0 ≤ η ≤ η0 implies
that the following estimates hold for the its inverse gµν :
|g00 + 1| ≤ 4η,(7.0.4a) √√√√ 3∑
a=1
|g0a|2 ≤ ηc−11 e−2Ω
√√√√ 3∑
a=1
|g0a|2,(7.0.4b)
|g0ag0a| ≤ 2c1e−2Ω
3∑
a=1
|g0a|2,(7.0.4c)
2
3c1
δabXaXb ≤ e2ΩgabXaXb ≤ 3c1
2
δabXaXb, ∀(X1,X2,X3) ∈ R3.(7.0.4d)
Proof. Lemma 7.0.2 is proved as Lemma 7 in [28]. 
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8. The Bootstrap Assumption for SN and the Definition of N, ηmin and q
In this short section, we define the quantities N, ηmin, and q. We then introduce some assumptions that will
be used in our derivation of the estimates of Sections 9 and 10.
8.1. The definition of N and the assumption SN ≤ ǫ. For the remainder of the article, we will assume
that N is an integer subject to one of the following requirements:
N ≥ 3, (this is large enough for all of our results except some of the conclusions of Theorem 12.1),(8.1.1)
N ≥ 5, (for the full results of Theorem 12.1 to be valid).(8.1.2)
We require N to be of this size to ensure that various Sobolev embedding results are valid; see also Remark
12.0.2.
In our global existence argument, we will make the following bootstrap assumption:
SN [g, ∂Φ] ≤ ǫ,(8.1.3)
where SN is defined in (6.1.2f), and ǫ is a sufficiently small positive number. Above we have written SN [g, ∂Φ]
to emphasize the dependence of SN on (g, ∂Φ). Observe that SN [g˜, ∂Φ˜] = 0, where g˜, ∂Φ˜ is the background
solution from Section 4; i.e., SN [g, ∂Φ] measures how much (g,Φ) differs from the background solution.
8.2. The definitions of ηmin and q.
Definition 8.2.1. Let us apply Lemma 6.2.1 to each of the equations (5.4.2a) - (5.4.2c), denoting the constant
η produced by the lemma in each case by η00, η0∗, and η∗∗ respectively. Furthermore, let η0 be the constant
from Lemma 7.0.2. We now define the positive quantities (recalling that 0 < κ < 1 when 0 < cs <
√
1/3) ηmin
and q by
ηmin
def
=
1
8
min
{
1, η0, η00, η0∗, η∗∗
}
,(8.2.1)
q
def
=
2
3
min
{
ηmin,κ, 1− κ
}
.(8.2.2)
We remark that ηmin and q have been chosen to be small enough so that the bootstrap argument for global
existence given in Section 11.2 will close. In particular, inequality (7.0.4a), with η ≤ ηmin, guarantees that the
energies E(γ,δ)[·, ∂(·)] for solutions to (5.4.2a) - (5.4.2c) have the coercive property (6.2.4).
Remark 8.2.1. By Sobolev embedding and Lemma 7.0.2, if ǫ is small enough, then the assumption SN ≤ ǫ
implies that there exists a constant C > 0 such that
|g00 + 1| ≤ Cǫ,(8.2.3a)
3∑
j=1
|g0j | ≤ Cǫe(1−q)Ω.(8.2.3b)
Therefore, if ǫ is sufficiently small, the inequalities (7.0.1a) and (7.0.1c) are an automatic consequence of
(7.0.1b) and the assumption SN ≤ ǫ.
9. Sobolev Estimates
In this section, we use the bootstrap assumptions of Sections 7 and 8 to derive estimates of all of the terms
appearing in the modified equations (5.4.2a) - (5.4.3) in terms of the norms defined in Section 6.1. The main
goal is to show that the error terms are small compared to the principal terms, which is the main step in closing
the bootstrap argument in the proof of Theorem 11.1. More specifically, in Section 11.1, the estimates of this
section will be coupled with the energy inequalities of Corollary 6.2.3 and Corollary 6.3.2 in order to derive a
system of integral inequalities for the solution. We divide the analysis into two propositions: Proposition 9.1.1
provides estimates for g and ∂tΦ, while Proposition 9.2.1 provides estimates for the error terms, the reciprocal
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acoustical metric, and for ∂µΦ, (µ = 0, 1, 2, 3). In particular, the latter proposition provides estimates for the
ratio zj
def
=
e−Ω∂jΦ
∂tΦ
, (j = 1, 2, 3), which are crucial for closing the bootstrap argument of Theorem 11.1. The main
tools for proving the propositions are standard Sobolev-Moser product-type estimates, which we have collected
together in the Appendix for convenience.
9.1. Estimates of gµν , g
µν , (µ, ν = 0, 1, 2, 3), ‖eκΩ∂tΦ − Ψ¯‖L∞ , and
∥∥∥ 1∂tΦ∥∥∥L∞. In this section, we state and
prove the first proposition that will be used to deduce the energy inequalities of Section 11.1.
Proposition 9.1.1. Let N ≥ 3 be an integer, and assume that the bootstrap assumptions (7.0.1a) - (7.0.1c)
hold on the spacetime slab [0, T ) × T3 for some constant c1 ≥ 1 and for η = ηmin. Then there exists a constant
ǫ′ > 0 and a constant C > 0, where C depends on N, c1, and ηmin, such that if and SN (t) < ǫ′ on [0, T ), then
the following estimates also hold on [0, T ), where hjk = e
−2Ωgjk :
‖g00‖L∞ ≤ 2,(9.1.1a)
‖g0j‖L∞ ≤ Ce(1−q)ΩSg;N ,(9.1.1b)
‖gjk‖L∞ ≤ Ce2Ω,(9.1.1c)
‖∂¯g00‖HN−1 ≤ Ce−qΩSg;N ,(9.1.2a)
‖g00‖L∞ ≤ 5,(9.1.2b)
‖g00 + 1‖HN ≤ Ce−qΩSg;N ,(9.1.2c)
‖g00 + 1‖L∞ ≤ Ce−qΩSg;N ,(9.1.2d)
‖gjk‖L∞ ≤ Ce−2Ω,(9.1.2e)
‖∂¯gjk‖HN−1 ≤ Ce−2ΩSg;N ,(9.1.2f)
‖∂¯gjk‖L∞ ≤ Ce−2ΩSg;N ,(9.1.2g)
‖g0j‖HN ≤ Ce−(1+q)ΩSg;N ,(9.1.2h)
‖g0j‖C1b ≤ Ce
−(1+q)ΩSg;N ,(9.1.2i)
‖∂tgjk − 2ωgjk‖HN ≤ Ce(2−q)ΩSh∗∗;N ,(9.1.3a)
‖∂tgjk − 2ωgjk‖C1b ≤ Ce
(2−q)ΩSh∗∗;N ,(9.1.3b)
‖∂tgjk‖C1b ≤ Ce
2Ω,(9.1.3c)
‖gaj∂tgak − 2ωδjk‖HN ≤ Ce−qΩSg;N ,(9.1.4a)
‖gaj∂tgak − 2ωδjk‖L∞ ≤ Ce−qΩSg;N ,(9.1.4b)
‖∂tgjk + 2ωgjk‖HN ≤ Ce−(2+q)ΩSg;N ,(9.1.5a)
‖∂tgjk + 2ωgjk‖L∞ ≤ Ce−(2+q)ΩSg;N ,(9.1.5b)
‖∂tg00‖L∞ ≤ Ce−qΩSg;N ,(9.1.5c)
‖∂tg0j‖L∞ ≤ Ce−(1+q)ΩSg;N ,(9.1.5d)
‖∂tgjk‖L∞ ≤ Ce−2Ω,(9.1.5e)
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‖gabΓajb‖HN ≤ Ce(1−q)ΩSh∗∗;N ,(9.1.6a)
‖gabΓajb‖HN−1 ≤ CSh∗∗;N .(9.1.6b)
Furthermore, the following estimates for ∂tΦ hold:
‖eκΩ∂tΦ− Ψ¯‖L∞ ≤ CS∂Φ;N ,(9.1.7a) ∥∥∥ 1
∂tΦ
∥∥∥
L∞
≤
( 1
Ψ¯
+ CS∂Φ;N
)
eκΩ.(9.1.7b)
In the above estimates, the norms Sh∗∗;N , Sg;N , and S∂Φ;N are defined in Definition 6.1.1.
Proof. Most of these estimates can be found in the statements and proofs of Lemmas 9, 11, 18, and 20 of [28].
The exceptions are (9.1.5d), (9.1.5e), (9.1.7a), and (9.1.7b). For brevity, we do not repeat all of the details of
the estimates that are proved in [28].
Remark 9.1.1. Throughout all of the remaining proofs in this article, we freely use the results of Lemma 4.2.1,
the definitions of the norms from Section 6.1, the definitions (8.2.1), (8.2.2) of ηmin and q, and the Sobolev
embedding result HM+2(T3) →֒ CMb (T3), (M ≥ 0). We also freely use the assumption that SN , which is
defined in (6.1.2f), is sufficiently small without explicitly mentioning it every time. Furthermore,
the smallness is adjusted as necessary at each step in the proof. To avoid overburdening the paper
with details, we don’t give explicit estimates for how small SN must be. We also remark that as discussed in
Section 2.4, the constants c, C,C∗ that appear throughout the article can be chosen uniformly (however, they
may depend on N) as long as SN is sufficiently small. Finally, we prove statements in logical order, rather than
the order in which they are stated in the proposition.
Before beginning the proof, we observe the following Counting Principle, which provides a very useful heuristic
guideline for the estimates concerning the spacetime metric, its inverse, and its derivatives. This tool is only
intended to help guide the reader through the estimates; we will provide full proofs of many of the estimates.
Counting Principle
Consider a product which contains as factors metric components gµν , the inverse metric components g
µν , and
first derivatives of these quantities. If u denotes the total number of upstairs spatial metric among these
factors, and d denotes the total number of downstairs spatial metric indices, then the expected contribution
to the rate of growth/decay of the HN norm of the product coming from these terms is no larger than eΩ(d−u). For
purposes of counting, a spatial derivative ∂j is considered to be a downstairs spatial index, while time derivatives
are neutral. We remark that by these criteria, hjk, (j, k = 1, 2, 3), is an order 1 term that doesn’t contribute to
the decay rate. Furthermore, each factor in a product, excluding hjk but including ∂ahjk, that is equal to one of
quantities under an HN norm in definitions (6.1.1a) - (6.1.1c) contributes an additional decay factor of e−qΩ.
As an example, we remark that ‖gabΓajb‖HN grows at a rate no larger than e(1−q)Ω (compare with inequality
(9.1.6a)). As a second example, we note the identity g00 + 1 = 1g00 [(g00 + 1) − g0ag0a], the right-hand side of
which allows us to conclude that ‖g00 +1‖HN grows at a rate no larger than e−qΩ (because g00+1 is one of the
factors under an HN norm on the right-hand side of (6.1.1a)). The net effect is that with only a single exception,
the products appearing on the right-hand sides of the energy inequalities of Corollary 6.2.3 and Corollary 6.3.2
can be bounded by e−qΩ times one or more of the norms (which, according to our assumption SN ≤ ǫ′, should
be thought of as size ≤ ǫ′). The one exception is a term in inequality (6.2.12b), namely the dangerous term
Sg0∗;Ne
(q−1)Ω‖gabΓajb‖HN . Consequently, we have to pay special attention to it during the global existence
argument of Section 11; see Remark 11.1.1.
Remark 9.1.2. The Counting Principle applies only to the HN norms of products of the metric components,
the inverse metric components, and first derivatives of these quantities. For example, one should not estimate
the growth rate of ‖∂a∂bg00‖HN−1 by simply observing that there are two spatial indices downstairs. The correct
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rate in this case, which can be discerned from definition (6.1.1a), is e(1−q)Ω. Furthermore, the Counting Principle
is not intended to be used on the fluid quantities.
Proof of (9.1.1a) - (9.1.1c): The estimates (9.1.1a) and (9.1.1b) follow from the definition (6.1.2f) of SN and
Sobolev embedding. The estimate (9.1.1c) follows from the bootstrap assumption (7.0.1b).
Proof of (9.1.2b), (9.1.2e), and the preliminary estimate ‖g0j‖L∞ ≤ Ce−(1+q)ΩSg;N : The L∞ estimates (9.1.2b),
(9.1.2e), as well as the estimate ‖g0j‖L∞ ≤ Ce−(1+q)ΩSg;N , which we will need shortly, follow from the definition
(6.1.2d) of Sg;N , Lemma 7.0.1, and Lemma 7.0.2.
Proof of (9.1.2a), (9.1.2f), (9.1.2g), (9.1.2h), and (9.1.2i): The proofs of (9.1.2a), (9.1.2f), and (9.1.2h) begin
with the fact that ∂~αg
µν is a linear combination of terms of the form
gλ1µgλ2κ1 · · · gλnκn−1gνκn(∂~α1gλ1κ1) · · · (∂~αngλnκn),(9.1.8)
where ~α1+ · · · ~αn = ~α, where each |~αi| > 0. We remark that (9.1.8) can be shown inductively, using the identity
∂λg
µν = −gαµgβν∂λgαβ .
To prove (9.1.2a), we must estimate (9.1.8) in L2 for 1 ≤ |~α| ≤ N, with µ, ν in (9.1.8) equal to 0, 0. To
this end, we first bound the terms gλ10gλ2κ1 · · · gλnκn−1g0κn in L∞, and then estimate the remaining product
(∂~α1gλ1κ1) · · · (∂~αngλnκn) in L2 using Proposition A-2. The L∞ terms are bounded using (9.1.2b), (9.1.2e), and
the estimate ‖g0j‖L∞ ≤ Ce−(1+q)ΩSg;N shown above. The L2 terms are controlled by Sg;N . The only difficulty
is keeping track of the powers of eΩ, which Ringström accomplishes inductively through a counting argument
that is analogous to the Counting Principle stated above; the details can be found in the proof of Lemma 9 of
[28]. The proofs of (9.1.2f) and (9.1.2h) are similar. Inequalities (9.1.2g) and (9.1.2i) now follow from (9.1.2f),
(9.1.2h), and Sobolev embedding.
Proof of (9.1.2c) - (9.1.2d): The estimate (9.1.2c) follows from the identity g00 + 1 = 1g00 [(g00 + 1) − g0ag0a],
Corollary A-3 with v = g00 and F (g00) =
1
g00
in the corollary, Proposition A-5, the definition (6.1.2d) of Sg;N ,
(9.1.2h), and (9.1.2i). Inequality (9.1.2d) then follows from (9.1.2c) and Sobolev embedding.
Proof of (9.1.3a) - (9.1.3c): The estimate (9.1.3a) follows directly from the definition (6.1.2c) of Sh∗∗;N and
the observation that ∂thjk = e
−2Ω(∂tgjk − 2ωgjk). Inequality (9.1.3b) then follows from (9.1.3a) and Sobolev
embedding. Inequality (9.1.3c) now follows from (9.1.1c), (9.1.3b), and Sobolev embedding.
Proof of (9.1.4a) - (9.1.4b): Recall that δjk = g
0jg0k + g
ajgak. Using this fact, the estimate (9.1.4a) follows from
Proposition A-5, the definition (6.1.2d) of Sg;N , and (9.1.2e) - (9.1.3b). Inequality (9.1.4b) then follows from
(9.1.4a) and Sobolev embedding.
Proof of (9.1.5a) - (9.1.5e): To prove (9.1.5a), first note the identity ∂tg
jk = −gαjgβk∂tgαβ , which was mentioned
below the statement of (9.1.8). We then use Proposition A-5, the definition (6.1.2d) of Sg;N , Sobolev embedding,
(9.1.2a), (9.1.2b), (9.1.2e), (9.1.2f), (9.1.2h), and (9.1.4a) to conclude that
‖∂tgjk + 2ωgjk‖HN ≤ ‖gbk(gaj∂tgab − 2ωδjb )‖HN + ‖g0jgbk∂tg0b‖HN + ‖gajg0k∂tg0a‖HN + ‖g0jg0k∂tg00‖HN
(9.1.9)
≤ Ce−(2+q)ΩSg;N ,
which gives (9.1.5a). Inequality (9.1.5b) now follows from (9.1.5a) and Sobolev embedding. Inequality (9.1.5e)
then follows from (9.1.2e) and (9.1.5b). The proofs of (9.1.5c) and (9.1.5d) are similar, and we omit the details.
Proof of (9.1.6a): To prove (9.1.6a), we first use Proposition A-5 to conclude that
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‖gabΓajb‖HN ≤ C
{‖gab‖L∞‖Γajb‖HN + ‖∂¯gab‖HN−1‖Γajb‖L∞}.(9.1.10)
Recalling that Γajb =
1
2
(
∂agbj + ∂bgaj − ∂jgab
)
and that gjk = e
2Ωhjk, and using (9.1.2e), (9.1.2f), the def-
initions (6.1.2c) and (6.1.2f) of Sh∗∗;N and SN , and Sobolev embedding, it follows that the right-hand side of
(9.1.10) is bounded from above by Ce(1−q)ΩSh∗∗;N . This proves (9.1.6a). The proof of (9.1.6b) follows similarly.
Proof of (9.1.7a) - (9.1.7b): Inequality (9.1.7a) follows immediately from the definition (6.1.2e) of S∂Φ;N and
Sobolev embedding. Assuming that S∂Φ;N is sufficiently small, inequality (9.1.7b) follows trivially from (9.1.7a).
This concludes the proof of Proposition 9.1.1.

9.2. Estimates of the error terms, mµν , and ∂µΦ, (µ, ν = 0, 1, 2, 3). In this section, we state and prove the
second proposition that will be used to deduce the energy inequalities of Section 11.1.
Proposition 9.2.1. Let N ≥ 3 be an integer, and assume that the bootstrap assumptions (7.0.1a) - (7.0.1c)
hold on the spacetime slab [0, T ) × T3 for some constant c1 ≥ 1 and for η = ηmin. Then there exists a constant
ǫ′′ > 0 and a constant C > 0, where C depends on N, c1, and ηmin, such that if and SN (t) < ǫ′′ on [0, T ),
then the following estimates also hold on [0, T ) for the quantities △A,µν ,△C,00, and △C,0j, defined in (5.4.10a)
- (5.4.10c) and (5.4.12a) - (5.4.12b):
‖△A,00‖HN ≤ Ce−2qΩS2g;N ,(9.2.1a)
‖△A,0j‖HN ≤ Ce(1−2q)ΩS2g;N ,(9.2.1b)
‖△A,jk‖HN ≤ Ce(2−2q)ΩS2g;N ,(9.2.1c)
‖△C,00‖HN ≤ Ce−2qΩS2g;N ,(9.2.1d)
‖△C,0j‖HN ≤ Ce(1−2q)ΩS2g;N .(9.2.1e)
Additionally, for the quantities △µν defined in (5.4.4i) - (5.4.4k), we have the following estimates on [0, T ) :
‖△00‖HN ≤ Ce−2qΩSN ,(9.2.2a)
‖△0j‖HN ≤ Ce(1−2q)ΩSN ,(9.2.2b)
‖△jk|HN ≤ Ce−2qΩSN .(9.2.2c)
For the commutator terms from Corollary 6.2.3, we have the following estimates on [0, T ) :
‖[2ˆg, ∂~α](g00 + 1)‖L2 ≤ Ce−2qΩSN , (|~α| ≤ N),(9.2.3a)
‖[2ˆg, ∂~α]g0j‖L2 ≤ Ce(1−2q)ΩSN , (|~α| ≤ N),(9.2.3b)
‖[2ˆg, ∂~α]hjk‖L2 ≤ Ce−2qΩSN , (|~α| ≤ N).(9.2.3c)
For the terms from Corollary 6.2.3, where △E;(γ,δ)[v, ∂v] is defined in (6.2.6), we have the following estimates
on [0, T ) :
e2qΩ‖△E;(γ00,δ00)[∂~α(g00 + 1), ∂(∂~αg00)]‖L1 ≤ Ce−qΩSg00+1;NSN , (|~α| ≤ N),(9.2.4a)
e2(q−1)Ω‖△E;(γ0∗,δ0∗)[∂~αg0j , ∂(∂~αg0j)]‖L1 ≤ Ce−qΩSg0∗;NSN , (|~α| ≤ N),(9.2.4b)
e2qΩ‖△E;(0,0)[0, ∂(∂~αhjk)]‖L1 ≤ Ce−qΩSh∗∗;NSN , (|~α| ≤ N).(9.2.4c)
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For the error terms corresponding to the fully raised Christoffel symbols of Lemma 5.4.5 we have the following
estimates on [0, T ) :
‖△000(Γ)‖HN ≤ Ce−qΩSg;N ,(9.2.5a)
‖△j00(Γ)‖HN ≤ Ce−(1+q)ΩSg;N ,(9.2.5b)
‖△0j0(Γ)‖HN ≤ Ce−(1+q)ΩSg;N ,(9.2.5c)
‖△0jk(Γ)‖HN ≤ Ce−(2+q)ΩSg;N ,(9.2.5d)
‖△j0k(Γ)‖HN ≤ Ce−(2+q)ΩSg;N ,(9.2.5e)
‖△ijk(Γ)‖HN ≤ Ce−(3+q)ΩSg;N .(9.2.5f)
For the reciprocal acoustical metric error terms △(m), △jk(m), and △∂Φ defined in (5.4.4f), (5.4.4g), (5.4.4h)
respectively, we have the following estimates on [0, T ) :
‖△(m)‖HN ≤ Ce−qΩSN ,(9.2.6a)
‖△(m)‖L∞ ≤ Ce−qΩSN ,(9.2.6b)
‖△jk(m)‖HN ≤ Ce−(2+q)ΩSN ,(9.2.6c)
‖△jk(m)‖L∞ ≤ Ce−(2+q)ΩSN ,(9.2.6d)
eκΩ‖△∂Φ‖HN ≤ Ce−qΩSN .(9.2.6e)
For the reciprocal acoustical metric components mjk and m0j defined in (5.4.4c) and (5.4.4d), we have the
following estimates on [0, T ) :
‖m0j‖HN ≤ Ce−ΩSN ,(9.2.7a)
‖m0j‖C1b ≤ Ce
−Ω
SN ,(9.2.7b) ∥∥∥mjk − 1
2s+ 1
gjk
∥∥∥
L∞
≤ Ce−(2+q)ΩSN ,(9.2.7c)
‖mjk‖L∞ ≤ Ce−2Ω,(9.2.7d)
C−1δabXaXb ≤ e2ΩmabXaXb ≤ CδabXaXb, ∀(X1,X2,X3) ∈ R3,(9.2.7e)
‖∂¯mjk‖HN−1 ≤ Ce−2ΩSN ,(9.2.7f)
‖∂¯mjk‖L∞ ≤ Ce−2ΩSN .(9.2.7g)
For the commutator terms from Corollary 6.3.2, we have the following estimates on [0, T ) :
‖[2ˆm, ∂~α]Φ‖L2 ≤ Ce−(1+κ)ΩS2N , (|~α| ≤ N).(9.2.8)
For the Square of the enthalpy per particle σ
def
= −gαβ(∂αΦ)(∂βΦ), we have the following estimates on [0, T ) :
σ > 0,(9.2.9a)
‖σ‖L∞ ≤ Ce−2κΩ,(9.2.9b) ∥∥∥ 1
σ
∥∥∥
L∞
≤ Ce2κΩ.(9.2.9c)
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For ∂¯Φ and the ratio zj =
e−Ω∂jΦ
∂tΦ
, (j = 1, 2, 3), defined in (5.4.4e), we have the following estimates on [0, T ) :
‖∂~αΦ‖L∞ ≤ CS∂Φ;N , (1 ≤ |~α| ≤ N − 2),(9.2.10a)
‖∂~αzj‖L∞ ≤ Ce(κ−1)ΩS∂Φ;N , (|~α| ≤ N − 3),(9.2.10b)
‖zj‖HN ≤ CS∂Φ;N .(9.2.10c)
For the time derivatives of the fluid-related quantities, we have the following estimates on [0, T ) :
‖∂2tΦ‖L∞ ≤ Ce−κΩ,(9.2.11a)
‖∂tzj‖L∞ ≤ Ce(κ−1)ΩS∂Φ;N ,(9.2.11b)
‖∂t△(m)‖L∞ ≤ Ce−qΩSN ,(9.2.11c)
‖∂t△jk(m)‖L∞ ≤ Ce−(2+q)ΩSN ,(9.2.11d)
‖∂tm0j‖L∞ ≤ Ce−(1+q)ΩSN ,(9.2.11e)
‖∂tmjk + 2ωmjk‖L∞ ≤ Ce−(2+q)ΩSN ,(9.2.11f)
‖∂tmjk‖L∞ ≤ Ce−2ΩSN .(9.2.11g)
In the above estimates, the norms Sg00+1;N , Sg0∗;N , Sh∗∗;N , Sg00+1;N , Sg0∗;N , Sh∗∗;N , Sg;N , S∂Φ;N , and SN are
defined in Definition 6.1.1.
The proof of Proposition 9.2.1 is located in Section 9.4. Before we prove the proposition, we first prove
some Lemmas that will be useful for estimating quantities involving ∂Φ. We also prove the estimates (9.2.9a) -
(9.2.9c), since we need them for the proofs of some of the Lemmas. See Remark 9.1.1 for some conventions that
we use throughout our proofs.
9.3. Some preliminary lemmas for estimating ∂µΦ, (µ = 0, 1, 2, 3), and proofs of (9.2.9a) - (9.2.9c).
Lemma 9.3.1. Under the assumptions of Proposition 9.2.1 and Remark 9.1.1, there exists a constant C > 0
such that
‖σ − σ˜‖HN ≤ Ce−2κΩSN .(9.3.1)
Proof. Recall that σ = −gαβ(∂αΦ)(∂βΦ) and σ˜ = −g˜αβ(∂αΦ˜)(∂βΦ˜) = (Ψ¯e−κΩ)2. We therefore can decompose
σ − σ˜ as follows:
σ − σ˜ = (∂tΦ− Ψ¯e−κΩ)(∂tΦ+ Ψ¯e−κΩ)− (g00 + 1)(∂tΦ)2 − 2g0a(∂tΦ)(∂aΦ)− gab(∂aΦ)(∂bΦ).(9.3.2)
Inequality (9.3.1) now follows from Proposition A-5, the definition (6.1.2f) of SN , Sobolev embedding, (9.1.2c),
(9.1.2e), (9.1.2f), (9.1.2h), and (9.1.7a).

Lemma 9.3.2. Under the assumptions of Proposition 9.2.1 and Remark 9.1.1, there exists a constant C > 0
such that
σ > 0,(9.3.3a)
‖σ‖L∞ ≤ Ce−2κΩ,(9.3.3b) ∥∥∥ 1
σ
∥∥∥
L∞
≤ Ce2κΩ,(9.3.3c)
‖∂¯(σs)‖HN−1 ≤ Ce−2κsΩSN .(9.3.3d)
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Proof. Using the fact that σ˜ = (Ψ¯e−κΩ)2, (9.3.1), and Sobolev embedding, it follows that if SN is sufficiently
small, then
σ > 0,(9.3.4)
‖σ‖L∞ ≤ Ce−2κΩ,(9.3.5) ∥∥∥ 1
σ
∥∥∥
L∞
≤ Ce2κΩ,(9.3.6)
which implies (9.3.3a) - (9.3.3c) (and which are the same as (9.2.9a) - (9.2.9c)).
To prove (9.3.3d), we first note that because σ˜ is a function of t alone, it follows from (9.3.1) that
‖∂¯σ‖HN−1 = ‖∂¯(σ − σ˜)‖HN−1 ≤ ‖σ − σ˜‖HN ≤ Ce−2κΩSN .(9.3.7)
By Corollary A-3, with v = σ and F (σ) = σs in the corollary, we have that
‖∂¯(σs)‖HN−1 ≤ C‖∂¯σ‖HN−1
N∑
l=1
‖σs−l‖L∞‖σ‖l−1L∞ .(9.3.8)
Inequality (9.3.3d) now follows from (9.2.9b), (9.2.9c), (9.3.7), and (9.3.8).

Corollary 9.3.3. Under the assumptions of Proposition 9.2.1 and Remark 9.1.1, there exists a constant C > 0
such that
‖σs − σ˜s‖HN ≤ Ce−2κsΩSN .(9.3.9)
Proof. By Taylor’s theorem, we have that σs − σ˜s = s(σ∗)s−1(σ − σ˜) for some σ∗ lying between σ˜ and σ. By
Lemma 9.3.2, it follows that (σ∗)s−1 ≤ Ce−2κ(s−1)Ω. By Lemma 9.3.1, it therefore follows that
‖σs − σ˜s‖L2 ≤ Ce−2κ(s−1)Ω‖σ − σ˜‖L2 ≤ Ce−2κsΩSN .(9.3.10)
To bound the spatial derivatives of σs − σ˜s in L2, we note that σ˜ is a function of t alone. Therefore, by
(9.3.3d), it follows that
‖∂¯(σs − σ˜s)‖HN−1 = ‖∂¯(σs)‖HN−1 ≤ Ce−2κsΩSN .(9.3.11)
Combining (9.3.10) and (9.3.11), we deduce (9.3.9).

Corollary 9.3.4. Let f(∂Φ) be defined as in (5.4.4l):
f(∂Φ)
def
= 2σs(∂tΦ)
2 − s
s+ 1
σs+1.(9.3.12)
Then under the assumptions of Proposition 9.2.1 and Remark 9.1.1, there exists a constant C > 0 such that
‖f(∂Φ)− f(∂Φ˜)‖HN ≤ Ce−2κ(s+1)ΩSN .(9.3.13)
Proof. Using Proposition A-5, the definition (6.1.2f) of SN , Sobolev embedding, (9.1.7a), (9.2.9b), (9.3.3d), and
(9.3.9), we estimate
‖f(∂Φ)− f(∂Φ˜)‖HN ≤ C
{
‖(∂tΦ− Ψ¯e−κΩ)(∂tΦ+ Ψ¯e−κΩ)σs‖HN(9.3.14)
+ (Ψ¯e−κΩ)2‖σs − σ˜s‖HN + ‖σs+1 − σ˜s+1‖HN
}
≤ Ce−2κ(s+1)ΩSN .
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This demonstrates (9.3.13).

9.4. Proof of Proposition 9.2.1.
Proof. We now provide a proof of Proposition 9.2.1. We prove statements in logical order, rather than in the
order in which they are listed in the conclusions of the proposition. See Remark 9.1.1 for some conventions that
we use throughout the proof.
Proofs of (9.2.10a) - (9.2.10c): By Sobolev embedding and the definition (6.1.1d) of S∂Φ;|~α|+2, the following
inequality holds for 1 ≤ |~α| ≤ N − 2 :
‖∂t∂~αΦ‖L∞ ≤ Ce−κΩS∂Φ;|~α|+2.(9.4.1)
Integrating ∂t∂~αΦ in time, using (9.4.1), and using that S∂Φ;|~α|+2(t) is increasing, we conclude that
‖∂~αΦ(t)‖L∞ ≤ C
(
S∂Φ;|~α|+2(0) +
∫ t
0
e−κΩ(τ)S∂Φ;|~α|+2(τ) dτ
)
≤ CS∂Φ;|~α|+2(t),(9.4.2)
which implies inequality (9.2.10a).
To prove (9.2.10b) and (9.2.10c), we use the definition (6.1.2e) of S∂Φ;N , Corollary A-3, with v = ∂tΦ and
F (∂tΦ)
def
= 1∂tΦ in the corollary, together with (9.1.7a) and (9.1.7b) to conclude that
∥∥∥∂¯( 1
∂tΦ
)∥∥∥
HN−1
≤ Ce−κΩS∂Φ;N
N∑
l=1
eκ(l+1)Ωe−κ(l−1) = CeκΩS∂Φ;N .(9.4.3)
By (9.1.7b), Sobolev embedding, and (9.4.3), it follows that∥∥∥∂~α( 1
∂tΦ
)∥∥∥
L∞
≤ CeκΩ, (|~α| ≤ N − 2).(9.4.4)
Now by the definition zj
def
=
e−Ω∂jΦ
∂tΦ
, the product rule, Proposition A-5, (9.1.7b), (9.2.10a), (9.4.3), and (9.4.4),
we have that
‖∂~αzj‖L∞ ≤ Ce(κ−1)ΩS∂Φ;N , (|~α| ≤ N − 3),(9.4.5)
‖zj‖HN ≤ Ce−Ω
{∥∥∥ 1
∂tΦ
∥∥∥
L∞
‖∂¯Φ‖HN + ‖∂¯Φ‖L∞
∥∥∥∂¯( 1
∂tΦ
)∥∥∥
HN−1
}
≤ CS∂Φ;N , (j = 1, 2, 3),(9.4.6)
which proves (9.2.10b) and (9.2.10c).
Proofs of (9.2.1a) - (9.2.1e): To prove (9.2.1a), we first recall equation (5.4.10a):
△A,00 = (g00)2
{
(∂tg00)
2 − (Γ000)2
}
+ g00g0a
{
2(∂tg00)(∂tg0a + ∂ag00)− 4Γ000Γ00a
}
(9.4.7)
+ g00gab
{
(∂tg0a)(∂tg0b) + (∂ag00)(∂bg00)− 2Γ00aΓ00b
}
+ g0ag0b
{
2(∂tg00)(∂ag0b) + 2(∂tg0b)(∂ag00)− 2Γ000Γa0b − 2Γ00bΓ00a
}
+ gabg0l
{
2(∂tg0a)(∂lg0b) + 2(∂bg00)(∂ag0l)− 4Γ00aΓl0b
}
+ gabglm(∂ag0l)(∂bg0m) +
1
2
glm( gab∂tgal − 2ωδbl︸ ︷︷ ︸
e2Ωgab∂thal−2ωg0bg0l
)(∂bg0m + ∂mg0b)
− 1
4
gabglm(∂ag0l + ∂lg0a)(∂bg0m + ∂mg0b)− 1
4
( gab∂tgal − 2ωδbl︸ ︷︷ ︸
e2Ωgab∂thal−2ωg0bg0l
)( glm∂tgbm − 2ωδlb︸ ︷︷ ︸
e2Ωglm∂thbm−2ωg0lg0b
).
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We now use Proposition A-5, the definition (6.1.2f) of SN , Sobolev embedding, (9.1.2c), (9.1.2d), (9.1.2e),
(9.1.2f), (9.1.2h), (9.1.2i), (9.1.3a), (9.1.3c), (9.1.4a), (9.1.4b), and the relation Γµαν =
1
2(∂µgαν+∂νgαµ−∂αgµν)
to conclude that
‖△A,00‖HN ≤ Ce−2qΩS2g;N .(9.4.8)
This proves (9.2.1a). The proofs of (9.2.1b) - (9.2.1e) are similar, and we omit the details. We also remark that
slight variations of these inequalities were proved in Lemma 12 of [28].
Proofs of (9.2.2a) - (9.2.2c): To prove (9.2.2a), we first use equation (5.4.4i) and Proposition A-5 to arrive at
the following estimate:
‖△00‖HN ≤ C
{
‖△A,00‖HN + ‖△C,00‖HN + ‖f(∂Φ˜)− f(∂Φ)‖HN + |f(∂Φ˜)|‖g00 + 1‖HN
(9.4.9)
+ ‖g00 + 1‖HN ‖σs+1‖L∞ + ‖g00 + 1‖L∞‖∂¯(σs+1)‖HN−1 + |ω −H|‖∂tg00‖HN + |ω +H||ω −H|‖g00 + 1‖HN
}
.
We now use (9.1.2c), (9.1.2d), (9.2.1a), (9.2.1d), (9.3.3d), (9.2.9b), (9.3.13), the definition (6.1.2f) of SN , the
fact that f(∂Φ˜) =
(
s+2
s+1
)
Ψ¯2(s+1)e−2(s+1)κΩ, and the trivial estimate e−2(s+1)κΩ ≤ e−2qΩ to conclude that
‖△00‖HN < Ce−2qΩSN ,(9.4.10)
which proves (9.2.2a).
Inequalities (9.2.2b) and (9.2.2c) can be proved using similar reasoning; we omit the details.
Proofs of (9.2.4a) - (9.2.4c): To begin, we first recall equation (6.2.6):
△E;(γ,δ)[v, ∂v] = −γH(∂agab)v∂bv − 2γH(∂ag0a)v∂tv − 2γHg0a(∂av)(∂tv)(9.4.11)
− (∂ag0a)(∂tv)2 − (∂agab)(∂bv)(∂tv)− 1
2
(∂tg
00)(∂tv)
2
+
(1
2
∂tg
ab + ωgab
)
(∂av)(∂bv) + (H − ω)gab(∂av)(∂bv)
− γH(∂tg00)v∂tv − γH(g00 + 1)(∂tv)2.
We now claim that the following inequality holds for any function v for which the right-hand side is finite:
‖△E;(γ,δ)[v, ∂v]‖L1 ≤ C
{
e−qΩ‖∂tv‖2L2 + e−(2+q)Ω‖∂¯v‖2L2 + C(γ)e−qΩ‖v‖2L2
}
,(9.4.12)
where C(γ) is defined in (6.2.4) To obtain (9.4.12), we use the Cauchy-Schwarz inequality for integrals, (9.1.2d),
(9.1.2e), (9.1.2g), (9.1.2i), (9.1.5b), and (9.1.5c). Inequalities (9.2.4a) - (9.2.4c) now easily follow from definitions
(6.1.1a) - (6.1.2f) and (9.4.12).
Proofs of (9.2.5a) - (9.2.5f): To estimate △000(Γ) , we first recall equation (5.4.14a):
△000(Γ) =
1
2
(g00)3∂tg00 +
1
2
g00g0ag0b(∂tgab + 2∂ag0b)(9.4.13)
+
1
2
(g00)2g0a(2∂tg0a + ∂ag00) +
1
2
g0ag0bg0l∂agbl.
By Proposition A-5, the definition (6.1.2d) of Sg;N , Sobolev embedding, (9.1.2c), (9.1.2h), (9.1.2i), and (9.1.3c),
it follows that
‖△000(Γ)‖HN ≤ Ce−qΩSg;N ,(9.4.14)
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which proves (9.2.5a). The estimates (9.2.5b) - (9.2.5f) can be proved similarly using Propositions 9.1.1 and A-5.
Proofs of (9.2.6a) - (9.2.6d): To prove (9.2.6a), we first recall equation (5.4.4f):
△(m) = (1 + 2s)(g00 + 1)(g00 − 1) + 2(1 + 2s)eΩg00g0aza + e2Ω(g00gab + 2sg0ag0b)zazb.(9.4.15)
By Proposition A-5, the definition (6.1.2f) of SN , Sobolev embedding, (9.1.2c), (9.1.2d), (9.1.2e), (9.1.2f),
(9.1.2h), (9.1.2i), (9.2.10b), and (9.2.10c), it follows that
‖△(m)‖HN ≤ Ce−qΩSN ,(9.4.16)
which proves (9.2.6a). Inequality (9.2.6b) now follows from (9.2.6a) and Sobolev embedding.
Inequality (9.2.6c) follows from equation (5.4.4g) using similar reasoning. Inequality (9.2.6d) then follows
from (9.2.6c) and Sobolev embedding.
Proof of (9.2.6e): To prove (9.2.6e), we first multiply each side of equation (5.4.4h) by eκΩ to deduce that
(9.4.17)
eκΩ△∂Φ = ωeκΩ
{
3F (△(m))−κ
}
∂tΦ−eκΩF (△(m))
{
3ω(g00+1)∂tΦ+6ωe
Ωg0aza∂tΦ+(3−2s)ωe2Ωgabzazb∂tΦ
+ 2s
(
△000(Γ)∂tΦ+ [△a00(Γ) +△0a0(Γ) +△00a(Γ) ]∂aΦ+ e2Ω[△0ab(Γ) +△a0b(Γ) +△ab0(Γ) ]zazb∂tΦ+ e2Ω△abc(Γ)zazb∂cΦ
)}
,
where
F (△(m)) def=
[
(1 + 2s) +△(m)
]−1
,(9.4.18)
and △(m) is defined in (5.4.4f).
We begin by estimating 3F (△(m))− κ where κ = 31+2s = 3F (0) (as in (5.4.4a)). Using Corollary A-4, with
v = △(m) in the corollary, and (9.2.6a), it follows that∥∥∥3F (△(m))− 3F (0)∥∥∥
HN
≤ C‖△(m)‖HN ≤ Ce−qΩSN .(9.4.19)
As a simple consequence of (9.4.19), we note that
∥∥∥F (△(m))−
F (0)︷ ︸︸ ︷
1
1 + 2s
∥∥∥
L∞
≤ Ce−qΩSN ,(9.4.20)
‖∂¯(F (△(m)))‖HN−1 ≤ Ce−qΩSN .(9.4.21)
We now estimate the terms on the right-hand side of (9.4.17). The bound
eκΩω
∥∥∥{3F (△(m)) − 3F (0)}∂tΦ∥∥∥
HN
≤ Ce−qΩSN follows from Proposition A-5, the definition (6.1.2f) of SN ,
Sobolev embedding, (9.1.7a), and (9.4.19).
The remaining term to be estimated is eκΩ
∥∥∥F (△(m)){G}∥∥∥
HN
, where G is an abbreviation for the terms in
the large braces on the right-hand side of (9.4.17). By Proposition A-5, the definition (6.1.2f) of SN , Sobolev
embedding, (9.1.2c), (9.1.2e), (9.1.2f), (9.1.2h), (9.1.7a), (9.2.5a) - (9.2.5f), (9.2.10a), (9.2.10b), and (9.2.10c), we
have that eκΩ‖G‖HN ≤ Ce−qΩSN . We may therefore again apply Proposition A-5, using (9.4.20) and (9.4.21)
to deduce that eκΩ
∥∥∥F (△(m)){G}∥∥∥
HN
≤ Ce−qΩSN . This concludes our proof of (9.2.6e).
Proofs of (9.2.7a) - (9.2.7g): To prove (9.2.7c) - (9.2.7g), we use (5.4.4c) to decompose
46
Stability of Irrotational Euler-Einstein
mjk = F (△(m)) M jk,(9.4.22)
where F (△(m)) is defined in (9.4.18), and
M jk
def
= gjk −△jk
(m)
.(9.4.23)
By Proposition A-5, (9.1.2e), (9.1.2f), (9.2.6a), and (9.2.6b), we have that
‖M jk‖L∞ ≤ Ce−2Ω,(9.4.24)
‖∂¯M jk‖HN−1 ≤ Ce−2ΩSN .(9.4.25)
It therefore follows from Proposition A-5, (9.1.2e), and (9.4.20) - (9.4.25) that∥∥∥mjk − 1
2s+ 1
gjk
∥∥∥
L∞
≤ Ce−(2+q)ΩSN ,(9.4.26)
‖mjk‖L∞ ≤ Ce−2Ω,(9.4.27)
‖∂¯mjk‖HN−1 ≤ Ce−2ΩSN ,(9.4.28)
which proves (9.2.7c), (9.2.7d), and (9.2.7f). Inequality (9.2.7g) now follows from Sobolev embedding and
(9.2.7f). Inequality (9.2.7e) follows from (7.0.4d) and (9.2.7c).
Inequalities (9.2.7a) and (9.2.7b) can be proved using the ideas similar to the ones we used to prove (9.2.7c)
- (9.2.7g); we omit the details.
Proofs of (9.2.3a) - (9.2.3c): To prove (9.2.3a) - (9.2.3c), we first use equations (5.4.2a) - (5.4.2c) to conclude
that
∂2t g00 = (g
00)−1
(
− gab∂a∂bg00 − 2g0a∂a∂tg00 + 5H∂tg00 + 6H2(g00 + 1) +△00
)
,(9.4.29a)
∂2t g0j = (g
00)−1
(
− gab∂a∂bg0j − 2g0a∂a∂tg0j + 3H∂tg0j + 2H2g0j − 2HgabΓajb +△0j
)
,(9.4.29b)
∂2t hjk = (g
00)−1
(
− gab∂a∂bhjk − 2g0a∂a∂thjk + 3H∂thjk +△jk
)
.(9.4.29c)
We will now estimate ‖∂2t g00‖HN−1 , ‖∂2t g0j‖HN−1 , and ‖∂2t hjk‖HN−1 , (j, k = 1, 2, 3). Using (9.4.29a), Corollary
A-4, with v = g00 + 1 and F (v) = (v − 1)−1 = (g00)−1 in the corollary, Proposition A-5, the definition (6.1.2f)
of SN , Sobolev embedding, (9.1.2e), (9.1.2f), (9.1.2h), and (9.2.2a), it follows that
‖∂2t g00‖HN−1 ≤ Ce−qΩSN .(9.4.30a)
Using similar reasoning, we also deduce that
‖∂2t g0j‖HN−1 ≤ Ce(1−q)ΩSN , (j = 1, 2, 3),(9.4.30b)
‖∂2t hjk‖HN−1 ≤ Ce−qΩSN , (j, k = 1, 2, 3).(9.4.30c)
Note that because of inequalities (9.1.6a) and (9.2.2b), the inequality (9.4.30b) has an additional power of eΩ
on its right-hand side compared to (9.4.30a) and (9.4.30c).
We now use Proposition A-6, the definition (6.1.2f) of SN , Sobolev embedding, (9.1.2a), (9.1.2f), (9.1.2h),
(9.4.30a) to obtain the following inequalities, valid for |~α| ≤ N :
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‖[2ˆg, ∂~α](g00 + 1)‖L2 ≤ ‖g00∂~α(∂2t g00)− ∂~α(g00∂2t g00)‖L2 + ‖gab∂~α(∂a∂bg00)− ∂~α(gab∂a∂bg00)‖L2
(9.4.31)
+ 2‖g0a∂~α(∂t∂ag00)− ∂~α(g0a∂t∂ag00)‖L2
≤ C
(
‖∂¯g00‖HN−1‖∂2t g00‖HN−1 + ‖∂¯gab‖HN−1‖∂a∂bg00‖HN−1 + ‖∂¯g0a‖HN−1‖∂a∂tg00‖HN−1
)
≤ Ce−2qΩSN .
This completes the proof of (9.2.3a). Inequalities (9.2.3b) and (9.2.3c) can be proved similarly; we omit the
remaining details.
Proof of (9.2.8): To prove (9.2.8), we use Proposition A-6, the definition (6.1.2f) of SN , Sobolev embedding,
(9.2.7f), and (9.2.7a) to obtain
‖[2ˆm, ∂~α]Φ‖L2 ≤ ‖mab∂~α(∂a∂bΦ)− ∂~α(mab∂a∂bΦ)‖L2 + 2‖m0a∂~α(∂t∂aΦ)− ∂~α(m0a∂t∂aΦ)‖L2(9.4.32)
≤ C
(
‖∂¯mab‖HN−1‖∂a∂bΦ‖HN−1 + ‖∂¯m0a‖HN−1‖∂a∂tΦ‖HN−1
)
≤ Ce−(1+κ)ΩS2N .
This demonstrates (9.2.8).
Proof of (9.2.11a): To prove (9.2.11a), we first solve for ∂2tΦ using (5.4.3):
∂2tΦ = m
jk∂j∂kΦ+ 2m
0j∂t∂jΦ− κω∂tΦ−△∂Φ.(9.4.33)
By the definition (6.1.2f) of SN , Sobolev embedding, (9.1.7a), (9.2.6e), (9.2.7d), (9.2.7b), we have that
‖∂2tΦ‖L∞ ≤ Ce−κΩ.(9.4.34)
This proves (9.2.11a).
Proof of (9.2.11b): By the definition (5.4.4e) of zj , we have that
∂tzj = −ωzj + e−Ω ∂j∂tΦ
∂tΦ
− e−Ω (∂jΦ)(∂
2
tΦ)
(∂tΦ)2
.(9.4.35)
Using the definition (6.1.2f) of SN , Sobolev embedding, (9.1.7b), (9.2.10a), (9.2.10b), (9.2.11a), (9.4.35), and
Sobolev embedding, we have that
‖∂tzj‖L∞ ≤ Ce(κ−1)ΩS∂Φ;N .(9.4.36)
This demonstrates (9.2.11b).
Proofs of (9.2.11c) - (9.2.11d): We first recall equation (5.4.4f):
△(m) = (1 + 2s)(g00 + 1)(g00 − 1) + 2(1 + 2s)eΩg00g0aza + e2Ω(g00gab + 2sg0ag0b)zazb.(9.4.37)
Differentiating (9.4.37) with respect to t and using (9.1.2d), (9.1.2e), (9.1.2i), (9.1.5c), (9.1.5d), (9.1.5e),
(9.2.10b), (9.2.11b), it follows that
‖∂t△(m)‖L∞ ≤ Ce−qΩSN .(9.4.38)
This concludes the proof of (9.2.11c).
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The proof of (9.2.11d) follows similarly, and we omit the details.
Proof of (9.2.11e): To prove (9.2.11e), we first recall equation (5.4.4d):
m0j = −g
00g0j(1 + 2s) + 2eΩ
[
(s+ 1)g0jg0a + sg00gaj
]
za + e
2Ω(g0jgab + 2sgajg0b)zazb
(1 + 2s) +△(m)
.(9.4.39)
Differentiating (9.4.39) with ∂t and using (9.1.2d), (9.1.2e) (9.1.2i), (9.1.5c), (9.1.5d), (9.1.5e), (9.2.6b), (9.2.10b),
(9.2.11b), and (9.2.11c), it follows that ‖∂tm0j‖L∞ ≤ Ce−(1+q)ΩSN . This proves (9.2.11e).
Proofs of (9.2.11f) - (9.2.11g): First, using (9.2.6b) and (9.2.11c), it follows that
‖∂t
(
F (△(m))
)‖L∞ ≤ Ce−qΩSN ,(9.4.40)
where F (△(m)) is defined in (9.4.18). Next, using the decompositions (9.4.22) and (9.4.23), together with simple
triangle inequality estimates, we have that
‖∂tmjk + 2ωmjk‖L∞ ≤ ‖∂t
(
F (△(m))
)‖L∞‖gjk‖L∞ + ‖∂t(F (△(m)))‖L∞‖△jk(m)‖L∞(9.4.41)
+ ‖F (△(m))‖L∞‖∂t△jk(m)‖L∞ + ‖F (△(m))‖L∞‖∂tgjk + 2ωgjk‖L∞
+ 2ω‖F (△(m))‖L∞‖△jk(m)‖L∞ .
Finally, using (9.1.2e), (9.1.5b), (9.2.6d), (9.2.11d), (9.4.20), and (9.4.40) to bound the right-hand side of (9.4.41),
we conclude that
‖∂tmjk + 2ωmjk‖L∞ ≤ Ce−(2+q)ΩSN .(9.4.42)
This proves (9.2.11f).
Inequality (9.2.11g) follows from (9.2.7d) and (9.2.11f). This concludes our proof of Proposition 9.2.1.

10. The Equivalence of Sobolev and Energy Norms
As is typical in the theory of hyperbolic PDEs, our global existence proof is based on showing that the
energies of Section 6 remain finite (they happen to be uniformly bounded for t ≥ 0 in the problem studied
here). However, the boundedness of the energies does not in itself preclude the possibility of blow-up; to show
that the blow-up scenario (4) from the conclusions of Theorem 5.2 does not occur, we will control appropriate
Sobolev norms of ∂g and ∂Φ. In this short section, we supply the bridge between the energies and the norms.
More specifically, in the following proposition, we prove that under appropriate bootstrap assumptions, the
Sobolev-type norms and energies defined in Section 6 are equivalent.
Proposition 10.0.1. (Equivalence of Sobolev norms and energy norms) Let N ≥ 3 be an integer, and
assume that the bootstrap assumptions (7.0.1a) - (7.0.1c) hold on the spacetime slab [0, T )×T3 for some constant
c1 ≥ 1 and for η = ηmin. Let (δ, γ) be any of the pairs of constants given in Definition 6.2.1, and let C(γ) be
the corresponding constant from Lemma 6.2.1. There exist constants ǫ′′′ > 0 and C > 0 depending on N, c1,
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ηmin, γ, and δ, such that if SN ≤ ǫ′′′, then the following inequalities hold on the interval [0, T ) for the norms
and energies defined in (6.1.2a) - (6.1.2f), (6.2.2), (6.2.9a) - (6.2.9d), (6.3.1c), and (6.4.1):
C−1
{‖∂tv‖L2 + C(γ)‖v‖L2 + e−Ω‖∂¯v‖L2} ≤ E(γ,δ)[v, ∂v] ≤ C{‖∂tv‖L2 + C(γ)‖v‖L2 + e−Ω‖∂¯v‖L2},(10.0.1a)
C−1Eg00+1;N ≤ Sg00+1;N ≤ CEg00+1;N ,(10.0.1b)
C−1Eg0∗;N ≤ Sg0∗;N ≤ CEg0∗;N ,(10.0.1c)
C−1Eh∗∗;N ≤ Sh∗∗;N ≤ CEh∗∗;N ,(10.0.1d)
C−1Eg;N ≤ Sg;N ≤ CEg;N ,(10.0.1e)
C−1E∂Φ;N ≤ S∂Φ;N ≤ CE∂Φ;N ,(10.0.1f)
C−1EN ≤ SN ≤ CEN .(10.0.1g)
Analogous inequalities hold if we make the replacements (Eg00+1;N , Eg0∗;N , Eh∗∗;N , Eg;N , E∂Φ;N )
→ (Eg00+1;N , Eg0∗;N , Eh∗∗;N , Eg;N , E∂Φ;N ) and (Sg00+1;N , Sg0∗;N , Sh∗∗;N , Sg;N , S∂Φ;N )
→ (Sg00+1;N , Sg0∗;N , Sh∗∗;N , Sg;N , S∂Φ;N ).
Proof. The proof of the proposition will follow quite easily from the estimates already derived. The inequalities
in (10.0.1a) follow from the definition (6.2.2) of E(γ,δ)[v, ∂v], the definition (6.1.2f) of SN , (6.2.4), and (7.0.4d).
The inequalities in (10.0.1b) - (10.0.1d) then follow from definitions (6.1.2a) - (6.1.2c), definitions (6.2.9a) -
(6.2.9c), and (10.0.1a). The inequalities in (10.0.1f) follow from definitions (6.1.2e) and (6.3.1c), and from
(7.0.4d) plus (9.2.7c). Finally, (10.0.1e) and (10.0.1g) follow trivially from definitions (6.1.2d), (6.1.2f), (6.2.9d),
and (6.4.1), and from the previous inequalities.

11. Global Existence
In this section, we use the estimates derived in Sections 9 and 10 to prove two main theorems. In the first
theorem, we show that the modified system (5.4.2a) - (5.4.3) has global solutions for initial data near that of the
background solution (g˜, ∂Φ˜) on [0,∞) × T3, which is described in Section 4. As described in Section 5.6, if the
Einstein constraint equations and the wave coordinate condition Qµ = 0, (µ = 0, 1, 2, 3), are both satisfied along
the Cauchy hypersurface Σ = {x ∈ M | t = 0}, then the solution to the modified equations is also a solution to
the irrotational Euler-Einstein system. The main idea of the proof is to show that the energies satisfy a system
of integral inequalities that forces them (via Gronwall-type estimates) to remain uniformly small on the time
interval of existence. Since Proposition 10.0.1 shows that the norms of the solution must also remain small,
Theorem 5.2 can be applied to conclude that the solution exists globally in time. In the second theorem, we
provide for convenience a proof of Propositions 3 and 4 of [28], which provide criteria for the initial data that
are sufficient to ensure that the spacetime they launch is a future geodesically complete solution to irrotational
Euler-Einstein system.
11.1. Integral inequalities for the energies. In this section, we derive the system of integral inequalities
that was mentioned in the previous paragraph.
Proposition 11.1.1. (Integral inequalities) Let N ≥ 3 be an integer. Assume that on the spacetime slab
[0, T ) × T3, (gµν , ∂µΦ), (µ, ν = 0, 1, 2, 3), is a classical solution to the modified system (5.4.2a) - (5.4.3), and
that the bootstrap assumptions (7.0.1a) - (7.0.1c) hold for some constant c1 ≥ 1 and for η = ηmin. Then there
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exist constants ǫ′′′′ > 0 and C > 0, where C depends on N, c1, and ηmin, such that if SN (t) ≤ ǫ′′′′ on [0, T ) and
t1 ∈ [0, T ), then the following system of integral inequalities is also satisfied for t ∈ [t1, T ) :
E2∂Φ;N (t) ≤ E2∂Φ;N (t1) + C
∫ t
t1
e−qHτE2N (τ) dτ,(11.1.1a)
E2g00+1;N (t) ≤ E2g00+1;N (t1) + C
∫ t
t1
e−qHτE2N (τ) dτ,
(11.1.1b)
E2g0∗;N (t) ≤ E2g0∗;N (t1) +
∫ t
t1
−4qHE2g0∗;N (τ) + CEh∗∗;N(τ)Eg0∗;N(τ) + Ce−qHτEN (τ)Eg0∗;N (τ) dτ,(11.1.1c)
E2h∗∗;N (t) ≤ E2h∗∗;N (t1) + C
∫ t
t1
e−qHτE2N (τ) dτ.(11.1.1d)
Proof. We apply Corollary 6.3.2, using (9.2.6e), (9.2.7g), (9.2.7b), (9.2.8), and (9.2.11f) to estimate the terms
on the right-hand side of (6.3.8), using Proposition 10.0.1 to replace the norms with corresponding energies, and
dropping the term (κ− 1)ω∑|~α|≤N ∫T3 e2κΩmab(∂a∂~αΦ)(∂b∂~αΦ) d3x on the right-hand side of (6.3.8), which by
(9.2.7e) is non-positive for κ < 1, thereby arriving at the following inequality:
d
dt
(
E2∂Φ;N (t)
)
≤ Ce−qHtE2N .(11.1.2)
Integrating from t1 to t gives (11.1.1a).
To prove (11.1.1c), we apply Corollary 6.2.3, using (9.1.6a), (9.2.2b), (9.2.3b), and (9.2.4b) to estimate the
terms on the right-hand side of (6.2.12b), using Proposition 10.0.1 to replace the norms with corresponding
energies, and using definition (8.2.2) to deduce that 2(q − 1) − η0∗ ≤ −4q, thereby arriving at the following
inequality:
d
dt
(
E2g0∗;N (t)
)
≤ −4qHE2g0∗;N (t) +CEh∗∗;NEg0∗;N (t) + Ce−qHtEN (t)Eg0∗;N (t).(11.1.3)
Inequality (11.1.1c) now follows by integrating from t1 to t. Inequalities (11.1.1b) and (11.1.1d) can be proved
similarly; we omit the details. 
Remark 11.1.1. The term CEh∗∗;NEg0∗;N in inequality (11.1.1c) arises from the Sg0∗;N
∑3
j=1 e
(q−1)Ω‖gabΓajb‖HN
term on the right-hand side of (6.2.12b). This term is dangerous in the sense that it does not contain an expo-
nentially decaying factor, and looks like it could lead to the growth of Eg0∗;N . However, as we shall see in the
proof of Theorem 11.1, there is a partial decoupling in the integral inequalities in the sense that the CEh∗∗;N
factor in the dangerous term can be controlled from inequality (11.1.1d) alone. We will then insert this infor-
mation into inequality (11.1.1c), and also make use of the negative term −4qHE2g0∗;N to obtain a bound for
Eg0∗;N .
For completeness, we state the following version of Gronwall’s inequality; we omit the simple proof. We will
use it in Section 11.2.
Lemma 11.1.2. Let b(t) ≥ 0 be a continuous function on the interval [t1, T ], and let B(t) be an anti-derivative
of b(t). Suppose that A ≥ 0 and that y(t) ≥ 0 is a continuous function satisfying the inequality
y(t) ≤ A+
∫ t
t1
b(τ)y(τ) dτ(11.1.4)
for t ∈ [t1, T ]. Then for t ∈ [t1, T ], we have
y(t) ≤ A exp
[
B(t)−B(t1)
]
.(11.1.5)
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In addition, in Section 11.2, we will apply the following integral inequality to (11.1.1c) in order to estimate
the energy Eg0∗;N(t).
Lemma 11.1.3. Let b(t) > 0 be a continuous non-decreasing function on the interval [0, T ], and let ǫ > 0.
Suppose that for each t1 ∈ [0, T ], y(t) ≥ 0 is a continuous function satisfying the inequality
y2(t) ≤ y2(t1) +
∫ t
τ=t1
−b(τ)y2(τ) + ǫy(τ) dτ(11.1.6)
for t ∈ [t1, T ]. Then for any t1, t ∈ [0, T ] with t1 ≤ t, we have that
y(t) ≤ y(t1) + ǫ
b(t1)
.(11.1.7)
Proof. Let C be the “highest” curve in the (t, y) plane on which the integrand in (11.1.6) vanishes; i.e. C =
{(t, y)|y = ǫb(t)}. Then by (11.1.6), above C (i.e. for larger y values), y(t) is strictly decreasing. Let y(t) have
achieve its maximum at tmax ∈ [t1, T ]. We separate the proof of (11.1.7) into two cases. Case i) assume that
tmax = t1. Then y(t) ≤ y(tmax) = y(t1) for t ∈ [t1, T ], which implies (11.1.7). Case ii) assume that tmax ∈ (t1, T ].
We claim that y(tmax) ≤ ǫb(tmax) . For otherwise, the point
(
tmax, y(tmax)
)
lies above C. Since y(t) is then strictly
decreasing in a neighborhood of tmax, it follows that there are times t∗ < tmax, with t∗ ∈ (t1, T ), at which
y(t∗) < y(tmax). This contradicts the definition of tmax. Using also the fact that 1b(t) is non-increasing, it follows
that y(t) ≤ y(tmax) ≤ ǫb(tmax) ≤ ǫb(t1) ; this concludes the proof of (11.1.7). 
11.2. The global existence theorem. In this section, we state and prove our main theorem, which provides
global existence criteria for the modified system (5.4.2a) - (5.4.3).
Theorem 11.1. (Global existence) Let N ≥ 3 be an integer, and assume that 0 < cs <
√
1/3, where cs
denotes the speed of sound. Let (˚gµν , K˚µν , ∂¯Φ˚, Ψ˚), (µ, ν = 0, 1, 2, 3), be initial data (not necessarily satisfying
the wave coordinate condition or the Einstein constraints) on the manifold T3 for the modified Euler-Einstein
system (5.4.2a) - (5.4.3), and let SN
def
= Sg00+1;N + Sg0∗;N + Sh∗∗;N + S∂Φ;N be the norm defined in (6.1.2f).
Assume that there is a positive constant c1 ≥ 2 such that
2
c1
δabX
aXb ≤ g˚abXaXb ≤ c1
2
δabX
aXb, ∀(X1,X2,X3) ∈ R3.(11.2.1)
Then there exists a small constant ǫ0, with 0 < ǫ0 < 1, and a large constant C∗, both depending on c1 and N,
such that if ǫ ≤ ǫ0 and SN (0) ≤ C−1∗ ǫ, then the classical solution (gµν , ∂µΦ) provided by Theorem 5.1 exists on
[0,∞) × T3, and
SN (t) ≤ ǫ(11.2.2)
holds for all t ≥ 0. Furthermore, the time Tmax from the hypotheses of Theorem 5.2 is infinite.
Proof. See Remark 9.1.1 for some conventions that we use throughout this proof. Our proof relies upon a stan-
dard bootstrap-style argument that ultimately relies on Theorem 5.2; i.e., we will make assumptions concerning
the size of the energies and concerning gµν on a spacetime slab of the form [0, T ) × T3, and we will use these
assumptions, together with assumptions on the data, to deduce an improvement on the same slab. In effect, we
will avoid the four breakdown possibilities of Theorem 5.2, which will allow us to conclude global existence.
Let ǫ˚
def
= SN (0), and let ηmin be the constant defined in (8.2.1). We are assuming that ǫ˚ ≤ C−1∗ ǫ, where C∗
and ǫ will be adjusted throughout the proof. To begin the detailed analysis, we first note that if ǫ is sufficiently
small and C∗ is sufficiently large, then by (8.2.3a) and (9.2.7e), it follows that all of the hypotheses of Theorem
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5.1 are satisfied. Therefore, there is a local solution (g, ∂Φ) existing on a (non-trivial) maximal interval [0, T )
on which the following bootstrap assumptions hold:
SN (t) ≤ ǫ,(11.2.3a)
c−11 δabX
aXb ≤ e−2ΩgabXaXb ≤ c1δabXaXb, ∀(X1,X2,X3) ∈ R3.(11.2.3b)
We remark that if ǫ is sufficiently small, then (11.2.3a) - (11.2.3b) imply that the rough bootstrap assumptions
(7.0.1a) - (7.0.1c), with η = ηmin in (7.0.1a), hold on [0, T )×T3; these assumptions were used the proofs of the
two propositions in Section 9.
By maximal interval, we mean that
T
def
= sup
{
t ≥ 0 | The solution exists classically on [0, t) × T3, and (11.2.3a)− (11.2.3b) hold}.(11.2.4)
The remainder of this proof is dedicated to showing that T = ∞ if ǫ is small enough and C∗ is large enough.
Throughout the proof, we assume that ǫ is small enough so that Propositions 9.1.1, 9.2.1, 10.0.1, and 11.1.1
are valid on [0, T ). We will make repeated use of Proposition 10.0.1 throughout this proof without explicitly
mentioning it each time.
We now address the bootstrap assumption (11.2.3b), with the intent of showing an improvement. First, we
note that the assumption SN ≤ ǫ implies that
‖∂t(e−2Ωgjk)‖L∞ = ‖∂thjk‖L∞ ≤ Cǫe−qHt.(11.2.5)
We then use (11.2.5) to integrate in time from t = 0, concluding that
‖e−2Ωgjk(t, ·)− g˚jk(·)‖L∞ ≤ Cǫ.(11.2.6)
By (11.2.1) and (11.2.6), it follows that if ǫ is small enough, then on [0, T ) × T3, we have that
3
2c1
δabX
aXb ≤ e−2ΩgabXaXb ≤ 2c1
3
δabX
aXb, ∀(X1,X2,X3) ∈ R3.(11.2.7)
Inequality (11.2.7) shows that if ǫ is small enough, then the bootstrap assumption (11.2.3b) can be strictly
improved on the interval [0, T ).
To complete our proof of the theorem, we will show that if ǫ is small enough and C∗ is large enough, then
the bootstrap assumption (11.2.3a) can be improved by replacing ǫ with ǫ/2; the primary tool for deducing an
improvement is of course Proposition 11.1.1. To begin our proof of an improvement of (11.2.3a), we use a very
non-optimal application of Proposition 11.1.1 with t1 = 0, deducing that on [0, T ), we have that
EN (t) ≤ EN (0) +
∫ t
τ=0
cEN (τ) dτ.(11.2.8)
Applying Lemma 11.1.2 (Gronwall’s inequality) to (11.2.8), using SN (0) = ǫ˚, and using Proposition 10.0.1, we
conclude that the following preliminary inequalities hold on [0, T ) :
SN (t) ≤ Cǫ˚ect,(11.2.9)
EN (t) ≤ Cǫ˚ect.(11.2.10)
Remark 11.2.1. By modifying the argument in the last paragraph of this proof, Theorem 5.2 and inequality
(11.2.9) can be used to deduce that the time of existence is at least of order c−1|ln(Cǫ˚)|, if ǫ˚ is sufficiently small.
We now fix a time t1 ∈ [0, T ); t1 will be adjusted at the end of the proof. Roughly speaking, it will play
the role of a time that is large enough so that the exponentially damped terms on the right-hand sides of the
inequalities of Proposition 11.1.1 are of size ≪ ǫ. To estimate E∂Φ;N (t) on [t1, T ), we simply use (11.2.3a) and
(11.2.10) to estimate the two terms on the right-hand side of (11.1.1a):
Stability of Irrotational Euler-Einstein
53
E2∂Φ;N (t) ≤ E2∂Φ;N (t1) +Cǫ2
∫ t
τ=t1
e−qHτ dτ ≤ C {˚ǫect1 + ǫe−qHt1/2}2.(11.2.11)
Using (11.2.10) again to estimate E∂Φ;N (t) on [0, t1], we thus conclude that the following inequality is valid on
[0, T ) :
E∂Φ;N (t) ≤ C {˚ǫect1 + ǫe−qHt1/2}.(11.2.12)
Applying similar reasoning to inequalities (11.1.1b) and (11.1.1d), we also have the following inequalities on
[0, T ) :
Eg00+1;N (t) ≤ C {˚ǫect1 + ǫe−qHt1/2},(11.2.13)
Eh∗∗;N (t) ≤ C {˚ǫect1 + ǫe−qHt1/2}.(11.2.14)
To estimate Eg0∗;N(t), we use (11.1.1c), the bootstrap assumption (11.2.3a), and (11.2.14) to arrive at the
following inequality valid for t ∈ [t1, T ):
E2g0∗;N (t) ≤ E2g0∗;N (t1) +
∫ t
τ=t1
−4qHE2g0∗;N (τ) + C {˚ǫect1 + ǫe−qHt1/2}Eg0∗;N (τ) dτ.(11.2.15)
Applying Lemma 11.1.3 to (11.2.15), with y(τ) = Eg0∗;N (τ) and b(τ) = 4qH in the lemma, and also using
(11.2.10), we conclude that the following inequality holds on [0, T ) :
Eg0∗;N (t) ≤ C {˚ǫect1 + ǫe−qHt1/2}.(11.2.16)
Adding (11.2.12), (11.2.13), (11.2.14), and (11.2.16), referring to definition (6.1.2f), and using Proposition
10.0.1, it follows that on [0, T ), we have
SN (t) ≤ C {˚ǫect1 + ǫe−qHt1/2}.(11.2.17)
We now choose t1 such that Ce
−qHt1/2 ≤ 14 , and ǫ˚ such that Cǫ˚ect1 ≤ 14ǫ, which implies that the following
inequality holds on [0, T ) :
SN (t) ≤ 1
2
ǫ.(11.2.18)
We remark that in order to guarantee that the solution exists long enough (i.e. that T is large enough) so that
t1 ∈ [0, T ), we may have to further shrink ǫ0; see Remark 11.2.1. We also remark that the constant C∗ from the
conclusions of the theorem can be chosen to be 4Cect1 , where C is from the right-hand side of (11.2.17).
We now claim that T = ∞. We argue by contradiction, assuming that T < ∞. Then by combining (11.2.7)
and (11.2.18), it follows that none of the four existence-breakdown scenarios stated in the conclusions of Theorem
5.2 occur: (1) is ruled out by the Sobolev embedding result ‖g00+1‖L∞ ≤ Ce−qΩSN ; (2) is ruled out by (11.2.7);
(3) is ruled out by (9.2.7e); and (4) is ruled out by the Sobolev embedding results ‖g00 + 1‖C1b + ‖∂tg00‖L∞ ≤
Ce−qΩSN ,
∑3
j=1
(‖g0j‖C1b + ‖∂tg0j‖L∞) ≤ Ce(1−q)ΩSN , ∑3j,k=1 ‖∂¯gjk‖L∞ ≤ Ce2ΩSN , ‖∂¯Φ‖L∞ ≤ Ce(1−κ)ΩSN ,
together with inequalities (9.1.1c), (9.1.3c), (9.1.7a), (9.2.7b), (9.2.7d), (9.2.7g), (9.2.11e), and (9.2.11g). Also
using the continuity of SN (t), it thus follows from Theorem 5.2 that there exists a δ > 0 such that the solution
can be extended to the interval [0, T + δ) on which the bootstrap assumptions (11.2.3a) - (11.2.3b) hold. This
contradicts the definition of T, which shows that T is not finite.

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11.3. On the breakdown of the proof for cs ≥ 1/3 (i.e. s ≤ 1,κ ≥ 1). In this short section, we give a
brief example of how our proof breaks down when cs ≥ 1/3. If κ ≥ 1, we cannot use our previous reasoning to
bound the following term, which is the last term on the right-hand side of (6.3.5):
1
2
∑
|~α|≤N
∫
T3
e2κΩ(∂tm
ab + 2κωmab)(∂a∂~αΦ)(∂b∂~αΦ) d
3x.(11.3.1)
Previously, we had split this term into two pieces, one of which is (κ−1)ω∑|~α|≤N ∫T3 mab(∂a∂~αΦ)(∂b∂~αΦ) d3x,
which, as is explained in our proof of Proposition 11.1.1, could be discarded from the energy inequality (11.1.1a)
because it is non-positive when κ < 1. Obviously, we can no longer discard this term when κ > 1. Furthermore,
even in the case κ = 1, inequality (9.2.11f) must be replaced with ‖∂tmjk + 2ωmjk‖L∞ ≤ C{e−2ΩS2N +
Positive terms}. Ultimately, this fact can be traced to the fact that the L∞ estimate for zj from (9.2.10b) must
be replaced with ‖zj‖L∞ ≤ CSN .
Using Proposition 10.0.1, it can be shown that the net result in both the case κ = 1 and the case κ > 1 is
that the term (11.3.1) leads to (as in our proof of Proposition 11.1.1) an integral inequality of the form
E2∂Φ;N (t) ≤ E2∂Φ;N (t1) + positive terms + Cǫ
∫ t
τ=t1
E2∂Φ;N (τ) dτ.(11.3.2)
Inequality (11.3.2) allows for the possibility of growth of E∂Φ;N (t); i.e., unlike in the cases 0 < c
2
s < 1/3, there
is no e−qHτ factor with q > 0 in the integrand. Therefore, this inequality provides no means to improve the
bootstrap assumption SN (t) ≤ ǫ.
11.4. Future geodesic completeness. In this section, we prove our second main theorem, which provides
criteria for the initial data under which the global solutions provided by Theorem 11.1 are future geodesically
complete. The theorem and its proof are based on Propositions 3 and 4 of [28].
Theorem 11.2. (Future geodesic completeness) Let N ≥ 3 be an integer, and assume that 0 < cs <
√
1/3,
where cs denotes the speed of sound. Let ([0,∞)×T3, g˜µν , ∂µΦ˜), (µ, ν = 0, 1, 2, 3), be one of the FLRW background
solutions described in Section 4. Note that the background is a solution to both the un-modified system (3.3.10a)
- (3.3.10b) and the modified Euler-Einstein system (5.4.2a) - (5.4.3). Let (˚gµν , K˚µν , ∂¯Φ˚, Ψ˚), (µ, ν = 0, 1, 2, 3),
be initial data for the modified Euler-Einstein system on the manifold T3 that are constructed from initial data
(T3, g¯jk, K¯jk, ∂¯Φ˚, Ψ˚), (j, k = 1, 2, 3), for the un-modified system (3.3.10a) - (3.3.10b) (and which are viewed as
a perturbation of the data for the FLRW solution) as described in Section 3.2.2. Let SN be the norm defined
in (6.1.2f), and let Sg;N , a norm for the metric components, be the quantity defined in (6.1.2d). Assume that
the data for the modified system are near that of the FLRW solution in the sense that SN (0) ≤ C−1∗ ǫ0, where ǫ0
and C∗ are the constants from the conclusion of Theorem 11.1 (note that SN ≡ 0 for the FLRW solution). Also
assume that the perturbed data satisfy the inequality (11.2.1), so that all of the hypotheses of Theorem 11.1 are
satisfied. Let (M def= [0,∞) × T3, gµν , ∂µΦ) be the global (to the future) solution (which by Proposition 5.6.1 is
a solution to both the un-modified system and the modified system) guaranteed by Theorem 11.1, and let γ be a
future-directed causal curve in M with domain [s0, smax) such that γ(s0) = 0. Let γµ denote the coordinates of
this curve in the universal covering space of the spacetime (i.e. [0,∞)× R3). Then there exist constants C > 0
and ǫ1, where 0 < ǫ1 ≤ ǫ0, such that if Sg;N (t) ≤ ǫ1 for all t ≥ 0, then γ˙0 > 0, and furthermore, the length of
the spatial part of the curve as measured by the metric g˚jk = g¯jk satisfies∫ smax
s0
√
g¯ab(π ◦ γ)γ˙aγ˙b ds ≤ C,(11.4.1)
where π denotes projection onto spatial indices; i.e., πj ◦γ def= γj. We remark that the constants C and ǫ1 can be
chosen to be independent of γ. Additionally, if γ is future-inextendible, then γ0(s) ↑ ∞ as s ↑ smax. Finally,
the spacetime (M, gµν) is future causally geodesically complete.
Remark 11.4.1. Our smallness assumption concerns Sg;N because this is the quantity that controls gµν ; i.e.,
the influence of the fluid plays no direct role in the conclusions of this theorem.
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Proof. See Remark 9.1.1 for some conventions that we use throughout this proof, but as noted above in the
statement of the theorem, the smallness assumption on SN mentioned in the remark can be replaced with a
smallness assumption on Sg;N . We also note that γ
0(s) can be identified with the spacetime coordinate t.
We begin by showing that γ˙0 > 0, where · def= dds . Since γ is causal and future-directed, and since ∂t is
future-directed and timelike, we have that
gαβ γ˙
αγ˙β ≤ 0,(11.4.2)
g0αγ˙
α < 0.(11.4.3)
Our first goal is to prove that if ǫ1 is small enough, then the following estimates hold:
gabγ˙
aγ˙b ≤ Cη(γ˙0)2,(11.4.4)
δabγ˙
aγ˙b ≤ Ce−2Ω(γ˙0)2,(11.4.5)
where η
def
= Cǫ1 is from the right-hand side of (7.0.1a). To this end, we use the Cauchy-Schwarz inequality,
(7.0.1c), the Cauchy-Schwarz inequality again, and (7.0.1b) to conclude that
|2g0aγ˙0γ˙a| ≤ η1/2(γ˙0)2 + η−1/2|g0aγ˙a|2 ≤ η1/2(γ˙0)2 + c−11 η1/2e2(1−q)Ωδabγ˙aγ˙b(11.4.6)
≤ η1/2(γ˙0)2 + η1/2e−2qΩgabγ˙aγ˙b.
Combining (11.4.2), (11.4.6), and the estimate −g00 < 1 + η, which follows from (7.0.1a), we have that
gabγ˙
aγ˙b ≤ −g00(γ˙0)2 + |2g0aγ˙0γ˙a| ≤ (1 + η)(γ˙0)2 + η1/2(γ˙0)2 + η1/2e−2qΩgabγ˙aγ˙b.(11.4.7)
It now easily follows from (11.4.7) that if ǫ1 is small enough, then there exists a constant Cη > 0 such that
(11.4.4) holds. Inequality (11.4.5) then follows from (11.2.3b) and (11.4.4).
We now claim that |γ˙0| > 0. For if |γ˙0| = 0, then inequality (11.4.5) shows that ∑3α=0 |γ˙α| = 0, which
contradicts (11.4.3). We may therefore divide each side of (11.4.6) by |γ˙0| > 0 and use (11.4.4) to arrive at the
following inequality:
|g0aγ˙a| ≤ η1/2(1 +Cηe−2qΩ)|γ˙0|.(11.4.8)
Using (11.4.8) and the estimate |g00| > 1− η, we conclude that if ǫ1 is sufficiently small, then
sgn(g0αγ˙
α) = sgn(g00γ˙
0),(11.4.9)
where sgn(y) = 1 if y > 0, and sgn(y) = −1 if y < 0. Since (11.4.3) implies that the left-hand side of (11.4.9) is
negative, and since g00 < 0, we conclude that γ˙
0 > 0.
We now show the estimate (11.4.1). First, by the hypothesis (11.2.1), the fact that g¯jk = g˚jk, and the estimate
(7.0.1b), it follows that
g¯abγ˙
aγ˙b ≤ c1
2
δabγ˙
aγ˙b ≤ c
2
1
2
e−2Ωgabγ˙aγ˙b.(11.4.10)
Integrating the Square root of each side of (11.4.10) from s0 to smax, recalling that e
−Ω(γ0(s)) ≤ Ce−Hγ0(s), and
using (11.4.4), we have that∫ smax
s0
√
g¯ab(π ◦ γ)γ˙aγ˙b ds ≤
∫ smax
s0
Ce−Hγ
0
γ˙0 ds = −C
H
∫ smax
s0
d
ds
e−Hγ
0
ds ≤ C,(11.4.11)
which proves (11.4.1).
We now show that γ0 converges to infinity as s ↑ smax if γ is a causal future-inextendible curve. Since γ˙0 > 0,
it follows that either γ0 converges to infinity as s ↑ smax, which is the desired result, or that γ0(s) converges to a
finite number. In the latter case, by (11.4.4), we also conclude the γj(s) converge to finite numbers as s ↑ smax,
which contradicts the definition of future-inextendibility.
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To show that the spacetime is future causally geodesically complete, we consider a future-directed causal
geodesic γ. We recall that the geodesic equations are γ¨µ + Γ µα β γ˙
αγ˙β = 0, which in the case of µ = 0 reads
γ¨0 + Γ 0α β γ˙
αγ˙β = 0.(11.4.12)
To analyze equation (11.4.12), we will use the following estimates for the Christoffel symbols:
|Γ 00 0| ≤ Cǫ1e−qHt,(11.4.13)
|Γ 00 j | ≤ Cǫ1e(1−q)Ht,(11.4.14)
|Γ 0j k − ωgjk| ≤ Cǫ1e(2−q)Ht.(11.4.15)
We will prove the estimate (11.4.15); the estimates (11.4.13) - (11.4.14) can be shown similarly. To begin, we
use the definition (3.0.2d) of Γ 0j k and the triangle inequality to obtain the following estimate:
|Γ 0j k − ωgjk| ≤
1
2
|g00||∂jg0k + ∂kg0j |+ 1
2
|g00 + 1||∂tgjk|+ 1
2
|∂tgjk − 2ωgjk|+ 1
2
|g0a||∂jgak + ∂kgja − ∂agjk|.
(11.4.16)
Inequality (11.4.15) now follows easily from (11.4.16), the assumption Sg;N < ǫ1, Sobolev embedding, (9.1.2d),
(9.1.2i), (9.1.3b), and (9.1.3c).
We now use (11.4.4), (11.4.5), and (11.4.13) - (11.4.15) to arrive at the following inequality:
|Γ 00 0|(γ˙0)2 + 2|Γ 00 aγ˙0γ˙a|+ |Γ 0a b − ωgab|γ˙aγ˙b ≤ Cǫ1e−qHγ
0(s)(γ˙0)2,(11.4.17)
where it is understood that both sides of (11.4.17) are evaluated along the curve γ(s). Using (11.4.12), (11.4.17),
and the positive-definiteness of the 3× 3 matrix gjk, it follows that
γ¨0 = −Γ 00 0(γ˙0)2 − 2Γ 00 aγ˙0γ˙a − Γ 0a bγ˙aγ˙b ≤ |Γ 00 0|(γ˙0)2 + 2|Γ 00 aγ˙0γ˙a|+ |Γ 0a b − ωgab|γ˙aγ˙b(11.4.18)
≤ Cǫ1e−qHγ0(s)(γ˙0)2.
Since we have already shown that γ˙0 is positive if ǫ1 is small enough, we may divide inequality (11.4.18) by it
and integrate:
ln
(
γ˙0(s)
γ˙0(s0)
)
=
∫ s
s0
γ¨0(s′)
γ˙0(s′)
ds′ ≤ Cǫ1
∫ s
s0
e−qHγ
0(s′)γ˙0(s′) ds′ = − C
qH
ǫ1
∫ s
s0
d
ds′
e−qHγ
0(s′) ds′(11.4.19)
≤ C
qH
e−qHγ
0(s).
We therefore conclude that γ˙0 is bounded from above:
γ˙0 ≤ C.(11.4.20)
Integrating (11.4.20) from s0 to s, we have that
γ0(s)− γ0(s0) =
∫ s
s0
γ˙0(s′) ds′ ≤ C|s− s0|.(11.4.21)
Finally, since we have already shown that γ0 ↑ ∞ as s ↑ smax, it follows from (11.4.21) that smax =∞.

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12. Asymptotics
In this section, we strengthen the conclusions of Theorem 11.1 by showing that gµν , g
µν , ∂µΦ, (µ, ν = 0, 1, 2, 3),
and various coordinate derivatives of these quantities converge as t → ∞. Because our strategy is to integrate
bounds for time derivatives, we will lose at least one order of differentiability in our convergence estimates.
Furthermore, we note that although our bootstrap assumptions were sufficient to close the global existence
argument, they are far from optimal from the point of view of decay rates. Thus, at the cost of a few more
derivatives, we will also revisit the modified equations and derive improved rates of decay compared to what
can be directly concluded from the estimate SN ≤ ǫ. In particular, the Counting Principle of Section 9 is not
precise enough to detect these refinements. These results should be viewed as an initial investigation of the
asymptotics; it is clear that more information could be extracted at the expense of more work. This theorem is
analogous to [28, Proposition 2].
Theorem 12.1. (Asymptotics) Assume that initial data (˚gµν , K˚µν , ∂¯Φ˚, Ψ˚), (µ, ν = 0, 1, 2, 3), for the mod-
ified system (5.4.2a) - (5.4.3) satisfy the assumptions of Theorem 11.1, including the smallness assumption
SN ≤ C−1∗ ǫ, where 0 ≤ ǫ ≤ ǫ0. Let g˚µν denote the inverse of g˚µν . Assume in addition that N ≥ 5, and let
(gµν , ∂µΦ) be the global solution launched by the data. Then there exists a constant ǫ2 satisfying 0 < ǫ2 ≤ ǫ0
such that if ǫ < ǫ2, then there exists a Riemann metric g
(∞)
jk , (j, k = 1, 2, 3), with corresponding Christoffel
symbols Γ
(∞)
ijk , (i, j, k = 1, 2, 3), and inverse g
jk
(∞) on T
3, and (time independent) functions ∂¯Φ(∞),Ψ(∞) on T3
such that g
(∞)
jk − g˚jk ∈ HN , gjk(∞) − g˚jk ∈ HN , ∂¯Φ(∞) ∈ HN−1, and Ψ(∞) − Ψ¯ ∈ HN−1 where Ψ¯ is defined in
(4.1.8), and such that the following estimates hold for all t ≥ 0 :
‖g(∞)jk − g˚jk‖HN ≤ Cǫ,(12.0.1a)
‖gjk(∞) − g˚jk‖HN ≤ Cǫ,(12.0.1b)
‖e−2Ωgjk − g(∞)jk ‖HN ≤ Cǫe−qHt,(12.0.2a)
‖e−2Ωgjk − g(∞)jk ‖HN−2 ≤ Cǫe−2Ht,(12.0.2b)
‖e2Ωgjk − gjk(∞)‖HN ≤ Cǫe−qHt,(12.0.2c)
‖e2Ωgjk − gjk(∞)‖HN−2 ≤ Cǫe−2Ht,(12.0.2d)
‖e−2Ω∂tgjk − 2ωg(∞)jk ‖HN ≤ Cǫe−qHt,(12.0.2e)
‖e−2Ω∂tgjk − 2ωg(∞)jk ‖HN−2 ≤ Cǫe−2Ht,(12.0.2f)
‖e2Ω∂tgjk + 2ωgjk(∞)‖HN ≤ Cǫe−qHt,(12.0.2g)
‖e2Ω∂tgjk + 2ωgjk(∞)‖HN−2 ≤ Cǫe−2Ht,(12.0.2h)
‖g0j −H−1gab(∞)Γ(∞)ajb ‖HN−3 ≤ Cǫe−qHt,(12.0.3a)
‖∂tg0j‖HN−3 ≤ Cǫe−qHt,(12.0.3b)
‖g00 + 1‖HN ≤ Cǫe−qHt,(12.0.4a)
‖g00 + 1‖HN−2 ≤ Cǫ(1 + t)e−2Ht,(12.0.4b)
‖∂tg00‖HN ≤ Cǫe−qHt,(12.0.4c)
‖∂tg00 + 2ω(g00 + 1)‖HN−2 ≤ Cǫe−2Ht,(12.0.4d)
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‖e−2ΩKjk − ωg(∞)jk ‖HN−1 ≤ Cǫe−qHt,(12.0.5a)
‖e−2ΩKjk − ωg(∞)jk ‖HN−2 ≤ C(1 + t)ǫe−2Ht.(12.0.5b)
In the above inequalities, Kjk is the second fundamental form of the hypersurface t = const.
Furthermore, we have that
‖eκΩ∂tΦ−Ψ(∞)‖HN−1 ≤ Cǫe−qHt,(12.0.6a)
‖eκΩ∂tΦ−Ψ(∞)‖HN−2 ≤ Cǫe−2(1−κ)Ht,(12.0.6b)
‖∂¯Φ − ∂¯Φ(∞)‖HN−1 ≤ Cǫe−κHt,(12.0.6c)
‖∂¯Φ(∞)‖HN−1 ≤ Cǫ.(12.0.6d)
Remark 12.0.2. We assume that N ≥ 5 so that we can use standard Sobolev-Moser estimates during our
proofs the improved rates of decay.
Proof. See Remark 9.1.1 for some conventions that we use throughout this proof. Furthermore, in our proofs
below, we will introduce new energies, and the differential inequalities that we will derive are valid only under
the assumption that the energies are sufficiently small; we don’t explicitly mention the smallness assumption
each time we make it. In the interest of brevity, we will only sketch the proofs of the estimates involving the
improved decay rates. We also remind the reader of the conclusion (11.2.2) of Theorem 11.1, which is that
SN
def
= Sg00+1;N + Sg0∗;N + Sh∗∗;N + S∂Φ;N satisfies SN (t) ≤ ǫ for t ≥ 0.
Proofs of (12.0.1a), (12.0.1b), (12.0.2a), (12.0.2c), (12.0.2e), and (12.0.2g): It follows from the definition (6.1.2f)
of SN that
‖∂thjk‖HN ≤ Cǫe−qHt.(12.0.7)
Integrating ∂thjk and using (12.0.7), it follows that for t1 ≤ t2, we have that
‖hjk(t2)− hjk(t1)‖HN ≤ Cǫe−qHt1 .(12.0.8)
Using (12.0.8) and the fact that hjk = e
−2Ωgjk, it easily follows that there exist functions g
(∞)
jk (x
1, x2, x3) such
that
‖e−2Ωgjk − g(∞)jk ‖HN ≤ Cǫe−qHt,(12.0.9)
and such that
‖g(∞)jk − g˚jk‖HN ≤ Cǫ.(12.0.10)
We have thus shown (12.0.1a) and (12.0.2a) . Inequality (12.0.2e) follows from (12.0.2a) and (12.0.7).
To obtain the asymptotics for gjk, we use (9.1.5a), which implies that
‖∂t
(
e2Ωgjk
)‖HN ≤ Cǫe−qHt.(12.0.11)
From (12.0.11) and the estimates (9.1.2e), (9.1.2f) at t = 0, it follows as in the previous argument that there
exist functions gjk(∞)(x
1, x2, x3) such that
‖e2Ωgjk − gjk(∞)‖HN ≤ Cǫe−qHt,(12.0.12)
and such that
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‖gjk(∞) − g˚jk‖HN ≤ Cǫ,(12.0.13)
‖∂¯gjk(∞)‖HN−1 ≤ Cǫ,(12.0.14)
‖gjk
(∞)‖L∞ ≤ C,(12.0.15)
where g˚jk
def
= gjk|t=0. This proves (12.0.1b) and (12.0.2c). (12.0.2g) then follows from (12.0.2c) and (12.0.11).
Furthermore, since
gajgak + g
0jg0k = δ
j
k,(12.0.16)
and since Proposition A-5, SN ≤ ǫ, (9.1.2h), and (9.1.2i) imply that
‖g0jg0k‖HN ≤ Cǫ2e−2qHt,(12.0.17)
it follows that g
(∞)
jk are the components of a Riemannian metric g
(∞) and that gjk(∞) are the components of its
inverse g(∞).
Proofs of (12.0.4a) and (12.0.4c): The estimates (12.0.4a) and (12.0.4c) follow trivially from definition (6.1.2a).
Proofs of (12.0.6a), (12.0.6c), and (12.0.6d): To prove (12.0.6a), we first recall equation (5.4.3), which can be
re-expressed as follows:
∂t
(
eκΩ∂tΦ− Ψ¯
)
= eκΩ△′∂Φ,(12.0.18)
where Ψ¯ is defined in (4.1.8) and
△′∂Φ = −mab∂a∂bΦ− 2m0a∂a∂tΦ+△∂Φ.(12.0.19)
Using Proposition A-5, the definition (6.1.2f) of SN , Sobolev embedding, (9.2.6e), (9.2.7d), (9.2.7f), and (9.2.7a),
it follows that
‖eκΩ△′∂Φ‖HN−1 ≤ Cǫe−qHt.(12.0.20)
As in our proof of (12.0.9), it easily follows from (12.0.18), (12.0.20), and the initial condition ‖eκΩ(0)∂tΦ(0, ·)−
Ψ¯‖HN ≤ Cǫ that there exists a function Ψ(∞)(x1, x2, x3) with Ψ(∞) − Ψ¯ ∈ HN−1 such that
‖eκΩ∂tΦ(t, ·)−Ψ(∞)‖HN−1 ≤ Cǫe−qHt,(12.0.21)
‖Ψ(∞) − Ψ¯‖HN−1 ≤ Cǫ,(12.0.22)
which proves (12.0.6a).
Furthermore, the bound SN (t) ≤ ǫ implies that
‖∂t∂¯Φ‖HN−1 ≤ Cǫe−κHt.(12.0.23)
It follows easily from (12.0.23) and the initial condition ‖∂¯Φ(0, ·)‖HN ≤ Cǫ that there exists a function
∂¯Φ(∞)(x1, x2, x3) (see Remark 1.0.1) satisfying ∂¯Φ(∞) ∈ HN−1 such that
‖∂¯Φ(t, ·) − ∂¯Φ(∞)‖HN−1 ≤ Cǫe−κHt,(12.0.24)
‖∂¯Φ(∞)‖HN−1 ≤ Cǫ,(12.0.25)
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which proves (12.0.6c) and (12.0.6d).
Proof of (12.0.5a): We first observe that Nˆ, the future-directed normal to the surface {t = const}, can be
expressed in components as
Nˆµ = −(−g00)−1/2g0µ.(12.0.26)
By the definition of K, it thus follows that
Kjk = gαkDjNˆ
α = −(∂j[(−g00)−1/2g0α])gαk − (−g00)−1/2g0αΓjkα.(12.0.27)
The dominant term on the right-hand side of (12.0.27) is the one involving Γjk0 : it follows from Corollary
A-4, with v = g00 + 1 and F (v) = (1 − v)−1/2 = (−g00)−1/2 in the Corollary, Proposition A-5, the definition
(6.1.2f) of SN , Sobolev embedding, (9.1.1c), (9.1.2c), (9.1.2h), (9.1.3a), and definition (12.0.53) that
e−2Ω
∥∥Kjk + (−g00)−1/2g00Γjk0∥∥HN−1 = e−2Ω∥∥− (∂j[(−g00)−1/2g0α])gαk − (−g00)−1/2g0aΓjka∥∥HN−1 ≤ Cǫe−qHt,
(12.0.28)
e−2Ω
∥∥∥(−g00)−1/2g00Γjk0 + 1
2
∂tgjk
∥∥∥
HN−1
≤ 1
2
e−2Ω
∥∥(−g00)−1/2g00(∂jg0k − ∂kg0j)∥∥HN−1
(12.0.29)
+
1
2
e−2Ω
∥∥[(−g00)−1/2g00 + 1]∂tgjk∥∥HN−1
≤ Cǫe−qHt.
Inequality (12.0.5a) now follows from combining (12.0.2e), (12.0.28), and (12.0.29).

Proofs of (12.0.3a) - (12.0.3b): Our proofs of (12.0.3a) - (12.0.3b) are based on two refined versions of the
energy inequality (11.1.1c). The main point is that the even though the energy Eg0∗;N defined in (6.2.8b) allows
us to efficiently close the bootstrap argument of Theorem 11.1, there is room for improvement. In particular,
Theorem 11.1 only allows us to conclude that Eg0∗;N ≤ SN ≤ Cǫ, which implies that ‖∂tg0j‖HN ≤ ǫe(1−q)Ht
and ‖g0j‖HN ≤ ǫe(1−q)Ht. As we will see, it is possible to improve these estimates by a factor of e(q−1)Ht. This
is a preliminary step that we will need in our remaining proofs. This improvement is based on the following
simple identity:
g0j = − 1
g00
gajg0a.(12.0.30)
We begin our proof of the improvement by defining a new energy E g0∗;N−1 for the g0j , (j = 1, 2, 3), by
E
2
g0∗;N−1
def
=
∑
|~α|≤N−1
3∑
j=1
E2(γ0∗,δ0∗)[∂~αg0j , ∂(∂~αg0j)],(12.0.31)
where E2(γ0∗,δ0∗)[∂~αg0j , ∂(∂~αg0j)] is defined in (6.2.2), and the constants γ0∗, δ0∗ are defined in Definition 6.2.1.
Note that the scaling in (12.0.31) differs from the scaling used in definition (6.2.8b) by a factor of e(1−q)Ω.
Furthermore, we are using an N − 1st order energy, rather than an N th order energy, because we will make
use of the improved rates of decay for lower derivatives that are already discernible from the fact that SN ≤ ǫ
(consider e.g. inequality (9.1.6b)). Now using (10.0.1a), we have the following comparison estimate:
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C−1E g0∗;N−1 ≤
3∑
j=1
‖∂tg0j‖HN−1 + e−Ω‖∂¯g0j‖HN−1 + C(γ0∗)‖g0j‖HN−1 ≤ CE g0∗;N−1.(12.0.32)
Using the definition of E g0∗;N−1 and the comparison estimate, it follows that the energy inequality (6.2.12b)
can be replaced with
d
dt
(E 2g0∗;N−1) ≤ −η0∗HE 2g0∗;N−1 +CE g0∗;N−1
3∑
j=1
‖gabΓajb‖HN−1 + CE g0∗;N−1
3∑
j=1
‖△0j‖HN−1
(12.0.33)
+ CE g0∗;N−1
∑
|~α|≤N−1
3∑
j=1
‖[2ˆg, ∂~α]g0j‖L2 +
∑
|~α|≤N−1
3∑
j=1
‖△E;(γ0∗,δ0∗)[∂~αg0j , ∂(∂~αg0j)]‖L1 .
We now claim that the following improvements of (9.2.1b), (9.2.1e), (9.2.2b), (9.2.3b), and (9.2.4b) hold:
‖△A,0j‖HN−1 ≤ Cǫe−qHtE g0∗;N−1 + Cǫe−qHt,(12.0.34)
‖△C,0j‖HN−1 ≤ Cǫe−qHtE g0∗;N−1,(12.0.35)
‖△0j‖HN−1 ≤ Ce−qHtE g0∗;N−1 + Cǫe−qHt,(12.0.36)
‖[2ˆg, ∂~α]g0j‖L2 ≤ Cǫe−qHtE g0∗;N−1 + Cǫe−qHt, (|~α| ≤ N − 1),(12.0.37)
‖△E;(γ0∗,δ0∗)[∂~αg0j , ∂(∂~αg0j)]‖L1 ≤ Cǫe−qHtE g0∗;N−1 + Ce−qHtE 2g0∗;N−1, (|~α| ≤ N − 1).(12.0.38)
These improved estimates can be derived using the same methods as in our proofs of the original estimates,
together with the identity (12.0.30). More specifically, in our proofs of (9.2.1b), (9.2.1e), (9.2.2b), (9.2.3b),
and (9.2.4b), we used the estimates ‖∂tg0j‖HN ≤ e(1−q)ΩSg0∗;N , ‖g0j‖HN ≤ e(1−q)ΩSg0∗;N , and ‖∂¯g0j‖HN ≤
e(2−q)ΩSg0∗;N , which follow directly from the definition of Sg0∗;N , together with (9.1.2h), which reads ‖g0j‖HN ≤
Ce−(1+q)ΩSg;N . However, whenever it is convenient, these estimates can be replaced with
‖∂tg0j‖HN−1 ≤ CE g0∗;N−1,(12.0.39)
‖g0j‖HN−1 ≤ CE g0∗;N−1,(12.0.40)
‖∂¯g0j‖HN−1 ≤ CeΩE g0∗;N−1,(12.0.41)
‖g0j‖HN−1 ≤ Ce−2ΩE g0∗;N−1(12.0.42)
respectively, where (12.0.39) - (12.0.41) follow from (12.0.32), while (12.0.42) follows from applying (12.0.32),
Proposition A-5, Sobolev embedding, (9.1.2e), and (9.1.2f) to the identity (12.0.30). We remark that the
Ce−qHtE g0∗;N−1 term on the right-hand side of (12.0.36) arises from from e.g. the (ω − H)∂tg0j term on the
right-hand side of (5.4.4j). Similarly, the Ce−qHtE 2g0∗;N−1 term on the right-hand side of (12.0.38) arises from
the e.g. the (H − ω)gab(∂av)(∂bv) term on the right-hand side of (6.2.6). See [28, Section 14] for additional
details on these improved estimates.
Now using (9.1.6b), (12.0.33) and (12.0.36) - (12.0.38), we argue as in our proof of (11.1.3) to deduce the
following inequality:
d
dt
(
E
2
g0∗;N−1
)
≤ −η0∗HE 2g0∗;N−1 + Ce−qHtE 2g0∗;N−1 + CǫE g0∗;N−1,(12.0.43)
where the CǫE g0∗;N−1 term on the right-hand side of (12.0.43) arises from applying inequality (9.1.6b) to the
second term on the right-hand side of (12.0.33). Integrating (12.0.43) from 0 to t, using the smallness condition
E g0∗;N−1(0) ≤ Cǫ for small t, and applying Lemma 11.1.3 for large t (the Ce−qHtE 2g0∗;N−1 term is dominated
by the −η0∗HE 2g0∗;N−1 term for large t), we conclude that the following bound holds for all t ≥ 0 :
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E g0∗;N−1 ≤ Cǫ.(12.0.44)
This completes the proof of our preliminary improved estimate.
We are now ready for the proofs of (12.0.3a) and (12.0.3b). Defining
vj
def
= g0j −H−1gab(∞)Γ(∞)ajb ,(12.0.45)
and recalling that g0j is a solution to
2ˆgg0j = 3H∂tg0j + 2H
2g0j − 2HgabΓajb +△0j ,(12.0.46)
it follows that vj is a solution to
2ˆgvj = 3H∂tvj + 2H
2vj +△j ,(12.0.47)
where
△j = △0j + 2H
(
gab(∞)Γ
(∞)
ajb − gabΓajb
)−H−1glm∂l∂m(gab(∞)Γ(∞)ajb ).(12.0.48)
To estimate vj, (j = 1, 2, 3), we will use the energy
E
2
v∗;N−3
def
= e2qHt
∑
|~α|≤N−3
3∑
j=1
E2(γ0∗,δ0∗)[∂~αvj , ∂(∂~αvj)],(12.0.49)
where E2(γ0∗ ,δ0∗)[∂~αvj , ∂(∂~αvj)] is defined in (6.2.2), and the constants γ0∗, δ0∗ are defined in Definition 6.2.1.
Note that in response to the last term on the right-hand side of (12.0.48), we have further reduced the number
of derivatives in the definition of our energy by two. Using (10.0.1a), it follows that
C−1E v∗;N−3 ≤
3∑
j=1
eqHt‖∂tvj‖HN−3 + C(γ0∗)eqHt‖vj‖HN−3 + e(q−1)Ht‖∂¯vj‖HN−3 ≤ CE v∗;N−3.(12.0.50)
Arguing as in our proof of (12.0.33), we have that
d
dt
(E 2v∗;N−3) ≤ (2q − η0∗)HE 2v∗;N−3 + CeqHtE v∗;N−3
3∑
j=1
‖△j‖HN−3
(12.0.51)
+ CeqHtE v∗;N−3
∑
|~α|≤N−3
3∑
j=1
‖[2ˆg, ∂~α]vj‖L2 + e2qHt
∑
|~α|≤N−3
3∑
j=1
‖△E;(γ0∗,δ0∗)[∂~αvj, ∂(∂~αvj)]‖L1 .
Note that the inequality (12.0.51) does not have a term corresponding to the ‖gabΓajb‖HN−1 term in (12.0.33);
the remnants of this term are present in ‖△j‖HN−3 .
We will now estimate ‖△j‖HN−3 , our goal being to show that it decays like ǫe−qHt. We begin by estimating
the term 2HgabΓajb from the right-hand side of (12.0.48). Let us first recall the definitions of the lowered
Christoffel symbols Γ
(∞)
ijk and Γµαν corresponding to g
(∞) and g respectively:
Γ
(∞)
ijk
def
=
1
2
(∂ig
(∞)
jk + ∂kg
(∞)
ij − ∂jg(∞)ik ),(12.0.52)
Γµαν
def
=
1
2
(∂µgαν + ∂νgµα − ∂αgµν).(12.0.53)
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Using Proposition A-5, the definition (6.1.2f) of SN , Sobolev embedding, (12.0.1a), (12.0.1b), (12.0.2a), (12.0.2c),
(12.0.15), (12.0.52), and (12.0.53), we conclude that
‖gab(t, ·)Γajb(t, ·)− gab(∞)Γ(∞)ajb ‖HN−1 ≤ ||e2Ωgab(t, ·) − gab(∞)||HN−1‖e−2ΩΓajb(t, ·)‖HN−1(12.0.54)
+ ‖gab(∞)‖L∞‖e−2ΩΓajb(t, ·)− Γ(∞)ajb ‖HN−1
+ ‖∂¯gab(∞)‖HN−2‖e−2ΩΓajb(t, ·)− Γ(∞)ajb ‖L∞
≤ Cǫe−qHt,
‖gab(∞)Γ(∞)ajb ‖HN−1 ≤ Cǫ.(12.0.55)
We now estimate the term H−1glm∂l∂m
(
gab(∞)Γ
(∞)
ajb
)
from the right-hand side of (12.0.48). By Proposition
A-5, (9.1.2e), (9.1.2f), and (12.0.55), it follows that
‖glm∂l∂m(gab(∞)Γ(∞)ajb )‖HN−3 ≤ Cǫe−2Ht.(12.0.56)
Applying the estimates (12.0.36), (12.0.44), (12.0.54), and (12.0.56) to the terms in (12.0.48), we conclude the
desired estimate for ‖△j‖HN−3 :
‖△j‖HN−3 ≤ Cǫe−qHt.(12.0.57)
In addition, arguing as in our proof of (9.2.3b) and (12.0.38), and in particular making use of the improved
estimates (12.0.39) - (12.0.42) and (12.0.44), it can be shown that
‖[2ˆg, ∂~α]vj‖L2 ≤ CSquareone−qHtE v∗;N−3 + Cǫe−qHt, (|~α| ≤ N − 3),(12.0.58)
‖△E;(γ0∗,δ0∗)[∂~αvj, ∂(∂~αvj)]‖L1 ≤ Cǫe−2qHtE v∗;N−3 + Ce−3qHtE 2v∗;N−3, (|~α| ≤ N − 3).(12.0.59)
Using (12.0.51), (12.0.57), (12.0.58), and (12.0.59), it follows that
d
dt
(
E
2
v∗;N−3
)
≤ (2q − η0∗)HE 2v∗;N−3 +Ce−qHtE 2v∗;N−3 + CǫE v∗;N−3.(12.0.60)
Using the fact that 2q− η0∗ < 0, we argue as in our proof of (12.0.44) to conclude that the following inequality
holds for all t ≥ 0 :
E v∗;N−3 ≤ Cǫ.(12.0.61)
Inequalities (12.0.3a) and (12.0.3b) now follow from the comparison estimate (12.0.50) and from (12.0.61).
Proofs of (12.0.2b), (12.0.2d), (12.0.2f), (12.0.2h), (12.0.4b), and (12.0.4d):
We begin by using equations (5.4.2a) and (5.4.2c), together with the identity g00 + 1 = g00(g00 + 1) + g
0ag0a
to derive the following equations:
∂2t
[
e2Ω(g00 + 1)
]
= −ω∂t
[
e2Ω(g00 + 1)
]
+ 2ω˙e2Ω(g00 + 1) + e
2Ω△′00,(12.0.62)
∂t[e
2Ωhjk] = −ωe2Ω∂thjk + e2Ω△′jk,(12.0.63)
where
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△′00 = (g00)−1
{
− 2g0a∂a∂tg00 − gab∂a∂bg00 + 5ω
[
g00(g00 + 1) + g
0ag0a
]
∂tg00 + 6ω
2
[
g00(g00 + 1)
2 + g0ag0a(g00 + 1)
]}(12.0.64)
+ 2(g00)−1
{
△A,00 +△C,00 + [f(∂Φ˜)− f(∂Φ)]− (g00 + 1)f(∂Φ˜)− s
s+ 1
(g00 + 1)σ
s+1
}
,
△′jk = (g00)−1
{
− 2g0a∂a∂thjk − gab∂a∂bhjk + 3ω
[
g00(g00 + 1) + g
0ag0a
]
∂thjk
}(12.0.65)
+ 2(g00)−1
{
e−2Ω△A,jk −
[
g00(g00 + 1) + g
0ag0a
]
σ˜s+1hjk − 2ωg0a∂ahjk − 2e−2Ωσs(∂jΦ)(∂kΦ)
+
s
s+ 1
(σ˜s+1 − σs+1)hjk
}
.
Using the fact that SN ≤ ǫ, the improved estimates (whenever they are convenient) (12.0.39) - (12.0.42),
(12.0.44), and the Sobolev-Moser type inequalities in the Appendix, we derive the following inequalities:
‖△′00‖HN−2 ≤ Cǫe−2Ω + Cǫe−qHt
{‖g00 + 1‖HN−2 + ‖∂tg00‖HN−2 + ‖∂thjk‖HN−2},(12.0.66)
‖△′jk‖HN−2 ≤ Cǫe−2Ω + Cǫe−qHt‖∂thjk‖HN−2 .(12.0.67)
Since the derivation of the above inequalities is similar to many other estimates proved in this article, we have left
the tedious details up to the reader. However, we remark that the ǫe−qHt‖g00 +1‖HN−2 term on the right-hand
side of (12.0.66) arises from e.g. the first term on the right-hand side of (5.4.12a), that the ǫe−qHt‖∂tg00‖HN−2
term on the right-hand side of (12.0.66) arises from e.g. the first term on the right-hand side of (5.4.10a), that
the ǫe−qHt‖∂thjk‖HN−2 term on the right-hand side of (12.0.66) arises from e.g. the last term on the right-hand
side of (5.4.10a), and that the ǫe−qHt‖∂thjk‖HN−2 term on the right-hand side of (12.0.67) arises from e.g. terms
on the fourth and fifth lines of (5.4.10c). Furthermore, we remark that we are using HN−2 norms because of the
presence of the terms on the right-hand sides of (12.0.64) - (12.0.65) that contain second derivatives, e.g. the
term ∂a∂bg00; by examining e.g. the definition (6.1.1a), we see that the H
N−2 norm of such a term has a more
favorable rate of decay than its HN−1 norm. We need this additional decay to deduce (12.0.66) - (12.0.67).
Now in order to derive our desired inequalities, it is convenient to introduce the following non-negative energies
E e2Ω(g00+1);N−2, E ∂t[e2Ω(g00+1)];N−2, and E e2Ω∂th∗∗;N−2, which are defined by
E
2
e2Ω(g00+1);N−2
def
=
∑
|~α|≤N−2
∫
T3
(
∂~α
(
e2Ω(g00 + 1)]
)2
d3x = ‖e2Ω(g00 + 1)‖2HN−2 ,(12.0.68a)
E
2
∂t[e2Ω(g00+1)];N−2
def
=
∑
|~α|≤N−2
∫
T3
(
∂~α∂t[e
2Ω(g00 + 1)]
)2
d3x = ‖∂t[e2Ω(g00 + 1)]‖2HN−2 ,(12.0.68b)
E
2
e2Ω∂th∗∗;N−2
def
=
∑
|~α|≤N−2
3∑
j,k=1
∫
T3
e4Ω(∂~α∂thjk)
2 d3x =
3∑
j,k=1
‖e2Ω∂thjk‖2HN−2 .(12.0.68c)
Observe the following simple consequence of the definitions (12.0.68a) and (12.0.68b):
e2Ω‖∂tg00‖HN−2 ≤ C
{
E e2Ω(g00+1);N−2 + E ∂t[e2Ω(g00+1)];N−2
}
.(12.0.69)
Now from (12.0.66) and (12.0.67), and (12.0.69), it follows that
e2Ω‖△′00‖HN−2 ≤ Cǫ+ Cǫe−qHt
{
E e2Ω(g00+1);N−2 + E ∂t[e2Ω(g00+1)];N−2 + E e2Ω∂th∗∗;N−2
}
,(12.0.70)
e2Ω‖△′jk‖HN−2 ≤ Cǫ+ Cǫe−qHtE e2Ω∂th∗∗;N−2.(12.0.71)
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We may therefore use equations (12.0.62) - (12.0.63), together with (12.0.70) - (12.0.71) to derive the following
system of differential inequalities, which is valid if E e2Ω(g00+1);N−2,E ∂t[e2Ω(g00+1)];N−2, and E e2Ω∂th∗∗;N−2 are
sufficiently small:
d
dt
(
E
2
e2Ω(g00+1);N−2
) ≤ 2E e2Ω(g00+1);N−2E ∂t[e2Ω(g00+1)];N−2,
(12.0.72a)
d
dt
(
E
2
∂t[e2Ω(g00+1)];N−2
) ≤ −2ωE 2∂t[e2Ω(g00+1)];N−2 + 2e2ΩE ∂t[e2Ω(g00+1)];N−2‖△′00‖HN−2
(12.0.72b)
+ 4|ω˙|E e2Ω(g00+1);N−2E ∂t[e2Ω(g00+1)];N−2
≤ −2ωE 2∂t[e2Ω(g00+1)];N−2 + Ce−qHtE e2Ω(g00+1);N−2E ∂t[e2Ω(g00+1)];N−2 + CǫE ∂t[e2Ω(g00+1)];N−2
+ Cǫe−qHtE ∂t[e2Ω(g00+1)];N−2
{
E e2Ω(g00+1);N−2 + E ∂t[e2Ω(g00+1)];N−2 + E e2Ω∂th∗∗;N−2
}
,
d
dt
(
E
2
e2Ω∂th∗∗;N−2
) ≤ −2ωE 2e2Ω∂th∗∗;N−2 + 2e2ΩE e2Ω∂th∗∗;N−2‖△′jk‖HN−2
(12.0.72c)
≤ −2ωE 2e2Ω∂th∗∗;N−2 + CǫE e2Ω∂th∗∗;N−2 + Cǫe−qHtE 2e2Ω∂th∗∗;N−2.
We remark that (12.0.72a) follows from a simple application of the Cauchy-Schwarz inequality, after bringing the
time derivative under the integral over T3. Using the initial conditions E e2Ω(g00+1);N−2(0) ≤ Cǫ,E ∂t[e2Ω(g00+1)];N−2(0) ≤
Cǫ, and E e2Ω∂th∗∗;N−2(0) ≤ Cǫ, and assuming that ǫ is sufficiently small, we apply a Gronwall-type inequality
to the system (12.0.72a) - (12.0.72c), concluding that the following inequalities hold for all t ≥ 0 :
E e2Ω(g00+1);N−2 ≤ Cǫ(1 + t),(12.0.73a)
E ∂t[e2Ω(g00+1)];N−2 ≤ Cǫ,(12.0.73b)
E e2Ω∂th∗∗;N−2 ≤ Cǫ.(12.0.73c)
Inequalities (12.0.4b) and (12.0.4d) now follow from (12.0.73a) and (12.0.73b). Similarly, (12.0.73c) implies that
‖∂thjk‖HN−2 ≤ Cǫe−2Ω,(12.0.74)
from which (12.0.2b) and (12.0.2f) easily follow.
To obtain (12.0.2d), we first use the improved estimates (12.0.39) - (12.0.42), (12.0.44), and (12.0.74) to
upgrade the inequality (9.1.9) as follows:
‖∂tgjk + 2ωgjk‖HN−2 ≤ Cǫe−4Ω.(12.0.75)
(12.0.2d) then follows from (12.0.75) as in our proof of (12.0.2c). (12.0.2h) then follows from (12.0.2d) and
(12.0.75).
Proof of (12.0.5b): To prove (12.0.5b), we use the identity g00 + 1 = 1g00 [(g00 + 1) − g0ag0a] and the improved
estimates (12.0.4b), (12.0.4d), (12.0.39) - (12.0.42), (12.0.44), and (12.0.74) to upgrade inequalities (12.0.28) -
(12.0.29) as follows:
e−2Ω
∥∥Kjk + (−g00)−1/2g00Γjk0∥∥HN−2 ≤ Cǫe−2Ht,(12.0.76)
e−2Ω
∥∥∥(−g00)−1/2g00Γjk0 + 1
2
∂tgjk
∥∥∥
HN−2
≤ Cǫ(1 + t)e−2Ht.(12.0.77)
Combining (12.0.2f), (12.0.76), and (12.0.77), we deduce (12.0.5b) (as in our proof of (12.0.5a)).
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Proof of (12.0.6b): To prove (12.0.6b), we use the improved estimates (12.0.4b), (12.0.4d), (12.0.39) - (12.0.42),
(12.0.44), and (12.0.74) to upgrade inequality (12.0.20) to
‖eκΩ△′∂Φ‖HN−2 ≤ Cǫe−2(1−κ)Ht.(12.0.78)
(12.0.6b) then follows from (12.0.78), as in our proof of (12.0.6a).
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Appendices
A. Sobolev-Moser Inequalities
In this Appendix, we provide some standard Sobolev-Moser type estimates that play a fundamental role in
our analysis of the nonlinear terms in our equations. The propositions and corollaries stated below can be
proved using methods similar to those used in [19, Chapter 6] and in [21]. The proofs given in the literature
are commonly based on a version of the Gagliardo-Nirenberg inequality [26], which we state as Lemma A-1,
together with repeated use of Hölder’s inequality and/or Sobolev embedding. Throughout this appendix, we
abbreviate Lp = Lp(T3), and HM = HM (T3).
Lemma A-1. If M,N are integers such that 0 ≤ M ≤ N, and v is a function on T3 such that v ∈
L∞, ‖∂¯(N)v‖L2 <∞, then
‖∂¯(M)v‖L2N/M ≤ C(M,N)‖v‖
1−M
N
L∞ ‖∂¯(N)v‖
M
N
L2
.(A.1)
Proposition A-2. Let M ≥ 0 be an integer. If {va}1≤a≤l are functions such that va ∈ L∞, ‖∂¯(M)va‖L2 < ∞
for 1 ≤ a ≤ l, and ~α1, · · · ~αl are spatial derivative multi-indices with |~α1|+ · · · |~αl| = M, then
‖(∂~α1v1)(∂~α2v2) · · · (∂~αlvl)‖L2 ≤ C(l,M)
l∑
a=1
(
‖∂¯(M)va‖L2
∏
b6=a
‖vb‖L∞
)
.(A.2)
Corollary A-3. Let M ≥ 1 be an integer, let K be a compact set, and let F ∈ CMb (K) be a function. Assume
that v is a function such that v(T3) ⊂ K and ∂¯v ∈ HM−1. Then ∂¯(F ◦ v) ∈ HM−1, and
‖∂¯(F ◦ v)‖HM−1 ≤ C(M)‖∂¯v‖HM−1
M∑
l=1
|F (l)|K‖v‖l−1L∞ .(A.3)
Corollary A-4. Let M ≥ 1 be an integer, let K be a compact, convex set, and let F ∈ CMb (K) be a function.
Assume that v is a function such that v(T3) ⊂ K and v− v¯ ∈ HM , where v¯ ∈ K is a constant. Then F ◦v−F ◦v¯ ∈
HM , and
‖F ◦ v − F ◦ v¯‖HM ≤ C(M)
{
|F (1)|K‖v − v¯‖L2 + ‖∂¯v‖HM−1
M∑
l=1
|F (l)|K‖v‖l−1L∞
}
.(A.4)
Proposition A-5. Let M ≥ 1, l ≥ 2 be integers. Suppose that {va}1≤a≤l are functions such that va ∈ L∞ for
1 ≤ a ≤ l, that vl ∈ HM , and that ∂¯va ∈ HM−1 for 1 ≤ a ≤ l − 1. Then
‖v1v2 · · · vl‖HM ≤ C(l,M)
{
‖vl‖HM
l−1∏
a=1
‖va‖L∞ +
l−1∑
a=1
‖∂¯va‖HM−1
∏
b6=a
‖vb‖L∞
}
.(A.5)
Remark A.1. The significance of this proposition is that only one of the functions, namely vl, is estimated in
L2.
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Proposition A-6. Let M ≥ 1 be an integer, let K be a compact, convex set, and let F ∈ CMb (K) be a function.
Assume that v1 is a function such that v1(T
3) ⊂ K, that ∂¯v1 ∈ L∞, and that ∂¯(M)v1 ∈ L2. Assume that v2 ∈ L∞,
that ∂¯(M−1)v2 ∈ L2, and let ~α be a spatial derivative multi-index with with |~α| = M. Then ∂~α ((F ◦ v1)v2)− (F ◦
v1)∂~αv2 ∈ L2, and
‖∂~α ((F ◦ v1)v2)− (F ◦ v1)∂~αv2‖L2
≤ C(M)
{
|F (1)|K‖∂¯v1‖L∞‖∂¯(M−1)v2‖L2 + ‖v2‖L∞‖∂¯v1‖HM−1
M∑
l=1
|F (l)|K‖v1‖l−1L∞
}
.(A.6)
Remark A.2. The significance of this proposition is that the M th order derivatives of v2 do not play a role in
the conclusions.
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