Protecting personal data is essential to guarantee the rule of law 
Introduction
Due to the great advances in the Information and Communication Technologies (ICTs), it is very easy to gather large amounts of personal data. There are many real-life situations in which personal data is stored:
• E-commerce. Electronic commerce results in the automated collection of large amounts of consumer data. These data, which are gathered by 1 . We use the term rule of law to refer to the Rechtsstaat as a concept borrowed from German jurisprudence. It is a state in which the exercise of governmental power is constrained by the law. It is a foundational rule for a country to be a liberal democracy. many companies, are shared with subsidiaries and partners.
• Health information. Health care is a very sensitive sector with strict regulations. In the U.S., the Privacy Rule of the Health Insurance Portability and Accountability Act (HIPAA, [1] ) requires the strict regulation of protected health information for use in medical research. In most western countries, the situation is similar, (see e.g. [2] ).
• Location-Based Services. Cell phones have become ubiquitous and services related to the current position of the user are growing fast. If the queries that a user makes to a locationbased server are not securely managed, it could be possible to infer the consumer habits of the user [3] .
• RFID technology. The massive deployment of the Radio Frequency IDentification (RFID) technology is a reality. On the one hand, this technology will increase the efficiency of supply chains and will eventually replace bar codes. On the other hand, the existence of RFID tags in almost every object could be seen as a privacy problem [4] .
In addition to the aforementioned real-life situations, most countries have legislation which compels national statistical agencies to guarantee statistical confidentiality when they release data collected from citizens or companies; see [5] for regulations in the European Union, [6] for regulations in Canada, and [7] for regulations in the U.S. Thus, protecting individual privacy is a key issue for many institutions, namely statistical agencies, Internet companies, manufacturers etc; and many efforts have been devoted to develop techniques guaranteeing some degree of personal privacy.
A possible solution leveraged from the field of Statistical Disclosure Control (SDC) is the aggregation of the original data before their publication. By aggregating the data, it becomes statistically unprovable to link the released data with a given respondent and, at the same time, data utility is preserved. By aggregating original data, we can obtain k-anonymous records that can be released whilst assuring some degree of privacy (i.e. for each given record, there are k − 1 indistinguishable other records. Thus, it is not possible to re-identify respondents univocally). Unfortunately, this solution is not straightforward because the elements composing the data must be properly clustered prior to the aggregation process. The clustering of data with constraints on the size of the clusters is known to be an NP-Hard problem when the data is multivariate [8] . Thus, it is necessary to make use of heuristics in order to properly aggregate multivariate data. We elaborate on these concepts in Section 2.
Contribution and plan of the paper
In this paper we propose a new post-processing method that aims to increase the similarities of the records clustered in the same group, prior to their aggregation. By using our method, the generated clusters are more similar and, thus, the disruption produced by the anonymity process is lower.
The rest of the paper is organised as follows: In Section 2 a brief summary of SDC concepts is given. Next, in Section 3, our proposal is detailed, and some experimental results are provided in Section 4. Finally, the article concludes in Section 5.
Background
In this section we provide the reader with some basic ideas on Statistical Disclosure Control and some of its techniques (i.e. micro-aggregation and k-anonymity).
Statistical Disclosure Control
Statistical Disclosure Control (SDC), also known as Statistical Disclosure Limitation (SDL), seeks to transform data in such a way that they can be publicly released whilst preserving data utility and statistical confidentiality, where the latter means avoiding disclosure of information that can be linked to specific individual or corporate respondent entities. SDC can be applied to data in several formats, which induces the following classification of SDC techniques:
• Tabular data protection: This is the oldest and best established part of SDC, because tabular data have been the traditional output of national statistical offices. The goal here is to publish static aggregate information, i.e. tables, in such a way that no confidential information on specific individuals amongst those to which the table refers can be inferred [9] . See [10] for a conceptual survey and [11] , [12] for a software survey.
• Dynamic databases: The scenario here is a database to which the user can submit statistical queries (sums, averages, etc.). The aggregate information obtained by users as a result of successive queries should not allow them to infer information on specific individuals. Since the 80s, this has been known to be a difficult problem, subject to the tracker attack [13] . Currently employed strategies rely on perturbing, restricting or replacing by intervals the answers to certain queries. Examples of those three strategies can be found in [14] , [15] and [16] , respectively.
• Micro-data protection: This sub-discipline is about protecting individual data, also called micro-data. In this paper we concentrate on the protection of micro-data.
Micro-aggregation and k-anonymity
Micro-aggregation is an SDC technique consisting in the aggregation of individual data. It can be considered as an SDC sub-discipline devoted to the protection of individual data, also called micro-data. It is only recently that data collectors (statistical agencies and the like) have been persuaded to publish microdata. Therefore, micro-data protection is the youngest SDC sub-discipline and it is experiencing continuous evolution in the last years. Micro-aggregation can be seen as a clustering problem with constraints on the size of the clusters. It is somehow related to other clustering problems (e.g. dimension reduction or minimum squares design of clusters). However, the main difference of the micro-aggregation problem is that it does not consider the number of clusters to generate or the number of dimensions to reduce, but only the minimum number of elements that are grouped in the same cluster.
When we micro-aggregate data we have to keep two goals in mind:
• Preserving data utility. To do so, we should introduce as less noise as possible into the data i.e. we should aggregate similar elements instead of different ones.
• Protecting the privacy of the respondents. Data have to be sufficiently modified to make re-identification difficult i.e. by increasing the number of aggregated elements, we increase data privacy. In that sense, deleting identifiers is not enough to protect the privacy of the respondents.
k-Anonymity [17] - [21] , is an elegant approach to facing the conflict between information loss and disclosure risk in SDC.
Definition 1 (k-anonymity):
A data set is said to satisfy k-anonymity for k > 1 if, for each combination of values of a quasi-identifier 2 , at least k records exist in the data set sharing that combination.
In order to achieve k-anonymity, each original record is replaced by the centroid of the cluster it belongs to. Hence, maximum within-groups homogeneity is intended to minimise the information loss caused by micro-aggregation. There are several group homogeneity measures based on different distance definitions, being the most common homogeneity measure for clustering the within-groups sum of square errors (SSE). For a given k-partition 3 , the SSE is computed as:
where s is the number of clusters in the k-partition, n i is the number of elements in the i-th cluster, x ij is the j-th element in the i-th cluster andx i is the centroid of the i-th cluster.
The attributes in a quasi-identifier are those used by a snooper to attempt re-identification, i.e. to link records in the protected data set V with identified records in an external data source S. If V satisfies kanonymity, a snooper attempting record linkage with S can only hope to map an identified record in S to a group of k records in V (each record in the group is seen as an equally likely match by the snooper). Therefore, if, for a given k, k-anonymity is assumed to be enough protection, one can concentrate on minimising information loss with the only constraint that k-anonymity should be satisfied.
When k-anonymity was originally proposed as a concept, the suggested computational procedure to implement it was a combination of generalisations and suppressions. It has recently been shown in [22] 2. Quasi-identifiers are attributes of a data set that can lead to a disclosure of information when they are used together. For example, attributes "Job" and "City" are not identifiers but when used together they could lead to the disclosure of information because e.g. everybody knows the doctor in a small village.
3. A k-partition is a partition in which all parts have at least k elements.
that micro-aggregation provides a more unified computational way to reach k-anonymity, with the additional advantages over generalisation/suppression that: i) micro-aggregation is applicable to any data type (including numerical data); ii) micro-aggregation does not complicate analysis by returning a k-anonymous data set with new categories or censored data; iii) micro-aggregation does not turn numerical data into categorical data.
There are some other desirable properties that may be required (e.g. p-sensitive k-anonymity [23] , -diversity [24] or t-closeness [25] ), however, for the sake of brevity and clarity, in this paper we focus on micro-aggregation with the k-anonymity property.
Our method
In this section we describe our post-processing method. Its aim is to obtain a k-partition with more homogeneous groups. Given a group g i of the kpartition, the algorithm tries to reduce its SE (cf. Equation 2) whilst the SSE of the k-partition is not increased.
In a nutshell, the algorithm receives as input a kpartition generated by a micro-aggregation algorithm (e.g. MDAV or V-MDAV), and the original data set and tries to re-distribute the records to lessen the dissimilarities in the clusters.
The algorithm selects the most heterogeneous cluster (i.e. the group with the highest intra-group error (SE)) and tries to transform it in the most appropriate way according to its cardinality. The procedures that we propose for being applied on a given cluster are:
• Split the cluster in two new clusters: This action can only be taken when the size of the cluster is at least 2k. Otherwise, a cluster with less than k records would be created. In order to split the cluster in two new ones, an algorithm inspired in the MDAV micro-aggregation method [22] is used (cf. Algorithm 2). This procedure always reduces the SSE of the k-partition.
• Destroy the cluster and re-assign its records to other groups: When the number of records in the cluster is k no record can be removed without breaking the cluster completely (e.g. if one record is removed, then the cardinality of the original group is k − 1 and that would not lead to a kpartition). Thus, all the records in the cluster must be assigned to other clusters (cf. Algorithm 3).
• Select one record of the cluster and assign it to another group: If the cardinality of the cluster is between k and 2k, then it cannot be split in two clusters, but some of its records can be reassigned without breaking the original cluster (cf. Algorithm 4). Then the algorithm determines whether these changes lessen the information loss of the data set produced by micro-aggregation. Once the post-processing method is applied, the homogeneity of the k-partition is improved or, in the worst case, it is left untouched. The complete process is described in Algorithm 1.
Algorithm 1 Post processing k-partition
Require: G: a k-partition {g1, g2, . . . , gs} where s is the number of clusters. Require: k: the minimum number of records per cluster. Require: p: the percentage of clusters that the algorithm will try to improve before ending. 1: i = 0 2: improves = true 3: while ((i < p×s 100
) and improves) do 4: if (improves==true) then 5: ComputeSSE(G);
6:
SortClustersBySE(G); 7: g ⇐ ClusterWithHigherSE(G); 8: improves ⇐ f alse; 9: i ⇐ 1;
10:
end if 11: if (card(g) > (2k − 1)) then 12: SplitCluster(g,G,k); 13: improves ⇐ true ; 14: s ⇐ s + 1; //increase cluster's number 15: else if card(g = k) then 16: improves ⇐ DestroyClusterAndReassign(g,G) 17: if (improves == true) then 18: s ⇐ s − 1; //decrease cluster's number 19: end if 20: else 21: improves ⇐ ReassignRecord(g,G) 22: end if 23: if not improves then 24: i ⇐ i + 1 25: end if 26 : end while 27: return G
Results
In this section we present some results to show how our algorithm improves the result of a well-known micro-aggregation heuristic: the Maximum Distance to Average Vector (MDAV) method. This heuristic was first introduced in the µ-Argus package for statistical disclosure control and is also described in [26] and [22] .
Algorithm 2 SplitCluster(g, G, k)
Require: g: A group of records Require: G: A k-partition Require: k: Minimum cardinality constraint
ga ⇐ Built cluster with a and its closest records in g 5: g b ⇐ Built cluster with b and its closest records in g 6: while (Card(ga) < k or Card(g b ) < k) do 7: Assign to the smaller group the record from the bigger group which is closest to the smaller one. 8: end while
Algorithm 3 DestroyClusterAndReasignRecords(g, G)
Require: g: A group of records Require: G: A k-partition 1: G ⇐ Built an alternative k-partition in which g has been destroyed and its records individually assigned to their closest clusters.
return true 5: else 6: return false 7: end if
With the aim being to test our post-processing algorithm, we have generated two different types of data sets:
• Clustered data sets: They are synthetic data sets consisting of 100 records of 2 attributes each. Records naturally form clusters with a cardinality between 3 and 7 records each. Values vary from -10000 to 10000 (cf. Figure 1 for an example of this kind of data set).
• Scattered data sets: They are synthetic data sets consisting of 100 records of 2 attributes each. Attributes were drawn from a Gaussian distribution, giving values from -10000 to 10000. In this case, no natural clusters are apparent (cf. Figure 2 for an example of this kind of data set).
Algorithm 4 ReassignRecord(g, G)
Require: g: A group of records Require: G: A k-partition 1: c ⇐ compute centroid of cluster g. 2: ga ⇐ find the farthest record from c in g. 3: nc ⇐ find the nearest cluster to g in the k-partition G. 4: Form a cluster g using all records in g except ga.
5: Form a cluster nc using all records in nc and ga.
Replace g by g Replace nc by nc 9: end if For each data set type, ten different data sets have been created. After obtaining a k-partition for each data set by means of MDAV, we have applied Algorithm 1 to observe the improvements on the kpartitions in terms of SSE. Parameter p (i.e. the percentage of clusters that the method tries to improve) has been set to perform post-processing over all clusters (i.e. 100%).
To show the performance of the post-processing algorithm we measure the percentage of SSE improvement. To do so we use the next expression:
where SSE M DAV is the SSE of the k-partition obtained using MDAV and SSE post is the SSE of the k-partition obtained after post-processing the MDAV k-partition with our post-processing method.
Observing Figures 3 and 4 it becomes clear that the application of our post-processing algorithm results in a decrease of the SSE (i.e. the obtained k-partitions produces k-anonymous data sets with a lower information loss).
Although the proposed algorithm is useful in both, clusters and scattered, data set types, its performance is clearly better when applied over clustered data sets. For clustered data sets our proposal significantly improves the k-partition obtained by MDAV, since the final SSE is 99% lower than the original. Figure 3 shows the improvement (IMP), as stated in expression 3, at each step. According to [26] since MDAV is a fixed size heuristic (i.e. which results in a k-partition with clusters with k records), MDAV gives a poor result when running over a clustered data set. Our postprocessing method clearly improves MDAV results in terms of SSE because it is able to generate clusters of variable cardinality between k and 2k − 1.
On the other hand, MDAV performs very well over scattered data sets. However, our post-processing method is able to significantly decrease the SSE of scattered data sets (16% of SSE reduction), as Figure 4 shows.
Conclusion
We have presented a new post-processing method to lessen the errors introduced by SDC methods. We have shown that by using our proposal, the Sum of Squared Errors (SSE) can be reduced whilst maintaining the privacy of the respondents.
The method that we have reported in this article is useful to reduce the errors introduced by SDC methods into the data. However, several improvements and experiments will be done in the near future:
• Test the performance of our method with real data: In the present paper we have analysed the performance of our method by using two different kind of synthetic data (i.e. clustered data and scattered data). In the future we are planning to study the performance of our method on real data files.
• Assess the usefulness of our method with other SDC techniques: In this article we have applied our post-processing method to the k-partitions obtained by the MDAV method. We will test our method on the k-partitions obtained by other SDC techniques such as V-MDAV [27] or µ-approximation [22] .
• Extend our method to deal with the recently born SDC properties such as p-sensitive k-anonymity [23] , -diversity [24] or tcloseness [25] .
• Increase the number of primitives that the algorithm can use: We have introduced three main primitives (i.e. Split Cluster, Destroy Cluster and Reassign Record). However, several new primitives can be added to the method (e.g. Swap Records, Reassign Many Records).
• Analyse the computational cost of the proposed method.
