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1.· .Introduction. The problem of .~timation which.motivates the work 
of this paper may be described as follows. We are interested in the 
estimation of a "system process" x(t), 0 ~ t ~ T which we assume to 
be defined as a stochastic process x(t,'Tl) on a known probability 
space (°x_ ,(8 X ,PX) , :'Tl s °x_ · • It is further assumed that the sys tern 
process cannot be observed directly. Instead we have available an 
"observation process" z('T) which is given by 
(1.1) 
'T 
z('T) = J x(u)du + w('T) 
0 
0 ~ 'T ~ T, 
where w('T) is a standard Wiener process independent of the system 
process. The available data is z('T), 0 ~ 'T ~ t, for t fixed in 
the interval [O,T], and using this data it is required to estimate 
0 
some functional of the system process 
(1.2) G [x ( 'T, 'fl), 0 ~ 'T ~ T] • 
It will be assumed that the resulting function g('fl) defined on 
(°x,tBx,Px) by (1.2) is integrable. The process x(t,'Tl) is assumed 
to be jointly measurable and to satisfy 
(1.3) 
T J x2 (t,'fl)dt < co 
0 
a.s. PX . 
The system process, or more precisely, the space °x on which 
it is defined corresponds to the parameter space in the usual Bayes 
approach to the theory of estimation. Thus the probability PX is 
the a-priori distribution for the unknown parameter; the process 
z('T), 0 ~ 'T ~ t is the observed random variable and we wish to esti-
mate the function g('fl) on the parameter space. Hence we wish to 
find an estimate o(z('T), 0 ~ 'T ~ t) which minimizes 
( 1.4) E(g - 6)2 • 
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It is well known that this is accomplished by letting 
(1.5) 6 = E[g lz( ,-) , 0 ~ T S: t] 
\ : : . \ 
:: .Et [g] We will use the shortened notation for (1.5). 
By the proper selection of the function g, (1.5) can be used to solve 
the smoothing, filtering and estimation problems in addition to many 
others. For smobthing let 
( 1.6) g(T]) = x(s,Tl) where O ~ s < t, 
for prediction 
(1.7) g(T]) = x(s,Tl) where t < s ~ T, 
and for filtering or estimation (which is the case considered in detail 
in this paper) , 
(1.8) g(Tl) = x(t,Tl) . 
A formula for the conditional expectation (1.5) where, in addition to 
the usual measurability and integrability assumptions, the only 
assumption on the system process is that it satisfy (1.3), has been 
derived by us in an earlier paper [9]. The Corollary to Theorem 3 
of [9] which gives the form of this formula appropriate for our 
purpose is stated without proof as Theorem 2.1 of Section 2 and is 
the starting point of our investigations in this paper. The expres-
sions for the conditional expectation given there is useful in appli-
cations only when t is fixed. If the data is coming in continuously 
--as in most engineering and other technological application--and 
we require an estimate which is being continuously revise~ to take 
into account the new data, then this formula, while valid, is not 
practical since the estimate at time t+A must be recomputed using 
all the past data. The value of the estimate at time t is of no 
help in computing the estimate at time t+~. A practical method.of 
computing an estimate which depends continuously on time is furnished 
by a stochastic differential equation. The derivation of such 
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stochastic differential equations under the natural assumption of a 
Markov system process is the central problem studied in this paper. 
The point of departure for the derivation is Theorem 2.1. In Section 
3 are given the definition and the important properties of Ito's 
stochastic integrals and differentials. Although this material is 
not new we have presented it here in some detail partly for conven~ 
ience but mainly because we have been unable to find references for 
the precise form in which some of the results are needed by us. 
Section 3 also contains, along with Section 4, new lemmas which form 
crucial steps in the proofs of the main theorems and some of which 
(e.g. Lemmas 3.5 and 4.5) might have an intr:insic interest. Section 5 
defines the generalized infinitesimal generator Gt and the extended 
operator Gt*, along with their respective domains h and ,ti*, 
associated with the Markov system process x(t). Here we have worked 
out in detail (since no reference seems to be available) the succinct 
suggestions made in Dynkin's books ([3], [4]) of extending the well-
known theory of the infinitestimal operator of a homogeneous (or 
stationary) Markov process to the general case. 
The principal results of this paper, the derivation of stochastic 
differential equations for Et[f(x(t))] where f belongs to a 
suitably wide class of functions, is given in Sections 6 and 7. 
Theorem 6.1 is concerned with the Ito stochastic differential equation 
for Et[f(x(t))] while in Theorem 7.1 of Section 7 we present a rigor-
ous derivation of a stochastic differential equation involving a new 
type of stochastic integral. In a purely heuristic manner it was 
obtained by R. L. Stratonovich in [18) and also by C. T. Striebel in 
[20) in which the argument (consisting of a formal passage to the 
limit from the discrete case) was admittedly nonrigorous and no 
justification was attempted. In a later paper [19) Stratonovich 
has drawn attention to the discrepancy between his equation and the 
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Ito equation and proposed a new definition of the stochastic integral 
which he calls a "symmetrized" integral. Unaware of his comments we 
announced in an abstract at The International Congress of Mathemati-
cians (Moscow 1966) a rigorous derivation of the equation of [18] 
and [20] based on the properties of the stochastic integral introduced 
recently by D. Fisk in his thesis [5]. The idea underlying both 
integrals is the same but Stratonovich restricts the definition of 
his integral to a very special class of processes, and consequently, 
it cannot be used to deduce Theorem 7.1. We need the Fisk integral 
to do this. Section 7 is devoted to the definition and relevant 
properties of quasi-martingales and the integral defined for such 
processes. Lemma 7.1 (not found in [5]) which is used in the proof 
of Theorem 7.1 gives an important formula connecting the Ito integral 
with the Fisk-Statonovich integral where the processes corrcerned are 
quasi-martingales possessing stochastic differentials. 
The two main theorems of this paper are proved under conditions 
that do not require the system process to be a diffusion process. 
Nevertheless since the diffusion processes are important examples of 
system processes, we treat them separately in Section 8 where the 
specialization of Theorems 6.1 and 7.1 to these processes is carried 
out. 
In obtaining a general Bayes formula for the conditional expecta-
tion Et[f(x(t))] and then using it to establish the stochastic 
differential equation we have followed and developed the approach 
of Wonham who has given a rigorous proof of the Ito equation satis-
fied by the posterior probabilities for the very special case when 
x(t) is a Markov process with a finite number of states, [21]. In 
a field where most of the work--although of a pioneering and inter-
esting nature--has been undertaken from a purely formal point of view, 
Wonham's paper is written with a refreshing clarity and precision and 
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with a recognition of the difficulties in the way of deve+oping a 
general mathematical theory. The same general approach has also been 
outlined in a short note by Bucy [1] which, however, fails to come to 
grips with the difficulties inherent in the problem. Mention must be 
made of the formal derivations presented in the work of Kushner ([11), 
(12]). In his latest paper (13], (which the author has been kind 
enough to show us prior to its publication) he has attempted to pro-
vide a rigorous basis for his earlier results. It may not be out of 
place to make a few comments on the relationship of his results to 
ours. First of all, he does not obtain the Fisk-Stratonovich equation 
for Et[f(x(t))]. In his derivation of the Ito stochastic differen-
tial equation the system process is assumed to be a diffusion process 
and as such are less general than Theorem 6.1. Secondly, his principal 
theorem is proved under a number of conditions whose cumulative effect 
on its range of validity is far from clear to us and is not explored 
by the author. For instance, his condition (A4) for the one dimension-
al case (the processes considered in [13] are vector valued) is very 
restrictive and excludes the simple case where g(x(t),t) = x(t) and 
x(t) = XO' ·a standard No~mal variiablea(-see the Qeginning· of Section 8). 
It would thus appear that Theorem 8.1 of Section 8 is applicable to 
a wider class of system diffusion processes than that of [13]. 
We should also like to mention a very interesting recent abstract 
by A. N. Shiryaev [16]. He considers two models. In one of them the 
system process is the (unobservable) component of a two-dimensional 
diffusion process. 
(1.9) 
dx(t) = a[x(t),z(t),t]dt+b1[x(t),z(t),t]dw1+b2 [x(t),z(t),t]dw2 
dz(t) = A[x(t),z(t),t]dt+B1[x(t),z(t),t]dw1+B2 [x(t),z(t),t]dw2 
where w1 and w2 are independent Wiener processes. The conditions 
under which the stochastic differential equation is obtained in this 
case are not fully stated. 
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The second:model is.similar. to the .one considered in this paper, 
except that x(t), the system process is a Markov process with a 
discrete state space and the observation process z(t) is related to 
x(t) by 
(1.10) dx(t) = A[x(t),z(t),t] + B[x(t),z(t),t]dw(t). 
If A[x(t),z(t),t] = x(t) and B = 1 we have (1.1). The conditions 
assumed by Shiryaev are stronger than those imposed in Theorems 6.1 
and 7.1 of this paper. It can be seen that the dependence of A and 
B on z(t) makes Shiryeav's model, in some respects, more general 
than ours. 
Certain generalizations of the model (1.1) can easily be handled by 
the methods of this paper. For example, both the system and the observa-
tion processes may be vector valued and the observation equation (1.1) 
may be replaced by 
(1.11) 
t 
z(t) = J h['T',x( ,-) ]d'T" + w(t) 
0 
0 ~ t ~ T 
where h satisfies appropriate conditions. However, as each of these 
generalizations introduces complications in notation and technique and 
would consequently overburden the paper, it was deemed best at this stage 
to treat the simplest case (1.1) which includes what we consider to be 
the essential difficulties present in the problem. 
A generalization of quite a different character, is the possibility 
of stochastic control in the distribution of the system process. Loosely 
speaking, in a "controlled" system at any given time t the distibution 
of the future of the system process (x('T') for T > t) is permitted to depend 
on the part of the observation process (z('T') for O ~ 'T' ~ t}. Shiryeav's 
model (1.9) is an intermediate special case of "instantaneous" control. We 
believe that the methods of this paper can be adapted to cover this case as 
well as (1.10) but more general problems involving control remain to be 
··investigated. We hope . to retlurn to ~hese questions in a later paper. 
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2. ! Formula for the Conditional Expectation. In this section we 
will state without proof results from Kallianpur and Striebel [9]. 
Though Theorem 2.1 is of interest in its own right no discussion of 
its uses will be given here. The form of the theorem is modified 
slightly from [9] so as to make its application in later sections 
more convenient. 
We begin by establishing some notation. Let R[O,t] be the 
space of all real-valued functions z(~) for O ~ ~ ~ t, let 
r1 iO,t] [O t] u.:, be the product a-field in R ' defined in the usual 
manner, and let C[O,t] be the space of real-valued continuous 
functions on the interval [O,t]. Define measurable spaces (w,8w) 
and (zt,tf3Z) as follows 
t 
w = ·C[O;T] 
(13w = W /)t6[0, T] 
(2.1) . R 
zt = C[O,t] 
'3z = 
t 
z na3[0,tJ 
t R 
where O < t ~ T. 
It will be assumed that a Wiener measure PW is defined on 
(W,d3W) and that a probability space (°x,,£x,Px) is also given. 
We will define two product spaces 
(2.2) 
and 
(2. 3) 
(n, o, ,P) = <°x, a3x,Px) x <°x,03x,Px) x (w, 63W'Pw) 
= <°x,d3x,Px) x (n,~,P), 
..... - -
where the spaces (°'Jc,@x,Px) are identical. 
Elements of these spaces will be denoted -~y 
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(2.4) we w 
,.., 
w = (Tl,w) e n 
~ 
w = 
- -(Tl,Tl,w) = (Tl,w) s n. 
Define the projection transformation 
(2.5) 
by 
(2.6) - -i(Tl,w) = Tl • 
It will be assumed that a real-valued stochastic process 
x(u,Tl), O ~ u ~ T, Tl s °x' called the system process, is defined 
on (°x,,OX,PX). For O < t ~ T, we shall define the transformations 
(2.7) 
by 
(2.8) - ,,.., Ht (1l,w) ( 'f) = h(i\, 'f) + w( 'f) 
where 
\ . 
t -
for O ~ 'f ~ t if J [x(u,'fl)]2 du < ~ 
-
0 
(2.9) h('Jl, 'f) = 
t ,..; 
for O ~ 'f ~ t if J [x(u,~)]2 du = ~. 
0 
We quote the fo 1 lowing lemma without proof ( [ 9 ] , Lemma 1) • 
Lemma 2.1 If the system process x(u,'Tl) ~ jointly measurable, 
then for each t, 0 < t ~ T, the transformation Ht (2.7) defined 
by (2.8) ~ (2.9) is measurable. 
From Lemma 2.1, the cr-field 
(2.10) 
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is a sub a-field. on (0, 6i). t Clearly ~ Z is the a-field generated 
-,, by z(T,Tl,w) for O ~ T ~ t and z(T} given by (1.1). We are now 
in a position to make more precise the conditional expectations which 
we wish to consider in (1.B). ··. Fof' g an. ·i11tegtable random variable·_ 
defined on (°x",l3x,Px? ,we introduce the shortened notation 
. . 
(2 .11) 
6,~ ... 
Et[g](w·) · = E :·Egl](w) 
.. ~ ,v.' ', ' . ·; / ) 
··The notation g' indicates that g ·is to be treated as a function 
N ~ 
P.f Tl or morer-precise1y of . ('fl,w). That is,, :1. 
·. ~ r" 
-(2.12) g('fl,w) = (gl) (Tl,w) = g(T\) 
\ I I 
It is conditional expectations of the form (2.11) which are implied 
by (1.5). A formula for these conditional expectations is provided 
in the following theorem. 
Theorem 2.1 Let x(r,Tl), 0 ~ T ~ T, Tl e °x be a jointly measurable 
process such that 
(2.13) 
T J [x(u,Tl)] 2 du < = 
0 
a.s. P 
X 
Then for O < t ~ T 
,2. 14) 
. ; k
. t - t t J Jx(u,Tl)x(u,'fl)du+Jx(u,Tl)dw(u)-½J[x(u,Tl)] 2 du 
0 < f O O O . P ·( d~) . < m 
°x ----~ ' 
and ~ t - t t J Jx(u,Tl)x(u,'fl)du+Jx(u,Tl)dw(u)-½J[x(u,T\)] 2 du. ~. (1] )e O O O : P_l{(d'f1 t - -(2 .15) E [g]('fl;w) = ---:-t -----~t-----t-------~-----
~
J x( u, 'fl)x(u, 1l)du+f x( u, 'fl)dw( u)-½J[x( u, 'fl) ]2dj J O O O . p --( d'll) 
°x -X 
- 9 -
a.s. P 
a.s.P 
for all integrable random variables g on 
•' 
<°x, 43x,Px) · 
,. This theorem follows immediately from the corollary in Section 5 of [9] . 
.. 
'l' 
~ 
~ 
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3. Stochastic Integrals and Differentials of Ito Type. In this 
section, we will present the properties of stochastic integrals and 
stochastic differential equations which will be required in later 
sections. Lemma 3.1 is concerned with measurability properties for 
processes on product spaces. Lemma 3.2 is a Fubini theorem for sto-
chastic integrals which can be taken as integrals of sample functions. 
In Lemma 3.3 are collected the principal properties of stochastic 
integrals with respect to a Wiener process. It is due primarily to 
Ito [7] with some modifications as given in Gikhman and Skorokhod [6) 
and is stated here for convenient reference. Lemma 3.4 is concerned 
with convergence of stochastic integrals. Lemmas 3.5 and 3.6 give 
new Fubini type theorems for stochastic integrals with respect to a 
Wiener process. Lemma 3.6 is the principal result of this section. 
It is crucial in the derivation of the stochastic differential equa-
tions of Sections 4 and 6. Lemma 3.7 is also due to Ito [8) and is 
quoted without proof. 
We shall be concerned with stochastic integrals defined with 
respect to the system 
(3.1) ~ (0,6' ,P), :Tt' w(t,w) 0 s: ts: T, we 0 
where (n,G,,P) is an arbitrary probability space. In this section 
the structure (2.2) is not required. We will assume only that the 
~t are complete with respect to Bt that 
( 3.2) 
and that w(t,w) is a Wiener process s~ch that 
(3.3) ~ w(t,·) is 3't-measurable for Os: ts: T, 
and for Os: ts: T 
(3.4) ~ is independent of w(v) - w(t) t 
- 11 -
for t S: v S: T • 
The notation CJ\ indicates the completion of the a-field with respect 
- to P. We shall consider two classes of processes defined on {n,c;; ,P). 
The class 'f!/1 consists of those processes a{t,w), 0 ~ t ~ T, 
w s n which satisfy the following conditions: 
( 3.5) a{t,w) is measurable on ([O,T): X 0, (8[0,T] X (i ,µ,[O,T] X P) 
where Q3[0,T] is the class of Borel subsets of the interval [O,T] 
and 
(3.6) 
and 
(3.7) 
is Lebesgue measure on [O,T], 
a(t,·) 
T 
J)a(t,w) )dt < co 
0 
a.e. µ,[O,T]' 
a.s. P 
The class ~ is defined to consist of those processes b{t,w), 
0 ~ t ~ T, wen which satisfy (3.5), (3.6) and 
(3.8) 
T 
J[b(t,w)] 2 dt < co 
0 
a.s. P • 
Let (f2x,Sx,Px) be a probability space and define 
- - ,v (3.9) ( o, G , P ) = ( °x, d3x, P x ) x ( n, G, , P ) 
( 3.10) 0 ~ t ~ T • 
It is clear then that the product system 
,-,J-- - ,.J 
- -(3.11) (O,G,,P), Si:, w(t,w) 0 st ~ T, w 6 0 
-satisfies the conditions (3.2), (3.3) and (3.4) where w(t) on 0 
is defined by 
rJ (3~12) w(t,w) = w(t,~,w) = w(t,w) 
The classes of processes for the product system (3.11) defined by 
(3.5), (3.6), (3.7) and (3.5), (3.6), (3.8) will be denoted by ~l 
- 12 -
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and ~ 2 • 
Lemma 3.1 If a e~i , 
T . £ l~(u,~,w);x(d~)l 1 du < m (3.13) 
and either 
(3.14) 0 ~ a(u,'fl,w) 
or 
(3.15) 
then 
(3.16) 
for i = 1,2. 
e ?JI. 
i 
a.s. P 
,v 
a.e. µ,[O,T] X P 
a.e. µ,[O,T] X p ' 
Proof: Since a e'/Q.i, (3.5) holds for the system (3.11). Thus 
a(t,11,w) is measurable with respect to 03[0,T] X 6iX X 0,. From 
the Fubini theorem for non-negative functions the integrals 
(3.17) 
are measurable with respect to d3[0,T] X 63. If (3.14) holds, 
a= a+ and hence the integral in (3.16) satisfies (3.5) for the 
system (3.1). If (3.15) holds then the integrals (3.17) are finite 
a.e. µ,[O,T] X P and hence the integral in (3.16) satisfies (3.5). 
,..,, 
( 6) ( ) a(t, 'rl,w) is ~t-From 3. for the product system 3.11 11 v·. 
measurable for almost all t. For t. such that a(t,'fl,w) is 
measurable with respect to by the Fubini theorem 
for nonnegative functions on °x XO the integrals (3.17) are ~-t 
measurable. For t 
,v 
such that (3.14) holds a.s. P, + a = a and the 
integral in (3.16) satisfies (3.6). For t such that (3.15) holds 
a.s. P, the integrals (3.17) are finite· a.s. P and their differen~e 
' I) 
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(3.16) satisfies (3.6). Thus in either case (3.6) is satisfied for 
almost all t. 
Thus the integral (3.16) satisfies the measurability conditions 
(3.5) and (3.6) and it follows from assumption (3.13) that (3.16) is 
satisfied. 
-~ 
Lemma 3.2 If a e ~ and 
(3.18) a.s. P 
then 
(3.19) 
(3.20) a.s. P 
and the integrals (3.20) _!E! finite a.s. P. 
Proof: Assumption (3.18) implies both (3.13) and (3.15) (with 
i = 1),. so that (3.19) follows from (3.16) of Lemma 1. 
Since a(t,Tl,w) is measurable with respect to e[O, T] X ~XX~' 
for almost all w a(t,Tl,w) is measurable with respect to 
,£5[0,T] X Bx. For w such that (3.18) holds and a(t,Tl,w) is 
~O,T] X !~ measurable, the Fubini theorem for absolutely inte-
grable functions ~n [0,T] X °x implies {3.20) and the finiteness 
of the integra~s. 
Lemma 3. 3 ~ b e ~' the stocha13tic integral 
(3.21) 
T 
Jb(t,w)dw(t,w) 
0 
is a finite random variable on (O,(),P). It is determined uniquely 
a.s. P by the following properties: 
i) if b s ~ is .! step function 
(3.22) b(t,w) = b.(w) 
1. 
for t. ~ t < t. 1 1. 1.+ 
- 14 -
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where 
(3.23) T . 
' 
then 
T m-1 
(3.24) Jb(t,w)dw(t,w) = 
0 
~ b.(w)(w(t.+1,w) - w(t.,w)) 
·01. i i. 
and 
and 
(3.25) 
1.= 
n=0,1,2, ... 
T p 
J[b (t)-b0 (t)]
2 dt ~ o, 
0 n 
then 
T P T 
( 3 .26) Jb (t)dw(t) ~ Jb0 (t)dw(t). On 0 
The stochastic integral also satisfies: 
----------
iii) for b1 , b2 e ~ and ~1 ,~2 real numbers 
(3.27) 
and 
iv) if b et and t ~ J E 8 [b2 (u)]du < ~ 
s 
O ~ s ~ u ~ t ~ T, then 
( 3 .28) i .:-t : E. 8 {J ('b(u)dw(u) ]2 t ~ = J E 8 [b2 (u)]du 
s s 
a. s. for 
a,s. P • 
a.'S. P 
a.s. P 
The notation in (3.25) and (3.26) indicates convergence in probabil-
ity P. This lemma is due to Ito [7] (Thecirem 7.1 p. 14) except for 
the properties (ii) and (iv) which are found in [6) pp. 492-493. It 
clearly holds' when:.the system·-~('3rl) ,.· ts'. replaced· by .the -prodt!c.t .. ~· 
system (3.11). Integrals on the restricted range [s,t] as in (3.28) 
are obtained by considering functions b e ~ for which 
( 3 .29) b(u,w) = 0 for O ~ u < s and t < u ~ T. 
- 15 -
Lemma 3.4 For each t in [0,T] let 
, .. ( 3. 30)_ a.s. P 
and for n = 1,2, ... 
{3.31) la (t) I ~ a(t) n a.s. P . 
(i) If 
(3.32) a e ?J/1 and an e '»1 for n = 0,1,2, ... 
then 
T p T 
( 3. 33) Ja (t)dt .... f a0(t)dt 0 n 0 
(ii) If 
(3.34) a e~ and an e~ for n=0,1,2, ... , 
then 
T p T 
(3.35) J a ( t)dw( t) .... J a0 ( t ) dw ( t) 0 n 0 
Proof: On [0,T] X 0, let 
(3.36) 
From (3.30) and (3.31), for 0 ~ t ~ T 
(3.37) 
where At is the section of A at t. Thus by the Fubini Theorem 
(µ,[O,T] X P)(A) 
It follows that 
(3.39) 
~nd 
T 
= J P(At)dt = T. 
0 
a.e. µ,[O,T] X P 
(3.40) la (t,w) I ~ a(t,w) 
n a.e. µ,[O,T] X P • 
- 16 -
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For i = 1,2 and N = 1,2, •.. let 
#. 
(3.41) 
·1T i ·1T i 
BN . = (wl2 1 - f lao(t,w) I dt + 21 - Jla(t,w) I dt < N). 
,1. 0 0 
From (3.32) for n = 0 
(3.42) P(Bc ) -+ 0 N1,-l as N -+ co • 
From (3.~) fo~ n = 0 
(3.43) P(B;,2 ) -+ 0 as N-+ co. 
For e > 0, choose N such that 
(3.44) P(Bc) ~ .! N 2 • 
Then from (3.44) and the Chebychev inequality 
(3.45) 
T i C .. T i 
P [J I a ( t ) -a0 ( t ) I d t > s ] ~ P ( BN . ) + P [ BN . ft ( J I a ( t) -a0 ( t) I d t > c } ] 0 n , 1. ,1. 0 n 
s 1 T i ~ 2 + "i E[IB Sia (t)-a0(t)I dt] . N,iO n 
From elementary inequalities and (3.40) 
(3.46) IB(w~ I an ( t ,w)-a0 ( t,w) I 
1 
:s: IB(w~ .21- 1 [ Iii( t,W) 1\ la0 ( t,w) 1
1 J 
N,1. N,1 
a.e. ~[O,T] X P • 
From (3.39) the left side of (3.46) goes to zero a.e. ~[O,T] X P. 
The right of (3.46) is integrable with respect to ~[O,T] X P, 
since from (3.41) and the Fubini Theorem for non-negative functions 
(3.47) 
T . 1 i i JrJ IB(w) 21 - rla(t,w)I +lao(t,w)I ]dt]P(dw) ~ N. 
0 N,i 
Thus by the dominate9 convergence theor~m 
(3.48) 
T i p 
E[IBN,
1
£1an(t)-a0(t)I dt] ~ o as n-+ co. 
- 17 -
• 
,; 
It follows from (3.45) that 
,.. 
T • p 
" ~ ( 3 .49) Jla (t)-a0(t)l
1
dt ~ o 
0 n 
as n -. CD • 
For i = 1, the result (3.33) follows from (3.49) and the inequality 
T T T 
(3.50) IJa (t)dt - Ja0 (t)dtl s Jla (t) - a0{t)ldt. 0 n O O n 
For i = 2, the result (3.35) follows from (3.34), (3.49) and (ii) 
of Lemma 3. 3. 
.,,,,, 
Lemma 3. 5 If b 6 ~ and 
(3.51) 
then 
(3.52) 
t_ J E[b(u)]2 du < m 
s 
t 
J!Jb(u,~,w)PX(d~)]dw(u,w) 
s°x 
t 
= J[Jb(u,~,w)dw(u,w)]PX(d~) 
°xs 
and the integrals (3.52) ~ finite a.s. P. 
Proof: Since only integrals on the range s s us t are involved 
in (3.52), we shall assume that b(u) is zero outside this range. 
By the Schwartz inequality, the Fubini Theorem for non-negative 
functions, (3.9), and assumption (3.51) 
T T J J [fb(u,~,w)PX(d~)]2 duP(dw) ~ J J J[b(u,~,w)] 2 PX(d~)duP(dw) 
no~ no~ 
(3.53) T T 
= Jr J(b{u,~,w)]2 Px(d~)P(dw)du = J E(b{u)]2 du < m. 
o~°x o 
Thus (3.13) of Lemma 3.1 is satisfied for b and i = 2. Similarly 
T 
(3.54) 
J JrJlb(u,~,w)IPx(d~)]2 P(dw)du 
o a °x 
T 
~ J J J[b(u,~,w)] 2 P (d~)P(dw)du = 
0 0 ~ X 
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T J E[b(u) ]2 du < CD 
0 
a.s. P 
• 
i 
From (3.54), it is seen that (3.15) of Lemma 3.1 is satisfied and 
,, we conclude that 
(3.55) 
and hence from Lemma 3.3 the integral 
(3.56) 
t 
J[Jb(u,~,w)PX(d~)]dw(u) 
s °x 
is well defined. Again from the Schwartz inequality, (3.9), (iv) of 
Lemma 3.3 and assumption (3.51) 
(3.57) 
Thus 
(3.58) 
t t 
r j IJb(u,~,w)dw(u,w) IPx(d~)P(dw) ~ E[Jb(u)dw(u) ]2 
~°xs s 
~ 
= 
,-w - ~ rt E E [J b ( u) dw ( u) ] 2 = 
s 
t 
Jb(u,~,w)dw(u,w) 
s 
t....., J E[b(u)] 2 du < ~. 
s 
is integrable on °x X 0. It follows then from the Fubini Theorem that 
(3.59) 
is finite a.s. P and ~ - measurable. 
In the discussion of stochastic integrals in Doob ([2] Chapter IX, 
Section 5) the integral is defined under the assumption that b s '4 
and satisfies (3.51). Under these assumptions it is shown that there 
N 
exist step functions bn e ~ given by 
(3.60) b (u,~,w) = b~:.(~,w) 
n l. 
where 
( 3. 61) s = t~--- < t~ .< ... = t 
and such that 
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;; 
(3.62) ,..,, n 2 E [bi J. < co 
,., 
"' and 
t 
( 3. 63) J E[bn(u) - b(u)]2 du - O as n - = 
s 
(see Doob [2] p. 436-441). From the linearity of the integral 
PX(dTJ), the linearity of the stochastic integral (iii) of Lemma 3.3, 
the Schwartz inequality, (iv) of Lemma 3.3 and (3.63) 
(3.64) 
t t 
£\[{bn(u,1],w)dw(u,w)]PX(dl]) - ~[{b(u,1],w)dw(u,w)]PX(d1])}2 P(dw) 
t . ~ £{ ! tJ(b (u,TJ,w)-b(u,TJ,w)J"dw(Q:w):]Px(dTJ)J2P(dw) 
n °x s n . 
t 2 ~ J J [f(b (u,TJ,w)-b(u,TJ,w))dw(u,w)] PX(dTJ)P(dw) 
n n s n 
X 
t...., 2 
= J E[bn(u)-b(u)] du - O as n -+ ca • 
s 
Thus from (3.64) 
t t 
(3.65) J [Jbn(u,TJ,w)dw(u,w) ]PX(dTJ) -! J ·[Jb(u,11,w)dw(u,w) ]PX(dTJ) 
°xs °x·s 
in L2 norm on (0,0,,P), and hence convergence of (3.65) holds in 
probability P. Since 
(i) of Lemma 3.3 
b is a step function given by (3.6o), from 
n 
(3.66) 
t r· [Jb (u, 11,w)dw(u,w) ]PX(dTJ) 
°x '"s n 
= ~ [f b~ ·(1],w)(w(t;~1,w) - w(t;·,w)}x(dl]) 
= I:[£ b~ '(11,w)Px(dTJ)] [w(t~ 1,w) - w(t~---,w)] . i °x 1. 1+ 1 
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; 
;; 
·""' Since the bn e~, and from (3.62) they satisfy (3.51) by the 
>~ 
argument (3.53) through (3.55), it is clear that 
(3.67) ~ n ( u , 'll, W) PX ( d'll) 6 ?7; . 
Also from (3.60) 
(3.68) Jb ( u , Tl , W) PX ( d'fl) = Jb ~ "('fl, W) PX ( d'fl) 
°xn °x l. 
f n. n or t. ~ u ~ t. 1 l. 1.+ 
is a step function belongini to~- Thus from (i) of Lemma 3.3 
t 
(3.69) {~n(u,'11,w)PX(d'll)]~w(u,~) = ~[~~··('ll,w)PX(d'll)J[w(t:+l'w)-w(t~,w)J 
and from (3.66) 
(3.70) 
t 
~{bn(u,'ll,w)dw(u,w)]PX(d'll) 
t 
= {l~n(u,'!l,w)PX(d'll)]dW(u,w) 
By iii) and iv) of Lemma 3.3, the Schwartz inequality and 1 (3.63) 
( 3. 71) 
2 
J~[Jbn(u,~,w)PX(d'll)]dw(u,w) - J~b(u,'!l,w)PX(d'll)Jdw(u,w) P(dw) 
r("s °x B 1lx j 
= l~[~n(u,'ll,w)PX(d'll) - ~(u,'!l,w)PX(d'll)]dw(u,w~
2
p(dw) 
t 2 
= { £l~n(u,'1l,w)PX(d'll) - ~(u,'!l,w)PX(d'll)l P(dw)du 
t 2 ~ J J J[b (u,Tl,w) - b(u,Tl,w)] PX(dll)P(dw)du 
s O °x n 
t 2 
= J E[bn(u) - b(u)J du ~ O as n ~ co . 
s 
Thus from (3.71) 
t t 
( 3. 72) J[Jb (u,Tl,w)PX(d'fl)]dw(u,w) ~ f[Jb(u,'fl,w)PX(dTl)]dw(uiTl) 
s °xn $ °x 
in L2 norm on (o,a,P) and hence in probability (P). The reiult 
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; 
(3.52) then follows from (3.65), (3.70) and (3.72))and the Lemma is 
proved. 
-v 
Lemma 3. 6 Let b s 7"2 satisfy 
(3.73) a.s. P 
and 
(3.74) a.s. P • 
Then 
(3.75) 
(3.76) 
~ .s!!!-i~~egrals ~ ... (3~76>: ~~- fin~t;e a~s. P. 
Proof! ~t. is·· e~eily ·seen fr~ni the ~sumption b S ~~, that 
"-" 
(3,77) ,-.. I ~ I . s; ?'I/ 2 • 
From assump,tion (3.73) . _:· . .., 
·' \ T : . \ .. _ 1 •·. ·; • , T ,_' \ · . . ', ·: · · 
(3. 78) £[ ~(-u;·~·.w )1'x ( d'i\) ]2 dtf ,;; .p:t(b( u, T),w YIP x (<l11)]2 d1l"-<;;. 
Thus (3.13) of Lemma 3.1 for i = 2 is satisfied by both b and 
N 
For non-negative random variables B ~ 0 on 0, from the Fubini 
Theorem on (°x: x 0, iJX X '9) and the properties of conditional 
expectations, it can easily be verified that 
(3.79) 
~ 
E Ys[fB(T),w)PX(d'Jl)] 
°x 
"-
= I E Ss [B l(T) ,w )PX( dT)) 
°x 
a.s. P • 
From this result (3.79), the Schwartz ~nequality for conditional 
expectations, the Fubini Theorem for non-negative functions, the 
Schwartz inequality and (3.74) 
- 22 -
a.s. P, 
a.s. P~ 
i 
(3.8o) 
,r 
~ 
,; lI (E' :f's [b(u )2 J(l] ,w) }½p X ( dl] )du 
s °x 
From (3.80) it follows that 
a.s. P 
a.s. P 
a.s. P 
(3.81) < CCI a.e. µ,[O,T] X P • 
a.s. P • 
and hence that (3.15) of Le~ 3.1 is satisfied for both b and lbl. 
Thus from Lemma 3.1 
(3.82) 
and 
From Lemma 3.3 and (3.82) the stochastic integrals in (3.76) are well 
defined. Next it will be shown that 
(3.84) < CCI a.s. P 
and hence that the integral on the left side of (3.76) is finite a.s. P. 
From (3.79), assumption (3.74) and arguments which are by now 
familiar, 
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i. 
a.s. P 
a.s. P 
< co a.s. P • 
The integrability of the stochastic integral in (3.84) follows from 
(3.85). For N = 1,2, .•. let 
(3.86) 
{
b(u, 11,w) 
bN(u,~,w) = 
0 
if )b(u,11,w) I~ N 
otherwise. 
The measurability properties (3.5) and (3.6) of b are clearly 
preserved by the bN processes. Since the bN are bounded, they 
satisfy the requirements (3.8) and (3.51) for finite integrals. 
,.., 
Thus bN e ~ and the conclusion (3.52) of Lemma 3.5 holds for the bN. 
From the definition (3.86)_, since b(u,'fl,w) is finite for all (u,11,w), 
and 
(3.88) 
For (u,w) such that (3.81) holds, the Lehesgue dominated convergence 
theorem applies and 
~N(u,~,w)Px(d~) ~ ~b(u,~,w)Px(d~) 
From (3.88) 
(3.90) 
- 24 -
a.e. µ[O,T] X P , 
From (3.83), (ii) of Lemma 3.4 applies to the sequence in (3.89) 
1
' and thus 
(3.91) 
N 
From (3.87) and (3.88) where by assumption b e,1J72 , (ii) of Lemma 3.4 
applies and 
-t p t 
(3.92) JbN(u,~,w)dw(u,w) ~ Jb(u,~,w)dw(u,w) . 
s s 
Next we shall show that 
(3.93) 
The result (3.76) then will follow from (3.52) for the bN' (3.91) 
"""' and (3.93). From the linearity of the stochastic integral on~ 
given by (iii) of Lemma 3.J and proceeding as in (3.85) we have 
E ~ t II [J \< u, 1\,w) dw(u,w) Ji';t(d'!l) d [J!c u, 11,w)dw( u, 1\) ]PX( dl\) I) 
~ s °x s 
a.s. P 
(3.94) 
a.s. P 
l. t 2 .!. 
2 J{J --:Ys 2 2 ~ (t-s) ~ 
8 
E [bN(u,1],w)-b(u,1],w)] du) PX(dl\) a.s. P • 
From (3.87) and (3.88) 
(3.95) 2 [bN(u,~,w) - b(u,11,w)] ~ O 
and 
(3.96) 2 2 [bN(u,11,w) - b(u,~,w)] s: 4[b(u,~,w)] . 
From assumption (3.74) it is clear that 
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' 
(3.97) 
,.., 
a.e. µ[O,T] X P . 
Thus from (3.95), (3.96) and (3.97) applying the domination conver-
gence theorem for conditional probabilities ([14], p. 348) 
-
(3.98) 
~ Ni '• 
E s[(bN(u,~,w)-b(u,~,w1J -+. 0 '.. 11\,# a.e, IJi[o,T]x P • 
From (3.96) 
·~ ~ 
(3.99) -.!'; 2 - ~s 2 E [bN(u,'Jl,w)-b(u,'Jl,w)] ~ 4E [b(u,'Jl,w)] ,111/J a.s. P 
for all 
(-3.100) 
u. Again from (3.74) 
-t ~ J E s[b(u)2 ](1l,w)du < m 
s 
,,,_, 
a.s. P. 
Thus from (3.98), (3.99) and (3.100) the dominated convergence 
theorem applies for (~,w) fixed and such that (3.99) holds. Thus 
(3.101) -a.s. P • 
From (3.101) and (3.99) 
-t !j l 
(3.102) { J E s [bN(u, 'fl,w) - b(u, 'Jl,w) ]2du}2 -+ 0 
s 
and 
;,,J -
,.,., 
a.s. P 
t ~ l t !£' 1 w· 2 - ,..;-;Jc 2 -(3.103) ( J E 8 [bN(u,'Jl,w) - b(u,'Jl,w)] du}2 ~ 2{ J E 8 [b(u,'Jl,w)] du}2 
s s 
where from (3.74) ~ 
t ~ .!. 
~ 
a.s. P 
( 3.104) £ ( { E 8 [b(u}2 ]('1],w}du}2PX( dl]} < .., a.s. P • 
X 
Thus for w fixed and such that (3.103) hold a.s. PX and (3.104) 
holds, by the dominated convergence theorem 
(3.105) t £ .!. ~ ( { E 8 [bN(u,1],w,) - b(u,1],w,)]2 du}2t>X(d1]) -+ 0 a.s. P . 
This result with (3.94) implies that the convergence in (3.93) holds 
in conditional L1 norm and hence that it holds in probability. This 
completes the proof of Lemma 3.6. 
- 26 -
• 
• 
Following Ito ([8], p. 187) we shall say that a process ~(t) 
1
' defined on (0, 6, ,P) [or (0, ~,P)] has a stochastic differential of 
Ito type 
( 3.106) dt(t) = a(t)dt + b(t)dw(t) 0 S: t S: T 
provided 
'inl 
N 
(3.107) a e (or ?nl)' 
"'V 
(3.108) b e ~ ( or ?r/2 ) , 
and 
t t 
fa(u)du + fb(u)dw(u) hi (3.109) t(t) - t(s) = a.s. P (or P) 
s s 
for all Os: s <ts: T. 
The following lemma, due to Ito, is taken from [8] (p. 187) and 
will be used extensively in the next section. 
Lemma 3.7 Assume that~ processes ti(t), i = 1,2, ... ,n have 
differentiala 
(3.110) 0 s: ts: T, i = 1,2, ... ,n. 
Let r(x) be a r~al-valued function of then-vector x such that 
(3.111) 
is continuous on Rn for i,j = 1,2, ... ,n. Define the process 
(3.112) s(t) = r(t(t)), 
Then s(t) has~ differential 
df(t) = A(t)dt + B(t)dw(t) 
where 
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(3.~114) A(t) = I: ar Cs(t))a1(t) + ½ t I: '?J2 r(t(t))b.(t)b.(t) . ax. 
1
. 
3
• ax.ax. 1. J 
1. l. 1. J 
and 
(3.115) B(t) = ~ ~- r(t(t))bi(t) 
l. 1. 
for O ~ t ~ T. 
It will be convenient to introduce a slightly nore general form 
of the Ito differential. Let M(t) be a process ~1th a stochastic 
differential of the usual Ito type (3.106) - (3.109) 
(3.116) 0 ~ t ~ T 
and let N(t) be a process for which 
(3.117) 
then we define the Ito integral by 
T T T 
(3. 118) f N(t)dM(t) = J N(t)a1(t)dt + f N(t)b1(t)dw(t) 0 0 0 
and the corresponding Ito differential by 
(3.119) N(t)dM(t) =0.:N(t)a1(t)dt + N(t)b2 (t)dw(t) 0 ~ t ~ T • 
The following lemma can easily be proved following the argument of 
Skorokhod [17], p. 25, and is given to show that the more usual inter-
pretation of the integral as a limit of Ito type sums holds under 
slightly stronger conditions for the integral defined by (3.116) -
It 
(3. 118). 
Lemma 3.8 Let M(t) have~ differential (3.116) and let N(t) 
also have a differential 
--- -- - -----
(3.120) 0 ~ t ~ T. 
- 28 -
sf' 
~the~ integral defined by (3.118) satisfies 
T 
(3.121) J N(t)dM(t) = p·lim ~ N(t~)[M(t~ 1) - M(f~)] o n ~ 00 TT J J+ J 
n 
where max(t~ 1-t~) ~ 0 as j J+ J n ~ = for the subdivision 1T = (t~) n J 
of the interval [O,T]. 
It should be noticed that (3.117) holds since from (3.120) N(t) 
satisfies the measurability requirements (3.5) and (3.6) and may be 
taken to have continuous sample functions a.s. (see, Skorokhod [17], 
Theorem 3, p. 21) and from (3.116) a1 s ·"1_ and b2 s 'iJb· Thus 
(:3 •. 117) is: .satisfied''and<the '.int~gra.1 :in -.(3(1~1) 'is well defined by 
(3. 118). 
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4. Preliminary Lemmas. We consider now the problem introduced in 
Sections 1 and 2. The space (0, ~ ,P) is given by (2 .2), x( t, Tl) 
is a jointly measurable process on C°x,63x,Px) and w(t,w) is a 
Wiener process defined on (w,{3W,PW) and hence on O. Since the 
second argument in w(t,w) is somewhat redundant it will be omitted 
as in Section 2. We shall let CJt be the a-field in Bw induced 
by the process ·· w( u) ;. 0 ~ u ~ t, and define 
(4.1) 
From (3.10) then 
(4.2) -~ = {J. X §' = X s 
Lemma 4.1 If the jointly measurable process x(t,'fl) satisfies 
(4.3) 
T 
J[x(t,Tl)]2 dt < = 
0 
,v N N 
and_! process s(t) ~ (0,6},P) satisfies 
s ct ,w) ~ s(t,Tl,11,w) 
(4.4) t t ,., t 2 
= jx(u,'fl)dw(u) + Jx(u,'fl)x(u,'fl)du - ½j'[x(u,'Jl)] du 
0 0 0 
for all O ~ t ~ T, then defined by 
(4.5) = e s ( t ,«>) 
has a differential 
--------
(4.6) 0 ~ t ~ T • 
Proof: From (4.3) and its measurability on [O,T] X '\, the process 
x(t) "-'Al /V /V ~ defined on (O,G,,P) by x(t,Tl,Tl,w) = x(t,Tl) belongs to if/
2
• 
~ -The process x(u,'fl)x(u,Tl) - ½[x(u,Tl)]2 defined on O clearly 
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satisfies the measurability requirements (3.5) and (3.6). From the 
Schwartz inequality and (4.3) 
(4.7) 
Thus 
T 
Jlx(u,~)x(u,Tl) - ½[x(u,~)]2 ldu 
0 
T T T 
J 2 s· ft-2 lJ 2 [x(u,~)] du [x(u,.11)] du+ 2 [x(u,~)] du< a, 
0 0 0 
"'-
(4.8) x(u,~)x(u,~) - ½[x(u,~)] 2 8 ?r,1 
and from (4.4) the process s(t) has a differential (3.106) on 
""' n where 
.,. ,v N 1 ) 2 
a{t,~,~,w) = x(t,~)x(t,~} - 2 [x(t,~] 
(4.9) 
N 
b(t,~,~,w) = x(t,~) • 
We shall apply Lemma 3.7 with n = 1 and 
(4.10) r(x) = X e • 
Thus from (3.113) s1(t) has a stochastic differential 
(4.11) 
where from (3.114), (3.115) and (4.9) 
(4.12) 
and 
(4.13) 
,v 
All processes are defined on O and we use the notation 'i'(t) to 
- ,_,, 
indicate x(t,~,~,w) ~ x(t,~). 
AJ 
a.s. P • 
Next we shall give a differential for the process s2 (t) on 0 
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defined by 
(4.14) 
First, however, we shall prove three lemmas which will be required 
to establish the conditions (3.18), (3.73) and (3.74) needed in the 
application of Lemmas 3.2 and 3.6. 
Lemma 4.2 
(4.15) 
Let x(t,~) be square integrable a.s. PX. 
""[s1 (s) 4[s(u)-s(s) J] 
E ~2(s) e 
provided the right side is finite. 
Then for 
Proof: Theorem 2.1 applies since it is assumed that x(t,~) is 
jointly measurable and square integrable a.s. PX. From (2,.14) 
of Theorem 2.1 and definitions (4.4), (4.5) and (4.14) 
(4.16) a.s. P • 
We shall first look at the conditional expectation of the left side 
-
of (4.15) with respect to the a-field 
-
~-s 
I":' 
~l(s) and s(s) it is clear that s1(s,. is :Ys-measurable for 
~ 
all o ~ .'S ~ T. troni: (4 .14) ( and\, (4'~-~, 'S2 (s) is 3,s·-measurab'le 
~ 
and as a process on ,0, s2 (s) is ~-measurable. Thus 
(4.17) = S1(s) i f~4(S(u)-S(s))] 
~2<sJ I.: 
From (4.4) and (iii) of Lemma 3.3 
~ 
a.s. P . 
u u - u 
~(u)-s(s) = Jx('l',~)dw('l') + Jx('l',~)x(T,'fl)d'l" - ½J[x(T,ll)]2 d,-
(4. J.8) S S S 
From Dynkin ([4], Theorem 7.3, p. 234) 
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A/ 
a.s. P. 
J 
~ 
,i...19) 
N f r 4fiU x( 'f ,'Tl)dw( 'fn 
E s r s j = e 
iru 2 8Js [x( 'l', 11)] du 
Thus from (4.18), (4.19) and some elementary inequalities, 
(4.20) 
Ef & 4( ~( u).:.~(s) 1 :.;; ~ 8J:[x(,:,,~)J2 d-r+4j: x( T, 'll)x(-r, il)d-r-2fsu[x( -r, 11) J2 d-r 
6fsu[x( 'f' Tl) ]2 d '1"+4 tf:ux( 'f' Tl )x(,., ~)d,., 
:S: e 
u J ru u _, 6£ x2 (T,Tl)d'1"+4 (Jt [x('1",Tl)]2 d,-)(J: [x(T,11)]2 d'1") 
:S: e s s s 
:ru ru Ju -6J~ x2 ( T, Tl)d-r+2 [J~ [x( T, Tl) ]2 d-r+ [x( '1", Tl) ]2 d'T'] 
:S: e s s s 
tru tru -8J~ [x( ,- , Tl) ]2 dT+8J~ [x( 'l', 11) ]2 d'I" ~ s s ~ e • 
Taking expectations of (4.17) and using (4.20) we have 
The Schwartz inequality applied,to the right hand of the above 
inequality gives 
E II(~ 1 ( 8 ) ~ ½ e 8 .r x2 ( T) d11/_s l ( s ))½ e 8 !~< -r) d T] L\ s2 ( s )) \~~-2 (.s) 
(4.22) --··- . 
f~[s1(s) 16J:x2 (-r,'fl)dT\l ,..,[t1(s) 16J:x2 ('1",1))d1i J½ 
~c ~2(s) e J E ½{s) e i,. . 
. I 
Examining the second factor on the right side of (4.22), ,from 
the:definition of ~2(s) :(4.14)": and the Fubini Theorem for non-
negative functions 
~- 33 -
(4.23) 
From (2.15) of Theorem 2.1 for 
(4.24) g(il) 
u 
16Js [x(-r, 11) ]2 d-r 
= e 
(4.25) 
a.s. P • 
Taking expectations of (4.25) with respect to P, 
(4.26) 
The assertion (4.15) of the lemma then follows from (4.21), (4.22), 
(4.23) and (4.26). 
L~mma 4.3 Let y{t,11), 0 ~ t ~ T, be~ jointly measurable process 
defined on (Ox,BX,PX) and let x(t,11) be square integrable 
a.s. PX • .Ifilfil !2.!, 0 ~ s < t ~ T 
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,.., 
,r 
Er lf!E ~[y2{u)e2t{u) ]dulJ 
[ t2 (s) 
(4.27) 
{[(E(y4{u)d~ .. (t E(:16J:x2{ T)dT.~3J 
provided the right side is finite. 
Proof: Since ~(s) and hence e2~(s) are ~1-'-measurable 
s 
.. J r.fstE t [y2(u)e2t{u) ]dulJ. El ~2(s) 
(4.28) _ N [} 1 ( s ) - ~ ( s ) r rt E fs ( 2 ( ) 2 ~ ( u) ) d }½] 
- E Lt2 ( s ) e lJs y u e u 
- ,~ 1 ( s) {Jt ,..,E fa ( 2 ( ) 2 ( ~ ( u) -~ ( s ) ) ) d J½ l -
- E Lt2 ( s ) s y u e u J 
Recalling the definition of ~2 (s) as used in (4.23) and the fact A, 
that ~1(s)/~2 (s) is §is-measurable we obtain from the Schwartz 
inequality and the Fubini ?heorem 
Err~~~:~)½(~~~:~)½ {I: E f(y~~u)e2<t(u)-t(s)))duj~ 
N :t (s) t (s) t ~ . · 2 r . )~ - 1 ~ E (t~(s) E t~(s) ~ E Ss (y2( u)e2(t( u)-t(s)) )d~J 
(4.29) 
t __ ~ ~ (s) . 2 
-( 1 
= &s EE ~ ~~(s) y2(u)i(t{u)-t{s).Y duj 
= .'J t E (~ 1 ( 8 ) y2 ( u) e 2 ( t ( u )-t ( s) ))du i 
~s 2 (s) J 
By the Schwartz inequality again, 
~' 35 ~ 
• 
(4.30) 
From (2.15) of Theorem 2.1 as used i~ (4.25) and (4.26) 
(4.31) t .... (~ 1 ( s ) 4 y t 4 J E ~ (s) y (u) dy = J E(y (u))du. 
s 2 s 
The function g(Tl) = [y(u,Tl)J4 here has finite expectation since it 
is assumed that the right side of (4.27) is finite. The result 
(4.27) then follows from (4.28), (4.29), (4.30), (4.31) and Lemma 4.2. 
Lemma 4.4 Let x('T',Tl) and y('T',Tl) be jointly measurable and let 
x(t,Tl) be square integrable a.s. PX. Then for Os: s <ts; T 
(4.32) 
provided the right side is finite. 
Proof: By the Schwartz inequality, 
(4.33) 
Hence, 
[~y(u,~)leS(u)PX(d~)]2 
= [Jly(u,Tl)le½~(s) e½~(s)+(t(u)-~(s))fx(dll)]~. 
°x 
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~' 
{~y(u) le~(u)PX(d~.r 
Elj ~----.....=!.-.du 
s 
(4.34) ~ E J r l y2 (u)P (d~) J ~ e2 ((;(u)-(;(s))p (d~) du t~ s (s) iJU (; (s) j. 
s 'bx t2(s) X ' °x ~2\S/ X . 
,JE llJ tl(s) y2(u)P (d~-;t\}k llr tl(s) e2i~(.i):.ds~ (d~rdu]½· 
( s L~ t2(s) X J j [ s ll\ t2(ii) X ~ 
Each .factor wilL.be examined !Separatelyi./ .By 1?he .Schwartlz :inequ~lity:::/ 
and (4.14) 
(4.35) 
,;; J -~1 (s) 4 
°x Us) Y (u)Px(d~) . 
Integrating and taking expectations of (4.35), then from (4.31) 
tfr ~l (s) t 
E { l& t2(s) y2 (u)PX(d~J du 
(4.36): 
Using the same technique on th~ second factor on the right side of 
(4.34) and then Lemma 4.2, we find 
,. 2 
E Jtu~ tl(s) e2(t(u)-~(s))p (d~~ du t (s) X 
s 2 
(4.37) s; E JtJ (t1 (s) e 4( t ( u)-t(s) )' p (d~)du 
s °xl t2 ( s ) / X 
t r16!Ux2 ( T)dfl 
s; J El_: jdu • 
s 
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The result (4.23) then follows from (4.34), (4.36) and (4.37) . 
• ~ Lemma 4.5 Let x(t,~) and y(t,~) be jointly measurable processes 
which satisfy 
(4.38) 
(4.39) 
T J x2 (t)dt < m 
0 
T 4 J E[y (t)]dt < m , 
0 
and let there exist 6 > 0 such that 
(4.40) 
a.s. PX, 
for all 0 ~ t ~ T-6. Assume that! process 
~ AJ ,;v tI ~ (n,a ,P) satisfies 
(4.41) a.s. P 
and has a stochastic differential 
-------
(4.42) 0 ~ t ~ T 
where the process a0 (t) satisfies 
(4.43) 
and 
(4.44) < m a.s. P . 
Then the process t~ defined~ (O,G,,P) by 
(4.45) 
has a stochastic differential 
(4.46) ,.., .,,J ,,.,, = [~0 ( t, 11, 11 ,w )Px<dl]) + ~ 1 ( t, 11, 11,w )y( t, l])x( t,l])Px( dl]) ]dt 
+ [Jt1(t,~,,f,w)y(t,~)PX(d~)]dw(t) o ~ t ~ T • 
'1x 
- 38 -
..,,,, 
Proof: Since by assumption a0 (t) and a0 (t)+s1(t)y(t)x(t) c ~ 
, ... 
it follows that 
(4.47) 
I , . 
It is also assumed that ~1(t)y(t) s -?ii;. We shall show that Lemmas 
3.2 and 3.6 can be applied to ao, a and b(u) = s1(u)y(u), all 
restricted to the inter.val s ~ u ~ t, where O ~ s < t ~ s+6 ~ ~~ 
From (4.43) and (4.44) a0 satisfies (3.18) of Lemma 3.2. By the 
Schwartz inequality 
(4.48) 
Si:nce 
(4.49) 
is clearly an increasing function of u, for s ~ t ~ s+6 
(4.50) 
by assumption (4.40). From (4.50), (4.39) and Lemma 4.4 we have 
(4.51) 
t ~ 
{ [~y( u, 1]*1 ( u, 1\, 1],w )PX(d1]) ]2 du 
E < co • 
s~(s) 
t . 
From (4.16) it then follows that { [~y(u,1\)l~1(u,1],1J,w)PX(d1\)]2 du 
is finite 
finiteness I . a.s • ._P 
This, together with assumption (4.38) shows the 
of the right hand side of (4.48) and we conclude 
that the process a(t) given by (4.47) satisfies condition (3.18) 
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a.s. P. 
of Lemma 3.2. From (4.39), (4.40) and (4.50) the right side of the 
.~ imequality (4.27) of Lemma 4.3 is seen to be finite. Hence 
(4. 52) 
Finally from (4.16), (4.51) and (4.52) it follows that conditions 
(3.73) and (3.74) of Lemma 3.6 are satisfied for the process 
b(u) = s1(u)y(u). We are now in a position to apply Lemmas 3.2 and 
3.6 and to conclude that 
(4.53) 
(4.54) 
and 
(4.55) 
From (4.53) and (~.5~) it follows that the sum of these two terms 
also belongs to 'fr/1 . 
By assumption (4.42) for O ~ s < t ~ T 
(4.56) 
.t t 
sr(t)-~r(s) = J[ao(u)+s1(u)y(u}~(u)]du+Js1(u)y(u)dw(u} 
s s 
,,.,_,, 
a.s. P • 
From the finiteness a.s. P of integrals assured by assumption (4.41) 
(4.57) 
a.s. P • 
From Lemma 3. 2 
(4.58) a.s. P , 
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(4.59) t 
= J[Js1(u,~,17,w)y(u,~)x(u,1l)PX(d~)]du 
s °x 
a.s. P, 
and these integrals are finite a.s. P. From (3.76) of Lemma 3.6 
(4.6Q) 
t 
~C{S1(u,~,fi',w)y(u,~)dw(u)]PX(d~) 
t ~ 
= J[Js1(u,~,~,w)y(u,~)PX(d~)]dw(u) 
s °x 
a.s. P 
and the integrals (4.6o) are finite a.s. P. Thus from (4.56) -
(4.60), for O ~ s < t ~ s+A·~ T 
. . I. \ :; , . ·, . 
(4.61) . -· .. ~ , ' I I~ + ~ 1 (u,~.~.w)y(u,~)x(u,~)Px(d~)]du 
t ,-J 
+ J[Js1(u,~,~,w)y(u,~)PX(d~)]dw(u) s°x a.s. P • 
Since (4.61) holds for all s ~ t ~ s+~, where O < ~, from the 
linearity of the integrals it is easily seen that (4.61) holds for 
all O ~a< t ~ T:1. ,and .hence' thatJ1-(4J)6).::is:;.satfs.fied. 
Lemma 4.6 If the process x(t,~), 0 ~ t ~ T satisfies 
T 
(4.62) J E[x4(t)]dt < m 
0 
and there exists A> 0 such that 
----
(4.63) 
for all 0 ~ s ~ T-A. Then the process 
by (4.14) has~ differential 
- 41 -
defined on (0,()) ,P) 
, :. (4.64) 
0 ~ t ~ T. 
Proof: In Lemma 4.5 let 
(4.66) 
and 
(4.67) 
Then from Lemma 4.1, s1(t) has a differential (4.42). From (4.14) 
and (4.16), condition (4.41) is also satisfied. The result (4.64) 
then follows from (4.46) of Lemma 4.5. 
- 42 -
.... 
. 
5. Markov-Processes with Generalized Infinitesimal Generator. In 
this section additional restrictions will be imposed on the system 
process x(t,~) 0 st s T, ~ e 0. We will say that a Markov process 
' 
x(t,~) has jointly measurable transition probabilit'ies provided it 
has regular transition probabilities 
(5.1) P[x(t) I Bjx(s) = ~] = P(s,~;t,B) 
(x real and Os s st s T) which are jointly measurable in (s,x;t)· 
for all Borel sets of the real line BC 6JR. We will be concerned 
with the generalized semi-group (in the sense of Loeve (14], p. 568) 
of operators P!, 0 s s st s T, defined by 
Q:, 
(5.2) (P:f)(~) = J f(y)P(s,~;tdy) _a:, < X < a:, ' 
-co 
on the Banach space with sub norm of bounded measurable functions of 
a real variable; i.e., for 
(5.3) f e B(R, ~}. .. 
The generalized semi-group property, which corresponds to the Chapman-
Kolmogorov equation for Markov processes, is given by 
(5.4) for Os s s us ts T. 
It will be assumed that the semi-group Pt has a generalized infini-
s 
tesimal generator cjt, 0 s t s T, defined on a domain he B(R, "3R). 
More precisely, it is assumed that for Ost s T, . G-t is a tinear 
operator with domain J::r' and range B(R, ~) which satisfies 
(5.5) 
and 
sup l:_g-tf)(~.) I < a:, 
-~~ 
OSt~ 
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~p[t+li]f-fj (s-. 6) sup ~ (Gtf)(x) - t h (x) 
~ 
OSt~ 
for all f 8 ff, where 
=G+h if t+h s T (5.7) [t+h] 
if t+h > T 
When (5.5) and (5.6) are satisfied for f 8 !:f; 
-
0 as h~O 
G· will be said to t 
be the strong generalized infinitesimal generator of the process ~ .• 
The domain 1J" of ~t will be extended later. 
The following lemma is suggested and a sketch of Lts proof is 
given in Dynkin ([3], 4.6, p. 102). 
Lemma 5.1 Let x be_!! measurable Markov process with jointly 
measurable transition probabilities (5.1) and strong generalized 
infinitesimal generator ._ Gt ~ J:r. Then for f 6 ~ 
(5.6) 
is jointll measurabl~ in (t,x) and 
t 
(5.9) = J (P: G;l)(~_)du (0 s s s t s T, -co < J.c <a:,) 
s 
where the operators P! are defined by (5.2). 
Proof: First extend the process x(~), 0 s Ts T to the range 
0 s T < m by defining 
(5.10) X~ ( T, 'fl) = x: ( T , 11) for T > T. 
The generalized semi-group Pt is thus extended to Os s st<= 
s 
by letting 
(5.11) for s s T < t 
and 
- 44 -
(5.12) for T ~ s ~ t • 
' .
Then following Dynkin I3L J define operators S , 0 s:; ,. < eo on ,. 
(5.13) B = B[[O,co) X R, (p[O,co) X {3R] , 
the Banach space of bounded measurable functions f(t,X) of two 
variables -0 ~ t < co, -eo < x < co, by 
(5.14) /V 00 ( S ,-f )( t ,~ ) = J f( t + 'f, y )P ( t , ~; t+ ,-, dy) • 
-ca 
Thus, from the assumption that P(s,~;T,B) is jointly measurable in 
N (s,~~t), it follows from (5.14) that (s,.f)(t,x) is measurable in 
(t,~) and hence that 
(5.15) ,v N S f e B • ,. 
It is shown in [3] that s,. defined by (5.14) is a semi-group. 
In [4] (Theorem l.3c, p. 23) it is also shown that 
(5.16) 
,-J 
for all where ,G is theinfinitesimal. generator of the semi-
- ,-.J group s,. with domain J:J. That is, /Y is the set of all functions 
,..., ~ ,,.-,tv ,v 
f e B on which G-·f s B can be found which satisfies 
(5.17) (
. rv (s f-f)) 
sup I lG-f - hh (t,~.)l -+ 0 
~~ 
ash-+ 0. 
OS:t~ 
,v 
Consider the family of functions j:} 0 defined by 
(5.18) 
l • • ~ 
rJ ,vi N Q ~ t ~ m /:Jq = {f f( t ~x) = f(~.) -= < x < 00 where f e lJ) 
,_ ,-.J 
and the operator ,G defined on /Jo by - 0 
r _,,., C (Gtf){:it) for 0 S: t < T (5.19) \(..Gof)(t,x.) = o 
for T < t 
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µ 
where f{t,~) = f{x) as in (5.18). 
r,, (!IV 
It will be shown that b 0 ~ J:r 
,."' ,rJ 
and that on J:10 
(5.20) 
First, it will be shown that (5.8) of the lemma is measurable in 
(t 1~) and hence that (5.19) is measurable with respect to ~[O,m)x~. 
From the measurability assumptions on (5.1) and the definition (5.2) 
it is clear that {Pit+h]f)(~) is jointly measurable in {t,~) for 
h fixed. Thus from (5.6) ((G-tf)(~) is a point-wise limit of 
functions measurable in {t,x) and hence is itself measurable. From 
-·N ,-.J "" ,.J 
the assumption ( 5. 5) for f s ff, G0f is also bounded for f 8 b0 
and hence 
(5.21) 
l'\J 'V 
It is sufficient then to show that (5.17) holds for f s /10 and 
,.,, N 
G · = .G0 given by ( 5 .19). From ( 5. 2), ( 5. 7), ( 5 .11), ( 5 .12), ( 5 .14) 
*!ld (5.18) 
(5.22) 
for O ~ t ~ T 
for T < t. 
It is easily seen then that {5.17) follows from the assumption that 
(5.6) holds for f s If. Thus the assertion {5.20) has been estab-
,v 
lished and hence (5.16) holds for a:'0 and f given by (5.19) and 
(5.18). For f s J:J, from (5.22) and (5.18) 
s+h ~ T 
;v 
(5.24) (s.,.t_G0f)(s,x) = (P 8 +~. G f)(x), S "· S+T . 
Thus the result (5.9) of the lemma then follows from (5.16), (5.23) 
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' .
and (5.24) by letting t = s+h and u = s+T. 
The domain JY of the generalized infinitesimal generator ·(Gt} 
often turns out to be not quite large enough for our purposes, 
especially in applications where we need to obtain a stochastic 
differential equation for .:Et:[f(x ) ] for certain unbounded func-. 
t 
tions f. The widest and most natural class say ft* of functions 
for which we can derive the basic stochastic differential equation 
is defined as follows. Let ff be the class of Borel measurable 
functions -f·· .which sat_isfy 
(5.25) for each t; 
there exists a (t,x) Borel measurable function ((.(i-:f)(x) :(~: may 
be regarded as an operator acting on f) such that 
(5.26) 
and for O ~ s < t ~ T 
(5.27) (P!f) (x(s ))-f(x(s)) a.s. 
When (5.25) - (5.27) are satisfied for f e /J*, we shall say that 
* Gt is the extended generator of the process x(t). 
Clearly // contains /J since for any f e J:f from Lemma 5.1, 
(5.27) holds with * G. = G- and ((Gtf)(x) is measurable. Pro-t t 
perties (5.25) and (5.26) follow from the boundedness of f and (5.5). 
Sometimes, as in the examples in Section 8, it is easy to verify 
derectly that a function f lies in J::l*. However, since it is the 
strong infinitesimal generator of a Markov process which has received 
the most attention in the literature, we will give a set of simple 
sufficient conditions that will tell us when a function, which is a 
point-wise limit of functions in Jt belongs to t/*. 
Lemma 5 .2 If fn e fr satisfy the following conditions: for each x 
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(5.28) 
(5.30) 
(5.31) 
(5. 32) 
and 
(5.33) 
E[H(x(t))] < m 
T J E[M(t,f)(x(t))]dt < = , 
0 
then f e ff. 
Proof: Property (5.25) follows from (5.28) - (5.30), and (5.26) 
follows from (5.31) - (5.33). From (5.33) 
(5.34) E[M(u,f)(x(u))] < m a.e. µ,[O,T] • 
For u such that (5.35) holds, from (5.31) and (5.32), all the 
( G:fn)(x(u)) and ~(G:f)(x(u)) are absolutely integrable. Thus 
from (5.31) and properties of conditional expectations 
and 
(5.36) ~[G~fn(x(u))lx(s)] ~ E[M(u,f)(x(u))(x(s)] a.s. PX . 
Thus from the dominated convergence theorem, (5.l) and (5.2) 
(5.37) as n .. ~:-+ °' . 
Similarly, frbm (5.28) - (5.30), it can be shown that 
(5.38) as n .... = 
and 
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(5.39) as n _. co • 
From Lennna 5.1 
(5.40) 
t 
(P ~fn)(x) - fn (x) = J (P~ .. Gi/)(x)9u: ... 
s 
The result (5.27) for f then follows from (5.37) - (5.40) and the 
uniqueness a.s. PX of iimits in L1 mean. 
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6. Ito Equation for Et[f(x(t))]. In this section we will make use 
of the following assumptions concerning the process x(t,~), O ~ t ~ T, 
(6.1) x(t,~) is a jointly measurable Markov process, 
(6.2) x(t,~) has regular transition probabilities given by (5.1) which 
are jointly measurable, 
(6.3) x(t,~) has an extended generator G·* defined on d (i.e., (5.25), t 
(5.26) and (5.27) are satisfied for f s d), 
(6.4) 
and 
there exists ~ > 0 such that 
(6.5) E ~16Jt6x2 {u)duJ < 
00 
for all O ~ t ~ T-~. 
First, we shall prove a lemma which follows easily from the 
definition of /j* given in the previous section. 
Lemma 6.1 If x(t,~) satisfies (6.1) - (6.3), then.!£! f s J}*, 
the process 
(6.6) (Y{£){x{t,1J)) s ?i 
and the process~ ~3 defined by 
T 
= f(x(T,~)) - J((Guf)(x(u,~))du 
t 
is jointly measurable and has~ stochastic differential 
(6.8) 0 ~ t ~ T • 
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Proof: Since f 8 ff, ({7-:f)(x) is jointly measurable in (t,x), 
it follows then that (6.6) is jointly measurable in (t,~). For t 
fixed (6.6) is measurable in ~ with respect to @x and hence from 
,v 
(4.2) with respect to ;'. Th~n (6.6) follows from (5.26) for 
s 
f e JI"". The condition (3.109) for the existence of the stochastic 
differential follows from the d,finition (6.7) of ~3. From (5.26) 
it follows that the second term on the right of (6.7) is continuous 
in t a.s. PX and hence that (6.7) is jointly. measurable. 
Lemma 6.2 
--
If x(t,~) satisfies (6.1) - (6.4), then for f e Jf, 
t1(t) given by (4.4), (4.5) and t3 given by (6.7), the process 
(6.9) 
has a differential 
(6.10) 0 ~ t ~ T 
where 
(6.11) 
and 
Proof: We will apply Lemma 3.7 where 
(6.13) 
The function r clearly has the required continuous derivatives. 
F~om (6.1) and since (6.4) implies (4.3) Lemma 4.1 applies and t1 
has the differential 
( 6.14) 0 ~ t ~ T 
where 
(6.15) 
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and 
, (6.16) bl(t) = s1(t)x(t) . 
From (6.1) - (6.3), Leouna 6.1 applies so that 
(6.17) ds3(t) = a3(t)dt + b3(t)dw(t) 
where 
(6.18) a/t) = (G:~),(x(t)) 
and 
(6.19) b3(t) = o. 
0 s: t s: T 
The result (6.7) - (6.9) then follows from Lemma 3.7. 
Lemma 6.3 
such that 
Let x(t,Tl) satisfy (6.1) - (6.5) and let f e ,b* be 
s3 given by (6.7) satisfies 
(6.20) 
T J E[t~{t)x4{t)]dt < •. 
0 
Then the process s5(t) defined by 
(6.21) s5(t,1l,w) = Js4(t,T1,ii°:w)P (d'f1) 
°x X 
has a differential 
(6.22) 
,'\J • ~ ,-..J 
d s 5 ( t , Tl, w) = [J a4 ( t , .Tl t 11, w) PX ( d'f1) ] d t + [Jb4 ( t , Tl , Tl , w )PX ( d 'fl) ] dw ( t) 
°x °x 
where a4 and b4 ~ given by (6.11) and (6.12). 
Proof:: We will apply Lemma 4.5 to 
(6.23) y(t,Tl) = s3(t,'f1)x(t,'Tl) 
and 
(6.24) a0 (t) * = S l ( t) ((Guf) ( x ( t ) ) • 
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Qs:ts:T 
From Lemma 6.2 it is seen that 
~ ~ 
(6.25) ti(t) = t4(t) 
has a differential of the form (4.42). Since f e f)* from assump-
tions (5.25) and (5.26) 
(6.26) T * E[lt3(t)IJ ~ E[lf(X(T))I] + J El((G· f)(x(u))ldu < m 0 u 
for all O ~ t ~ T. Thus Theorem 2.1 applies for 
< 6. 21) g < 11) = I t 3 < t, 11) I 
and 
(6.28) E~) t) ~1 ( t) I 1;3( t) 1Px(d1}D {EGt IT3< t) 1] = EI 1;3( t) I 
which is finite from (6.26). Since O < t 2 (t) ~ co a.s. P it follows . 
that 
(6.29) Jt1(t~C3(t)IPx(d~) < co ~ 
a. s .:. t,. 
Thus (4.41) is satisfied since t1(t) ~ 0. The measurability proper-
ties (3.5) and (3.6) of a0 given by (6.24) follow from those of 
, "'* /.1 r.J ~) t1 ( t) since . {9"tf)(x( t)) is ~ X ~ ~ W C 3,t measurable for all tt 
Again from assumption ( 5 .26) for f s fr* 
(6.30) 
Thus 
(6.31) 
· 'r 
E J I ~(~f)(x(t)) jdt < co . 
0 
E[I ((~:f)(x(t)) I] < co a.e, µ,[O,T] 
and for t such that (6.31) holds, Theorem 2.1 applies and hence 
T £ EG)tJ ~ 1 (t) I '.(G-:f)(x(t))lpx(d1]8dt 
(6.32) 
T * T * 
= f E [Et [I ( c o-t f) (x < t ) ) 1 J d t = J E n --. G-1/ < x < t) ) I 1 d t . 0 0 
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Since this is finite, it follows as before that 
' •' ( 6. 33) ~ ~1 (t) I !(G:f)(x(t)) IPx(d'l]) < co a.s. P 
and hence that {4.44) holds. 
Since from Lemma 4.1 s1{t) has a stochas~ic differential, there 
,v 
is a version of s1(t) which has continuous sample functions a.s. P 
and hence they are bounded a.s. on the interval [O,T] {see, for 
example, Skorokhod [17], Theorem 3, p. 21). Indicating this bound 
"" by M(Tl,'Jl,w) 
(6.34) 
The second factor on the right of (6.34) is finite a.s. PX since 
its expectation is finite. It follows then that (6.34) is finite 
a.s. P and hence that a0 s iij. Thus the conditions {4.38) - (4.44) 
of Lemma 4.5 all hold, the lemma applies and the result (6.22) 
follows from (4.46) of Lemma 4.5. 
The next lemma makes use of the integral property (5.27) of the 
extended generator to establish a relationship between the conditional 
expectations of f and those of s3 for f 8 lJ*. 
Lemma 6.4 Let x(t,Tl) satisfy (6.1) - (6.3). If fed, ~3(t) 
is given by (6.7), and g' is a Borel measurable function which satisfies 
(6.35) 
then 
(6.36) 
a.s. P • 
Proof: On the space ,._, ff ('\, ~), let (3~ be the a-field generated 
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Q 
by the processes x('l",Tl) for O :s: '1" ~ t, and on :{:w, ~X.) let 63~ 
be generated by w('l",w) = w('l") 
defi{ted o~ (0, G)) by 
for O :s: T :s: t. The /cr~field ~- t .. 
... . x,w 
(6.37) t ax,w = 
is generated by x('l",~) and w(T,w) for O :s: T :s: t. Since the 
a-field a-~ is generated by 
,v '1" _, 
(6.38) z(T,~,w) = J x(u,~)du + w(T) 
0 
for O :s: T :s: t, clearly 
(6.39) 6)~ C U~ w • , 
From assumption (6.35), Theorem 2.1 applies to the function 
(6.40) 
and hence 
(6.41) a.s. P • 
From the smoothing property of conditional expectations and (6.39) 
( [ 14], p. 350) 
t t t 
(6.42) Et['(3(t)g 1 (i'(t))J = E&zrf3(t)g 1 (.«t))J = E~~.Wrf3(t)g 1 (k{t))l 
a.s. P • 
-From (6.37), the fact that P is a product measure {that is, ~ 
._, ,.,,, ~ 
and w are independent) and s3(t)g'(x(t)) depends only on ~' it 
can easily be shown that 
(6.43) 
t 
EGic,wrf3(t)g'{t(t))l a.s. P • 
From the definition of 
""t 
~X • Thus 
""'t ,v (2X, g' (x( t)) is measurable with .reJipect to 
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a.s. P • 
From the definition of t 3 and the finite expectations of the two 
terms in t3 assured by (5.25) and (5.26) we have 
zt ....... t 
fPx ~ G3x ,,.., T * 
E [ t 3 ( t ) ] = E [ f ( x ( T) ) - J ( ( G- f )( ~( u) ) du ] t u 
(6.45) --t ~ 
'3x N @x T * /J 
= E [ f ( X ( T) ) ] - E [J ' { G,· f) ( x ( u) ) du] 
t u 
a.s. P • 
Since the random variable 
(6.46) T * ,J J 1(G· f )(x( u) )du 
t u 
,.J 
clearly is measurable with respect the a-field generated by x(u), 
t ~ ~ s: T, from the Markov property of x( ,-, Tl) it follows that 
(6.47) 
~ ax JT * ,v T ·* ;v r,,, 
E [ ((G· f)(x(u))du] = E[J'(G~ f)(x(u))dulx(t)]. 
t u t' u 
It will be verified directly that 
(6.48) ~ * .... - T . * ,._, ;v E[J (G·uf)(x(u))dulx(t)] = J ·E:[(Guf)(x(u)) lx(t) ]du . 
t t ' 
From (5.1) and (5.2) 
(6.49) T * ~ -,..1 T co * AJ J .E[(G·uf)(x(u))lx(t)]du = J J :(~uf)(y)P(t,x(t,Tl);u,dy)du. 
t t ~ 
From the assumption (6.2) of joint measurability of P(t,x;u,A) 
,,,.., 
and the measurability of x(t,~), it is clear that 
(6.50) CD * ,..., J '.(G·uf)(y)P(t,x(t,1l);u,dy) 
-= 
is measurable in u. From (5.26), the expression (6.49) is integrable. 
Thus the integral on the right side of (6.49) is well defined and is 
measurable with respect to the process ~(t,11). If B is a measur-
,,..; 
able set with respect to the .a-fie14 ·:g~l)erated by x( t), by the 
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Fubini Theorem and the properties of conditional expectations, 
T * ,._, f [J E[, (G- f)(x(u)) li'(t) ]du]PX(d'fl) 
B t u 
T * ,..J -v l"J 
= J [J E't{(} f)(x( u)) Ix( t) ]PX (d'fl) ]du 
t B u 
(6.51) 
T * ,-J ,,...,, 
= J [f ( (d f) (x( u, 11) )P x< d'Jl) ]du 
t B u 
T * ,.J .-v ~ 
= J~ [f((G- f)(x(u,Tl))du]PX(d'fl) • 
B t 11 
Thus (6.48) has been established. From (6.45), the Markov property, 
(6.48), the definition of the operators Pt in (5.1) and (.5.a-)--and 
s 
4~suq,tion (5.27) ior f e J/ 
...,.,t 
'6x rJ ,v N T * ,.,, ,,...,, 
E [ s 3' t ) ] = E [ f ( x ( T) ) Ix ( t ) ] - J E [ ~ (.G·u f) ( x ( u) ) Ix ( t ) ] du 
t 
( 6. 52) 
The result (6.36) of the lemma then follows from (6.41), (6.42), 
(6.43), (6.44) and (6.52). 
Next we obtain a stochastic differential for the quotient 
s 5(t)/s2 (t). A difficulty arises here because the function 
r(x) = x5/x2 which would be required in the direct application of 
Lemma 3.7 is not continuous in the range -= < x5 < =, -= < x2 < = 
a.s. P. 
as is required by the lemma. This difficulty is overcome in Lemma 6.5 
and Theorem 6.1. 
Lemma 6.5 Let x(t) satisfy (6.1) - (6.5) and f s d be such that 
(6.53) 
where t3 is given by (6.7). Then for e > 0, the process se(t) 
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defined by 
• .. 
, ~ ( 6. 54) t 3 < t) = s 5 < t) · [ s~ ct) + s r.\ 
has a stochastic differential 
(6.55) 
where 
(6.56) 
and 
(6.57) 
dse(t) = as(t)dt + be(t)dw(t) 0 ~ t ~ T 
as ( t) = S2 ( t )[ s~ ( t) +s r\ Et [ (':((\ f) ( ~ t)) ] 
+ s2 (t)i'(t)[s~(t)+e]-\ Et[~t)f(;ct))] 
- s~(t)[s~(t)+c]-3/2 s5(t)~(t)Et[~(t)] 
- si(t)[s?(t)+s]-3/2 Et[~t)]Et[~t)f(~t))] 
+ .\{3s~(t)s5(t)[s~(t)+s]-512 
t5(t)[t~(t)+eJ-312 }~~(t)[Et(:Ct))]2 
b1 (t) = s2(t)[s~(t)+e]-\ Et[i'(t)f(~t))] 
- s~(t)s5(t)[s~(t)+e]-
3/2 Et[;ft)] . 
Proof: This follows from a direct application of Lemma 3.7 to the function 
(6.58) r 8 (x) = x5(x~+e)-\ where n = 2 and x = (x5,x2 ) . 
This function has the required continuous derivatives 
or e(x) (x~+e)-%, ar s(x) ( 2 )-3/2 
ax5 = ax2 = 
- x5x2 x2+e 
(6.59) a2r ,/x) 0 
a2r C (x) 
- x (x2+e)-3/2 and = 
' 
~5ax2 = oi2'- ; 2 2 ( ... , ' 5 .. 
o2r e(x) 
3x2x (x2+e)-5/2 - x (x2+s)-3/2 = 
ax2 2 5 2 5 2 2 
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• 
;: 
From Lemma 6.3, s5 has a differential 
). 
(6.6b) 
where 
(6.61) 
and 
(6. 62) 
From Theorem 2.1 for 
(6.63) g = :G{f{x(t,11)) , 
(6.64) 
From assumption {6.53), it follows that 
(6.65) a,e. µ,[O,T] 
and hence that Lemma 6.4 applies for all·: "t -~--~~tis·fy.ing .(6.~5) ) 
and with 
(6.66) g' (¥.) = ~ 
Thus the coefficients a5 and b5 may be written 
(6.67) t * ..V ~ tN ,v a5 ( t ) = S2 ( t ) E [ ( ( G. t f) ( x ( t ) ) ] + x ( t ) s2 ( t) E [ x ( t ) f ( x ( t ) ) ] 
a.e ... µ,[O,T] X P 
and 
(6.68) a.e. µ,[O,T] X P. 
Also from assumptions (6".1), (6.4) and (6.5) Lemma 4.6 applies 
and ~2 has the differential (4.64) 
(6.69) 0 ~ t :S: T . 
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• 
• 
From (6.4), E[lx{t)I] < = a.e. and hence Theorem 2.1 applies with 
~· g{~) = x{t,~) and t for which x(t) is absolutely integrable • 
Thus from Theorem 2.1 the coefficients in (4.64) may be written 
a.e. µ[O,T] x P 
and 
(6.71) a.e. µ[O,T] X P . 
Theorem 6.1 Let x(t,~) satisfy (6.1) - (6.5) and let f e D 
satisfy 
and 
(6.73) 
T J E[f4{x(t)]dt < = 
0 
T T * 4 J E{x{t)[f(x(T) - J((~uf)(x(u))du]} dt < ~ 
0 t 
then the process Et[f(x(t))] ~ (0,6),P) has! stochastic differential 
(6.74) 
0 ::: t ~ T • 
~ 
In (6.74) of the theorem x(t) is defined on °x· However, 
the notation i' for x has been omitted .. in the statement of the 
theorem since the domain is clear from the fact that the stochastic 
,,...., 
differential is def i:ned on O = °x X W. 
Proof: From Lemma 6.5, for O ~ s < t ~ T and 8 > 0 
(6.75) 
t t 
s5(t)[s~(t)+e]-\ - s5(s)[s~(s)+s]-\ = Jae(u)du + Jbe(u)du, a.s. P 
s s 
where a
8 
and b
6 
are given by. (6.56) and (6.57). Since 
0 < s2 (u) < ~ a.s. P, for 
it follows that 
8 ... O ( n _. m) from -.routine computations 
n 
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for s s us t, 
( ') . a1 (u} ... Eu[(Guf)(~(u)}J 
n 
u ,..., f\/. t5( u) u ~ ~ ,v, 
+ {E [x(u}f(x(u)}] - ~
2
(u) E [x(u)]}(x(u)-E(x(u))) 
a. s. P, 
and 
a.s. P • 
!rom (6.26) (6.35) is true with g'(x) = 1 and Lemma 6.4 holds for 
all u and g' = 1. Hence from (6.36), for Os u ~ T 
(6.79) a.s. P • 
The following bounds are easily obtained. For Os u ~ T and n ~ 1 
(6.80) and 
where 
a(u) = IEU[(G f)~(u)] I 
u 
+: · I~< u) 11 Eu[~< u) f c ~ u) ) J 1 + Eu [ 1 f c ~ u) ) 1 J I re u) 11 Eu [:Cu) J 1 
(6.81) l u~ llu,,.J ,,v. I ul _, I u~ 2 + E [x(u)] E [x(u)f(x(u))] + 2E [ f(x(u)) ](E [x(u)]} 
a.s. P , 
- lu"" ,v. I ul,,v, llu,,v b(u) = E [x(u)f(x(u))] + E [ flx(u)) ] E (x(u))I a.s. P • 
It will be shown next a e '/J1i and b e ~- The measurability 
properties (3.5) and (3.6) are easily established. 
Since from (6.73) 
(6.82) a.s. µ[O,T] 
for t for which (6.82) holds Lemma 6.4 applies with g'(x) = x 
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., 
a 
and Theorem 2.1 applies for g(~) = s3(t,~)x(t,~). From these, we 
conclude that 
(6.83) t.V N tM N E [x(t)f(x(t))] = E [x(t)s3(t)] a.e. µ,[O,T] X P. 
From (6.83), the properties of conditional expectations and assumptions 
( 6.4), ( 6. 72) and ( 5 .2·6) it is easily shown that 
(6.84) 
T 
E[Jla(u)ldu] < = 
0 
T 
and E[J[b(u)]2 du] < =. 
0 
Thus Lemma 3.4 applies to the sequences (6.77) and (6.78), and we 
conclude that 
(6.85) r, u "" N u ,..,,, u ,_ ,1C u ~ it 
+ lE [x(u)f(x(u))] - E [f(x(u))]E [x(u)]_1i_x(u)-E [x(u)]j}du 
a.s. P 
and 
(6.86) 
, \ 
\ • I 
t t ~, 
J p U,..,, N U ;,v U""" b8 (u)du ~ J{E [x(u)f(x(u))] - E [f(x(u))]E [x(u)]}dw(u) 
s n s 
a.s. P. 
The result (6.73) of the theorem w~th dz(t) replaced by ~t)dt+dw(t) 
then follows from (6.75), (6.76), (6.79), (6.85) and (6.86). The 
differential 
(6.87) ,-N(f, t)dz(t) = N(f,t)x(t) + N(f,t)dw(t) 
is defined by (3.118) and (3.119) where for convenience we let 
(6.88) t"' 11'\/ t ,v t.;V N(f,t) = E [x(t)f(x(t))] - E f[x(t)JE [x(t)] . 
From (1.1) z(t) has a differential on (0, °'-,P) 
(6.89) dz(t) = x'(t)dt + dw(t) 0 s; t ~ T. 
In order to justify (6.87) we need only verify that 
(6.90) N ( f, t )~ ( t) s ?'r/i and N ( f, t) s /J/2 . 
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The measurability requirements (3.5) and (3.6) follow from 
a.s. P 
(6.91) 
b
6
(u)~ ~ N(f,u)t(u) a.s. P 
n 
where b1 (u) and b6(u)~u) satisfy (3.5) and (3.6). The inte-
n n 
grability requirements follow from (6.8o), (6.84) and (6.4). 
It should be noticed that the intepretation of the integral 
of (6.87) as a limit of Ito sums (3.121) as given in Lemma 3.8 is 
not valid here since we have not shown that N(f,t) has a stochastic 
differential. Under the slightly stronger assumptions of Theorem 7.1, 
N(f,t) will be shown to have a differential and hence under the 
assumptions of Theorem 7.1, Lemma 3.8 will apply. 
As a corollary we obtain 
Theorem 6.2 If x(t) satisfies (6.1) - (6.5) and f e /:r 
(the domain of the strong generator) then the process Et[f(x(t))] 
on (0,6),P) has! stochastic differential 
(6.92) 
0 ~ t ~ T . 
Proof: For f s J1', f(x) and (Gtf)(x) are bounded and qence 
(6.72) holds and (6.73) follows from (6.4). The result then follows 
from Theorem 6.1. The notation -;r is again omitted in equation (6.92). 
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-.. 
7. ~ Stochastic Differential Equation of the Fisk-Stratonovich Type • 
As mentioned in the Introduction the interpretation of the stochastic 
differential equation obtained in [18) and [20) cannot be given in 
terms of the stochastic integrals of Ito. We propose in this section 
to prove a precise analogue of Theorem 6.1 yielding a stochastic 
differential equation involving integrals of the Fisk-Stratonovich. 
type. Before proceeding to our theorem we recapitulate briefly the 
definition of the Fisk integral and state a specific result connecting 
the Fisk and Ito integrals that will prove useful to us. The sto-
chastic 'integral of Fisk is defined for processes M(t), 0 ~ t ~ T, 
on a probability space (O,~,P), which have the following properties: 
(7.1) M( t) is ,:,,,, ~-measurable for O ~ t ~ T 
where the complete a-fields 
for O ~- ·t ~ T 
(7.2) 
~ are monotone increasing·(3.:2); 
t 
a.s. P 
where M(l)(t) and M( 2 )(t) have continuous sample functions, 
M(l)(t) is a martingale and 
(7.3) 
where 
(7.4) 
variation M(2)(t) = V 
0 ~ t ~ T 
E(V) < co • 
It may be noticed that the assumption of a.s. continuous sample 
functions implies that M(t) is a jointly measurable process for 
the completed a-field G. . I ~ ( . \ 
,. 
· · ·· If ·M{t.) . and'. N(t') ... are qu•si ·ma.rtingal'es w~t1J. reeip1ct.: to the 
same a.-fi~lds 
,:J 
~t' then the Fisk (F) integral is defined by 
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T 
(7.5) (F)JN(u)dM(u) = plira½t[N(t~)+N(t~ 1 )] [M(t~-:-1 )-M(t~)] o rr J J+ J+ J .. 
n 
where the right hand side limit exists in probability as 
max{t~ 1-t~) - 0 (n - m) for the subdivision rr = {t~) of j J+ J n J 
[O,T]. It is clear how (7.5) yields the definition of the F-
integral over any sub~interval [s,t] of [O,T]. Fisk [5] has shown 
that 
T 
(F)JN(u)dM(u) = 
0 
T 
(I)JN(u)dM(u) 
0 
(7.6) 
+ ½i,lim I:[N(t~ 1)-N(t~)][M(t~+l)-M(t~)] • rr J+ J J J 
n 
The Ito integral, on the right hand side in (7.6) is by definition 
the limit in probability of the Ito sums (3.121). It may be noticed 
that for integrals defined in this generality there is no reasonable 
interpretation for the equation (3.118). However, we shall special-
ize immediately to the case in which the definition (3.118) does 
apply. We will be concerned here only with this case. 
Suppose that M(t) and N(t) possess the (Ito) stochastic 
differentials 
(' ' \ 
\.. 
(7.7) 
dM(t) = a 1(t)dt + b1(t)dw(t), 
dN(t) = a2 (t)dt + h2 (t)dw(t) 
Here w· ( t) is a standard Wiener process, and we assume that a 
t 
separable version of the integral J0 bi(u)dw(u) is chosen and that 
T T (7.8) J.-Ela.(u) ldu 
0 1. 
and J Eb~(u)du < = 
0 1. 
(i = 1,2). 
Then it is easily seen that M(t) and N(t) are quasi martingales 
r."oJ 
with respect to the a-fields ~t which occur in the definition of 
the above stochastic integrals. In this case the relation (7.6) 
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• 
between the F- and I-integrals takes a particularly simple form 
~~ which we state as a lemma • 
Lemma 7.1 If M(t) and ij(t) are quasi-martingales possessing 
stochastic differentials (7.7) which satisfy (7.8) 
(7.9) 
t 
(F)j N(u)dM(u) 
s = 
t t 
(I)j N(u)dM(u) + ½ jh1(u)h2 (u)du 
s s 
This result follows easily from the equation (7.6) established by 
Fisk. Here the conditions (3.118) and (3.120) of Lemma 3.8 hold 
so that the Ito integral on the right of (7.9) satisfies both (3.118) 
and (3.121). It remains only to identify the second term on the 
right of (7.9). The details of this will be left to the reader. 
If we take N(t) = l[t,M(t)J where l(t,x) is assumed to be 
continuous in (t,x) on [O,T] X (-~,=) ol and OK (t,x) is also 
assumed to exist and be continuous, then (7.4) gives us the integral 
of Stratonovich, 
(7.10) 
t 
(s)Jt[u,M(u)]dM(u) = 
s 
t 
(I)Jt[u,M(u)]dM(u) 
s 
t 
+½Ji [u,M(u)] · b1(u)du. 
s 
It can be seen that the above relation due to Stratonovich by means 
of which he defines the symmetrized integral on the left is too 
specialu:ed to help us convert the Ito integral in (6.74) into the 
corresponding Fisk (or symmetrized) integral. Lemma 7.1, given 
above, deals with the relation between Fisk and Ito integrals 
at the level of generality required for our purpose. With its help 
and Theorem 6.1 ~e prove a result which provides conditions under 
which~S~[f(~{t))] satisfies a stochastic differential of the Fisk-
Stratonovich type. To the best of our knowledge such a derivation is, 
so far, not available in the literature. 
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' 
' 
,,.J 
Since we will be concerned now only with the space O = °x X W 
,J 
we will for convenience designate elements of °x by ~-
Theorem_7.1 Let x(t,~) be~ process which satisfies (6.1) - (6.3), 
(6.5) and let f(x) be A real valued function for which 
(7.11) * * &:. x s tJ, f(x) s lf, ~ xf(x) s q ; 
(7.12) 8 8 E[x(T)] < oo, E[f(x(T))] < oo, and E[x(T)f(x(T))]B < m 
(7.13) T 8 T 4 T 4 JE[x(t)] dt < m, JE[f(x(t))] dt < m, ~ JE[x(t)f(x(t))] dt < oo; 
0 0 0 
and 
( \ T * 8 T * 8 JE[(Gtx)(x(t))] dt < =, JE[(Gtf)(x(t))] dt < m, 
0 0 
and 
-
(7.14) 
T * 8 J[(Gtxf(x))(x(t))] dt < = . 
0 
• .I 
~ '. ·--~~[~{x(l)) ].: s'atis·f.ies the stochasbic-·differential equat.ioii ~ 
of. Ito ~ ('6.·74 ) . .:2!, Theorem t6.1):; :it .!!!2 satisftes. ~ s-toc;,hastilc · 
equation. of·!.!!.!..™,: ,-for = 0 ~ a:< t ~ T· ··.·: .:t .. 
t 
= (F)J{Euri(u)f(x(u))J - Eu(f(x(u))lEufx(u)J)dz(u) 
s 
(7.15) 
t t 
-:- + JEu[(G:f)(x(u))]du - ½[{Eu[x2 (u)f(x(u))1 - Eutf(x(u))1-Eu[x2 (u)l}du 
s ~ 
a.s. P • 
Proof: We will first show that Theorem 6.1 applies for the three 
functions x, f(x), and xf(x). By assumption (7.11) they all belong 
to ~' (7.13) implies (6.4) and (6.72) for the three functions. 
It remains to verify (6.73). This follows in a straightforward 
manner from the assumptions (7.12) - (7.14) and by repeated appli-
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cations of theSclw.anz- .and Holder inequalities and the elementary 
inequality (lal+lbl)P s 2P-1(lalP+lblP) for p? 1. Thus Theorem 
6.1 applies for the function £. In the proof of Theorem 6.1, it 
was shown that 
(7.16) N(f,t)dz(t) = N(f,t)x(t)dt + N(f,t)dw(t) 0 ~ts T 
where N(f,t) is defined by (6.88). Using this in (6.74), we may 
write the diff~rential of Ito type 
dEt[f(x(t))] = Et[(G:f)(x(t))]dt 
(7.17) + N(f,t)[{x(t) - Et[x(t)]}dt + dw(t)] 
0 ~ t ~ T • 
Now substituting x for f(x) in (6.74) we obtain the differential 
for Et[x(t)] 
(7.18) 0 st~ T 
where 
(7.19) t * t a 1(t) = E [(Gtx)(x(t))] + x(t) - E [x(t)] 
and 
(7 .. 20) 
Applying Ito's lemma on stochastic differentials (Lemm.a 3.7) to the 
process Et[f(x(t))]Et[x(t)] we obtain from (7.17) and (7.18) the 
following fornrula. 
(7.21) 
where 
a 2 ( t ) = al ( t ) Et [ f ( x ( t ) ) ] + {N ( f , t )[~ t ) -E \ x ( t ) ) ] 
(7.22) 
+ Et [ ( G: f )( x ( t) ) ]} • Et ( x ( £) r + . t\ ( t )N ( f; t} . ) ) 
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and 
(1·:23) ~2 (t) = Et[f(x(t))]~1(t) + Et(x(t))N(f,t) . 
We now repeat the above procedure, this time replacing f by xf 
in (6.74) to obtain 
(7.24) t dE [x(t)f(x(t))] = a 3(t)dt + s3(t)dw(t) 0 ~ t ~ T 
where 
/. a 3(t) = Et[(G:xf)(x(t))] + [Et{x
2 (t)f(x(t))} 
(7.25) 
- Et ( X ( t ) ) Et {x ( t ) f ( X ( t ) ) } ] • [ X ( t ) - Etc X ( t) ) ] 
and 
(7 .26) ~3(t) = Et[x2 (t)f(x(t))] - Et[x(t)]·Et[x(t)f(x(t))] . 
Hence from (7.21) and (7.24) it follows that the process N(f,t) 
defined by (6.88) (f s ~) has the stochastic differential 
(7.27) dN(f,t) = a(t)dt + S(t)dw(t) 0 ~ t ~ T 
where 
(7.28) a(t) = a 3(t) - a2 (t) , and ~(t) = ~3(t) - s2(t) . 
From (6.88), (7.20), (7.23) and (7.26) 
(7.29) 
~(t) = Et[x2 (t)f(x(t))] - Et[x(t)] •Et[x(t)f(x(t))] 
- {Et[f(x(t))][Et(x2 (t)) - (Et(x(t)))2 ] 
+ Et(x(t))·[Et(x(t)f(x(t))) - Et(f(x(t)))·Et(x(t))]} 
= Et[x2 (t)f(x(t))] - Et[x2 (t)]·Et[f(x(t))] 
~ 2{[Et(x(t))]2 ·Et[f(x(t))] - Et(x(t))·Et[x(t)f(x(t))]}. 
By repeated use of~hwarz inequality and inequalities for conditional 
expectations it can easily be shown from the assumptions (7.13) and 
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(_7 .1~) . that 
e C (7 t 30) 
T J E(a.(t) (dt < m 
0 
T 
and J E[~(t)]2 dt < =. 
0 
From (1.1) z(t) has an Ito differential 
(7.31) dz(t) = x(t)dt + dw(t) os;t~T. 
Thus from (7.27), (7.30) and (7.13) N(f,t) and z(t) satisfy the 
-.c.onditions of Lemma 7.1. From this lemma we obtain 
t t 
(F)fN(f,u)dz(u) = (I)JN(f,u)dz(u) 
s s 
(7.32) 
t 
+ ½ J[Eu(x2 (u)f(x(u))) - Eu(x2 (u))Eu(f(x(u)))]du 
s 
t u u 
+ J[{Eu(x(u))}2 {Eu(f(x(u)))}--{E (x(u))E (x(u)f(x(u)))}]du. 
s 
Finally substituting the Fisk integral for the Ito integral 
t 
JN(f,u)dz(u) from (7.32) in the basic equation (6.74) of Theorem 
s 
6.1 we obtain the stochastic equation (7.15) of the theorem. 
It may be noted here that under the assumption of Theorem 7.1 
the Ito integral dz obtained in equation (6.74) may be interpreted 
as a limit of Ito sums (3.121) since from (7.27) Lemma 3.8 applies. 
Some comment concerning the assumptions in Theorem 7.1 is perhaps 
in· order. Certainly assumptions (6.1) - (6.3) and (7.11) are essential 
if our particular line of argument is to succeed. Assumption (6.5) is 
discussed at the end of Section 8. The order of the moment assumptions 
(7.12) - (7.14) is somewhat arbitrary. The moments four and eight can 
undoubtedly be reduced by adjusting the coefficient 16 in the condition 
(6. 5~ No attempt has been made to obtain the "best" moment conditions 
since for the examples in which we are primarily interested moments of 
all orders are finite and integrable (see Theorems 8.1, 8.2 and Lemma 8.7). 
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8. Application~ System Processes Satisfying Stochastic Differential 
Equations. We shall show in this section that among the system pro-
cesses to which Theorems 6.1 and 7.1 can be applied, are a rather 
large class of diffusion processes. First, we prove several prepara-
tory lemmas which are essentially stages in the proof of the result 
we seek. The first lemma is concerned with condition (6.5) which 
underlies both of our main theorems. Restrictive as it looks, it 
...... ,. 
is a weaker condition than requiring E ~16tx
2 (t)d~ 
to be finite. 
For a trivial example which brings out the difference between the 
two conditions, consider x(t) = xO (identically in t) where xO 
is a random variable with a standard Gaussian distribution. Then 
E(e AX~) is finite if O < A.<½ and = oo for It is easy 
to see that (6.5) is satisfied whatever the value of T, whereas 
T 
r16J, x2 ( t)dtJ 
El! O is finite if and only if T, which is the length 
of the interval of observation is less than l/32. In the following 
lemma we exhibit a class of diffusion processes x(t) for which 
(6.5) holds. 
Let x(t) (0 ~ t ~ T) be the solution of the Ito stochastic 
differential equation 
(8.1) dx(t) = m(t,x(t)]dt + dB(t) O~tS:T 
or, equivalently of the equation 
t 
(8.2) x(t) = x(s) + Jm[u,x(u)]du + B(t)-B(s) (JO :s: s < t :s: T), 
s 
where B(t) is a standard Wiener process, m(u,s) (-= < s < =) 
satisfies the Doob-Ito conditions 
(8.3) 
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,: 
J. 
uniformly in t for some constant K, and x(O) is a random variable 
independent of {B(t), t ~ ¢}. Under these conditions it is well 
known ([2], Chapter VI) that x(t) is a uniquely determined Markov 
process almost all of whose sample functions are continuous. It 
should be noted that the process x(t) depends on the choice of 
x(O) which is arbitrary. 
Lemma 8.1 Let x(t) (0 s: ts: T) be the solution of (8.1) where, 
in addition to (8.3) it is assumed~~ initial random variable 
x(O) satisfies 
(8.4) for some c > 0. 
Then condition (6.5) of Theorem 6.1 holds. 
For the:·proof of .tlie .. lemma we shall .. need· the following two auxiliary 
results. 
Lemma 8.2 Let B(u) (u ~ 0) be a standard Wiener process. If 
A> 0 and h > O, ~ 
E f A.(,~2 (u)d'] < ., provided Ah2 < i . 
Proof: ·1 The process y(v) = ·r,: B(hv) is clearly a standard Wiener 
v.h 
r~thB2 (u)dul [A112J;y2 (v)d~ 
process on [0,1] and EL j = EL j 
From the usual orthogonal (Fourier series) expansion for the Wiener 
process ([6], pp. 248-249) we obtain the inequality 
where y1(v) (0 s: vs: 1) is Gaussian 
with mean O and covariance E[y1(u)y1(v)] = min(u,v) - u,v; and y0 
is a standard normal random variable independent of the process {y1(v)}. 
Hence from formula (4) of [6] (p. 640) 
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AJ0 B
2 (u)du (-3-y~ f h } 2h
2
A ) 
Ee S:Ee • 
( 
2h
2
~\~) 
= E e 3 . 
provided h2 A < i. 
Lemma 8.3 Let B(t) (0 s: t ~ T) 
and h positive, 
t+h 
be as above. 
----
{ 
Aft [B(u)-B(t)]2 du} (8.6) E e < co 
Then for every A 
for all t such that Os: t < t+h s: T, provided 
The proof follows at once from the preced1ng lemma if we note that 
t+h f [B(u)-B(t)]2 du 
t 
rh 2 has the same distribution as Jo B ( u}du • 
Proof of Lemma 8.1: From (8.2) writing 
u 
x(u)-x(t) = f m{s,x(s)]ds + B(u)-B(t) 
t 
(0 ~ t < u S: T), 
applying the elementary inequality (a+b) 2 s: 2(a2 +b2 ) and the Schwarz 
inequality to the right hand side and using the first of the two 
conditions in (8.3) we have 
u 
[x(u)-x(t) ]2 s: 2K2 (u-t)J[l+x2 (s) ]ds + 2'[B(u)-B.,tJ ]2 .· •.. 
t 
Letting h > 0 such that a= l-2K2 h2 is positive, for each t 
with Os: t < t+h s: T 
t+h t+h J x2 (u)du s: 2J [x(-u)'-x(t)]2 du + 2hx2 (t) 
t t 
t+h t+h 
~ 2K2 h2 J [l+x2 {s)]ds + 4J [B(u)-B(t)]2 du + 2hx2 (t) • 
t t 
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~ From this follows the inequality 
(8.8) 
t+h 2 3 J x2(u)du ~ 2K h + 
t Ci 
4 t+h 2h 
- J [B(u)-B(t)]2du + - x2(t) 
Ci t Ci 
From Lemma 8.3, provided h satisfies 
(8.9) 4Ah
2 
< -i , 
Ci 
it follows that 
(8.10) 
f 4A t+h ul Ela° ft [B(u)-B(t)]2dJ 
< CD 
for all t such that O ~ t < t+h ~ T. 
We now proceed as in the existence proof given in [2] (pp. 279-
281) making only the changes appropriate to our present purpose. 
Define a s~quence of approximations to the solution of (8.2) as 
follows. Let x0(t) = O for all 
recursively by the relation 
t 
t and for n > 1 define x (t) 
n 
xn(t) = x(O) + J m[s,xn_1(s)]ds + B(t) , 0 
where x(O) is chosen as in the statement of Lemma 8.1. For n ~ 1 let 
6 x(t) = x (t) - x 1(t) and 6 m(t) = m[t,x (t)] - m[t,x 1(t)]. n n n- n n n-
Clearly since 61x(t) = x1(t), it follows from the definition of 
x1(t) and (8.3) that 
[61x(t)]2 ~ 4K2t + 4B2(t) + 2x2 (o) . 
For n > 1, using the second condition in (8.3) and setting M = K2 T 
we obtain 
t 
[6 x(t)]2 ~ MJ[6 1x(s)]2 ds • n O n-
From this, proceeding as in [2] (p. 280) 
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lf}MTn-1 4Tn-2 T 2Tn- l .1 
s: ~- tiQ.-1) l -I (n-2) ! £ B2( u)du + (n-1) ! x2(0_j 
4M•An-l 4M•An-2 T 2 2An-l 2 
= (n-1)! + (n-2)! £ B (u)du + (n-1)! x (o), a. s., 
where we have set A= MI'. From the above inequality and the inequal-
ity (n > m) 
[x (t)-x (t)]2 s: L ~ 2-11· .·c;. 2j (1:1.x)2J -n m . 1 .. '-1..,. J J=m+ J:=m;r:.a;.. -
and reasoning as in [2] (p. 281) we arrive at two conclusions. 
The first is that for each t, x (t) converges to x(t) with proba-
n 
bility one. Now taking m = 1, we have 
= ½[:1 + c2 £TB2 (u)du + c3x2 (0D, say, 
From the above inequality and from 
it follows after some computations that 
2Ah:lt2(t)l ct ct foB2(u)du + ct ~2(0) Ahx2(t) ~ 2Ahc1 - ~2Ahc2 T 2Ahc3 4 j E e ct n J s: e • LE e . e ct 1 
Applying the Schwarz inequality to the expectation on the right hand 
side, recalling the bound for xf(t) obtained earlier and noting 
that x(O) is independent of B(u) (0 ~us: T) we obtain our second 
conclusion 
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::;; e 0/ 
(8.11) 
f32Ah B2(b)l E ~ j is finite for all t (0 < t ,;; T) if A: ,;;; d:T . 
From (8.5) of Lemma 8.2 and condition (8.4) of Lemma 8.1 it follows 
then that the right hand side of (8.11) is finite provided A and 
h satisfy the inequality 
(8.12) Ah < . f. 3 1 c 
- m1.n ; o4T , "4c: 
°' 16c2T2 c3 
Hence making n ~ CCI in (8.11) it follows from Fatou's lemma that 
(8.13) < CCI 
for all t in [O,T] if h > O, a> 0 and (8.12) holds. 
It is clear that given a positive A (the value A= 16 is of interest 
to us) h can be chosen in such a way that a> 0 and the inequali-
ties (8.9) and (8.12) are satisfied. Any such value of h, say 6, 
depends only on A, T and K and not on t in [0,T]. Finally it 
remains only to note that since for each t x(t) is independent of 
B(u)-B(t) for u ~ t, (8.8), (8.10) and (8.13) together show that 
j:>..Jt!2 (u)du] 
E t < = for O ::;; t < t+6 ::;; T. 
The proof of the lemma is concluded by taking A= 16. 
The result just proved can be extended to system processes which 
are solutions of the stochastic equation 
t t (8.14) x( t)' = x(O) + J m[s ,x(s) ]ds + J a[s ,x(s) ]dB(s) , 
0 0 
where in addition to (8.3) the following conditions are assumed. 
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.. 
(8.15) 
• 
m{t,s), a(t,~) (0 ~ t ~ T, -m < E < m) are continuous. 
functions of (t,E); 
I 
I, 0 < a(t,s) ~ K(1+~ 2 ), 
(8.16) 
uniformly in t and 
(8.17) a ds £ a( t, s ) < a) 
for every a> O (with an analogous assumption if a< 0). Equation 
(8.14) can then be reduced to the form (8.2) considered in Lemma 8.1, 
viz, t 
y(t) = y(O) + £ m0 [s,y~s}]ds t ~0~~~ , 
hy means of the transformations 
ads 
R(t,a) = £ a(t,~) (a> 0), y(t) = R(t,x(t)) 
and 
r~(t,y) m[t,r(t,y)] 
mo(t,y) = - a[t,r(t,y)] + a[t,r(t,y)] - a' [t,r(t,y)] , r 
where a= r(t,y) is the inverse function of y = R(t,a). The symbols 
r' a' refer to the partial derivative of r with respect to t 
t ' r 
and of a with respect to r. It will further be assumed that 
m0(t,y) satisfies the Lipschitz condition 
(8.18) 
The above conditions have been taken from G. Maruyama's paper [15]. 
We ~efer the reader to it for a discussion of this point and for condi--
tions on the function m which ensure that (8.18) holds for m0 • 
Finally, condition (8.4) of Lemma 8.1 is to be replaced by 
(8~19) for some c > 0. 
- 77 -
• 
It is then clear that the conclusion of Lemma 8.1 is valid for the 
- process x{t) which satisfies the stochastic equation (8.14) under 
the conditions (8.3), (8.15), (8.16), (8.17), (8.18) and (8.19). 
· Lemma 8.1 is no .longer true wi:thouc ·c.ondi~i'on )(8.4.). · ,!'.ti: fact, 
(8.4) is necessary in order that a Markov process x{t) which is 
a solution of (8.1) satisfy condition (6.5) of Theorem 6.1. More 
precisely, the following somewhat stronger assertion is true. 
Lemma 8.4 Let x{t) (0 ~ t ~ T) be the solution of the stochastic 
- - ---- -- -- -----
differential equation (8.1) where the function m is assumed to 
satisfy (8.3). Further suppose that condition (6.5) of Theorem 6.1 
holds for the process x(t). Then, there exists! positive constant 
c such that 
for all t such that O ~ t < t+A ~ T. 
Proof: From the relation 
·u 
x(u) = x(t) +1 J m[s,x(s)]da + B(u)-B(t), 
-t 
we have 
(o ~ t < u) 
ru 2 
x2 (t) ~ 2x2 (u) + 4(Js m[s,x(s)]ds) + 4[B(u)-B(t)]?; 
from which, upon integrating both sides with respect to u, we have 
t+h t+.h U 2 t+h 
hx2 (t) ~ 2J x2 (u)du + 4J (Jtm[s,x(s)]ds) du+ 4J [B(u)-B(t)] 2 du. 
t t t 
From the Schwartz inequality and (8.3) it is easy to verify that 
t+h u 2 h t+ J (~ m[s,x(s)]ds) du= J (J. ~[s,x(s)]ds) 2 du 
t o t 
J
h rt+u 
-~ (K2 u2 + K2 u Ji x2 (s )ds }du 
0 t 
··.: 
..; '78 - · · / l \ I 
,, 
• 
:-
. 
t+u 
the last step following from the fact that J x2 (s)ds is an increasing 
t 
• function of u. Hence taking A to be any positive number we have 
2A(l+ K 2h )£ i 2 (u)du. ~ 2 2 t+h 1 ·-E t 
- t+h J f 4AJ t (B(u)-B( t) )2 du . 
• E L . 
By (6.5) the second factor on the right hand gide of the above inequal-
ity is finite for all t (0 ~ t < t+8 ~ T) if we take h = 6 and 
A= 8(l+K2 82 )-1 . It has already been shown earlier (Lemma 8.3) that 
for A~ some Al the last factor is finite for all t such that 
O ~ t < t+6 ~ T, if h = 6. Thus the assertion is proved by setting 
c = 6 · min(A.1 , 8(1+K
2 62 )-1). 
* We next turn to the identification of functions in Jj and the 
extended operator 
of Lemma 8.1. 
G* (see Section 5) for the diffusion.process x(t) 
t 
Lemma 8.5 Let x(t) satisfying 
(8.21) 
T J E[x(t)] 2 dt < m 
0 
be the solution of the stochastic equation (8.14) where the functions 
m and cr satisfy conditions (8.3) and (8.15) - (8.19). If g, g' 
and g" are bounded and continuous functions then 
(8.22) g 
(8.23) * (Gtg)(x) = m(t,x)g' (x) + ½ a2(t,x)g"(x) . 
Proof: The lemma will be proved if we show that for a g with 
bounded, continuous first and second derivatives, conditions (5.25), 
* (5.26) and (5.27) are satisfied with Gt as in (8.23). First,observe 
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• 
that Ito [7] has shown that for every x 
( t+h Pt g }(x )-g ( X ) 
lim------- = m(t,x)g'(x) + ½ a2(t,x)g"(x) , 
h+O h 
so that G; defined by (8.23) is an "extension" of the weak or 
strong generalized infinitesimal generator of x(t). Condition (5.25) 
* and the Borel measurability in (t,x) of (Gtg)(x) are both obviously 
satisfied, and (5.20) follows from)(8.3), (8.15) and (8.21) since 
g' and g" are bounded. It remains only to verify (5.27). It is 
known from the theory of stochastic differential equations (see e.g. 
[6], p. 514) that if the process t (t) defined for ts [s,T] 
~s,x 
(s >. o) is the solution of the equation 
t t 
(8.24) g (t) = x + Jm[u, g (u) ]du + Jcr[u, f (u) ]dB(u), 
s ,x s ,x s ,x 
s s 
then the x(t) process which is the solution of (8.14) is a Markov 
process whose transition probability functions satisfy 
P(s,x;t,A) = P[f {t) 8 A]. 
s,x 
Hence 
(8.25) (Ptg)(x) - g(x) = Jg(y)P(s,x;t,dy) - g(x) = E[g[f {t)]-g(x)}. 
s s,x 
We now apply the Ito lemma on stochastic differentiais (Lemma 3.7) 
to the process g[f {t)] where t lies in [s,T]. Recalling 
s,x 
that g satisfies the assumptions of Lemma 3.7 and that g (t) 
s ,x 
has the differential given by (8.24) we obtain 
t 
g[;s x(t)]-g(x) = J(g' [ss x(u)Jm[u,gs x(u)J+½g"[ss (u)Ja2[u,g (u)]}du 
' s , ' ,x s ,x 
.. 
t 
+ Jg'[s (u)]cr[u,f (u)]dB(u) . 
s s,x s,x 
Hence 
E{g[s (t)] - g(x)} 
. s ,x 
(8.26) t 
= £E{g'[s 8 x(u)]m[u,s 8 x(u)]+½g"[s (u)]a2[u,g (u)]}du s , , s,x s,x 
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The integral on the right hand side equals 
; co f {g' (y )m( u,y )+½8" (y )c2( u,y) }P( s ,x ;u,dy) 
-= 
co * 
= J (Gug)(y)P(s,x;u,dy) u* = P G g){x) . s u 
-co 
The right hand side of (8.26) is thus equal to 
t * r (PUG g){x)du • J s u 
s 
Condition (5.27) then follows from (8.25) and (8.26). 
Lemma 8.6 Let x(t) be the process of Lemma 8.5 with (8.21) 
replaced by 
T 
(8.27) f E[x(t)]Bn+24dt < ~, 
0 
and such that 
(8.28) E[x(T)]8n+B < co, 
where n is~ ~-negative integer. Then conditions (7.11), (7.12), 
n (7.13) and (7.14) of Theorem 7.1 ~ satisfied for f(x) = x ·p(x), 
where p, p', p" are bounded and continuous functions. Further, G* 
- --- - ----- ----- ---- t 
applied to the functions x, f(x) and xf(x) is given by formally 
substituting g(x) = x, f(x) and xf(x) respectively in (8.23). 
Proof: Clearly p s J:f' by the preceding lemma. To show that the 
(possibly unbounded) functions x, f(x) and ~f(x) belong to ff 
we proceed as in the proof of Lemma 8.5 making only some supplementary 
comments. First consider g(x) = x. Then 
(8.29) 
from (8.24). Setting 
(8.30) * (Gug) (x) = m( u,x) , 
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we have 
} u * E{m[u,s (u)] = (PG g)(x) 
s,x s u 
and hence (5.27) follows from (8.29). The conditions (5.25) and 
(5.26) are obviously fulfilled from the assumptions on x(t). Hence 
x e J:f. Since f(x) = xnp(x) and xf(x) = xn+l•p(x) it suffices 
to show that the latter function is in f/". Writing cp(x) = xn+lp(x) 
for convenience we have 
(8.31) (Ptcp)(x)-cp(x) = E(cp(s (t))-cp(x)} s s,x 
Since satisfies equation (8.24) for t e [s,T], (x fixed) 
we may apply Lemma 3.7 to the process cp(f (t)) to get 
s,x 
cp(s (t) )-cp(x) s,x 
t 
= J(m[u,f (u)]cp'(s (u))+½a2(u,s (u))cp"(ss x(u))}du 
s,x s,x s,x ' 
s 
t 
( 8. 32) + J cp"(s (u))cr[u,s (u)]dB(u) s ,x s ,x 
s 
t t 
= J a (u)du + J b (u)dB(u), say. s,x s,x 
s s 
t 
From (8.27) it follows that the integrals r Eja (u)(du and Js s ,x 
t £ E[b2 (u)]du are finite. Taking expectations on both sides 0£ 
s s,x 
(8.32) we obtain from (8.31) the relation 
(8.33) 
where 
(8.34) 
t * (Ptcp)(x(s))-cp(x(s)) = r (PuG cp)(x(s)}du 
s J s u 
s 
(G*cp)(x) = m(u,x)cp' (x)+½a2(u,x)cp"(x) • 
u 
a.s. PX , 
The conditions (5.25) and (5.26) are verified easily and thus 
cp(x) = xf(x) e /J*. Hence condition (7.11) of Theorem 7.1 is satis-
fied. Conditions (7.12) and (7.13) follow immediately from (8.28), 
(8.27) and the boundedness of p. To prove (7.14) observe from (8.30) 
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and (8.34) that 
T * 8 J E [ ( Gtx )(x( t))] dt 
0 
T 8 
= J E[m(t,x{t))] dt, 
0 
and 
T * 8 T 8 
JE[(Gtv)(x{t))] dt = JE{m(t,x(t))t'(x{t))+½a2{t,x{t))w"(x{t))} dt 
0 0 
where w(x) = f(x) or xf(x). Conditions (7.14) then follow: from 
(8.27) and the assumptions (8.3) and (8.16) on m and cr and standard 
arguments involving the Schwarz and H~lder inequalities. This completes 
the proof of the lemma. 
(8.35) 
It is perhaps worth pointing out that we have not, shown that 
(P~+hg) (x)-g(x) 
lim---h----
h+O 
= 
for g{x) = x, f{x) or xf{x). It can be easily seen that (8.35) 
holds under conditions on m and cr which ensure that the functions 
(P:m{u, • )cp' ){x) and (P:a2{u, • )cp"{x) 
are (for fixed x) continuous in u {s s us; t). 
From the discussion in {[2] pp. 277-282) and Theorem 2 of [6] 
(p. 514) it can be shown that the process x(t) satisfying the 
stochastic equation (8.14) and satisfying (8.3), (8.15) and (8.16) 
satisfies the measurability conditions (6.1) and (6.2) required in 
Theorems 6.1 and 7.1. 
Piecing together the results proved in this section we are now 
in a position to show that our main theorems--Theorems 6.1 and 7.l--
are applicable to a wide class of diffusion system processes. From 
Lemmas 8.1, 8.5 and Lemma 8.6 with n = 0 we obtain as an immediate 
consequence 
Theorem 8.1 Let x{t) (0 ~ts; T) be the diffusion process which is 
the solution of the stochastic equation (8.14). Further suppose assump~ 
tions (8.3), (8.15) - (8.19) ~ satisfied and that 
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T J E[x(t)J24dt < =. 
0 
Then for every real function f which is bounded and continuous and 
has bounded and continuous first and second derivatives, the stochastic 
t process E [f(x(t))] satisfies the Ito stochastic differential 
equation (6.74) of Theorem 6.1 and~ Fisk-Stratonovich equation 
(7.15) of Theorem 7.1. 
The second consequence of Lemmas 8.1, 8.5 and 8.6 (with n ~ 1) 
is the following result which yields stochastic equations for Et[x0 (t)g(x(t))]. 
Theorem 8.2 Let x{t) be the diffusion process of the preceding 
theorem where again conditions (8.3), (8.15) - (8.19) ~ assumed 
to hold. Further suppose that x(t) satisfies (8.27). If g, g' 
and g" ~ bounded and continuous, Et[xn(t)g(x(t))] (n ~ 1) 
satisfies the following Ito stochastic differential equation 
(8.37) + (Et [ x n+ l ( t) g ( x ( t) ) ]-·Et [ x n ( t) 6 ( x ( t) ) ]Et [ x ( t) ] } 
· (dz(t)-Et[x(t)dt}, OS:tS:T. 
The corresponding stochastic equation of the Fisk-Stratonovich type 
(7 .15) with f = xng ~ holds. In particular, if n = 1 and g = 1 
~ have the Ito equation 
dEt[x(t)] = Et[m(t,x(t))]dt 
(8.38) 
+ [Et[x2 (t)] - (Et[x(t)]) 2 }(dz(t)-Et[x(t)]dt) 0 ~ts; T. 
Remark. It is interesting to seek conditions on the coefficients 
m and cr of the diffusion equation (8.14) which would ensure the 
validity of the moment conditions (8.27) and (8.36). In many practical 
situations it is natural to assume that cr[t,x{t)] does not depend on 
x(t) or more generally that cr[t,x(t)] is .bounded with respect to x. 
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\ . 
For diffusion system processes of this: .class the:· following lemma 
shows that moments of all order: of x(c) exist and are integrable 
with respect to t over [O,T]. 
Lemma 8.7 Let x(t) be the diffusion process satisfying (8.14) 
where conditions (8.3), (8.15), (8.17), (8.18), (8.19) !!! assumed 
to~ and (8.16) is replaced by 
0 < cr(t,s) SK< m, (8.16)' 
) a(_ t, s l ~ - .. ?( t, s2) I S K I s C s2 I · 
\ I 
for all t and ··s. Then·· for every integer n ~ 1, 
(8.39) 
for all 
(8.40) 
-. 
. ·-, 
Elx(t)ln < m 
t, and 
T n J Elx(t)I dt < m. 
0 
Proof: From (8.16)', (8.19) and recalling that 
R(t,x{t)) 
x{ t) ds 
= £ a( t, s) 
it follows that E{ecx2 {o)} < m for some c > 0. From the remarks 
made at the end of Lemma 8.1 it suffices to prove the lemma for x{t) 
satisfying equation (8.2) instead of (8.1~). Lemmas 8.1 and 8.4 then 
together imply that for some A> 0 and all A.X
2 (t) t in [O,T] E[e ] < m. 
This yields (8.39). To prove (8.40) we proceed as in the proof of 
Lemma 8.1. For t in [O,T] and ts us T, and without loss of 
generality assuming n to be an even integer we have from (8.2) 
(8.41) 
u 
lx(u)-x(t)l 0 S K1·1u-tln-l J (l+lx(s)ln)ds t 
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,: 
;. Hence, choosing h > O such that K2 = 1 - n > 0 we obtain 
from (8.41) 
(8.42) 
t+h 
+ 22n-2 J IB(u)-B(t)lndu + 2n-lhjx(t)ln. 
t 
From (8.39) and since clearly 
t+h J EIB(u)-B(t)lndu < = 
t 
it follows upon taking expectations of both sides of (8.~2) that 
(8.43) 
t+h J E Ix ( u) In du < m • 
t 
Letting N = [-~) (the largest integer in T/h) and substituting 
t = O,h, ••. ,(N-l)h in (8.43), we deduce the .. finiteness of 
Nh J E lx(u) jndu • 
0 
Also from (8.43) 
T J Elx(u))ndu < =. 
Nh 
Hence (8.40) follows and the lemma is proved. 
Theorem 8.2 is of statistical interest, particularly when the 
system process x(t) is Gaussian. In this case Et[x(t)] which is 
the conditional mean of x(t) given the data up to time t and which 
we shall denote by i(t) is the best estimate (with quadratic loss 
function) of the state x(t) of the system. We thus obtain as a 
corollary from Theorem 8.2 the following result due to Kalman and 
Bucy [10]. 
Corollary 
(8.44) 
Let x(t) be the (Gaussian) process given by the equation 
dx(t) = m(t)x(t)dt + a(t)dB(t), (0 ~ t ~ T) 
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0 
• 
fl: . .!!. stric'tly positive~ . ['hen ~( t). satisfi"es the Ito stoch:as'tic 
d i'fferential. equation'._ ' : 
(8.45) di(t) = m(t)~(t)dt + Et[x(t)-~(t)] 2 (dx(t)-i'(t)dt) . 0 ~ t ~ T. 
It should be noticed that the corollary does not give the entire 
Kalman-Bucy result. It remains to be shown that the conditional 
distribution of x(t) given O,t is Gaussian. 
.. J Once this is done, 
the ordinary differential equation for the conditional covariance 
(variance in our one-dimensional case) follows easily from Theorem 
8.2. Since showing that the conditional distribution is Gaussian 
involves the more general question of the unique determination of the 
conditional distribution by the Ito equation (6.74) of Theorem 6.1, 
discussion of this point will be delayed to a later paper. 
The property (6.5) remains the most stringent condition we have 
had to impose on the system process x(t) and the reader will 
observe that crucial use has been made of it in the proofs of our 
basic theorems. It clearly holds if x(t) is a Markov process 
whose state space may be discrete or continuous but which is uniformly 
bounded a.s. with respect to t. Thus the results of the two cases 
treated separately by Wonha~ and Shiryaev can both be deduced from 
Theorem 6.1. Another feature of condition (6.5) is that if x 1(t) 
:and x2 (t) are two processes satisfying the·coridition, their sum 
x(t) = x1(t)+x2(t) also satisfies it. An example of a process for 
which the condition does not hold is the homogeneous Poisson process. 
Since almost all sample functions of the Poisson process are non-
decreasing functions, for every positive 8, 
However, it can be easily verified that the right hand side expecta-
tion is infinite for every t > O. It is therefore desirable to relax 
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"' 
, this restriction so as to make Theorems 6.1 and 7.1 applicable to 
system processes including the Poisson and other discrete-valued 
Markov processes. It can be shown that (6.5) is not necessary by 
constructing a process to which Theorem 6.1 applies but which does 
not satisfy (6.5) 
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