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INTRODUÇ~O 
No JnTclo da década de quarenta, Maclane e Ellenberg(8) (os numeras entre 
parênteses, após nomes, se referem ã bibliografia) isolaram os conceitos de t~ 
formação naturat entre fUntorea e categoria, implfcltos no desenvolvimento da to 
polog.ia algébrlcao Neste mesmo trabalho, é apontada a Tmposslbllldade de se fun· 
damentarem os novos conceitos nos sistemas tradicionais de teoria dos conjuntoso 
Tal fato, apesar de imediatamente observado, foi tratado pela primeira vez na li 
teratura, em detalhes, por Maclane(15) em 1959o 
Com o objetivo de superar estas dificuldades, várias formulações de teorias 
de conjuntos foram apresentadas" A idéia central que permeia a maioria das pro -
postas tem origem em um trabalho clássico de Tarskl(22), sobre os cardinais lna-
cessTveis Introduzidos por Hausdorff~ Este tipo de solução, utilizando a noçao 
de universo (cf. def. 4.3.1, pq99), difundiu-se atravês dos trabalhos de 
Ehresmann(7) e de Grothendteck e seus colaboradores (11). 
Em uma série de trabalhos, NoC.A. da Costa (2,3,4 e 5) propÕe dois sistemas 
de teorias de conjuntos, T e T*, extensões da teoria lmpredlcatlva de classes 
(cf. apêndice C), com o objetivo de fornecer uma fundamentação adequada ao desen 
volvlmento da teoria das categorias. Estes sistemas, constituindo-se em uma das 
mais Interessantes variantes da teoria dos tipos, apresentam um Interesse lntrfn 
seco, e diferenciam-se essencialmente dos demais por estarem formulados em uma 
lógica mais forte que a lÓgica de primeira ordem. Entre as regras de dedução da 
lógica subjacente aos sistemas T e T*, que denotaremos em toda a exposição por 
L, existe uma regra infinitária (cf. p. 5, regra R3), cuja aplicação exige uma 
quantidade Infinita (e~umerável) de premissas. Basicamente, L ê uma versão da 
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w-lÓgiad com duas espécies de variáveis. Orey (20) estudou o caso em que existe 
um sfmbolo relaciona! unârlo ao qual a regra lnfinitâria associa uma famTlla enu 
merãvel de constantes Individuais. Em L, o sTmbolo relaciona! é substituTdo por 
uma segunda espécie de variável, e as constantes são consideradas como termos de 
segunda espécie. Os axiomas de Te T* garantem, em Última instância, que 
constantes são unlversoso 
estas 
Uma solução de outra natureza foi proposta por Lawvere (14), i.ntroduzindo ~ 
ma axiomática para a categoria das categorias. Krelsel (13), ao contrário, consl 
dera a noção de categoria demasiadamente técnica para servir como noção fundame~ 
tal e sugere a formalização dos conceitos de regra (rule) e de estrutura 
(structure). 
As dificuldades lÓgicas colocadas pela fundamentação da teoria das catego-
rias têm sido motivo de pesquisas recentes e, certamente, são uma parte impo~ta~ 
te das questoes para as quais a matemática contemporânea deve procurar respostas. 
A seguir, apresentamos uma descrição sucinta do conteúdo dos capTtulos que 
compÕem este trabalho. Este é, basicamente, um estudo de diversas propriedades 
da lÓgica L e dos sistemas T e T*. 
O capTtulo 1 contém vários resultados sobre a lÓgica Lo Iniciamos com a a-
presentação de algumas propriedades sintáticas de L. Na secção 1.2 são estudados 
os aspectos semânticos de L. Não seguimos a via usual de se reduzir o estudo das 
lógicas poli-sortidas ao da lógica com apenas uma espécie de variável, em que 
sTmbolos relacionals substituem as diversas espécies de vartãvelsG A semântica 
para L é Introduzida diretamente. e o resultado fundamental do capftulo é o te-
orema de completude para L (teoremas 1Q2Q7 e lo2.21). ~ interessante notar que 
a demonstração apresentada fornece uma demonstração do teorema de completude pa-
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ra a w-IÓglca sem se recorrer ao teorema de omissão de tipos, como é usual (cf. 
Orey {20))~ No capTtulo 2 são desenvolvidos os sistemas Te~. do ponto de vis-
ta da teoria dos conjuntos~ O capTtulo 3 apresenta a caracterização dos modelos 
naturais de Te~ (teoremas 3Q1.3 e3.2.1). Os resultados são obtidos estabe1e-
cendo·se uma relação entre a teoria de Kelley·Horse e os sistemas Te T*o Oca· 
pftulo 4 apresenta uma hierarquia de teorias de conjuntos formalizadas na lÓgica 
de primeira ordem (as teorias são extensões da teoria de Kelley-Morse), tal que, 
para cada ordinal a~~ (J.nterno às teorias) temos uma teoria com uma estrutu-
ra bem-ordenada de universos de tfpo a. Em seguida, mostramos que uma das teor! 
as apresentadas, que designaremos por Hw, possui os mesmos modelos naturais ( na 
verdade, os mesmos modelos super-aomp~tos) que T*. Assim, num sentido preciso , 
Hw é a versão em primeira ordem de T*. Finalmente, apresentamos o esboço de uma 
formulação da teoria das categorias em Hw• 
Convém observar que a teoria de Zermelo-Fraenkel é a teoria de conjuntos u-
tilizada na meta-linguagem. O apêndice B contém um desenvolvimento resumido des-
ta teoria~ O apêndice A apresenta as definições básicas sobre a semântica de 
primeira ordem~ O apêndice C traz os axiomas da teoria de Kelley-Horse. Estes 
apêndices foram lncluTdos para uniformizar a notação utilizada no trabalhoo A· 
qui cabe uma advertênclao Existem vários sTmbolos que são utilizados tanto na me 
ta-linguagem quanto nos diversos sistemas formais apresentados. Esperamos que o 
contexto seja sempre suficientemente claro para dirimir quaisquer amblguldades. 
Para finalizar esta Introdução, vamos discutir algumas questões sugeridas 
pelo nosso estudo. O resultado sobre a completude de L Indica uma solução para 
a questão da tradução entre a w-IÕglca poli-sortida e a w-lóglca com apenas uma 
espécie de variável. A questão se resume em se obter, para cada teoria K cuja lÕ 
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glca subjacente é uma w-IÓglca polt-sortlda, uma teoria K1 em w·1Õg1ca e uma tr~ 
dução para as fórmulas da linguagem de K, obtendo-se fÓrmulas da linguagem de 
K1 , tals que uma fórmula é teorema de K se e somente se a sua tradução é teorema 
de K'. Outra possibilidade de estudo está em se procurar uma extensão do método 
utilizado para se demonstrar o teorema de completude (basicamente o método das 
constantes de Henkln) que seja aplicável para lógicas em que existe uma regra I~ 
finltária admitindo uma quantidade não-enumerável de premissaso Tais lÓgicas fo-
ram estudadas, entre outros, por Henkln e da Costa (S)o Do ponto de vista da fun 
damentação da teoria das categorias, tem sido estudada a introdução de conjuntos 
especiais com propriedades mais fracas do que a de ser um universo, mas que per-
mitam as construções fundamentais desta teoria (cf~ Feferman (9))o Seria lntere! 
sante se elaborar uma hierarquia de teoria de conjuntos, nos moldes daquela apr~ 
sentada no eapTtulo 4, em que os nTvels desempenhassem o papel destes conjuntos 
especiais. 
CAPTTULO 1 
A L0G1CA L 
1. O. 1 NTRODUÇAO 
Neste capTtulo é estudada a 1Õg1ca su~jacente aos sistemas Te T*G A par-
te sintática é desenvolvida abreviadamente. sendo obtidos apenas os resultados 
essenciais para o estudo dos aspectos semânticos de L. Dentre os resultados 
mais Importantes relativos ã sintaxe de L estão o teorema da dedução (1.1.11), 
a regra de generalização (1.1.13) e a proposição que expressa o fato de que t~ 
do objeto de segunda espécie é um objeto de primeira espécie {1.1.20). Quanto 
à semântica de L, demonstramos o teorema de completude, nas duas versões {1.2o 
7 e 1.2.21). A chave da demonstração do teorema de completude é a versao do 
lema de Llndenbaum para L (1.2.20). Como consequênclas do teorema de completu-
de, é obtida uma versão do teorema de LHwenheim-Skolem (1o2o22) e, através de 
um contra-exemplo, mostramos que em L não vale o teorema da compacidadeo 
1.1. A SINTAXE DE L 
-Iniciamos com a noçao fundamental de 1 inguagem. 
1.1.1. DefiniçâOo Uma Linguagem L é um conjunto de sTmboloso 
Os sTmbolos de uma linguagem se dividem em três grupos: constantes indi-
viduais~ stmbotos fUncionais e stmbotos retacionais. As constantes indlvidu -
ais podem ser de pPimei~ ou de segunda espécie. Nas linguagens consideradas, 
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o conjunto das constantes de segunda espécie é fixo. Este conjunto é enumerá-
vel e seus elementos serão denotados por v1,v2, ••• ,v1,.oo• O conjunto das 
constantes de primeira espécie pode ser vazio ou não {e no máximo enumerável). 
Em geral, denotaremos constantes arbitrárias pelas letras c ou d {com ou sem 
Tndlces). Os sfmbolos funcionais serão denotados pela letra f, e os relacio -
nals , pela letra p (eventualmente com Tndlces, em ambos os casos). A cada 
sfmbolo funcional ou relacional está associado um número inteiro n não nulo o 
Dizemos então que o sTmbolo é n-ârio. Para cada arldade, admitimos no máximo 
uma quantidade enumerável de sfmbolos (funcionais ou relacionals); uma lingu~ 
gem pode não possuir sTmbolos funcionais e relacionaiso Para simplificar cer-
tas definiçÕes e demonstrações, consideraremos as constantes Individuais de 
primeira espécie como sTmbolos funcionais 0-árloso 
Antes de definirmos o que são as expressões de uma linguagem, necessit~­
mos dos slmbotos lÓgicos. Dentre os sTmbolos lÓgicos, temos duas espécies de 
~eis~ e uma quantidade enumerável de variáveis de cada espécieo Represe~ 
taremos as variáveis de primeira espécie pelas letras x,y e z, com ou sem Tn-
dlces ou marcas (e.g. x,x1,y•,z
11
, etc.); de maneira análoga, as letras t,u e 
v representarão variáveis de segunda espécie. Sempre que for necessário, as 
variáveis serão consideradas ordenadas de maneira fixa; nesta ordenação, se-
rão denotadas por a1,a2, •• o,ai,o•o (observar que existe um conjunto enumerá-
vel de variáveis). Os demais sTmbolos lógicos sao os mesmos que para a lógica 
de primeira ordem (Incluindo a igualdade). Consideraremos como primitivos os 
seguintes sTmbolos: os conectivos 1 (não) e v (ou), a igualdade= e o quanti-
ficador universal Y (quaLquer). Deste ponto em diante estaremos tratando de 
uma linguagem L fixa. 
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1.1.2. Definição~ Uma expressao de L e uma sequêncla finita de sTmbolos de L 
e de sTmbolos lÓgicos. 
1.1.3. Definição~ A definição de termo de L é Indutiva: 
{1.) As variáveis e constantes Individuais de primeira (segunda) espécie sao 
termos de primeira (segunda) espécieo 
(TI.) Se f é um sTmbolo funcional n-ârio (n ~ 1) e r 1,r2,o •• ,r0 são termos 
quaisquer, f(r 1,r2, ••• ,r0 ) é um termo de primeira espécie. 
(ti i.) Uma expressão de L é um termo se e somente se pode ser mostrado que é 
um termo, com base em (1.) e (iio)o 
1,1.4. DefiniçãO, A definição de fármuõa de L é indutiva: 
(1.) Se r 1 e r2 são termos quaisquer, r 1 • r2 e uma fórmula (atômica). 
{li.) Se pé um sTmbolo relaclonal n-árlo {n ~ 1) e r 1,r2,o •• ,r0 são termos 
quaisquer, p(r 1,r2 , ••• ,rn} é uma fórmula (atômica). 
(li i.) Se A1 e A2 são fórmulas, 1A1 e A1 v A2 são fórmulas. 
(tv.) Se A é uma fórmula e a 1 é uma va~tâvel qualquer, Va 1A é uma fÓrmula. 
(v.) Uma expressão de L é uma fÓrmula se e somente se pode ser mostrado que é 
uma fórmula, com base em (io)-(ivo). 
Os sTmbolos lógicos & (e"), + (implica),++ (é equivaZente a) e 3 (exis-
te) sao definidos da maneira usual,po~ ab~evlação. As noções de v~ável li-
vre~ variável, ligada~ etc. são Idênticas às das linguagens de primeira ordem 
(cf. Mendelson (12), p. 48). As sentenças de L são as fórmulas de L sem vart! 
vets livres, como é usual. Se A é uma fÓrmula de L, escreveremos A(a1 ,a 1 ,ao 1 2 
.,a1 ) para indicar q~e A contêm ocorrências ltv~es de algumas das variáveis 
n 
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a 1 ,a 1 ,~oo,a 1 • Não significa que A contém ocorrências livres destas variá 1 2 n 
vels, nem que não possa conte~ outras variáveis livres. A seguir, para uma lln 
guagem determinada L, apresentamos os axiomas lÓgiaos. 
1 o 1 • 5 o A!domas 1-Ógiaos. 
Grupo I. Axiomas para o cálculo proposlclonalo 
Sejam A, B e C fórmulas. 
I.1. (A v A) + A 
I.2. A+ (A v B) 
I. 3. (A v B) + (B v A) • 
I.4. (A+ B) +((C v A)+ (C v 8)) 
Grupo IIo Axiomas para o cálculo de predicados. 
Se A(a 1) é uma fÓrmula e r é um termo, A(r) é a expressao obtida substi--
tuindo-se todas as ocorrências livres de a1, em A(a 1), por ro E imediato (por 
Indução sobre o número de conectivos e quantificadores de A(a 1) ) que, se A(a 1) 
é uma fÓrmula de L e r é um termo de L, A(r) é uma fÓrmula de lo Se r não subs 
titul, necessariamente, todas as ocorrências livres de a1 , escreveremos 
A(a 1,a 1) e A(a 1,r). Com estas convenções, são axiomas: 
II.1. Ya 1A(a 1) + A(r) , 
onde A(a 1) é uma formula, r é um termo livre para a 1 em A(a 1) e, se a1 for de 
segunda espécie, r também deverá ser. 
II.2. va 1 (a 1 =a 1). 
II.3. (a 1 • aj) + (A(a 1,a 1) + A(a 1,aj)) , 
onde A(a 1,a 1) é uma fórmula, aj é livre para a 1 em A(a 1,a 1) nas ocorrências em 
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que a 1 é substituTda por ar 
Em seguida, apresentamos as regras de dedução de L. 
Rl. Se A e B sao fórmulas, então, de A e A~ B, Inferir B~ 
R2. Se A(ai) é uma fórmula e B é uma fórmula que não contém ocorrências li-
vres de a1, então, de B + A(a 1), inferir 8 + Va 1A(a 1)o 
R3. Se A(a 1) é uma fÓrmula e a 1 é de segunda espécie, então, de A(V1), A(V2), 
,,., A(Vj),,,(J ~ 1), inferir Ya 1A(a 1), 
A partir das regras de dedução, podemos Introduzir a noçao de aonsequên -
aia. 
1.1.6. DefiniçãO. Se r é um conjunto de fÓrmulas e A é uma fÓrmula, dizemos que 
A é associada a r se e somente se A é lnferlda diretamente de r através da re· 
gra R3. 
De uma maneira mais explfclta, dizer que A é associada a um conjunto r de 
fórmulas significa que A é da forma Va 1B(a 1), a 1 é de segunda espécie, B{a 1) 
é uma fÓrmula e B(V1), B(V2),o.Q são fórmulas de r. Se V é o conjunto de fór-
mulas associadas a r, denotamos a união de r e v por r•. 
1.1.7. Defini~5o. Uma fórmula A é aonsequênaia finitária de um conjunto r de 
fórmulas, em sTmbolos, r lf- A, se e somente se existe uma sequência finita de 
fÓrmulas 61, B2,.o., B ' ta 1 que B é A e, para cada j, 1 < j < n, vale uma .n n 
das condiçÕes abaixo: 
(1.) B. é 
J 
um axioma IÕglcoo 
( I i • ) Bj é uma fórmula de fo 
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(I li • ) BJ é lnferlda de fórmulas que a precedem na sequência, por aplica~ão de 
Rl ou R2. 
1.1.Bo ~finição. Sejam r um conjunto de fórmulas e a um ordinal qualquero De 
flnimos o conjunto de fórmulas f(a) Indutivamente. 
(i.) Se A é uma fórmula, A pertence a f(O) se e somente se r 0-A. 
(li.) Se a é B +1, então A pertence a f(a} se e somente se f(B) 1 11-Ao 
(111.) Se a é llmlte, r(a) é a união de {f(S): S<a). 
1.1.9o Definição. Uma fÓrmula A é consequência de um conjunto r de fÓrmulas __ 
em sTmbolos, r~ A, se e somente se existe um ordinal a tal que A pertence a 
f(a). 
A definição de consequêncla, nesta forma, é devida a Orey(20). Dada uma 
linguagem L, teorúz em L • conjunto de sentenças de L. Um conjunto de uma e um 
®oma:s para uma teoria K em L ê um conjunto de fórmulas r de L, tal que, para 
uma fórmula A de L, Kl- A se e somente se r~ A. Dada uma 11 nguagem L, as fõr· 
mulas que são consequênclas do conjunto vazlo são os teoremas dO eáteulo de 
pl'edicadns de L (escreveremos '-A no lugar de $~A). Se K é uma teoria, e 
K~ A, dizemos que A é teorema de K {também -~ A, ou '- A, se nao houver pos-
K 
sibllidade de confusão). Se '-A, então, para algum ordinal n, A pertence a 
K 
K(a). As propriedades de teoremas são demonstradas por indução (transflnita) 
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sobre a. Vamos passar ao estudo de algumas propriedades sintáticas de L G 
1.1.10. Proposição. Se A é uma fÓrnruZa que é instância de uma tautologia do 
cá leu lo proposiaional f!lássico~ então ti- A (logo,. ~ AJ ~ 
Demonstração~ Consequência imediata dos axiomas I.1-I.4 e de Rl. 
1o1o11. Teorema da deduçãoa 
Sejam L wna linguagem, A wna fÓrmula fechada de L .. r wn aonjunto de fÓ!:_ 
mulas de L e B uma fÓP111Ula qualquer de L. Se r U {A}~ B _, então f~ A _.,. Bo 
Demonstração. Vamos denotar r·u A por So 
a) Suponha que A está em S(O)a Então existe uma sequência a1, a2, •• o, 60 , tal 
que B é B, com as propriedades expressas na deflnl~ão 1o1.7o Supondo que a hi 
n 
pÔtese vale para 8 1 ~ s2,o•o• Bn~l' vamos mostrar que vale para 80 • 
a.t) Se B é um axioma lÓgico, então t- B , logo rt- B ; como B + (A+ Bn) é 
n n n n 
Instância de uma tautologia, então 1- Bil _.,. (A-+ 8
0
); logo, por Rl, ft- A+ Bn" 
a.2) Se Bn é uma·1õrmu1a de S, então Bn é A ou é uma fÓrmula de f o Se 8
0 
é A, 
então r~+ B; se B é uma fórmula de r, então r~, caindo no caso a.,1). 
n n n 
a.3) Se existem I,J < n, tais que BJ é Bi + Bn' então, pela hipÓtese de Indu-
çao, fi- A+ B1 e ft.- A+ (B 1 + Bn). Tomando uma Instância da tautologia (C 1 + 
~ (c2 ~ c3)) ~ ((c1 ~ c2) ~ (c 1 ~ c3)), obtemos, por Rl, rt- A~ Bn. 
a.4} Se existe i ~ n tal que BI é c1 + c2 e Bn e c1 + YajC!,onde a1 nao ocorre 
livre em Ct , então, pela hipÓtese de Indução, ft- A+ (c1 + t 2) o Mas (A + 
+ (c 1 + c2)) ++ (A & c1 + c2) é Instância de uma tautologia; logo, por Rl, 
fi- A & c1 + c2.Apltcando R2, ft- A & c1 + Ya1c2• Por outra instância da tauto 
logla mencionada acima,, r~ A+ (c 1 + YaJC2L 
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Com Isso mostramos que a propriedade vale para os elementos de S(O). 
b) Suponha que a propriedade vale para os elementos de S(a) e vamos mostrar que 
também vale para os elementos de S(a+1)o Em primeiro lugar, vamos mostrar que 
vale para os elementos de S(a) 1 , o conjunto das fórmulas associadas a S(a). E~ 
tão, seja B da forma Ya 1c(a 1), onde a 1 é de segunda espécie, e suponhamos que 
C(V1) , C(V2), ••• são fórmulas de S. Pela hipótese de Indução, f~ A+ C(V1) , 
Por II.l 
• 
ff- Va 1(A + C(a 1)) +(A+ C(a 1)); logo, por Rl, rJ-- A+ C(a 1); como a 1 nao o-
corre livre em A, então, por R2, r~ A+ Ya 1C(a 1). Agora, repetindo os pas-
sos a.l) a a.4) para o conjunto S(a)•, obtemos que S(a+1) é tal que seus ele-
mentos possuem a propriedade desejada. 
c) Se a é um ordinal limite e se B está em S(a), então existe um ordinal S<a, 
tal que B está em S(B}o Pela hipÓtese de Indução, r~ A~ B, terminando a de-
monstração. 
Observando-se a demonstração do teorema da dedução, nota-se que para se 
demonstrar a propriedade para as consequências flnltárlas de S -nao se ut111 -
zou em nenhum passo a regra RJ, obtendo-se o seguinte resultado. 
1, 1 , 12. Teorema da dsduçÍÍo tini tária. 
Sob as eondi~ões ds 1,1,11, se fU{AH- B ,então flf- A+ B. 
Vamos mostrar que vale a regra de generalização, flnltârla ou nao. 
1,1,13, Reg~ de gene~liaação. 
Se S é um conjunto de fÓ~Zas e A é uma fÓrmula, então: 
i.) SI- A se e somente se SI- Ya 1A 
i i.) S 11- A se e somente se S 11- V a i A 
onde a 1 é wna variável qualquer. 
Demonatração. 
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i.) Suponha que SI- Av Então, seja B a fórmula Va. (a 1 =a.). Logo, SU{B}I- A; r r 
como B é fechada, pelo teorema da dedução obtemos SI- B +A. Mas B é um axioma 
lÓgico; logo, SI- B. Como a 1 não ocorre livre em B, SI- B-+ va 1Ao Aplicando RlJ 
SI- Ya 1A. O mesmo resultado poderia ser obtido a partir da tautologia 
+ (c2 + c1). A recTproca é Imediata e a demonstração de ii.J é totalmente aná-
loga. 
Se A é uma fórmula, o feaho de A (escrito ~) é definido como sendo a fór 
mula obtida de A quantificando-se todas as variáveis Jtvres de A, na ordem In-
duzlda pela ordenação a1, a2, •••• A proposição que se segue é de demonstração 
imediata, por Indução sobre o número de vãr,ãveis livres de A ~pltcamos a 
regra de gene r a 11 zação). 
1. 1.14. Proposição. Se A é uma fÓ:mrul.a e S é um aonjunto de fÓrmulas., então: 
i .. ) S..._ A 8e e 8omente 8e 
ii.) SI~ A se e somente se 
s 1-- J\" 
s 1>- ii 
Com este resultado, fica claro que se uma teoria K for Introduzida por um 
conjunto de axiomas, K possui o mesmo conjunto de teoremas que a teoria obtida 
considerando-se os fechos dos axiomas de Ko 
1.1.15. Proposição. Sob as mesmas condiçÕes que R2, se I- A(a 1) + B, então 
I- ~a 1 A(a 1 ) + B. 
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Demonstração. Como 1- A(a 1)-+ B, então I- IB -+IA(a 1L Logo, por R2, 1-lB + 
+ Va 11A(a1). Logo, 1-1Ya1 1A(a1) + B; por definição, I- 3a 1A(a 1) + B. 
Vamos adotar a seguinte convenção: escreveremos A(Vn} por A(V1), A(V2),o••• 
Assim, I- A(Vn) significa I- A(V1), 1-' A(V2), •••• O mesmo vale para A(Vm). 
A.segutr, apresentamos algumas propriedades de teoremas envolvendo fómulas com 
variáveis de segunda espécie. 
1, L 16. Proposição. Sejam a1wna variávet de segunda espécie e A(a 1 )uma fÓrmula; 
então 1-- va 1A(a 1) se e somente se I- A(V0). 
1.1.17. ~oposição. Se A(a 1) é uma fÓrmula, a1 é uma variável de segunda esp~ 
cie e B é wna fÓrrrru.'la que não contém ai livre, então, se t- B -+ A(V
0
) , então 
I- B + Ya 1A(a 1). 
1, 1, 18, Proposição. Sob as aondições de 1. 1 • 17 , se I- A (V n} + B , 
I- 3a 1A(a 1) + B. 
então 
1.1.19. l'Poposição. Sejom a 1 wna vruoiávet de segunda espécie e A(a 1)wna fÓrmu-
la. Se e;date um inteiro p ~ 1 taZ. que t- A(Vp)., então t- 3aiA(a 1). 
A proposição que se segue é Importante. pois possibilitará uma slmpllfic! 
ção na apresentação e desenvolvimento de uma teoria. A rigor, uma definição 
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que englobe objetos de ambas as espécies deveria conter uma cláusula para cada 
espécie (de variáveis ou termos, no caso mais geral}. A proposição garante que 
todo objeto de segunda espécie é também de primeira espécleo 
1.1.20. EToposição. Se a 1 é wna variáve Z de segunda espécie e a j 
- .. e uma vana 
ve t de primeira espécie_, então 1- V a 1 3 a J (a 1 = a j), 
Dernonstmção. Vamos mostrar que 1- 3aj(Vn = a1J. Por II.l , ._ V a. 1 (V =a.)-~"-J n J 
-t- 1 (V
0 
= V
0
) o Logo, ~ V
0 
= V
0
-+ .Jaj (V
0 
= aj) ; mas é imediato que 
Resulta que ~ laj(V0 = aj) ; por 1 .. 1.,16 .. , ~ Va 1 3aj(a 1 = aj)" 
1- (v -v ), 
n n 
As propriedades apresentadas nesta secçao mostram que, do ponto de vista 
da sintaxe, L é bem semelhante à lÓgica de primeira ordem. 
1.2. ASPECTOS SEMANT1COS OE L 
Dada uma linguagem L, uma interpretação M para L consiste em um conjunto 
O~ diferente do vazio, que é o damtnio de M, e em uma JUnção de interpretaçãO~ 
que associa a cada constante Individual c um elemento eM de D, a cada sTmbolo 
f I 1 n·a·r I o f " M • I f b 1 1 I 1 une ona uma operaçao f ,n-ar a, em D e, a cada s m o o re ac ona 
n-árlo p, uma relação n-árla pM em D~ Dada uma teoria K em L, uma inte~ta­
çâO para K é uma Interpretação para Lo Intuitivamente, O é o campo das variá-
vels de primeira ~ D é o campo das variáveis de segunda 
espécie. Rigorosamente, estas propriedades serão garantidas pela noção de aa-
tisfação, que será apresentada a seguir. As variáveis são consideradas ordena• 
das, como na secçao anterior. Vamos definir um conjunto de sequências de ele-
mentes do domTnlo de uma Interpretação M. 
1.2.1. DefiniçãO. oooXD,X 
I 
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• .. (i~ 1, inteiro), onde o1 
• e 
O se a 1 for de primeira espécie e 
• { M M 
e v,, v2' ••• } se a i f o.- de segunda espe-
ele ( M é uma interpretação para uma linguagem L e O é o domTnio de M). 
1.2.2. DefiniçãO. Sejam L uma linguagem, H uma interpretação para LesE L~ 
Vamos definir uma função s*, que associa a cada termo de L um elemento de O • 
I • ) Se • s* (r) ê s J (a j-ésima componente de s). r e 
"J' 
li • ) Se . VJ' s*(VJ) ê vM (a interpretação de v1) • r e J 
I li.) Se r e f(r 1,r2 , ••• ,r0 ), s* (r) e f H ( s * (r 1 ) , s* (r 2) , ••• , s * (r n) ) • 
Se n = O, f é uma constante individual e s*(f) é fM E D. A seguir, defl 
n I mos quando é que uma sequênc 1 a s satisfaz uma fÕrmu I a A. 
Sejam L uma linguagem, A uma fÓrmula de L, H uma lnterpre-
tação para L, e H s E L • 
1.) Se A é r 1 = r2 , s satisfaz A se e somente se s*(r1) = s*(r2). 
ii.) Se A é p(r 1 ,r2 ,G·~·rn), s satisfaz A se e somente se pM(s*(r1), 
s*(r2 ), ••• ,s*(rn))G 
I i I • ) Se A e 18, s sat l sfaz A se e somente se s na o satisfaz B. 
I v,) Se A . B v c, satisfaz A satisfaz B e s se e somente se s ou 
s satIsfaz c. 
v.) Se A • e YajB, s satisfaz A se e somente se qualquer s 1 e lM, dife 
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rindo de s no máximo na j-êstma posição, satisfaz 8, 
~Interessante notar que, se a1 é de segunda espécie, em TG2.3ovo), então 
sj E {v7,~, ... l . Assim nao sao necessárias restrições quanto ã espécie da 
variável, possibilitando uma definição de satisfação Idêntica ã da lógica de 
primeira ordem. 
1.2,4. Definição. Sejam L uma linguagem, M uma Interpretação para L e A uma 
fÕrmula de L. A é verdadeira paraM, em sTmbolos, F=MA , se e somente se toda 
sequência s e EM satisfaz Ao A é falsa para M se e somente se nenhuma 
quêncla s c EM satisfaz A. 
Logo, A -e falsa para M se e somente se lA e verdadeira paraM. 
se-
1,2,5, Definição. Sejam M uma interpretação para uma linguagem L e S um 
conjunto de ~Órmulas de lo M é um modelo de S se e somente se toda fÔrmu 
la de S -e verdadeira para M. 
Assim, uma interpretação M para uma teoria K é um modelo de K se e somen-
te se toda sentença de K é verdadeira para Mo 
1.2.6. DefiniçãO. Sejam L uma linguagem, S uma conjunto de ffmulas de L e A 
uma fórmula de L. A -e conaequência semântica de S, em sTmbolos, S~ A, se 
e somente se, para todo modelo M de S, A é verdadeira para M. 
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Se K é uma teoria em L, A é uma fórmula de L que é consequêncla -e seman 
tlca de K, escreveremos também 1-KA. Se s = $, em 1~2o6, escreveremos 1- A, 
e A é d1 ta uma fórmula logicamente válida • o restante desta secçao será 
ocupado pela demonstração do seguinte teorema, -que mostra que as noç:oes de con 
sequêncla sintática e consequência semântica estão Intimamente relacionadas. 
1.2.7. Teol"ema de aompletude (fi VePsâoJ. 
Sejam L wna linguagem, K uma teoria em L e A WT/a fÓrmula de L • En-
Para mostrar que, se então basta mostrar que, se B . e u• 
ma fórmula e S é um conjunto de fórmulas de uma linguagem L ,então, se S~ B 
então S~ B. Basicamente, dado um modelo M de S, devemos mostrar que os axf-
ornas lÓgicos são verdadeiros paraM e que, se as premissas das regras de dedu-
ção forem verdadeiras paraM, as conclusÕes também o serão. Vamos precisar de 
algumas propriedades da função s*. Para os quatro lemas que se seguem, suponha 
queM é uma interpretação para uma linguagem L e todos os termos e fórmulas en 
volvidos são termos e fórmulas de L. 
1.2.8. Lema. Se toda:~ as variáveis de wn termo r ocorrem na lista a 1 , 1 
a 1 ,.u,a. (k >O), e ae aa aequêneiaa s,s
1 e:EM 
2 1k 
-sao tais que 
(1 ~ j ~ k), então s*(r) • s'*(r). 
Demonstração. A demonstração é Imediata, por Indução sobre o compr1mento de 
r. 
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Se A é uma fÓrmuta, as variâveis livres de A ocorrem na lia 
ta a 1 ,a 1 , 1 2 
s satisfaz 
' .H - . , e s,s e: ~.. sao tat.s que (1 ~ J ~ k) ,então 
A se e somente se s' satisfaz A. 
Damonst~ção. A demonstração é feita por indução sobre o comprimento de A. 
s*(r ) = s'*(r ) e 1 1 
Resulta que s satisfaz A se e somente se s 1 satisfaz A. 
Caso 2. A é p(r1,r2, ••• ,r0 ). O raciocínio é Inteiramente análogo ao do caso 1. 
Caso j. A é lB. Logo, pela hipótese de Indução, como as variáveis de B estão 
entre a1 ,a 1 , ... ,a 1 s não satisfaz B se e somente se s' não satisfaz 1 2 k 
B. Logo, s satisfaz A se e somente se s' satisfaz A. 
Caso 4. A -e B v C. Raciocínio análogo ao do caso 3. 
Caso 5. A e Va.B. 
J 
logo, as variáveis livres de 8 estão entre a 1 , ••• ,a 1 • 1 k 
Suponha que s satisfaz A. Então, toda sequêncla de que difere de s no 
máximo na j-éslma posição satisfaz B. Sejam diferente de s 1 no má-
ximo na j-êsima posição, e s 111 a sequêncl a Idêntica a s, exceto na j-êslma 
posição, onde s'" = s" J J • logo, s ·~· e rM e s 1" difere de s no máximo na j·! 
slma posição; resulta que s 111 satisfaz B. Como s'" = s'.' 1 :;:n:;:k e 1 
'n n 
s'j' "" sj', então, aplicando a hipÓtese de Indução, s 11 satisfaz B se e somente 
se s'" satisfaz B. Logo, 511 satisfaz B, donde s' satisfaz Ao A recT-
proca resulta por simetria. 
Como corolário a este resultado, vale observar que se A é uma sentença 
• 
ou toda sequêncla satisfaz A ou nehuma sequêncla satisfaz A, Isto é, ou A é 
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verdadeira para M ou A é falsa para M. 
1.2.10. Lema. 
do-se todas as oao'!Tências de a 1 por r 2 , com a condição de, se a 1 for de se -
gunda espécie, então r 2 é de segunda espécie, e se s 
1 resulta de s substi"tuin-
do-se a i-ésima então s 1 
Demonstpação. A condição Imposta sobre r 2, no caso de a 1 ser de segunda espé· 
ele, garante que s' ~EM. Assim, podemos aplicar a definição 1.2.2. A de 
monstração é feita por indução sobre o comprimento de r 1& 
Caso 1. Se então 
Caso 2. Se r 1 é a1, diferente de a 1, então r3 
1 ~ j, então s'*(r1) = s*(r3). 
Caso 3. 
-e Como 
Caso 4. Se - f(rk ,rk ,~ •• ,rk) , então seja r' ( 1 < j ~ n) r, e kj -1 2 n 
de rk substituindo-se ., por r 2' Logo, r3 = f{rk ,rk , ••• ,rk ) J 1 2 n 
hipótese de Indução, {1 < j ~ n). ~ imediato 
= s*(r3) • 
Com isso, está terminada a demonstraçãoo 
obtido 
Pela 
1.2.11. Lema. Sejam A (a.) uma fÓrmula:. r 
' 
um temo r de segunda espéeie , 
se a1 for uma variável. de segunda espécie) livre para a 1 em A(a 1) ~ s e: ~M ~ 
e s 1 obtida a partir de s substituindo-se a i-êsima aomponente de s por 
Então~ s• E rM e s satisfaz A(r) se e somente se s• satisfaz 
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Demonatraação. A cláusula em relação ã espécie de r garante que M s 1 e:E • A de-
monstração é feita por Indução sobre o número de conectivos e quantificadores 
Caso 1. A{ai) é r 1 = r2• Seja rj (J = 1,2) o termo obtido de r1 substitui~ 
do-se as ocorrências de a 1 por r. Logo, A(r) é r1 = r2. Por 1.2.10, s*(rj) = 
= s'*(rj) (J • 1,2) ; então, s*(rp = s*(rz> se e somente se 
= s'*(r2). 
Caso 2. A(a 1) é p(r1,r2, ••• ,r0 ), O raclocTnio é inteiramente análogo ao do 
caso anterior, 
Caso 3. A(a 1) é 1B(a 1). Então A(r) é lB(r) e, pela hipÓtese de Indução, s 
não satisfaz B(r} se e somente se s 1 não satisfaz B(a.), Logo, s satisfaz A(r) 
' 
se e somente se s 1 satisfaz A(a 1). 
é B(a.) v C(a.). Pela hipótese de indução, como no caso ante-
' ' 
rio r. 
Caso S. A(a 1) e VaJB(a 1). 
Caso 5a. a1 é a 1• logo, A(r) ê A(a 1), pois a 1 não ocorre livre em A(a 1)o Por 
1.1.9, s satisfaz A(r) se e somente se s 1 satisfaz A(a 1)o 
Caso Sb. aj é diferente de a 1 ~ Suponha que s' satisfaz A(a 1)o Seja s 11 e: zM, 
diferindo de s no máximo na j-ésima poslçãoo Seja s 111 Igual a s 1 , exceto na 
j·éslma posição, onde é Igual as". Logo, S 111 e: EM. Como s' satisfaz A. s"1 
satisfaz B(a 1). Como r é livre para a 1 em A1 e podemos supor que a 1 ocorre li-
vre em B(a 1) (senão voltamos ao caso Sa.), então r não contêm aj. Logo, por 1. 
2.8, s*{r) m s 11*(r) 1 pois s e s11 só diferem na J-ésima posiçãoo Pela hipótese 
de Indução, s'" satisfaz B(a.) se e somente se s 11 satisfaz B(r), pois s"' pode 
' 
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ser obtida de s 11 substituindo-se a 1-ésima componente por s 11 •(rL logo, s 11 sa-
tlsfaz B(r}, e s satisfaz A(r). A recfproca é obtida de maneira análoga. termi 
nando a demonstração. 
Como corolário a este resultado obtemos que se A(a 1) é uma fórmula, a 1 
é uma varlãvel de segunda espécie, s € r" e H = Vk (o que sempre ocorre 
para algum k > 1), então s satisfaz A(a 1) se e somente se s satisfaz A(Vk}. 
Vamos passar à demonstração da primeira parte do teorema de completude. 
-1.2.12. Teorema de correçao. 
Se A é wna fÓrrmula e S é um conjunto de fÓrrrmlas de wna linguagem L ~ e 
SI- A, então SI- A, 
Demonstração. A demonstração é efetuada por Indução sobre a dedução de A, có-
mo é usual. Por definição, as fórmulas do conjunto S são verdadeiras para 
qualquer modelo de S. A demonstração de que os axiomas lÓgicos Io1-I.1~ II.2 
e II.3 são logicamente válidos é Inteiramente análoga ã demonstração para o 
cálculo de predicados de primeira ordem, Já que não há restriçÕes quanto ãs es 
pécles das variáveis e termos envolvidoso Que as regras Rl e R2 preservam a 
validade resulta da mesma observação, Já que são regras do cálculo de predlca· 
dos de primeira ordem e não envolvem restriçÕes quanto ã espêcie das varláveiso 
Assim, para ~•trar que as fórmulas de S(O) possuem a propriedade expressa no 
enunciado do teorema, só falta mostrar que o axioma II.l é consequência semân-
tica de S. Sejam A(a 1) uma fórmula e r um termo (de segunda espécie se a 1 o 
for) livre para a1 em A(a 1). Sejam M um modelo qualquer de Se s e~. Vamos 
mostrar que se s satisfaz Ya 1A(a 1), então s satisfaz A(r). (Que é equivalente 
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a mostrar que s nao satisfaz va 1A(a 1) ou s satisfaz A(r).) Seja s 1 a sequêncla 
obtida de s substituindo-se a 1-éslma componente de s por s*(r)o Por 1o2.11, s 
satisfaz A(r) se e somente se s 1 satisfaz A(a 1)o Como s• difere de s no máximo 
na i-éslma posição, então s 1 satisfaz A(a 1), logo s satisfaz A(r)o Como o caso 
em que a é limite é imediato, basta mostrar para S(a), se a= S+lo lnlclalme~ 
te, suponha que A é da forma Ya 1B(a 1) e B(V1), B(V2), ••• são fórmulas de s(a), 
com a 1 de segunda espécie. Pela hipótese de indução, B(V1), 8(V2),.oo são to~ 
das C:onSequências semânticas de So Vamos mostrar que A também o é. Sejam H .·um 
lhodeto.-de·-s e s e: EH. Se s 1 e: EM difere de s no máximo na t-éslma posição, va 
mos mostrar que s 1 satisfaz B(a 1). Suponha que s 1*(a 1) • ~ ; por 1.2.11, s 1 
satisfaz B(a 1) se e somente se s' satisfaz B(Vk) (ver comentário logo após o 
lema 1.2.11) .. Como B(Vk) é consequência semântica de S, s' satisfaz B(Vk)' 1~ 
go, s' satisfaz B(ai). Resulta que s satisfaz A. Assim, mostramos que as fÓr-
mulas de S(B) 1 verificam o teorema; aplicando o mesmo raciocTnlo que foi utlll 
zado para as fórmulas de S(O), obtemos que as fórmulas de S(a) verificam o 
teorema, terminando a demonstração. 
Como corolário ao teorema de correçao, vamos mostrar que uma fÓrmula é 
verdadeira para uma Interpretação (da linguagem da fórmula) se e somente se o 
seu fecho o foro 
1.2.13. Corolário. Se A é uma fÓrmula de L, e S é um aonjunto de fÓrrmu.las 
dB L ., então S t- A se e somente se S F A .. 
DemonstraçãO. Por 1.1.18, como {A}~ A, então {A}~ A. logo, por 1 .. 2.12, 
{A} I- A .. Se M é um modelo de S e SI== A, então M é um modelo de { A} , logo A 
é verdadeira paraM. Resulta que St-= A .. A recTproca é obtida por simetria. 
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O mesmo resultado vale para a generalização, pela proposição 1o1o13. Por 
1.2.13, fica garantido que se Sé um conjunto de axiomas para uma teoria K, e 
A ê um teorema de K, então Kt- A se e somente se S t= A .. 
1.2,14" Definição. Se K ê uma teoria em L, K é consistente em L se e somente se 
não existe uma fórmula A de L tal que 1-KA e 1-KlA. K é finitariamente consis-
tente em L se e somente se não existe uma fórmula A de L tal que h-KA e 11-KlA. 
1.2, 15. Proposição. Se K é wna teoria em L, e A é wna sentença de L tal. que 
1 A não é teoi"ema de K , então K0 = K U A é consistente em L .. 
Demonstração. Suponha que K0 é Inconsistente. Então existe B em L tal que 
1-K B e 1-K 18 .. Como B-+ ( lB-+ lA) é instância de uma tautologia, então 
o o 
1-K B -+ ( , B -+ 1 A). Logo, l-K 1 A, ap 1 icando Rl duas vezes. Resu I ta que 
o o 
{A} 1-KlA ; aplicando o teorema da dedução, 1-KA + lAo Como (A +lA) +lA 
Instância de uma tautologia, então I-K1A, por Rl , em contradição ã hipótese 
de que 1 A não é teorema de K. 
1.2.16. Definição. Se a 1 e aj sao variáveis distintas, de mesma espécie, e 
A(a 1) é uma fórmula, então A(a 1) e A(aj) são similares se e somente se aj 
livre para a 1 em A(a 1) e A(ai) não contém ocúrrênclas livres de ajG 
• e 
• e 
Logo, se A(a 1) e A(aj) sao similares, a 1 ocorre livre em A(a 1) exatamente 
onde aj ocorre livre em A(aj); além disso A(aj) e A(a 1) são similares, pois a 1 
é livre para aj em A(aj) e a 1 não ocorre livre em A(aj). 
lo2.17. Proposição. Se A(a 1} e A(aj) são simiLares, en~o 
~ Ya 1A(a 1) ++ YaJA(aj). 
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Demonstração. Por II.l, 1- Ya 1A(a 1) + A(aj)o Como aj nao ocorre livre em 
va 1A(a 1), então, aplicando R2, ~ Ya 1A(a1) + va1ACa1). Da mesma maneira, ob-
teroos ~ Yal(aj)->- Ya 1A(a 1). A proposição resulta de 'lnstãnclas das tautolo 
glas (c 1 & c2) _,. (c1 & c2) e ((c1 & c2) _,. c3) ++ (c 1 _,. (c2 _,. c3)). 
1.2.18. De~n!~. Dizemos que uma teoria K (em L) é oompteta em L se e somen 
te se, para toda sentença A··-de L, ~K A ou 1--K ,A. 
1,2,19. Definição. Sejam K e K0 teor 1 as em uma linguagem L. K0 é extensão de 
K se e somente se K<= K0• K0 é extensão finita de K se e somente se K0 for 
extensão de K e a diferença entre K0 e K for um conjunto finito. 
A proposição que se segue e uma versao do;·Jema de lindenbaum para a IÕgi-
1.2.20. Proposição. Sejam L wna Unguagem e K uma teoria con8istente em L. En-
tão em.stem teo1'ias K0 e K1 em L, satisfazendo as seguintes propPiedndas: 
i.) K0 é extensão consi1tente (em _1,.} de K, e, se SU{A} é um conjunto de fÓr-
mulas de L, então K0 U S._ A se e somente se K0 U S 1- A. 
i i. ) K1 é extensão de K, e é consistente e comp l.eta em L o 
Damonst~çãoc Como as expressões de uma linguagem formam um conjunto enumerá-
vel, o conjunto das fÓrmulas de L é um conjunto enumerâvelo Vamos considerar as 
fórmulas de L com exatAmente uma variável livre, tals que esta variável é de 
segunda 
ja a1 
n 
••• de 
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espécie. Seja A1(a 1 ), A2(a 1 ), ••• uma ordenação destas fórmulas e se 1 2 
a variável livre de A
0
(a
10
)o Vamos obter uma hierarquia KC: J 1s J 2 c:. 
teorfas:conSJstentes em1 L, com a propriedade de que, para cada n ~ 1, e-
xiste uma constante de segunda espécie Vj tal que 
n 
J lf-Yai A (ai) v lA (VJ ). 
n n" n n n 
Suponha que J 1, J 2, ••• , J 0 _ 1 estejam definidas e satisfaçam a propriedade a-
cima, além de serem consistentes em L. Se 1Va 1 A~a 1 ) n n não for teorema de J 1 , n-
seja J 0 = J -iU{Yai A (ai )} , n n n n Por 1c2o15, J 0 é consistente em L e, por uma 
Instância da tautologia B-> (B v C), vale que Vai A (ai) v1An(V1) é teorema n n n 
flnltárlo de J
0
• Se J 1 f-,Yai A (ai ), então, como J 1 é consistente em L, n- n n n n-
para algum VJn' A~VJ 0 ) nao é teorema de J 0 _ 1 , caso contrário J 0 _ 1._ Ya 10A0{a 10 ), 
por RJ, em contradição ã hipótese de Jn-l ser consistente~ Seja então Jn a te~ 
ria obtida acrescentando-se ,An(VJn) à teoria J 0 _ 1• Por raciocfnio análogo ao 
do caso anterior, Jn verifica as propriedades requeridas. J 1 é obtida de K de 
maneira totalmente análoga, verificando também as propriedades já mencionadas. 
Por Indução, cada teoria Jn (n ~ 1) é consistente. Seja K0 =o u{J,_ J2, ooo L 
l Imediato que Ko é flnltarlamente consistente, pois a dedução finitãrta de al 
guma contradição envolveria apenas um número finito de fórmulas do conjunto K0; 
logo, seria uma dedução em algum Jn' que é consistente. O fato que garante que 
K0 é consistente é que , a partir de K0, as noções de consequêncta e consequê~ 
ela finltârlacoincidem. Seja S um conjunto qualquer de fórmulas de L, e A uma 
fórmula de L. Seja R= K0 US. Afirmação: RI- A se e somente se R li- A. Que a 
condição é suficiente é Imediato. Vamos mostrar que é também necessária. A de-
monstração é feita por indução sobre a , se A pertence a R(a). 
Caso 1. Suponha que A E R(O). Logo, Rll- A, por definição. 
Caso 2. Suponha que A·E R(a+1). Basta mostrar que R(O) é fechado para a regra 
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R3o Então, seja A da forma Va 1B(a.), onde a. é de segunda espécie, e vamos su-l I 
por que B(V 1), B(V2), ••• são fÓrmulas de R(O). Se ai nao ocorre livre em 
B(a 1), então B(a 1) é B(VJ) (J > 1); logo, A está em R(O). Podemos supor, 
tão, que a 1 ocorre livre em B(a 1). Seja C1(Vj) o fecho de B(VJ)o Logo, por 
en-
1 • 
1.14,b), c1(Vj) está em R(O). Seja c2(a 1) a fÓrmula obtida de B(a 1), generáll-
zando-se para todas as variáveis livres de B(a.), exceto para a. (a generaliza 
I I -
ção é efetuada na ordem que seria realizada para se obter o fecho de B(a 1)). ~ 
Imediato que c2 (VJ) é c1(VJ)o Logo, vamos considerar estas fórmulas como sendo 
c(v1), C(V2), ... , e c2 (a1) é C(a1). Como a 1 é a única variável livre de C(a 1), 
C(a 1) é A {a. ), para algum no Suponha, em primeiro lugar, que Ya 1c(a 1) está n In 
em J
0
o Logo, está em K0, logo em R(O). Aplicando II.l e Rl, obtemos que C(a 1) 
está em R(O). Repetindo o mesmo processo para as variáveis que foram generali-
zadas, obtemos que B(a 1) € R(O). Como a generalização é uma regra finitâria 
Va 1B(a 1) E R{O). Por outro lado, se Va 1c(a 1) não está em Jn' então, para algum 
VJ' lC(VJ) está em Jn' logo, em R(O). Mas C(Vj) E R(O)o Logo, existem duas 
possibilidades. Se R for finitariamente conslstente, então este caso é impossT-
vel e terminamos. Se R for finitariamente Inconsistente, então, por causa da 
tautologia B1 & 161 + a2, toda fórmula de L é consequência finitária de R e 
não hâ nada a demonstrar. Logo, R(O) é fechado para a regra R3, resulta que 
R(a) = R(O), para todo ordinal a, e está demonstrada a afirmação feita acima. 
Vamos mostrar que K0 é consistente. Suponha que existe uma fórmula A de L tal 
que K01- A & lA., logo, pelo que acabamos de mostrar, K011- A &lA, em contradi .. 
ção com o fato de K0 ser flnitariamente consistente. Assim, K0 é consistente 
em L e, para todo conjunto de fórmulas S de L, K0 USI- A se e somente se 
K0 USII- A, para toda fórmula A de L Vamos obter uma extensão consistente e 
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completa (em L) de K0 (logo, de K). Sejam B1, B2, ••• as fórmulas fechadas de 
L. Vamos definir uma hierarquia de teorias consistentes em L, K0 CJ
1 C J 2 C 
•• o • 
1 J2, n-1 - f • Suponha que J , .ao, J estao de in1das. Se 16
0 
não é teorema de 
n-1 n Logo, se J for consistente, J também o será 
• 
por 1.2.15. Caso contrário, J 0 = J"- 1• J 1 é obtida de K0 de maneira análoga 
sendo também consistente. Logo, por Indução, para cada n (n > 1), J 0 é consis-
tente. Seja K1 = U{J
1
, / 
• ••• 
}: é imediato que K1 é completa em L, e também 
que é flnltarlamente consistente em L. Suponha que existe uma fÓrmula A de L, 
tal que K11- A & lA. Logo, se S é o conjunto de fórmulas acrescentadas a teo .. 
r la K0 para se obter K1, K0 U S 1- A & 1A. Pelo que já foi demonstrado acerca de 
K0, K0UStl- A & lA. Logo, K111- A & lA, contra o fato de que K1 é flnltariamen-
te consistente. Logo, K1 é consistente em L, terminando a demonstração~ 
1.2.21. Teorema de compl-etude (2g versão). 
Sejam L wna linguagem e K wna teoria em L. Então~ K é consistente em 
L se e somente se K possui um modelo enumerâVeZo 
~t~ãoo Suponha que K possui um modelo enumerável M. Seja A uma fórmula 
de L tal que Kl-- A &lAo Então, A é verdadeira paraM elA também é verdadel-
para H, pelo teorema de correção, o que é lmpossTvel. Logo, K é consistente em 
L. Suponha que K é consistente em L e vamos obter um modelo enumerável para K. 
Seja K0 aextensão de K cuja existência a proposição 1.2.20.1.) garanteo Seja 
L' a linguagem obtida acrescentando-se um conjunto enumerável {c 1,c2,ooo} de 
novas constantes Individuais (de primeira espécie) a L. Vamos mostrar que K0 é 
consistente em L1 o Para Isso, mostraremos que , se A e uma fórmula de L', en-
tão K0r- A se e somente se K011- A (nas deduções podem ocorrer fórmulas de L'}. 
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Se A está em K0(o), então, por definição, K0 1~ A. Vamos mostrar que K0 (0) é fe-
chado para a regra R3 .. Suponha que A é da forma Va 1B(ai}, onde a 1 é uma variá-
vel de segunda espécie, e B(V1}, B(V2), ...... sao fórmulas de K0(oL Logo, --.a 
dedução de cada B(VJ) (J ~ 1) envolve apenas um número finito de fórmulas .. Se 
jam dl'd2,. .... ,d0 as novas constantes que ocorrem em B(a 1} (logo, em B(Vj)) .. Co 
mo B(V 1) é teorema flnltãrlo de K0 (na linguagem L'), então apenas um número 
finito de novas constantes e de variáveis de primeira espécie ocorrem na dedu-
ção de B(V1) {mais precisamente, numa dedução flnitâria de B{V1)) .. Substituf-
mos as novas constantes que aparecem na dedução de B(V1) por variáveis de pri-
meira espécie que não aparecem (a substituição é efetuada numa ordem determln~ 
da; logo, as variáveis que são utilizadas são todas distintas). Sejam x1,x2, •• 
• ,x
0 
as variáveis que substltufram as constantes d1,d2,ooo'dn, respectivamente, 
e denotemos por X o conjunto destas variáveis. Como as substltui~Ões efetuadas 
nos axiomas lÓgicos fornecem novos axiomas lÓgicos e as regras não são alte-
radas na sua aplicação (não há alteração oas fórmulas de K0), obtemos uma dedu 
ção em L. Logo, a Última fÓrmula que aparece nesta dedução é B(V1) com as subs 
titulçÕes efetivadas. Seja c1(V1) esta fórmu1a. Repetimos o processo descrito 
acima, substituindo as novas constantes que aparecem na dedução de BtV.) (j>2) 
J -
por variáveis de primeira espécie que não aparecem na dedução nem no conjunto 
X, obtendo os teoremas c2 (v2), c3 (v3), ooo • Vamos mostrar que K0 ~ c1 (V2) , 
a dedução sendo obtida com fÕrmulas de L. Sejam y1,y2, ••• ,y0 as variáveis que 
entraram no lugar das constantes d1,d2, ••• ,d0 , respectivamente, para se obter 
c2 (v2), Como K0 t- c2 (v2) , então K0 t- Yy 1c2 (v2) (as deduções são todas em L), 
Como x1 não ocorre em C2 (V2), aplicamos o axioma II.l e a regra Rl , obtendo 
uma fÓrmula que é c2 (V~) tendo x1 no lugar de y1, e é teorema de K0 em'.lo Re-
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petimos este processo, substituindo yk porxk (2 ~ k ~ n), o que é possTvel, pois 
xk nao ocorre na fÓrmula em que vai substituir Yko ~ imediato que obtemos que 
K0 1-- c1 (v2). Repetindo para c1(VJ) (3 ~ J), obtemos K0 1-- c1 (V1), K0 1-- c1(v2), • 
•• , Aplicando R3, K0 1-- Va 1c1 (a 1). Por 1,2,20,1,), K0 11- Va 1c1 (a 1), Aplicando 
II.l e Rl n vezes, substltulmos x1,x2, •• o,x0 por d1,d2, •• o,dn, respectlvame~ 
te e obtemos que Ya 1B(a 1) está em K0{o), pois mostramos que Ya 1c1(a 1) está em 
K0 (o) (estamos considerando, neste caso, que podem ocorrer fórmulas de L1 )o Lo-
go, K0 (o) é fechado para a regra R3 • Resulta que K0(a) • K0(o), para todo or-
dinal a. Suponha agora que existe uma fÓrmula de l 1 , A, tal que K0 t- A &lA • 
Pelo que acabamos de mostrar, K0 11- A & lA. Seja uma dedução finitãrta de A& lA; 
obtemos uma dedução em L, substituindo todas as constantes novas que aparecem 
nesta dedução por variáveis que não aparecem (variáveis de primeira espécie) • 
Assim, obteroos a dedução de uma contradição que é uma fórmula de L, a partir .de 
K0,oque é impossTvel, pois K0 é consistente em L Logo, K0 é consistente em 
L' • 
Seja agora A1(ai 1
), A2(a 12), ••• uma enumeraçao das fórmulas de L' com exa 
tamente uma váriavel livre, e seja a 1 a variável livre de Ak(a. ). Vamos obter k 1k 
uma hierarquia de teorias em'L 1 , K0 ~K1 s; K2 ~ •o•~Knç ooo, tal que, para 
cada n ~ 1, Kn satisfaz as seguintes propriedades: 
ln.} Kn e consistente em L'. 
2n.) K0 ê uma extensão finita de K0• 
3n.) Se a1 é de segunda espécie, então existe uma constante Vj tal que 
n n 
K 1-- VaI A (a. ) 
n n 1 
n n 
v "lA (V. ) 
n Jn 
se a 1 é de pr!melra e~péCie, então existe uma das novas 
n 
constantes, cj , 
n 
tal 
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que 
Suponha que temos K
0
_ 1 com as propriedades acima e vamos obter K0 o Estamos con 
slderando n > 2. Se a 1 é de segunda espécie, então, se 
. 
e 
n 
teorema de K
0
_ 1, K0 = K0 _ 1u{va 1 A0 (a 1 )l Por 1.2o15, K0 ·é consistente em L
1 
n n 
além disso, é imediato que valem também 2
0
o) e 30 o), pela hipÓtese de indução. 
Caso contrário, existe VJ 
n 
amos que 1- K Ya i A
0 
(a 1 ) , 
tal que A
0 
(VJ ) não ê teorema de K0 .. 1, senão -- terT-
n 
em contradição à hipÓtese de lnduçãoo Então, toma -
n-1 n n 
mos Kn = 1),.1 U{ lAn(Vj )} 
n 
e,novamente, K
0 
satisfaz 1
0
.), 2
0
.) e 3
0
.}o Se a 1 
n 
-for de primeira espécie, seja cj 
n 
uma das novas constantes que nao aparece em 
nenhuma das fÕrmula• de K 1tJ{A} , o que~ n- n possfvel, pois c1 n 
-nao pode ocor-
rer em nenhuma fórmula de K0 e, por hipÓtese de indução, K0 _ 1 é uma extensão 
fln\ ta de Ko· Acre$centamos. a K,.l' para o~ter K,. a sentença 
Logo, 2n.) e 3
0
.) valem. Vamos mostrar que K
0 
é consistente em L1 • Suponha que 
não~ Logo, toda fÓrmula é teorema de Kn (fórmula de L1 ). Em particular, 
Knl- l(Sn). 
Como (5
0
) é fechada, K
0
_ 1._ (50 )-+ I (50 }, pelo teorema da dedução · • Pela lns 
tâncla de tautologia ((Sn) _,. l(Sn)) _,. l(Sn)' Kn_ 11-l(Sn). Logo, 
Kn-ll- 1Ya 1 An(a 1 ) 
n n 
e K 1 1- A (cj ) • n- n 
n 
Seja B a fÓrmula obtida pela conjunção das sentenças acrescentadas a K0 para se 
ter K0• 1, o que é possTvel, pois o conjunto destas sentenças é flnitoG logo ' 
K0 ._ B + A0 (cj ), pelo·teorema da dedução, pois B é fechadao Como fol visto na 
n 
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demonstração de que K0 é consistente em L', se l<ol- A, então Kol~ A. Resulta 
que Do fato de que K
0 
... 111- B, por Rl obtemos K 1 1~ (c. ). n- n J 
n 
Seja então uma dedução flnltãria de An(cj ) e seja x 
n 
uma variável de primeira 
espécie que não aparece nesta dedução. Substltufmos todas as ocorrências de 
c. 
Jn 
nem 
na dedução finitãrla de An(cj ) 
n 
nas fórmulas de K
0
_ 1, obtivemos 
1i zação, K 1 ~ lixA (x). n- n Como An (x) 
por 
uma 
Xo Como cj não ocorre nem em 
n 
dedução de A
0
(x)o Aplicando a 
e A (ai 
n n 
) são similares, então, por 
17. Kn. 1 ~ \la i An(ai ) . em contradição à hipÓtese de indução o Logo, K n 
n n 
sistente em L 1 • Para terminar a elaboração da hierarquia, falta 
1. 2 o 
• e con-
mos· 
trar que existe K1 satisfazendo 11.), 21o) e 31o). Obtemos K1 de K0, de manei-
ra totalmente análoga a como obtemos K
0 
de K 1, considerando a ~Õrmula n· 
A1{a 1 )o Assim, por indução, cada K0 é consistente. Seja 
o K = U{K0,K1, •• Q ) . 
1 o ~ Imediato que K é finftarlamente consistente, pois KU• K1, oo• são todas con 
slstentes. Observando a elaboração da hierarquia, e, se K1 é a teoria obtida 
de K0 satisfazendo 1o2.20.i.), é fácil notar que K
1s= K0; logo, se Sé um con-
• • f"' I - Q Junto de formulas de l 1 e A e uma ormula de L , entao K USI- A se e somente 
se K0 USI~ A. Logo, como K0 é flnitarlamente consistente em L', K0 é conslsten 
te em L1 • Aplicando 1.2o20, seja J uma extensão de K0, consistente e completa 
em L1 • Seja To conjunto dos termos fechados de L1 , ioe., dos termos sem varl 
ãvels de L'. Definimos a seguinte relação em T: se r 1,r2 E T, r 1 ~ r2 se e so 
mente se J~ r 1 ~ r2• Em virtude dos axiomas II.2 e II.3, esta relação é u-
ma relação de equivalência. Seja O o conjunto das classes de equivalência dos 
elementos de T determinadas por esta relaçãoo Vamos definir uma Interpreta-
ção M para L', tendo como domfnlo o conjunto DQ Se rE T, denotamos a classe 
de equivalência a que r pertence por ro .. I M .. Se c e uma constante de L , c e c. 
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Se f é um sfmbolo funcional n-ãrio, e r 1,r2, ••• ,r0 E T, então 
Devido às propriedades da Igualdade, estã claro que esta definição não depende 
dos representantes escolhidos. Se pé um sTmbolo relaciona! n-árlo de L1 (logo, 
Novamente, está claro que a definição não depende dos representantes utiliza-
dos. Vamos mostrar que H, assim definida, é um modelo de Jo Basta mostrar que 
se A é uma sentença de l 1 , A é verdadeira paraM se e somente se J~ A. A de-
monstração é feita por Indução sobre o número de conectivos e quantificadores 
de A. 
Caso 1. A • e Imediato, pela definição de M. 
Caso 2; A é p(r 1,r2, ••• ,r0 ). Novamente pela definição de M. 
Caso 3. A é lBo Se Jl- A, então é falso que Jl- B, pois J é consistente • 
Como B é fechada, aplicamos a hipótese de Indução, obtendo que B é falsa para 
M (B é fechada). Logo, por definição, A é verdadeira para Mo Se A é verdadei-
ra para M, então B é falsa para M. Pela hipótese de Indução, é falso que B e 
teorema de J; cooo J é comp I e ta em L • , J t- A. 
Caso 4. A e B v C. Se J 1- A, suponha que A é f a 1 sa para M. Logo, como B e C 
são fechadas, B e C são falsas para Mo Pela hipÓtese de indução, e Como J . e 
completa em L1 , Jt-18 e JI-ICo Como Jl- B v C e Jl-18, então, tomando 
uma lnstâncta da tautologia (61 v e2) ·& 161 -+ e2 , resulta que Jl- C, em con-
tradição ao fato de que J é consistente em L1 • Logo, A é verdadeira para M. 
Por outro lado, suponha que A é verdadeira para M. 
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Como A é verdadeira p~ra M , e B e C são fechadas, então B é verdadeira para 
M ou C é verdadeira para M. Em ambos os casos, pela hipÓtese de Indução, obtemos 
Jl- A. 
Caso S. A • e Va 1B .. Se B é fechada, aplicamos a hipÓtese de Indução e o fato de 
que B é verdadeira paraM se e somente se Ya 1a o for .. Podemos supor então que 
a 1 ocorre livre em Bc Como A é fechada, existe um n ~ 1 tal que B é A0 (a 1 ) e 
n 
• 
ai e a I • 
n 
Caso Sa. Suponha que a. é de primeira espécie .. Se J~ A, suponha que A é falsa 
I 
paraM. Logo, para alguma sequêncla s E EM, s não satisfaz B(a 1). Seja 
s*(a 1) = ro logo, por 1.2.11, s não satisfaz B(r). Como B(r) é fechada, B(r) é 
falsa paraM. Pela hipótese de Indução, J~,B(r) .. Como Jl- A, e r é livre P.! 
ra a 1 em B(a 1), aplicamos o axioma II.l, obtendo Jl- B(r). o que é lmpossfvel , 
pois J é consistente em L'. Logo, A é verdadeira para H. Por outro lado, supoM 
nha que A é verdadeira para H mas que é falso que Jl- A. Corno J é completa em 
L' 
' 
falsa 
dei ra 
ma de 
JI-IA. Sabemos que Jl- (Sn), 
para H, pela hipÓtese de indução 
para M, donde , aplicando II.Z, 
- logo, Jl- A. correçao. 
e pela consistência de J. Mas A é 
An (c J ) é verdadeira para M, pelo 
n 
Caso 5b. Suponha que a 1 ê de segunda espécie. A demonstração é totalmente 
loga ã do caso 5a. 
• e 
verda· 
teore-
• a na-
Assim, M ê um modelo de J. Considerando a função de Interpretação restri-
ta à linguagem L, é Imediato que obtemos uma interpretação (em D) que é modelo 
de K. Além disso, D é enumerável, terminando a demonstração de 1.2.21o 
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Como consequêncla de 1o2.21, vale uma versão do teorema de 
Skolem, para as linguagens conslderadaso 
1.2.22. Teol"ema. Se L é uma linguagem e K é uma teoria em L ~ então, se K 
tmn um modelo, K tem um modelo enumel"âvel. 
Com um exemplo, vamos mostrar que nao vale o teo~ma da oompaoidade • 
Seja L a linguagem cujos únicos sTmbolos são as constantes de segunda espécie. 
Seja K o conjunto das seguintes sentenças: ,Yt(V1 = t), v1 = v2, v1 = v3, ••• , 
v1 = v1, ••• (i ~ 2). Como v1 = v1, aplicando R3, obtemos K~ Yt(V1 = t). logo, 
K é Inconsistente. Seja J um sub-conjunto finito de K. Seja p o maior 1 tal 
que v1 = v1 está em J. Seja O um conjunto com dois elementos (distintos) -a e 
b. Interpretamos v1, i~ p, como sendo a e v1, i> p, como sendo b. ~ imedia-
to que obtemos um modelo de J. Logo, J é consistente e não vale o teorema da 
compacidade, que afirma que, se todo sub-conjunto finito de um conjunto de fÕr 
mulas é consistente, então o conjunto mesmo é consistenteQ 
Para finalizar, vamos estabelecer a seguinte notação~ Se L é uma llngua-
gem cujos sTmbolos sao v1, v2, oo., c1, c2,.o., cn, f 1, f 2,ooQ,fm' p1, p2, oo 
., Pq' denotaremos uma interpretação M para L da seguinte maneira: 
M = 
CAPTTULO 2 
OS SISTEMAS T E T* 
2,0, INTROOUÇM 
Neste capitulo será apresentado o desenvolvimento de duas teorias, Te T*, 
cuja lÓgica subjacente é L. A linguagem L considerada possui, além das constan-
tes de segunda espécie, um Único sTmbolo, um sTmbolo relaciona! binário, cujas 
propriedades (expressas pelos axiomas de Te T*) caracterizam-nas como teorias 
de classes. As constantes v1, v2, .GQ são consideradas classes especiais, com 
a propriedade de serem fechadas para certas operações tfpicas da teoria de con-
Juntos. Esta propriedade garante que cada v1 é um unive~so, no sentido de 
Tarskl (2,1. 138). T é desenvolvida extensivamente e T* de maneira sumârta, 'já 
que existe forte analogia entre ambas e T* é formalmente mais simples, A apre-
sentação segue de perto o apêndice de Kel1ey(12), onde é tratada uma versão dà 
teoria lmpredlcatlva de classesQ Os axiomas desta teoria (conhecida como teoria 
de Kelley~Morse ou, abrevladamente, como RM) podem ser encontrados no apêndice 
C, mais adiante. 
2,1, O SISTEMA T 
O sTmbolo relaciona! binário de L será denotado por €, como é usual. As-
sim, os termos de l são as vãrláveis e as constantes v1, v2, ••• ; as fórmulas 
atômicas são da forma r 1 = r2 e r 1 E r2, onde r 1 e r 2 são termos de L. Ao con 
trârio de RM (e de T*), T não possui uma alasse universal, pois não existe um 
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esquema de alassifiaação universal em T (cf. 2.1.9). O primeiro axioma de T ex 
pressa a relação fundamental entre a igualdade e a relação de pe~tinênaia (€). 
2,1.1, Axioma de extensionalidade. 
(To I) Yz (z E: X ++ z E y) + X • y • 
A proposição 1.1.20 nos garante que os objetos de segunda espécie também 
sao testados na verificação de Igualdade de x e y, e que a igualdade de obje -
tos de segunda espécie (em relação a outros de qualquer espécie) também é ga· 
rant l·da pe I a proprIedade expressa pelo antecedente de (T. I). 
2.1.2. Definição. 
(i.) X ~ y see l (x = y) 
lii.) X t y se e l (x < y) 
liii.) X C: y se e Vz(z e: x + z < y) 
li v. J X C: y se e xS::y&xJ'yo 
Nas definições, a expressão see será utilizada como sTmbolo de defini -
ção meta-llnguTstica~ As expressões definidas acima são lidas da maneira usu-
al,e.g. xçy êllda xestãcontidoemy e x<=y,xestâcontldoproprl.! 
mente em y. 
Nesta secção, o sTmbolo J- será utllzado no lugar de ~ e pensamos 
sempre no conjunto de todos os axiomas de To O fato de um teorema de T 
ser enunciado antes da apresentação de um axioma significa, simplesmente, que 
aquele axioma não é necessário para a dedução do teoremao As deduções dos teo-
remas nao estão rigorosamente formalizadas, mas são tais que sempre é possfvel 
se obter uma dedução formal a partir dos axiomas de T. 
2.1.3. FToposição. 
(i.) 1- Vz (z E x ++ z e: y) ++ x = y 
li i.) 1-(xcy & ys=-x) ++ x=··yo 
Demonstração. Imediata, como para a maioria das proposições que se seguemo 
2. 1.4. Proposição. 
li.) 1-xç_x 
li i.) 1-x~y & y~z-+ xcz. 
. . -A seguir, apresentamos as primeiras propriedades dos n~ve~a. como serao 
chamadas as constantes v,. v2, ••• • 
2.1 .5. h:iomas estruturais. 
(T. !I) 
(T.III) 
x E V
0 
xcv 
- n 
X C V o 
- n 
X E: Vn+1 o 
Seguindo a convenção adotada no capftulo 1, p. 10, (T.II) afirma que to 
dos os nfvels são tPansitivos 
2.1.6. ~oposição. 
Se p > n, 
observação análoga vale para (T.III) • 
& 
& v c v 
n- p 
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A demonstração é feita por Indução (meta-matemática) sobre a dl 
ferença p-no 
2.1.8. Prooposiçãoo 1- VtVu(t E u v t • u V u E t)o 
Demonstração. Existem três possibilidades para V0 e Vp• em função de n e p. Se 
P < n, v ou 
n < p, obtemos o mesmo resultadoo logo, por uma demonstração meta-matemática 
v v U e Vp)• Aplicando novamente R3, obtemos a proposição~ 
Basicamente, a diferença fundamental entre Te T* está determinada pelo 
esquema de classificação que, no caso de T, para cada fórmula e cada nTvel, 
garante a existência da classe cujos elementos são os elementos do nTvel que 
satisfazem a fórmula. Em T* , a .classe é sub-classe da classe universal, não e 
xlstente em To 
2. 1.9. Esquema de c'Lassificação. 
onde a1 é uma variável de primeira ou segunda espécie e A(a 1) é uma fórmula em 
-que x nao ocorre. 
Esta não é a fo~mulação original apresentada por da Costa(3), mas é equf-
valente, eliminando-se a necessidade de se Introduzir o classificador 
{ ••• :o••}n como sTmbolo primitivo. Este, um para cada n ~ 2, é introduzido 
36 
por definição contextual. 
2.1.10. DefiniçãO. Se A(a 1) é uma fÓrmula e a 1 é uma variável qualquer, 
se e 
Utilizaremos esta definição constantemente, no que se segueo Passamos à a~ 
presentação da ãlgebra de classes. 
2.1.11. Definição~ 
(i,) x/n se e {z: ze::x}
0 
(ii.) xU
0
y se e {z: ZEX v zgy} n 
(iii.) xíl 
0
y se e {z: ZEX & zoy) n • 
A existência dos termos definidos em 2ol.11 ê garantida pelo esquema de 
classificação, 
2.1.12, Proposição. 
(i,) 1-x un X = x/n 
(i i.) 1-x f1 
n X = 
x/n ; 
(i i i.) 1-x u vn·l = x/n n 
(iv. J 1-x f1 vn-1 = x/n • n 
2,1.13. Pl'oposição. 
(i,) 1-x u y = y u X n n 
(i i.) 1-x f1n y = y f1n x • 
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2.1.14. FPoposição. 
li.) 1- (x nn y) nn Z "" X nn (y nn z) . • 
(i i.) 1- (x u y) Un Z = X Un (y Un z) • n 
2.1.15. Proposição. 
li.) 1-x n (y Un z) = (x n 0 y) Un (x nn z) . n • 
lii.) 1-x Un (y nn z) = (x U n y) nn (x un z) • 
Vamos definir o aarnpt6mento e o complemento relativo (em um nTvel). 
2,1.16, ~finiçãO, 
(i.) ~nx see {y : y ~ x} 0 ; 
(ii.) x '\.on y aee x lln (""nY) • 
2,1.17. FToposição. 1-"' ('\, x)= x/n n n 
2.1.18. Leis de de MO'l'fJ<ZY1• 
li,) 1- "' (x U n y) = ("- X) n ("- y) n n n n 
(i i.) 1- "' (x n n y) = ("- x) Un ("- y) n n n 
A seguir, definimos a cLasse vaziao 
2.1.19. DefiniçãO. ~n see {x x ~ x} 0 • 
2.1.20. Proposição. Para quaisque~ me n,. 1- $m = cpn • 
Demonstração. Pela definição 2.1.19, para todo x, x ~ cpn ex t cpm• Logo, pe-
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lo axioma de extensionalldade, $0 = ~m. 
2.1.21. DefiniçãO. $ se e $2' 
Quando qualquer noção (definida) de T, como termos, relações, funçÕes 
• 
etc,, for tal que não existe dependência dos nfvels, teremos uma noção univer-
. 
sal, como e o caso da classe vaziao 
2,1,22, ProposiçãO. 
(i. ) 1-x t $ 
(i i,) 1-$ v n X • x/n ; 
(i i i.) 1-$ n X • $ • n 
2.1.23. ~osição. 
2.1.24. Definição. 
(i.) Unx se e {y 3z(z E X & y < z)}n 
(ii,) n nx ••• (y Vz(z E X ... y < z)} n • 
2.1.25. ~osiçãO. 
Demonstzoação. z E r'l 0$ +-+ Vy(yE$ -~o zE:y) & ze::V0_1 • Como Vy(y t. cj>), então 
z e:: fl
0
cj> +-+ z e:: V
0
_ 1; z e: U 0 cj> +-+ z E V0 • 1 & 3y(ye::$ & ze::y). Logo, para qual-
quer z, z t. U
0
tfl. 
2.1.26. ~posiçãO. 
(i.! 1-$<::;x; 
(ii.) 
(iii. J 5- y <.: v
0
_ 1 
2.1.27. Proposição. 
(x<;:y +-> xuny=y) 
(x~ y +-+ xn
0
y = x) • 
(i,) 1- y ç x -> (U 0y c u 0x) & (11 0x c 11 0y) 
(ii;) 1- y <::' V
0
_ 1 -> (x E y + (x S U 0 y)) ; 
(iii.J J- X E y + n
0
y ':X ~ 
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O axioma que se segue garante que toda sub-classe de um elemento de um 
nfvel é também elemento deste nfvel, e que os nTvets são fechados por partes. 
2. 1 • 28. Axioma do.s pal'tes. 
(T,V) xeV
0 
+ 3y(yt:V
0 
& Vz(zsx + zEy)). 
2.1.29. Proposição. 
DemonBt'PCl.Ção. Se x e: V
0
, (T.V) gatante que existe y e V
0 
tal que, se x' <;. 
s x, então x' E y. Logo, z e Yo Como V0 é transitivo, por (T.II) 
2.1.31. ~osição. 
(i.) 1- (x ~ ~ & 
1-~·11V 1 & V 1 =UV 1 , n n"" O"" n n-
xsv 1) n-
{y y S x}
0 
o 
então 
2.1.33. ProposiçãO. 
1- XEV 1 n-
= v 1 • n-
X 
-+2ev 1 • n n-
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Não é possTvel provar que, para todo x, x t Xo Mas, no caso particular dos 
nfvels, o axioma das partes garante esta propriedade. 
2.1.35. ProposiçãO. 
Demonatpação. Seja Rn+1 = (x 
tão, pela proposição 2.1.29, 
contradição~ 
Z.1.36. Definição. aee 
1--xe:V 1 n-
(y xEV 1 + x=y} • n- n 
(x} o V 1 • n n• 
Demonst:ztação. Se X•V enta-o zx • v Co- {x} - zx enta"o {x} "V 1 < 1' < 1. ...... ~ .... n- n n· n n' n n-
Se xtv 1, então {x} =V 1 t V 1• n- n n- n-
2.1.38. Proposição. 
Z.1.39. FToposição. ~ xtv 1 ++ (x} •V 1 • n- n n-
2.1.40. Proposição. 
li.) I- xEV 1 n- + v {x} =x & n {x} =x ; n n n n 
lii.) + V {x} •V 1 & n {x} =$ • n n n- n n 
O axioma da união·, que se segue, substl tu I o axioma do parq 
en-
• 
2.1.41. A:cioma da união. 
(T.VI) x E V 1 & y E V 1 -+ xU YE V 1 • n- n- n n-
2.1.42. Definição. 
2,1.43, ~osiçãO. 
(i,) I- (xe:Vn-1 & ye:Vn-1) + {x,y}n E Vn-1 ; 
(ii.) 1- (xtVn_1 v ytvn_1) +-+ {x,y}n = Vn_ 1 : 
(iii,) 1- {x,y}n E Vn_ 1 -+ (xEVn_1 & yEVn_1) • 
2,1,44. ~osição. 1- xEV 1 & yEV 1 + (zE{x,y}n +-+ (z=x v z=y)) , n- n-
2.1.45. Proposiçãoo 
(i.) (n
0
{x,y}
0
=x()
0
y & U
0
{x,y}
0
!"'xU
0
y); 
(ii.) .. 
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Para as definições de relação e jUnção , necessitamos da noçao de par or-
denado. 
2.1.46. Definição, 
2.1.47. ~osição. 
(i,) 
(ii,) 
1- xe:Vn-1 & yeVn-1 ++ (x,y)ne:Vn-1 ; 
1- xtV 1 v ytv 1 +-+ (x,y) =V 1 • n"' n- n n-
2,1,48, ~osição. + 
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& nn(x,y)n3{x}n 
& n n (x,y) =x 
& 11 11 (x,y) =xu y & u n (x,y) =x & n u (x,y) -xn y 
-n -n n n n n n n n n n 
n n n 
2,1.49. ?.oposição. 
2.1Q50o Definição. 
(i,) 1~co0x see 
se e 
2,1.51. ?.oposição. 
2,1.52. ?.oposição, 
~ xtv 1 v ytv 1 n- n-
(\ (\ X • 
n n ' 
I- 2~co V 1 = V n n- n-1 
& 
A proposição que se segue garante a propriedade fundamental dos pares or-
denados. 
2.1.53, ?.oposição. 
((x,y) =(x',y') ++ (x=x' & y=y')) • 
n n 
Demonstmção. Como x~V 1e yEV 1, se n- n- (x',y') =(x,y) , então (x',y') EV 1 n n n n-
x't{x} e xt{x'} • Logo, {x'} ~{x} 
n n n n 
então, como {x'}
0
e(x',y')
0
=(x.y)
0
, {x'}
0
:{x,y}
0
• Logo, xe{x'} 0, contradição 
De forma análoga se y•y', A recÍproca é imediata. 
Passamos à noção de relação. 
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2,1.54, Definição, reln(x) aee X vn-1 & Yy(yex + 3x 1 3x 11 (y=(x',x'')n). 
Assim, uma relação de tipo n é uma classe de pares ordenados, contida em 
vn-1" 
2,1,55~ De~niçãO, 
aee {z : 3x' 3y' 3z' (y'e:V n-1 
& (y',z') ex)) • 
n n 
A notação utilizada nesta definição pode ser simplificada da seguinte ma-
nelra. Tomamos, como definição de x o0 y , a classe 
Esta notação será muito utilizada, no que se segue. 
2.1.56. Proposição. 
2,1.57. Proposição, 
(i.) 1-x on (yUnz) • 
(ii.) 1-x o (yn z) • 
n n 
2.1.59. ProposiçãO. 
2,1,60, ETopoaiçãO. 
1- (x on y) on z = 
(x o y) un (x on n 
(x o y) nn (x on n 
-1 
xn aee ( (y,z)n 
-1 1- reln(x
0 
) • 
1- reln(x) ~ 
_, 
1- (x on y)n 
• o (y on n 
z) 
z) 
= X • 
-1 
•n • 
z) 
• 
Com estes resultados, podemos estudar as fUnções em T. 
se e rei (x) & 't/y't/zVz 1 ((y,z) Ex & (y,z•) e:.x .... z=z•) • 
n n n 
I- fun (x) & fun (y) + fun (x o y) , 
n n n n 
2.1.64, Definição, 
(i.) 
(i i.) 
= v 
n-1 
vas de 
domn (x) se e {y 
1mn(x) ••• {z 
e lmn(x) = vn~l 
domfnio e Imagem~ 
3z(z<Vn_ 1 & (y,z) Ex)} n n 
3y(yEVn-l & (y,z)nEx) n • 
, o que não estaria de acordo com as noções lntuiti-
2.1.65. Proposição. I- dom (V 1) =V 1 n n- n ... & lm (V 1 ) = V 1 • n n- n-
Logo. se fun
0
(x), então 
se e 
Z E X (y) 
n 
se z pertence a segunda coordenada de 
cada elemento de x cuja primeira coordenada é Yo 
2.1.67. Proposição. 
(i,) (y~dom (x) + x (y)•V 1) n n n-
(ii.) I- y E "' dom (x) + x (y) = V • 
n n n n~l ' 
(iii,) 1- y E do"\, (x) ~ Xn (y) E Vn-1 , 
Demonstmção. 
li.) Se yidomn(x), ytvn-l v Vz(zeVn-l ~ (y,z)ntx). Por definição, xn(y) = 
= r.n{z : (y,z) e: x}n ; como z 1 dz : (y,z)n E x} <H- z'e:V 1 & {y,z') e:~, en n n- n -
tão, se Yz(ze:V
0
_ 1 + (y,z) 0tx), resulta que {z : (y,z) 0e:x} 0 • ~; 1ogo, x0(y)a 
=V 1 ; se ytV 1, então Yi((y,z) =V 1); como V 1tx, pois x ~ Vn-l' então n- n- n n- n-
Vz((y,z)ntx), Logo, {z : (y,z)n e x)n = $, e xn(y) • Vn-l' 
(ii,) Se y e: ~0dom0 (x), ye:V0 _ 1 e ytdom0 (x); logo, qualquer z, se ze:V0 _ 1, en 
tão (y,z)nix. logo, {z : (y,z)n e: x}n a <P , donde xn (y) = vn-1' 
(iii,) Se y e: dom
0
(x), então ye:V
0
_ 1 e ~z(ze:V0 _ 1 & (y,z) 0 e:x)Q Logo, 
{z: (y,z)n E xln ,. $.Por 2.1.)1,(1.), xn(y) E Vn-l • 
A proposição seguinte garante que as funções (em cada nTvel) têm a carac-
terização Intuitiva. 
2.1.68. ~osição. 
2.1.69. FToposição. 
1- funn(x) & funn(y) ~ (x=y <4 Vi(zeVn-l ~ xn(z) = yn(z))) • 
z. 1. 70, A.l:iomo da aubstituição, 
(T.VII) I m (x) e V 1 , n n-
2. 1. 71. kioma de amalgamação. 
(T, VIII) x e.' V 1 n- uxe:v,. n n-
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Estes axiomas·posslbil(tarão a demonstração de que os nTveis sao fechados 
por produtos aax>tesianos. 
2,1.72. Definição. x ~ y see 
n 
{{x' y') 
' n 
2.1.73. Proposição. 
Demonstroção. Seja z a classe {(x' y') • x'·e:y & y'=(x x 1 ) } Logo, 
' n • ' n n• 
dom (z) • y e im (Z} = {x} X y; aplicamos o axioma da substltutçãoQ 
n n n n 
2.1.74. Proposição. -+ xX y e: V 1• n n-
Demonstl'ação. Seja z a classe {{x',y')n : x'ex & y'={x'} X y} o Logo, 
n n n 
dom (z) = x e U 1m (z) = xX Yo Aplicamos a proposição anterior e os axiomas 
n n n n 
da substituição e de ama1gamaçãoo 
2,1.75. ~osição. 
2,1.76. Definição. 
X 
Yn se e {z 
2.1.77. Proposição. 
2.1. 78. Definição. 
li.) z:x !J y aee 
~ fun (x) & dom (x) e: V 1 -+ x E: V 1 • n n n- n-
fun (z) & dom (z) = x & im (z) ~ y) • 
n n n n 
I V & V ~xv 
- x e: n-1 Y e: n-1 Yn e: n-1 • 
(i i.) z sobre
0 
y see fun (z) & lm (z) = y 
n n 
liii.) lnjn (z) 
2,1.79. Proposição. .,. -1 fun (z) & fun (z ), 
n n n 
A seguir, discutimos as relações de o~dem~ 
2.1~80. Definição. 
(i,) X Z y 
n 
se e (x,y) E V 1 & (x,y) E z n n- n 
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(i i.) z con
0 
x see X Ç V l & Yx'Yx"(x'e:x & x''e:x .,. x' z n x" v x'=x11 v n-
v X11 Z X') 
n 
X t; V l & YyYy 'Yy"(yex & y 1Ex & y 11e:x & y 1z y" & n- n (iii.) z tr0 x see 
Definições alternativas seriam obtidas com a cláusula z ~ Vn~t• em 2.1. 
80.(1~) e (11.), mas, neste caso, se l(z ç V
0
_ 1), não seria possTvel qu~ 
z con
0 
x, mesmo que x ~V0_ 1 e a segunda parte da definição fosse satisfeita. 
Este é o caso da relação de pertinência, que será estudada mais adiante (2.1. 
91). 
2,1,81, ~osiçãO. 
(i,) 1--x z n y .,. x zn+1 y ; 
(ii.) 1--z con X .. z eonn+l X n 
(i i i.) 1--z tr n X .,. z tr n+l X 
(i v, J 1--x zn y & z ç z 1 .,. x z 1 n y ; 
(v, J 1- z con 0 X & z ç z' .,. z' con0 X 
2.1.82. Definição. z assim0 x see xoV 1 & YyYy' (ye:x&y'e;x&yz y' + 1 (y'z y)). n- n n 
2,1,83. FToposiçãO. 
2,1,84, DefiniçãO. 
~ z asslm
0 
x + z assJm 1 x • n+ 
(i.) y z•l 0 el x see • n 
(i i.) z BO X 
n 
se e z con x & lr:Jy(y s x & #$ -+ 3y' (y' z-l'?el y))., n n 
2,1,85. ~oposição, J-zB0
0
x + ztr
0
x&zassim
0
x. 
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Se x'e:x e x11e:x, então {x' x11} c: x ·, se x' z-1°el {x• x11 } 
•n- 'n 'n' 
então l(x11 z
0
x'). No outro caso l(x'z
0
x11), logo, z assim
0 
x. Se é falso que 
z tr
0 
x, então existem y,y',y" em x tais que yz
0
y', y'z
0
y", mas l(yz
0
y11 ). Co 
mo z con
0 
x e z asslm
0
x, então y11z
0
y, pois y"(oy. logo, {y}
0 
U
0 
{y'}n U
0 
U {y11} S x não possui primeiro elemento. contradição. n n 
2,1,86, Definição, 
y z-sec x see 
n 
2.1.87, ProposiçãO, 
' y ..l"' & Yy' (y'<y + y' z·secn x) + (U y z·sec x & n y z·sec x) 
r- '""~' n n n n 
2.1.88. ProposiçãO. 
~ y z•secn x & y~x + 3x 1 (x'e:x & y={y' • y'e:x & y'z xl}) 
· n n • 
Demonstração. Se y z-sec0 x e y~x, então XV0y~ $. logo, existe x' z-1°el . n 
como x't.y e y z-sec x, é falso que x'z y'; logo, y'znx'. Assim, y = {y 1 : 
n n 
y1Ex & y'znx'}n , terminando a demonstração. 
2,1~89. Proposição. 
2,1,90. Definição. 
z x-y P0
0 
see 
J- y z-sec
0 
x & y' z-sec x 
n 
y ~ y' v y' ~ y. 
fun (z) & x BO dom (z) & y BO lm'(z) & Yx'Yy'(x'< 
n n n n n 
<dom (z) & y'<dom (z) & x'x y' ~ z (x')y z (y')), 
n n n n nn 
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Seguem-se as propriedádes usuais das funções que preservam a ordenação. 
Os ordinais são definidos sem a utilização do axioma da regularidade, ao con~ 
trá r lo de coriló é fel to em Kelley( 12). 
2,1,91, Definição. 
2.1.92. Definição. Ord 0 (x) aee E0 800 X & Yy(y E X + y ~ x). 
DemonstPaÇâO. Como E0 800 x, então E0 assim0 x; logo, x t x. 
2,1.94. FToposição. 
~ Ord0(x) & y~ x & y ~ x & Yz(ze:y + zsy) + y c x. 
2,1,95. FToposição. 
Demonstmção. Temos que, para todo 3:, ze:(xf\
0
y) + z {xn
0
y). Logo, por 2.1. 
94, xr'1
0
y E x ou xti
0
y • x. No segundo caso, x s y. Se xn
0
y e x, então 
é lmpossfvel que xtiny E y, pois senão xn y e xn y, o que nio pode acon-
n n 
tecer, pois E
0 
80
0 
(xr'1
0
y). Por 2. 1.94, xn
0
y, = y, e resulta que y ç x. 
2o1.96. Proposição. 
(i.) 1- Ordn (x) & Ord
0 
(y) -+- XEY v x-y v ye:x 
lii.J 1- Ord0 (x) & Y<X + Ord 0 (y) • 
2,1.97. Definição 
2.1.98. ~posiçãO. 
li.) 
lii.) 
1- Ord
0 
(ON
0
) 
I- y E0 -secn 
2,1e99~ ~~nição. 
(;;' li,) X< y 888 
&ONtV 1 ; n n-
ON + Ord (y) , 
n n 
X e y 
.::J (i i.) x < y aee xey v x=yo 
O' 
,n 
2.1.100. ~posiçãO. 
li.) 1- Ord0 (x) & Ord (y) n + (x ~ Y 
(ii.) 1- Ord (x) .. X " {y: y < X & 
n 
(iii.) 1-x ~ ON .. Ord0 ( U 0x) n 
fiv. J 1-x o: ON & X ~ $ .. n X n n 
2.1.101. DefiniçãO. 
(i,.) x~ aee x U
0 
{x}
0 
(ii,) x+ aee x u 2 {x} 2 • 
-
X <;E y} 
y E ON ) • 
n n • 
E X & (n x) 
n 
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; 
E -l~el 
n n X • 
Quando estamos t~atando com elementos de v1• as duas Últimas noções coln-
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c1 dem, 
2.1.102. ProposiçãO. 
Vamos apresentar a definição de restriçãO , que será multo utilizada para 
f~nçÕes, 
2,1.103. Definição. zl"x aee 
2,1,104, Proposição, 
& Yy(yEdomn(zl"x) ~ 
1- fun (z) ~ (fun (z l"x) & dom <zl"x) = xn dom (z)& 
n n n n n 
(zl"x) (y) = z (y))), 
n n 
2,1,105, ProposiçãO, ~ z (y) = 
n 
= x (zl"y)) & fun (z') & Ord (dom (z')) & Yy'(y'Edom (z') ~ z'(y') = 
n n n n n n 
= x (z 1 I 0 y 1 ))) -+ z s; z 1 v z 1 c;;: z • 
n 
2,1.106, Teorema de definição poF indução. 
1- Yz (z s V 1 n-
.,. 3z'(fun (z') & Ord (dom (t')) & Yx(x<ON ~ z'(x) = 
n n n n n 
=zn(z'l"x))). 
Demonstração, Seja z'={(x,y) : 
n 
xe:ON & 3 z'' ( fun (z 11 ) & Ord (dom (z 11 )) & 
n n n n 
& Vx'(x 1cdom (z11 ) + z 11 {x 1 ) = 
n n 
z
0
(z"l"x')) & (x,y)
0 
E Z 11 )}
0
Q ~fácil mostrar 
que z' satisfaz as propriedades do enunciado do teorema. Além disso, a proposi-
ção anterior garante que z 1 ê unica. 
Notar que, se dom {z 1 ) ~ ON , então z (z 1 ) s V 1 e n n n n- z'(x) =V 1, para n n-
todo x E ON
0 
tal que dom
0
(z') < x. Se z (~)=V 1, então z 1 = ~. n n-
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Para o estudo dos inteiros , ioeQ ordinais finitos, necessitamos do axio-
ma de Infinidade~ 
2. 1 o 1 07 o hioma de infinidade. 
(T,IX) 3X(X E V1 & $E X & Yy(y E X ~ y+ E x), 
2,1,108, ~oposição 
2,1,109, Definição. 
(i.) 1ntn(x) se e Ordn (x) & (E )-1 BO n x n n 
(ii.) 1 nt (x) see Ord 2 (x) & ( -1 E2)2 B02 x 
I- lnt(x) ++ lnt
0
(x). 
Demonstração. ~Imediato que int(x) + int (x). Suponha que int (x). Basta pro 
n n -
v ar que x S V 1• Como 4' e: V 1 e I nt2 ($), vamos supor x -1- cp • Logo cp E x, 
pois X t $ e X ~ $. Seja z = {y: yE X & y E V1}2, Logo, $ E z, Seja 
z 1 E- 1-1°e1 z. Então z 1 E x e z• n ' n (T,IX) 
O d ( ,+) L y ,+ t x e V r 2 y • ego x ~ 1 • 
2.1.111. Definição. w see {x: 1nt(x)l2• 
Vamos apresentar os postulados de Peano, para os inteiros de T • 
2,1,112, Postu!.ados dE Peano, 
(i,) + X E W 
(ii,) 1- ~ E W il (x E W _,. X+~~) 
(i i i.) 1- X €: W & Y € W & + + X • y 
(iv. J 1-x w & $ E X & Yy(y E X 
X • y 
+ 
...,. y E x) 
• 
• 
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X "' IJ.J • 
Passamos agora a discutir o axioma da escolha e suas consequênclas, entre 
as quais a da possibilidade de se definir o oardinat de uma classe qualquer~ 
2,1,114. Definição. 
FEn(z) see funn(z) & Yx(x E domn(z) _,. zn(x) Ex) • 
2, 1, 115. A.rioma da escotha. 
(T•X) 3z(FE (z) & dom (z) = (V 1 "' {$}), n n n- n 
Escrevemos {$} no lugar de {$}n ou {$} 2, Já que {$} 2 = {~}n' para ca-
da n. Como consequêncla do axioma da escolha, vamos mostrar que todo elemento 
de um nTvel pode ser bem-ordenado. 
2.1.116o TeoPema da boa-oPdem de Ze~elo. 
+ 3y 3z(y E ON & z: y .!l x & z sobre x & lnj (z)) 
n n n 
Demonstmçâo. Contrufmos z por indução transflnlta. Seja z• tal que fun
0
(z') 
e z 1 (x 1 ) • C (x ~ (lm (x 1 ))), para cada classe x1 E V 1, onde C é a função n nnn o-
escolha para V0 _ 1, cuja existência o axioma da escolha garante. Pelo teorema de 
definição por Indução; existe z tal que funn(z), Ordn(domn(z))e zn(y 1 ) • 
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= z~(zl"v•), para cada y' < ON o Logo, z (y•) ~C (x ~ 
n n n n 
como c 
é uma função escolha, se y' <dom (z), então z (y') < x ~ (lm (zl"y')). Se 
n n n n 
z (y•) ""z (y") y• < y", então z (y11 ) e: lm (zl"v"), em contradição ao 
n n ' n n 
f a-
to de que z (y11 ) e: x"' (lmn(zl"v")) ; logo, y 1 r;oy11 e 
n n 
lmpossTvel que dom0 (z) = ON0 , senão, como fun0 (z~ 1 ) e 
lnj
0
(z). Com Isso, é 
dom(z-1l<:xoV 1 n n n-
então, pelo axioma da substituição, im (z- 1) A ON E V 1, contradição. Logo, n n n n-
dom (z) < ON • 
n n 
Como dom (z) t dom (z), z (dom (z)) ~V 1 e n n n n n-
~ lm (z)) =V 1, pois n n n-
Como dom (C) = V 1 ~ (~) n n- n 
terminando a demonstraçãoo 
C (x 
n 
~ 
n 
zl"domn(z). 
Seguem-se as consequências usuais do axioma da escolha, como o pPincipio 
de ~Udade de Hausdorff, o lema de Zorn-Kuratowski, etc. Passamos agora. 
ã uma breve apresentação dos cardinais em T. Inicialmente, definimos uma re-
lação de equivalência em vn-t• 
2.1.117. ~finiçãO. 
x =n y see 3z(z: x ~ y & z sobren y & lnjn(z)) 
2.1.118, Definição. 
li.) cardn(x) se e + l(x-ny)) 
se e (x: card (x)} • 
n n 
2.1.120, DefiniçãO. se e 
Para cada x e V
0
_ 1, Cd~(x) ê o oardinat de x. 
2.1.121. ~posição. 
& dom (Cd") • V 1 n n- & 1m (Cd") • C n n' 
(i.) ~X E V l n-
(i i.) & 
(iii, J ._ x e: V
0
_ 1 
(i~. i ~X E c + 
n 
(V,) ~ y E ON & X 
n 
(vi.) ~y 
€: vn-1 & 
Cd"(x) ' x • n n ' 
Cd~(x) • Cd~(y) + 
(Cd"(x) = Cd"(y) ++ 
y E V l ; n-
X E V 
y 
X y 
n n 
n-1 & Cd~ (x) = X 
+ Cd~(x) ~ y ; 
X õ y) ; 
n 
• 
• 
+ Cd"(x) < Cd"(y) 
n - n 
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O teorema de Bernsteln-SchrHder, apresentado a seguir, pode ser demonstr~ 
do sem se recorrer ao axioma da escolha, mas, assumlndo-se este Ültlmo, a de -
monstração é bem simples. 
2,1ç123. Teorema de Bernstein-Schr8der. 
& y E V l n- & yl s; y & X - yl n 
DemonstmçãO. Utilizando-se a proposição 2.1,122, Cd"(x) • Cd"(y') < Cd"(y) • 
n n n 
• Cd"(x') < Cd"(x) • 
n - n 
2.1.124. ~oposição, 
Cd 0 (1m (z))< Cd 0 (dom (z)) • 
n n - n n 
2.1,125. Teozoema de Canto!', 
I- x < V 1 -> Cd
0 (x) < Cd0 (2x) , 
n- n n n 
Demonstração. Seja z = {(x 1 ,{x'}
0
)
0
: x• e: x}
0
• Logo, z:x ~ 2~ e 
lnj
0
(z), Assim, Cd 0 (x) < Cd 0 (2x). Se Cd 0 (x) ~ Cd 0 (2x) existe z':x ~ 2x 
n - n n n n n' n 
tal que lnj
0
(z') e z 1 sobre zX. Logo, existe x 1 Ex tal que z 1 (x 1 ) n n n = 
2.1.126. ProposiçãO. l-C tV 1• n n-
1-w"=C & WECo 
n n 
-A seguir, definimos quais sao as classes finitas. 
2.1.128. ~finição. fln(x) see 
2.1.129, ~osiçãO, 
(i,) i- fln(x) -> X< V0 ; 
(ii,) I- fln (x) ...,. 3z(z 802 x • 
Desta Última proposição segue-se que uniões, Intersecções, produto carte-
si ano, ·conjunto das partes, etc. de classes finitas são classes finitas~ Se 
x~ v1, vamos escrever Cd{x) no lugar de 
2~1.130. Proposição. 
li.) 
li i.) 
~ fln(x) & y ~ x & ed(x) = Cd(y) ~ 
~lfin(x) & X E Vn_ 1 ~ 3y(y C: X & 
(iii,) ,__X E ON "' w 
n n 
(iVJO) I- X E: C
0 
'V
0 
W ~ Cd"(x X x) = X , 
n n 
I • -2,1,131, Propos~çao. 
z E -E PO 
n n n 
& 
X = y ; 
X - y) ; 
n 
Pode ser demonstrado que a função, cuja existência a proposição 2.,1.,131 
garante, é Única., Denotamos esta função por ~n (função aleph em V 1), e n-
escrevemos }i~ , para a e ON
0 
.. A continuação do estudo dos ordinais e car-
dinais, como por exemplo o estudo da aritmética cardinal, é feita de maneira 
totalmente análoga àquela para a teor"lade Ke11ey•Morsee sempre relativamente 
a um nfvel., 
2. 1.132. Axioma da regularidade. 
(T,XI) X ~ $ & X E V 1 n- ~ 3y (y E X & 
2,1,133, Proposição. ~ X f. X, 
~Interessante notar que podemos enfraquecer a condição de (T.XI). 
~ 
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Demonstmção. Se x c;: V
0 
.. 1, então x E V0 , por (T.III) • Logo, existe y e:: x 
tal que ynn+lx = cflo Como y E Vn-l e X '!:: V0 _ 1, então yn 0 x = ynn+lx ; 
logo, yn
0
x "' cf>o 
Até o presente momento da exposição, nao foi discutida a possibilidade de 
existirem classe que não pertençam a nenhum nfvelo Praticamente todas as pro-
prledades até agora provadas valem apenas para elementos dos nfvels, com exces 
são das conSequênclas diretas do axioma de extenstonalldade. O Último axioma 
garante que toda classe é elemento de alguma classe de segunda espécie. Este a 
xloma possibilitará uma caracterização mais precisa dos modelos super-completos 
de T (cf. teorema 3.1.3). 
2.1.13So Axioma de earaete:l'ização. 
(T.XII) Vx 3t(x E t) • 
Vamos Introduzir a noção de universo, em T. 
••• (vale a conjunção das condições abaixo:) 
li.) x E V
0 
(li.) Vy(y E X .. y s x) 
liii.) Vy(y E X .. 2~+1 E x) ; 
(iv.J VyVz(y E X & Z E X .. {y,z)n+1 E x) 
(tJ.) VyVz(y E X & Z E X .. y xn+l Z E x) . • 
(vi.J Vy(funn+ 1 (y) & dom0+1 (y) E X ... un+1 ( 1mn+1 (y)) E x) • 
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2,1,137, Definição. 
2.1.138. ProposiçãO. 
Com este resultado, encerramos o desenvolvimento de T. 
2.2. O S1STEHA T* 
A 1 inguagem de T* é a mesma que a de To Omitiremos as definiçÕes de T* 
que são Idênticas às de T. 
2. 2. 1 • Axioma de extenaiona !idade. 
(T,I) Vz(z E x ~ z E y) X = y • 
São obtidas as consequênclas usuais do axioma de extensionalldade {cf. 2. 
2. 2. 2 q A:riomas estru1:u:Mis. 
(T,II) 
(T, III) 
XEV + xcV • 
n - n ' 
xçv0 -~> xe:Vn+l 
Valem as proposições 2.1.6, 2.1.7 e 2. 1.8. Vamos apresentar o esquema de 
classificação de T*. 
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2.2.3. Esquema de alassifiaação. 
onde a1 é uma variável de primeira ou segunda espécie e A(a1) é uma fórmula 
-em que x nao ocorre. 
Assim, dada uma fórmula, existe a classe dos objetos que são elementos de 
alguma classe e que satisfazem a fórmula. Os elementos de alguma classe são os 
aonjuntos e as classes que não são conjuntos são as atasses próPrias. 
2,2,4, Definição. 
li,) M(x) see 
lii,) C(x) see 
3y(x E y) 
1M(x) , 
O aLassifiaador ê Introduzido por definição contextual. 
2,2,5. Definição, Se A(a 1) e uma fórmula e a 1 é uma variável de primeira 
ou segunda espécie, 
Se x é a classe cuja existência (T*.IV)garante, a definição 2o2o5 nos 
dá a notação la 1: Ala 1)} para x, 
2.2,6. Definição. 
li,) ~ see lx: x ~ x} 
(i i,) u ••• {x: x "' x} • 
z.z.7. Definição. 
(i,) X U y ••• { z: z < X v z < y) 
(ii.) x n y se e { z: Z 0 X • z < y) 
!iii.) ux ••• {z: 3y(y e x • z < y)) 
!iv.) nx se e { z: Vy (y < X + z < y)) 
!v. J "-X see {y:yix) 
!vi.) X"-Y ••• x n l"-y) • 
2,2,8, Azioma das partes, 
(T*.V) xeV + 3y(yeV & Vz(z" x + zey)). 
n n 
2,2.9. Proposição, 
Observar que escreveroos I- no lugar de ~·· 
Z.Z.lO. Definição. 
2,2,11. Proposição. 
(i,) .. 
zx 
• •• 
zx e v ) 
n 
{ Y: Y '= x) • 
• 
!i.) {x) see {y: M(x) + x • y) ; 
(ii.) {x,y) aee {x) U {y) 
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!iii, J (x,y) se e {(x} ,{x,y)) • 
2.2.13. A:cioma da união. 
(T*,VI) ... 
2.2.14. ProposiçãO. 
li.) 1- X E v _,. {x} < V . 
n n • 
(i i.) 1- X E v & 
n 
y E Vn _,. {x,y} E V n 
(iii.) 1- X E v & y E Vn _,. (x 'y) E V • n n 
2,2,15. FToposição. 
1- xe:V & yEV -+ ((x,y)""'(x 1 ,y 1 ) ~ x=x' & y=y') 
n n 
2,2,16, DefiniçãO. 
(i,) re1(x) ••• Yz(z e x ... 3y 3y' (z•(y,y')) ; 
!ii.) X O y ••• {z: 3x 1 3y 1 3z' (z•(x 1 ,z'} & (x',y')E:y & 
(iii.) •1 {(y,z): (z,y) E x} X se e 
!iv.J fun (x) ••• re1(x) & YyYzYx'((x',y) ex & (x • ,z)ex 
!v. J dom(x) ••• {y: 3z((y,z) E x)} ; 
(vi,) lm(x) ••• {y: 3z((z,y) E x)} 
(vi i.) X (y) ••• n {z: (y,z) E x} • 
2,2,17, FToposiçãO. 
(i,) 1- x t dom(z) _,. z(x) = U ; 
(ii.) f- z c v 
- n 
_,. Yy(y E dom(z) ++ z(y) E V
0
) 
_,. 
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(y',z')Ex)} 
z=y) . , 
liii,) 1-- fun(z) & zsVn + z={(y,y'): z(y)=y'} ; 
liv,) 1-- fun(x) & fun(y) & xsVn & y~Vn + (x=y <-+ Vz(zEVn + x(z)=y(z))) , 
A seguir, apresentamos os axiomas da substituição e de amalgamação. 
2.2.18, Axioma da substituição. 
(T*,VII) fun(z) & z c v 8c 
- n 
dom(z) E V 
n 
im(z) E Vn , 
2,2,19, Axioma de amalgamação, 
(T*,VIII) X E V + 
n 
2,2,20o DefiniçãO. 
(i.J x X y see {(x',y'): x' e:: x & y' E y} 
see 
2,2.21. ~posição, 
li.) 
{z: fun(z) & dom(z) = y & lm(z) ~ x} 
y E V 
n 
Passamos às definiçÕes relativas às relações de ordem. 
2,2,22, ~~niçãO. 
li.) X 2 y se e 
(ii,) z con x ••• 
(x,y) E z . 
• 
YyYy 1 (yex & y 1ex + yzy 1 v y•y 1 v y 1zy) 
• 
(i i i.) z tr x aee yyYx'Yy'{ye::x & y 1Ex & x 1Ex & yzx' & x 1zy 1 + yzy') ; 
63 
64 
!iv.J y z-l~el x see y e x & Yy' (y' e 11 + 1 (y' z y)) ; 
(v.J z BO x aee z con x & Yy(y c: x & yrJ. cp + 3y 1 (y 1 z-t?e1 y))Q 
2,2.23. DefiniçãO. 
(i.) E se e {(x,y): x e y} 
!ii.) Ord (x) se e E BO x & Yy(y e x .. y '= x) 
(iii.) ON se e {x: Ord (x)} 
!i v.) + X U {x} X se e • 
1- Ord (x) ·• X t X • 
2,2,25, A:d.oma de infinidade. 
(T*.IX) 3x(x E Vl & ~E X & Yy(y E X + y+ Ex)) , 
2.2.26. Definição. {o) se e {x: Ord(x) & E-l BO xl • 
2.2.27. ~osição. 
2,2,28. Definição. 
FE(z) see fun(z) & Yx(x E dom(z) + z(x) E x) • 
2,2.29. A.:eioma da esco~ha. 
(T*,X) 3z(FE(z) & dom(z) • U"' (~}) • 
2 , 2 • 3 O • A.:eioma da regu traoidade. 
(T*.XI) X ~ ~ + 3y(y E X & xny = ~) , 
2. 2. 3 1. Axioma de caracterização. 
' 
(T*.XII) M(x) + ~t(x E t) • 
Como para T, ê possTvel mostrar que os nTveis de T* são universos. 
CAPITULO 3 
OS MODELOS NATURAIS DE T E T* 
3,0, INTRODUÇ~O 
A caracterização dos modelos naturais é parte fundamental do estudo semãn-
tlco de teorias de conjuntos. Os resultados básicos, como as relaçÕes com car-
dlnals fortemente lnacessTvels e com modelos super-completos (cf. B.31 e 3.0.2), 
foram estabelecidos na série de artigos clássicos de Shepherdson(21). Os resul-
tados foram obtidos para a teoria de von Neumann-Bernays-Gijdel, mas se aplicam 
de maneira totalmente análoga à teoria de Kelley-Morse e, com algumas modlfl-
caçÕes (cf. Montague & Vaught (19)), ã teoria de Zermelo-Fraenkelo Um modelo na 
. 
tural de uma teoria de conjuntos é um modelo cujo domínio é da forma R(a) {i.e. 
um elemento da hierarquia de von Neumann), e o sTrilbolo relaciona I de pertln.ên -
ela da teoria ê Interpretado como sendo a relação de pertinência do do~Tnio do 
modelo. Uma vez que, como vamos mostrar, a existência de cardinais fortemente I 
nacessrvels está intimamente relacionada com a disponibilidade de modelos natu-
rais, consideramos o axioma de inaceeaibitidade~ (ZF.XI}, como parte Integrante 
de ZF (cf, apêndice B). 
Antes de passarmos ã discussão sobre os modelos naturais de T e T* , va-
mos enunciar alguns resultados sobre os modelos naturais e super-oompletos da 
teoria de Kelley-Morse, cujos axiomas podem ser encontrados no apêndice C. Os 
modelos de KM sao da forma (D,VM,sM), onde O é o campo das classes, vM o cam-
d J "H•. - r -po os con untos e ~ a interpretaçao do s mbolo ralaclonal de pertinencla de 
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RM {cf. apêndice A, sobre a semântica de primeira ordem). 
3,0,1. Definição. Se O e um conjunto, e0 é o conjunto de todos os pares (x,y) 
tais que x E D, y E O e x E y. 
' Vamos definir os modelos super-completos de RMo 
3.0.2. Definição. M = (D,VM,EM) é um modelo supet-eompl.eto de m se e somen• 
te se M é um modelo de RM e são satisfeitas as seguintes condições: 
(IJ • e 
(TI.) Se x E 0 e y Ex, então y E VM 
(111.} Se x S VM, então x E 0 o 
Esta é a definição como aparece em Shepherdson(21 ); é fácil mostrar que, p~ 
ra modelos de KM, as cláusulas (I lo) e (111.) poqem ser substltuTdas por: 
(11.) 1 Se x E 0 e y Ex, então y E O; 
(111.)' Se x E O e y ~ x, então y E D. 
Assim, um modelo super-completo é um modelo cujo domTnio é transitivo e fe 
chado para sub-conjuntos de elementos, e o sTmbolo relaclonal E é Interpretado 
pela relação de pertinência restrita ao domTnlo do modeloo A seguir, temos a d; 
flnlção de modelo natural de KMo 
de KM se e somente se 
' 
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M for um modelo de~ e existir um ordinal a tal queM= 
As duas proposiçÕes que se seguem apresentam a caracterização completa dos 
modelos naturais de KM, em função dos modelos super-completos e dos cardinais 
fortemente lnacessfvets~ Pela próposi9ão 8.24, todo modelo natural de~ é mo-
delo super-completo de KM~ A proposição 3.0Q5Q nos garante a recíproca deste re 
sul tado. 
M M = (R(a), V ,ER(a)) é um modelo natural de KM se e somente 
se M = (R(B+l),R(S),eR(S+l)) , onde B é um cardinal fortemente inaaesstvel. 
é um modelo super-aompleto de KM se e so-
mente se existe wn aaxadinal foT>temente inaeess!vel a tal que 
M • (R(a+l),R(a),<R(a+l)). 
Estes resultados serao utilizados na caracterização dos modelos naturais 
de Te T*~ 
3,1. MODELOS NATURAIS DE T 
Seguindo-se a convenção estabelecida ao final do capTtulo 1, os modelos de 
T são da forma 
M M M M"" (o,v,v2 ,Q""'E:) , 
onde D é o campo dos objetos de primeira espécie, {v~,V~,.~~} ~ D • e o campo 
dos objetos de segunda espécie e eM é a Interpretação do sTmbolo relaclonal de 
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de pertinência~ A seguir, sao apresentadas as definiçÕes de modelos super~com-
pletos e modelos naturais de T. 
3.1.1. DefiniçãO. M = (D,V~,V~, ••• ,~M) é um modelo super-completo de T 'se e 
somente ., M é um modelo de Te são satisfeitas as seguintes condições: 
( 1 • ) EM e <o 
( 11,) Se X E o e y E X, então y E 0 ; 
(I i I , ) Se X E D e y !: x, então y E o • 
3. 1.2ó· Definição. H é um modelo natu'!'al de T se e somente se M é modelo de 
T e existe um ordinal a ) M M tal queM= (R(a ,v1,v2, ••• ,<R(a))' 
O teorema que se segue fornece a caracterização dos modelos super-comp1~­
tos (e também dos modelos naturais) de T, e sua demonstração ocupará o restan-
te desta secção. 
3.1.3. Teo?"ema. 
M = (D,V~,~, ••• ,€0} ~um modelo supe~aompleto de T se e somente se e-
xistem cardinais fortemente inacesstveis a 1 ~a2~···~a 13 ••• (1 > 13 inteiro) ' 
tais que 
Este resultado é consequêncla do fato de que existe uma relação eAtre as 
70 
noçoes de T (termos,operações e relações) e as noçoes de ZF, para uma lnterpre· 
tação M M M • M = (o,v1,v2, ••• ,g ) satisfazendo as condlçoes 3.1.1,(1,), (ii.) e 
(111.) e, além disso, tal que, para cada ~ 1, ~ satisfaz as condições 3. 
1.1.(11.) e (iil.), i • e. se X E VM I e y E X ou y ç x, então y E v~ ·(é I me I 
dlato que M restrita a v~ . E v~ neste caso, pois v~ D transi-E e • e sao I I 
I 
tivos)~ Uma tal interpretação de T é uma interpretação supep-eompteta de T. 
Veremos que todo modelo super-completo de T é uma Interpretação super-completa 
de T. A relação mencionada acima, existente entre as noções de Te de ZF, esta 
belece que as noções de T são absolutas(relatlvamente a ZF), num sentido que 
será esclarecido, para uma interpretação super-completa. Esta Idéia de que as 
noçees de uma teoria (de conjuntos) são absolutas para determinadas Interpreta-
ções foi utilizada pela primeira vez por GHdel, em suas demonstrações de consls 
têncla relativa (Cf. G~del (lO)), 
Antes de continuarmos, vamos estabelecer algumas convençÕes sobre a nota -
e r um termo da 
linguagem de T, cujas variáveis ocorrem todas na lista a 1 ,a 1 P •• ,a 1 (estamos 1 2 n 
considerando as variáveis ordenadas como no capTtulo 1). Representamos s*(r) 
por 
M 
r ls. ,s. , •• o,s 1 1 • 1 1 12 n 
Analogamente, se A é uma fórmula da linguagem de T, cujas variáveis livres ocor 
rem todas na lista abreviamos a expressao s satisfaz A por 
Ht- Ais. ,s. , ••• ,s 1 I , 1 1 12 n 
Estas notaçÕes estão justificadas pelos lemas 1.2.8. e 1.2.9. Se, em T , 
x S y, escreveremos Q(x,y), para simplificar o enunciado do Tema que se segue, 
que afli-ma que a relação 11estar contldo11 e a operação 11partes de (no nTvel 
V ) 11 s~o absolutas para um modelo super-completo. 
n-1 
3.1o4o Lema. Se 
x ~ D e y e: D, então: 
li.) 111t- Qtx,yl se e somente se X~ y 
(ii. J Se x e: ~-l , então 
Demonstmção. 
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(i.) Seja z qualquer, e suponha z- e: x. Como D é transitivo, z e: o. Supondo 
que M~ Qlx,yl, então, como z e: O e z e: x, z e: y. logo, x ~ y. A recTpr~ 
ca e trivial. 
(ii.) Suponha que Z E M 2 lxl ; 
n 
então z E D e, como"ç;::" é absoluto, z ç Xj J~ 
go, ze:P(xL Suponhaque ze:P(xL Logo,z~x. Por3.1.1.(lil.),zED. 
Como , então , por 2.1.29 e por M ser modelo de T, z e: 
Z E 
M 
v 1' n- logo, 
Sejam Lr e LRM as linguagens de T e RM , respectivamente. Vamos rela-
cfonar as fÕrmulas·de LF1o\ com as fórmulas de L.r• Para cada fórmula de 4<M_, va"' 
mos obter uma fórmula de Lr· Podemos considerar as variáveis da lÓgica de primel 
ra ordem como sendo as variáveis de primeira espécie da lógica L, sem perda óe 
generalidade~ 
3.1.5. DefiniçãO. Se A é uma fórmula de~ e v1 é uma constante de segunda e! 
pécte de Lr, deflnlmos,A1 Indutivamente (r1 e r 2 são termos, B e C são fórmulas 
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de ~): 
a.) Se A é ri = r2' então Ai é A. 
b.) Se A - então AI - A. e r 1 E r 2, e 
c.) - I -Se A e V(r 1), A e ri < v, • 
d.) Se A - 18, então AI - 1 B I • e e 
e.) - então AI - e' I Se A e 8 v c, e v c • 
f.) Se A é YbkB, então AI e Ybk(bksv1 ~ B I) • 
Observando-se que os termos de LKM são as variáveis, logo, variáveis de 
primeira espécie da lÓgica L, logo, termos de ~' resulta que A1 é uma fórmu-
la de Lr• por Indução sobre o comprimento de Ao A variável bk é a k-ésima vari 
ável da lÔgica de primeira ordem, na ordem estabelecida para a definição da se 
mântlea de primeira ordem (cf. apêndice A). 
( H H SeJa M- o,v1,v2, .... ,E0) um modelo supeFGompleto de T, e consideremos 
H1 - (P(v1),v7,<P(~))' para cada I i ~ 1, como interpretação para KM. Se 
sE EH (cf., apêndice A), vamos definir uma sequêncla 
I 
partirdes., 
3.1.6. DefiniçãO. Se a1 é uma variável de primeira espécie, na ordem fixada no 
capftulo 1, (so) 1 ~ s (a 1), considerando-se a 1 corro variável da lógica de prl· 
rneira ordem (se a 1 é b1,(s0 ) 1 é a ]"'ésima componente se s) 
. se a1 é uma varl ... • 
âvel de segunda espécie, (s o) I vH R I • 
Com esta definição, conseguimos o seguinte resultado, fundamental para a 
demonstração do teorema 3.1.3. 
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3.1.7. Lema. Se M é wn modelo supero-eompleto de T, s E EM 
I 
) , e A é uma fÓrmula de LI<W então s
0 
e: 'EM 
satisfaz Ai. (0 r"esultado vale p~ cada 
e s satisfaz A se e so 
I ~ 1 • ) 
Demonstração. Para IJK)Strar que s0 e: 
M M M M 2.1.6, v1 e: Vl+l , então 21+21V11 
EM, basta mostrar que P(V7) ~ DQ Como, por 
M E Vi+l E D, por 2.1Q34. Pelo lema 3.1.4 , 
27+21v71 = P(v7), pois V~ e v7+ 1 ~ Logo, como o é transitivo, P(v7> e: o, e pelo 
mesmo motivo, P{V7) s D. logo, s
0 
e: EM. 
A demonstração de que s satisfaz A se e somente se s0 satisfaz Ai -e 
fei~a por Indução sobre o comprimento de A, levando~se em conta a maneira como 
s
0 
é obtida de s. Vamos adotar a seguinte convenção: se bj 
glca de primeira ordem, bj e a k1-éslma variável da lÓgica 
é uma variável da IÕ 
Caso 1 • Se A é bj=bp • então AI é A; logo, s ""'5 se e somente se (s ) k = j p o J 
= (so)k ' pois s1=(s0\. e •p=(•o\w· por definição. p J 
Caso 2o - bj < bp' então Ai M < p (V~) Se A e e A como s. < P(Vi)' s e J p I 
0P (VM) s;; 'o• o resultado é trivial. I 
Caso 3. Se A V(bj), então Ai - v,. Se s satisfaz A, então e e ak E 
J 
sj < Ji, logo, (s 0 )k J logo, 
I I 
s0 satisfaz A • Se s0 satisfaz A , então 
(s0 )kj E Ji , logo sj M e v1 e s satisfaz A. 
Caso 4. Se A é 16, então A1 é 161 o Pela hipótese de indução, s não sa-
tisfaz B se e somente se s
0 
não satisfaz s1 o Logo, s satisfaz A se e somente se 
s satisfaz Ai, 
o 
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Caso 5. Se A é 8 v C, então Ai é Bi v C i. Aplicamos a hipótese de indução, 
como para o caso 4. 
Suponha que s satisfaz A. Logo, para toda sequêncla 5 1 € ~M, diferindo de 
M I 
s 
no máximo na j·ésima posição, s• satisfaz B. Seja s~ EE , diferente de s
0 
no 
máximo na k1-éslma posição. Devemos mostrar que s~ satisfaz 
ou seja, que s• 
o 
trárlo. Logo, s~ satisfaz 
V I • então (s') ak s: o;; 
J o kj 
H 
V I • 
ou que s~ satisfaz 
I - I e s0 nao satisfaz B o 
pois as - -noçoes envolvidas sao 
ak s V. j I 
e1• Suponhamos o con 
Como s• 
o 
absolutas 
satisfaz 
para M • 
Logo, (s~\ < P(Ji). Como SI di fere de 'o apenas na kj·êstma posição, então, o 
se ak é uma variável de primeira espécie qualquer, 
p 
tal que = (s~)k • (Lembrar que b é ak L 
p p p 
P(Ji). Seja então 
Resulta que s 1 difere 
d •. ··1 .- I I e s no max1mo na J•es ma pos1çao: ego, s satisfaz B. Como então 
pela hipÓtese de Indução, s 1 satisfaz B se e somente se (s 1} satisfaz B i. Re-
o 
su I ta que I s' satisfaz B , 
o 
em cont~adlção ao que foi suposto. Logo, s' satisfaz 
o 
ak. ç; v1 + B
1
, donde s
0 
satisfaz Ai. 
J 
Por outro lado, suponha que s satisfaz A1• Logo, toda sequência s 1 E EM, 
o 
diferindo de s
0 
no máximo na kj·éslma posição, satisfaz 
ja s' € diferente de s no máximo na j•ésima posição. Então, (s') difere 
o 
de s0 no máximo na kj-ésima posição, donde (s 1 } satisfaz o 
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Como (s')0 satisfaz Bi. Pela hipótese de indução s' 
satisfaz B se e somente i se (s 1 )
0 
satisfaz B • logo, s 1 satisfaz 8 e s satisfaz 
A, terminando a demonstração~ 
Com este resultado, podemos obter a seguinte propriedade dos modelos super· 
completos de T~ 
Se M • é um modeZ.o super-completo de T,. 
então 
M M M1 = (P(V 1 ),V 1 ,<p(~)) 
é wn mode Z.o super-comp teto de ro1 , para cada 1 > l o 
Demons~çãO. Em primeiro lugar, M1 satisfaz as condições (l.)·(lli.) da defi-
nição 3.0.2. A condição 3.0.2.(i.) ê satisfeita pela definição de H1• Se 
H M H ( x E P(V 1) e y Ex, então x çV., logo y E V., satisfazendo 3.0.2. TI.). Se I I 
x s~, então x E P(~), satisfazendo 3.0.2.(1ti.). Resta mostrar que os axlo 
mas de RM são verdadeiros para M1• Seja A um axioma de NM; por 3.1.7, se 
sE EM, então s satisfaz A se e somente se s0 satisfaz A
1
• Se mostrarmos que 
I 
1 • d • • I A e ver adelra paraM, entao A e verdade ra para M1• Vamos mostrar que assim 
é , para cada axioma de RM. 
I. (WI.I) YxYy(Yz(z E x ++ z E y) ~ x=y)~ 
logo, ~ (Yz(z~V. ~ (z<x ~ z<y)) ~ x=y))). 
I 
Devido ao fato de que v1 é transitivo, então, pelo axioma de extenslonalldade 
de T, (RM.I)i é equivalente ã fÓrmula 
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VxVy(x~V. & yçV. + (Yz(zEx ++ zEy) + x=y)). 
I I 
Esta fórmula é consequêncla Imediata do axioma de extenslonalldade de T. Logo, 
e teorema de T e e verdadeira paraM. Resulta que (KM.I) é verdadeira para M1G 
2. (KM.II) é o esquema de classificação de KM. Então, se A(y) e uma fórmula de 
~em que x nao ocorre, temos 
3xVy(y<x .._. V(y) & A(y)), 
• - 1 .. f" Vamos denotar esta formula por B. Entao, B e a ormula 
i 
++ yev 1 & (A(y)) ))), Em T, como, se yev1, en 
tão y~V 1 e x~i' s1 é equivalente a fórmula 
3xVy(y<x ++ yev1 & (A(y))i), 
que é uma Instância de (T.IV). logo, (KM.II) ê verdadeiro para M1• 
3, (I<M. III) V(x) ~ 3z(V{z) & Vy(y x ~ yez)). 
Logo, (RM.III) 1ê a fórmula 
Em T, esta fórmula é equivalente à fórmula 
que é uma Instância de (T.V). logo, (KM.III) é verdadeira para M1• 
4, (I<M,IV) V(x) & V(y) + V(xVy), 
Logo, (KM.IV) 1 é xe:v 1 & ye:V 1 ... (xUy) 
1e:v 1• Por definição, ze:(xUy)++ 
++ V(z) & (ze:x v ze:y). Logo, zE(xUy) 1 ~ zEV 1 & (ze:x v zEy). Logo, (xUy) 1= 
• xV l+tY• Logo, (I<M.IV) i é 
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que é uma instância de (T.VI). Resulta que {RM.IV} é verdadeira para M1• 
5. (I<M.V) Vx(fun(x) & V(dom(x)) + V(lm(x))). 
Logo, (I<M.V) 1 é Vx(xsv 1 + (((fun(x))
1 & (dom(x)) 1ov1) + (lm(x))
1
ov1)). 
Como foi feito para ~o. é fácil mostrar que esta fórmula é equivalente a 
lml+l(x)<Vi), que é uma Instância de (T.VII). 
Vamos mostrar que, se x~V 1 , então (dom(x)) 1 é dom1+1(x)o Por definição, zedom(x) 
se e somente se V(z) e 3y((z,y)ex). r uma simples verificação mostrar que 
Logo, (zedom(x)) 1 é a fÓrmula zev 1 & 
&3y(y=V1 & (z,y)i+lEx). Como xsV 1, então, se 
go, que ysV 1• Assim, (zedom(x))
1 se e somente 
(z,y)l+lEx, resulta que yeV1, lo-
se zt:dom. 1 (x). Como (I<M. V) i e e-1+ 
qulvalente a uma instância de (T.VII), (~1.V) é verdadeira para M1• 
A demonstração par a os ax l ornas (Kr1.VI) , (m. VII) , {ICM. VIII) e (FM. IX) é In-
telramente análoga ao que foi feito até o momentoo Vamos mostrar que (KM.X), o 
axioma da classe universal de KM, é verdadeira para M1o 
6, (I<M.X) 
(m.x) 1 é 
V(x) - 3y(x < y). 
xEV +-+ I 
e teorema de T, então, por II.l, (KM.X)i é teorema de To Logo, (RM.X) é verda-
delra paraM., terminando a demonstraçãoo 
I 
Com este resultado, podemos obter uma primeira caracterização dos modelos 
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super-completos de T. 
3.1.9. Proposição. Se . e um modelo super-completo de T, 
ro), tais que V~ = R(a1) (J > 1 , inteiro) e, se 1 ~ j < k, inteiros, en-
tão 
é um modelo super-completo de T ' 
por 3.1c8, então, por 3c0.5, existe um cardinal fortemente inacessTvel ai tal 
.. M R(" ) C vH1 • v3H, se I < j, enta-o que v 1· • ~ 1 , orno o 8.24. 
Com a proposição que se segue, demonstramos a primeira parte do teorema 3. 
1, 3. 
de T, então 
~monstração. Por (T.XII), se x t D, então existe um a 1 tal que x E R(ai) 
Logo, O"' U{R(a 1),R(a2),. •• }. Por B.24, existe um ordinal í3 tal que D = 
= R(e). Como R(a 1) '= R(S), então a 1 ~ B , para todo i ;;: resulta que 
U{a.1,a2 .... } = y ~ B. Logo, R(y) ç; R(S). Por outro lado, a. 1 e al+l ~ y ,lo-
go, a 1 E y , para todo 1 > 1. Assim, R(a1) S R(y) , para todo 1 ~ 1, donde 
R(S) <;; R(y). Resulta que B = U{a1,a2 , ... }. 
A demonstração de que a condição do teorema 3.1.3 é necessária é consequê~ 
cia Imediata das proposiçÕes 3.1.9 e ).lo lO. A seguir, demonstramos que a con-
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dição e também suficiente. 
3o1.11o Proposição. Se a 1,a2, ••• ,ai'""" (l > 1, intei~o) sao e~inais forte-
mente inaeessiveis tais que a 1 < a2 < ••• , então 
Demonstração. t consequêncla da proposição 8.24 que a Interpretação M é uma In-
terpretação super-completa pata To A demonstração se baseia no fato de que as 
noções de T são absolutas para M. Para simplificar a notação, vamos redefinir 
algumas noções de T. 
.. ) Z(x) see x=$ 
b.) UNn(,,y) see xU 0y 
c,) INTn(x,y) see xn 0 y 
d.) UNITn(x) se e {xl n 
.. ) PARn(x,y) se e {x, y} n 
f.) PORn(x,y) se e (x,y)n 
9.) COHn(x,y) see X'vnY· 
A seguir, enunciamos o resultado sobre a relação entre as noçoes de T e 
de ZF. Sejam H como no enunciado da proposição, e x,y elementos de R(6). Então: 
(I • ) Ml- Qlx,yl se e somente se X .;; y 
(I I • ) Hl- Z(x) se e somente se X = $ ; 
(I i I • ) Se x'=R(a 1) Y'=R(a 1), então 
M 
e UN
0
1x,yl :;: xuy ; n- n-
(I v.) Se xt;:"R(cr. 1) ys.R(a 1), então 
M 
= xf1y .e INT0 1x,yl n- n-
(v.) e y e: R(a
0
_ 1), então 
= {x,y} e POR~Ix,yl = (x,y); 
H~ fun
0
1xl se e somente se xç;R("n-1) 
Se x ç;;R(a
0
_ 1}, então 
M dom
0
1xl • dom(x) 
UNITMixl = {x} , 
n 
e fun(x) ; 
e lm~lxl • lm (x) 
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(vi • ) 
(vil.) 
(vil I,) Se x-=R(Cl 1) e n- Y o:::R(an-1)' então 
M COMnlx,ll =x"'y 
(lxe) H I- FE
0
Jxl se e somente se xo:=R(a
0
_ 1), fun(x) e se zedom(x), x(z)e:z. 
A demonstração destas propriedades é simples mas bastante longao Como e-
xemplos, mostraremos (11,) e (111,). 
(ll.) Suponha que Ml- Z(x); logo, se ze::R(S), então ztxo Se zex, então, como 
R(B) é transitivo, z&R(S). Logo, para qualquer z, ztx, donde x • $. A recfpr~ 
ca é lmedlata··o 
(lil.) Suponha que ze:UNMixfyt;logo, zeR(a 1) n n- e ze:x ou ze:yo Logo zExUy ~. 
Por outro lado, se ze:xuy, então ze:x ou ze:y. Logo, zER(a 1) e ze~S). Resul n-
ta que 
Procedemos de maneira análoga para os demais Ttens, observando que R(B) 
e R(a1} (I~ 1, Inteiro) são transitivos e fechados para sub-conjuntos de ele 
mentos. A demonstração de que os axiomas de T são verdadeiros para M decorre 
das propriedades (i.)-(lx.) e segue as técnicas usuais deste tipo de demonstr~ 
~ão. Como exemplos, vamos mostrar que o esquema de classificação (T.rv), o axl 
orna da substituição (T.VII) e o axioma de caracterização (T.XII) são verdade! .. 
ros para M. 
1, (T.IV) onde A{a 1) é uma ~nnu1a em 
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que x não ocorre e a 1 é uma variável qualquer. 
Sem perda de generalidade, podemos supor que a1 é a Única variável livre de 
A(a1) (se existir alguma), caso contrário tomamos as generalizações das variá· 
vels livres de A(a 1), exceto a1• Resulta que A(a 1) é verdadeira paraM se e so-
mente se a fórmula obtida o for. Se a 1 é uma variável de primeira espécie, to~ 
TOOS o conjunto x"" {y: y€R(a0_1) ~ Mt- Alxl} ; logo, x<:R(a0_ 1) e xe:R(B)o Se 
a1 é uma variável de segunda espécie, tomamos o conjunto x =. {y: y€R(a0 ... 1) & 
& yE{R(a1),R(a2),,,,) & M~ Alyt) • Novamente, xER(B). Logo, (T.IV) é verdade! 
ro para Mo 
2, (T. VII) fun (x) & dom (x) <V 1 + I m (x) EV 1 • Se x o:vM 1, fun (x) n n n- n M"' n- e 
dom(x)eR(a 1), então, como a 1 é fortemente tnacessfvel, resulta que H 1 ~ n- n- n'"' 
(P(R(an_1),R(an-l)'EP(R(a ))) é modelo natural de~. por ).0.5. Logo, por n-1 
(I<M. V) ' 
que, se 
lm{x)ER(a
0 
... 1). Assim, pelas propriedades 
M. M~ fun
0
1xl e dom
0
1xl = dom(x), então 
(T.VII) é verdadeira para H. 
' (vi.) e (vli.) acima, obtemos 
H lmnlxiER(an~l) o Logo, 
3, (T,XII) Yx 3 t (x E t). Se xER(B), então, como R(B) • U {R(a1) ,R(a2) , ••• ), 
existe a 1 tal que xER(a1). logo, (T.XII) é verdadeira para H, terminando a de~ 
monstração. 
3,2, MODELOS NATURAIS DE T* 
Os modelos de T* são da forma H • (O,V~,V~, ••• ,€H). As definições de In 
terpretações super-completas, modelos super-completos e modelos naturais de~ 
são Idênticas às defi~TçÕes correspondentes para T. A versão do teorema 3.1.3 
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para T* é enunciada a seguir. 
3.2.1. Teol'emll, 
M = (D,V~,~····•e0 ) é um modelo supez-compl.eto de T* se e somente se e 
:r:istem OOl"dinais fonerttente inacess!ueis a 1 ,~, ••• ,a 1 ,.~ .. (I~ t, inteiro) 
tais que M • (R(8+1),R(a1),R(a2),,.,,ER(S+l))' onde S • U{al'~''''} e, se 
1 ~ 1 < j, l,j intei~s, 
"'<"r 
A demonstração do teorema 3.2.1 é totalmente anâloga ã demonstração do te· 
crema 3.1.3. Adotamos para T* as mesmas convenções estabelecidas para T na sec 
ção anterior, com modificaçÕes Óbvias. Dada uma fórmula de LRM' obtemos uma fÕr 
mula de~ da maneira como prescreve a definição 3. 1.5. Também, para um modelo 
super-completo de T*, tomamos M1 "" 
e, se sE rH.' definimos s0 como em 3.1.6. O lema que se segue é demonstrado 
I 
exatamente da mesma manelra que o lema 3.1.7. 
3.2.2, Lema. Se H é um modelo super-completo de T* e s 
e, se A é uma fÓrmula de ~~ s satisfaz A se e somente se 
E EM , então 
1 
s
0 
satisfaz 
Com este resultado, mostramos que M1 é modelo super~completo de~ sendo 
.. 1 .. .. 
suficiente mostrar que, se A e um axioma de RM, A e uma formula verdadeira p~ 
ra M~ Assim, pela proposição 3.0.5, para cada I> 1, existe um cardinal forte-
mente lnacessTvel a 1 tal que ~ • R{a1) e a 1 < aj' se I < j. A proposição 
que se segue garante que a condição do teorema 3.2.1 é necessária. 
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3,2,3, Proposição, Se M = (D,R(a1),R{a2),,,.,E0) é um modelo super-aompleto 
tk T*, então O • R(B+l), onde e • U{a1,cx2 , ... ). 
Demonstração. Seja V • U{R(a1),R(a2)..u}. Então, por B.24, existe um ordl-
nal B tal que V • R(B) .. Como, por (T*.XII), U{Vl'V2,u .. } = U, então V e: D. 
Seja y = (J{a1'a210 o.}. Como a 1 e: al+l ~ y, então a 1 < y, para I > 1, Re-
sulta que R(a 1) Ç R(y), para 1 > 1, donde R(B)<:; R(y). Logo, e~ y. Como 
R(a1) ~ R{B), para cada 1 ~ 1, então a 1 ~B, logo y ~$.Assim, B • y, Se 
x E: O, então se ye x, y& Do Logo, y e: V • R(B). Assim xsV, logo x e: P(V) • 
• R(B+l). Se x E R(a+l), então xç;;V, logo x E o. Resulta que R(a+l) • o. 
Com a proposição que se segue, terminamos a demonstração do teorema 3,2,1. 
3,2,4, Proposição. Se a1,a2, ••• ,a1, ••• (I > 1, inteiro) são e~dinais foPt~~ 
te inacesalveis~ tais que a.1 < aj (1 ~ i < J, inteiros), então 
M • (R(B+l),R(a1),R(a2), ••• ,ER(S+l)) 
é motkto tk T*, ontk a - u {al,a2 .... }. 
Demonstmção. Como no caso de T, a demonstração é consequência de que as no-
çÕes de T* são absolutas paraM, no sentido das propriedades (lo)-(lx.), po 79 
e 80. No caso de T* inexistem as restrições quanto aos nfvels, pois as defini-
ções são universais, No mais, a 'demonstração é análoga à demonstrayão da propo-
slção 3.1.11. 
CAPITULO 4 
OS SISTEMAS 1tJ E Ha+ 
4,0, INTRODUÇ~O 
A flnàlidade deste capftulo é apresentar uma hierarquia de teorias de con~ 
juntos, uma para cada ordinal a ~ ~. sendo todas formalizadas no cálculo de pr! 
dicados de primeira ordem (com igualdade) o Pretende~se, com Isso, obter uma te· 
orla de primeira ordem com caracterfstlcas semelhan·tes às de T e T*. Na 
secção 4.2 são estudados os modelo naturais de uma das teorias êa hierarquia 
• 
Hw• Como resultado, mostramos que~ e H00 possuem os mesmos modelos super·com· 
pletos; de maneira mais precisa, dado um modelo super•completo de T*, obtemos 
um modelo super-completo de H
00
, e vice-versa o Finalmente, na secção 4o3, apre-
sentamos uma breve Introdução ã formulação da teoria de categorias em H
00
o 
4,1, A HIERARQUIA 
Seguiremos a notação apresentada no apêndice Ao Denotaremos por H uma teo-
ria qualquer da hierarquia. A linguagem de H (de todas as teorias da hierar-
quia) possui dois sTmbolos relaclonalso O sTmbolo relaclonal binário de perti• 
nêncla, denotado por e, e um sfmbolo relaclonal unârlo N, tal que a fÓrmula 
N(x) é lida x é um nfvel. As definiçÕes de sTmbolos de H que são sTmbolos de 
'!'*serão omitidas. O sfmbolo 1- será utilizado no lugar de '-a~ lniclam0s a 
apresentação com o axioma de extenslonalldade. 
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4. 1 • 1 • A:r;i.oma de e:xtenai.ona !idade. 
(H, I) Yz(ze::x ++ ze::y) ~ x=y. 
4.1.2. Proposição. 
(i.) 1- Yz(ze::x ++ ze::y) .,_,. x=y ; 
(ii .• ) 1- xs:x 
(iii.) 1- x=.y & ysx .,_,. x-y 
(iv,) 1- x:y & v= z ... X S. z 
A seguir, apresentamos o esquema de classificação, que garante a existência 
de classes que podem ser obtidas a partir de fórmulas. 
4.1.3. Esquema de classificação. 
(H,II) 3xYy(y<x +-> 3z(y<z) & A(y)), 
onde A{y) é uma fórmula em que x não ocorre. 
A restrição 3z(yez) impede que se possa derivar a antinomia de RUssell da 
maneira usual. Para se obter uma teoria ~~cattva (e que, no caso, seria flnl 
tamente axlomatizável), basta exigir que as variáveis quantificadas de A(y) pe~ 
corram apenas conjuntos, l.e. z tal que M(z) (cf. def. 2.2.4o(1.)). Introduzi-
mos o c~sifioado~ por definição contextual. 
4.1.4. De~nição. Se A(y) é uma fórmula, 
z E (y: A(y)) see 3x(Vy(yox +-> M(y) & A(y)) & ZEX), 
Resulta que, se a fórmula A(y) satisfizer a condição de (H.II), a classe 
{y: A(y)} tem sua existência garantida. 
4,1.s. Proposição. 
li.) 1- X EU 
-
M(x) 
lii.) t- x ~u & <f> (!; X ; 
liii.) 1- X t ~ • 
A seguir, apresentamos algumas propriedades da álgebra de classes de Ho 
4.1.6. Proposição. 
li. ) 1- Z E xuy 
-
ZEX v ZEy 
(i i.) t-z E: xr'ly 
-
ZEX & z<y 
4.1.7. Proposição. 
li.) 1-xux•x & xnx • X 
li i.) 1- xuu .. u & xnu ... x ; 
liii.) t-xu~-x & xn~ = ~ • 
4.1.8. Proposição. 
li.) 1- (xUy = yux) & (xny = ynx) 
(U .• J 1- (xUy) Uz • xU (yuz) 
(iii.) 1- (xny)n z = xn (yn z) 
li v,) 1- xn (yuz) = (xny)u (xnz) 
I v. J 1- xU (ynz) 
-
(xUy)n (xuz) 
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4,1.9. Proposição. 
li.) 1- "-("-x) • x 
(ii.) 1- "'~ - u & "' u- ~ ; 
liii.) 1- "'(x V y) • ("-x) n ("'Y) . 
• 
!iv,J 1- "'(xny) • ("-x) V ("'Y) • 
4.1.10. ~posiçãO. 
li.) 1- n~ = u & v~- ~ 
lii.) t- x'= y ...... xvy .. y 
(iii.) t-x'=y 
-
xny = X • 
Vamos Iniciar a apresentação das propriedades dos nfvels. Basicamente, re-
latlvlzamos os axiomas de RM aos nTveis. O primeiro axioma afirma que os nT-
vels são classes transitivas~ 
4 kl:ioma de tmnsit;ividade • • 1.11, 
(H,IIIj N(x) + Yy(y<x + y <:x) , 
O axioma das partes garante que os nTvels são fechados para a operaçao de 
partes. 
4 • 1 • 1 2 • kl:ioma das pal'tes. 
(H, IV) N{x) -+ Vy(yex + 3z(ze:x & Yz 1 (z'!: y -+ z 1E:z))) • 
A prõxlma proposição expressa o fato de que os nfvels são fechados para 
sub-classes de elementos. 
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4.1.13. P-roposiçãO. 1- N(x) & yEX & z~y + ZEX • 
Demonstração. Seja z'Ex tal que, se z~y, então zEz 1; a existência de tal 
z 1 é garantida pelo axioma das partes. Logo, como zEz' e z'Ex, zEx, pelo axlo-
ma de transitivldade. 
li.) 1- N(x) + (Vx=x & 1"\x=$) 
lii.) 1- N(x) & y<;;x + (y~$ + 1"\Y<x) • 
E Interessante notar que as propriedades expressas pelas proposições 4.1.13 
e 4.1.14 não valem se tomarmos Uno lugar de x (sem supor N(U)), ma·s valeriam 
caso fosse exigido que todo conjunto pertencesse a algUm nfvel. Multas das pro-
posições que se seguem estão neste mesmo caso. 
4.1.15. P.roposição. 
li.! ._: 2u = u 
lii.) 1- N (x) & y<:x + (2YEx & Yz(zE2Y - zçy)) • 
Apesar de não ser possTvel mostrar que a classe universal é uma classe pr~ 
prla (cf. def. 2.2.4.{11.)), pode-se mostrar que existe uma classe prÕpriao 
4.1.16. Proposição. 1- 3xC(x) • 
DemonstmçâO. Seja R = {x: xtxl • Se M(R) • então RER - RtR. 
4.1.17. Proposição. 1- N(x) + xtx • 
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4,1.18, Proposição. 
(i,) 1- C(x) ~ {x)·U ; 
(ii.) 1- M(x) ~ Yy (yE{x} ++ y=x) , 
4.1.19. Proposição. 1- N(x) ~ Yy(yex ++ {y}ex), 
Dem<mstmção. Se yex, então M(y), lego {y}szYex. Logo {y}ex, Se {y}ex, en 
tão {y}ç;:x, pelo axioma de transltlvldadeo Se M(y), então, por 4.1.18.(11,) 
• 
ydy}, logo y<x. Se C(y), então, por 4.1.18,(1,), {y}-u. L0g0 UEx e, como 
xsU, x.U•{yL Resulta que x&x, pofs {y}e:x, em contradição ao resultado ela pr~ 
posição 4,1.17, 
4 1 20 Azioma da un·::: .... , . . . -
(H.V) N(x) ~ YyYz(y<x & z<x + yUzex) • 
4,1,21, Proposição. 
li.! 1- M(x) & M(y) ~ Yz(zdx,y} ++ z=x v z=y) ; 
(ii,) 1- N(x) ~ YyYz(yex & zex ++ {y,z}tx) 
(iii,) 1- N (x) + YyYz (y<x & zex ++ (y, z)ex) 
(iv.J 1- N(x) & yEx & ze:x -+ {(y,z)•(y 1 ,z 1) ~ y:ay' & zaz') • 
A seguir, apresentamos algumas propriedades das relações e funções. As de-
finições envolvidas podem ser encontradas na página 62. 
4,1,22. Proposição. 
(i.J t- N(x) & x 1<:x & y:x & z:x -+ (x' o y) o z = x' o'(y o z) 
(ii.) I-N(x)&y<;x&re1(y) + re1(y" 1). 
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4,1,23. ProposiçãO. 
li.) 1- xidom(z) ~ z(x) = U 
lii.J 1- N(x) & zsx ~ Vy(yodom(z)- z(x)ox) ; 
liii.) 1- N(x) & fun(z) & zcx ~ z = {(y,y'): z(y)=y'} 
(iv.J 1- N(x) & fun(z) & fun(z') & zsx & z'~x + (z=z' .-. Vy(yEx-+ z(y)"' 
= z'(y))) • 
4,1,24, A:cioma da substituiçãO. 
(H.VI) N(x) + Yz(fun(z) & z~x & dom(z)Ex + im(z)ex) • 
4,1.25, A:cioma de amaZ(!amaçãO, 
(H.VII) N(x) ~ Yy(y<x + Vy<x) • 
4,1.26. Proposição. ~ N(x) & yEx & ZEx + y X Z E x & zY t X , 
4,1,27. Definição. 
(i.) z: x + y see fun(z) & dom(z)•x & lm(z)c:=y 
(ii. J z sobre y see fun(z) & im(z}=y 
liii.) lnj(z) see fun(z) & VxYy(xEdom(z) & y<dom(z) & xfy ~ z(x)~z(y)). 
As definições acerca de relações de ordem e ordinais podem ser encontradas 
no capTtulo 2, def. 2.2.22 e 2.2.23. Precisamos de mais algumas definiçÕes. 
4,1,28, De~nição. 
(i. J x < y see x E y 
(i i.) llm(x) 
(iii.) suc(x) 
see Ord(x) & x~~ & Vy(x~y+) 
see Ord(x) & 3y(x•y+) • 
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O axioma que se segue exige que todo nfvel tenha como elemento um conjunto 
infinito. 
4.1.29. A.rioma de infinidade. 
(H.VIII) N(x) + 3y(yEX & $e:y & Vz(ze:y + z+e:y)) • 
4.1.30. ~osiçãO. 
(i.) 1- Ord (x) + xtx 
(i i.) I- N(x) + ~EX & WEx 
Os dois axiomas apresentados a seguir, o axioma da escolha e o axioma de 
regularidade, são os Últimos que são comuns a todas as teorias da hierarquiao 
4.1.31. A.rioma da esootha. 
(H.IX) 3z(FE(z) & dom(z) • UU{~)). 
4,1.32. A.rioma de Nf!U'laM-dade. 
(H.X) x)o~ + ;ty(yex & ynx•$) 
Com os axiomas até agora apresentados está claro que uma interpretação tal 
que o único elemento do domfnlo é o conjunto vazio é modelo de H. Em seguida 
Introduzimos os axiomas necessários para que H possua uma estrutura de nfvels 
de tipo limite. Exigiremos a existência de um nfvel, em primeiro lugar. 
92 
4.1.33. Axioma d2 eristência (I). 
(L. I) 3x(N(x)). 
Seja e um ordinal limite (l.eq tal que llm(e)) fixo no nTvel cuja existên-
cia (L.I) garante. O axioma que se segue ordena os nTvels segundo a boa-ordem 
de e. 
4.1.34. Axioma estruturut (I). 
(L.II) 3z(fun(z) & dom(z)=0 & Yx(xE0 ~ N(z(x))) & Yx(N(x) ~ xe1m(z)) & 
& YxYy(x<9 & yee & x<y ~ z(x)<z(y))) • 
4.1.35. Definição. Se z é a função dada em (L.II) e aES, Na+ Bee z(a)o 
O último axioma exige que todo conjunto seja elemento·de algum nfvel. 
4,1.36. Axioma d2 oamotel'iaação. 
(L,III) M(x) + 3y(N(y) & x<y) • 
A teor 1 a cujos ax 1oma são (H. I)- (H. X), (L. I)- (L. III) se rã denotada por 
4.1.37. ~osiçãO. Hei- Yx(N(x) ~ M(x)) • 
Demonst~ãO. Se N(x), então xEim(z), a função dada pelo axioma estrutural. 
Logo existe aE0 tal que x=z(a). Como 0 é limite, a+E0 e xEz(a+). 
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4.1.38. Proposição. Hei- IN (U) • 
4.1.39. Pztoposição. Hei- C(U) 
4.1.40. Proposição. H9 i- N(x) & N (y) + xEy v x=y v yex • 
Vamos apresentar os axiomas para que a teoria possua uma estrutura de nfveis 
de tipo sucessoro Em lugar de exigirmos que exista um nfvel, afirmamos que a 
classe universal é um nfvel. 
4.1,41, h:ioma d2 e:ristência. III). 
(S.I) N(U) , 
O axioma estrutural, neste caso, difere de (L.II) pois a Imagem da função 
engloba apenas os nfvels que são conjuntos. Seja e um ordinal qualquer em u. 
4.1,42, DefinigãO. N see {x: N(x)} • 
4,1,43. Arioma estrutuNZ III). 
(S.II) 3z(z:6 + N & z sobre N & YxVy(xee & y<9 & x<y + z(x)ez(y))), 
Denotamos a teoria cujos axiomas são (H.I)·(H.X), (S.I) e (S.II) por Ha+• 
Observar que a estrutura de nfvels de "a+ possui exatamente e+ elementos. Se 
e •• , Hij+ é a teoria de Kelley~Horse, axlomatizada de maneira diferente. Na sec 
ção seguinte estudaremos os modelos naturais de uma das teorias da hierarquia 
apresentada. A teoria estudada será Hw. 
4.2. MODELOS NATURAIS DE H 
"' 
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• • ( M M) • Uma lnterpretaçao para Hw e da forma M • D,N ,E , onde D e um. conjunto 
diferente do vazio, NM é o sub-conjunto dos nfvels e €M é a Interpretação do 
sfmbolo de pertlnênelao 
4.2.1. DefiniçãO. M = (D,NH,cM) é um modelo supep-aompLeto de H00 se e somen 
te se M é um modelo de H00 e são satisfeitas as seguintes condiçÕes: 
(1.) EM é •o (cf. def. 3.0.1) ; 
(11,} Se xcD e yex, então yED 
(111.) Se xt::D e y ~x, então yeD • 
4,2,2. Definição. H • (D,NM,eM) é um modelo naturaL de Hw se e somente se 
M é modelo de Hw e existe um ordinal a tal que M = (R(a),NM,eR(a)). 
O resultado fundamental desta secção é enunciado a seguir. 
4 • 2 , 3 , TeOl'tJma, 
lhna interrpNtação M pQl"{l H00 é um modelo supe1'-00rl'tpleto de Hw se e somente 
se ~stsm cardinais fortemente inacesslveis a 1,a2 , ••• ,a1, ••• (1 ~ 1~ intei~J 
tais que~ se 1 < i < J~ intei~osJ ai < aj e 
A demonstração deste teorema segue a mesma linha das demonstraçÕes dos te 
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oremas 3.1.3 e 3.2.1. Basicamente, vamos relacionar cada nTvel com a classe unl 
versa! de KM. Inicialmente observamos que as noções de Hw são definidas exata -
mente da mesma maneira que as de KM, logo, como mostrou Shepherdson(1S), as no-
çÕes de Hw sao absotutas para qualquer interpretação satisfazendo as condições 
(1.)-(111.) da definição 4.2.1. Vamos determinara forma de NM, seM for um mode 
lo super-completo de Hw• 
4,2,4, Lllma, Se M M • (D,N ,o0) for wn modeto auper-<!ompteto de Hw , então 
M M M N = {N1,N2, •• o}~ I < t, inteiro e, se 1 ~ i < j , inteiPOB# então N~ E 
(Adotamos as convenções estabelecidas no capftulo 3, p. 70 ; logo, N~ é a Inter 
pretação do termo N1, definido em 4.1.35.) 
Damonst~ção. Como as noções de H • • . H sao absolutas paraM, entao, se MI-N lxl, p~ 
ra xED, então , para algum Inteiro n de Hw' 
é consequência imediata do axioma (L.II). 
M 
x ""' Nn+ ... A segunda parte do 1 ema 
Para cada fÕrmula da linguagem de KM e cada nfvel N1 de Hw' vamos definir 
uma transformada , que será uma fórmula da linguagem de Hw. Observar que as va~ 
riãveis utilizadas sao as mesmas e que os termos de~ (a linguagem de~) são 
as variáveis. 
4.2.5. Definição. Sejam A uma fórmula de ~ e Nn um nTvel de Hw; definimos 
A0 indutivamente. 
.. ) Se A é bi=bj' então An • A. e 
b,) Se A . b1obj, então An 
. A. e e 
c.) Se A é V(b 1}, então 
An . b1eNn• e 
d.) Se A . 1e, então An . ,e". e e 
e.) Se A . e v C, então An • e" n e e v c . 
f.) Se A . YbJB' então A0 é Ybj(bJSNn e"). e ... 
Seja M ~ (D, {~,N~, ••• },E0) um modelo super-completo de Hw. Como existe 
uma relação entre os ordinais de Hw 
( M M do escrever M0 • P(N0 ),N0 ,EP(NM)} 
n 
e os ordinais da meta-linguagem, faz senti 
como Interpretação para RM, para cada n~lo 
Como a noção de partes é absoluta para M, então Po· 
demos enunciar a proposição anâloga ao lema 3.1.7. 
4.2.6. Lema. Se M = (D,{N7,N~, •.• J,E 0) é um modeLo super-compLeto de Hul 
se s E EM e A é uma fÓrmuLa de ~ então s satisfaz A se e somente se s 
n 
satisfaz L\". 
Demonstração. A demonstração, por indução sobre o comprimento de A, e análoga 
à demonstração do lema 3.1.7. Vamos mostrar apenas para o caso em·que A é da 
forma n • Yb 1B. Logo, A e Ybl (b. sN 
' n 
B"}. Suponha que s satisfaz A. Logo, 
para toda sequênela s• E IM , diferindo de s no máximo na 1-éstme posição, s 1 
n 
satisfaz B. Seja s 11 e; EM' diferindo de s no máximo na 1-éslma posição. Devemos 
mostrar que 5 11 satisfaz b1s=N0 
... s". Suponha o contrã·rlo; entãe s 11 satfs 
faz b1 s N0 
• n e nao satisfaz B • Como as noções de Hw são absolutas para M, en-
e 
tão sn e; I P(N~). Como s" difere de s no máximo na i-éslma posição, então s''EE M • 
n 
Logo, 5 11 satisfaz B se e somente se s 11 satisfaz e", logo s 11 satisfaz e", em CO!!, 
tradição à hipótese assumida. Logo s" satisfaz b1s: N0 
faz A". A recíproca é trivial. 
n B , donde s satls-
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Demonstração de que a eondição do teorema 4.2.3 é necessária • 
. Em primeiro lugar, vamos mostrar que seM e um modelo super·completo de H 
w 
então M
0
, como definido na pãgina anterior, e um modelo super-completo de KM. 
Pelo lema 4.2.6, basta mostrar que, se A é um axioma de RM , então A" é verda• 
deiro paraM, pois H
0 
satisfaz as condições (i.)-(iiié) de 3.0.2. A demonstra-
ção deste fato segue as mesmas linhas que a demonstração do lema 3.1.8. Assim, 
para cada n ~ 1, Inteiro, existe um cardinal fortemente lnacessrvel a 0 tal que 
N~ • R(a
0
) e, se 1 ~ n < m, Inteiros, a0 < am~ Resta mostrar que D • R{B+l), 
para B • lJ{a1,a2,,,.}. A demonstração ê praticamente idêntica i da proposição 
3,2.3, utilizando-se o axioma estrutural tL.II), o axioma de caracterização (L. 
III) e a proposição 4.1.37. 
DemonstMÇÕ.o de que a condição do teorerm 4.2.3 é suficiente. 
Devido ao fato de que as noções de Hw são absolutas paraM • (R(6+1),{R(a1), 
R(a2), ••• },ER(S+l)), a demonstração é absolutamente análoga à demonstração da 
proposição 3.0.5 (demonstração de que a condição é suficlente).Vamos mostrar que 
os axiomas especiais, (L.I)-(.L.III), são verdadeiros para M. Que (L.I) é ver-
dadeiro para H é Imediato pois NH ~ $. Como os ordinais são absolutos paraM, 
a função cuja existência (L.II) garante é a função que enumera R(a1),R(a2), •••• 
Para mostrar que (L.III) é verdadeiro para H, seja xeR(B+l) tal que existe 
yeR(B+I) com x€y, Logo xeR(S), donde existe um an tal que xeR(an). 
Com este resultado, é fácil notar que, seM é um modelo super-~ompleto de 
T* (cf. 3.2.1), então, com os cardinais fortemente inacessTve1s que o teorema 
3.2.1 garante que existem, é possfvel se obter um modelo super-completo de H. 
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De maneira análoga, seM é um modelo super-completo de H00 obtemos um modelo su-
per-completo de T*. Vale notar que o método utilizado para a caracterização dos 
modelos super-completos de H00 pode ser utilizado, com a mesma finalidade, para 
as demais teorias apresentadas na secção 4.1. 
4.3. CATEGORIAS EM Hw 
O que se segue é uma discussão Informal sobre a formulação da noção de ca-
tegoria em H. Desde a Introdução do conceito de categoria e das noções correia 
w -
tas, tem sido pesqulsada uma fundamentação conveniente para os novos objetos e 
as novas construções matemáticas Introduzidas. Assim, do ponto de vista da teo-
ria das categorias e suas aplicações, seria interessante se poder estudar a ca-
tegoria de todos os conjuntos, de todos os grupos f etc. Estas categorias nao e 
xistem em uma teoria de conjuntos como ZF. Mesmo em KMf podemos formar a cate92 
ria S de todos os conjuntos de RM f mas não podemos obter a categoria de todos 
os funtores de S em S. Este problema se coloca de uma maneira mais concreta (e· 
vitando o linguajar ptatonista): dadas duas categorias c1 e c2' quando seria 
legTtimo se considerar a categoria de todos os funtores de c1 em c2? Virles ai 
ternativas foram propostas com a finalidade de se solucionarem estes e outras 
questões. Aquela que tem sido mais utilizada pelos matemáticos em geral i a de 
se trabalhar em teorias de conjuntos em que se assume a existência de um ou mais 
universos, cuja definição apresentamos a seguir (o desenvolvimento que se segue 
será realizado em Hw). 
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4.3.1. DefiniçãO. (x é um unive~so n~~) 
UN(x) ••• (a conjunção das seguintes cond 1 çÕes:) 
(i.) '(EX ~ ys x ; 
(ii.) W E X ; 
(iii.) yox ~ zYex ; 
(iv. J yox & ZEXY ~ 1m(z)ox • 
4.3.2. Proposição. 1- N(x) ~ UN(x). 
As noçoes de categoria, atasse doa objetos de uma categor1a C (ob(C)) , 
e'Laaae dos morfismos de uma categoria C (mor( C)}, classe dos morfismos entre 
x,ye:ob(C) (homC(x,y)~ j).mtor, tztanafomar;ão natural., etco, podem ser encontra-
das no livro de Maclane(17). 
Uma categoria C é dI ta n .. g2'17J'Uie se e somente se ob (C) c: N
0 
e mor{C) sN
0
• Uma categoria C é n-pequena se e somente se ob(C)EN
0 
e mor(C)e:.N
0
o 
Um exemplo de uma categoria n·grande é a categoria cujos objetos são os e-
lementos de N
0 
e os morfismos são as funções entre estes objetos. Denotaremos 
esta categoria por CON
0
, a categoria dos conjuntos pertencentes a N0 • Se C é 
n-grande, então C é n+1-pequena, pois se xsNn, então xENn+t• Peto axioma da 
substituição, a categoria dos sub-conjuntos finitos de Nn é n-pequena (os mor-
fismos são as funções entre os sub-conjuntos finitos de Nn). Se c1 e c2 são 
duas categorias o-pequenas então c1 X c2 , o produto de c1 e c2 (cf. MacLane(17) 
p. 36) , é uma categoria n-pequena. Se c1 ou c2 for n-grande, então c1 X c2 se 
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rã n .. grande, 
4.3.4. DefiniçãO. Uma categoria n-grande C é Zooaúnente n-pequena se e so -
mente se, para x,yEob(c), homc(x,y)EN0 (cf. Maclane (16)). 
CON é localmente n-pequena, 
n 
das duas categorias c1 e c2, seja 
pois se x,yENn, então homCONn (x,y)-yxEN0o Da .. 
c c1 2 a categoria cujos objetos são os funto-
res de c2 em c1 e cujos morfismos são as transformações naturais entre tais fun 
tores. 
4. 3. 5, Proposição. 
- - c o# (i.) Se c1 e c2 sao o-pequenas, entao c1 2 e n-pequena; 
(ii. J Se c1 é n-grande e c2 é o-pequena., então C1 C2 é n-groande; 
(i i i. J Se c1 é localmente n-pequena e c2 é n-pequena, então t 1 C2 é localmen-
te n-pequena ; 
(i'll. J Se c1 e c2 são n-grandes, então c1 C2 é n+l-pequena. 
Para a demonstração desta proposição, ver Maclane(l]), Po16, com exceção 
do Item (lv.), que é trivial. Quando c2 é n-grande, mesmo com c1 n-pequena, c1 C2 
pode não ser n·grande. Seja c2 • CON0 e c1 a categoria com dois objetos a e b, 
com um Único morfismo (distinto das Identidades) a + b. Considerando-se a e b 
distintos, o cardinal de ob(c 1C2) é o mesmo de zNn. que não pode estar contido 
em N0 o Outra categoria que pode ser obtida é CAT0 , a teoria de todas as categ~ 
rias n·pequenas, cujos morfismos são os funtores entre tais categorias. E fá-
cil notar que CAT0 é localmente n-pequena. A categoria das categorias n·grandes 
é uma categoria localmente n+l•pequena, pela proposição 4.3Q5.(1v.)o 
UNICAMP 
BIBi!OlU' U!'TRAL 
1 o 1 
Seguindo-se as idéias até aqui apresentadas, é possfvel se desenvolver to-
da a teoria de categorias em Hw. As construções básicas da matemática, como a 
do anel dos inteiros, dos corpos dOs reais e dos complexos~ etc., podem serre-
alizadas já em N1, e as construções realizadas em N0 podem ser estudadas, do 
ponto de vista da teoria das categorias, em Nn+1 ou em N0+2, de maneira análoga 
aos exemplos aqui tratados, Como Último exemplo, vamos enunciar o lema de Yoneda 
para categorias localmente n•pequenas. A demonstração pode ser encontrada em 
Maclane(17), p.61. 
4.3.6. Lema de Yoneda • 
Se S:C + CON 
n 
e~ste uma bijeção 
• e um funtor., C . e loealmente n-pequena, e xt:ob(C) , fmtão 
f:NAT(homC(x,-),S) + Sx 
que teva cada t~sformação naturat T ld ., a imagem da i-
x X 
dentidade ldx:x 4 x. (NAT(SpS2) ~o ecm;junto das troansformaçõea naturais de 
s1 em s2.J 
APtNDICE A 
A SEMANTICA DE PRIMEIRA ORDEM 
As definições básicas e o desenvolvimento das propriedades da lÓgica de Pri 
meiPa ordem podem ser encontrados em Mendelson(18) ou em Chang&Keisler(l). Basl-
camente, seguiremos Chang&Kelsler(l), exceto na maneira de introduzir a semânti-
ea, que será adaptada de Mendelson{18). A noção de linguagem de primei~ ordem é 
a usual. As constantes individuais serão denotadas pela letra c, os simbotos 
fUncionais pela letra f, e os slmholos ~!acionais, pela letra p (com ou sem fn-
dlces, em todos os casos). Os slmbotos tôgtcos que consideramos primitivos sao: 
1 (não), v (ou), • (Igual a) e Y (para todo). Existe uma quantidade enúmerável 
de v~áueis individUais, que consideramos ordenadas; nesta ordem, serão den9ta· 
das por b1,b2, ••• ,b1, ••• (I ~ 1)~ Os conjuntos dos te~s e das fÓrmutas de uma 
linguagem são definidos da maneira usualo 
Dada uma linguagem de primeira ordem L, uma interp~taçãO H para L consiste 
em um conjunto D, diferente do vazio, que é o domlnio de H, e uma JUnçãO de in-
M terpreta~o, que associa a cada constante c um elemento c de D, a cada sfmbolo 
• .M r funcional f n~árlo de L, uma operação n-arla r em D e, a cada s mbolo relaclo-
nal n-ârto p de L, uma rela~ão n-ãrta pM em D. Intuitivamente, as variáveis per-
correm os elementos de o. Seja rM o conjunto das sequênclas enumerVels de elemen 
tos de D, Vamos definir uma função s* , para cada se(s 1,s2, ••• ) e rH, que asso-
ela a cada termo de L um elemento de D (H é uma Interpretação para L). 
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A. 1. Definição. A definição de s* é Indutiva: 
( 1 • ) Se b J • s*(r) . r e e Sj • 
(i i • ) Se . uma constante Individual s*(r) . M r e c, e c • 
(111 • ) Se . f(r 1,r2 , ••• ,r0 ), s*(r) é fM(s* (r 1) ,s• (r 2), ••• ,s* (r n)). r e 
A. 2. De[ini9ão. Sejam M uma interpretação para uma linguagem L, A uma fórmula 
(i.) Se A é r 1 ~ r 2, s satisfaz A se e somente se s*(r1) • s*(r2). 
(11.) Se A é p(r1,r2, ••• ,r0), s satisfaz A se e somente se pM(s*(r 1),s*(r2), ••• , 
s*(rn)), 
(111.) Se A é ,8, s satisfaz A se e somente se s não satisfaz B. 
(Tv.) Se A é B v C, s satisfaz A se e somente se s satisfaz 8 ou satisfaz C. 
(v.) Se A é Yb1B, s satisfaz A se e somente se, para toda sequêncla s• E tM, 
diferente de s no máximo na j-éslma posição, s• satisfaz B. 
A.3. Definição. Sejam H uma interpretação para uma linguagem L e A uma fórmula 
de L. A é verdadeira pal'a H, em sTmbo1os, HF A ou FMA' se e somente se toda 
sequêncla s de EM satisfaz Ao 
A,4, Definição, Sejam M uma Interpretação para uma linguagem L e S um conjun-
to de fórmulas de L. H é um modelo de S se e somente se toda fórmula de S é ver-
dade 1 r a para M. 
AP[NDICE B 
A TEORIA DE ZERHELO•FRAENKEL 
Apresentamos, neste apêndice, um desenvolvimento sumário da teoria de conju~ 
tos de Zermelo-Fraenkel (ZF, abrevladamente)o Seguiremos de perto o capftulo 2 de 
Drake(6). ZF é uma teoria de primeira ordem, cuja linguagem possui apenas um sfm 
bolo, o sTmbolo relaclnal binário E o Os sTmbolos ~. i, c:, e c são definidos da 
maneIra usual~ 
B.l. Axioma de extenaionatidade. 
(ZF.I) Yz(zEx ++ ZEy) + x=y o 
> 
Utilizaremos o classificador { ••• :o.o}, definido contextualmenteo 
8.2. Definição. Se A(y) é uma fórmula onde y ocorre livre, 
x E {y: A(y)} aee 3z(~z'(z'Ez- A(z)) & x<z). 
B.3. Axioma do conjunto vaaio. 
(ZF.II) 3xYy(y t x). 
Por 8.2 e 9.3, existe o conjunto definido a seguir. 
B,lt. Defini?áo. $ see {x: x~xl • 
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8,5. Arioma do par. 
(ZF,III) 
8, 6, Definição. 
(i,) {x,yl se e 
(ii.) {x} se e 
(iii.) (x,y) se e 
3x\ly(yex +-> y=z v y=z'), 
{z: z=x v z=y} 
{x,x} 
{{x},{x,y}} 
• 
B.7. Aztoma da união. 
(ZF.IV) 
B.S. Definição. 
8,9. Definição. 
8.10. Arioma dos partes. 
(ZF .V) 
3yYz(ze:y ++ 3z'(ze:z' & z'e:x})o 
Ux see {y: lz(yez & zex)l • 
xUy se e u{x,y} • 
3yVz{ze:y ++ Z~X)o 
P(x) see {y: ysxl. 
(ZF.VI) 3yVz(zey +-> zex & A(z)). 
onde A(z) é uma fÓrmula em que z ocorre livre e y não ocorreo 
8.13, DefiniçãO. 
(i.) xny see {z: zex & ze:y} 
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(ii.J x ~ y see {z: zex & zty} • 
8.14. A:cioma da substitui~. 
(ZF,VII) YxYyYz(A(x,y) & A(x,z) + y-z) + Yz 3x'Yy(ytx' ++3x(xtz & A(x,y))), 
onde A(x,y) é uma fórmula em que x e y ocorrem livre~ e x' não ocorre. 
8,15. A:cioma de infinidade, 
(ZF.VIII) 3x(~tx & Yy(ytx + yU{y)tx)). 
8.16. A:cioma da eseolha. 
(ZF,:OC) Yx(xtz + (x# & Yy(ytz + (x!1y·~ v x•y)))) +3xYy 3z'(ytz + x!1y={z'}). 
8. 17. A:ci.m2 de regularidade. 
(ZF,Xl x~~ + 3y(ytx & y!1x·~). 
Antes de podermos defl nl r a hieNl'qUia de von Neumann (8.23) e os aa:1'dinais 
fortemente inaoess!veis (8.31), que nos interessam particularmente, precisamos 
de algumas noçÕes de ZF. 
B. 18, Definição. nx ••• {z: 3y(ytx) & Yy(ytx + zty) • 
8, 19. Pruposi~. 1- (1~~ • 
8.20. Defini~. 
li.) re 1 (x) se e Yy(ytx + 3z 3z' (y•(z,z'))) 
(ii.) fun (x) se e re 1 (x) & Yy'lz'lz'((y,z)ex & {y,z 1 )Ex + z•z 1) • 
• 
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!Ui.! dom(x) ••• {y: 3z((y,z)<x)} • • 
!iv.) lm(x) ••• {y: 3z((z,y)<x)} 
!v.) -1 X ••• {(y,z): (z,y)<x) 
!vi.) x:y -+- z ••• fun(x) & dom(x)~y • lm(x)s;;z ; 
!vi i.) Yx ••• {z: z:y-+x}~ 
B. 21. Definição. 
li.) con (x) ••• Vy'*lz ( yEx & zt:x ~ yEz v zEy v y•z) ; 
!U.! Ord(x) ••• con(x) & Vy(y<x ~ ysx) ; 
(iii.) X < y ••• Ord(x) & Ord(y) & xEy ; 
fi v. J X < y 
-
••• X< y v x•y ; 
!v.) x+1 (ou x+) ••• xu {x) 
Utilizaremos as letras gregas minúsculas a.,B,y,a',B',y',.oa como variáveis 
para ordinais. 
8.22. Definição. 
li.) suc(x) ••• Ord(x) & 3a.(x"'(l+l v x"'4>) 
!U.! li m (x) ••• Ord(x) & 1 (suc(x)) 
(iii.) I nt (x) ••• suc(x) & Vy(y < X ~ suc(y)) • • 
!iv.! 
"' 
••• {x: I nt (x)} • 
8,23. Definição. R(a) ••• {P(R(B)): B <a) • 
8.24. Proposição. 
(i,) a< B se e soménte se R(a)SR(B) 
(ii,) Se XEY e yeR(a) , xeR(a) 
(Ui.! Se xsy e yeR(a), xeR(a) 
(iv.J R(a+1) • P(R(a)) ; 
(v,) Se llm(a), R(a) • U{R(a): a< a} 
(vi,) Se X é um conjunto ds ordinais, então e:d-ste um ordinal a tal que 
u {R(a): aex} • R(a) • 
Esta proposição pode ser encontrada em Montague&Vaught(l9)o 
B.25. DefiniçãO. I nj (x) 
8,26. DefiniçãO. 
see 
-1 fun(x) & fun(x ), 
(i,) x: y see 3z(lnj(z) & dom(z)•x & lm(z)=y); 
(ii.J Card(x) see Or-d(x) & Ycx(cr. < x _. I (cx:: x)) 
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Com base no axioma da escolha é possfvel mostrar que, para todo conjunto x, 
existe um Único cardinal B {t.e. tal que Card(B)) tal que x = B. Denotamos es 
-te a por x. 
8.27, Definição. Se ~· e B são cardinais, a 8 se e 
8.28. DefiniçãO. a cf a see a~ a. 3z(z:a + a • a - u lm(z)). 
8,29. Definição. cf(a) ••• n{a: a cf a} • 
B.)O. Definição. {a é fot'temente limite). 
f11m(a) see Card(a) & YB(Card(B) & e< a + 2B <a), 
onde 2 é{$,($}) , 
8.31. DefiniçãO. 
lnac(a) see 
(a é um cardinal fwtemente ina<Jes.alvel.) 
w <a & fllm(a) & cf(a)-a. 
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Podemos enunciar o axioma que afirma que todo ordinal é majorado por um car 
dlnal fortemente lnacessTvel~ 
B.32. Azioma de inat!essibitidade. 
(ZF'.XI) Ya3B(Inac(B) & a< B) • 
AP~NDICE C 
A TEORIA DE KELLEY-HORSE 
O que se segue é uma axlomatlzação, em primeira ordem, da teoPia impPedica-
tiva de ctasses. As Idéias básicas desta teoria têm origens nos trabalhos de von 
Neumann e Bernays e foram desenvolvidas por Mostowskt, Morse e Kelley. A aprese~ 
tação que se segue é uma adaptação dos sistemas de Chang&Ketsler(1), p. 510~511, 
e de Kelley(12). Os sfmbolos da linguagem de RM(como designaremos a teoria consl 
derada) são o sfmbolo E e um sfmbolo relactonal unârlo V, tal que a fórmula 
V(x) é lida x é um conJunto, 
C,l, Axioma de eztensionaUdade. 
(I<M. I) YxYy(Vz(zEx ++ zEy) + x=y) • 
C,2, Esquema de classificação. 
(I<M, II) 3xVy(yEx <-+ V(y) & A(y)), 
onde A(y) é uma fórmula em que x nao ocorre. 
As fórmulas xt-y, xl>{, x~y e xcy sao definidas da maneira usual o 
C,3, Definição, Se A(z} é uma fórmula, 
y E {z: A(z)} see 3x(Yz(zEx <-+ V(z) & A(z)) & y<x), 
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C,lt, Definição. 
(i,) xUy see {z: ze:x v ze:y} ; 
(ii.J xf"'ly see {z: ze:x 8i ze:y} 
C. 5. Axioma das partes. 
(KM.III) V(x) + 3z(V(z) & Yy(ysx + y<z)), 
c.6. Axioma da união. 
(KM.IV) V(x) & V(y) + V(xUy). 
C,], Definição, 
(i.) 
' 
see {x: x~xl 
(ii.) u see {x: x-xl 
(iii.) "'x see {y: ytx) ; 
(iv.) X "'Y se e xn(.,y) ; 
(v,) Ux se e {y: 3z(yez & zex)) • 
c,a, Definição. 
(i.) {x) se e {y: V(x) + x=yl 
(ii.) {x,y} see {x}u{y} ; 
(iii.) (x, y) se e {{x},{x,y)) 
C,9, Definição, 
(i.) rel(x) se e Yz (z<x + 3y 3y'(z=(y,y'))) ; 
(i i.) fun (x) see re 1 (x) & VyYzYz'((y,z)<x & (y,z')e:x + z•z 1 ) . 
• 
(iii.) dom(x) ••• {y: 3z((y,z)Ex)} 
(iv.) lm(x) ••• {~: 3z((z,y)<x)l • 
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C.10. Axioma da substituição. 
(m.V) Yx(fun(x) & V(dom(x)) + V(lm(x))). 
C. 11 • Axioma da amalgarnação. 
(m.VI) V(x) + V(Vx), 
C,12. Axioma de infinidade. 
(m.VII) 3x(V(x) & $<x & Yy(yex + yv{y}ex)), 
C.13. Axioma da roegula:r>idade. 
(m.VIn) Vx(x,lq> + 3y(y<x & xl'\y•of>)), 
C,14. DofiniçãO. 
(i.J x(y) see 1'\{z: (y,z)ex} 
(ii.J FE(x) see fun(x) & Yy(yedom(x) + x(y)ey), 
C.15. Axioma da esaolha. 
(I<M.IX) 3x(FE(x) & dom(x)• "'{of>}). 
C.16. Axioma da alasse univel'saz.. 
(No!. X) V (x) ++ 3y (x<y). 
BIBLIOGRAFIA 
1. Chang, C~C. & Ke1s1er, H.J~ Modet Theory. Amsterdam, North~Holland, 1977~ 
554 p. 
2. da Costa, N.C.A. On two systems of set theory. Amsterdam, KOnikl. Ned. Ak. 
Wet., series A, 68: 95-99, 1965. 
3. Two formal systems of set theory. Amsterdam, Xonikl. Ned. Ak. 
Wet., series A, 70: 45~51, 1967. 
4. On the underlylng loglc of two systems of set theory. 
Amsterdam, Konikl. Ned. Ak. Wet., ser i es A, ll: 1-8, 1970. 
5. 
---. a·models and the systems T and T*. Notre Dame .r. of Fo.,.,..L 
Logie, 15: 443-454, 1974. 
6. Orake, F.R. Set Theory. An intzooduction to Zarge cardinats. Amsterdam, 
North-Holland, 1974. 351 p. 
7. Ehresmann, Ch. Catégoriea et structures. Paris, Dunod 1 1965. 
8. Ellenberg, S. & Maclane, S. General theory of natural equ1va1ences. Trana. 
Ame~. Math. Soe., 58: 231-294, 1945. 
9. Feferman, S. Set-theoretical foundatlons of category theoryQ In: Reporte 
of the ~dWeat Category Seminar (III). New York, Springer-Verlag, 1969. 
P. 201-247. (Lecture notes In mathematics, 106). 
113 
114 
10. GHdel, K. The Conaistency of the Continuum Hypothesis. Prtnceton, Prlnc. 
Unlv. Press, 1940., (Ann. math. studies 3). 
11. Grothendieck, A. et ali I. Théorie de Topos et Cohomotogie EtaZe des Sehémas. 
2 ed. New York, Sprtnger~Verlag, 1972. 525 p. (Lecture notes In math., 269) .. 
~ 
12, Ke11ey, J.L. GenePar Topology. New York, Sprlnge•~Ver1ag, 1955. 258 p. 
(Graduate texts In mathematlcs, 27). 
13. Kreisel, G. Category theory and the foundatlons of mathematlcs. Appendix 
li to (9). 
14. Lawvere, F.W. lhe category of categorles as a foundatlon of mathematlcs. 
In: Proa. of the Conference on Catef!ol'i"ar Alf!ebzoa, La Jorra 1965, New York, 
Sprlnger-Verlag, 1966. P. 1-20. 
15. Maclane, S. Locally small categorles and the foundations of set theorya In: 
16. 
17. 
~e. Symp. on the Foundationa of Mathematios, Infinitistio Methods. Warsaw, 
1959. P, 25-43. 
----- • One unlverse as a foundatlon for eategory theoryo In: Repo1'tB 
of the MidMest Category Seminar (III). New York. Springer-Verlag, 1969o 
Po 192•201. (Lecture notes in mathematlcs, t06)o 
• Catego~es foi' the Working Mathematician. New York, Sprlnger-
Verlag, 1971o 262 P• (Graduate texts In mathematics, S)o 
18. Hendelson, E. Int'I"Od.uation to Matherra:ztical Lo(ri,c. 2 ed. New Vork 1 D. Van 
Nostrand, 1979. 328 p. 
115 
19. Hontague, R. & Vaught, Rolo Natural models of set theories. Warsaw, FUnd. 
Math,, 47: 219·242, 1959. 
20. Orey, S. On w-consistency and related properties. Providence, J. symb. 
Logia, l!_: 246·252, 1956. 
21o Shepherdson, J~Co lnner model for set theory, I; li; li lo Provldence, J. 
Symb. Logia, 16: 161-190, 1951; .!l: 225-237, 1952; _!!: 145·167, 1953. 
22." Tarskt, A. Ueber unerrelchbare Kardlnalzahlen. Warsaw, Fund. Math., lQ.: 
68·89, 1938. 
