This paper proposes the class of generalized leastsquare-error (GLSE) precoders for multiuser massive multipleinput multiple-output (MIMO) systems. For a generic transmit constellation, the GLSE precoders minimize the interference at user terminals assuring that some given constraints on the transmit signals are satisfied. The general form of these precoders enables us to impose multiple restrictions at the transmit signal, such as limited peak power and restricted number of active transmit antennas. The performance of these precoders is analyzed in the large-system limit. It is shown that the output symbols are identically distributed, and their statistics are described with an equivalent scalar GLSE precoder. To demonstrate the applications of the proposed framework, we employ the GLSE precoding to form transmit signals over a discrete alphabet and to select an effective subset of transmit antennas. Our investigations show that a computationally efficient GLSE precoder requires 41% less active transmit antennas than the conventional selection protocols in order to achieve a given level of input-output distortion.
are effectively addressed by shifting to the millimeter wave spectrum [7] . Operational bottlenecks however have not been yet precisely studied in this context. An example is the high overall radio frequency (RF)-cost of massive MIMO systems which makes them costly to implement. In contrast to physical challenges, operational bottlenecks could be overcome by effective design of inexpensive system modules and employing more advanced algorithms to compensate for their limited abilities [8] [9] [10] [11] [12] .
A key module in downlink MIMO transmission is the precoder which maps the data signal to a precoded signal in order to compensate for the distortion caused by the channel. The precoder shifts most of the processing load towards the base station (BS) which, compared to user terminals (UTs), is less limited in terms of computational capacity and power supply. Conventional approaches for precoding are to either utilize simple linear precoders, e.g., maximum ratio transmission (MRT) and regularized zero forcing (RZF) [13] , with low computational complexity, or to employ more advanced nonlinear schemes such as Tomlinson-Harashima [14] and nonlinear vector perturbation [15] at the expense of higher complexity. The main constraint on the output signal, considered by these approaches, is to have limited average transmit power. In massive MIMO systems, however, the transmit signal is restricted by various other constraints introduced by the available operational issues. As a result, several bodies of work tried to develop techniques which address more restrictions at the precoding stage. These techniques often focus on a particular limitation, and try to modify the available precoding schemes with respect to it. An example is [16] in which the authors were interested to limit the peak-to-average power ratio (PAPR) in downlink transmission. To this end, they introduced the nonlinear per-antenna constant envelope precoding which constructs transmit signals with constant amplitudes.
A. Precoding via Regularized Least Squares Regression
The key contribution of this study is to deviate from the conventional approaches and consider precoding as a constrained optimization problem. In this respect, precoding is interpreted as a signal shaping task for which several classical approaches can be employed. To illustrate this point, consider a basic multiuser downlink MIMO setting with K single-antenna users and N transmit antennas at the BS. Let H ∈ K×N represent the matrix of channel coefficients. 1536 -1276 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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A precoding scheme is, in general, a function which assigns a distinct N -dimensional signal x ∈ N to each vector of user data symbols s = [s 1 , . . . , s K ] T ∈ K . Here, is the precoding support which comprises all possible transmit constellation points, e.g., for quadrature phase shift keying (PSK) = {±1 ± j}. In this case, the vector of received signals at the UTs reads y = Hx + z (1) where y = [y 1 , . . . , y K ] T ∈ K with y k and z ∈ K denoting the receive signal of user k and thermal noise, respectively. The ultimate goal in designing a precoder is to design the function from s to x, such that the UTs only deal with thermal noise. Assuming that the transmit signal x is required to fulfill some desired constraints, e.g. x 2 ≤ P for a given P , the task of precoding design is interpreted as follows:
We intend to find a function from s to x which minimizes the residual sum of squares (RSS) at UTs, i.e. Hx − s 2 , and satisfies the desired constraints. By this interpretation, precoding is equivalent to the linear regression problem with the regularized least squares (RLS) method in which, given a set of constraints, the RSS is minimized. This connection between RLS and precoding was initially observed in [17] where the nonlinear least square error (LSE) precoder was developed to address transmit power restrictions for a large class of signal constellations. For given s and H, the nonlinear LSE precoder reads
In fact, this precoding scheme describes the RLS method with a quadratic regularization term. The optimization problem in (2) simultaneously minimizes the RSS and controls the transmit power by penalizing the objective function with the 2 -norm of v. The main advantage of this scheme compared to conventional algorithms is the generality of the precoding support which yields to address a broader set of operational restrictions, such as transmission with limited PAPR and discrete constellations. A similar approach has been taken for precoding with 1-bit digital-to-analog converters in [18] .
The RLS regression method can be developed to address other operational restrictions at the precoding stage. An example of such restrictions appears in transmit antenna selection (TAS) in which, at each channel use, a subset of transmit antennas should be turned off. Transmit antenna selection (TAS) is a classic low-complexity approach in massive MIMO systems aiming to reduce the overall RF-cost [19] [20] [21] . Using the RLS method with a proper regularization term, this constraint can be straightforwardly addressed at the precoding stage. This is, in fact, one of the various applications of RLS-based precoding. We discuss this application with more details in the sequel.
B. Applications to Antenna Selection
Conventionally, transmit antenna selection (TAS) is done prior to precoding via a selection algorithm. The transmit signal is then constructed for the selected antennas. In addition to RF-cost reduction, antenna selection is shown to enhance the performance in some MIMO settings [21] [22] [23] . For a given performance measure, e.g., the achievable sum-rate or the mean squared error (MSE), the optimal selection approach is to find the subset of antennas which optimize the measure. Nevertheless, this approach often confronts us with an exhaustive search whose complexity grows exponentially with the number of transmit antennas. Due to computational intractability of optimal TAS, suboptimal greedy algorithms are employed in practice. These algorithms pose polynomial computational complexity at the expense of performance degradation; see [24] [25] [26] for some particular greedy selection algorithms.
The studies on TAS in MIMO settings with large transmit antenna arrays are roughly classified into two lines of work: 1) Most studies consider scenarios in which the number of active antennas remains fixed while the total number of antennas grows large, e.g., [19] , [20] . 2) In contrast to the previous case, one can consider scenarios in which the number of selected antennas grows large proportional to the total number of transmit antennas, such that the fraction of active transmit antennas is kept fixed.
In Case 1, the crucial question is to see whether the largesystem properties, such as channel hardening, are preserved; see for example the study in [20] . In fact, in Case 1, the number of active transmit antennas does not scale with the system dimensions, and the growth in the total number of antennas impacts the performance implicitly through the antenna selection algorithm. The investigations have demonstrated that in this case the large-system properties still hold even by simple selection approaches. In contrast to Case 1, the preservation of large-system properties is obvious in Case 2, since the number of selected antennas grows large linearly with the total number of antennas. Hence, the fundamental analytic task in this case is to characterize the performance of optimal antenna selection and investigate the possible degradation caused by using suboptimal selection algorithms. In this respect, there are several questions left unanswered in this case, e.g., optimal performance for antenna selection.
Restricting the number of active transmit antennas mathematically means that a certain fraction of entries in the transmit signal x should be zero. These zero entries represent passive antennas. Following the earlier discussions, this constraint is imposed on the transmit signal, simultaneously with RSS minimization, using the RLS method. For this aim, the RSS at UTs, i.e. Hx − s 2 , is regularized with respect to the sparsity of x. From compressive sensing [27] [28] [29] , we know that proper choices for such a regularization are the 0 -norm 1 and the 1 -norm of x.
C. Contributions and Analytic Tools
This paper introduces a precoding scheme, based on the RLS regression method. In contrast to earlier approaches, e.g. [17] , [30] , which focus on a particular restriction, the proposed scheme addresses a large variety of instantaneous constraints on the transmit signal with antenna selection being just one of them. We characterize the performance of this precoding scheme by deriving the large-system limit of the RSS, as well as the asymptotic statistics of the transmit signal. Our investigations demonstrate that transmit symbols are identically distributed and follow the distribution of an equivalent scalar precoder. This observation is referred to as the asymptotic marginal decoupling property. As exemplary applications of our results, we employ the proposed scheme to address TAS and M -PSK transmission. Our analytic results are derived via the replica method which has been developed in statistical mechanics for the analysis of spin glasses. A brief introduction to this method is given through the analyses in Section V.
D. Notations
We represent scalars, vectors and matrices with non-bold, bold lower case and bold upper case letters, respectively. A K ×K identity matrix is shown by I K , and H H indicates the conjugate transpose of the matrix H. The notation ⊗ denotes the Kronecker product. The set of real and integer numbers are denoted by Ê and , respectively, and their corresponding nonnegative subsets are shown by superscript (·) + . represents the complex plane. For s ∈ , the real part, imaginary part, magnitude and phase are shown by {s}, {s}, |s| and s, respectively. x p for p ≥ 1 denote the p -norm of x, and x 0 is the 0 -norm defined as the number of nonzero entries. For a random variable, p(·), f (·) and F(·) represent the probability mass function (PMF), probability density function (PDF) and cumulative distribution function (CDF), respectively. The expectation is denoted by E . For brevity, the set of integers {1, . . . , N} is abbreviated as [N ] . Whenever needed, we consider the precoding support to be a discrete set. The results are however given in full generality and hold for continuous choices of , as well.
II. PROBLEM FORMULATION
Consider the multiuser downlink MIMO scenario given in (1) in which the channel matrix H ∈ K×N represents a frequency-flat fading channel and is modeled as a random matrix whose Gramian J = H H H has the eigendecomposition J = UDU H . Here, U N ×N is a random unitary matrix with Haar distribution, 2 and D N ×N is a diagonal matrix with nonzero elements {λ n } for n ∈ [N ] which denote the squared singular values of H. We assume that the empirical CDF of the squared singular values, defined as
asymptotically converges to a deterministic CDF F J , i.e., 
. This definition is extended to matrix-valued arguments as follows: Let M N ×N = VΛV −1 with Λ being the diagonal matrix of eigenvalues, and V being the matrix of eigenvectors. Then,
This ensemble of channel matrices comprises a large class of MIMO channel models including the well-known independent and identically distributed (i.i.d.) flat Rayleigh fading and uncorrelated low-rank fading models [32] . We assume that the dimensions of H grow large, such that the load, defined as α := K/N , is kept fixed and is bounded. It is further assumed that the channel state information (CSI) is available at the BS. The transmit signal x ∈ N , for some ⊆ , is constructed from the data symbols of the users {s 1 , . . . , s K } and the channel matrix H via a generalized least square error (GLSE) precoder which is defined as follows:
Definition 1 (GLSE precoders): For a given power control factor ρ and the channel matrix H, the GLSE precoder with the penalty function u(·) : N → Ê and support is defined as
which maps the data vector s K×1 = [s 1 , . . . , s K ] T ∈ K onto an N -dimensional vector. The transmit vector, i.e. x = glse(s|ρ, H), is fed into the RF front-end for transmission. We further consider the following assumptions: 1) s K×1 = [s 1 , . . . , s K ] T is an i.i.d. zero-mean and unit-variance complex Gaussian vector. 2) ρ is a non-negative real constant. 3) u(·) is a general penalty function which decouples, i.e. u(v) = N n=1 u(v n ). 4) z K×1 is i.i.d. zero-mean complex Gaussian with variance σ 2 , i.e., z ∼ CN 0, σ 2 I K . Remark 1: In GLSE precoding, the precoder is a nonlinear function of the data symbols, in general. In other words, a GLSE precoder does not necessarily reduce to a linear function whose slope only depends on the channel matrix. In this sense, GLSE precoding is considered as a so-called symbol-level precoding scheme [33] , [34] .
For several choices of penalty and support, the GLSE precoder reduces to a known scheme. For example, for
This is in fact the well-known linear RZF precoder [13] .
A. Performance Measures
In general, the performance of a precoder can be characterized w.r.t. various metrics, e.g., the MSE or the achievable rate. Here, we consider the achievable ergodic rate per user which is
In ( 
Using the equality h (s k |y k , H) = h
where † is concluded due to the facts that s k is independent of H and h (x|y) ≤ h (x). Noting that w k (H) and z k are independent, we can further write
where ψ k denotes the variance of w k (H), and the equality in holds when w k (H) is Gaussian. Since s k ∼ CN (0, 1), one can bound the ergodic achievable rate for user k from below as
By substituting in (5) , one derives the following bound on the achievable ergodic rate per user
where is derived using Jensen's inequality and is tight when
gives a lower bound on the achievable ergodic rate in terms of the total interference at the UTs. The term describing the interference in (10b) is in fact the RSS at UTs. We refer to this RSS term as the asymptotic distortion and define it below in Definition 2. Definition 2 (Asymptotic Distortion): For a given power control factor ρ, the asymptotic input-output distortion is denoted by D(ρ) and defined as
Noting that D (ρ) = K k=1 ψ k /K, we can conclude the following lemma from (10b).
Lemma 1: In the large-system limit, the achievable ergodic rate per user R Erg is bounded in terms of the asymptotic distortion D (ρ) from below as
To investigate the statistical properties of the transmit vector, we further define the asymptotic marginal of the transmit vector x as follows. 
The asymptotic marginal of f (x) over the limit of Ï is
. The asymptotic marginal describes the statistics of the transmit vector. To illustrate the functionality of this measure, let The asymptotic marginal enables us to determine the asymptotic marginal distribution of the transmit symbols and to justify the marginal decoupling property of GLSE precoders. This property is presented in Section III-C.
III. LARGE-SYSTEM CHARACTERISTICS
OF GLSE PRECODERS We derive the asymptotic characteristics of the GLSE precoders via the replica method. This method was originally developed in the theory of spin glasses. However, it was later used for large-system analysis in several other contexts including multiuser communications and information theory. The results given by the replica method are considered to be mathematically non-rigorous. In fact, the validity of the replica-based derivations relies on a series of analytical conjectures which are, in general, intractable to justify. Nevertheless, for several particular problems, the results are shown to coincide with rigorous derivations; see for instance [35] , [36] .
Following the standard replica methodology, we derive first the replica symmetry (RS) solution for the asymptotic parameters D (ρ) and M Ï f (x). This solution is derived by considering some simplified technical assumptions. 3 For some special cases of the RLS problem, the RS solution has been shown to recover the exact value of the asymptotic parameters; see for example [35] , [36] . Inspired by these results, we conjecture that for a large variety of penalty functions and precoding supports, the RS solution gives the exact values of D (ρ)
and M Ï f (x). This conjecture has been validated for some exemplary scenarios via numerical simulations.
There are however some particular variations of the RLS problem, with singular penalties or supports, in which the RS solution is not consistent with the available rigorous bounds on the performance; see [17] , [37] , [38] . In these scenarios, the RS solution gives in fact approximations of D (ρ) and M Ï f (x), which become loose in some ranges of system specifications. Throughout numerical investigations, we observe the existence of such behavior for GLSE precoding over the PSK constellations. To further characterize accurately the asymptotic performance in these particular cases, we employ the replica symmetry breaking (RSB) scheme [39] , and derive the one-step RSB solution. This solution gives more accurate approximations of D (ρ) and M Ï f (x). In the following, we state the RS and one-step RSB solutions. The derivations of these solutions are given in Section V, where the large-system analysis is outlined.
A. The Replica Solutions
Here, R J (·) denotes the R-transform of F J . Define
Then, the RS solutions for the asymptotic marginal of f (x) and asymptotic distortion are given by M Ï
respectively, when χ and p satisfy the following coupled system of fixed-point equations
In case of multiple solutions, the fixed-point is chosen such that D RS is minimized. Throughout the numerical investigations in the next section, it is observed that the RS solution is consistent with the simulation results in several applications. Following the discussions in the literature, e.g. [40] , we conjecture that for settings with convex penalties and supports, the RS solution tightly tracks the exact value of the asymptotic parameters D (ρ) and M Ï f (x). Although this claim can be numerically investigated for particular examples, it is not rigorously justified, yet. We hence leave this statement as a conjecture.
Despite the above discussions, there are some particular choices of the penalty and support for which the RS solution is not exact. 4 Examples of such cases can be found for mathematically relevant problems in [17] , [37] , [38] . As mentioned earlier, a more accurate approximation of the asymptotic parameters in these cases are given by the RSB solutions [39] . In general, an RSB solution can have multiple number of breaking steps. For sake of tractability, we present only the one-step RSB solution here. Discussions on further extensions to more breaking steps can be found in [41, Appendix A] .
Result 2 (One-step RSB Solution): For some given χ, p, μ and c, let ρ rsb
given in (20) , shown at the bottom of this page. In (20) , φ (·; ρ) denotes the PDF of a zero-mean complex Gaussian random variable with variance ρ. The one-
respectively, when
, and χ, c, μ and p satisfy
with indicates the 4 We later show the existence of such a scenario for GLSE precoding in Section IV.
marginal distribution of s rsb 1 determined by
D KL (p s rsb 1 φ(·; ρ rsb 1 )) denotes the Kullback-Leibler divergence (relative entropy) between p s rsb 1 and a zero-mean complex Gaussian distribution with variance ρ rsb 1 defined as
If there are multiple solutions for χ, p, c and μ, the solution is chosen, which minimizes D RSB (ρ).
B. Validity of Replica Solutions
There are several approaches to verify whether the RS solution is consistent with the asymptotic parameters or further investigations via RSB are required. A basic approach is the so-called zero-temperature entropy test. This test follows the fact that when a given replica solution is exact, the entropy of its corresponding thermodynamic system 5 at zero temperature must be zero. In this respect, one determines the zerotemperature entropy for the RS solution, and checks whether it is zero or not. In several examples, it was observed that when the RS solution is not exact, the RS zero-temperature entropy, is negative. Such an observation clearly indicates the requirement of further investigations via RSB. For the onestep RSB solution, this test can be repeated to study the consistency of the solution. In general, the zero-temperature entropy monotonically converges towards zero with increasing number of breaking steps. The limit can be reached by either zero, finite, or infinitely many breaking steps.
In scenarios in which both the RS and one-step RSB solutions are not consistent, it is shown that the exact asymptotic distortion is bounded from below by both the RS and onestep RSB solutions. The bound given by the one-step RSB is tighter than the RS one. For the RSB solutions with more breaking steps, this lower bound becomes tighter. In this case, the RSB solution with infinite breaking steps meets the exact asymptotic distortion 6 [43] , [44] . Further discussion on consistency tests is out of the scope of this study. The interested reader is referred to [45] .
C. Marginal Decoupling Property
Results 1 and 2 indicate that the asymptotic marginal of x has the following properties: 1) For any function f (·), it does not depend on the index set Ï. 
for ξ = [R J (−χ)] −1 . s dec = s rs for the RS solution, and s dec = s rsb 0 + s rsb 1 for one-step RSB. These findings state that the statistics of x = glse dec (s dec |ξ) describe the asymptotic statistical properties of the output entries. In other words, one can conclude that all the output entries of x are asymptotically identically distributed with a marginal distribution equal to the distribution of x. We refer to this phenomenon as the marginal decoupling property.
Result 3 (Marginal Decoupling Property): The transmit symbol x n for n ∈ [N ] converges in distribution to random variable x = glse dec (s dec |ξ) as N grows large, where glse dec (·|ξ) is defined in (25) , and s dec = s rs for the RS solution and s dec = s rsb 0 + s rsb 1 for the one-step RSB solution. Proof: The property is directly concluded from Results 1 and 2 by employing methods from the classical moment problem [46] and taking the same steps as in [38] . The proof is skipped here due to the similarity to [38] and only shown in the extended version of this manuscript [41] .
We call x the decoupled transmit and s dec the decoupled input symbol. glse dec (·|·) is moreover referred to as the decoupled GLSE precoder. Note that the decoupling property determines the marginal distributions of transmit entries x n and does not describe the correlation among them. Note also that the decoupled precoder only has the same asymptotic output statistics as the true precoder. Thus, it cannot replace the true precoder in practice. However, it can be used as a substitute for the true precoder for the purpose of performance analysis.
IV. APPLICATIONS OF GLSE PRECODERS
The generality of the penalty and precoding support in GLSE precoders lets us consider several transmission constraints. Moreover, various well-known precoders, whose exact performances are not completely known in the literature, can be considered as special cases of GLSE precoding. In this section, we study several forms of the GLSE precoders which address various restrictions on the transmit signal, namely scenarios with limited numbers of RF-chains and M -PSK constellations. We employ the replica solutions to characterize these precoders. Further applications can be found in the extended version of this manuscript [41] .
Since the results enclose the class of unitarily invariant channel matrices, the performance of GLSE precoding can be investigated for several fading models. Throughout the investigations, we consider a standard i.i.d. flat Rayleigh fading channel whose channel matrix in the downlink reads
Here, G K×N has i.i.d. zero-mean Gaussian entries with variance 1/N , and A = diag [a 1 , . . . , a K ] is a diagonal matrix with a k being non-negative real variables for k ∈ [K]. G models the multipath effect and A describes the path-loss and shadowing. The diagonal entries of A are considered to be random variables whose mean values depend on the positions of the users in the network. We denote the limiting empirical cumulative distribution of {a 1 , . . . , a K } by F snr . To employ the asymptotic results, the R-transform of J = H H H is required to be derived. By considering the channel model in (26) , one notes that A H = A and writes J = G H AG. For the case of A = I K , the asymptotic distribution F J follows the Marcenko-Pastur law which implies that the R-transform in this case is given by R J (ω) = α (1 − ω) −1 [47] , [48] . When A = I K , F J is derived from the results in [49] which leads to 7
For sake of brevity, we assume A = I K throughout analytical investigations. The results straightforwardly extend to cases with A = I K , by substituting (27) into the derivations.
A. Optimal Antenna Selection
Assume that the precoded symbols can be taken from the whole complex plane, i.e., = . This assumption means that the transmit signal is not restricted in terms of PAPR. 8 In this section, we employ the GLSE precoding to simultaneously restrict the number of active antennas and the transmit power. For this aim, we set
The first term in (28) controls the transmit power, i.e., x 2 /N , and the second term restricts the fraction of active transmit antennas, i.e., x 0 /N . In this case, a pair of constraints on the transmit power and the number of active antennas are satisfied by tuning λ and λ 0 , correspondingly. We will discuss this tuning problem throughout the derivations in this section.
Considering the asymptotic distortion as the metric which measures the performance of the system, the GLSE precoder with penalty in (28) is the optimal algorithm for joint power control and TAS, since it solves the corresponding constrained optimization problem. The algorithm is however computationally complex, since the number of searches, needed for finding x, grows exponentially large w.r.t. N . An effective algorithm is obtained by relaxing the 0 -norm term in (28) by the 1 -norm. We discuss this alternative algorithm later on.
Remark 2: One should note that in GLSE precoding, the signal constraints are satisfied instantaneously. Considering TAS, this means that active transmit antennas are selected by the GLSE precoder in each transmission interval. In practical settings, one might be interested in some approaches in which active antennas are selected on a lower rate. This issue can be further addressed by a standard extension of the current GLSE precoding scheme such that the precoder constructs a frame of transmit signals from a block of data symbols jointly. Further discussions on this extension is presented in [41, Appendix D] .
Asymptotic Distortion: The decoupled GLSE precoder for (28) 
for ξ := α −1 (1 + χ) where s rs ∼ CN (0, ρ rs ) and the threshold τ 0 is given by τ 0 := ξλ 0 (1 + ξλ). Moreover, for an i.i.d.
Gaussian H, ρ rs is given by
By determining the asymptotic marginal of the transmit signal for f (x) = |x| 2 , it is observed that p represents the average transmit power, i.e. p = lim N ↑∞ E x 2 /N , which reads
and χ ∈ Ê + satisfies the following fixed-point equation which is coupled with (31)
The decoupled setting in (29) indicates that the decoupled transmit signal x is obtained by hard thresholding of the decoupled input s rs . The threshold level τ 0 depends on λ 0 . By setting λ 0 = 0, the threshold reduces to zero, and therefore, the GLSE precoder under study describes the output distribution of the transmit signal constructed via the RZF precoder; see [17] . The asymptotic distortion in this case is calculated by
for p and χ fulfilling (31) and (32) .
Tuning λ and λ 0 : To satisfy a desired pair of constraints on the transmit signal, λ and λ 0 need to be tuned. To this end, we note that the asymptotic average transmit power for given λ and λ 0 is determined in (31) . Moreover, the asymptotic fraction of active antennas, defined as
is calculated from the asymptotic marginal of the transmit signal for the indicator function, i.e. f (x) = 1 {x = 0}. This leads to
In systems with large dimensions, λ and λ 0 are tuned using (35) and (31) as follows: Assume that the transmit power and the fraction of active transmit antennas are desired to be P 0 and η 0 , respectively. In this case, one can find the corresponding λ and λ 0 from the coupled equations in (31), (32) and (35) by setting p and η equal to P 0 and η 0 , respectively. Numerical Investigations: Fig. 1 shows the asymptotic distortion in terms of the inverse load, i.e. α −1 = N/K, for multiple asymptotic fractions of active antennas. The control factors λ and λ 0 are tuned such that p = 0.5, and the power control factor is set to ρ = 1. As a benchmark, we also plot the distortion for a well-known TAS algorithm based on sorting the channel gains. This algorithm is illustrated in Appendix A. When the number of active antennas grows large linearly with the total number of transmit antennas, this benchmark algorithm performs close to random selection. This is observed in Fig. 1 where the algorithm is run for N = 64 antennas. Fig. 1 . Asymptotic distortion vs. inverse load α −1 = N/K for p = 0.5 and multiple TAS constraints. The solid lines show the RS so-lutions. For random and strong channel TAS, the subset of the active transmit antennas are first selected via the corresponding selection al-gorithm and then precoded via the RZF precoder. The GLSE precoder with 0 -norm penalty is computationally intractable to implement for η = 1, since its computational complexity grows exponentially with N . The result for RZF precoding, i.e. η = 1, is consistent with simu-lations.
We hence consider the asymptotics of random TAS 9 as the reference and compare the GLSE precoder against it.
As the figure depicts, for a given constraint on η, the GLSE precoder significantly outperforms the RZF precoder with random TAS. To quantify the improvement, we sketch the asymptotic distortion for the RZF precoder with random TAS considering several values of η. The numerical investigations show that the performance of the GLSE precoder with η = 0.3 is tracked by random TAS when 65% of antennas are set active. Therefore, the proposed GLSE precoder with 0 -norm penalty needs around 0.35N less active antennas than random TAS. This means 54% of reduction in the number of active antennas. This gain reduces to 0.25N at η = 0.7. As mentioned earlier, this significant improvement in the performance is achieved at the expense of high computational complexity.
B. Antenna Selection via Convex Penalty
From the literature of compressive sensing [27] [28] [29] , it is known that an effective and computationally tractable approach for sparse recovery is LASSO regression [50] . In this approach, the sparsity of the signal is approximated via the 1 -norm leading to a convex recovery algorithm which is solved within polynomial time. Invoking this relaxation, one can restrict the number of active transmit antennas, as well as the transmit power, via GLSE precoding by setting
For convex choices of , this GLSE precoder solves a convex optimization problem, and therefore, is posed by linear programming. 9 By random selection, in this case, we mean that the transmitter selects the subset of active antennas randomly and precodes over them using the RZF precoding scheme. To investigate the performance of this GLSE precoder, we consider the case with no PAPR restriction, 10 i.e. = .
In this case, the decoupled GLSE precoder is given by
where τ 1 := ξλ 1 /2 for ξ := α −1 (1 + χ) and the decoupled input reads s rs ∼ CN (0, ρ rs ) with ρ rs given in (30) . The average transmit power p in this case is determined by p = ρ rs
with Q(·) denoting the standard Q-function. The asymptotic fraction of active antennas reads
Moreover, the scalar χ is found by solving the fixed-point equation
Considering the decoupled GLSE precoder in (37) , one observes that under 1 -norm minimization the decoupled precoder is a soft thresholding operator which reduces to a linear precoder as λ 1 tends to zero. For given constraints on the transmit power and the fraction of active antennas, the tuning strategy follows the approach illustrated in Section IV-A. Numerical Investigations: The asymptotic distortion for this precoder is plotted as a function of the inverse load in Fig. 2 . Here, we set p = 0.5. The values of λ and λ 1 are tuned for the given power and TAS constraints via the tuning strategy illustrated in Section IV-A. For sake of comparison, Fig. 3 . Lower bound on the achievable ergodic rate per user vs. α −1 = N/K for the GLSE precoders with 0 -and 1 -norm penalty at average transmit power p = 0.5. The green and blue curves denote plots for η = 0.3 and η = 0.7, respectively. R L Erg has been maximized over ρ numerically. The average SNR, defined as SNR := p/σ 2 , is set log SNR = 0 dB. For comparison, the bound is further sketched for RZF precoding and random TAS.
we further sketch the result for 0 -norm minimization, as well as random TAS. As it is observed, the computationally feasible GLSE precoder based on 1 -norm minimization consistently tracks the optimal performance with a slight degradation. To get a quantitative comparison, we fit the distortion curve with the one given for random TAS. The performance of GLSE precoding with 1 -norm penalty at η = 0.3 is tracked via random TAS with η = 0.51. This means that by using LASSO regression 0.21N less active antennas are required compared to random TAS. Recalling that this gain is 0.35N for optimal TAS, we conclude that 0.14N less antennas are saved, in this case. Nevertheless, we still get a significant enhancement compared to the benchmark performance.
In order to validate the result given via the replica method, we further determine the distortion of the precoder numerically using CVX [51] , [52] . The simulations are given for the same set of system parameters considering N = 64 transmit antennas. Moreover, λ and λ 1 are set to be the ones determined by tuning the asymptotic results. It is seen that the asymptotic results accurately match the performance of the precoder even in finite dimensions. The accurate consistency of the results moreover validates our tuning strategy, and indicates that the large-system results can be employed to tune GLSE precoders in finite dimensions.
From Lemma 1, one can calculate the lower bound on the achievable ergodic rate of the GLSE precoders given in Sec-tions IV-A and IV-B. This lower bound is sketched against the inverse load in Fig. 3 for η = 0.3 and η = 0.7. Here, the signal-to-noise ratio (SNR) is defined as SNR := p/σ 2 and is set to log SNR = 0 dB. The lower bound is optimized over ρ. For sake of comparison, this bound is further plotted for the cases of RZF precoding and random TAS.
C. Antenna Selection for Discrete Constellations
Some new suggestions for MIMO transmitters have proposed structures whose transmit signal is taken from a discrete constellation. An example is the load-modulated single RF (LMSRF) transmitter in which multiple load modulators, fed by a single RF-chain, construct the transmit constellation [12] , [53] , [54] . Each load-modulator in this case is equipped with some switches, and the cardinality of the transmit constellation is restricted by the total number of transmit states, e.g., for three switches, there are eight possible states. For these transmitters, conventional precoders cannot be employed individually, as for the majority of the schemes in the literature = . The classic approach in this case is to add another module at the transmitter which bounds the signal amplitude by further processing. Another example is a MIMO system with low-resolution digital-to-analog converters where the precoding support is restricted with the output of the digital-to-analog converters [18] .
The generality of the precoding support in the GLSE scheme, however, enables us to precode the data directly over a discrete constellation. In [55] , a special class of GLSE pre-coders, i.e., nonlinear LSE precoders, was considered to address the M -PSK constellations when the whole transmit antennas are set active. We extend the analysis to the case with TAS. To this end, let
The precoder in this case maps the data to a vector whose symbols are either taken from an M -PSK constellation or are zero. In general, the number of active transmit antennas is restricted by the penalty in (28) . Nevertheless, for the M -PSK constellation, 2 -and 0 -norm are related via x 2 = P x 0 indicating that any restriction on the transmit power limits the number of active antennas. Consequently, TAS can be enforced in this case by a quadratic penalty function, 11 i.e. u(v) = λv 2 . For this GLSE precoder, the decoupled precoder is given by
with s rs ∼ CN (0, ρ rs ) and ρ rs given in (30) , where the threshold τ d is defined as
for ξ := α −1 (1 + χ) and k 0 := arg max k Θ (k| s rs ) with Θ (k|θ) := cos (2kπ/M − θ). The decoupled precoder in this case describes a thresholding operator over the M -PSK constellation in which the magnitude of the decoupled input is first compared to τ d , and then, its non-zero output is mapped to an M -PSK symbol whose phase is closest to s rs . The asymptotic fraction of active antennas for this precoder is given by
and p = P η. The fixed-point equation for χ is moreover given by (45) , shown at the bottom of the next page. By growth of λ, the threshold τ d increases, and thus, the fraction of active transmit antennas reduces. The asymptotics of constant envelope transmission with TAS is moreover derived by taking the limit M ↑ ∞; see [41, Appendix C] for detailed derivations. For a given constraint on η, the factor λ is tuned via the tuning strategy illustrated in Section IV-A.
Numerical Investigations: For BPSK signals, i.e. M = 2, the decoupled precoder reduces to
where the real-valued thresholding function T (·|ξ) is defined as
Considering the QPSK constellation, i.e. M = 4, the decoupled GLSE precoder reads
For these particular examples, the asymptotic distortion given by the replica solutions are sketched for P = 1 and η = 0.4 in Fig. 4 against the inverse load.
In [41, Lemma 2], a rigorous lower bound on the asymptotic distortion of GLSE precoding over M -PSK constellation is calculated. Following this result, the asymptotic distortion, when the fraction of active transmit antennas is η, is bounded from below by D which satisfies
This lower bound is sketched in Fig. 4 for both BPSK and QPSK and compared to the RS solution. As the figure shows, the RS solution is lower-bounded by D , for small inverse loads. The solution, however, starts to violate this bound as α −1 grows. This observation indicates that the RS solution is not exact in this case. 12 As a result, one needs to study RSB solutions to assess an accurate characterization of the asymptotic distortion for a large range of loads. In this respect, the one-step RSB solution for BPSK transmission is further plotted in the figure. It is seen that the one-step RSB solution remains above the lower bound for a larger range of inverse loads. Nevertheless, similar to the RS solution, this solution shows a sudden drop as the inverse load increases. As the figure shows, the one-step RSB solution starts to violate the lower bound at α −1 ≈ 7.9. This means that for larger values of α −1 , more steps of RSB are required to characterize the distortion accurately.
V. SKETCH OF DERIVATIONS
In this section, we illustrate the derivation of the main results. Due to the page limitation, we skip the detailed derivations in this section, and explain only briefly the fundamental steps. The interested reader is however referred to [41, Section V] for details.
A. Some Basic Definitions
Our main objective is to determine the asymptotic inputoutput distortion given in Definition 2 and the asymptotic marginal with respect to function f (·), defined in Definition 3, when the precoded signal x is constructed with a GLSE precoder. Before starting with the derivations, let us define some basic functions which are used throughout this section: For sake of compactness, we define
which is in fact the objective function being minimized by the GLSE precoding scheme over N ; see Definition 1. For given
as in (51) , shown at the bottom of this page. It is worth to note that, in addition to β and h, F f,Ï (β, h) is also a function of the dimension N ; however, we drop it from the argument for brevity. 12 Note that GLSE precoding in this case reduces to an integer programming which is computationally intractable for large N .
B. Fundamental Steps of the Derivations
The derivations of the results follow two major steps: 1) Using the theory of large deviations, we show that the asymptotic distortion D(ρ) and the asymptotic marginal M Ï f (x) are determined in terms of F f,Ï (β, h). Hence, the problem reduces to calculating F f,Ï (β, h). 2) We determine F f,Ï (β, h) using the replica method. The asymptotic parameters are then determined by substituting the results into the relations derived in the previous step.
We refer to these steps as step 1 and step 2. The remaining parts of this section sketch the main lines of derivations for each of these steps. For simplicity, we assume is a discrete set of points. The derivations however extend to continuous subsets of the complex plane, straightforwardly.
C. Step 1: Asymptotics in Terms of F f,Ï (β, h)
The main goal in this step is to represent the asymptotic marginal and the asymptotic distortion in terms of F f,Ï (β, h). We start the derivations by considering the asymptotic marginal.
1) Asymptotic Marginal:
with q β (v|s, H) being given by 
where 1 {x = a} is the indicator function returning one if x = a, and zero otherwise. Noting that argmin v∈ N E(v|s, H) = x, we can conclude that 14
Hence, from Definition 3, we can write that
Using (56), the asymptotic marginal with respect to f (·) is calculated in terms of F f,Ï (β, h).
2) Asymptotic Distortion: Let us define the asymptotic average of E(x|s, H) as
By the same lines of justifications, as in (52)- (54) , it is shown thatẼ readsẼ
for any choice of f (·) and Ï. Now, let us determine the asymptotic average directly by the definition. In this case, we havẽ (56), when we replace F f,Ï (β, h) with F u,Ì (β, h). Moreover,Ẽ is calculated in terms of F u,Ì (β, h) by (58) . 15 Thus, the asymptotic distortion is determined in terms of F u,Ì (β, h) as
This result along with (56) indicates that the large-system analysis of GLSE precoders reduces to deriving F f,Ï (β, h)
for generic f (·) and Ï ⊆ [N ]. This task confronts the following intractable problem 16 : averaging a logarithmic term whose argument is a sum of an exponentially large number of summands. We hence invoke the replica method. The replica method has been initially developed in statistical mechanics where a similar intractability issue raises in the theory of spin glasses [57] . Although the method is known to be nonrigorous, it is considered as an effective tool in information theory and signal processing; see [58] [59] [60] [61] and references therein.
D. Step 2: Analysis via the Replica Method
The replica method uses the Riesz equality [62] to bypass the task of logarithmic expectation. This identity indicates that for a non-negative random variable x
It is worth to note that m in this identity is real-valued. Using the Riesz equality, we can write
where f M (m) is the moment function, defined as
In this alternative expression, the main computational task is to determine the moment function. Note that for m ∈ Ê + , this task is also intractable. The replica method invokes a series of tricks to address this task, in the asymptotic regime. The approach conjectures several assumptions which have yet no rigorous mathematical proof, and hence, is considered to be mathematically nonrigorous. In the sequel, we sketch the main steps of derivations. Due to lack of space, some detailed calculations are skipped. The details can however be followed in [ 
where we define the notations {v a } := {v 1 , · · · , v m } ∈ N m .
In contrast to the previous form of f M (m), this form is calculated via available analytic tools.
2) Deriving the Moment Function: The next step in the replica analysis is to derive f M (m) as an analytic function of m. To this end, we need to determine the expectation in (64) with respect to s and H, and then calculate the sum over the replicas. These are classic tasks which are common in most replica analyses available in the literature; see for example [38, Appendix A] . The classic approaches to these tasks are as follows:
• The expectation over s is taken by standard Gaussian integration which results in (65) , shown at the bottom of this page. In (65), I reads where
and the integral is taken over the set of all m × m Her-mitian complex choices of Q and S. In (70), M(S) is
given by
where
The interested reader is referred to [41, Section V-B] for more detailed derivations.
3) Saddle-Point Analysis: F f,Ï (β, h) is determined by substituting the moment function into (62) . At this point, we assume that the limits in (62) commute. This is another non-rigorous conjecture assumed in the replica method. By substitution and exchange of the limits, we have 
Now, we set the derivative w.r.t. S to zero, and substitute (75) into it. After straightforward lines of calculations, we conclude thatQ is given by the fixed-point equatioñ
where we define p β (v|Q), for E 0 (v|Q)
4) Deriving the Asymptotics:
We now determine the asymptotic marginal and the asymptotic distortion from F f,Ï (β, h) given in (74). We start with the asymptotic marginal expressed in terms of F f,Ï (β, h) in (56) To derive the asymptotic distortion, we start with (60b). From (78b), we can write The equations in (78b) and (81) give the asymptotics of the precoder in terms of the solution of (76). So, for a given setting, we should solve (76) for an arbitrary integer m. After finding the solution as an analytic function of m, we substitute the function in (78b) and (81), and then take the limits assuming that m can also take real values. 18 This direct approach is however intractable to follow, due to computational complex of solving (76) for an arbitrary m. In the literature, this intractability issue is addressed by a symmetry assumption of the solution of (76). We illustrate this trick, in the sequel.
5) RS and RSB Solutions:
The classic approach to calculate the solution of (76) is as following: We assume that the saddlepoint solutionQ belongs to a set of parameterized matrices. We then derive the solution of (76) analytically by substituting this parameterized structure into the equation. This solution is an analytic term in m, which lets us proceed the derivations starting from (78b) and (81). It is worth to note that the derived solution in this case relies on the structure assumed forQ.
The basic structure forQ is given by RS which assumes 19
for some χ and p. By this assumption, the fixed-point equation in (76) reduces to a system of two non-linear coupled equations in terms of χ and p which can be straightforwardly solved. We skip the detailed derivations, due to the page limit. After, finding the solution, and substituting in into (78b) and (81), Result 1 is concluded. The detailed calculation of the RS saddle-point solution can be followed in [41, Section V-C].
In general, it is not guaranteed thatQ has an RS form; see discussions in [45] , [64] , [65] . For cases in which RS does not lead to a meaningful solution, the set of parameterized matrices is widened by RSB introduced in [39] . RSB is an iterative method, and can be recurred of any integer number of steps. For one step of recursion, it expands (82) intõ
for some scalars χ, p, c and μ. This structure reduces to (82) by setting c = 0. The solution of (76) for this parameterized set of matrices is derived in [41, Section V-C]. Substituting into (78b) and (81), Result 2 is straightforwardly concluded.
VI. CONCLUSION
We have proposed GLSE precoding for downlink transmission in massive MIMO systems. This scheme addresses several instantaneous constraints on the transmit signals simultaneously, and outperforms conventional approaches. For a given distortion level, the GLSE precoder, for optimal joint antenna selection and power control, reduces the number of active transmit antennas up to 54% compared to classical algorithms. This enhancement reduces to 41% when a computationally efficient GLSE precoder with 1 -norm penalty is employed. GLSE precoding further lets us construct transmit signals from discrete constellations, such as M -PSK, while imposing side constraints, e.g., limited number of active transmit antennas.
The proposed scheme opens several directions for further study. Design and analysis of low-complexity algorithms for implementation of GLSE precoders is one possible direction. To this end, approximate message passing algorithms can be employed to address the GLSE precoding scheme iteratively. The work in this direction has been already started, and some initial results have been demonstrated in [66] . Another direction is to extend the GLSE framework to scenarios in which a block of multiple data vectors are precoded jointly; see [41, Appendix D] . By such extension, hardware limitations in scenarios, such as orthogonal frequency division multiplexing (OFDM) transmission, are addressed. The work in this direction is currently ongoing. Investigating the impact of channel estimation errors is among other possible topics for future study.
APPENDIX A BENCHMARK TAS ALGORITHM
Assume that L antennas are to be selected out of N antennas available at the transmitter. A conventional low-complexity approach is to select the transmit antennas which have the strongest channel gains: Let H n ∈ K denote the n-th column of H which corresponds to transmit antenna n. We define {w 1 , . . . , w N } to be a permutation of [N ] for which H w1 ≥ . . . ≥ H wN . In this case, the TAS algorithm selects the L transmit antennas which correspond to {w 1 , . . . , w L }.
