An iterative method to generate a discrete path integral solution of the Kramers problem is presented. It is based on a straightforward derivation of the functional formalism from the underlying Langevin equations. The method is rather simple and systematic and allows us to analytically evaluate the short time propagator up to and including terms of fourth order in a time increment t. This means a significant reduction of the number of time steps N that are necessary to obtain convergent results for a given net increment t Nt. [S0031-9007(96) Path integral representations are commonly used in studies of physical problems whose dynamics are described in terms of Schrödinger, Fokker-Planck, or Langevin equations [1] . The starting point for their derivation is the fact that the propagator for a finite time t can be factored into a product of N propagators, each one propagating the system for a shorter time interval t t͞N,
Path integral representations are commonly used in studies of physical problems whose dynamics are described in terms of Schrödinger, Fokker-Planck, or Langevin equations [1] . The starting point for their derivation is the fact that the propagator for a finite time t can be factored into a product of N propagators, each one propagating the system for a shorter time interval t t͞N,
where q T ͕q 1 , . . . , q n ͖. The above equation is actually exact for any number of time slices N. The only advantage of breaking up the propagator according to Eq. (1) is that we can use on the right-hand side of this equation, instead of the exact propagator P͑q i11 , t j q i ͒, its approximation P ͑k͒ ͑q i11 , t j q i ͒,
which needs to be valid at least to first order in t, ͑k 1͒. The discrete path integral thus obtained,
expresses the distribution function for any (arbitrary) time t in terms of the known short time propagator. For many years the path integral has provided a powerful formal tool for deriving both perturbative and nonperturbative systematic approximations in quantum and statistical mechanics. Numerical applications have also become increasingly important during the last decade and have often led to new physical results not obtainable by other means [2] . Until recently, however, this approach failed to treat stochastic processes with noninvertible diffusion matrices, as there were no discrete path integral representations for these processes, mainly due to the "singularity" problem associated with the integration measure.
Here we will deal with one of the most extensively studied models of such a type, the so-called Kramers model. The dynamics described by the model is that of a Brownian particle moving in a potential U͑x͒. It is governed by the Fokker-Planck equation (also called the Klein-Kramers equation) for the probability density of finding the particle at time t at position x with velocity y. In dimensionless variables it reads ≠ t P͑x, y, t͒ ͓2y≠ x 2 G͑x͒≠ y 1 g≠ y ͑y 1´≠ y ͔͒
where g is the friction coefficient,´is a measure of the noise intensity, G͑x͒ 2U 0 ͑x͒, and the prime denotes differentiation with respect to x. It may be noted that this equation, first applied to investigate the Brownian motion [3] and the rates of chemical reactions [4] , is now largely employed, in various generalized forms, in physics, chemistry, and biology to study systems driven by noise and friction [5] . We also note that the diffusion matrix associated with Eq. (4) does not possess an inverse. The latter property implies that the integration measure of the standard path integral representation available in the literature for the multidimensional Fokker-Planck equation becomes a singular (d-function-like) quantity. This makes impossible the numerical evaluation of the path integral and hinders considerably obtaining explicit solutions or approximations of the Wenzel-Kramers-Brillouin type.
In the present Letter we outline a method for generating precise discrete path integral representations of the propagator, which is applicable regardless of whether the diffusion matrix is singular or not. One might, at first, believe that this issue should have been settled long ago, mainly because of its continuous usefulness in many problems ranging from chemical physics to communication theory. To the best of our knowledge, however, there are no general path integral solutions of such a type, other than those derived by splitting the original operator L into a linear contribution L 0 and an anharmonic correction L 1 , and approximating each short time evolution operator by a product of exponentials [6] . The disadvantage of this approach is that its utility is generally restricted to the case k # 2. Although formally possible to construct, any higher order approximants involve either polynomials of order k of the operators L 0 and L 1 [7] or negative coefficients [8] , making them rather impractical for stochastic processes. In practice, though, one would like for the short time propagators to be accurate for an order in t as high as possible, in order to keep the number of integration variables in Eq. (3) as small as possible (for a given net time increment t). We also note that it is the singularity of the diffusion matrix which prevents us from making use of an efficient power series expansion formalism developed in a recent series of papers by Drozdov [9] .
Our aim is to lift this restriction and to provide a systematic strategy that permits the analytic evaluation of the short time propagator at least to fourth order in t. The key idea is the same as in the formal (continuous time) path integral method which is based on a straightforward derivation of the functional formalism from Langevin equations without the necessity of introducing noncommuting operators into the discussion [10] . To keep the presentation simple we restrict ourselves to Eq. (4). At the end we shall indicate the steps needed to adapt the method to an arbitrary (either additive or multiplicative) multidimensional stochastic process. The Langevin equations associated with Eq. (4) read
where f͑t͒ is a Gaussian white noise normalized to
and where capitals are used in order to distinguish the stochastic variables ͑X, V ͒ from those in Eq. (4). The continuous time path integral solution for the above process is easily obtained by using Eq. (5) to transform the probability density functional for the noise, which is given by
with C being a normalization constant, to the probability density functional for the coordinate x:
The integrand in Eq. (8) is understood to be evaluated at the time s, while J f ͓x͑t͔͒ denotes the Jacobian of the transformation over the same time interval ͑0, t͒ from the f͑t͒ realizations to the x͑t͒ realizations. In the limit of vanishingly small noise, g´! 0, Eq. (8) can be evaluated by the method of steepest descents. The paths which dominate the integrals correspond to those trajectories which minimize the exponent in Eq. (8) under the conditions x͑t͒ x, y͑t͒ y, x͑0͒ x 0 , y͑0͒ y 0 [10] . For finite g´, a numerical evaluation of the path integral is generally required. Numerical implementation of Eq. (8) is a far from simple task. Here, we suggest an alternative procedure which consists of two steps. The first step is to obtain an approximate solution, for a short time t, of the stochastic process Q͑t͒ ͑ ͑ ͑X͑t͒, V ͑t͒͒ ͒ ͒. The most common method of doing so relies on the integration of the Langevin equations from t i it to t i 1 t and the expansion of the drift coefficients in a Taylor series about the prepoint Q͑t i ͒ ͑ ͑ ͑X͑t i ͒, V ͑t i ͒͒ ͒ ͒ [11] . When applied to Eq. (5) this yields 
In this Letter we will not go beyond fourth order in t. Neglecting terms of order higher than t 4 , one obtains
where the quantities x d ͑X i , V i , t͒ and y d ͑X i , V i , t͒ are given by the expressions
and ͑Y i11 , U i11 ͒ stand for
with
(14) Equation (11) relates the two sets of variables
As the functions involved in Eq. (11) are all evaluated at the prepoint ͑X i , V i ͒, the Jacobian of the transformation is equal to unity in this case. Therefore, the short time propagator of the discretized ͑X, V ͒ realization reads
where R is the probability distribution of the fluctuating terms ͑Y , U͒.
Thus, the second step of the present method is the derivation of the statistical properties of these terms. Since f͑t͒ is Gaussian and has a zero mean, the F's are also Gaussian with correlation properties [11] ͗F m ͑t͒͘ 0,
(16) Using Eqs. (6) and (16) shows after lengthy but simple calculations that the first cumulants of the noise terms are given by
while all cumulants of higher order than 2 vanish. The latter property implies that the pair stochastic process ͑Y , U͒ remains Gaussian up to and including terms of order t 4 . This immediately yields
where s͑x i , y i , t͒ s xx ͑t͒s yy ͑x i , y i , t͒ 2 s 2 xy ͑x i , t͒, and where the matrix elements s kj and the average y s ͑x i , t͒ are given by Eq. (17). It will also be recalled that the quantities x d ͑x i , y i , t͒ and y d ͑x i , y i , t͒ are given by Eq. (12) .
As evidenced by Eq. (17), the range of validity of the above approximation for the propagator is rather sensitive to the friction coefficient. The time increment t should always be taken small enough in the high friction limit g !`so that the integration measure remains positive, and may be taken large enough otherwise. We also note that the utility of the present technique in deriving precise and easily evaluatable short time propagators for Eq. (4) is restricted to 3 # k # 4. For lower k the matrix element s xx ͑t͒ becomes equal to zero and the singularity problem is met in this case. While for k $ 5, higher order cumulants of the pair stochastic process ͑Y, U͒ are no longer equal to zero and nonGaussian corrections are needed. The latter complicates considerably the analytic evaluation of the short time propagator. Beyond these limits, however, the procedure outlined above preserves its significance as a convenient starting point for constructing higher order stochastic Runge-Kutta algorithms.
Substitution of Eq. (18) into Eq. (3) yields the discrete path integral representation of the Kramers problem we are looking for. This representation is indeed rigorous and provides a powerful tool for obtaining both perturbative and nonperturbative approximations. But its strength and limitations when treating systematically nonlinear systems have yet to be explored. From a computational point of view, however, the discrete path integral already has much to offer. The advantages of the present solution become more evident if one compares it with the continuous time integral representation, Eq. (8 [12] . The most appealing feature of this approach is that it does not require explicit reference to the distribution function and thus avoids storing large matrices. As, however, storage requirements are not so dramatic for two dimensional systems, one can also evaluate the present discrete path integral iteratively by quadrature. The latter approach may be very efficient in terms of speed if one takes advantage of fast Fourier transforms [13] . We are presently working on this problem.
Finally, we outline the steps necessary to adapt the present method to an arbitrary stochastic process Q T ͑t͒ ͕Q 1 ͑t͒, . . . , Q m ͑t͖͒ governed by the difference equation
where f T ͑t͒ ͕ f 1 ͑t͒, . . . , f m ͑t͖͒ is a Gaussian white noise with statistical properties
Expanding the drift and diffusion coefficients about the prepoint and using the same procedure as above, one arrives at a functional representation of the propagator P͑q, t j q 0 ͒. The order up to which the short time approximation remains Gaussian depends on the particular form of the drift and diffusion coefficients. Moreover, the result does depend on the discretization scheme for the various stochastic integrals
involved in the expansion due to the dependence of B on Q. The calculation can be substantially simplified if one follows, without loss of generality, the Ito interpretation. In this case, just a few integrals do contribute to the averages. The propagator corresponding to the Stratonovich interpretation of Eq. (19) is then obtained from the observation that this equation is the same as the Ito stochastic equation but with the drift vector G i replaced by 
