Molecular-dynamics simulation can give atomistic information on the processes occurring in nanoindentation experiments. In particular, the nucleation of dislocation loops, their growth, interaction and motion can be studied. We investigate how realistic the interatomic potentials underlying the simulations have to be in order to describe these complex processes. Specifically we investigate nanoindentation into a Cu single crystal. We compare simulations based on a realistic many-body interaction potential of the embedded-atom-method type with two simple pair potentials, a Lennard-Jones and a Morse potential. We find that qualitatively many aspects of nanoindentation are fairly well reproduced by the simple pair potentials: elastic regime, critical stress and indentation depth for yielding, dependence on the crystal orientation, and even the level of the hardness. The quantitative deficits of the pair potential predictions can be traced back (i) to the fact that the pair potentials are unable in principle to model the elastic anisotropy of cubic crystals; (ii) as the major drawback of pair potentials we identify the gross underestimation of the stable stacking fault energy. As a consequence these potentials predict the formation of too large dislocation loops, the too rapid expansion of partials, too little cross slip and in consequence a severe overestimation of work hardening.
I. INTRODUCTION
Nanoindentation into crystalline materials is a complex process.
1,2 When the indenter is moved into the surface, it deforms the substrate first elastically, until a sufficiently high pressure has been established and plasticity sets in. This so-called 'critical indentation depth' is characterized by the critical stress necessary for the nucleation of dislocations.
Upon further indentation, the emerging plasticity will initially lead to a drop in the contact pressure felt by the indenter -the 'load drop' -but then the contact pressure will saturate; its value is then called the hardness of the material. As soon as dislocations have been generated, they will propagate, multiply, cross-slip, interact with each other, etc. The multitude of the processes which these dislocations undergo will eventually have a back reaction on the proceeding indenter: the indenter will not penetrate into virgin material but into work hardened material.
Molecular-dynamics simulation has been employed to obtain a detailed in-depth understanding of the processes occurring during nanoindentation, and in particular in the plastic regime. [2] [3] [4] [5] [6] [7] [8] The advantage of this method is the detailed atomistic information it can provide on virtually all the processes occurring in the material, and in fact, since the 1990s, an increasing number of simulations have been performed and contributed to our understanding of nanoindentation and plasticity in general. The use of these simulations is impeded by the large simulation volumes which are necessary to host the defects formed, and the long time scales over which simulations need to be followed. Besides these problems, in principle, molecular-dynamics simulation allow a realistic simulation of the events as long as the interatomic interaction potential has been realistically chosen.
One of the objectives of understanding the physics of nanoindentation is to trace back the origin of the physical phenomena observed to the peculiarities of the interatomic interaction for the specific material under investigation. The question then rises which feature of the interatomic interaction potential is responsible for which phenomenon observed in the simulation. Such questions can usually be answered with the help of sensitivity studies, in which one or several features of the interatomic potential are systematically varied and their effect on the simulation results is studied. Unfortunately, realistic interaction potentials, such as they are used nowadays, do not allow for such systematic changes, since they are available either in the form of parameterized analytical formulae, in which the change of one parameter affects several physical material properties simultaneously, or even only in the form of numerical tables. Therefore, simpler generic potentials may be employed which allow the typical behavior of solids to be studied without reproducing too well the specific properties of one particular material.
In particular, pair potentials have been used to model nanoindentation of materials or the related phenomena of plasticity, work hardening and material failure. [9] [10] [11] [12] [13] [14] [15] [16] [17] It has been known for long that pair potentials are capable to model rare gas solids, but they have several deficits in modelling metallic materials. Thus they allow to prescribe only two -rather than three -elastic constants for solids, they model an outwards -rather than an inwards -surface relaxation, etc. 18, 19 However, how well are these pair potentials able to model nanoindentation? In other words, which aspects in the elastic and plastic deformation of the material, in the nucleation and glide of dislocations are described qualitatively correctly, and which are not? How large will quantitative deviations between the predictions of a pair potential and that of realistic potentials be?
In the present paper, we wish to answer these questions for the specific case of nanoindentation into a Cu single crystal. For this material, a many-body potential is available, which is well characterized also with respect to the prediction of the mechanical properties, enjoys a rather wide acceptance in the community, and which has been repeatedly used for nanoindentation and plasticity simulations in the past. We shall use simulations with this potential as a reference case and contrast the results obtained with those predicted by using two simple pair potentials.
II. METHOD A. Potentials
We chose the potential developed by Mishin et al. 20 as the state-of-the-art reference potential for Cu; this potential has been often employed for molecular-dynamics simulations and has been well characterized. [21] [22] [23] [24] This potential belongs to the class of embedded-atommethod (EAM) potentials, 19, 25 which incorporate many-body bonding effects in an appropriate form to describe metallic bonding. In the embedded-atom method, the total energy of a system is represented as
where V EAM (r ij ) is a pair potential evaluated as a function of the distance r ij between atoms i and j, and F is the embedding energy, which depends on the so-called 'electron density' ρ i . The latter is given by
where g(r ij ) is the contribution of atom j to the total electron density at the site of atom i. The detailed form of the functions V EAM , F , and g is presented in Ref. 20 . We collect in Table I a number of basic characteristics of crystalline Cu: the cohesive energy E coh , the lattice constant a, the bulk modulus B, and the three elastic moduli c 11 , c 12 and c 44 . These properties are well reproduced by the Mishin potential.
We employ two well known pair potentials, the Morse and the Lennard-Jones (LJ) potential. The Morse potential
is characterized by three parameters: the bond strength D, the equilibrium bond distance r 0 , and the potential fall-off α. We fit these parameters to three materials properties; these are traditionally chosen as the lattice constant a, the cohesive energy E coh , and the bulk modulus B. The latter is given in terms of the elastic moduli by
For Cu, the parameters read D = 0.3282 eV, r 0 = 2.8985Å, and α = 1.3123Å −1 . As For the LJ potential,
only two material parameters can be fitted. As the length parameter σ only sets the length scale, it is used to fit the lattice constant a. Conventionally, the energy parameter ǫ is fitted to the cohesive energy E coh ; 26 for the present work, however, the elastic properties are more important, and we hence fit ǫ to the bulk modulus B. Our fit parameters thus read: ǫ = 0.1515 eV and σ = 2.338Å. Table I proves that the cohesive energy is severely underestimated in this potential, while the two elastic moduli c 11 and c 12 are reproduced fairly well, within 12 %. In the conventional fitting scheme, which reproduces E coh by setting ǫ = 0.45 eV, the bulk modulus -and hence the elastic moduli in general -are overestimated by a factor of 3.
We note that the LJ potential obeys a simple scaling property, which allows us to extend the results obtained in the present study to other systems by scaling lengths to σ and energies to ǫ. In this sense the results obtained for the LJ potential are 'universal'.
Both pair potentials are smoothly cut off at r cut = 6.4Å, i.e., after the 6th neighbour shell. We chose the following procedure 27 -here described for the LJ potential -
where the prime V ′ LJ denotes differentiation with respect to r, and a value of m = 20 has been adopted. For the Morse potential, we proceed analogously.
B. Generalized stacking fault energy
Dislocations in fcc metals consist of two partial dislocations between which a stacking fault extends. The ability of potentials to describe the formation and the energetics of a stacking fault is therefore crucial when modelling plasticity. These features are conventionally described with the help of the so-called 'generalized stacking fault energy' of the crystallographic (111) plane. It is defined as follows. 28 Consider an ideal lattice with total energy E 0 . We cut it along a (111) plane into two halves. The upper half is shifted parallel to the bounding (111) plane with respect to the lower half by a vector
Here the vectors a and b span the (111) surface: a = [110].
The generalized stacking fault energy is then defined in terms of the energy E(α, β) of the distorted crystal as
For calculating the energy of the distorted crystal, a conjugate-gradient method is used;
quenching will lead to the same numerical results. All particles are constrained to move only in the normal direction. It is crucial to choose the crystal sufficiently large in the direction normal to the stacking-fault plane in order to obtain stable solutions; unstable solutions lead to a discontinuous energy surface. We chose a size of 10 unit cells in the lateral directions, and 25 unit cells for each half-crystal in normal direction.
In Fig considerably too small. The fact that the stable stacking fault energy is so small is not untypical of pair potentials. For the LJ potential, for instance, it is well known that for infinite cutoff radius, r cut = ∞, the hcp phase has almost identical (in fact, even smaller) energy as the fcc phase; 30,31 even though differences between the two phases become larger for finite cutoff radius, 32 this fact makes a small value of γ s plausible.
C. Simulation
We employ the method of classical molecular-dynamics to model the indentation process.
Our substrate consists of an fcc crystal. In the case of a (100) surface, it has a side length of surface, similar crystal dimensions have been chosen, and the crystal contains 1,381,800
atoms. We checked in a series of simulations that our crystallite size is large enough to obtain reliable results for the indentation process by investigating the force and pressure depth curves, atomistic snapshots and the defect dynamics.
Lateral periodic boundary conditions have been applied. At the bottom, atoms in a layer of the width r cut have been constrained to F normal = 0; we checked that increasing the width of this layer to (2 . . . 3)r cut -as it is appropriate for the EAM potential -has no influence on the results of our indentation simulations. The simulations have been done in the microcanonical ensemble at T = 0 K using a modified version of the LAMMPS code.
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We found that a careful relaxation of the crystal before starting the indentation process is crucial in order to obtain reliable and reproducible results. The substrate has been relaxed to p ij < 10 −5 GPa and temperatures ≪ 1 K using a very low frictional force and pressure relaxation in a Nose-Hoover algorithm. Upon incomplete relaxation, we encountered artefacts like oscillations in the response functions during the indentation process and an overestimation of the material strength; these features are caused by the remaining internal stress fields in the crystal.
The indenter is modelled as a repulsive soft sphere. We chose a non-atomistic representation of the indenter, since we are not interested in the present study in any atomistic displacement processes occurring in the indenter, but only in the substrate. The interaction potential between the indenter and the substrate atoms is limited to distances r < R, where R is the 'indenter radius'. At r < R, the potential smoothly increases like
We call k the indenter stiffness. For the results presented here, it has been set to k = 3 eV/Å 3 . We checked that our results are only weakly influenced by the exact value of the contact stiffness, as long as it is in the range of 1 − 10 eV/Å 3 . Only when decreasing k to below 0.1 eV/Å 3 , the results change sensitively; this can be understood since the decreased indenter stiffness translates into a smaller indenter 'elastic modulus'.
Our indenter has a radius of R = 8 nm. This value was chosen as a compromise; for larger indentation radii, the influence of the finite size of the simulation volume shows up, while with decreasing R, the atomistic nature of the indentation process leads to increased fluctuations, in particular in the contact area. We made sure in a series of simulations, that in the range of R = 3 − 15 nm in the elastic regime, no systematic deviations from the
Hertzian theory appear.
We tested two methods of indentation, a displacement-controlled and a velocity-controlled approach. When controlling the displacement, we advance the indenter every ∆t = 2 ps by a fixed amount of δ = 0.256Å (≪ lattice constant) instantaneously, corresponding to an average indentation speed of v = 12.8 m/s. The substrate then relaxes for the ensuing time of ∆t to the new indenter position. In the velocity-controlled method, a fixed indentation speed of v = 12.8 m/s is imposed on the indenter. We found no systematic differences in the material response nor in the induced plasticity between the simulation results obtained by the two methods. We prefer to use the former method. We note that in experiment, either displacement or force can be controlled. 1 In the following all ensemble properties are obtained by averaging over the 2 ps relaxation cycle. All our simulations were performed without damping; the resulting energy input into the crystal amounted to less than 6 meV/atom.
III. RESULTS
A. Elastic regime: load-displacement curves
In Fig. 2 we display the basic information obtained from nanoindentation simulation, the force-displacement curves. For the two crystal surfaces studied, the (100) and the (111) surface, the three potentials give results which are qualitatively in agreement with each other. However, in detail deviations are visible which will be discussed in the following.
Let us first look at the elastic regime which is well described by the Hertzian law,
Here, E r is the so-called indentation modulus, which for an isotropic solid can be expressed as
in terms of the Young modulus E and the Poisson ratio ν of the material. However, the material discussed here is strongly anisotropic. The anisotropy of cubic materials can be expressed in terms of the elastic moduli via
Its value is presented in Table III . Due to the fact that the pair potentials do not model all three elastic constants, they predict wrong values for the anisotropy; however, in all potential models discussed here, Cu is strongly anisotropic.
Vlassak and Nix 35, 36 have shown that in an anisotropic solid, the Hertzian forcedisplacement law (10) remains valid if an orientation-dependent indentation modulus E r (Ω)
is appropriately chosen; they give numerical tables to evaluate E r (Ω) as a function of the elastic constants. We collect the results evaluated for our potentials in Table III . It is seen that the (111) surface is stiffer than the (100) surface. As expected, the EAM results are in close agreement with the moduli calculated using the experimental data. For the (100) direction, the Morse potential yields indentation moduli which fairly well reproduce those of the EAM potential, while the LJ potential is considerably -by 41% -too stiff. For the (111) surface also the Morse prediction overestimates (by 40 %) the indentation modulus;
this is due to the fact that the anisotropy A, which is only poorly represented by the pair potentials, sensitively enters the modulus in this direction.
In table III, we also display fit values E fit r for the indentation moduli, which have been obtained by fitting Fig. 2 to the Hertzian law, Eq. (10). We perform this fit only for the initial part of the indentation curve (d < 2Å) in order to stay in the regime of linear elasticity.
When we compare with the indentation moduli, we see an overall fair agreement with at most 12 % deviation. We attribute these minor deviations to (i) the atomistic nature of the indentation process, which for the indenter radius of 8 nm is not fully captured by continuum elasticity; (ii) the possible onset of nonlinear elastic processes -as these tend to make the material respond more stiffly to the applied force, 21 this would agree with our finding that most fitted moduli are larger than the theoretical prediction; (iii) the numerical problem of fitting the molecular-dynamics data to the Hertzian law -note that besides the elastic deformation also a finite offset in the displacement has to be fitted. We conclude that the Vlassak-Nix indentation moduli give an at least semi-quantitatively correct representation of the elastic behavior of the three potentials, and allows us to understand the trends in the elastic part of the force-displacement curves in Fig. 2 .
B. Onset of plasticity
In order to discuss the onset of plasticity and hardness, the evolution of the contact pressure is displayed in Fig. 3 . These data are obtained from the forces F of Fig. 2 by dividing through the pertinent projected contact areas. For the (111) surface, the critical indentation depth d yield can be quite clearly identified at around 8−10Å; after this indentation, plasticity sets in (see also Fig. 10 below) . The contact pressure at d yield is called the critical stress σ cr .
When d yield is exceeded, a quite considerable load drop is experienced for the (111) surface, which corresponds to a softening of the material due to the production of mobile defects.
For the (100) surface, the onset of plasticity is not as sharp and already starts at around 5 A, cf. also At these stresses, the resolved shear stress on the slip plane exceeds the theoretical shear strength -that is the maximum shear stress that a defect-free solid can sustain without yielding -of the crystal. The theoretical strength τ th of an fcc single crystal has been calculated by Frenkel 37,38 as
where G r ′ is the (so-called 'relaxed') 38,39 shear modulus for the preferred glide system 110 {111} that is calculated from the elastic constants as 37,38
In Eq. (13) we also take the fact into account that the interplanar distance of the glide planes is larger than the partial Burgers vector by a factor of 1/ √ 2.
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Recent ab initio calculations of the theoretical strength of Cu (and other fcc metals)
indicate that Frenkel's estimate (13) is quite accurate; they only substitute the prefactor 1/ √ 22π = 0.11 by 0.085; [39] [40] [41] for the present purposes it will be sufficient to stay with Frenkel's original estimate (13) . The values of G r ′ and τ th predicted by the potentials are included in table IV.
For an anisotropic crystal, it is a nontrivial task to establish a quantitative relationship between the theoretical strength τ th of the solid -that is the maximum shear stress that a defect-free solid can sustain without yielding -and the critical stress σ cr , as it is applied in a nanoindentation experiment on the surface of the crystal. For isotropic solids, this relationship has been analyzed and it has been found that for a material with a Poisson ratio of 0.3, the maximum shear stress occurs along the axis of symmetry at a depth of approximately a/2, where a is the radius of the contact area. [42] [43] [44] At this point, the shear stress is given by
where σ is the contact pressure, i.e., the mean stress on the surface. This maximum shear acts on planes inclined to the surface at 45
• . Since this resembles the situation of a solid under uniaxial stress, the Schmid factor might be expected to provide a valid though rough estimate of the maximum resolved shear stress on the slip planes underneath the indenter.
This reasoning would lead to the prediction that the critical stresses should behave in inverse proportion to the relevant Schmid factors σ cr (111) σ cr (100) = s 100 s 111 = 1.5.
As Table IV shows, indeed σ cr (111) > σ cr (100), but the ratio is only around 1.2 − 1.3, rather than 1.5. Since the Schmid factors simply express the geometric orientation of the slip systems with respect to the surface plane, the disagreement of the molecular-dynamics results with the prediction (16) indicates that the stress state inside an anisotropic material looks rather different from the above simple reasoning. If we nevertheless attempt to use the isotropic result (15) to connect the external average stress on the surface to the internally active shear stress, and naively include the Schmid factor to take the surface orientation into account, we arrive at 
A comparison with table IV shows that this result allows to explain satisfactorily the order of magnitude of the critical stresses observed. When we consider furthermore the value of the critical stresses for the different potentials, we see that the critical stress of the LJ potential is highest (this fact agrees with the overestimation of the elastic properties), while those of the Morse and the EAM potentials are quite similar, despite the difference in the unstable stacking fault energies in these potentials.
The critical indentation depths for the different potentials show the inverse behavior.
Since the contact pressure rises strongest for the LJ potentials the critical indentation depth is the smallest, while for Morse and EAM potential it has almost the same value. Overall, the differences in the critical indentation depths are not as pronounced as those for the critical stresses.
For the (100) surface, the discussion of the critical indentation depth is not useful due to the very smooth onset of dislocation nucleation. We note, however, that at a depth of around 8 − 10Å, also for this surface the maximum stress is observed for the EAM and LJ potentials, which is of similar size as the critical stress in the (111) surface. Upon further indentation, however, no load drop is experienced, but only a drop in contact pressure. This feature is due to the considerable increase in dislocations observed at this point, see also In Fig. 10 we quantify the amount of dislocations formed. To this end, we plot the fraction of atoms classified as stacking fault atoms (colored red in Figs. 4 -6) . Consistently with our atomistic snapshots, the number of stacking faults formed is considerably smaller for the realistic EAM potential than for the pair potentials. Furthermore, the LJ potential exhibits the highest number of stacking faults. This plot thus characterizes the influence of the stacking fault energy γ s on the amount of plasticity formed.
IV. CONCLUSIONS
We investigate the influence of the form of the interatomic potential on the emergence of plasticity in nanoindentation. Specifically, we model indentation into a Cu single crystal.
Two pair potentials, LJ and Morse, are compared with an EAM many-body potential. We took care that in all potentials, the lattice constant -as a measure of the atomistic depth scale in nanoindentation -and the bulk modulus -as a measure of the elastic stiffness of the material -take identical values. We find:
1. In zeroth order, the force-displacement curves obtained for the three potentials coincide surprisingly well. We find that qualitatively many aspects of nanoindentation are fairly well reproduced by simple pair potentials. This applies to the elastic Hertzian deformation, the onset of plasticity, and the gross value of the hardness. This general qualitative agreement makes pair potentials useful for parameter and sensitivity studies.
2. Among the correctly represented features is also the influence of the crystal orientation;
even though the numerical value of the crystal anisotropy is not modelled exactly, pair potentials correctly predict the fact that the load drop is larger for the (111) than for the (100) surface, as well as the location of the critical indentation depth.
3. However, in detail, important quantitative deviations appear, which can be traced back to the potentials used. (d) Similarly the critical stress, i.e., the contact pressure at the critical indentation depth, is wrongly predicted by the pair potentials; it is overestimated in our case.
4. As a major result we could identify the influence of the stable and unstable stacking fault energies on the plasticity and dislocation activity in the plastic regime. In the cases investigated, the unstable stacking fault energy roughly coincided (within 30 %)
for the three potentials; this correlates well with the fact that the critical stress for plastic yielding was roughly similar. However, the stable stacking fault energy differed by an order of magnitude; in particular, the pair potentials had a considerably lower stable stacking fault energy than that predicted by the EAM potential (which is close to experimental data). As a result, dislocations simulated by these pair potentials tend to have large stacking faults, exhibit a faster expansion of partials and consequently a stronger dislocation interaction, resulting in a stronger work hardening. In contrast, the EAM potential with its more realistic stacking fault energy leads to earlier generation of prismatic loops, easier cross slip of dislocations and less work hardening. Thus, in particular the modelling of fully developed plasticity will show unrealistic features when modelled using pair potentials. Crystal orientation: a) (100) b) (111).
