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This is an attempt to establish a link between positive solutions of semilinear
equations Lu=&(u) and Lv=(v) where L is a second order elliptic differential
operator and  is a positive function. The equations were investigated separately by
a number of authors. We try to link them via positive solutions of a linear equation
Lu=0 (we call them L-harmonic functions). Let D be an arbitrary open subset of
Rd and let U(D), V(D) and H(D) stand for the sets of all positive solutions in D
for three equations mentioned above. We establish a 11 correspondence between
certain subclasses of these classes. Similar results are obtained also for the corre-
sponding parabolic equations. A probabilistic interpretation in terms of a superdif-
fusion is given in [1].  2000 Academic Press
1. INTRODUCTION
Let L be a second order uniformly elliptic differential operator in Rd
with bounded smooth coefficients such that L1=0. We assume that  is a
positive monotone increasing locally Lipschitz function on R+=[0, )
with (0)=0 (in Theorem 5.2 we assume, in addition, that  is convex).
For every open subset D of Rd, we denote by U(D) the set of all positive
solutions of the equation
Lu=&(u) in D. (1)
It is well known that (1) can have more than one solution with the same
boundary value f [even in the case of bounded D and f ]. We introduce a
class U1(D)/U(D) which contains only one solution for every f 0
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for which a solution exists. Denote by H(D) the class of all positive
L-harmonic functions in D. Let
GD f (x)=|
D
g(x, y) f ( y) dy (2)
where g(x, y) be the Green’s function of L in D. Put ED( f )=GD[( f )].
We establish a 11 correspondence between U1(D) and a class H1(D)/
H(D). Functions u # U1(D) and h # H1(D) correspond to each other if u is
the minimal solution of the integral equation
u=ED(u)+h (3)
which is equivalent to the condition: h is the maximal L-harmonic function
dominated by u.
The minimal solution of the Dirichlet problem for (1) with a boundary
value f corresponds to the L-harmonic function
KD f (x)=|
D
k(x, y) f ( y) _(dy) (4)
where k(x, y) is the Poisson kernel and _ is the surface area.
These results supplement earlier results on a relation between H(D) and
the class V(D) of all positive solutions of equation Lv=(v). In [2], a 11
correspondence was established between V
$
(D)/V(D) and H0(D)/
H(D) : h # H0(D) corresponds to v # V0(D) if h is the minimal L-harmonic
function dominating v which is equivalent to the condition: v is the maxi-
mal positive solution dominated by h. The class H0(D) contains H1(D).
2. PROPERTIES OF KQ AND GQ
We use the following well known properties of operators KD and GD in
a bounded domain D:
2.A. If f is a bounded Borel function, then h=KD f belongs to C2(D)
and Lh=0 in D. If D is regular and if f is continuous, then u(x)  f (c) as
x  c # D.
2.B. If \ is a bounded Borel function, then F=GD(\) is bounded,
belongs to C1(D). If D is regular, then F(x)  0 as x  c # D. If \ # C1(D),
then F # C2(D) and LF=&\ in D.
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We also use expressions of KD and GD through the L-diffusion !=
(!t , 6x):
KD f (x)=6x f (!{),
(5)
GD\(x)=6x |
{
0
\(!t) dt
where { is the first exist time of ! from D. It follows from (5) that
2.C. Let F=GD |\|. If F(x)<, then KDn F(x)  0 for every
sequence Dn A D.
We write D$ZD if D$ is a bounded regular open set and the closure of
D$ is contained in D.
2.D. For all h # H(D) and all D$ZD,
KD$h=h. (6)
This follows immediately from 2.A and
2.E. (The maximum principle) If D is bounded, u # C2(D), Lu0
and
lim sup
x  c
u(x)0 for all c # D,
then u0.
The maximum principle in combination with 2.A and 2.B yields
2.F. If u # U(D) and if D$ZD, then
u=ED$(u)+KD$u (7)
Indeed, by 2.A, 2.B, v=ED$(u)+KD$u satisfies the equation Lv=&(u)
and v(x)&u(x)  0 as x  c # D$. Therefore v=u by 2.E.
3. MAPPING i
Let B+(D) stand for the set of all Borel functions in D with values in
[0, ].
Theorem 3.1. For every open set D and for every . # B+(D), the equa-
tion
u=ED(u)+. (8)
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has a minimal positive solution u=iD(.). It is the limit of an increasing
sequence
u0 =0,
(9)
un=ED(un&1)+. for n=1, 2, ... .
The mapping iD : B+(D)  B+(D) has the following properties:
3.A. If vED(v)+., then viD(.).
3.B. If .1.2 and D1 /D2 , then iD1(.1)iD2(.2).
3.C. If .n A . and Dn A D, then iDn(.n) A iD(.).
3.D. If u # U(D) and if D$ZD, then
iD$(KD$u)u. (10)
Proof. Note that ED( f1)ED( f2) if f1 f2 . Clearly, u1u0 . Suppose
un&1un&2 . Then un=E(un&1)+.E(un&2)+.=un&1 . Let u be the
limit of an increasing sequence un . By passing to the limit in (9), we get (8).
If vE(v)+., then vu0 and, if vun&1 , then vE(un&1)+.=un .
Therefore uv. This proves 3.A and the minimality of u. Property 3.B is
obvious. To prove 3.C, we note that, by 3.B, iDn(.n) A u~ . Clearly, u~ =
ED(u~ )+.. It is a minimal solution because the relation v=ED(v)+.
implies, by induction, that vun and therefore vu~ . To get 3.D, we note
that, by the definition of i, function w=iD$(KD$u) is the minimal solution
of v=ED$(v)+KD$u. By 2.F, u also satisfies this equation and therefore
wn. K
4. MAPPING j
Denote by Ex(D) the class of all excessive (i.e., positive L-superhar-
monic) functions in D. Note that:
(i) Every u # Ex(D) is finite a.e.
(ii) For every . # B+(D), iD(.) is excessive or iD(.)= identi-
cally.
(iii) U(D)/Ex(D).
The next theorem asserts the existence, for every u # Ex(D), of a maximal
L-harmonic function dominated by u. We denote it jD(u). We say that a
sequence Dn exhaust D if DZD2Z } } } ZDnZ } } } and the union of Dn
coincides with D.
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Theorem 4.1. For every u # Ex(D) and for every sequence Dn exhausting D,
KDnu a jD(u). (11)
We have:
4.A. If h # H(D), then every locally bounded solution of (3) belongs to
U(D).
4.B. If u{ is a solution of (3), then jD(u)=h.
4.C. If h # H(D) and if iD(h){, then
jD[iD(h)]=h.
4.D. For every u # U(D),
iD[ jD(u)]u.
Proof. Let hn=KDnu. Since u is L-superharmonic, hn+1u in Dn+1 .
The boundary value of hn of Dn is equal to uhn+1 and hnhn+1 in Dn
by 2.E. Clearly, h =lim hn belongs to H(D) and, for every h # H(D)
dominated by u we have hn=KDn uKDn h=h by 2.D. Therefore h h and
h = jD(u).
Let us prove 4.A. Suppose that u is a locally bounded solution of (3). It
is sufficient to show that u # U(D$) for all D$ZD. We have
u=ED$u+h$
where h$=h+KD$ED(u)h. It follows from 2.A, 2.B that Lu=&(u) in D$.
To prove 4.B, we note that u # Ex(D) is finite a.e. By 2.C, KDn ED(u)  0
a.e. and (3) implies KDn u  h.
By applying 4.B to u=iD(h), we get 4.C.
To prove 4.D, we consider a sequence Dn exhausting D and we note that,
by 2.F, u=EDn(u)+KDn u. By passing to the limit and by using (11), we get
u=ED(u)+h where h= jD(u). Since v=iD(h) is the minimal solution of the
same equation, we conclude that vu. K
5. CLASSES U1 AND H1
We denote H1(D) the class of all h # H(D) such that iD(h) is locally
bounded. We put u # U1(D) if u # U(D) and iD[ jD(u)]=u. [The following
example shows that, in general, U1(D){U(D). Function u(x)=
24(1+|x| 2)&2 satisfies equation 2u=u2 in D=R6. Clearly, jD(u)=0 and
therefore iD[ jD(u)]=0<u.]
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Theorem 5.1. jD is a 11 mapping from U1(D) onto H1(D) and iD is the
inverse mapping from H1(D) onto U1(D).
Proof. If h # H1(D), then, by 4.B, jD[iD(h)]=h. Hence, u=iD(h)
satisfies conditions iD[ jD(u)]=iD[ jD(iD(h))]=iD(h)=u, and u # U1(D). If
u # U1(D), then h= jD(u) satisfies conditions iD(h)=iD[ jD(u)]=u and
therefore h # H1(D). K
Theorem 5.2. If  is convex, then the class H1(D) is convex.
Proof. Let h= p1h1+ p2h2 where hi # H1(D) and pi0, p1+ p2=1. By
Theorem 3.1,
iD(h)=lim un , iD(h i)=lim u in
where
u0 =u10=u
2
0=0; un=ED(un&1)+h,
u in=ED(u
i
n&1)+h
i for n>0.
To prove the theorem, it is sufficient to get a bound
unp1 u1n+ p2u
2
n . (12)
It holds for n=0. Suppose it is true for n&1. Then
unE( p1u1n&1+ p2u
2
n&1)+h.
By Jensen’s inequality, the right side does not exceed
p1 E(u1n&1)+ p2E(u
2
n&1)= p1 u
1
n+ p2u
2
n . K
Remark. The same arguments show that, if # is a probability measure
on A, then A h
a#(da) # H1(D) assuming that ha(x) is measurable in (a, x),
that ha # H(D) for every a # A and that iD(ha) are uniformly locally bounded.
6. GENERAL DIRICHLET PROBLEM
If D is bounded regular, f is continuous and if u=iD(KD f ) is locally
bounded, then u is the minimal solution of (1) with the boundary value f.
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Indeed, function u satisfies (1) by 4.A and it has boundary value f by
2.A, 2.B. Suppose v is any other solution of the same boundary value
problem. Consider a sequence Dn exhausting D. By (5) and (7),
v(x)=6x |
{n
0
[v(!t)] dt+6xv(!{n)
where {n is the first exit time from Dn . By passing to the limit, we get that
v=ED(v)+KD f satisfies (8). Hence vu.
Every positive L-harmonic functions in D has a unique representation
h(x)=|
1
k(x, y) &(dy). (13)
where & is a finite measure on the Martin boundary 1 of D. Measure & can
be interpreted as the boundary value of u=iD(h). In other words, every
u # U1(D) can be viewed as a minimal solution of a generalized Dirichlet
problem
Lu= &(u) in D,
(14)
u=& on 1.
If D is bounded with a smooth boundary D, then 1=D, and, if
&(dx)= f (x) _(dx) where _ is the surface area and if f is continuous, then
the problem (14) is equivalent to the classical Dirichlet problem.
One special case considered by Lions [5] stimulated the present paper.
[Another stimulus came from Fujita’s paper [3] (see Section 8).] Suppose
that D is obtained by removing a single point 0 from a bounded smooth
domain D . Every measure concentrated at 0 is equal to *$ where $(B)=
1B(0). Lions’ results imply that: (a) every positive solution in D vanishing
on D satisfies the condition
u=*$ at 0 (15)
for some *0; (b) no solution exists for *>0 if :d(d&2); (c) if
:<d(d&2), then there is a ** # (0, ) such that the problem (15) has a
solution if and only if ***; moreover, for every *<**, there exist at least
two distinct solutions.
The harmonic function h corresponding to *$ by formula (13) is *k(x, 0)
and the Lions’ results imply that this function belongs to H1(D) if and only
if ***.
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7. MORE ON THE CLASS H1
Which positive L-harmonic functions h belong to H1(D)? It is clear that
E(h) needs to be locally bounded. Indeed, (3) implies that hu and
ED(u)u. Hence, ED(h)u.
If ED(h)<, then the integral equation v+ED(v)=h has a unique
solution (see Lemma 4.5 in [4]) and this solution satisfies a differential
equation
Lv=(v) in D. (16)
We conclude that to each u # U1(D) there corresponds a solution v of (16).
Note that uhv. Function h is the maximal L-harmonic function
dominated by u and it is the minimal L-harmonic function dominating v
(see [2]).
A sufficient condition for h # H(D) to belong to H1(D) is provided by
the following theorem.
Theorem 7.1. Suppose that, for some :>1,
(*t)*:(t) for all *>0, t>0. (17)
If h # H(D) and
E(h)}:h (18)
with }:=(:&1):&1::, then
iD(h)
:
:&1
h (19)
and h # H1(D).
Proof. It is sufficient to show that, for all n,
un
:
:&1
h (20)
where un is defined by (9). This bound is true for n=0. If it is true for
n&1, then
un=E(un&1+h)\ ::&1+
:
}: h+h=
:
:&1
h. K
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8. PARABOLIC SETTING
For every open subset Q of S=R_Rd, we denote by C(Q) the set of all
continuous functions u(r, x) in Q. Put u # C1(Q) if partial derivatives
u* =ur, uxi belong to C(Q); and put u # C2(Q) if, in addition,
2uxi xj are in C(Q).
We denote by U(Q) the set of all positive u # C2(Q) such that
u* +Lu=&(u) in Q. (21)
[From probabilistic part of view, (21) is more natural than the equation
v* =Lv+(v) considered usually by analysts. Both equations can be
obtained from each other by the time reversal v(r, x)=u(&r, x).]
We introduce operators acting on the set B+(R
d) of all positive Borel
function by the formulae
KQ f (r, x)=6r, x f ({, !{), (22)
and
GQ f (r, x)=6r, x |
{
r
f (s, !S) ds (23)
where { is the first exit time from Q. Let EQ(u)=GQ[(u)]. A notation
Q$ZQ and a concept of a sequence Qn exhausting Q are introduced in the
same way as in the elliptic setting with the following definition of
regularity. Let !=(!t , 6r, x) be a diffusion in Rd with the generator L.
A point (r, x) on the boundary Q of Q is called regular if, for every r$>r,
6r, x[(t, !t) # Q for all r<t<r$]=0. A set Q is called regular if the set rQ
of all regular points satisfies the condition
6r, x[({, !{) # rQ]=1 for all (r, x) # Q.
[Here { is the first exit time from Q.] Definitions of operators i and j and
classes U1 and H1 remain the same with the only difference that H(Q)
means now the set of all positive solutions of the linear parabolic equation
u* +Lu=0. All the results stated in the elliptic setting remain true and their
proofs need only minor modifications.
A useful supplement Theorem 7.1 is the following.
Proposition 8.1. Suppose that  satisfies condition (17) and that Q/
S<t=(&, t)_Rd. Let
\ =|
t
&
\(r) dr<}: . (24)
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If h # H(Q) and if
(h)
h
\ in Q, (25)
then
iD(h)
:
:&1
h (26)
and h # H1(Q).
Proof. Note [s<{]/[s<t] and, if sr, then 6r, xh(s, !s) 1s<{<h(r, x).
Therefore
E(h)(r, x)=6r, x |
{
r
[h(s, !s)] ds=|
t
r
6r, x [h(s, !s)] 1t<{ ds
|
t
r
\(s) 6r, xh(s, !s) 1s<{h(r, x) \ .
Hence, (24) implies (18). K
Remark. It follows from (17) that
(*h)
h
*:&1(h).
Therefore, if \ <, then *h # H1(D) for sufficiently small *.
Example. Let L= 122, Q=S<t . For every t$>t, function
h(r, x)=[2?(t$&r)]&d2 e&|x|22(t$&r)
belongs to H(Q). Condition (25) holds for \(r)=[2?(t$&r)]&d2. If
d(:&1)>2, then \ < and therefore *h # H1(S<t) for sufficiently small *.
This result is due to Fujita [3]. He also proved that, if d(:&1)<2, then
the problem
u* + 122u=&u
: in S<t ,
(27)
u=. on S<t
with a smooth bounded .>0 has no solutions (subject to certain restric-
tions on the growth as |x|  ).
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