Models with nominal rigidities are central to monetary policymaking. However, there remains a great deal of uncertainty concerning the specification of such models. Fuhrer and Moore (1995) have argued that the simplest New Keynesian sticky-price models do not fit U.S. post-war data well under rational expectations. In particular, they point out that inflation has been more persistent than these models predict. Fuhrer (1997) has shown that modifying the model so that the it includes lags of inflation not predicted by the standard model with rational expectations allows it to fit the data well. Additional inflation lags have also been found to be important in recent empirical dynamic stochastic general equilibrium models, such as Christiano, Eichenbaum, and Evans (CEE, 2005) and Smets and Wouters (2003) .
Despite such empirical support for the role for additional lags of inflation, there is not, to date, a consensus concerning the empirical performance of the New Keynesian sticky-price model under rational expectations. For example, Ireland (2001 Ireland ( , 2004 finds that by allowing for a serially correlated error term, the model fits U.S. data well without resort to additional lags of inflation. Sbordone (2002) and Gali and Gertler (1999) argue that estimating the model conditional on labor costs rather than aggregate economic activity can reduce substantially the importance of lagged inflation in the model. And Erceg and Levin (2003) , drawing on earlier work by Ball (1995) and Lewis (1989) , suggest that the significance of lagged inflation may reflect sluggish recognition of important shifts in monetary policy.
Resolving these issues matters, because the presence of lags can lead to very different monetary policy advice. Rotemberg and Woodford (1997) show that in a model with fully rational expectations and no additional lags of inflation, an optimized interest-rate rule for monetary policy ought to have a very large coefficient on the lagged interest rate and a small coefficient on deviations of output from its trend level. By contrast, Levin, Wieland, and Williams (1999) find that in a model with an important role for lagged inflation, the optimized interest rate rule has a much larger role for output deviations and a more-modest coefficient on the lagged interest rate.
I examine the evidence for these various hypotheses. The results generally favor models that include lagged inflation, with a coefficient generally in the range of 0.4 to 0.5. Allowing explicitly for serial correlation in the error term of the standard model does not replace the need for lags, nor does excluding a period with an important shift in monetary policy-1980 to 1983. The size of the coefficient on lagged inflation does not seem to be affected by whether labor's share or aggregate real activity is used as a proxy for real marginal costs: With either specification, there is a similar-sized, statistically significant, coefficient on lagged inflation.
The sensitivity analysis of the paper led to a number of other notable results:
• While much empirical work has focused on the addition of a single lag of inflation to the New Keynesian model, I find that specifications with a four-quarter moving-average of past inflation fit considerably better.
•
The results for the model conditional on labor costs are sensitive to the information used to estimate the model: When the model is estimated so as to match the effects of shocks to labor costs, estimated adjustment speeds were slower than when the model was estimated to match the effects of other shocks, such as to monetary policy. This result is consistent with the view that labor costs-in particular, wages-are measured with considerable error and so caution is required in using these data to draw inferences about inflation dynamics. • When the model conditional on labor costs is extended to take account of procyclical labor productivity-by allowing for variable effort-the estimated parameters of the model are not consistent with the underlying theory. In particular, the estimated coefficient on effort is the opposite of the predicted value. This result, like the previous one, suggests that caution may be called for in drawing inferences from the model conditional on labor costs.
The remainder of the paper is organized as follows: Section 1 reviews the New Keynesian model of sluggish price adjustment. Section 2 discusses the empirical framework used in the paper. Section 3 presents baseline results for the version of the model in which economic activity is a proxy for marginal cost movements. Section 4 presents sensitivity analysis for this model, including consideration of a serially correlated error term and subsample estimation. Section 5 presents results for the version of the model that uses unit labor costs to measure marginal cost. Section 6 presents estimates of the labor-cost-based model extended to take account of variable effort. Section 7 presents conclusions.
The New Keynesian price-adjustment model

The partial-adjustment model
In New Keynesian models, prices are "sticky"-that is, they do not adjust immediately to their long-run target level. One modeling strategy that captures such sluggish adjustment is the quadratic adjustment cost (QAC) model. The QAC model was applied to the analysis of sticky prices by Rotemberg (1982) . In this model, costs of adjusting prices are increasing in the square of the change in prices. Firms weigh the costs of changing their prices against the costs of being away from the price they would charge in the absence of costly price adjustment. Solving the firm's dynamic maximization problem implies the following first-order condition (see Rotemberg, 1982 , or Roberts, 1995 , for details):
where )p t is inflation, E t )p t+1 is the expectation in period t of inflation in period t +1, c is the log of marginal cost, , is a stochastic error term, and 2 is the rate of partial adjustment of prices. Calvo (1983) has derived a similar reduced-form model assuming a particular kind of staggered price contracts; Rotemberg (1987) and Roberts (1995) discuss the relationship between these models.
Deriving an aggregate Phillips curve
Marginal cost relative to overall prices-the c t -p t term from the partial-adjustment model-will be affected both by the firm's marginal cost schedule and by laborsupply decisions. These phenomena make c t -p t rising in aggregate economic activity, which can be summarized as:
where y is the deviation of aggregate output from its trend level and R summarizes the slopes of labor supply and marginal cost.
Under this assumption about marginal cost, the model becomes:
with,
As noted in Roberts (1995) , equation 3 can be interpreted as an expectationsaugmented Phillips curve. Roberts (1995) also shows that such a model can be 1 One possibility is that alternative structural models of price adjustment, such as staggered contracts, may account for the extra lags in inflation. However, Fuhrer and Moore (1995) explicitly allowed for staggered contracts and found that additional lags were nonetheless needed.
derived under the assumption that wages, rather than prices, are the source of nominal rigidity.
Empirical problems with the model and proposed solutions
Starting with Fuhrer and Moore (1995) , many authors have pointed out that the New Keynesian Phillips curve under the assumption of rational expectations has difficulty fitting U.S. data. Fuhrer and Moore note that inflation is far more persistent than predicted by the model under rational expectations; Rudd and Whelan (2001) point out that the model cannot match basic facts about the correlations over time between output and inflation. However, as shown by Fuhrer and Moore and Fuhrer (1997) , if additional lags of inflation are added to the model, the ability of the model to fit the data improves considerably.
1
A number of suggestions have been made as to the role that lagged inflation may be playing. Some authors have posited rule-of-thumb behavior, in which some agents may use univariate rules of thumb in forecasting inflation (Roberts, 1997, and Gertler, 1999) . In Roberts's model, equation 1 is assumed to determine the evolution of prices, but expectations formation is modeled as:
where the operator "M t " is introduced to distinguish the rational, or "mathematical," expectation from other possible expectation-formation mechanisms and D(L) is a lag operator that reflects a univariate regression of inflation on lagged inflation. Combining equations 1 and 5 implies the price-adjustment equation:
Gali and Gertler (1999) consider a model in which some firms-a fraction T of the total-set their prices using rational expectations while the remaining firms set their price by using a simple rule of thumb based on lagged inflation to move adjust the previous period's price. Under this assumption, Gali and Gertler derive a price-adjustment equation of the form, 2 Kiley (2005) shows that when indexation in the CEE model follows the polynomial, 0.4 )p t-1 + 0.3 )p t-2 + 0.2 )p t-3 + 0.1 )p t-4 , D(L) will be a simple four-quarter moving average.
In Christiano, Eichenbaum, and Evans (CEE, 2005) , the lag on inflation is posited to stem from indexing that occurs in periods in which agents in the Calvo model are not allowed to re-optimize their prices. When the model is modified to allow for such indexing, price adjustment is dictated by,
Equation 8 predicts that the coefficients on the lag and lead of inflation will each be one-half. Smets and Wouters (2003) have generalized this model by allowing a fraction L of firms to set prices without indexation-that is, according to equation 1-and (1-L) to use the CEE indexation mechanism. Under this assumption, the model generalizes to:
A functional form that can summarize all of these models is,
with the interpretation of " and ( depending on the underlying structural model. In the Smets-Wouters model, the weight on the lead of inflation will be between onehalf and one and the weight on lagged inflation, between zero and one-half. However, in either the Gali-Gertler or Roberts (1997) proposals, the coefficients on the lead and lag can be anywhere in the range of zero to one. Gali-Gertler and CEE consider only a single lag of inflation-that is, they assume D(L) = 1. However, there is nothing in the logic of these models that would preclude a polynomial specification for D(L). For example, agents could use a lag polynomial rather than a single lag as a univariate rule for forecasting inflation for purposes of indexation (in the case of CEE) or as a simple rule of thumb (for Gali and Gertler). In the empirical work, I consider both a single lag of inflation,
), a simple four-quarter moving average. 
Adding a serially correlated error term
Adding a lagged variable to a model can often be a way of compensating for an omitted serially correlated error term. Thus, suppose the true model is,
This model can be rewritten as:
While it is not identical to the models motivated by rule-of-thumb behavior or indexation, equation 12 bears some resemblance to them, notably in the presence of lagged inflation. Thus, it is possible that results suggesting some weight on lagged inflation may in fact be picking up a serially correlated error. Rotemberg and Woodford (1997, 1999) argue that the New Keynesian model may well include a serially correlated error term because simple detrending procedures may miss some of the variation in the appropriate measure of trend output. Ireland (2001 Ireland ( , 2004 has presented estimates of a model like equation 11 and nested it with the model with lagged inflation. Ireland finds that the specification with a serially correlated error fits better than one with lagged inflation.
The model with labor costs
One approach to estimation of the New Keynesian partial-adjustment model has been to assume that marginal cost is well-represented by labor costs. This approach has been taken by Roberts (1992) ; Roberts, Stockton, and Struckmeyer (1994) ; Brayton et al. (1997) ; Sbordone (2002) ; Gali and Gertler (1999); CEE (2005) ; and Smets and Wouters (2003) . In this approach, (log) marginal cost is:
where w is the log of the wage and MPL is the marginal product of labor. In Roberts (1992) and Roberts, Stockton, and Struckmeyer (1994) , the marginal product of labor is specified as:
where a t is a stochastic process reflecting movements in the marginal product of labor that are unrelated to the business cycle-notably, productivity shocks. By contrast, Sbordone (2002) and Gali and Gertler (1999) assume that the marginal product of labor is proportional to the average product of labor,
where h is the log of aggregate hours worked. Under this assumption, real marginal cost can be specified as,
where s = w + h -(y + p), or the log of labor's share. Equations 10 and 16 can be combined to give:
Extending the model for variable effort
Each of the alternatives to modeling the marginal product of labor in equations 14 and 15 has potential problems. Roberts, Stockton, and Struckmeyer (1994) addressed the stochastic trend that appeared in their specification of the marginal product of labor by differencing the price adjustment equation. But if the data contain significant measurement error, such differencing will reduce the signal-tonoise ratio in the data. On the other hand, the assumption that the marginal product of labor is proportional to the average product of labor, as in Gali and Gertler (1999) and Sbordone (2002) , must confront the phenomenon of procyclical average labor productivity, which is at variance with the predictions of simple production functions. One proposal to account for procyclical labor productivity is variable effort. In Basu, Fernald, and Shapiro (2001) , for example, a firm can demand greater effort from workers, but only at a cost in terms of higher wages. The firm will thus only ask for greater effort when it cannot adjust along other margins; in their model, the firm uses the effort margin because employment is costly to adjust.
The appendix derives the implications of variable effort and costly adjustment for marginal cost. That analysis suggests that equation 16 should be modified as, 3 Sbordone (2002) also considers an extension of the model that allows for costly adjustment of hours. In her specification, however, hours growth affects marginal cost rather than effort. The appendix discusses the relationship between these models. 4 Moreover, in the wholesale and retail trade sector, Blinder et al. found an average four-month interval between price changes, the same as Klenow and Kryvtsov found for retail prices.
where e is an estimate of (the log of) variable effort, where effort is approximated by an estimate of detrended labor productivity. The theory suggests that the coefficient on effort should be positive because it is costly to demand extra effort from workers. In principle, adjustment-cost parameters can be obtained directly from estimates of the labor-cost-based model: As can be seen by comparing equations 6, 7, or 9 with equation 10, estimates of the parameters " and ( of equation 10 can be used to infer an estimate of the underlying adjustment speed parameter 2. These estimates can then be compared with evidence on the adjustment of individual prices, such as that in Blinder et al. (1998) and Klenow and Kryvstov (2004) . To review briefly the findings of these studies, Blinder et al. (1998) surveyed firms about their pricing behavior and found a modal interval of price adjustment of about once per year and a median interval of about once every three quarters (Blinder et al., 1998, table 4 .1). Klenow and Kryvtsov (2004) examined the microeconomic data underlying the U.S. consumer price index and found that prices are adjusted, on average, once every four months. Because Blinder et al. looked at a much broader range of industries than Klenow and Kryvtsov, their evidence would seem to be more germane to aggregate price adjustment. 4 Thus, it might be reasonable to expect price adjustment in the range of once every three or four quarters-implying estimates of the 2 parameter in the range of 0.75 to 0.8.
There are some important caveats to such comparisons, however. First, in some of the extensions to the basic model, such as the dynamic indexing model of CEE, prices are adjusted every period. What varies in the indexing model is whether the price change is made according to a simple indexing rule based on lagged inflation or instead prices are fully re-optimized. Hence, in the CEE model, the estimated parameter reflects the frequency of price re-optimization and not the frequency of price change per se. While the estimates of Klenow and Kryvtsov are broadly consistent with frequent price changes-on the order of once per quarter-the results of Blinder et al. are not.
Furthermore, Eichenbaum and Fisher (2004) have pointed out that if the capital stock is firm-specific-as seems likely-then the estimated parameters of the model no longer depend only on the price-adjustment parameter. Rather, they are affected by the adjustment speed of the capital stock, as well. They show that plausible estimates of capital-stock adjustment costs can drive an important wedge between the micro-and macro-based estimates of price adjustment, so that price adjustment at the aggregate level may be considerably slower than what is implied by the frequency of price adjustment at the firm level.
Empirical implementation
Estimation techniques
The empirical work mostly uses maximum-likelihood techniques. However, I also explore the sensitivity of the results to alternatives, including instrumental variables and impulse-response matching.
An advantage of full-information maximum likelihood is its well-established econometric efficiency. Of course, FIML can lead to incorrect inference when models are mis-specified. To protect against this risk, I use reduced-form models for auxiliary variables in most of the maximum-likelihood-based estimation. For example, in the estimates of the aggregate Phillips curve conditional on detrended output in sections 3 and 4, detrended output and the federal funds rate are modeled as simple VAR-type relationships, with four lags of each of the three variables in the model. The contemporaneous relationships among the variables are identified under the assumptions that output is not affected by shocks to inflation or monetary policy in the current period, and that the federal funds rate is set with knowledge of currentperiod output and inflation; Christiano, Eichenbaum, and Evans (1996) discuss such identifying assumptions.
The numerical methods used to estimate models with maximum likelihood have difficulty converging when there are multiple highly collinear coefficients, as is common in VAR-type models. As a consequence, I constrain the coefficients of the reduced-form models to their OLS values; Fuhrer (1997 Fuhrer ( , 2000 takes a similar approach. However, as a sensitivity exercise, I report FIML results in section 4.2, in which the coefficients of simple structural models for output and the federal funds rate are estimated.
For comparison purposes, I present estimates of the detrended-output version of the model with instrumental-variables techniques in section 4.4. IV techniques are often used because they are less computationally intensive than maximum likelihood. In addition, IV techniques are robust to incorrect model specification. However, Fuhrer and Olivei (2004) have shown that IV estimates of priceadjustment models can be biased in small samples. They also show that maximumlikelihood-based estimates are less subject to bias; hence the emphasis on ML for most of the results reported here.
In addition to model misspecification, another concern with maximumlikelihood techniques is (unmodeled) measurement error in the data. Measurement error is a particular concern for the model with labor costs, because the nonfarm business sector compensation data are known to have a number of flaws. As one example, consider employee stock options, which have become an important part of overall compensation in recent years. In theory, options should affect firm costs when they are granted-after all, a firm can always hedge the difference between the exercise and strike prices through appropriate financial market transactions. But the compensation data capture stock options when they are exercised. The distortion from this source was particularly great in the late 1990s, when the stock market boom led to large swings in compensation related to stockoption exercises; because they reflected exercises rather than grants, these swings in labor cost were inappropriate both in size and timing.
Because of concerns about measurement error, for the labor-cost-based model, I look at estimates based on matching impulse responses as well as maximumlikelihood-based techniques. Impulse response matching has been used to estimate structural models in a number of macroeconomic studies in recent years-for example, Rotemberg and Woodford (1997) and CEE (2005) . Impulse-response matching can be helpful when certain shocks are more likely to be affected by measurement error than others. In the present case, labor cost are likely more affected by measurement error in wages than are the effect of other structural shocks, such as those to monetary policy.
In estimating with impulse response matching, the parameters are chosen to minimize the weighted squared deviations of the model impulse responses from the impulse responses from a VAR. The first twenty periods of the impulse response function are matched. The sum of squared deviations corrects for serial correlation across the individual impulse responses. As a consequence, the squared deviations thus are distributed P 2 , and provide a test of how closely the impulse responses of the structural model approximate those of the VAR. 5 Fuhrer (1997) finds a much smaller weight on future inflation-around 0.2. Moreover, this point estimate is not significantly different from zero. However, Fuhrer and Olivei (2004) report results similar to those in table 1.
Data
The empirical work looks at two measures of inflation, for consumer prices and for overall output (GDP) prices. Both are chain-type price indexes from the national accounts. The models that condition on aggregate economic activity use detrended (log) GDP. The trend is estimated using the Hodrick-Prescott filter with a smoothness parameter of 16,000.
Labor's share in the nonfarm business sector (in logs, w -p -[y -h] ) is used as the measure of real labor cost in the estimation of the model conditional on labor costs. When effort is included as well, it is measured as the deviation of actual nonfarm business sector productivity from an estimate of its trend. The estimate of trend labor productivity is from the Federal Reserve staff's FRB/US model of the U.S. economy. Details of its construction are provided in the appendix.
Baseline aggregate Phillips curve estimates
Equations 2 and 10 can be combined to form an aggregate Phillips curve conditional on detrended output that includes both leads and lags of inflation:
Table 1 presents estimates of equation 19 using consumer and GDP prices and using one-and four-quarter moving averages as the specification of the lag polynomial D(L). In all four cases, the estimates suggest a moderate weight on future inflation, with " ranging from 0.51 to 0.62. These estimates are significantly different from both zero and one and are thus consistent with neither full rationality nor the view that expectations are simply a function of lagged inflation.
5
The results are sensitive to the specification of the lag polynomial: Estimates of " somewhat larger with the four-quarter moving average specification. In addition, the estimated slope parameter 6 is 0.06 or 0.07 with the four-quarter moving average, whereas with one quarter of lagged inflation, 6 is less than 0.01. This coefficient is also strongly statistically significant when D(L) is a four-quarter moving average, whereas it is not statistically significant with the single lag specification. The four-quarter-moving-average specification also fits better, Notes: Numbers in parentheses are standard errors.
6 This strong negative correlation can affect hypothesis testing, notably about ". However, the inferences about " reported above remain valid after taking account of this correlation. In particular, " is significantly different from both zero and one.
generating a considerably larger value of the likelihood (holding fixed the measure of inflation). Serial correlation of the residuals also favors the four-quarter specification: The Q-test for up to fourth-order serial correlation implies strong rejection of the no-serial-correlation hypothesis for the one-quarter lag models but much weaker rejection for the four-quarter moving-average models.
Estimates of 6 and " are strongly negatively correlated, generally in the -0.8 to -0.9 range. 6 There is a possible economic interpretation of this negative correlation: A flat Phillips curve and a high degree of nonrationality are competing reasons why monetary policy may have a large effect on output and a small effect on inflation. Apparently, in this sample, it is difficult to distinguish which of these factors is the more important.
The most precise estimates-in the sense of leading to the largest t-statistics on the estimated coefficients-are in column 4, using a four-quarter moving average of lagged inflation and of consumer prices. One reason the GDP price index results may be less precise is that this price index includes a large share of imputed prices. These imputed prices may add noise to the estimates based on GDP prices.
Aggregate Phillips curve sensitivity analysis
Can serially correlated errors account for the presence of lagged inflation?
In the results reported in table 2, the baseline Phillips curve (equation 19) is generalized to allow a serially correlated error term. The first column repeats the results from column 4 of table 1, which use consumer prices and a four-quarter moving average specification of D(L). The second column allows the error term to follow a first-order autoregressive process. The results indicate support for this hypothesis, as N is statistically significant. However, N is small-only about 0.2-and the estimates of the other parameters don't change much. In particular, the weight on future inflation, ", remains around 0.6 and is still significantly different from both zero and one. The estimate of 6 is somewhat larger than before, although it is less precisely estimated. These results suggest that lagged inflation is not serving as a proxy for a serially correlated error term.
While the model in column 2 allows for an autoregressive error term, an examination of the serial correlation of the residuals in column 1 suggests that a 7 Ireland (2001 Ireland ( , 2004 ) estimates a similar model but comes to very different conclusions: He finds a high degree of serial correlation and a weight on expected inflation near one. To explore why he comes to different conclusions, I re-estimated the model in column 5 using estimates similar to his as starting values. As does Ireland, I obtain large values of N and ": " goes to its theoretical upper limit of 1.0, while N is around 0.9. In addition, I obtain a very small value for the Phillips curve slope. However, the likelihood of the model with these parameter estimates is considerably smaller than in column 5. These results thus represent a local, but not a global, maximum of the likelihood function.
moving-average specification of the residual may be more natural. Column 3 reports results with an MA(1) specification. This specification fits somewhat better, but not by a wide margin; the other coefficient estimates are little changed. Columns 4, 5, and 6 repeat the exercise in the first three columns, using the GDP price index as the measure of inflation and only one lag of inflation as the specification of D(L). In column 5, N is statistically significant. In this case, however, it is negative. As in column 2, the coefficient is modest in size, here only about -0.3. The coefficient on future inflation remains moderate in size. In column 6, the residual is allowed to follow an MA(1) error process. As in column 5, there is evidence of serial correlation, but with a negative sign.
In columns 5 and 6, the estimate of " is smaller than in column 4, suggesting that taking account of serial correlation actually leads to a smaller weight on future inflation. In contrast to the specification in columns 1 through 3, allowing for a serially correlated error term now has an important impact on the estimated Phillips curve slope. In column 6, the Phillips curve slope is about seven times larger than in column 4. And it is statistically significant. 
Structural model
The estimation in tables 1 and 2 was conditional on reduced-form auxiliary equations with fixed coefficients. To assess whether this modeling choice affects the results, here I replace the reduced-form equations for detrended output and the federal funds rate with a structural IS curve and a monetary-policy reaction function. In particular, I estimate an IS curve,
where ff is the federal funds rate, and a monetary-policy reaction function,
As discussed in Amato and Laubach (2004) , a New Keynesian IS curve such as equation 20 can be derived from a standard consumer optimization problem with habit persistence. The equation is allowed to have a serially correlated residual. Equation 21 is a reduced-form monetary-policy reaction function, as suggested by Clarida, Gali, and Gertler (2000) , among others. Table 3 reports the results. In column 1, the Phillips curve uses GDP prices and one lag of inflation for D(L); in column 2, it uses consumer prices with a fourquarter moving average specification of D(L). As can be seen, the estimates of the structural Phillips curve are little affected by the use of structural specifications for the auxiliary equations. In particular, there continues to be a moderate weight on the lead of inflation and a positive Phillips curve slope-which, in column 2, is statistically significant.
The estimates of the structural IS curve suggest a weight of about ½ on the lead of output and ½ on lagged output. The slope of the IS curve is about -0.01 in both columns 1 and 2; however, it is more precisely estimated in column 2. The coefficients of the funds rate equation suggest a modest policy response to the level of detrended output as well as a strong reaction to its change. The coefficient on inflation is also statistically significant. The sum of the coefficients on the lagged funds rate is close to one, suggesting that changes in the funds rate are highly persistent. All three lags of the funds rate are statistically significant.
Subsample stability
This section presents estimates of the baseline Phillips curve, equation 19, in several subsamples. I first consider the hypothesis that an important regime shift during the sample is the reason the coefficient on the lead of inflation is found to be less than one. This hypothesis has been put forward by, among others, Ball (1995) , Lewis (1989) , and Erceg and Levin (2003) . In broad terms, the idea is that if there has been an important shift in monetary policy, it will take time for agents in the economy to learn about the shift. During this transition period, agents will make systematic, and serially correlated, forecast errors. If this transition period is an important part of the estimation sample, it may lead to incorrect inference about inflation dynamics in nontransition periods.
A strong candidate for such a transition period is 1980 to 1983, the early years of Paul Volcker's chairmanship of the Federal Reserve. Both the historical and econometric records indicate that this period marked an important shift in monetary policy. In their historical review, Romer and Romer (2004) characterize the Volcker Notes: Numbers in parentheses are standard errors. 8 In the Gali-Gertler and Smets-Wouters models, the coefficient on real marginal cost is a function of the weight that is put on forward-looking behavior, raising the possibility that the drop in 6 can be explained by the rise in " between columns 3 and 4. This turns out not to be the case: In the GaliGertler model, the coefficient on real marginal cost should rise, not fall, when the coefficient on the lead of inflation rises. In the Smets-Wouters model, the coefficient on real marginal cost should fall as " rises. However, an increase in " from 0.5 to 0.75 implies only a 33 percent decline in the coefficient on real marginal cost, much smaller than the drop between columns 3 and 4.
chairmanship as a marked break from the policy regime that went before it, with greater emphasis placed on inflation reduction and stabilization than had been the case earlier. Clarida, Gali, and Gertler (2000) provide econometric evidence of a break in the setting of monetary policy at this time. Moreover, this period is apt to have a strong influence from an econometric standpoint, as it was marked by the largest drop in inflation and the deepest recession of the post-war period.
To assess whether the 1980-83 period is responsible for the significant weight on lagged inflation in estimates of equation 19, I re-estimated the model leaving this period out of the sample. To allow for separate monetary regimes in the 1961-79 and 1984-2002 periods, I allowed the coefficients of the reduced-form equations for detrended output and the funds rate to differ across these two periods. The results are shown in column 2 of table 4. The key finding is that the weight on future inflation actually falls in the sample that omits the 1980-83 period. Apparently, the Volcker disinflation cannot account for the presence of lagged inflation in equation 19.
Columns 3 and 4 show estimates for the two subsamples. The estimates are very different in the two columns, with 6 much smaller, and " much larger, in the post-1983 period. By comparing the sum of the likelihoods from these two models with the likelihood in column 2 (with two degrees of freedom), we can test whether the shift in parameters is statistically significant; it is.
One interpretation of the subsample results is that the post-1983 period comes much closer to a single settled "regime" than does the 1960-79 period. This interpretation is consistent with the view of Romer and Romer (2004) , who describe the Volcker-Greenspan years as a period in which policy consistently emphasized bringing about, and maintaining, low and stable inflation. By contrast, according to Romer and Romer, the 1960-79 period was marked by frequent changes in policy objectives and views of the best way to achieve them. This interpretation has some elements in common with the hypothesis that a period of unsettled policy may lead to a large weight on lagged inflation, and thus small estimates of ". 1961-79 / 1984-2002. 9 In Roberts (2004) , I argue that monetary policy, by itself, can account for a reduction in the correlation between the change in inflation and the unemployment rate (or output gap), holding the structural parameters of the model fixed. Boivin and Giannoni (2004) make a similar argument. The results presented here suggest instead that there may have been changes in the underlying parameters of the model, even after allowing for changes in monetary policy. While there is some tension between these results, it is worth noting that in Roberts (2004) , I consider a broader range of changes in the implementation of monetary policy than I do here. In particular, I consider the possibility that improvements in the estimation of resource utilization made an important difference to the implementation of monetary policy.
Although the estimate of " is considerably larger in the 1984-2002 period, it is still significantly smaller than 1. Thus, while the results suggest that the morehomogeneous policy regime in place since the early 1980s may be consistent with higher values of ", they do not suggest that policy shifts can entirely account for the significance of lagged inflation.
One possible explanation for the smaller value of 6 in the post-1983 period is suggested by the work of Ball, Mankiw, and Romer (1988) . They are argue that low and stable inflation will lead to less frequent changes in wages and prices, thereby flattening the Phillips curve. 
Instrumental variables estimates
For IV estimation, it is convenient to rewrite equation 19 as:
In implementing IV, I replace the mathematical expectation of inflation with its actual outcome. Provided that the instruments are limited to those that would have been part of the information set of agents at the time expectations were formed, this substitution will yield consistent estimates under the maintained hypothesis that the expectations represented by the M operator are rational. The equation then becomes:
Lagged dependent variables are often used as instruments in the estimation of macroeconomic models; lagged economic activity and inflation are obvious candidates in this case. Another variable that is useful for predicting economic activity is the short-term interest rate; short-term interest rates may also be helpful in bringing to bear information about inflation expectations. Publication lags mean that there will be some delay in the information available in forming in period t. Given the publication schedules of the major statistical agencies, a one-period publication lag seems reasonable in quarterly data, so that only information from period t-1 is available. To allow for the possibility of serially correlated residual error terms, I use a generalized method of moments estimation technique, using the Newey-West weighting matrix and allowing for up to eight-quarter serial correlation.
The two instrument sets I will consider are (1) four lags of the detrended GDP plus four lags of the change in the fed funds rate and (2) set 1 plus four lags of the change in inflation. I first consider an instrument set without inflation out of concern for measurement error: Because inflation is a differenced variable, it is especially subject to measurement error-which may be serially correlated. Table 5 presents estimates of equation 19 using instrumental variables. The top panel shows results using only detrended GDP and the change in the federal funds rate as instruments. For the estimates using GDP prices, the IV estimates are similar to the maximum-likelihood estimates reported earlier: As before, the estimate of " is moderate in size, implying important weight on both the lead and the lag of inflation. And the coefficient on detrended output is positive. These estimates are, however, less precise than the ML estimates, with the standard error rising by several times for the estimates using one lag of inflation for D(L) and by about 50 percent using the four-quarter moving average of inflation. The J-test of overidentifying restrictions suggests that the model is not rejected.
With consumer prices, there are more marked differences between the IV and ML estimates. In particular, the weight on the lead of inflation is now very small and not significantly different from zero, while the coefficient on detrended output is quite large and strongly statistically significant. A likely explanation for the small coefficient on the lead of inflation and the steep Phillips curve slope is the strong negative correlation between these two coefficients noted earlier: A shallow Phillips curve and lagged inflation are competing explanations for monetary policy having a large effect on output and a small effect on inflation.
The estimates in the bottom panel add lagged inflation to the instrument set. An important difference with the results in the top panel is that the coefficient on the lead of inflation is now considerably larger than before. In particular, the results with consumer prices are now more like the ML estimates. The coefficients on detrended output are now much smaller than in the top panel, consistent with the strong negative correlation between the slope and forward-inflation parameters. Notes: Numbers in parentheses are standard errors.
Estimates of the model conditional on labor costs
In this section, I consider estimates of the New Keynesian price-adjustment model conditional on labor costs, equation 17 above. As discussed in section 2.1, I use both maximum-likelihood and impulse-response-matching to estimate the model. Both estimation approaches require a model for the rest of the economy. In this model, the log of labor's share is added to the VAR used in the earlier estimation. As before, output is assumed to be unaffected contemporaneously by any shock but its own and monetary policy responds to all current-period information. Inflation continues to be affected only by output in the current period. Hence, real unit labor costs are affected by shocks to both output and inflation in the current period, but not by monetary policy. Given that both output and prices help form labor's share, it is reasonable to assume that it is affected by shocks to these variables in the current period. Table 6 presents results using GDP prices and one lag as the specification of D(L). When estimated using maximum likelihood as in column 1, the estimate of " is about one half and is significantly different from both zero and one. Hence, as in the Phillips curve estimates, the estimated coefficient on expected inflation is moderate in size. The coefficient on labor's share is highly statistically significant. These results are similar to those reported in Gali and Gertler (1999) and Li (2004) .
As shown in the last lines of the table, under the Gali-Gertler interpretation of the model (equation 7), these parameter estimates imply a price-adjustment coefficient 2 of 0.83, meaning that prices are re-optimized once every five quarters. Under alternative interpretations of the estimated coefficients (not shown in the table), the implicit adjustment speed is even slower: Under the interpretation that lagged inflation enters because it reflects flawed expectations formation (equation 6), the implicit estimate of the 2 coefficient is 0.93, consistent with prices that are reoptimized only once every three years. Under the Smets-Wouters interpretation (equation 9), the implicit 2 coefficient is somewhat smaller, but still implies a reoptimization interval of two-and-a-half years.
Given a weight on expected inflation that is far from one, it is perhaps not surprising that the structural interpretations suggest a limited role for forwardlooking price-setting. Under the Gali-Gertler interpretation shown in the table, the weight on forward-looking firms is only 26 percent, with 74 percent of firms setting prices using a backward-looking rule of thumb. Under the Smets-Wouters interpretation, the weight on such firms is only 6 percent, implying that 94 percent of firms use indexing. As noted in section 1.7, the survey results of Blinder et al. (1998) suggest that firms adjust prices, on average, about every three quarters. These results would thus seem to suggest some tension between estimates of nominal rigidity at the microeconomic and macroeconomic levels. But, as noted in the earlier discussion, firm-specific capital may drive a wedge between the micro and macro estimates of adjustment costs (Eichenbaum and Fisher, 2004) . This possibility means that comparison with the microeconomic results is therefore obscured. Still, these calculations can provide a useful perspective on the results.
In addition to maximum likelihood, table 6 also presents results using impulseresponse matching. This approach is of interest because it allows us to focus on the effects of particular shocks in estimating price dynamics. As discussed earlier, some of the shocks hitting the model have more plausible structural interpretations than others. In particular, Christiano, Eichenbaum, and Evans (1996, 2005) argue that the monetary-policy shock has a particularly strong claim as an identified structural shock. A monetary-policy shock is also well suited for estimating the parameters of price dynamics because it is an aggregate demand shock. If the timing assumptions of the structural VAR are accepted, then the shock to current-period output can be interpreted as an IS-curve shock, an additional aggregate demand shock. On the other hand, as noted earlier, the shock to unit labor costs may be contaminated with measurement error.
Column 2 presents estimates using impulse responses to all four shocks. In terms of the information used, these estimates are most comparable to the ML estimate in column 1. The estimated coefficient on labor's share is quite similar to the ML estimate, while the estimated weight on expected inflation is somewhat larger. The implicit estimate of 2 under the Gali-Gertler interpretation is slightly larger than in column 1. Given the larger value of " in this column, it is perhaps not surprising that the weight on the standard forward-looking model is larger in this case. Under the Gali-Gertler interpretation, the weight on forward-looking behavior is close to 50 percent.
In column 3, the parameters are chosen so as to match only the effects of the monetary-policy shock. The estimated weight on the inflation lead is around onehalf. However, the estimated coefficient on labor's share is now considerably larger than in columns 1 and 2. The value of the objective indicates that the fit to the monetary-policy impulse responses is very tight. The estimated coefficient on labor's share is considerably larger than before; under the Gali-Gertler interpretation, 2 is 0.73, implying re-optimization once every 2.7 quarters. This estimate is consistent with the survey results of Blinder et al. (1998) , even without resort to a wedge from firm-specific capital. Under other interpretations of the parameters, however, the interval of adjustment is longer than this. Still, it is noteworthy that when estimated in response to the shocks that are most plausibly exogenous, the estimated adjustment speed is the most rapid.
Column 4 presents results based on shocks to unit labor costs. Here, the estimated coefficient on labor's share is quite small; the estimated coefficient on the inflation lead remains in the range of the other specifications. Under the Gali-Gertler interpretation of the parameters, the implicit estimate of 2 is 0.88, the largest in table 6, consistent with the view that noise in estimates of unit labor costs may be biasing the results. The model's ability to fit the impulse responses is almost as good as for the monetary-policy shock.
The remaining columns of the table show the effects of estimating conditional on other impulse responses and combinations. The adjustment speeds implied by these estimates are generally between the extremes based on the monetary-policy and ULC shocks, with the slowest adjustment speeds associated with estimates that include the responses to ULC shocks. Overall, these results confirm the suspicion that noisy measures of unit labor costs may lead to estimates of the speed of adjustment of prices that are too slow. Table 7 repeats the estimates of table 6, this time using consumer prices. The maximum-likelihood estimates are similar to those in table 6. In the estimates based on impulse-response-matching, the estimates of both " and ( are slightly larger than with GDP prices. Still, the overall conclusions are similar, with the estimates based on the aggregate demand shocks implying price re-optimization intervals in the plausible range while those that use information involving unit labor costs implying implausibly sluggish adjustment. Table 8 again uses consumer prices as the dependent variable, but now assumes the four-quarter moving average specification of D(L). As with the results using aggregate economic activity, the weight on future inflation is considerably higher when the four-quarter moving-average is used; for example, for the maximumlikelihood estimate, the weight rises from 0.52 to 0.70. In addition, the estimated coefficients on labor's share are larger. The sensitivity of the results to the inclusion of unit labor costs among the shocks to be matched is similar to that in tables 6 and 7.
Allowing for variable effort
Equations 10 and 18 can be combined to form a price-adjustment model conditional on labor costs that allows for a differential effect of effort: 
In equation 24, greater effort has two competing effects on firms' costs. First, higher effort will reduce real marginal costs through its impact on s. But higher effort entails indirect costs to the firm, and so it should have a smaller effect on costs than other factors affecting s. As a consequence, a positive coefficient on effort (> > 0) is predicted. Table 9 reports results for equation 24. Here, the dependent variable is GDP prices and D(L) uses one lag. As in tables 6 through 8, results are reported for both maximum likelihood and impulse-response matching. In the VAR underlying both sets of estimates, it is assumed that shocks to output and inflation affect effort contemporaneously but shocks to effort do not affect output or inflation. Also, shocks to effort affect labor's share and the funds rate contemporaneously but shocks to labor's share and the funds rate do not affect effort.
Estimates of the coefficient on effort are almost all negative in table 9, contrary to the predictions of the theory. Moreover, the size of the coefficients is often economically large-frequently larger in absolute value than the coefficient on labor's share. In many cases, these point estimates are also significant at conventional statistical levels. The lack of consistency between the results and the theory makes subsequent inference hazardous. Nonetheless, it is worth noting that coefficients on labor's share are now generally smaller than in table 6 (although they remain statistically significant). The coefficients on the lead of inflation are also generally larger than in table 6. If we were to make structural inferences based on these parameters, we would conclude that price adjustment was slower than suggested by the earlier estimates.
Looking at the results in more detail:
• In contrast to the model without effort, there is an important shift in the results in going from maximum likelihood to impulse-response matching:
The coefficient on effort more than doubles in size, and its t-ratio rises from 1.6 to 5. • In the two cases where the model is estimated using only one shock-columns 3 and 4-the estimates are not very precise. This result is perhaps not surprising, since as we saw in table 6, the model with two parameters already fit the impulse responses quite closely in these cases.
•
In column 4, when estimating conditional only on the unit-labor-cost shock, the coefficient on effort is positive, as predicted by theory. However, it has a very large standard error. • When multiple shocks are used to identify the model, as in columns 5, 6, and 7, the results are more precise. These estimates predict rather sluggish adjustment of prices under the Gali-Gertler interpretation of the model.
In columns 6 and 7, when both aggregate supply and aggregate demand shocks are used to identify the model, the coefficient on effort is large-much larger than that on labor's share-and highly statistically significant.
Conclusions
The answer to the question posed in the title depends on how closely one wants to stick to the original premises of the model. If the criterion is that the basic New Keynesian price-adjustment model must fit the data under rational expectations, without appeal to additional lags of inflation, then the answer is, "Not very well." Additional lags appear to be required-albeit with a moderate coefficient, generally in the range of 0.4 to 0.5. The presence of lags is robust to a number of proposed remedies, including a serially correlated error term; the use of labor's share instead of aggregate economic activity as a proxy for real marginal cost; and the exclusion of a key period of change in monetary policy, notably 1980-83. On the other hand, to the extent that rule-of-thumb behavior or indexing are viewed as sensible extensions of the basic model, then the New Keynesian sticky-price model appears to work well. In addition to the robustness of the role of lags in the model, the results suggest three other notable conclusions. First, one feature that improves the fit of the model is to allow for a four-quarter moving average of past inflation rather than a single lag: The weight on lagged inflation was generally smaller with this specification, the residuals to the equation were less serially correlated, and, in the models that include it, the coefficient on aggregate economic activity was larger and more statistically significant.
Second, results for the labor-cost-based version of the model are sensitive to the inclusion of unit-labor-cost shocks: When the model is estimated using impulseresponse matching and these shocks are included among the impulse responses to be matched, the estimated speed of price adjustment is reduced considerably. This result is consistent with the view that unit labor costs-in particular, wages-are measured with considerable error.
Finally, when the labor-cost version of the model is extended to take account of variable effort, the predictions from theory appear to be violated: Taken at face value, the results suggest that greater effort reduces implicit costs to the firm , rather than raising them as predicted. These results suggest that caution should be exercised in using the model conditional on labor costs, since some of its key predictions do not appear to be borne out in the data. On the other hand, for many issues in the analysis of monetary policy, the model conditional on aggregate economic activity may be sufficient; Woodford (2003) , for example, takes this position. The results of the present paper suggest that this model is a reasonable alternative to the model conditional on labor costs.
Appendix: Model with variable effort
A.1. Theory
It has long been noted that output per hour is strongly procyclical-that is, it drops sharply in recessions and rises when output rebounds. Basu, Fernald, and Shapiro (BFS, 2001 ) have proposed a model of variable effort to account for procyclical labor productivity. In BFS's model, employment is costly to adjust while the workweek (hours worked per worker, per week) is freely variable. In the model discussed here, total hours-employment times the workweek-are costly to adjust. One reason for this change in specification is that BFS were examining annual data while the present study looks at quarterly data: While the workweek may adjust rapidly enough to make costless adjustment a reasonable assumption at an annual frequency, that is not the case for quarterly data.
Firms face the following cost-minimization problem:
Min where Q is firm output, H is total employee hours, E is effort, W is the "base" hourly wage, and A is a measure of technology. Q and G are convex functions, and G(1) = 1; additional restrictions on G are discussed below. $ is a discount factor, 0 < $ < 1. While W is the base wage, W G(E) is overall hourly compensation, which is assumed to be rising in effort.
The first-order conditions for H and E are: (A.6) which is the same as equation 18 in section 1.6. Basu, Fernald, and Shapiro impose the restriction GO < GN 2 , which is sufficient to ensure that . > 0. Sbordone (2002) also considers the implications of variable effort and costly adjustment of hours for marginal cost. One difference between her approach and the present one is that she uses the log-linearized first-order condition for hours in conjunction with the first-order condition for effort to obtain an adjustment to marginal cost in terms of hours growth. In principle, Sbordone's approach is equivalent to the approach adopted here. There is an important difference in implementation, however: Sbordone makes an adjustment to marginal cost based on adjustment-cost parameters taken from outside sources. This approach does not allow the differential effects of variable effort on cost to be freely estimated, as is the case here.
A.2. Measure of effort
The measure of effort used in the empirical work is a component of the Federal Reserve Board's FRB/US model. It is the deviation of actual multifactor productivity (MFP) from an estimate of its trend. The trend is estimated jointly with the FRB/US model's hours adjustment equation, which is derived from a firm optimization problem similar to that in equations A.1 and A.2. Trend MFP is assumed to follow a random walk with drift, and the drift term itself is assumed to follow a random walk. The model is then estimated using state-space methods; see Roberts (2001) for a related approach.
