Distance-Regular Graphs and Halved Graphs  by Hemmeter, Joe
Europ. J. Combinatorics (1986) 7, 119-129 
Distance-Regular Graphs and Halved Graphs 
JOE HEMMETER 
Let G be a bipartite distance-regular graph with bipartition V( G) =Xu Y. Let V( G') =X and, 
for x and y in X, let x be adjacent to y in G' if and only if x is of distance two from y in G. G' 
is called a halved graph of G, and is distance-regular. This paper addresses the following questions. 
It is possible that G' is one of the known, large-diameter, distance-regular graphs? And if so, 
what is G? 
1. INTRODUCTION 
Let G be a simple, connected, finite graph. Denote by G;(x) the set of vertices of G 
at distance i from x. G1(x) is also written G(x). Fix x in V(G), yin G;(x). Define 
a;= IG;(x) n Gl(Y)i, 
b; = IG;+1(x) n Gl(Y)i and 
C; = IG;-l(x) n Gl(Y)i. 
G is distance-regular if a;, b; and c; never depend on the choice of x and y, but only on 
i. 
Suppose G is a bipartite distance-regular graph with bipartition V( G) =Xu Y. Let 
V( G') =X and, for x and y in X, let x be in G'(y) if and only if x is in Giy ). Then G' 
is distance-regular and is called a halved graph of G. I address the following problems. 
Given a distance-regular graph H, is there a bipartite distance-regular graph G such that 
G' = H? And if ther\ is, 9an we characterize G? 
. There are about 21 known families of large-diameter distance-regular graphs (see [1], 
[2]). For each of these, I am able to answer these questions. The results can be summarized 
by saying that no new pairs ( G, G') were found. 
2. PRELIMINARIES 
Throughout the paper, G will refer to a bipartite distance-regular graph with bipartition 
V( G)= Xu Y. G' will refer to its halved graph with V( G') =X. ( G has another halved 
graph with vertex set Y, which need not be isomorphic to G'. This fact has no bearing 
on what follows.) We will denote by a;, b; and C; the parameters of G, with k = b0 being 
the valency. The corresponding parameters of G' will be a;, b;, c; and k'. 
In general, a;+ b; + C; = k for 1 ,;;; i,;;; diameter of G. This is true for any distance-regular 
graph. Since G is also bipartite, a; = 0, so b; + C; = k. 
The basic tools for this paper are Lemmas 1 and 2. 
LEMMA 1. 
(a) b; = bz;bz;+d Cz, 
(b) cj = Czhj-1/ Cz. 
PROOF. (a) Let x and y be in V( G'), x in G2;(y ). Count the number of pairs ( v, z) 
with v in G 1(y)nG2 i+1(x) and z in G 1(v)nG2 i+2(x). There are b2 ; such vs, each of 
which has b2;+1 zs. Counting zs first gives b;c2 • 
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(b) Let x, y be as above and count the pairs (v, z) with v in G 1(y) n G2j_1(x), z in 
G 1(v)n G2j_z(x). 
LEMMA 2. Assume that G' is not a complete graph. Then for every y in Y, G(y) is a 
maximal clique in G'. And if y 1 'i' y2 , then G(y1 ) 'i' G(y2). 
PROOF. Let y be in Y. G(y) is clearly a clique of G'. Suppose it is not maximal. Let 
x be in X- G(y) and adjacent in G' to every vertex of G(y). Then x is in G3 (y) and 
c3 = JG(y) n G2(x)J = JG(y)J = k. So b3 = k- c3 = 0. Hence the diameter of G is less than 
or equal to 3. But this means that G' is a complete graph. 
The last statement of the lemma is proved similarly. 
REMARK. Let n be a positive integer and P;, for i = 0, 1, 2, ... , be the polygon with 
ni vertices. Then for i ~ 1, P: = P;_ 1 • A simple consequence of Lemma 2 is that this is 
the only chain of halved graphs with more than two members. For suppose that G~ = G2 
and G~ = G1 • Since G2 is bipartite, its maximal cliques have size 2. Then by Lemma 2, 
the valency of G3 is 2. So G3 is a polygon. 
What happens when G' is a complete graph? 
LEMMA 3. If G' is a complete graph Kn, then G corresponds to the incidence structure 
of a 2-(n, k, c2 )-symmetric design. 
PROOF. Define an incidence structure whose set of points is X, with Y the set of 
blocks. For x in X and y in Y, let x be incident to y if x is in G(y). It is immediate 
from the definitions that this is a symmetric design if and only if G is distance-regular. 
In the rest of the paper, each of the known families of large-diameter distance-regular 
graphs will be examined in turn, to determine whether any of its members could be a 
halved graph. The basic technique consists of characterizing the maximal cliques of the 
family under consideration, and then using Lemma 2 and various parameteric constraints 
to put conditions on any bipartite distance-regular graph whose halved graph is in the 
family. Table 1 lists these families, and the section where each is considered. The list is 
adapted from [1]. (See also [2].) 
3. GRAPHS RELATED TO THE JOHNSON GRAPH 
3.1. THE JoHNSON GRAPH, J(n, d) 
Let S be a set of size n, and assume that n ~ 2d. The Johnson graph J(n, d) has as its 
vertices the d-subsets of S. Two vertices are adjacent if their intersection has size d -1. 
J(n, d) is a distance-regular graph 
Let T be a set of size 2d + 1. The vertices of the graph 2 Od consist of the d-subsets 
and the (d + 1)-subsets ofT, with adjacency by inclusion. It is easy to see that 2 Od is a 
bipartite distance-regular graph, and that J(2d + 1, d) is a halved graph of 2 Od. In [5], 
it is shown that this is the only case, provided d > 1, in which J(n, d) is a halved graph. 
3.2. FOLDED GRAPHS, f(2d, d) 
Let H be a distance-regular graph of diameter d. For x and y in V(H), say that x is 
opposite to y if x is in Hd (y ), or if x = y. If being opposite is an equivalence relation, H 
is said to be antipodal. In this case we can define a graph ii whose vertices are the 
equivalence classes of H. If x and y are in V(H), we say that x is in H(y) if for some 
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TABLE 1 
The known large-diameter distance-regular graphs, with the section 
in which they are considered 
Graph 
The polygon P" 
The Johnson graph J(n, d) 
The folded graph of 1(2d, d) 
The q-analogue of the Johnson graph 
The odd graph 
The dual polar spaces 
The halved graph of Dd(q) 
The Hamming graph H(n, d) 
The halved graph of H(2, d) 
The folded graph of H(2, d) 
The halved graph of H(2, 2s) 
The q-analogue of the Hamming graph 
The graph of alternating forms 
The graph of hermitian forms 
The folded graph of P2s 
The graph of quadratic forms 
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x in x andy in ji, xis in H(y). His a distance-regular graph (see [4]), called the folded 
graph, or antipodal quotient, of H. 
The following lemma is useful for characterizing the maximal cliques of folded graphs. 
I am indebted to a referee for suggesting it, as it replaces a couple more cumbersome 
arguments. In the following, H will be an antipodal distance-regular graph, H its folded 
graph, and ~ the corresponding morphism: ~(x) = x. 
LEMMA 4. Let XE V(H) and G be the subgraph induced by u~~~Z]-i ~(x). Then~ 
restricted to G is an isomorphism onto ~(G). If d ~ 4, ~(G) contains all of the neighbors 
ofx. 
PROOF. The lemma is trivial for d < 4, so let us assume that d ~ 4. 
If y, zEUj~~zJ-I ~(x), then d(y,z)~d(y,x)+d(x,z)~d-2. This means that~ is 
one-to-one on G, for if ~(y) = ~(z), then d(y, z) =d. 
Next we will see that if ji and z are any two adjacent vertices of H, there exists some 
vertex z' E z with z' E H(y). Pick y0 E ji and z0 E z so that y0 E H(z0). If y E H(z0), we are 
done. If not, then y E Hd_1(z0). Now !Hd(z0 ) n H(y)! = bd-I ,C. 0. Thus we can choose z' 
in Hd(z0 ) n H(y). Note that the existence of z' proves the last statement of the lemma. 
Now we can show that ~ restricted to G is an isomorphism. It is clear that if d (y, z) = 1, 
then d(~(y), ~(z)) = 1. Suppose that d(y, z) ,C.l and d(~(y), ~(z)) = 1. According to the 
last paragraph, we can choose z' E H(y) n Hd(z). But then y must be in Hd_ 1(z), and so 
y and z cannot both be vertices of G. 
CoROLLARY 5. If d ~ 4 then the structure of cliques which contain a vertex x E V(H) 
is isomorphic to the structure of cliques containing the vertex x E V(H). 
Our first example of an antipodal graph is J(2d, d), with each equivalence class having 
two elements, disjoint d-subsets of S whose union is S. 
THEOREM 6. Let G be a bipartite distance-regular graph whose halved graph is J(2d, d). 
Then l(2d, d) is a complete graph. 
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PROOF. It is not difficult to verify that the maximal cliques of J(2d, d) are of two 
types: the d-subsets of a fixed (d + 1)-set in S; and the d-subsets of S which contain a 
fixed (d -1)-set. As a result of the last corollary, the maximal cliques of ](2d, d) are 
isomorphic to these. 
Suppose that ](2d, d) is not complete. The size of both of the maximal cliques is d + 1. 
Recall that a;, b;, c;, k' are the parameters of G' = ](2d, d), and ai, bi, ci, k are the 
parameters of G. By Lemma 2 then, k = d + 1. Since c1 = 1 and b1 + c1 = k, we have 
b1 = k -1. Since k' = d 2 , part (a) of Lemma 1 with i = 0 gives c2 = (d + l)d/ d 2 , which is 
not an integer unless d = 1. So G cannot exist unless ](2d, d) is complete. 
3.3 THE q-ANALOGUE OF THE JoHNSON GRAPH, lq(n, d) 
Let V be an n-dimensional vector space over GF(q) and d ~ n/2. The q-analogue of 
the Johnson graph, lq(n, d), has as vertices the d-dimensional subspaces of V. Two 
subspaces are adjacent if their intersection has dimension d - 1. 
2 Oj is the bipartite graph whose vertices are the d-dimensional subspaces and the 
(d +I)-dimensional subspaces of a (2d +I)-dimensional vector space over GF(q), with 
adjacency by inclusion. The halved graph of 2 Oj is lq(2d + 1, d). We will show that 
lq(n, d) is the halved graph of no other graph, unless d = 1. 
LEMMA 7. There are two types of maximal clique in lq(n, d). Type 1 consists of all 
d-subspaces of fixed ( d + 1) -space in V. Type 2 consists of all d-subspaces of V containing 
a fixed ( d - 1) -space. 
PROOF. Let C be a maximal clique of lq(n, d), and suppose that no (d + 1)-space 
contains every element of C. Let x andy be in C. Then dim((x, y)) = d + 1, where (x, y) 
is the span of x and y. So there is a z in C, with z not in (x, y). Claim: x n y is in z. If 
not, since dim(zn(x,y));;.dim(znx)=d-l>dim(znxny), there is some u in [zn 
(x,y)]-(xny). Also pick v in z-(x,y). 
Now either u is not in x or u is not in y. Say u is not in y. Then dim[ (y n z, u)] = 
dim(ynz)+l=d. So dim((ynz,u,v))=d+l. But (ynz,u,v)cz, and dim(z)=d, a 
contradiction. 
Hence if z is not in (x, y), then x n y is in z. Suppose z' is in C and z' is in (x, y). Then 
z' n z is in (x, y)n z = xny. Since dim(z' n z) = d -1 = dim(x ny), we have x ny inside 
z', and so the clique is of type 2, with x n y the ( d -1) -space. 
THEOREM 8. If G is a bipartite distance-regular graph whose halved graph is lq(n, d), 
with d > 1, then n = 2d + 1 and G is isomorphic to 2 Oj 
PROOF. In general, the number of r-subspaces of an n-space is [~]q = 
n;:~ (q"- qi)/(q'- qi). The maximal cliques of lq(n, d) have sizes [d~ 1 ]q and (q"-
qd-1)/(qd- qd- 1), for types 1 and 2, respectively. There are [d~ 1 ]q cliques of type 1 and 
[/~-l]q of type 2. 
Now suppose that, for every yin Y, G(y) is a clique of type 2. Then [/'. 1]q ;;.I Yl = lXI = 
[~]q. But [/~-dq = [~]q(qd -l)qd- 1/(q"- qd-1) < [~]q since n;;;. 2d. So not every G(y) can 
be of type 2. 
Suppose that, for some y1 , Y2 in Y, G(y1) is of type 1 and G(y2 ) is of type 2. Then 
(qd+!_l)/(q -1) = [d71]q = [d~ 1 ]q = IG(yl)l = k = IG(Y2)1 
= {q" _ qd-l)/(qd _ qd-l) = [(qn-d+l_l)/(q -1)]. 
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So n = 2d. In this case, k = (qd+ 1 -1)/(q -1), and k' = q([1]q? (see [2]). So Lemma 1 
with i = 0 gives c2 = (qd+ 1 -1)/(qd -1). This is an integer, however, only when d = 1. 
Thus every G(y) is of type 1. Let W be a (d +I)-subspace of V. Pick x1 and x2 in W 
of dimension d, x1 rf x2 • Then x1 is in G'(x2), so there is some yin Y such that x1 and 
x2 are in G(y). That is; the clique of type 1 corresponding to W must be used. Since W 
was arbitrary, we have [d~ 1 ]q =I Yl = lXI = [d]q. Hence n = 2d + 1 and G is isomorphic to 
2 oa. 
3.4. THE Ooo GRAPH, od. 
The final graph in this section is the odd graph Od. Let S be a set of size 2d + 1. The 
vertices of Od are the d-subsets of S. Two vertices x1 and x2 are adjacent if they are disjoint. 
THEOREM 9. If G is a bipartite distance-regular graph whose halved graph is od, then 
d=l. 
PROOF. The maximal cliques of od have size 2. So G would have to be a polygon. 
4. THE DuAL PoLAR SPACES 
4.1. THE DUAL POLAR SPACES 
There are six families of dual polar spaces, arising from nondegenerate forms on a 
vector space V over GF(q). See Table 2. (The parameters of these graphs make use of 
the number e.) 
TABLE 2 
Name dim(V) Form e 
Bd(q) 2d+l quadratic 0 
Cd(q) 2d symplectic 0 
Dd(q) 2d quadratic, Witt index d -1 
2vd+l(q) 2d+2 quadratic, Witt index d 
2A,d(q) 2d+l hermitian (q = r2 ) I 2 
2A2d-l(q) 2d hermitian (q = r2 ) I -z-
An isotropic subspace of V is one on which the form vanishes. The vertices of the dual 
polar space are the maximal isotropic subspaces, which have dimension d in each case. 
Two vertices are distance i apart if the dimension of their intersection is d - i. General 
information on these spaces may be found in [3]. 
LEMMA 10. Let C be a maximal clique of one of the dual polar spaces, Then C consists 
of all the maximal isotropic subspaces of V containing a fixed ( d - 1) -dimensional isotropic 
subspace. 
PROOF. Each dual polar space is an induced subgraph of lq(n, d), where n =dim( V). 
By Lemma 7 then, the only other possible type of maximal clique consists of the maximal 
isotropic subspaces of a fixed (d +I)-subspace of V. 
Suppose C is a clique of the latter sort. Let x1 and x2 be in C. Then we can pick 
u in x1 , v in x2 such that ( u, v) rf 0, where ( , ) is the bilinear form of the dual polar 
space (in the quadratic case, the bilinear form associated with the quadratic form). 
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Define A=(u)_j_n(v)_j_n(x~ox2). Then x 1 nx2 cA, and dim(A)=dim((u)_j_n(x~>xz)) 
+dim((v)_j_ n(xh x2)) -dim(((u)_j_, (v)_j_)n(xh x2)) = d + d -(d + 1) = d -1. So A= X 1 nxz. 
Now let x3 be in C. x3 c (x1 , x2) and x3 n (u, v) ¥ {0}. So pick win x3 n (u, v) with w ¥0. 
Then w is not in A, (w, A)c (w)_j_ and dim((w, A))= d = dim((w)_j_ n (x~> x2)). So (w, A)= 
(w)_j_n(x~ox2). But x3 c(w)_j_n(x~>x2), so x3 =(w,A). That is, Acx3 • Since x3 was 
arbitrary, any element of the clique contains A, and the lemma is proved. 
The number of isotropic k-spaces in Vis (see [2]) 
[d] k-1 n ( qd+e-i + 1). k q i~O (1) 
THEROEM 11. Let G be a bipartite distance-regular graph whose halved graph is a dual 
polar space of diameter d. Then d ,s; 2. 
PROOF. By (1), the number of maximal cliques available is [d~l]q n~:~ (qd+e-i + 1). 
Now for every (d -I)-dimensional isotropic subspace A, we can find d-dimensional 
isotropic subspaces x 1 and x2 whose intersection is A. Then x 1 and x2 will then be adjacent 
in the dual polar space. Hence the maximal clique corresponding to A must be G(y) 
for some y in Y. So we have that the number of maximal cliques of the dual polar 
space must be I Yl. Thus [d~l]q n~:~ (qd+e-i + 1) =I Yl = lXI = [~]q n~:; (qd+e-i + 1), or 
( qd -1)/ ( q -1) = q•+l + 1. This is impossible if d > 2. 
4.2 THE HALVED GRAPH OF Dd(q) 
Since Dd ( q) is bipartite, we need to study its halved graph. 
LEMMA 12. Let C be a maximal clique of D~(q). Then either Cis the neighborhood in 
Dd(q) of some vertex y, or ICI ,s; 2(q2 + 1)(q + 1). 
PROOF. Two vertices of D~(q) are adjacent if their intersection has dimension 
d- 2. Pick distinct x 1 , x 2 and x3 in C in such a way that A= x 1 n x2 n x3 has minimum 
dimension. Then d + 2 ,s; dim((x~o x2 , x3)) = dim(x1) + dim(x2 ) +dim(x3)- dim(x1 n x2 )-
dim(x1 n x3 )- dim(x2 n x3 ) + dim(x1 n x2 n x3 ) = 6 +dim( A). So dim(A);;;,: d- 4. 
Case 1: dim(A) = d- 2. Let x4 be in C. Then x 1 n x2 n x4 c x 1 n x2 =A. Since 
dim(x1 n x2 n x4 );;;,: d- 2, A c x4 • Let A_j_ = A.LB. That is, A_j_ is the direct sum of A and 
B, and B is orthogonal to A. Then each element of C looks like (A, D), where D is a 
2-dimensional subspace of B. Since B is isomorphic to D 2(q), by (1) ICI,s;2(q+l). 
Case 2: dim(A) = d- 4. Choose u1 E (x1 n x2)- A. Since u1 is not in x3 , there is 
some u; E x 3 with (u~o u;) ¥0. Let D 1 =(A, u~o u;). Then dim(x1 n Df) = d -1. So if 
Dt = A.LE1 , we can find F1 c E1 such that x 1 =(A, u1).lF1 • Likewise x 2 =(A, u1).lF2 and 
x3 =(A, u;).LF3 , with F2 , F3 c E 1 • 
Now we can choose u2 E x1 n x2 n E1 and u~ E x3 n E1 so that ( u2 , u~) ¥ 0. Let Dz = 
(A, u~> u;, u2 , u~) and D~ = A.LE2 • As above, x 1 =(A, U~o u2).lF4 , X 2 =(A, U~o u2).LF5 and 
x3 =(A, u;, u~).LF6 , with F4 , F5 , F6 c E2 • 
Recall that dim(x1 n x2 ) = dim(x1 n x3 ) = dim(x2 n x3 ) = d- 2 and dim(A) = d- 4. 
So dim(x3 n E2 ) = 2 and dim(x1 n x3 n E2 ) = dim(x2 n x3 n E2 ) = 2. This means that 
x3 n Ez c X 1 n x2 n x3 = A, a contradiction. 
Case 3: dim( A)= d- 3. Let A_j_ = A.LF. In this case, we can choose V; in F, for i = 1, 
2, 3, such that V; is in xh j = 1, 2, 3, if and only if i ¥ j. 
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Subcase 3a: All vertices of C contain A. Then each looks like A..l U, with U a maximal 
isotropic subspace of F. Since F is isomorphic to D 3(q), (1) yields ICI ~ 2(q 2 + 1)(q + 1). 
Subcase 3b: There is some x4 in C with Astx4 • Now dim(x1 nx2 nx4 );;;.d-3, 
so dim(A n x4 ) = dim(x1 n x2 n x3 n x4 ) = dim[(x1 n x2 n x3 ) n (x1 n X 2 n x4 )] ;;;. 
dim(x1 n x2 n x4 ) + dim(x1 n x2 n x3 )- dim(x1 n x2 );;;. d- 4. Hence dim(x4 n A)= d- 4. 
Arguing as in case 2, we see that dim(x4 n F)= 3 and dim(x1 n x4 n F)= 2 = 
dim(x2 nx4 nF). So dim(x1 nx2 nx4 nF);;;.t. Since x 1 nx2 nF=(v3), we have v3 Ex4 • 
Likewise v1 and v2 are in x4 • All told, (An x4 , v1 , v2 , v3) c x4 • 
Now define y =(A, v~> v2 , v3). Then y is a vertex of Dd(q), and X; is adjacent in Dd(q) 
toy for i = 1, 2, 3. 4. Note also that, for distinct i~> i2 , i3 E {1, 2, 3, 4}, dim(x;, n X;2 n x.,) = 
d- 3 and y = (x;, n X;2 , X;, n X;3 , X;2 n x;). Arguing as above, we have that if x5 E C, and if 
dim(x5 n X;, n X;2 n X;,) = d -4 for any distinct i~> i2 , i3 E {1, 2, 3, 4}, then x5 is adjacent to 
yin Dd(q). The lemma will thus be proven if we can show that such i~> i2 and i3 exist 
for any x5 in C. 
Suppose, to the contrary, that for some x5 in C, dim(x5 n X;, n X;2 n X;,);;;. d- 3 for all 
distinct i~> i2 , i3 E {1, 2, 3, 4}. Then (x;, n X;2 n X;,) c x5 • For i~> i2 , i3 = {1, 2, 3}, this means 
that Acx5 • From {2,3,4}, we get v1 Ex5 • From {1,3,4} and {1,2,4}, we get v2 , v3 , Ex5 • 
So x5 = y. But this cannot be, since y is not in the vertex set of D~(q). 
THEOREM 13. Let G be a bipartite distance-regular graph whose halved graph is isomor-
phic to D~(q). If d;;;. 8, then G is isomorphic to Dd(q). 
PROOF. k'=[f]q([f]q-1)/[i]q=(qd-1)(qd-q)/(q-1)2(q+l) (from [2] and 
Lemma 1). By Lemma 1, c2 =k(k-1)/k'. Since c2 ;;;.1, k(k-l);;;.k'. Using this, and 
assuming that k ~ 2(q2 + l)(q + 1), we get (qd -l)(qd- q)/(q -1)2(q + 1) ~ 
(2q3 +2q2 +2q+2)(2q3 +2q2 +2q+ 1) < q 10• Thus d ~ 7. 
So if d > 7, then the size of the maximal clique which appears as G(y) for y E Y must 
be larger than 2( q2 + 1 )( q + 1). By lemma 12, it must be Dd (y) for some vertex y in Dd ( q) 
but not in D~(q). There are just IV(D~(q))l of these available, so all must be used. That 
is, G must be isomorphic to Dd(q). 
5. GRAPHS RELATED TO THE HAMMING GRAPH 
5.1 THE HAMMING GRAPH, H(n, d) 
Let S be a set of cardinality n. The vertices of the Hamming graph H(n, d) are the 
d-tuples of elements from S. Two vertices are adjacent if their Hamming distance, the 
number of coordinates in which they differ, is one. In [5] it is shown that if H(n, d) is 
a halved graph, then either d = 1 or d = 2 = q. 
5.2. THE HALVED GRAPH OF H(2, d) 
Suppose S = {1, 2}. No two vertices in H(2, d) with an even (resp. odd) number of 1s 
as coordinates will be adjacent. Thus H(2, d) is bipartite. 
THEOREM 14. Let G be a bipartite distance-regular graph whose halved graph is H'(2, d), 
with d > 4. Then G is isomorphic to H(2, d) 
PROOF. Let x = (x;);= 1•2 ... ,d, y = (y;) and u = (u;) be elements of a clique of H'(2, d). 
Without loss of generality, we may assume that x = (1, 1, 0, 0, ... ), y = (0, 0, 0, 0, ... ) and 
u = (1, 0, 1, 0, ... ), where X;= Y; = u; for i = 5, 6, ... , d. 
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Let v be another vertex in the clique. It must have exactly one 1 in its first two 
coordinates. If v starts out (0, 1, ... ), then it must agree with u in coordinates 3, 4, ... , d. 
In this case, { x, y, u, v} is maximal. 
If v starts out (1, 0, ... ), then x, y, u, v, and all other elements of the clique, are adjacent 
in H(2,d) to w=(l,O,O,O, ... ), where w;=X; for i>4. 
So there are only two types of maximal clique, with sizes 4 and d, respectively. Now 
k' = d(d -1)/2,so ifiG(y)l =4forany yin Y, Lemma 1 with i = Ogives d(d -1)/2= 12/ c2 , 
which is impossible for d > 4. 
Hence G(y), for yin Y, is always a neighborhood (in H(2, d)) of some w. Since there 
are exactly lXI = I Yl of these available, all must be used, and G must be isomorphic to 
H(2, d). 
5.3 H(2, d) 
Any vertex x in H(2, d) has a unique vertex at distance d from it, the vertex obtained 
by changing every coordinate of x. Thus H(2, d) is an antipodal graph. 
THEOREM 15. Let G be a bipartite distance-regular graph whose halved graph is H(2, d). 
Then d~3. 
PROOF. Assume that d ~4. By Corollary 5, the maximal cliques of H(2, d) have the 
same size as those of H(2, d), namely two. So, invoking Lemma 2, G has valency 2 and 
must be polygon. The halved graph of a polygon, however, is not H(2, d). 
5.4 H'(2, 2s) 
For d even, H(2, d) is easily seen to be bipartite. 
THEOREM 16. Let G be a bipartite distance-regular graph whose halved graph is H'(2, 2s ). 
Then s ~ 3 or G is isomorphic to H(2, 2s). 
PROOF. Since this is similar to the last couple of cases, I merely sketch the proof. For 
s ~ 3, H'(2, 2s) is a complete graph. For s ~ 4, there are two types of maximal clique. 
One type is H(y) for some y E H(2, 2s). The other type has size 4. If the latter type is 
used as a G(y), that would mean that k = 4. But k' = (~5). So Lemma 1, with i = 0, gives 
us a contradiction. 
5.5 THE q-ANALOGUE OF THE HAMMING GRAPH 
The q-analogue of the Hamming scheme, Hq(n, d), has as vertices the d x (n +d) 
matrices over F = GF( q ). Two matrices are adjacent if their difference has rank one. So 
for x1 , x2 E V( Hq ), x1 is adjacent to x2 if x1 - x2 = uv T for some u E Fd, v E pn+d. 
For fixed vertex x, and u in pd- {0}, let D(x, u) = {x + uv Tlv E pn+d}. For fixed vertex 
x, and VE pn+d, write E(x, v)={x+uvTiuE Fd}. These are both cliques of Hq(n, d). 
LEMMA 17. Every maximal clique of Hq(n, d) is one of these types 
PROOF. Let xi> x 2, x3 be in a maximal clique C. Then x2 =x1 +u1 vi, x3=x1+u2vi 
and x3 = x2 + u3vj, for some uj in pd and vi in pn+d, i = 1, 2, 3. Claim: Either {ui> u2} or 
{vi> v2} is dependent. Suppose that {ui> u2} is independent. Let u1 =(a~> a 2 , ••• , ad), u2 = 
{31 , {32, •.• , f3d) and u3 = ( y 1, ••• , 'Yd ). Then we can pick independent vectors (a;, {3;) and 
(aj, f3j). Since x2+ u3vj = x3 = (x2 - u1vJ) + u2vi, we have 'Yiv3 = -a;v1 + {3;V2 and yjv3 = 
-ajv1 + f3jv2 • These equations are independent, so {vi> v2} is dependent and the claim is 
proved. 
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Now suppose the clique is of neither the form D(x, u) nor E(x, v). Then there exists 
some x1 + u4 vr with { u1, u4} independent, and some x1 + usvf with { v1, vs} independent. 
By the claim, x1 + u4vr ,= x1 + usvf and both { v1, v4} and { u1, us} are dependent. This 
means, however that {u4 , us} and {v4 , vs} are independent, in contradiction to the claim. 
THEOREM 18. Let G be a bipartite distance-regular graph whose halved graph is Hq(n, d). 
Then d = 1. 
PROOF. Assumed> 1. Suppose D(x~> u1) = D(x2, u2) with x1 ,= x2 • Then x1 = x2 + u2vi 
and X2 = X1 + U1 vi for some v1, v2 E pn+d- {0}. Hence u2 vi = -u1 vi, This implies that 
u2 = Au1 for some A E F- {0}. Similarly, if D(x, u1) = D(x, u2), then u2 = 8u1 for 8 E F- {0}. 
So in general, D(x~> u1) = D(x2 , u2) if and only if x2 E D(x~> u1) and u2 = Au1 for some 
AEF-{0}. 
This allows us to count the number of distinct cliques of this type. We get qd(n+dl(qd-
1)/ qn+d (q -1). Likewise the number of cliques of type E(x, v) is qd(n+d)(qn+d -1)/ qd (q-
1). 
Since I Yl = lXI = qd(n+dl, there are not enough cliques of type D(x, u) to account for 
every G(y). So either each G(y) is of the form E(x, v) or both types of clique occur. 
Suppose that every G(y) is of type E(x, v). Pick x1 in X, v in pn+d -{0}, u in Fd -{0}. 
Let x2 = x1 + uv T. Then x1 and x2 are in some G(y ), say E(x3 , v0 ). So x1 = X3 + U1 vl and 
x2 = x3 + u2 vci for some u1, u2 in Fd. Thenx1 + (u2 - u1)vJ = x2 = x1 + uvT. Thus (u2 - u1)vJ = 
uvT and v0 =Av for some AEF-{0}. That is, E(x~> v)=E(x3 , v0 ). Since x1 and v were 
arbitrary, all cliques of types E(x, v) must occur. Hence qd(n+d)(q"+d -1)/ qd (q -1) = 
I Yl = lXI = qd(n+d). But (qn+d -1)/ qd (q -1) ,= 1, so this is impossible. 
The only possibility left is that both types of clique occur. Then they must have the 
same size. So n=O and b0 =k=IG(y)l=qd. From [2] we get bh=(q-l)([f]q?· Lemma 
1, with i = 0, then gives ( q -l)([f])2 = bh = b0bd c2 = qd ( qd -1)/ c2 • So c2 = 
qd(qd -1)/(q -l)([f]q)2 = qd (q -1)/(qd -1), which is an integer only if d = 1. 
6. GRAPHS OF ALTERNATING AND HERMITIAN FORMS 
6.1 THE GRAPH OF ALTERNATING BILINEAR FORMS 
Let V be ann-dimensional vector space over GF(q). The graph alt has as vertices the 
alternating bilinear forms on V. Two forms are adjacent if their difference has rank 2. 
A useful fact is the following: For bilinear forms x1, x2 on V, 
if rad x1 + rad x2 = V, then rad(x1- x2) = rad x1 n rad x2 • 
The proof is straightforward. 
(2) 
LEMMA 19. The maximal cliques of alt which contain 0 are of two types. Type 1 consists 
of all forms whose radicals contain a fixed (n -3)-subspace of V. Type 2 consists of all 
forms of rank 2 whose radicals are contained in a fixed ( n - 1) -subspace of V, plus 0. 
PROOF. (a) Let x~> x2 Ealt(O), x1,=x2 • Then dim(radx1)=n-2=dim(radx2 ), so 
n -4 ~ dim(rad x1 n rad x2) ~ n- 2. Suppose dim(rad x1 n rad x2 ) = n- 4. Then rad x1 + 
rad x2 - V. By (2), dim(rad(x1- x2)) = n- 4. Thus x1 e alt(x2). 
Suppose dim(rad x1 n rad x2);;;.: n- 3. Since the rank of an alternating form must be 
even, this means that rk(x1- x2) = 2 and x1 E alt(x2). So x1 E alt(x2) if and only if 
dim(rad x1 n rad x2) = n- 2 or n -3. Hence types 1 and 2 are actually cliques. 
(b) Let x~> x2 , x3 and 0 have distinct radicals and be pairwise adjacent. Then dim(rad x1 n 
rad x2) = n -3. Suppose {x~> x2 , x3 , 0} is not contained in a clique of type 1. Then 
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dim(rad x1 n rad x2 n rad x3 ) ~ n- 4. This, combined with 2n- 6 = dim(rad x1 n rad x3 ) + 
dim(radx2 nrad x3 ) = dim[(radx1 +rad x2 ) nrad x3 ] +dim(radx1 n rad x2 n rad x3),shows 
that dim[ (rad x1 + rad x2 ) n rad x3 ] ~ n- 2. So rad x3 c rad x1 + rad x2 • Thus { x~> x2 , x3 , 0} 
is contained in a clique of type 2. 
(c) Suppose C is a maximal clique containing 0 and is not of type 2. Then 
we can find x1 , x2 and x3 in C, all nonzero, such that rad x1 + rad x2 + rad x3 = V. Let 
W=radx1 nradx2 nradx3 • By (b), dim(W)=n-3. We also have that We 
[ (rad x1 + rad x2 ) n rad x3]. But dim[ (rad x1 + rad x2 ) n rad x3 ] = dim(rad x1 + rad x2 ) + 
dim(rad x3 ) -dim(rad x1 +rad x2 +rad x3 ) = (n -l)+(n -2)- n = n -3. Hence W= 
(rad x1 + rad x2 ) n rad x3 • 
Now pick any x4 EC, x4 r!'O. The claim is that Wcradx4 • Suppose not. By (b), 
{ x1 , x2 , x4 , 0} is in a clique of type 1 or 2. Since W = rad x1 n rad x2 , type 1 means 
W c rad x4 • So { x1 , x2 , x4 , 0} must be in a clique of type 2. That is, rad x4 c rad x1 + rad x2 • 
So rad x4 n rad x3 c [ (rad x1 + rad x2) n rad x3 ] = W. Since x3 and x4 are adjacent, 
dim(rad x3 n rad x4 ) = n - 3 =dim( W). So W c rad x4 after all, and C is a clique of type 
1. 
THEOREM 20. Let G be a bipartite distance-regular graph whose halved graph is alt. 
Then n~3. 
PROOF. If n ~ 3, then alt is a complete graph. So assume that n > 3. Using the fact 
that alternating forms correspond to skew-symmetric matrices, the sizes of the maximal 
cliques containing 0 are easily figured to be q3 and qn-t, for types 1 and 2, respectively. 
From [2] we get k' = (q -l)[~]q. Then using Lemma 1 with i = 0, and assuming k = q3, 
we get c2 = k(k-1)/ k' = q3(q 3 -1)(q2 -1)/(qn -l)(qn-1 -1). This is not an integer when 
n>3. 
So k must be qn-t. Here Lemma 1 gives c2 =qn-1(qn- 1 -1)(q2 -l)j(qn-1)(qn-l_l), 
which is an integer only if n ~ 2. 
6.2. THE GRAPH oF HERMITIAN FoRMS 
Let V be a d-dimensional vector space over GF(q), with q = r2 • Her, the final graph 
of this section, has as its vertices the Hermitian forms on V. Two forms are adjacent if 
the rank of their difference is one. 
THEOREM 21. Let G be a bipartite distance-regular graph whose halved graph is Her. 
Then d = 1. 
PROOF. Let C be a maximal clique of Her, and {x1 , x2, 0} c C. Then dim(rad x1) = 
d -1 = dim(rad x2). Ifrad x1 r!' rad x2 , then rad x1 +rad x2 = V. By (2), dim(rad(x1 - x2)) = 
dim(rad x1 n rad x2 ) = d - 2, which is impossible since x1 and x2 are adjacent. So rad x1 = 
rad x2 • In fact, a moment's thought should convince you that x1 = ax2 for some a E GF(q). 
(They are rank 1 forms.) 
So the only type of maximal clique containing 0 is the set of scalar multiples of some 
rank one form. Thus k = q. From [2], k' = (r -l)[f]q. Using Lemma 1, c2 = k(k -1)/ k' = 
r
2(r2 -l)(r+ 1)/(r2d -1), which is an integer only when d = 1. 
7. CoNCLUSION 
The ordinary polygon Pn is antipodal when n is even. But Pn = Pn12 , so this case is 
handled in the remark following Lemma 2. 
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Let V be ann-dimensional vector space over GF(q). The graph quad has as its vertices 
the quadratic forms on V. Two forms are adjacent if the rank of their difference is 1 or 
2. This definition of distance makes it hard to characterize the maximal cliques of Quad. 
For this reason, this case is handled in a separate paper, [6]. The result is that quad is 
not a halved graph if n ~ 6 (n ~ 4 for q a power of 2.) 
Table 3 summarizes the results. The known families of large-diameter distance-regular 
graphs are listed under the heading G'. Under G is listed any bipartite distance-regular 
graph whose halved graph is the corresponding G'. 
TABLE 3 
A summary of results 
G' 
The polygon Pn 
The Johnson graph J(n, d) 
The folded graph of J(2d, d) 
The q-analogue of the Johnson graph 
The odd graph 
The dual polar spaces 
The halved graph of Dd(q) 
The Hamming graph H(n, d) 
The halved graph of H(2, d) 
The folded graph of H(2, d) 
The halved graph of H(2, 2s) 
The q-analogue of the Hamming graph 
The graph of alternating forms 
The graph of Hermitian forms 
The folded graph of P2 , 
The graph of quadratic forms 
G 
Only P2 ., if n;;. 3 
Only 2 Od, if d;;.2 
None, if d;;.4 
Only 2 0~, if d;;.2 
None, if d;;.2 
None, if d;;.3 
Only dd(q), if d;;. 8 
None, if d ;;.3 
Only H(2, d), if d;;. 5 
None, if d ;;.4 
Only H(2,2s), if s;;.4 
None, if d ;;.2 
None, if n ;;.4 
None, if d ;;.2 
Only P, if s;;.3 
{ 
n;;. 6 for odd q 
None, if 
n ;;. 4 for even q 
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