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1 
CHAPTER I 
INTRODUCTION 
The study and application of spline functions have undergone 
rapid development in the last few years. There have lately appeared in 
the literature applications of splines to nonlinear boundary value 
problems, eigenvalue and eigenfunction problems, initial value problems, 
optimal quadrature formulae, approximation theory and stochastic proc­
esses. As another indication of the interest in spline theory, three 
books [4], [16], [22] have been published in the last four years devoted 
entirely to the study of spline functions and their applications. 
While spline functions were used previously in a few isolated 
instances , they were first explicitly identified and developed by 
Schoenberg beginning in 1946 [20]. Their evolution since that time 
has resulted not only in a sequence of generalizations of what might 
be accepted as being a spline function, but also in a simplification of 
their development, and a strengthening of their known properties. 
Splines as Solutions to a System of Linear Equations 
If a = x^<x <. . .<xVT = b is a partition of the interval [a,b], 0 1 N 
one early characterization of a spline s of odd order 2n - 1 was that 
s must be equal to a polynomial of degree 2n - 1 in each interval 
2n-2 
(x^,x^ +^), 0<i<N-l, and be in the overall continuity class C [a,b]. 
Then the problem of finding a spline of the above type which is required 
2 
N-1 
i. L L[s(x)] = 0 if xe(x.,x. 0<i<N-l, 
l l+l 
ii. D ]s(x i) = D ]f(x i), 0<j<p-l, l<i<N-l, 
iii. seC 2 n ^ ~*~[a,b], and 
iv. DD[s(x)] = D D[f(x)], 0<j<n-l, for x= a and x = b, 
where l<p<n. 
to take on specified values at the node points {x.}. , along with 1 i=l 
assigned values of its first n-1 derivatives at the end points a and b, 
has been shown to have a unique solution for any such set of assigned 
values. 
In the early and mid-sixties a series of generalizations of these 
piecewise polynomial splines appeared, based on the characterization of 
a polynomial of odd degree 2n-l as being a function in the null space 
of the differential operator D , where D = — . One such generaliza­
tion, due to Ahlberg, Nilson and Walsh [2], defines the class of gener­
alized spline functions as follows: 
n 
Let L = V a.(x)D~l, where the a. (x)eC^[a,b] and a (x)>w>0, and 
1=0 J J 
ft n • • 
let L"f = £ ( - D V (a.f) denote the formal adjoint of L. Let 
j=0 ] 
a = Xq<x^<.<x^  = b be any partition of [a,b], and define the gener­
alized L-spline interpolate of any function feC n ~*~[a,b] to be the unique 
solution s of the problem 
3 
This problem can be shown to have a unique solution s for all 
f£W n'^[a,b], where W n ,^[a,b] is the Sobolev space of functions f such 
that D n is absolutely continuous on [a,b], and D nfeL 2[a,b]. If 
L E D n, and p = 1, this problem reduces to the earlier one. 
In 1967 Schultz and Varga [24] generalized the above problem even 
further by associating with each interior node point X^ , a number z^ , 
l<z^<n, l<i<N-l, and substituted for condition ii above, the condition 
ii'. D Ds(X.) = D 3 f ( x . ) , 0<j<z.-l, l<i<N-l. 
I L L 
This also necessitated a generalization of the continuity condition iii 
to 
iii'. D 3s(XT) = D J s ( X T ) , 0<j<2n-z.-1, l<i<N-l. 
If z^ = p for all i, l<i< N-l, this new problem reduces to the second 
problem. The interpolation used in ii ? is referred to as being of 
r i N . , N - 1 
Hermite type. Denoting {X . } .
 n and {z.}. n by TT and z, Schultz and J r
 l i=0 l i=l J 
Varga define Sp(L,7T,z) to be the space of all functions 
2 n 2 
seW 5 [X.,X.
 N ] , 0<i< N-l, such that s satisfies conditions i and iii'. i' l+l ' 9 
Any seSp(L ,TT ,z) is also referred to as being an L-spline. For any 
^ 2 
feW ' [a,b] a function seSp(L ,TT ,z) is said to be an Sp(L ,TT ,Z )-interpolate 
of f if s satisfies conditions ii' and iv. Then they have shown that 
Tl 2 
for every feW ' [a,b] there is an s which is a unique Sp(L,TR,z)-
interpolate of f. This generalizes the similar result obtained by 
4 
Ahlberg, Nilson and Walsh [2] referred to above. 
In 1969 Lucas [17] generalized this result still further by-
considering an arbitrary formally self-adjoint differential operator 
of order 2n of the form 
L[u(x)] = I (-l) 1D 1[a i(x)D 1u(x)], (1.0) 1=0 
i 2 
where a^eW ' [a,b], 0<i<n, and an(x)>w>0 for all xe[a,b], and replacing 
condition i by 
i'. L[s(x)] = 0 if x£(x.,x. i n), 0<i<N-l. 
l l+l 
Since the class of differential operators of the above form can be shown 
[17] to include all differential operators of the form LjL^, and since it 
is also considerably larger, the problem of finding a unique Sp(L,IT,z)-
n 2 
interpolate of any feW ' [a,b] in the sense of conditions i', ii', iii' 
and Iv Is another generalization of the classical notion of a spline. 
If the partition points in TT are sufficiently close together, this 
problem has been shown to have a unique solution [17]. 
We remark that in all of the above formalizations of generalized 
splines, if { u . } 2 n n is a basis for the null space of L nL n (or L in l i=l 1 1 
(1.0)) then condition i (i 1) implies that 
2n 
(x) = V a..u.(x) if xeCx.JX..), 0<j<N-l, 
it± ii i D D+1 
5 
which determines s as dependent on 2nN constants. For a given 
f£W n'^[a,b], the conditions ii and iii or ii' and iii' place 2n 
restrictions on s at each interior node point for a total of 2n(N-l) 
linear equations in {a..}. The condition iv places another 2n linear 
constraints on {a^}, and thus the problem of finding an Sp(L,7T,z)-
n 2 
interpolate of any feW ' [a,b] can be reduced to solving 2nN linear 
equations. This fact helps one to understand the theory behind the 
above explicit formalizations of generalized splines, and is used in 
the above papers to help establish the unique existence of Sp(L,TT,z)-
interpolates under various conditions. 
We also remark that the above papers include other more com­
plicated formalizations which involve either replacing condition iv 
with other sets of 2n constraints at the end points a and b, including 
constraints of a periodic nature, or generalizing condition ii' still 
further. If = D n , Schultz and Varga [24] replace the N-1 vector z 
with an N-1 by n matrix E = ( E — ) J l<i^N-l, 0<j<n-l, consisting solely 
of O's and l's, with at least one nonzero entry in each row. They then 
replace conditions ii' and iii' by 
ii". D Ds(x.) = D Df(x.) for all (i,j) such that e.. = 1, i i i] 
iii".
 D
2 n
 3 (^xT) = D 2 n j 1f(x7) for all (i,j) such that l e . . = 0 , 
ID 
and refer to Sp(D n ,TT ,E )-interpolates as g-splines, and the interpolation 
6 
appearing in ii" as being of Hermite-Birkhoff type. This extended work 
by Ahlberg and Nilson [1] and Schoenberg [21]. 
It now begins to be clear that the above explicit characteriza­
tions of splines require a new development every time the second condi­
tion (or the fourth condition) is changed by considering a more general 
class of interpolates. Thus it would be highly desirable to have a 
development of generalized splines which was not so highly dependent on 
particular forms of interpolation. 
Splines as Solutions to a Minimization Problem 
One result that is valid for many of the developments of gener­
alized spline theory mentioned above is that if A is the family of 
n 2 
linear functionals on the Sobolev space W ' [a,b] generated by any of 
the different forms of conditions ii and iv (in the sense that condi­
tions ii and iv are equivalent to A(s) = A(f) for all AeA), then when­
ever there is a unique Sp(L,7r,z) or Sp(Dn ,E)-interpolate s for every 
n 2 
feW ' [a,b], s is characterized by 
(L l S,L l S) = min{(L l g,L l g) : geW n' 2[a,b], and A(g) = A(f) (1.1) 
for all AeA}. 
That is, s is the unique element in W ' [a,b] which minimizes the 
quadratic form (L^g,L^g) over all A-interpolates of f. Equation (1.1) 
has been taken as a starting point for an abstract approach to interpo­
lation by splines in a Hilbert space setting as early as 1966 by de Boor 
and Lynch [8] and Atteia [6]. 
7 
A recent example of such a formulation has been developed by 
Anselone and Laurent [5]. Suppose X and Y are Hilbert spaces, T is a 
bounded linear operator mapping X onto Y, and N(T), the null space of 
k 
T, is finite dimensional. Let K = span{k.}.
 n, where the k. are the C
 1 i=l I 
representors of linearly independent, continuous linear functionals on 
X, and let K 1 denote the orthogonal complement of K in X. If 
N(T)nK1 = {0}, for any xeX, the minimization problem 
Min{|]Tx|L : xeK 1} , where 
(1.2) 
= {xcX : (x,^) = r i 5 l<i<k}, 
has a unique solution s, characterized by 
Tse(TK 1) 1. 
In each of the formulations above, hypotheses sufficient to 
guarantee uniqueness of spline interpolates have been assumed, and then 
the existence of such interpolates has been deduced. The first 
researcher to separate these two properties, and indeed to show that 
existence can hold without uniqueness, was Golomb [11] in 196 8. Golomb 
considered the following situation: 
Let X and Y be two Hilbert spaces, let U be a flat (that is, a 
translate of a subspace of X) in X, not necessarily of finite codimen-
sion, and the subspace parallel to U, say U = + z. Let R be a 
8 
bounded linear transformation of X into Y. Determine seU by the condi­
tion 
||Rs|| = inf{||Rx| : xeU} (1.3) 
and refer to such an element s as a generalized spline, or more spe­
cifically, say that s is an R-spline interpolate of the flat U. 
Golomb then proceeded to show that if 
RU is closed (1.4) 
or the equivalent condition that RU^ is closed, then there exists a 
solution to (1.3), and that each solution satisfies the orthogonality 
condition 
(Rs,Rx) = 0 , for all xeU°. (1.5) 
If in addition to (1.4), it is required that 
N(R)nU° = {0} (1.6) 
where N(R) is the null space of R, then he showed s will not only exist, 
but s will be the unique solution to (1.3). 
To develop some easily verifiable situations in which hypothesis 
(1.4) holds, Golomb [11], with the help of Jerome, formulated the fol­
lowing lemma: 
9 
Lemma 1.1. Suppose X and Y are Hilbert spaces, R is a bounded linear 
transformation with null space N(R) that maps X onto Y, and is a 
subspace of X. If N(R) + is closed, then RU^ is closed. 
If the additional hypothesis 
is closed (1.7) 
is assumed (and this will always be the case when is the null space 
of a family of continuous linear functionals A on X), and N(R) is 
finite dimensional, as it usually is in applications, then N(R) + 
will be closed, and hence by Lemma 1.1, hypothesis (1.4) is satisfied 
and the problem (1.3) will have a solution for all translates of , U. 
Moreover that solution will be unique if and only if hypothesis (1.6) 
holds. 
Jerome and Schumaker [15] applied GolombTs results to the 
n 2 2 Sobolev spaces X = W ' [a,b] and Y = L [a,b], where R[f] = L[f] = 
n
 N 
J a.DXf, with a.eC1[a,b] and an(x)*0 on [a,b], 0<i<n. If A = {A.}. n 
.
 u
n l l u l i=l 
i=0 
is a collection of continuous linear functionals which are linearly 
independent on W ' [a,b] and r = (r^,r^,...,r^)eE , then they considered 
the following minimization problem: 
Ls|| = min_ || Lf || 
L feU(r) L 
U(?) = {feW n' 2[a,b] : X.(f) = r. , l<i<N>. 
l l 
(1.8) 
10 
That is, they minimized ||Lf|| over the set of all A-interpolates of f. 
L 
They showed through the use of Lemma 1.1 that there always exists a 
solution s to the problem (1.8), and s is unique if and only if 
N(R)nU(0) = {0}. They called such solutions Lg-splines, since splines 
associated with a general differential operator have been called L-
splines , and splines associated with Hermite-Birkhoff interpolation have 
been called g-splines. Jerome and Schumaker then deduced as a theorom 
that if all of the members of A are of the Hermite-Birkhoff type ii", 
then s will satisfy both condition i, and condition iii". Also if A 
is of the type ii' then s will satisfy the continuity condition iii 1. 
This represents a great simplification over the explicit approaches to 
generalized splines discussed in the previous section, such as the L-
splines of Schultz and Varga. However, neither this formulation nor 
the results of Golomb include the generalized L-splines developed by 
Lucas [17]. 
Purpose and Preliminary Definitions 
It is the purpose of this research to formulate, develop and 
apply a theory of generalized splines which 1) includes as special 
cases all of the results previously mentioned in this introduction, 
2) has a foundation in Hilbert space theory, 3) includes many of the 
advanced results of generalized spline theory in this more general 
setting, 4) gives new results when this general setting is specialized 
to earlier studies, and 5) improves upon earlier results in some cases. 
Basic to this approach is taking the orthogonality condition 
(1.5) as the defining characteristic of generalized splines instead of 
11 
the minimization condition (1.3). This leads to the following formali­
zation of the notion of an M-spline, where M is a continuous (not 
necessarily symmetric) bilinear functional on a real Hilbert space: 
Definition 1.1. Let X be a real Hilbert space, and A a family of con­
tinuous linear functionals over X. Associate with A the linear space 
N(A) = {neX : A(n) = 0 for all AeA}, which we shall refer to as the 
null space of A. Let M(x,y) be a continuous bilinear functional on 
X x x such that M(n,n) > 0 for all neN(A). A function seX is said to 
be an M-spline if M(s,n) = 0 for all neN(A). The class of all M-splines 
for a fixed A is denoted by Sp(M3A) . 
Definition 1.2. Let X, A and M be as above, and let xeX. Then any 
seX is said to be a A-interpolate of x if s - xeN(A). If s is also in 
Sp(M,A), then s is said to be an Sp(M3A)-interpolate of x. 
Note that s is a A-interpolate of x if and only if A(s) = A(x) 
for all AeA. Also observe that Sp(M,A) is a closed linear space. 
In the next chapter we shall give conditions which insure the 
existence of an Sp(M,A)-interpolate of any element in X. If for a given 
X, A and M, with M(n,n)>0 for all neN(A), as in Definition 1.1, we 
define N^ by N^ = (n^eN(A) : M(n^,n^) = 0}, then it may easily be seen 
that N^ is a closed linear subspace of X: 
N^ is clearly homogeneous. If x,yeN^, let a - M(x,y) + M(y,x). 
2 
Then M(x-ay, x-ay) = -a[M(x,y) + M(y,x)] = -a >0 since x - ayeN(A). 
Therefore a = M(x,y) + M(y,x) = 0 for all x,yeN^. Thus M(x+y, x+y) = 0 
for any x,yeN,, and N, is additive. By the continuity of M, N, is closed. 
12 
Definition 1.3. Let X be a real Hilbert space, A a family of continu­
ous linear functionals on X, and M a continuous bilinear functional on 
X x x such that 
M(n,n)>0 for all neN(A). (1.9) 
If there is an m>0 such that 
M(n,n)>m||nl| 2 for all neN(A), (1.10) 
then we shall say that the system {X3k3M3N('K)} is well-posed. Denote 
by the closed linear subspace of N(A), 
N1 = { n ^ N U ) : M(n ,n ) = 0}. (1.11) 
If 
M(x,n 1) = 0 for all xeX, n^N , (1.12) 
if there exists a closed linear subspace of N(A), N», such that 
N(A) = N ® N , (1.13) 
and an m>0 such that 
M(n2,n2)>m||n2||2 for all n 2£N 2, (1.14) 
13 
then we shall say that the system {X3A,M,N(K}3N^N^} is N^-posed. 
Note that if N = {0}, {X,A,M,N(A)} is well-posed if and only if 
(X 9A 9M 9N(A) 9N 9N } is {0}-posed. 
Example 1.1. Let X and Y be real Hilbert spaces, A a family of con­
tinuous linear functionals on X, and T a continuous linear transforma­
tion of X onto Y, such that the dimension of the null space of T,N(T), 
is finite. Define the continuous bilinear functional M by 
M(x l 9x 2) = (Tx 9 T x 2 ) y for all x , x 2eX. 
Then M(x,x)>0 for all x£X, and N = N(A)nN(T). If neN
 9 M(x,n) = 
(Tx,Tn) y = 0 since n£N(T), so (1.12) is satisfied. Let N 2 = (N1)j^(A)> 
the orthogonal complement of in N(A). Since N 2 is closed and N(T) 
is finite dimensional, N 2 + N(T) is closed [12,Prob. 8], and by Lemma 
1.1, T(N 2) is closed. Thus T maps N 2 one to one and onto the closed 
subspace T(N 2), and therefore by the open mapping theorem, T restricted 
to N 2 has a continuous inverse. Thus there is an m>0 such that 
II II n n II II 2 2 II n 2 
I Tn2|| >m|| n2|| for all n 2£N 2» But then M(n 2,n 2) = ||Tn2||Y>m ||n2|| for all 
n 2£N 2 giving (1.14), and thus the system {X ,A ,M ,N( A) ,N2> is N^-posed, 
If N = N(A)nN(T) = {0} then N(A) = N , and the system {X,A,M,N(A)} 
is well-posed. 
14 
CHAPTER II 
M-SPLINES IN HILBERT SPACE 
Existence and Uniqueness of M-Splines 
The following theorem gives conditions which insure the existence 
and uniqueness of M-splines. Note that there is no symmetry requirement 
placed on M. 
Theorem 2.1. Let X be a real Hilbert space, A a family of continuous 
linear functionals on X, and M a continuous bilinear functional on 
X x x . If the system {X,A,M,N(A)} is well-posed then for any yeX there 
is a unique Sp(M,A)-interpolate s of y, which depends continuously on y. 
Proof. Since M is continuous, there is a K>0 such that 
Thus for any fixed xeX, M(x, #) is a bounded linear functional on N(A). 
Therefore there is a zeN(A) such that M(x,n) =(z,n) for all n£N(A). Let 
Tx=z. Then T is a continuous linear mapping of X into N(A), such that 
Denote by T^ the restriction of T to N(A). Clearly T^ is 1-1. It will 
now be shown that the range of T , R(T ), is actually equal to N(A). 
K||x||||n|| > M(x,n) for all x£X, neN(A). (2.1) 
K||n||2 > M(n,n) = (Tn,n) > m||n||2 for all neN(A). (2.2) 
15 
00 
Suppose {n.}.
 A is a sequence of elements n.eR(T.T) such that n. neN(A). 
^
R
 1 i=0 ^ l N l 
Then there exist x.€N(A) such that Tx. = n.. From (2.2), 
l i i 
Tnll > mil nil for all neN(A). (2.3) 
Since {n^} is a Cauchy sequence, so is {Tx^}. But by (2.3), {x^} must 
then be Cauchy also. Let x^ xeN(A). Then since T is continuous, 
Tx. -*• Tx, so Tx = n. This establishes that R(T.T) is closed. Let n n l ' N 1 
be in the orthogonal complement of R(T^) in N(A). Then 
0 = (Tn 1,n 1) > m||n ||2 
Therefore LLNJI = 0 , so n = 0 , and R(T..) = N( A). Since T is a 1-1 11
 1" 1 N N 
mapping of N(A) onto N(A), by the open mapping theorem T^ has a con­
tinuous inverse T>T"*". 
N 
Now let yeX. Suppose seSp(M,A) and s = y + n with neN(A). Then 
M(y+n,n) = 0 for all neN(A). Therefore T(y+n) = 0, implying that 
n = -T'^Ty). 
Thus 
s = (I-TN1T)yey + N(A). (2.4) 
So if there is an Sp(M,A)-interpolate of y, s, then s is unique, and is 
given as a continuous function of y by (2.4). But for any neN(A), 
M(s,n) = (Ts,n) = (Ty-Ty,n) = 0, so (2.4) actually gives an 
16 
Sp(M,A)-interpolate of y, establishing the theorem. • 
Corollary 2.1. Under the conditions of Theorem 2.1, 
X = N(A) ® Sp(M,A). 
Proof. If yeX, y = (y-s) + s, where s is the unique Sp(M,A)-interpolate 
of y. 
Corollary 2.2. Under the conditions of Theorem 2.1, if span (A) has a 
basis of dimension n, then dim(Sp(M,A)) = n. 
Corollary 2.3. (Anselone and Laurent [5].) In Example 1.1, if 
N(T)nN(A) = {0}, then for every xeX, there is a unique Sp(M,A)-
interpolate s which depends continuously on x. 
The following example generalizes the self-adjoint L-splines 
developed by Lucas [17]. 
n 2 
Example 2.1. Let X be the Sobolev space W ' [a,b] of all functions f 
in C n ^"[a,b] whose n-lst derivative is absolutely continuous and 
n 2 
D f e L [a,b], with inner product 
n b . 
< f>g) n = I / [D1f(t)][D1g(t)]dt. 
i=0 a 
Define a continuous bilinear functional M on X x X by 
17 
n b 
M(f,g) = I j a.(t)[D1f(t)][D1g(t)]dt, 
i=0 a 
n 2 
where a^eW 5 [a,b], 0<i<n, and an(t)>w>0 for all tc[a 9b]. Suppose A is 
a family of continuous linear functionals over X which includes func­
tionals of the type A(f) = f(x), x£[a,b], for all feX. Denote the set 
of xe[a,b] for which there is such a A by A. Let A be the greatest 
distance between the points into which [a,b] is thus partitioned. 
Theorem 1, parts i and iii, of [17] then assures us that there is an e>0 
such that if A<e, ml ull < M(u.u) for all ueN(A). where m>0. Thus the 
II II
 N 
ri 2 
system {W ' [a,b],A,M,N(A)} is well-posed for any such A, and by the 
n 2 
previous theorem, for any function feW ' [a,b] there is a unique 
Sp(M,A)-interpolate which depends continuously on f. 
The next theorem separates the questions of existence and unique­
ness of M-splines, generalizing Theorem 2.1. 
Theorem 2.2. Let X be a real Hilbert space, A a family of continuous 
linear functionals on X, and M a continuous bilinear functional on 
X x X. Suppose there is a closed subspace of N(A), N^j such that the 
system {X,A,M9N(A)9N ,N } is N^-posed, where is defined by (1.11). 
Then for any yeX there is a unique Sp(M,A)-interpolate s of y in y + , 
which depends continuously on y. Moreover, any other interpolate of y, 
s, is an Sp(M,A)-interpolate of y if and only if s - seN^. 
Proof. By hypothesis there is a closed subspace of N(A) such that 
(1.13) and (1.14) are valid. Let A be the orthogonal complement of N_ 
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in X. Then can be considered as a family of continuous linear func­
tionals on X whose null space, NCA^), is N . Thus, by (1.14) the system 
{X,A2,M,N(A2)} is well-posed (where N(A 2) = N ), so by Theorem 2.1, for 
every yeX there is a unique Sp(M,A2)-interpolate s of y, which depends 
continuously on y. This gives a unique r^e^ such that s = y + n 2 and 
M(s,n 2) = 0 for all n ^ N ^ By (1.12) M(s,n 1) = 0 for all n eN , and by 
(1.13) any neN(A) is of the form n = n^ + n 2 with n^eN^, n 2eN 2» There­
fore s is a unique Sp(M ,A)-interpolate of y in y + N . 
Next it will be established that 
M(n ,n) = 0 for all n cN^ neN(A). (2.5) 
Let n^N , n = n + n 2eN(A) with ii cN , n^eN^ Then by (1.12), M(n l 9n) = 
M(n^,n 2). Consider for any real a, M(n2+an^,n2+an^) = M(n 2,n 2) + 
aMCn^n ) > 0 by (1.12), (1.11) and (1.9). Then M(n ,ii ) must be zero, 
or the above inequality could not hold for all a, establishing (2.5). 
Now if s is the unique Sp(M ,A)-interpolate of y in y + N , and s 
is any other Sp(M ,A)-interpolate of y, then s - seN(A), and M(s-s,n) = 0 
for all neN(A). Letting n = s - s, we see by (1.11) that s = seN^. On 
the other hand if s is as above and s - seN^, then s = s + n^ for some 
n-j^ N and M(s,n) = M(s,n) + M(n ,n) = 0 for all neN(A) by (2.5) and 
Definition 1.1, so s is an Sp(M,A)-interpolate of y. • 
Corollary 2.4. Under the conditions of Theorem 2.2, 
X = N 2 $ Sp(M,A). 
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Corollary 2.5. Under the conditions of Theorem 2.2, if span(A) has a 
basis of dimension r, and dim(N^) = r , then dim(Sp(M,A)) = r + r^. 
The following corollary shows that if M is symmetric and non-
negative over all of X, the orthogonality condition (1.12) is always 
satisfied, giving again the conclusions of Theorem 2.2. 
Corollary 2.6. Let X be a real Hilbert space, A a family of continuous 
linear functionals on X, and M a continuous symmetric bilinear func­
tional on X x x such that M(x,x) > 0 for all xeX. Let N = 
(n^eN(A) : M(n^,n^) = 0 } and suppose that there is some closed subspace 
of N(A), N
 9 such that N(A) = N © N 2 and M is positive definite on N . 
Then for any yeX, there is a unique Sp(M,A)-interpolate s of y in y+N^, 
which depends continuously on y. Moreover, any other interpolate of y, 
s, is an Sp(M,A)-interpolate of y if and only if s - seN^. 
Proof. Except for the orthogonality condition (1.12), the system 
(X,A,M,N(A)
 9N 9N } is N -posed. But (1.12) does hold, since for any 
xeX, n^eN^, M(x+an^,x+an^) = M(x,x) + 2aM(x,n^) > 0 for all real a, 
implying that M(x,n^) = 0 . • 
Corollary 2.7. (Golomb [11], Jerome and Schumaker [15].) In Example 
1.1, for any xeX there exists an Sp(M,A)-interpolate s, and any other 
interpolate of x, s, is an Sp(M,A)-interpolate of x if and only if 
s - seN(A)nN(T). 
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Sufficient Conditions for Well-Posed and N^-Posed Systems 
The next result gives a very useful condition which insures the 
existence of the space of Definition 1.3 and Theorem 2.2. 
Theorem 2.3. Let X, A, M and N be given as in Definition 1.3 with M 
and satisfying (1.9), (1.11) and (1.12). Suppose there is a closed 
subspace of N(A), N , such that N + N is of finite codimension in 
O JL O 
N(A), and an m > 0 such that 
M(n 3,n 3) > m1||n3||2 for all n eNg. (2.6) 
Then there exists a closed subspace of N(A), , containing N 3 such that 
the system {X,A,M,N(A) ,N ,N2} is N -posed. 
Proof. Since the codimension of N + N in N(A) is finite, and N nN = 
— — ™ — J L O JL O 
{0} by (1.11) and (2.6), 
N(A) = N 0 N 0 N (2.7) 
J_ O H 
for some finite dimensional subspace of N(A), N . It will now be shown 
that N 2 = N 3 © satisfies (1.14) as well as (1.13), demonstrating that 
the system (X,A,M,N(A) ,N^,N2) is N^-posed. It will suffice to show this 
for the case where N, is one dimensional. 
4 
Suppose consists of the span of some n^eN(A) - (N^ © ^3^* ^E"T 
A 3 be the orthogonal complement of N 3 in X. Then A 3 can be considered 
to be a family of continuous linear functionals on X, with null space 
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N(A ) - N . Now let us define a continuous bilinear functional on 
X x
 X , M s , by 
M (x,y) = 1 [M(x,y) + M(y,x)] for all x, yeX. (2.8) 
By (2.6) and (2.8), 
M g ( n 3 , n 3 ) = M(n 3,n 3) > m ^ H n 3 | | 2 for all n 3£N(A 3) = (2.9) 
By (2.9) the system {X SA ,M ,N(A g)} is well-posed, so by Theorem 2.1, 
there is a unique Sp(M^,A 3)-interpolate of n^, sen^ + N^, satisfying 
2M (s,n ) = M(s,n ) + M(n ,s) = 0 for all n eN . (2.10) 
S \ j o o o o 
1 - - - 2 
Let m = — min{M(s,s)/ s ,m }. Then 
M(as+n 3 ,as+n 3) = a 2M(s,s) + a[M(s,n 3) + H(n ,s)]+ M ( n 3 , n 3 ) 
^ o < 2 ~ 2 M 2> > 2m(a s + n 3 ) 
> m||as + n [| 2 , (2.11) 
by use of (2.10) and the parallelogram inequality. But span "tn^+N^} = 
spanCs+Ng}, so (2.11) establishes that M is positive definite on 
N B N . If dim(N )>1 the above argument may be repeated. • 
The following application of Theorems 2.1, 2.2 and 2.3 general­
izes results of Anselone and Laurent [5], Golomb [11], Jerome and 
Schumaker [15], and Jerome and Varga [16]. 
Example 2.2. Let X and {Y.}?
 n be real Hilbert spaces; T.:X+Y. be a 
continuous linear transformation from X onto Y., such that the dimen-
l 
sion of N(T^), the null space of T^, is finite, l<i<n, and A be a family 
of continuous linear functionals on X with null space N(A). Let M be 
the continuous bilinear functional defined on X x X by 
n 
M(x l Sx 2) = I (T^x^T x ) y f o r a 1 1 x 1 > x 2 e X -
i=l i 
For any i, l<i<n, let N, ( l ) = N(A ) n N(T.) = {neN( A): (T.n ,T.n) = 0}, and 
1 I i i 
let N^"^ be the orthogonal complement of in N(A). Then it was 
shown in Example 1.1 that T^ restricted to had a continuous inverse 
on T . C N ^ ) . Thus for some m.>0, IIT.nil > m.IInil for all n e N ^ . Cer-
l 2 I 11 l 11 l" " 2 
n 
tainly N = {neN(A):M(n,n) = 0} is equal to ( n N ( T . ) ) n N ( A ) . Since 
i=l 1 
codim(N 2 l )) in N(A) = d i m C N ^ ) < dimCNC^) )«*>, 
n (i) 
the codimension of N = n N in N(A) is finite, and so N + N is of 
o . . Z 1 o 
1=1 
finite codimension in N(A). Note that if n^eN^, 
2 3 
n
 2 
where m = Y m., and if n neN n, T.nn = 0 , l<i<n. so for all xeX M(x,n n) = 
. ^ I 1 1 I 1 1 i=l 
n 
Y (T.x9T.nn ),, = 0 , showing that M, Nn and N 0 satisfy ( 1 . 1 2 ) and ( 2 . 6 ) . 
.
 n l l 1 Y. 1 3 i=l I 
Therefore by Theorem 2 . 3 , there exists a closed subspace of N(A) such 
that the system {X ,A ,M ,N( A) ,N 1 9N } is N -posed. By Theorem 2 . 2 , for any 
xeX there is a unique Sp(M,A)-interpolate s of x in x + which depends 
continuously on x. Moreover, any other interpolate of x, s, is an 
Sp(M,A)-interpolate of x if and only if s - seN^. Finally, s will be 
n 
unique if N = ( n N(T.))nN(A) = { 0 } . 
1
 1 = 1 1 
Theorem 2 . 4 . Let X be a real Hilbert space, A a family of continuous 
linear functionals on X, and M a continuous bilinear functional on 
X x x . Suppose there is a closed subspace of N(A), N 2 , such that the 
system {X ,A ,M ,N( A) ,N2> is N^-posed. If A =>A is another family of 
continuous linear functionals on X, and if the codimension (codim) of 
N(A^) in N(A) is finite, then there exists a closed subspace such 
that the system {X ,AX,M ,N( A ^ } is N^-posed. 
Proof. Let N~ = N nN(A ) and N = N nN(A ). Then with N ( 1 ) = 
- _L _L _L O Z. _1_ _L 
(neN(A1):M(n,n) = 0 } , = N~. Since codim(N(A1)) in N(A) is finite 
it follows that codim(N^1^) in N is finite and codim(N ) in N is 
finite. Thus since N(A) = ® N 2 9 and N ^ c ^ , N 3 c N 2 , + N 3 must 
be of finite codimension in N(A ) 9 and M is positive definite on N^. 
Therefore by Theorem 2 . 3 , there exists a closed subspace of N(A^), N^"^, 
containing N 3 such that the system {X 9A 9M,N(A 1) J N ^ J N ^ } is N ^ -
posed. • 
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Corollary 2.8. Let X be a real Hilbert space, {A^K ^ e a nested 
sequence of families of continuous linear functionals such that 
A.,_=>A. and codim(N(A.
 n )) in N(A.) is finite for i>0, and let M be a l+l l l+l i
continuous bilinear functional on X x X such that there is a closed 
subspace of N(A Q), N ^ , such that the system {X ,AQ ,M ,N( A Q ) ,N^° ^  ,N2° ^ } 
is N^^-posed. Then for all i>0 there is a closed subspace of N(A^), 
N ^ , such that the system {X ,A. ,M ,N( A . ) ,N^1 ^  ,N^ ^ } is N$ ^ -posed, where 
2 J ' i' l 1 2 1 ^ ^ 
N ^ = {neN(Ai):M(n,n) = 0}. Moreover, if for any i Q>0, N ° = {0}, 
then for all » the system (X ,A^  ,M,N(A^)} is well-posed, and no 
restriction need be placed on codim(N(A.
 n )) in N(A. ). 
l+l l 
o 
wh 
An important application of this corollary is the situation 
ere the system {X ,A ,M ,N( A Q) ,N^° \ ^ 2 ° h is N^-posed and A i + is 
formed from A^ by augmenting A_^  with one continuous linear functional 
not in the span of A. , i>0. Then the system {X ,A. ,M ,N(A. ) 1 ^ N ^ 1 ^ } 
XT
 ± 7 J ' 1 ' 1 ' 1 2 
is N^^-posed for all i>0. Note that in this application it does not 
matter whether or not the dimension of the span of A is finite, and if 
(i0) 
N^ = {0}, then may be formed from A_^  by augmenting A^ with any 
set of continuous linear functionals, for all X>i . 
Extremal Results 
For a given real Hilbert space X, and continuous bilinear func­
tional on X x x, M, it will be useful to associate another continuous 
bilinear functional on X x X, M , defined by 
M (x,y) = j [M(x,y) + M(y,x)] for all x, yeX. (2.12) 
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Then M s(x,x) = M(x,x) for all xeX, and if M is symmetric, then M s(x,y) : 
M(x,y) for all x, yeX. The following lemma generalizes a result some­
times referred to in the literature as the "first integral relation" 
(cf. [24, Th.4]). 
Lemma 2.1. Let X be a real Hilbert space, A a family of continuous 
linear functionals on X, and M a continuous bilinear functional on 
X x x such that M(n,n)>0 for all neN(A). Then for any xeX if s is an 
Sp(Mg,A)-interpolate of x, 
M(x,x) = M(x-s,x-s) + M(s,s). (2.13) 
Proof. Since s is an Sp(Ms,A)-interpolate of x, Ms(s,x-s) = 0, so 
M(x,x) = M(x-s,x-s) + 2Ms(s,x-s) + M(s,s) 
= M(x-s,x-s) + M(s,s). • 
The next theorem gives an extremal result for nonsymmetric 
bilinear functionals, generalizing [17, Th.7]. 
Theorem 2.5. Let X be a real Hilbert space, A a family of continuous 
linear functionals on X, and M a continuous bilinear functional on 
X x x . Suppose M(n,n)>0 for all neN(A), and that there is a closed 
subspace N 2 of N(A) such that the system {X ,A,Ms ,N(A) ,N^,N2) is N-^-posed 
where N = {n eN(A):M (n ,n ) = 0}. Then for any yeX: 
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i. there is at least one Sp(Mg, A)-interpolate s of y, 
ii. M(s,s) = Min{M(x,x):x is a A-interpolate of y}, (2.14) 
xeX 
iii. if x is a A-interpolate of y, and M(x,x) = M(s,s), 
then x - seN^ and x is also an Sp(Mg ,A)-interpolate of y. 
Proof. Property i follows immediately from Theorem 2.2. Suppose x is 
any A-interpolate of y. Then s is also an Sp(Mg,A)-interpolate of x, 
and since x - seN(A), M(x-s,x-s) > 0 and (2.13) of the lemma implies 
that M(x,x) > M(s,s) giving property ii. If in addition M(x,x) = M(s,s), 
then (2.13) of the lemma implies that M (x-s,x-s) = 0, so x - seNn , and 
s 1 
by Theorem 2.2, xeSp(M s,A). • 
Corollary 2.9. Under the hypothesis of Theorem 2.5, if = {0} then 
the Sp(Mg,A)-interpolate, s, of y gives the unique solution to the 
extremal problem (2.14). 
Corollary 2.10. Let X be a real Hilbert space, A a family of continu­
ous linear functionals on X, and M a continuous bilinear functional on 
X x X such that M(x,x) > 0 for all x e X. Suppose there are closed 
subspaces of N(A), N and N 2, such that N(A) = N 1 © N 2, M(n ,n ) = 0 
II II 2 
for all n^eN^, and M(n 2,n 2) > m|| n^H for all n 2eN 2. Then for any yeX, 
there is at least one Sp(Mg ,A)-interpolate s of y, and the extremal 
problem (2.14) is solved by s. Moreover, if x is any other A-interpolate 
of y which minimizes M as in (2.14), then xeSp(M ,A) and x - seN_ . 
s 1 
Proof. Equations (1.9), (1.11), (1.13) and (1.14) are explicitly satis­
fied by M g, and N . Just as in the proof of Corollary 2.6, 
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;(x,x) = M s(x,x) > 0 for all xeX implies that Ms(x,n ) = 0 
for all xeX, nj_£N^. Therefore the orthogonality condition (1.12) also 
holds and the system {X,A,M ,N(A) ,N_ ,N_} is N -posed. Thus Theorem 2.5 
s 1 2 1 
applies. • 
Now consider applying Theorem 2.5 and Corollary 2.9 to Example 
2.1, where M g = M, M(f,f) > 0 for all feW n' 2[a,b], and the system 
{Wn'2[a,b],A,M,N(A)} is well-posed. We see from Theorem 7 of [17], that 
if s is the unique Sp(M,A)-interpolate of feW ' [a,b], where A consists 
solely of the Hermite type functionals considered in [17], then s must 
also be an L-spline, since s uniquely minimizes M over A-interpolates of 
f. Theorem 2.5 also can be applied to Example 1.1, where = M, to 
demonstrate that the R-splines of Golomb [11] and the Lg-splines of 
Jerome and Schumaker [15] are special cases of M-splines. 
The next result generalizes Theorem 6 of [17], and also implicitly 
offers a generalization of the property P used in that paper. 
Theorem 2.6. Let X be a real Hilbert space and {A^:i>0} be a nested 
sequence of families of continuous linear functionals on X, such that 
A., =A. and the codimension of N(A., n) in N(A.) is finite, for all i>0. l+l I l+l I 
Suppose M is a continuous bilinear functional on X x X such that 
M(x,x) > 0 for all xeN(A ), and the system {X,A ,M ,N(A ),N ( 0 ),N^ 0 )} is 
N^^-posed. Then for any xeX, and all i>0: 
i. the system {X,A.,M ,N(A. ),NJ1\N^1^} is N n ( l )-posed, 
i s I 1 2 1 
ii. there is at least one Sp(Mg,A^)-interpolate s^ of x, 
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iii. M(x-s.,x-s.) = min{M(x-s,x-s): S£Sp(M ,A.)nU}, 
1 1 c s 1 
where U = {y:y is a A^-interpolate of x}. 
If M(y,y) > 0 for all y£X, then 
iv. M(x-s^,x-s^) = min{M(x-s,x-s): s£Sp(Ms,A^)}. 
Proof. Property i follows immediately from Corollary 2.8, and property 
ii follows from property i and Theorem 2.2. Suppose s£Sp(Ms,A^). Then 
s. - s is an Sp(Mg ,A_^  )-interpolate of x - s, so substituting x - s for 
x and s^ - s for s in (2.13) of Lemma 2.1 gives 
M(x-s,x-s) = M(x-s.,x-s.) + M(s.-s,s.-s). (2.15) 
i i i i 
If s is also in U, then s^ - s£N(A Q) so M(s^-s,si-s) > 0, and from 
(2.15), M(x-s,x-s) > M(x-s^,x-s^) establishing property iii. Similarly 
if M(y,y) > 0 for all y£X, then again M(s^-s,si~s) > 0 giving property 
iv from (2.15). 
Convergence of M-Splines 
The next theorem generalizes a result of Golomb [11, Corollary 
7.1]. 
Theorem 2.7. Let X be a real Hilbert space, {A.}.
 n a nested sequence I i=0 
of families of continuous linear functionals on X with A . ^ A . , i>0, 
l+l l 
and M a continuous symmetric bilinear functional on X x X. Suppose the 
00 
system {X ,Art ,M ,N(A_)} is well-posed, and let A = u A.. Then for all 0 0 0 0 .
 rt l i=0 
i>0 and every x£X, there is a unique Sp(M,A^)-interpolate s^ of x, and 
a unique Sp(M,AQo)-interpolate of x, s^, where {s^} and s^ depend 
29 
continuously on x. Moreover, lim s. = s and lim M(s.,s.) = M(s ,s ). 
j
 ' i ° ° i i OO JOO 
Proof. The system {X,A ,M ,N(AQ)} is well-posed, so there exists an 
m>0 such that 
M(n,n) > m||n||2 for all neN(A ). (2.16) 
Hence (2.16) also holds for all neN(A ) and all neN(A.), and thus the 
OO ! 
systems {X,A ,M,N(A )} and {X ,A.,M,N(A.)} for all i>0 are well-posed, 
7
 OO 3 3 OO 1 1 
and the first part of the theorem follows from Theorem 2.1. Since s^ 
is a A.-interpolate of s.eSp(M,A.) for all i^O, and if j>i>0, s. is a 3 3 3 3 
A^-interpolate of s^eSp(M,A^), property ii of Theorem 2.5 gives 
M(s ,s ) > M(s.,s.) > M(s.,s.) for all j>i>0. (2.17) 
OO' OO 3 3 1 1 
Lemma 2.1 then gives, 
M(s.-s.,s.-s. ) = M(s.,s.) - M(s.,s.), (2.18) 3 i 3 1 3 3 i' l ' 
since s. is an Sp(M,A.)-interpolate of s.. From (2.17) and (2.18) it l ^ i j 
00 
follows that lim M(s.-s.,s.-s.) = 0, and by (2.16), {s.}. . is a Cauchy 
. . I I - I I J l i=0 J 
sequence. Let s = lim s.. Then it may easily be seen that s = s , 
i~x» 
and the result follows. • 
As an application of this theorem, consider a variation of 
OO 
Example 2.1 with {A^K_^ being a nested sequence of families of 
30 
n 2 ~~ .00 
continuous linear functionals on W ' [a,b], n>l, and {A.}.
 rt the asso-
I i=0 
ciated partition norms. Suppose A\-K). Then there is an iQ-0 such that 
n 2 
the system {W ' [a,b],A. ,M,N(A. )} is well-posed, and for every 
n 2 1 ( ) 1 ( 3 
feW ' [a,b] there is a unique Sp(M,A. )-interpolate s^ for all i-i-Q* 
00 
Let s be the Sp(M, u A.)-interpolate of f, and let xe[a,b]. Since 
i=0 1 
A.-K), there is a sequence {x.} with x.£A. such that x.-^ x. But f(x.) = 
I H I i i I I 
s.(x.) = s (x.), so f(x) = s (x) by the continuity of f and s . There-
1 1 oo j . oo J J oo 
fore f 5 s , and by Theorem 2.7, 
lim f-s. = 0 . (2.19) 11
 i"n 
The convergence in the Sobolev norm given by (2.19) may be shown by a 
Rolle's theorem argument [cf. 17, Th. 1] to imply uniform convergence of 
i i 2 D Js. to D Jf on [a,b] for 0<j<n-l, and L convergence when j = n. 
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CHAPTER III 
LOWER ORDER CONVERGENCE RESULTS IN W n' 2[a,b] 
In this chapter we shall develop existence, uniqueness and lower 
n 2 
order convergence results for M-splines in the Sobolev space W ' [a,b] 
of all functions f£C n ^[a,b] such that D n ~ S f is absolutely continuous 
n 2 
and D feL [a,b], with 
n b . 
< f>g) = I ! [D1f(x)][D1g(x)]dx, (3.1) 
i=0 a 
and where M is of the following form. 
Definition 3.1. Let M denote the continuous bilinear functional defined 
on W n' 2[a,b] x W n' 2[a,b] by 
n b 
M(f,g) = I j b..(x)[D1f(x)][D3g(x)]dx, 
i,j=0 a 1 3 
where b (X)>OJ, a<x<b for some o)>0, and where the b. . are bounded, real-
nn 13 
valued measurable functions on [a,b]. 
Definition 3.1 defines a continuous bilinear functional, since 
if K = max ||b ( x ) | ^ 
0<i,j<n J L [a,b] 
|M(f,g)| ^ K I L L D ^ H ||Djg|| 
i,j=0 L L 
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=
 Kl< j 1^1 2><; iiDjg|i 2) i=0 L j=0 L 
< K f g for all f,geW 
,n,2 [a,b], (3.2) 
n 
fl = ( I ll^fll2,)172 
11
 n 2 
1 1
 • _ < " \ T ^ 
-1/2 n 
where K = (n+l)K , since ^ (n+1) 
i=0 
The notation in the following definition is due to Jerome and Varga [16], 
Definition 3.2 Let A be a family of continuous linear functionals over 
n 2 
W ' [a,b], and let A denote the closure of the span of A. Associate 
with A the subset A of [a,b] consisting of all xe[a,b] such that there 
n 2 
exists a XeA satisfying A(f) = f(x) for all feW 9 [a,b]. Refer to A 
as the partit-ion of [a,b] induced by A. If A is not empty, denote by 
A the maximum length of the subintervals into which [a,b] is decomposed 
by the points of A. Also if A is not empty, then for every xeA, let 
i(x) be the maximum positive integer such that there exists a X eA for 
which 
X (f) = D kf(x), f£W n' 2[a,b], 0<k<i(x)-l. 
Finally, let 
Y(A) = I i(x) x e A 
if A is not empty. Otherwise, let y ( A ) = 0. 
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Notice that i(x) is simply the number of consecutive derivative 
point functionals associated with the point xeA. Thus Definition 3.2 
associates with every family of continuous linear functionals A with non­
empty A, a system {A,A,y(A),A}, and for every xeA, a number i(x). Note 
also that N(A) = N(A). 
The argument used in the following lemma is an extension of that 
used in Theorem 1 of the author's paper [17]. 
Lemma 3.1. Let A be a family of continuous linear functionals over 
W n' 2[a,b], such that > n. Let geN(A) = {feWn'2[a,b]:A(f) = 0 for 
all AeA}. Then the following inequalities hold: 
i. U^'gl  < M .(A)n"j||Dng|| , 0<j<n (3.3) 
L^[a,b] ± i 3 L^[a,b] 
ii. |Djg||
 n < M (AT'^llD^II , 0<j<n-l (3.4) 
L [a,b] Z i l L^[a,b] 
where {Mn .} and {M„ .} are independent of f and A. i,: 2,: 
Proof. Let A = {xQ ,x , • • • ,3^} . Then D 1g(x k) = 0, (Ki^Kx^-l, 0<k<N. 
By repeated applications of Rolle's theorem, there exist points 
(k) \ 
\=0> 0 - k - n - 1 » where N Q = N and for n-l>k>l,Nk = N^-l+nCk), n(k) 
being the number of times i(x)>k for xeA and 
A. D g(q ;) = 0, 0<£<Nk, 0<k<n-l 
k 
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(k+1)
 < (k) (k+1) (k) < (k+1) 
' £-1 "
 1
 I 1+1 " £+i 
(k) for some £,£<£ < n(k+l)+£, 0<£<N,-1, 0<k<n-2. Define also £ \ = a and k -1 
(k) 
+ 2 = b, 0<k<n-l. By a Wirtinger-type inequality [13, p. 184], 
k 
r(k) 
r £+1 
k ,
 X X 2 J ^ f2(k+l)Al (D g(x)) dx < 
(k) I * J 
,(k) 
2
 r £+1 
(D k + 1g(x)) 2dx 
(k) 
for -l<£<Nk, 0<k<n-l, since £ ^ - ^ ^ (k+l)A. 
Summing both sides above from £ = -1 to N , gives 
K 
r
h
 k 2 
/ (D g(x)) dx < 
a 
2(k+l)A T^2 b / (D k + 1g(x)) 2dx. (3.5) 
Letting k range from j to n-1, and using (3.5) repeatedly, yields 
b . 
/ (D ]g(x)Tdx < 2
 Jn! 
-r2 
-2(n-j) r , n , **2, 
A J (D g(x)) dx, 
Now let M . = (2/TT)n ]n!/j!, 0<j<n, giving (3.3). 
is] 
For any j, 0<j<n-l, there is a y.e[a,b] such that ||D^ g|| D
:g(yj|. Then 
D3g| ' D 3 + 1g(x)dx| , (j + l) 1 / 2(A) 1 / 2||D^ 1 g|| 9 , 
(j) L^ 
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( J )
 (1) 
by the Schwarz inequality, where K is the closest of : 0<£<N.} 
to y., and hence |y. - \ ^  (j+l)A, 0<j<n-l. But by (i), ||D3+1g|| < 1 3
 i L 
M . (A )n~3~"'"|| Dng|| , so letting M = (j+l) 1 / 2 M , 0<j<n-l, (3.4) 
-
L53 + 1 1 ' 3 -LJD1"1 
follows. • 
Theorem 3.1. Let M be given by Definition 3.1, let A be a family of 
TL 2 
continuous linear functionals on W ' [a,b], and suppose there is a 
positive constant m such that 
M(g,g) > m||g||2 for all geN(A). (3.6) 
Tl 2 
Then for every feW ' [a,b] there is a unique Sp(M ,A )-interpolate s, 
which depends continuously on f. If y(A)>n, then the following error 
bounds exist for f-s: 
i. ||Dj(f-s)||
 n < M o .(A) n j{M(f-s,f-s)} 1 / 2, 
L 2[a,b] 3 ^ 
< M .(A) n 3||f|| , 0<j<n, (3.7) 
4 9 D N 
ii. ||Dj(f-s)|| < M 5 .(A) 1 1 j l 5{M(f-s,f-s)} 1 / 2 
L°°[a,b] 
< M c .(A) n 3 l^lfll , 0<j<n-l, (3.8) 6,3 11 11 n 
where the constants {M„ .}, {M, .}, {IVL .} and {M_ .} are independent of 
3,3 4,3 5,3 6,3 
A and f, but dependent on m. 
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Proof. Since the system {Wn,2[a,b],A,M,N(A)} is well-posed by (3.6), 
n 2 
the unique existence of an Sp(M,A)-interpolate s for any feW 9 [a,b] 
follows from Theorem 2.1. From (3.1) and (3.6), 
Dn(f-s)|| < ||f-s|| < m J5{M(f-s,f-s)}J5, (3.9) 
L 2[a,b] n 
since f-seN(A), so the first half of (3.7) and (3.8) follows from 
-h -h Lemma 3.1 by letting M . = m M ., 0<j<n, and M . = m M ., 0<j<n-l, 
From (3.2) and the fact that seSp(M,A), 
M(f-s,f-s) = M(f,f-s) < K f f-s . (3.10) 
n n 
Combining (3.9) and (3.10), gives 
{MCf - S j f-s)} 1* < Km l^lfll . (3.11) 
ii II
 N 
Thus the second half of (3.7) and (3.8) comes from the first half by 
-h -h 
letting M, . = Km M 0 ., 0<j<n, and M c . = Km M r ., 0<j<n-l. • 4,: 3,] b9j b,] 
Note that in Theorem 3.1, if A^ is a family of continuous linear 
n 2 
functionals on W ' [a,b], such that A ^A, then since N(A 1>cN(A), 
n II 2 
M(g,g) > m||g|| for all geN(A ) 
so there will be a unique Sp(M,A^)-interpolate s^ of f, and the error 
bounds (3.7) and (3.8) will apply to f-s 1 with A < A. A similar 
37 
statement holds for any nested sequence of such families, {A.}.
 n, 
1 i=l 
A. . => A. . i>l. The next theorem gives a simple set of conditions for l+l l r 
which the hypotheses of Theorem 3.1 are satisfied. 
Theorem 3.2. Let M be the continuous bilinear functional of Definition 
3.1. Then there exist positive constants e and m, depending only on M, 
such that if A is any family of continuous linear functionals on 
W n' 2[a,b] with A<e, and y(h)>n, then 
M(g,g) > m||g||2 for all geN(A). (3.12) 
Proof. Let I be the index set {(i,j): 0<i, j<n and (i,j) * (n,n)}, 
and consider the following identity: 
B B . . 
/ B ( D N G R D X = M(G,G) - I j B , , D 1 G D : ] G D X 1 a
nn - ' 13 
(1,] ) e l a J 
Then 
03||Dng||2 < M ( g , g ) + I ||b || J D ^ U ||D:g|| (3.13) 
IT (i,j)el : L LZ LZ 
Since y(&)>n, (3.3) of Lemma 3.1 may be applied to (3.13), giving for 
all g€N(A), 
u)||Dng||2 < M(g,g) + I ||b || M M . ( A ) 2 n ~ ^ ~ 3 | Dng||2 . (3.14) LZ (i,j )el 1 3 L 1 , 1 1,1 LZ 
Let n(t) = to - Y ||b..|| Mn .Mn . ( t ) 2 n ~ 1 _ : ] . Since 2n-i-j>l for all t. L., 11 i] 1 1 «> 1,1 1,: (i,:)el L 
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(i,j)el, n ( t a s t-K), and there exists an e>0 such that n(t)>a)/2 for 
all t<e. Therefore if A<e , by (3.14) 
to/2||Dng||2 < n(A)||Dng||2 < M(g,g) for all geN(A). (3.15) 
L L 
Applying (3.15) to (3.3) gives 
n 
]=0 L ]=0 
< 1/m M(g,g) for all geN(A) (3.16) 
where 1/m = - V M 2 . ( e ) 2 ( n j ) . • 
W
 j=0 ^ 
Theorem 3.3. Let M be the continuous bilinear functional of Definition 
oo 
3.1, and let {A.}. _ be a nested sequence of continuous linear func-l i=0 
n 2 
tionals on W ' [a,b], with A ^ A i 9 i>0, such that A^O. Then there 
ri 2 
exists an 1q-0 such that for all i>i , and any feW ' [a,b], there is a 
unique Sp(M,A.)-interpolate s. of f which depends continuously on f, 
i \ i 
and the following error bounds apply to f-s^: 
i. ||Dj(f-s.)||
 0 < M .(A.) n j{M(f-s. ,f-s. ) } 1 / 2 
1
 L 2[a,b] 3 ^ 1 1 1 
< M .(A. ) n :'||f|| , 0<j<n, (3.17) 
4,] l 11 11 n 
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ii. ||D](f-si) < M c .(A.) 
5 i 
{M(f-si,f-si)} 
1/2 
L [a,b] 
< M (3.18) 
where the constants {M0 .}, {M, .}, {M,. .} and {M_ .} are independent 
3,] 4,] 5,] 6,] 
00 
of {A^K_Q and f, but dependent on M. Moreover, M( f-s^ ,f-s^ )-K) as 
i-x»
 #
Proof. Let £ and m be the positive constants determined by M in 
Theorem 3.2. Then choose in so that A. < E and Y ( A . ) > n, and apply 0 i r t i„ r J 0 0 
Theorems 3.2 and 3.1. Finally, s^ ->f by Theorem 2.7 and the discussion 
in the application which followed Theorem 2.7, so M(f-s^ ,f-s^ )-K). • 
Theorem 3.4. Let M be the continuous bilinear functional of Definition 
3.1. If A is any family of continuous linear functionals on W n' 2[a,b] 
such that M(g,g)>0 for all geN(A) and N = {geN(A): M(g,g) = 0 } , then 
is finite dimensional. If in addition M(f,g) = 0 for all feW ' [a,b], 
and geN^, then there exists a closed subspace of N(A), N , such that the 
system {Wn'2[a,b],A,M,N(A) JN^JN^} is N -posed. 
Proof. Let £ and m^ be the positive constants depending only on M given 
by Theorem 3.2, and let A^ consist of a finite number of continuous 
linear functionals of the point evaluation type: A(f) = f(x) for all 
n 2 
feW ' [a,b], with xe[a,b]; and suppose that A^ is such that for A^ = 
A u A , A < E and y(A ) > n. Let N = N(A ). Then N is of finite ( J o o o o o 
codimension in N(A), and by Theorem 3.2, 
40 
2 
Hence n = {0}, and is finite dimensional. Since + is of 
finite codimension in N(A), the remainder of the theorem follows 
directly from Theorem 2.3. • 
Corollary 3.1. Let M be the continuous bilinear functional of Defini-
ri 2 
tion 3.1, and suppose M(g,g) > 0 for all g£W ' [a,b]. Then the linear 
0 n 2 
subspace = {geW ' [a,b]: M(g,g) = 0} is finite dimensional. 
Corollary 3.2. Let M be the continuous bilinear functional of Defini-
n 2 
tion 3.1, and suppose M(g,g) > 0 for all g£W ' [a,b], and b^_.(x) = 
b.^(x), 0<i, j^n, for all x£[a,b]. Then for any family A of continuous 
linear functionals on W n' 2[a,b], there exist closed subspaces and 
such that the system {X ,A ,M ,N(A),N^jN^} is N^-posed. 
Proof. Let = {g£N(A): M(g,g) = 0}. Then for all real numbers a and 
any f£W n' 2[a,b], geN M(f+ag, f+ag) = M(f,f) + 2aM(f,g) > 0, so M(f,g) 
must equal zero. Hence Theorem (3.4) applies. • 
If {A.}. „ is a sequence of families of continuous linear func-
l i=0 
tionals such that A.
 n => A. for all i>0, and A.-K), then it was seen in 
l+l l l 
n 2 
Theorem 3.3 that there exists an iQ-0 such that the system {W ' [a,b], 
A.,M,N(A.)} is well-posed for all i^i^, and the error bounds (3.17) and i i r 0 
(3.18) apply to f - s£ where s^ is the unique Sp(M ,A_^  )-interpolate of f, 
i>iQ. It would be of interest to have error bounds which hold for a 
sequence of Sp(M,A^)-interpolates of f£W ' [a,b] even when the systems 
M(g,g) > m 1 g for all geNg. 
4 1 
n 2 {W ' [a,b] ,A^ ,M ,N( A_^ )} are not well-posed for any i. Of course for 
this to be the case A\ > e for all i, where e is given by Theorem 3.2. 
Theorem 3.5. Let M be the continuous bilinear functional of Definition 
o 
3.1, and let {A.}. „ be a nested sequence of families of continuous i i=0 
ri 2 
linear functionals on W ' [a,b] such that A_^  for all i>0. Suppose 
there exists an i N^0 such that M(g,g)>0 for all geN(A. ), and M(f,g) = 0 
9 (i n) r ) ^ 
for all feWn» [a,b] and all geN , where N^ i ; = {geNUJ: M(g,g) = 0 } , 
i-i-Q* Then there exists an m>0 such that for all i>i , there exists a 
closed subspace of N(A.), and 
tr 1 2 
i. the system {W n' 2[a,b] ,Ai,M,N(A_L) , N ^ ) .N^ 1 )) is N^-posed, 
n 2 
ii. for every feW ' [a,b] there is a unique Sp(M,A^)-interpolate 
s^ of f in f + which depends continuously on f, 
iii. any other A^-interpolate of f, s^, is an Sp(M,A^)-interpolate 
of f if and only if s-s.eN^\ 
J
 i 1 
2 (i) iv. M(g,g) > m|g|| for all geN 2 , 
v. if for some i >i„, y(A. ) > n, then the error bounds (3.17) 
1 0 i
and (3.18) apply to f-s^, for all L>i^9 and 
i 2 
vi. if for any i^>i^, = { 0 } , then for all x>i the system 
Tl 2 
{W ' [a,b],A^,M,N(A^)} is well-posed and s^ is the unique 
Sp(M,A^)-interpolate of f. 
(i)
 (v 
Proof. Since c for all i-ig» properties i, ii and iii follow 
from Theorem 3.4 and Theorem 2.2. Also by Theorem 3.4, the subspace 
(i Q) ^ .) (i Q) 
N is finite dimensional, and since N 3 c N c N if j>i>i , 
J_ _L _L • • J_ \ VJ 
(i)
 uo; = n is a finite dimensional subspace of , and hence i=io 
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oo (i) . . 
there exists an i q^i n such that N = N for all Associate with 
ii n 2 
each i, iQ<i<ig, a positive constant nu , such that M(g,g) > m.jjg|ln f° r 
all g e N ^ \ Then if the subspaces for i>i~» are chosen properly, 2 2 J 
we claim that m = min (m.) satisfies property iv. 
Denote by the orthogonal complement of in N(A^ ). Then 
3 
(i > (i > (i > 
N(A. ) = N, § N = N, « NT. i 3 1 2 1 1 
( 1 3 )
 ( V 
Any geN^ is of the form g^ + g^ where gj_e j^_ a n ^ g2 e^2 ' a n <^ n e n c e 
II 2 i 2 
M(g,g) = M(g2,g ) > m ||gj = m. [g-gj 9 
3 3 
2 2 2 2 -L 
and since flg-gjl = || g|| + II S-j^ll
 n»
 M(g»g) ^ || g|| for all geN . Now 
(i) 3 (i) for all i>i , choose N to be the orthogonal complement of N = N 
o £- _L _L 
in N(A i). Then c N^, and thus M(g,g) > nu ||g||2 for all g e N ^ , 
i>ig, giving property iv. If i is restricted by i^i^s property iv may 
be sharpened by letting m = m. . 
1 3 
Suppose for some i^>i^, y(A^ ) > n. Then for any i^ i-^ , Y(A^)>n, 
Denote by A\ the orthogonal complement of in W n' 2[a,b]. Then A^ 
may be considered to be a family of continuous linear functionals on 
W n' 2[a,b], and since N ( L ) = N ^ and M(g,g) > m||g||2 for all geN 2, the 
n 2 — (i) 
system {W ' [a 9b] 9A^ 9M 9N } is well-posed. Thus by Theorem 2.1, for 
n 2 . — A 
any feW ' [a,b] there is a unique Sp(M ,A^)-interpolate s^ of f, and 
Y(/L) > y(A) > n, so by Theorem 3.1, the error bounds (3.17) and (3.18) 
43 
apply to f-s^, for all i>i . But since s^ is an Sp(M,A^)-interpolate 
of f in f + N^1-*, and Sp(M,Ai) c S p ( M , A \ ) , s^j^  is also an S p ( M , A \ ) -
interpolate of f, and hence s. = s, giving property iv. If for any 
(i2) 
i 2 > i Q, N = {0}, then N = {0} for all i^i 2, and property vi 
follows from properties i and iii. • 
Corollary 3.3. Let M be given by Definition 3.1 and let L A ^ K _ Q be a 
nested sequence of families of continuous linear functionals on 
n 2 
W ' [a,b] such that s for all i>0. Suppose M(g,g)>0 for all 
nonzero geNCA^). Then there is a positive constant m such that for all 
i>0, 
2 
i. M(g,g) > m g for all g€N(A^) 9 
ii 
ri 2 
the system {W ' [a,b],A.,M,N(A.)} is well-posed, 
iii. for every feW n' 2[a,b] there is a unique Sp(M,A^)-interpolate 
s^ of f which depends continuously on f, 
iv. if for some i n>0, y(A. )>n, then the error bounds (3.17) 
1 l 
and (3.18) apply to f-s^ for all i-i^-
As an application of this corollary, let the b^ _. in Definition 
3.1 be given by b. .(x) = a.(x)a.(x) for all xe[a,b], where a.eC[a,b], i] 1 3 1 
0<i<n, and an(x)*0 for any xe[a,b]. Then 
n b . 
M(g,f) I / a ia.(D 1g)(D : ]f )dx 
i,:=0 a 
b 
= / L1[g]L1[f]dx 
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n 
where L^Eg] = £ aJ^g. Thus 
i=0 
b 
M(g,g) = / (L1[g(x)])2dx > 0 all g£W n , 2[a,b]. 
a 
Let A = A = {X:X = (D 3) , 0<j<n-l) for some fixed c£[a,b]. If 0 c c 
M(g,g) = 0 for g£N(A Q), L [g] = 0, and D :g(c) = 0, 0<j<n-l, so g equals 
zero. Hence M(g,g)>0 for all nonzero gfiNCA^), and there is a positive 
constant m such that for all families of continuous linear functionals 
2 ri 2 
A A Q, M(g,g) > m||g| for all geN(A), and for any feW ' [a,b] there is 
a unique Sp(M,A)-interpolate s of f, and f-s satisfies the error bounds 
(3.7) and (3.8) by Theorem 3.1 (or Corollary 3.3). Compare this result 
with Theorem 6 [24] or Theorem 2 [18] in which convergence is either 
deduced only when A is sufficiently small, or by the use of Gardings 
inequality [25, p. 175] when A = A u A . 
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CHAPTER IV 
HIGHER ORDER CONVERGENCE RESULTS IN W n' 2[a,b] 
n 2 
If M is the continuous bilinear functional defined on W ' [a,b] x 
W n , 2[a,b] by Definition 3.1, it was shown in Chapter III that for any 
f€W n' 2[a,b] the Sp(M,A)-interpolate of f,s, exists and f-s satisfies 
the error bounds (3.7) and (3.8) for a variety of families of continu­
ous linear functionals A on W n' 2[a,b]. The principle requirement on 
A was that it must include certain functionals of a specified type, 
the remainder being arbitrary. If f is also in W 2 n' 2[a,b] and A con­
tains only functionals of Hermite type, then the author has shown in 
[17] that if it is required that D-'(f-s) = 0 at the endpoints a and b 
for 0<j<n-l, then the second integral relationship holds [17, Th.4], 
and ||D^(f-s)|| ^ < C ( l ) 2 n ~ ^ ~ ^ f o r o<j<n-l. Jerome and Varga 
L°°[a,b] 
[16] have developed convergence results of this order for functionals 
of Hermite-Birkhoff type. In both of these papers, higher order con­
vergence results are obtained only for A consisting strictly of func­
tionals of Hermite, Hermite-Birkhoff or Extended-Hermite-Birkhoff 
[16, p. 125] type. Jerome and Varga have remarked [16, p.125] that 
their lower order convergence results hold when all but certain func­
tionals are arbitrary, as is the case in Chapter III. In this chapter, 
new and improved higher order convergence results will be derived for 
f£W P' [a,b], n+l<p<2n. More over these results, like the results for 
lower order convergence, will hold when A contains certain functionals 
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of a specified type, the remainder being arbitrary. Finally, an 
improvement and generalization of the second integral relation will 
be developed. 
Two Lemmas 
n+r 2 
Lemma 4.1. Let feW 9 [a,b] where r is an integer, 0<r<n, and 
n 2 r r 
seW 9 [a,b] be any A -interpolate of f, where A = A^uA^ with 
A = {A: A = (D J) , n-r<j<n-l} for xe[a,b]. (4.1) 
If M is given by Definition (3.1), with b..eC [a,b] where £ = 
max(0,j+r-n), then 
n-r b 
M(f,f-s) = I / G. (f;x)DD(f-s)dx, 
j=0 a D r 
(4.2) 
where 
I b. .(x)Dif(x) i=0 1 3 
if 0<j<n-r-l 
G. (f;x) = < 
jr 1 
(4.3) 
£+r-n^£+r-n I (-1) D 
£=n-r [ I b i £(x)D 1f(x)] if j=n-r. i=0 
n+r 2 
Proof. Since feW 9 [a,b], repeated integration by parts gives 
n n b 
M(f,f-s) =11! b..(x)[D1f(x)]D1(f(x)-s(x))dx i=0 j=0 a 
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n-r-1 b n . 
I / [ l b . .D1f]D](f-s)dx 
j=0 a i=0 1 ] 
+ j / b ( - l ) 3 + r - n D j + r - n [ I b..D if]D n- r(f-s)dx 
j=n-r a i=0 1 3 
+ I I I b . ^ W ' ^ f - s ) 
j=n-r+l Jl=n-r+l i=0 1 3 
(4.4) 
If the last term in (4.4) can be shown to be zero, the theorem will be 
established. Since s is a A -interpolate of f, (4.1) gives 
D ]f(a) = D ]s(a), D^f(b) = D^s(b), n-r<j<n-l, 
and hence the last term in (4.4) is equal to zero. • 
Let C [a,b] denote the subspace {feC [a,b]: D Jf(a) = D Jf(b), 
0<j<£}. Then a similar result holds for the periodic case. 
Lemma 4.2. Let r and q be integers with 0<r<n, and n-r<q<n, and let 
feW n + r' 2[a,b]nC 2 n q 1[a,b]. Suppose seW n' 2[a,b] is a A rinterpolate 
of f, where A r' q = A uA, uA with 
aq bq 
A = {X: X = (D :), - (D ]) , q < j < n - l } , a n d 
q D a 
A = {X: X = (D :) , n-r<j<q-l}, for xe[a,b]. 
xq x 
(4.5) 
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Let M be given by Definition 3.1, and suppose the coefficients of M 
satisfy the conditions 
[ D V . ( X ) ] 
1J" 
= 0 for 0<£<j-q-l, q+l<j<n, 0<i<n, and 
a 
(4.6) 
b..eC [a,b], I - max(0,j+ r-n), 0<i<n. 
Then again 
n-r b 
M(f,f-s) = I j G. (f;x)DI1(f-s)dx, (4.7) 
j=0 a D r 
where G. is defined by (4.3). ]r 
Proof. As in Lemma 4.1, (4.4) is valid, and (4.7) holds if the last 
r Q 
term in (4.4) is equal to zero. Since s is a A ' -interpolate of f, 
if n-r<q<n, 
Dl ^(a) = Dl Xf(a), D^ ^ (b) = D^ Xf(b), n-r+l<£<q, 
and if not, n-r+1 = q+1. Thus in either case it suffices to show that 
I l ( - l ) j ' V - , [ [ b . . D i f ] D H ( f - s ) 
j=q+l i = q+l i=0 1 : 1 
= 0 
a 
But this follows immediately from the hypothesis on the periodicity of 
49 
f and the coefficients {b..(x)}, q+l<i<n, 0<i<n, and that s is a 
LJ 
A -interpolate of f. • 
q 
The Second Integral Relationship 
The next theorem generalizes and improves the second integral 
relationship of [2], [16], [17] and [24]. The improvement is that in 
the special cases considered in the above papers, the family of con­
tinuous linear functionals A is restricted to be exclusively of 
Extended Hermite-Birkhoff [15] type, while in the theorem below no 
such restriction is made. 
Theorem 4.1. Let M be given by Definition 3.1 with b. .eC^a.b], 
0<i, j^n, and let A be any family of continuous linear functionals on 
n 2 r 
W ' [a,b] such that A=>A = A uA, , where 
a b 
A = {A: A = (D :) , 0<j<n-l}, xe[a,b]. 
X X 
Then for all feW 2 n' 2[a,b], if s is any Sp(M,A)-interpolate of f, 
b 
M(f-s,f-s) = / L[f(x)](f(x)-s(x))dx, 
a 
where 
L[f] = I ( - 1 ) V [ I b. D 1f]. (4.8) 
£=0 i=0 1 J t 
Proof. Since s is an Sp(M,A)-interpolate of f, M(f-s,f-s) = 
M(f,f-s). Now apply Lemma 4.1 with r = n, getting 
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b 
M(f,f-s) = / G Q n(f;x)(f(x)-s(x))dx. 
a ' 
The result now follows since L[f(x)] = G Q R(f;x). • 
In a similar fashion, Lemma 4.2 may be used to generalize and 
improve the second integral relationship for periodic functions [17, 
Th. 4]. 
Theorem 4.2. Let q be any integer, 0<q<n and let M be given by Defi­
nition 3.1, with its coefficients {b^} satisfying the periodicity 
conditions (4.6), and with b^£C^[a,b]. Let A be any family of con­
tinuous linear functionals on W n , 2[a,b] such that A^A n , C 1 = A uA^ uA_ 
aq bq H 
as in (4.5) with r = n. Then for all f£W 2 n , 2[a,b]nC 2 n~ q _ 1[a,b], if s 
is any Sp(M,A)-interpolate of f, 
b 
M(f-s,f-s) = / L[f(x)](f(x)-s(x))dx, 
a 
where 
L[f] = I (-l )V l I b . V f ] . 
£=0 i=0 1 
Higher Order Convergence Results 
The results in this section improve and generalize results con­
tained in [3], [9], [16], [17], [18] and [24]. They also generalize 
considerably the rather complete set of convergence results in [7], 
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Theorem 4.3. Let r be any integer, 0<r<n, let M be given by Definition 
I 
3.1, with b —eC [a,b], where I = max(0, j+r-n), 0<i, j<n, and let 
- oo 
{A.}. „ be a nested sequence of families of continuous linear func-l i=0 
Tl 2 
tionals on W ' [a,b] such that => A^ for all i>0. Suppose there 
exists an L > Q such that A. =>A = A uA, where A is defined by (4.1), 0 i Q a b x J 
y(A. ) > n and there exists an m>0 such that 
X0 
M(g,g) > m||g||2 for all geN(A. ). (4.9) 
n 10 
Then for every feW n + r' 2[a,b] and i-ig» there exists a unique Sp(M,A^)-
interpolate s^, and the following error bounds exist for f -s^ 
i. iD^f-s )|| < M .(A.) n + P JH n[f], 0<j<n, (4.10) 
L^[a,b] 1 
ii. iD^f-s )|| < M (A ) n + r - j - \ [ f ] , 0<j<n-l, (4.11) 
1
 L [a,b] ^ 1 
with 
n-r 
n-j-r HQ[f] = I || G. (f;x)|| M (A ) 
U
 j=0 ] r IT [ a , b ] ^ 10 
Proof. For any i-ig the hypotheses of both Theorem 3.1 and Lemma 4.1 
are s atisfied. Hence for any feW
n + r
'
2[a,b] there is a unique Sp(M,A.)-
interpolate s^ of f for which the error bound (3.7) applies, and by 
(4.2) 
n-r b 
0 < M(f-s.,f-s.) = M(f,f-s.) = T / G. (f ;x)DI](f-s. )dx. (4.12) 
l l l . ^  ir i 3=0 a J 
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2 
n-r 
M(f-s f-s ) < I ||G (f,x)|| ||D:(f-s )|| 
j=0 J L L 
n-r _ . , 
< I ||G. (f;x)|| M .(A.)n":{M(f-s.,f-s.}^, 
j= 0 ^ " L 2 3 ^ 1 1 1 
Since A. < A. , 
1 xo 
{M(f-s i,f-s i)} 3 5 < (A i) rH Q[f], (4.13) 
and (4.10) and (4.11) follow from (3.7), (3.8) and (4.13). • 
A similar result for the periodic case follows by the same argu­
ment using Lemma 4.2. 
Theorem 4.4. Let r and q be integers with 0<r<n and n-r<q<n, and let M 
be given by Definition 3.1 with its coefficients satisfying the period­ic, 
icity condition (4.6), with [a,b], where I - max(0,j+r-n), 
0 
0<i, n<n. Let {A.}. ^  be a nested sequence of families of continuous l i=0 
n 2 linear functionals on W ' [a,b] such that A. , ^  A. for all i>0. Sup-l+l I 
r q pose there exists an i„^0 such that A. ^A ' H = A uAL uA where A v
 0 i Q aq bq q xq 
and A are defined by (4.5), Y ( A . )>n, and there exists an m>0 such 
q i Q 
that 
2 
M(g,g) > ml g|| for all geN(A. ). 
n
 """O 
By inspection of (4.3), and the condition on the {b..}, G. (f:x)eL [a,b], 
and applying the Schwarz inequality to (4.12) and then using (3.7), 
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Then for every feW n + r , 2[a,b]nC 2 n q ^[ajb] and every i-iQ » there is a 
unique Sp(M,A^)-interpolate of f, s^, and the error bounds (4.10) and 
(4.11) apply to f-s^. 
Corollary 4.1. If r=n (if r=n, and q is such that 0<q<n), and the 
0 
hypotheses of Theorem 4.3 (Theorem 4.4) are satisfied by {^K_q, ^
 an<
^ 
i^, then for every feW 2 n , 2[a,b] (feW 2 n' 2[a,b]nC 2 n ^ "*") and every i-ig 
there is a unique Sp(M ,A^)-interpolate of f, s^, and the following error 
bounds exist for f-s. 
l 
, [a,b] ' J L [a,b] 
i. ||DJ(f-s.)" ^ M M ' A ^ 2 n 3 
1
 L'
(4.14) 
ii. ||Dj(f-s,)|| < M c ,M0
 n(A,)2n-j_,a|L[f]|L , 0<j<n-l, i " T « Y K n 5,: 3,0^ i 11 J" T2 r ' L [a,b] L [aJo] 
(4.15) 
where L[f] is defined by (4.8). 
Theorem 4.5. Let r be any integer, 0<r<n, let M be given by Definition 
3.1 with b^eC [a,b] where I = max(0,j+r-n), 0<i, j<n, let e be deter-
oo 
mined by Theorem 3.2, and let {A.}.
 n be a nested sequence of families J
 l 1=0 
Tl 2 
of continuous linear functionals on W ' [a,b] such that => A^ for 
all i>0. Let feW n + r , 2[a,b]. If there exists an i Q>0 such that 
A. =>A = A uA, where A is defined by (4.1), Y ( A . )>n and either 
J-o a b x xo 
A. <e or M(g,g)>0 for all non-zero geN(A. ), then for all i^in there 
is a unique Sp(M,A^)-interpolate s^ of f, which depends continuously 
on f, and f-s^ satisfies the error bounds (4.10) and (4.11). 
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Proof. The result follows by Theorem 4.3 since if either A. <e or 
M(g,g)>0 for all non-zero geN(A. ), Theorem 3.2 or Corollary 3.3, 
l Q
 „ „2 
respectively, give that M(g,g) > m||g|| for all geN(A. ). • 
n 10 
The next result follows by a similar argument using Theorem 4.4. 
Theorem 4.6. Let r and q be integers with 0<r<n and n-r<q<n, let M be 
given by Definition 3.1 with its coefficients satisfying (4.6), and with 
£ 
b^ _.eC [a,b], where £ = max(0, j+r-n), 0<i,j<n, let e be determined by 
oo
 m 
Theorem 3.2, and let {A.}.
 n be a nested sequence of families of con-
l i=0 
n 2 
tinuous linear functionals on W ' [a,b] such that A i + => A i for all i>0. 
Let feW n + r' 2[a,b] n C 2 n q 1[a,b]. If there exists an iQ-0 such that 
A. =>A r' q = A uA^ u A where A and A are defined by (4.5), 
i Q aq bq q xq q 
y(A. ) > n and either A. < e or M(g,g) > 0 for all non-zero geN(A. ), 
10 10 10 
then for all i-ig there is a unique Sp(M ,A^)-interpolate s^ of f, which 
depends continuously on f, and f - s^ satisfies the error bounds (4.10) 
and (4.11). 
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CHAPTER V 
L[u(x)] = f(x,u(x)) a<x<b (5.1) 
where 
L[u(x)] E I (-l)]D:(a..(x)D1u(x)), 
0<i,]<m J 
(5.2) 
m>l, D E _d_ dx' 
subject to the homogeneous boundary conditions 
D ku(a) = D ku(b) = 0 0<k<m-l. (5.3) 
We require the following additional conditions on L and f: 
AN APPLICATION TO NONLINEAR BOUNDARY VALUE PROBLEMS 
In this chapter we shall apply the theory of M-splines to study 
the approximate solution of a class of nonselfadjoint, nonlinear two-
point boundary value problems. These results will generalize and 
improve results by Rose [19], Ciarlet, Schultz and Varga [9], Hulme 
[14], Jerome and Varga [16], Perrin, Price and Varga [18], and Schultz 
[23]. 
Consider the nonselfadjoint, nonlinear two-point boundary value 
problem [cf. [16]]: 
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i. the coefficient functions a..(x), 0<i, i^m, are bounded, 
ID 
real-valued and measurable on [a,b], 
ii. f(x,u) is a real-valued function on [a,b] * R such that 
f(x,u(x))£L2[a,b] for any u£W^' 2[a,b], where W™'2[a,b] is 
m 2 
the subspace of W ' [a,b] of functions satisfying (5.3), 
iii. there exists a positive constant c such that 
M (u,u) > c u 2 (5.4) 
L m 
for all u£W™'2[a,b], where 
b 
L(u,v) = I J a. .(x)D1u(x)D:]v(x)dx, (5.5) 
0<i,]<m a J 
iv. there exists a real constant y such that 
f(x,u) - f(x,v) , . 
- - - - < y < c,c (5.6) 
u - v 1 
for almost all x£[a,b] and all -°°<u, v<°° with u*v, where 
(u,u) 
c_ = inf <!7 r H L : u£W^'^[a,b], u*0 |> ;> 1, (5.7) 
1 (u,u) 0 1 
for each positive real number c, there exists a positive 
constant M(c) such that 
57 
f(x,u) - f ( x , v ) <
 M ( c ) ( 5 > 8 ) 
u - V 
for almost all xe[a,b], and all u*v with |u|,|v| < c. 
We say that ueW™'2[a,b] is a generalized solution of (5.1) 
(5.2) if and only if 
b 
a(u,v) E M T(u,v) - / f(x,u(x))v(x)dx = 0 (5.9) Li 
a 
for all veW™'2[a,b]. If S is any subspace of W™ , 2[a,b], we say that 
O K U 
seS^ is a Galerkin approximation in of the solution u of (5.1) -
(5.2) if 
a(s,v) = 0 for all veS, . (5.10) 
k 
We shall now show that the hypotheses i-v above are sufficient 
to insure that the boundary value problem (5.1)-(5.2) has a unique 
generalized solution u, and for any finite dimensional subspace of 
W™' 2[a,b], S^, there is a unique Galerkin approximation u^ of u. We 
shall then consider new M-spline subspaces of W^' 2[a,b], and deduce high 
order error bounds on u-u^, when u and the coefficients a^ _. are suffi­
ciently smooth. 
Lemma 5.1. Under the hypotheses i, ii, iii, iv and v above, the quasi-
bilinear form a(u,v) defined by (5.9) is such that 
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i. there exists a continuous (nonlinear) operator T from 
W™'2[a,b] into W™'2[a,b] such that 
(Tu9v) = a(u,v) for all u, v£W™'2[a,b], (5.11) 
ii. T is strongly monotone, i.e., there is an a>0 such that 
(Tu-Tv,u-v) I > all u-vl|2 for all u,v£W™'2 (5.12) 
m 0 
and 
iii. T is Lipschitz continuous for bounded arguments, i.e., 
given K >0, there exists a constant C(K ), depending only 
on K , such that 
Tu-Tv < C(K n) u-v (5.13) 
m 1 m 
for all u,v£W™'2[a,b] with u , v < Kn, 0 m m 1 
Proof. It follows from the definition of a(u,v) (cf.(5.9)) that for a 
fixed u£W™'2[a,b] a(u,v) is a bounded linear functional of v in W^' 2[a,b], 
m 2 
and hence there exists a (nonlinear) operator T from W ' [a,b] into 
W^ , 2[a,b] such that (5.11) is valid. Let K be the bound on M given by 
(3.2). To show that T is continuous, it suffices to note that for any 
u,u 1,v£W^ , 2[a,b], with || u|| ^ J u J m < c, 
L L 
(Tu-Tu_,v) = |a(u,v)-a(u_,v) 1 m 1 
< |M L(u-u 1,v)| + |J [f(x,u)-f(x,u1)]vdx 
< K u-un v + M(c) u-un v , 1 m m 1 m m 
implying that T is Lipschitz continuous, and hence continuous 
T is strongly monotone since 
(Tu-Tv,u-v)m = a(u,u-v) - a(v,u-v) 
= M (u-v,u-v) - / [f(x,u) - f(x,v)](u-v)dx 
2 2 
> c u-v - Y u-v
 n 
m 0 
c - u-v 
m 
= a u-v 
m 
where a = (c^c-y)c^ > 0. • 
We now state a result from the theory of monotone operators 
which can be found in Ciarlet, Schultz and Varga [10]. 
Lemma 5.2. Let X be a real Hilbert space, and T be a (nonlinear) 
operator mapping X into X. If T is strongly monotone and Lipschitz 
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continuous for bounded arguments, then the problem of determining 
a ueX such that 
(Tu,v) = 0 for all veX (5.14) 
x 
and for any finite dimensional subspace of X, S , the problem of deter-
K 
mining a TJL^_e such that 
(Tu ,v) = 0 for all veS , (5.15) 
K x k 
each have a unique solution. Moreover, there exists a constant K' such 
that the following error bound is valid: 
i^-ul^  < K,inf{|w-u| :weSk>. (5.16) 
Using Lemma 5.1 and Lemma 5.2 we can now state the following 
result (cf. [16]): 
Theorem 5.1. With the assumptions i, ii, iii, iv and v, the two-point 
nonselfadjoint, nonlinear boundary value problem (5.1)-(5.3) has a 
unique generalized solution (cf. (5.9)) ueW™'2[a,b]. Moreover, if S 
U K 
is any finite dimensional subspace of W™' 2[a,b], then there exists a 
unique Galerkin approximation (cf. (5.10)) u^, and there exist positive 
constants K^, and , independent of , such that 
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D l ( v u ) » - r h l
 s K i « V u L 
L [a,b] 
< K.inf{ w-u : weS. }, (5.17a) 2 m k 
for all 0<i<m-l, and 
D 1 (V U' 2 - K_ ulL - K 3 i n f { i i w" uL : w e S k h °- j- m* ( 5- i 7 b) 
L [a,b] 
Proof. By Lemma 5.2 it remains only to verify the first inequality of 
(5.17a). For any i, 0<i<m-l, let xie[a,b] be such that |D 1(u k(x i) -
u(x.))| = ||D1(u^-u)|| . Then if c is the closer of the endpoints 
1 K
 L°°[a,b] 
a, b to x., 
I 
D i(a -u)||
 w = | / X L D 1 + 1 ( L L - u ) d x 
L [a,b] c 
_< ±ZJL ||D i + 1(u k-u)|| 
1 K
 L 2[a,b] 
where K = (b-a)/2. • 
2 
We now apply the L -interpolation results of Chapters III and 
IV to get high order error bounds for Galerkin approximates over sub-
spaces of M-splines generalizing and improving [9] and [16]. 
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Theorem 5.2. With the assumptions i, ii, iii, iv and v, let 
ueW^'2[a,b] be the unique generalized solution to the two-point non-
self ad joint, nonlinear boundary value problem (5.1)-(5.3) and let M be 
the continuous bilinear functional of Definition 3.1 with b..€C^[a,b], 
oo 
0<i,"i<n, for some n>m. Let {A.}. ^  be a nested sequence of families of 
l i=0 ^ 
n 2 
continuous linear functionals over W ' [a,b] such that => A^, and 
dim(span(A. )) < » f o r all i>0. Suppose also that A^ => A = {X: X(f) = 
I r 0 c 
D-'f(c), 0<j<n-l} for c = a and c = b, and A. 0 . Then there exists an 
l 
i^ > 0 such that for all i > i , there is a unique Galerkin approxima-
t 2 
tion of u, u., in Sp(M,A.). Moreover, if ueW ' [a,b], with n<t<2n, i ^ i 0 
there exist constants K , K and K q, independent of i, such that 
D^(u.-u) 
1 . *
 K i l V u l m * K 2 ( A i ) t _ m ' f o r W " 1 ' 
L [a,b] 
(5.18a) 
and 
D:(u.-u)|| < ||u.-u|| < KAk.)12 m , for 0<j<m. 
1
 L^[a,b] 1 m d 1 
(5.18b) 
Proof. By Theorem 3.3, there is an i^O such that for all i^i0 there J
 0 0 
ri 2 
is a unique Sp(M,A^)-interpolate of every feW ' [a,b]. By Corollary 2.2, 
dim(Sp(M,A^)) = dim(span(A^)), and the subspaces Sp(M,A^) exist for 
i>i n. Applying Theorem 3.3 or Theorem 4.5 to (5.17a) and (5.17b) with w 
63 
set equal to the Sp(M,A^)-interpolate of u, gives (5.18a) and (5.18b). • 
Actually, the conditions in Theorem 5.2 could be weakened some­
what. If ueW^ + r' 2[a,b] , with 0<r<n, the b.. need only be measurable 
0 lj 
and bounded if r = 0, and otherwise the requirement need only be 
£ 
b^ _.eC [a,b], £ = max(0, j+r-n), 0<i, j^n. Also the requirement on A^ 
could be weakened to A ^ A = {X: X(f) = D :f(c), 0<j<m-l, n-r<j<n-l}, 
0 c 
for c = a and c = b. Then again equations (5.18a) and (5.18b) follow 
by the same argument. 
We will now improve the convergence results of Theorem 5.2 for 
the case where the solution to the boundary value problem (5.1)-(5.3) 
t 2 
is in W ' [a,b] for m<t<2m, and for a specially chosen subspace of 
M-splines, generalizing and improving results in [9], [10], [16], [18] 
and [23]. Theorem 5.3. Under the assumptions of Theorem 5.2 if the coefficients 
of L in (5.2) are such that a^^eC 1[a,b], 0<i, j<m, and M is chosen to be 
m b 
M(f,g) = I ! a..(x)[D:f(x)][D1g(x)]dx 
i,j=0 a i : 
= M L(g,f) (5.19) 
where M is given by (5.5), and the generalized solution u of (5.1)-
t 2 
(5.3) is such that ueW Q 9 [a,b] for m<t<2m, then for all i>0, there is 
a unique Galerkin approximation of u, u^, in Sp(M,A_^) and there exist 
constants and , independent of i, such that 
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Dj(u.-u)|| < K (A.) 1 j V [ U ] , 0<j<m-l, (5.20) 
1
 L°°[a,b] 1 1 U 
and 
Dj(u.-u)|| < K (A.) 1 jH [u], 0<j<m, (5.21) 
L/[a,b] 1 ° 
where HQ[U] is defined in Theorem 4.3 with r = t - m. 
Proof. By Lemma 5.1 there exists a (nonlinear) operator T from 
W™'2[a,b] into W™ , 2[a,b] such that (Tu,v) = a(u,v) for all 
u,veW™'2[a,b] and T is both strongly monotone and Lipschitz continuous 
for bounded arguments. This implies that corresponding conditions hold 
on the quasi-bilinear form a(u,v), namely 
a(u,u-v) - a(v,u-v)| > a||u-v|| for all u,v£W™' [a,b], (5.22) 
and for any K>0 there is a positive constant C(K), depending only on K, 
such that 
|a(u l Sv) - a(u 0,v)| < C(K)|| u -uj J v|| (5.23) 
I J' 2 1 11 1 z"M" "M 
for all u.. ,u_eW™'2[a,b] such that ||u.|| JuJI < K. 1' 2 0 11 l"m 11 2"m 
By (5.4) and Theorem 2.1 the i of Theorem 5.2 is 0, so that for 
any i>0, there is a unique Galerkin approximation of u in Sp(M,A^),u^. 
Let s_^  be the unique Sp(M)-interpolate of u. Then 
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L(U,V) = 0 for all veW^' 2[a,b], (5.24) 
a(u i 9v) = 0 for all veSp(M,A i), and (5.25) 
M_(n,s) = M(s,n) = 0 for all neN(A.), seSp(M,A.). (5.26) 
Li 1 1 
We shall now derive a bound for u. - s.. 
l l 
First we need an a priori bound for u, u^ and s^. By (5.22), 
2 
a u.fl < a(u.,u.) - a(0,u.) 
l 1 1 m l i l 
= a ( o , u . ) | < ||T(O)|| IIu.II , 
i m i n r 
so || u. II < a """II T<0 )|| . By the same argument ||u|| < a 1|| T(0 )|| , and 
II
 1 i i m II II M ° || 11 m 11 "m 
since ||u.|| < — - ||u.|| and I IUL I I < ^
 n
 a
 ||u|| , it follows 
II , II ~ 2 1 1 i M m
 1
" o  2 11 11 m 
_\ L [a,b] ^ L [a,b] 
i (b-a)"-l||T(0)|| is a bound for both || u| that 2a """(b-a )~-L|| T (0) || is a bound for both || u|| and ||u.|| . By (5.4), 
II II TT| l l o l  -I l  00 
L L 
and Theorem 3.1, |u-s.||
 m < Mg Q(b-a) m |u||m, so JsJ m is also 
L [a,b] ' L 
bounded independently of i. Let C denote the maximum of these various 
bounds for ||u.|| , ||u|| and ||s.| 
T O O 00 1 1 T 1 1 00 
L L L 
It then follows from (5.22), (5.24), (5.25), (5.9), (5.26) and 
(5.8) that 
. 2 
a s.-u. < a(s.,s.-u.) - a(u.,s.-u. 
1
 l l m i i i i i i 
= a(s.,s.-u.) - a(u,s.-u. 
i i i ' i i 
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b 
= |M T(S.-U,S.-U.) + / [f(x,u(x)) - f(x,s.(x))][s.(x) - u.(x)]d3 
Lt 2- 2- 2- 2 - 2 - 2 -
j [f(x,u(x)) - f(x,si(x))][s.(x) - u.(x)]dx| 
a 
< M(C )|| u-s . I Js.-u.ll „. (5.27) 
1
 L 1 1 L 2 
Therefore by Theorem 4.3, 
s.-u.ll < a "SKOIIU-SJ „ l i"m 11 I " 2 
L i 
< a ^ ( O M g
 0(A i) tH 0[u] 
= K_(A.)tH.[u], (5.28) 3 I 0 
where K = a ^ ( O M . 
o o ^ U 
Then using Theorem 4.3 and (5.28), 
Dj(u-u.)|| < ||Dj(u-s.)|| + ||Dj(s.-u.)|| 
1 I  oo 11 n 1 1 oo 'I "i "| 11 oo 
L L L 
* hjh^'X™ + ¥ K 3 a i ) t H o [ u ] 
< K (A.)^ j [u] (5.29) 
1 l 0 
for 0<j<m-l, for some K^>0. Also there exists a constant K so that 
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D:(u-u.)||
 2 < ||D:(u-s.)| 2 + ||D:(s.-u.)|| 2 
L L L 
< M n .(A.) 1 jH fu] + K 0(A.)Vtu] 3,] i 0 3 i 0 
< K 2(A.) t _ jH 0[u]. 
This establishes Theorem 5.3. • 
Corollary 5.1. With the assumptions of Theorem 5.3, if ueW 2 m , 2[a,b], 
then the Galerkin approximation u^ to the problem (5.1)-(5.3) in 
Sp(M,A.) satisfies i 
Dj(u.-u)|| < K_(A.) 2 m" j L*Cu]|| . , 0<j<m-l, 
1
 L°°[a,b] 6 1 L^[a,b] 
and, 
Dj(u.-u)|| . < K (A.)2m"j|L*[u]|| . , 0<j<m, 
L^[a,b] 4 1 L^[a,b] 
for constants and K^, where L* is the formal adjoint of L. 
Corollary 5.2. With the assumptions of Theorem 5.3, suppose also that 
the function f in (5.1) is independent of u. Then in addition to the 
error bounds (5.20) and (5.21), 
A(u.) = A(u) for all XeA. , i>0, 
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that is, the Galerkin approximate to the generalized solution u of 
(5.1)-(5.3) over Sp(M,A^) is a A^-interpolate of u. 
Proof. From the next to last line of (5.27), if f is independent of 
u, lsi~ui"m = 0, so the Galerkin approximate to u is also the Sp(M,A^)-
interpolate of u. • 
Corollary 5.2 generalizes a result of Rose [19] for the case 
where m = 1 and L is formally selfadjoint. 
If the solution to (5.1)-(5.3) is sufficiently smooth, it will 
sometimes be possible to improve even further on Theorem 5.2. For any 
integer q^l, let 
M (f,g) = M T(D 2 qg,D 2 qf) for all f,geW m + 2 q' 2[a,b]. (5.30) q L 
Assuming (5.4) is valid, 
M (u,u) = MT (D 2 qu,D 2 qu) > c||D2qu|2 q L II m (5.31) 
for all ueK m , q[a,b] = {ueW m + 2 q> 2[a,b]: D ju(a) = D ju(b) 
0<j<q-l, 2q<j<m+2q-l}. Let 
2 
= 0 for all j , 
c. = inf <! 
1
 u+0 
D2qu|| 
m 
: ue K m' q[a,b]^ . 
{" "m+2q 
(5.32) 
Then by (5.31) and (5.32), 
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M (u,u) > ccjlull2
 0 for all ueK m' q[a,b]. (5.33) q 1" "m+2q 
Applying Corollary 3.3-i to the bilinear functional M(u,v) = 
( D 2 q u , D 2 q v ) m over W m + 2 q' 2[a,b] x W m + 2 q ' 2 [ a , b ] , with A Q being a family 
of continuous linear functionals on W m + 2 q' 2[a,b] with N(Aq) = K m' q[a,b], 
it follows that c^>0 since for any ueK m' q[a,b], M(u,u) = 0 implies that 
u = 0. 
q 
Now define A^ to be the family of continuous linear functionals 
on W m + 2 q ' 2 [ a , b ] , A q = A uA, , where A = {A: A = (D 3) , 0<j<m+2q-l}. 
0 a b c c 
Then N(A q)cK m , q[a,b], so for any family of continuous linear function­
als A on W m + 2 q' 2[a,b] such that A=>Aq and dim(span(A)) < 0 0, it follows 
that (5.33) holds for all ueN(A)cKm'q[a,b] , and hence the system 
{W m + 2 q' 2[a,b],A,M q,N(A)} is well-posed. Also Sp(M^,A) will be finite 
dimensional. Let Sp„(M ,A) denote the subspace of all seSp(M ,A) such 
r0 q q 
in 2 
that seK m , q[a,b], and let H q[A] denote the subspace of W Q 5 [a,b] such 
that 
H q[A] = {heW m' 2[a,b]: h = D 2 q s , for some seSp 0(M q,A)}. (5.34) 
Then there clearly exists a one to one correspondence between elements 
of H q[A] and Sp 0(M q,A). 
If dim(span(A)) = d > dim(span(Aq)) = 2m + 4q, then by Corollary 
2.2, dim(Sp(Mq,A)) = d, and so dim(Hq[A]) = dim(Sp0(Mq,A)) = d-2m-2q>2q. 
We are now in a position to state: 
Theorem 5.4. Suppose the boundary value problem (5.1)-(5.3) satisfies 
all of the assumptions of Theorem 5.2, and in addition the generalized 
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2ri 2 
solution u is such that ueW ' [a,b] where n = m+q, q^l, and the coef­
ficients of M_ . a.., are such that a..eC 1 + 2 q[a,b], 0<i, j<m. If 
L ii ii 
{A^ }^ _q is a nested sequence of finite dimensional families of con­
tinuous linear functionals on W m + 2 q' 2[a,b] such that A 0=>A Q = A^ u A^, 
where A C = {A: A = (D 3) , 0<j<m+2q-l}, then for all i>0, there is a 
unique Galerkin approximate to u, u^eH q[A^], which satisfies the error 
bounds 
D j(u -u)||
 w < K (A )2n"j"la||D2qL*Cu]|| 9 , 0<j<m-l, (5.35) 
L [a,b] -1 1 IT[a,b] 
and 
lDj(u -u)|| < K (A. )2n"j||D2qL*[u]|| . , 0<j<m. (5.36) 
l/[a,b] A 1 l/[a,b] 
Proof. The existence of u and u^ follows directly from Theorem 5.2. 
To establish the error bounds (5.35) and (5.36), let i^eW 2 n + 2 q' 2[a,b] 
be the unique solution to the boundary value problem 
D2qi|; = u, where D:i|;(a) = D:i|;(b) = 0, 0<j<q-l, 5.37) 
Then since ueW™'2[a,b], and satisfies (5.37), i|;eKm'q[a,b]. In a 
similar fashion let i|k eK m' q[a ,b] be the unique solution to the boundary 
value problem 
D2qi|;i = u i 9 D:i|;i(a) = D ^ C b ) = 0, 0<j<q-l, i>0. (5.38) 
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Finally, let be the unique Sp(M^,A^)-interpolate of \\>. Then 
s.eSp (M ,A.) since A.^A q and i|jeKm , q[a ,b] . Let h. = D 2 qs., all i>0. 
1 0 q 1 l 0 l l 
Then h_^eHq[A^]. Proceeding as in Theorem 5.3, we shall now determine 
an error bound on |h.-u.|| . 
" I i"m 
It was shown in Theorem 5.3 that there exist a priori bounds for 
u and u. in both ||-|| and ||-||
 oq. By Theorem 3.1, ||h.-u|| o o= ||D2q(s.-i 
1
 _
 m
 L°° _ ^ L°° 1 L" 
< M c _ (b-a) m IUII n , and by (5.32), IUII n < c * I nil . Therefore 6,2q l | r | lm+2q' J ' I m'm+2q 1 11 11 m 
there exists an a priori bound C for ||u.|| , ||u|| and ||h.|| 
C
 II -i II 00 11 11 OO 1 1 -i 1 1 OO 
L L L 
Again, inequalities (5.22) and (5.23) are valid for the quasi-
bilinear form a(u,v), and also 
a(u,v) = 0 for all veW™ , 2[a,b], (5.39) 
a(u.,v) = 0 for all veH q[A.], and (5.40) 
l 0 I 
MT (D 2 qn,D 2 qs) = M (s,n) = 0 for all neN(A.), seSp(M ,A.). (5.41) 
L 0. l r q l 
It now follows from (5.22), (5.39), (5.40), (5.9), (5.41) and 
(5.8) that 
2 
a||h.-u.|| < |a(h.,h.-u.) - a(u.,h.-u.)| 
11
 I i Mm 1 i i i i i i 1 
a(h.,h.-u.) - a(u,h.-u. 
i i i i i 
b 
M L(h i-u,h i-u i) + / [f( x,u(x)) - f(x,h.(x))][h.(x) - u.(x)]dx| 
a 
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MT (D2q(s.-ip),D2q(s.-i|;. )) L 1 1 1 
+ / [f(x,u(x)) - f(x,h.(x))][h.(x) - u.(x)]dx J
 1 1 1 
< M(C)||u-h I |h -u I . 
L L 
(5.42) 
Therefore by Corollary 4.1 (on W m + 2 q[a,b] with r = m+2q), 
h.-u. I < a "SKO u-h. l l" m I 
= a 1M(C)|D2q(i|J-si; 
. a"1M(C)Mq . M n ( A . ) 2 ( m + 2 q ) - 2 q | | D 2 q L H u ] | | , 
3
'
2 q 3
'°
 1
 L 2[a,b] 
= K 3(A.) 2 n||D 2 q^[u]|| 
6 1
 L 2[a,b] 
(5.43) 
where K 0 = a M ( C ) M 0 0 M 0 . , and L* is the formal adjoint of L (cf. o o,zq o,U 
(5.2)). 
Since || (u.-h . )|| < ^ a^ ||u.-h.|| for 0<j<m-l, the error 
»TO 2 11 i i"m l l 
bounds (5.35) and (5.36) now follow directly from (5.43) and Corollary 
4.1, by use of the triangle inequality: 
DJ(u.-u) < DJ(u.-h.) + DJ(h.-u) 
2_ H oo II 2. i 11 oo 11 i 11 oo 
L L L 
u.-h.|| + ||D j + 2 q(s.-l i Mm 11 l 
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b-a 
v 2 , 
K (A. ) 2 n
 + M .M, (S.)2(m+2q)-j-2q->s 
3 l 5,] 3,0 l 
D2qL*[u]| 
£ Ih K,(b-a) j + 1- 5 + M c .M n][A.) 2 n" j ''UD2qL*[U:| 2' 
i+1 5 
for 0<j<m-l, and hence (5.35) is valid with K = max [^ K (b-a) J ' + 
0<j<m-l 
H c .M_ . ] . The error bound (5.36) follows in a similar fashion using 5,: 3,0 
(4.14) of Corollary 4.1. • 
Corollary 5.3. In addition to the assumptions of Theorem 5.4, suppose 
the function f in (5.1) is independent of u. Then the error bounds 
(5.35) and (5.36) will hold, and also if any Xespan(A^) is of the form 
X = ( D P + 2 q ) c , with ce[a,b] and p an integer, 0<p<m-l, then 
D V ( c ) = D p u ( c ) , l 
that is, the pth derivative of the Galerkin approximate u^ to the 
generalized solution u of (5.1)-(5.3) is equal to D^u at c. 
Proof. From the next to last line in (5.42), if f is independent of 
u, ||h.-u.|| = 0. Therefore h. = u. all i>0, and thus \b. = s., i>0. 
11
 l i"m i i i i 
Hence it. is the Sp(M ,A. )-interpolate of and if X = ( D P + 2 q ) espan(A.) l ^ q i c i 
for some i>0, then DP+2qijj. (c) = D P + 2 qi|j(c), and D Pu.(c) = D Pu(c). • 
I I 
We remark that higher order convergence results such as are 
given by (5.35) and (5.36) were first found by Hulme [14] in the linear 
case for L E D and by Perrin, Price and Varga [18] for the nonlinear 
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case when L = L^L^, with L^ = £ a.D . The method of relating 
i=l 
H Q [ A ] to SPQ(M^,A) used above is a generalization of a similar approach 
used by Perrin, Price and Varga [18]. The next result generalizes and 
improves Theorem 5 of [18]. 
Theorem 5.5. With the assumptions i, ii, iii, iv and v, let 
u£W^ , 2[a,b] be the unique generalized solution to the two-point non-
self ad joint, nonlinear boundary value problem (5.1)-(5.3), and suppose 
the bilinear from M T of (5.5) can be expressed as 
LI 
b 
M (u,v) = M(u,v) + I j c. .(x)D1u(x)D:!v(x)dx, (5.44) (i,j)£lk a l s : 
where 
b 
M(u,v) I / b. .(x)D1u(x)D:v(x)dx, for any uJVCW 1 1 1' [a,b], 
0<i,j<m a 1 3 
where 1^ is an index set consisting of pairs (i,j) with 0<i,j<m, and 
i+j<k. Assume there is a positive constant c^ such that M(u,u) ^ 
2 _m 2 2n 2 
c2ll ull m ^ o r a H u e o' I- 3'* 3]* Assume also for some n^m, u£W ' [a,b], 
b. .£C 1 + 2 q[a,b], 0<i , j^m, with q = n-m, c. .£C1[a,b] , for all (i
 9 j )eI , 
1
 J" 1 J" k 
oo n 
and {A.}.
 n satisfies the hypotheses of Theorem 5.4. Let H?-[A.] be 
1 i=0 J 0 l 
defined from elements s£Sprt(M ,A.) by (5.34), where 
0 q l 
M (u,v) = M(D 2 qv,D 2 qu) for u,V£W m + 2 q' 2[a,b]. q 
Let u^ be the unique Galerkin approximate of u over the subspaces 
H q[A^]. Then there exist constants and such that for all i>0, 
75 
D^(u.-u)| * K 1 ( A . ) 2 n " m a x ( 6 ' j + , s ) 8 0<j<m-l, (5.45) 
1
 L [a,b] 1 1 
where 6 = max(0,k-m), and 
|D3'(u.-u)|
 0 < K 9 ( A . ) 2 n " m a x ( 6 ' j ) , 0<j<m. (5.46) 
1
 L2[a,b] 1 
Proof. The system {W T n + 2 q' 2[a,b] ,Ai ,M^,N(A;L)} is well-posed for all i>0 
since N( A^) c K m' q[a,b] and 
M (u,u) = M(D 2 qu,D 2 qu) > cJ|D2qu||2 q 2" 11 m 
> c l C 2|u| 2 for all ueK m' q[a,bj\ 
where c^ is given by (5.32). As in the proof of Theorem 5.4, let and 
for i>0 be given as the solutions to (5.37) and (5.38), and let s^ 
be the unique Sp(M^,A^)-interpolate of ip. Then s^eSp^M^jA^) and 
h. = D 2 qs.eH q[A.]. l I 0 l 
Arguing as in earlier theorems 
2 
a h.-u. < a(h.,h.-u.) - a(u.,h.-u. 
l l m i i i i i i 
= a(h.,h.-u.) - a(u,h.-u.) 
i i i I I 
= MT(h.-u,h.-u.) 
L l i i 
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b 
+ / [f(x,u(x)) - f(x,hi(x))][hi(x)-ui(x)]dx 
b
 £ 
< M (s.-ip. ,s.-ip) + J / c n ,D (h.-u)D:(h.-u. )dx 
(£,:)elk a 
b 
+ / [f(x,u(x)) - f(x,hi(x)))][hi(x) - U i(x)]dx|. (5.47) 
Since c 0 .eC [a,b], we can perform the following integration by parts: 
£] 
r b I i J c0.D (h.-u)DJ(h.-u.)dx J
 Hi l i i 
a J 
b 
= (-1)P / V P(h.-u)DP(c0.D](h.-u.))dx (5.48) ;
 l £j l l 
where p<£ and j+p<m. Thus p can be chosen to be min(£,m-j) and we see 
that if (£,1)61, , / c„ .D (h.-u)D-'(h.-u. )dx can be bounded by a sum 
'
J
 k 1 £i I i i 1 J 
a 
of terms J of the form 
b a a a 
J = |J (D 1(h.-u))(D c0.)(D d(h.-u.))dx|, (5.49) 1 J
 l li l l 1 
a J 
where 0<a = £-min(£,m-j) = max(0,£+j-m) < 6, 0<a <£ and 0<a <m. 
1 2. o 
Applying Schwartz's inequality to (5.49), and using (4.14) of Corollary 
4.1, we find that 
J < ID \ . |
 OT ||D 1(h ru)|| 2||D d(h ru.: 
L L 
a +2q 
Ju 
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< K ( A . ) 2 N - V - U . | 
4 1 " l i m 
for constants K and K . Applying inequalities of the above type to 
(5.47), and using (5.8), 
a||h.-u.||2 < K c ( A . ) 2 n 6||h.-u.| + M(C)KC(A. )2n||h.-u.|| , 
11
 l i"m 5 i 11 I i"m 6 l 11 l iMm 
so 
H.-u.I < K ( A . ) 2 n 6 , (5.50) 
1
 i i"m 7 l 
for constants , and which are independent of i, where C is an 
a priori bound for u| and II h. I . The error bounds (5.45) and 
II I I 1 1 -I
 1 1
 oo 
L L 
(5.46) now follow by use of the triangle inequality, (5.50) and Corol­
lary 4.1. • 
Theorem 5.5 not only gives results of very high order accuracy, 
but when k<m, gives accuracy comparable to that of Theorem 5.4, losing 
only the interpolation properties of Corollary 5.3 for the linear case. 
Theorem 5.2 may be regarded in part as a special case of Theorem 5.5 
with k = 2m, t = 2n and 5 = m. Theorem 5.5 can give subspaces with 
simple bases when M contains only a few terms, such as M(u,v) = 
JbDmuDmvdx. 
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