Non-convex variational/boundary-value problems are studied using a modified version of the Ericksen bar model in nonlinear elasticity. The strain-energy function is a general fourth-order polynomial in a suitable measure of strain that provides a convenient model for the study of, for example, phase transitions. On the basis of a canonical duality theory, the nonlinear differential equation for the non-convex, non-homogeneous variational problem, here with either mixed or Dirichlet boundary conditions, is converted into an algebraic equation, which can, in principle, be solved to obtain a complete set of solutions. It should be emphasized that one important outcome of the theory is the identification and characterization of the local energy extrema and the global energy minimizer. For the soft loading device criteria for the existence, uniqueness, smoothness and multiplicity of solutions are presented and discussed. The iterative finite-difference method (FDM) is used to illustrate the difficulty of capturing non-smooth solutions with traditional FDMs. The results illustrate the important fact that smooth analytic or numerical solutions of a nonlinear mixed boundary-value problem might not be minimizers of the associated potential variational problem. From a 'dual' perspective, the convergence (or non-convergence) of the FDM is explained and numerical examples are provided.
Motivation and problems
Experimental observations of phase transitions and twinning in solids reveal fine-layered microstructures in many situations. In the last 30 years, considerable theoretical effort has been aimed at understanding such phenomena. This has been based mainly on finding minimizers of an energy functional that incorporates a 'non-convex' elastic strain energy as the material model, usually with a double-well potential. The relevance of these ideas is revealed clearly by Ericksen's analysis of the non-unique minimizers for an elastic bar with a non-monotone stress-strain relation (1, 2).
The Ericksen bar provides a convenient model for the study of, for example, phase transitions, and, for both soft and hard loading devices, Ericksen (1) showed that the solutions obtained are metastable and may have an arbitrary number of discontinuities. These discontinuities are phase interfaces, where transition between a pair of phases occurs, and these interfaces are therefore important for explaining experimental observations of hysteresis, which arises when the material points become trapped in metastable states (3, 4) .
In this paper, we revisit the problem of Ericksen's bar, which is treated as a one-dimensional (1D) smooth manifold covered by a material coordinate x, with x ranging over a closed, finite interval I = [0, 1]. To make the mixing of phases more dramatic, we introduce a distributed axial loading (body force) f ∈ C[0, 1] per unit length of I . Following Ericksen's idea, we consider the two classic loading devices: 'soft' and 'hard'. For the soft device, the bar is fixed at the end x = 0, while the end x = 1 is subject to a given dead load σ 1 , so we have mixed boundary conditions. The variational problem can then be written as
where u : [0, 1] → R is the displacement function in a certain feasible function space, which we denote by U s (to be defined in section 3), and W (u x ) is the strain energy per unit length of I , which here is taken to be non-convex, u x ≡ du/d x being a uniaxial measure of strain. If we consider the bar to have unit cross-sectional area in the reference configuration, then the associated 1D (first Piola-Kirchhoff) stress is
For the hard device, u is restricted to a certain feasible function space, U h say (to be defined in section 4), such that
where d is a given constant. In this case, the variational problem can be written as
For consistency with the classical theory of elasticity, the energy and stress must vanish in the undeformed configuration and the extensional elastic modulus must be positive,
where a prime indicates a derivative of W with respect to u x . In what follows, it will sometimes be convenient to use the notation u x = γ . For our purposes, it suffices to consider W = W (γ ) to have the fourth-order polynomial form given by
where μ, ν and α are positive material constants. This is the strain-energy function used by Gao and Ogden (5) in connection with multiple solutions of the azimuthal shear problem, for which γ is the local shear strain. The corresponding stress σ is given by
(1.7)
For (1.6), the first two equations in (1.5) are satisfied, as is the third since W (0) = μ + να 2 and we have set μ > 0 and ν > 0. Moreover, it is easy to show that W (γ ) 0 if να 2 2μ and W is non-convex if να 2 > 2μ and has a double well if να 2 > 8μ. Figure 1 shows both W (γ ) and σ = W (γ ) for the latter two situations with representative values of μ, ν and α. Note, in particular, that σ is non-monotone in each case.
In this paper, we focus mainly on the case for which να 2 > 2μ so that the two variational problems above are non-convex problems involving the energy function (1.6). Direct approaches and relaxation methods for solving nonlinear equilibrium equations have been discussed extensively for more than 30 years (see, for example, (6 to 9) for references to the earlier literature). It is known that in nonlinear variational problem, traditional direct methods can provide only upper bounds to the solutions. In particular, the relaxation method based on the 'Young measure' can be used for finding global minimizers of non-convex problems (10 to 12). However, in the study of phase transitions, local extrema play an important role and cannot be ignored. Identification of global minimizers of the variational problems (P s ) and (P h ) is a fundamentally difficult task in nonconvex analysis, whether or not the non-convex W has a double well. This paper is based on 'canonical duality theory', which is a recently developed and potentially powerful methodology that comprises a 'canonical dual transformation', a 'pure complementary energy principle' and a 'triality theory' (7, 14) . The canonical dual transformation can be used to establish perfect dual problems in non-convex optimization and a pure complementary energy principle in nonlinear mechanics, while triality theory provides local and global extremality conditions for non-convex problems (13 to 16). The purpose of this paper is to apply the canonical duality theory to Ericksen's non-convex variational model, modified by the inclusion of a distributed body force.
The rest of the paper is organized as follows. In section 2, the canonical dual transformation is employed to obtain a pure complementary energy functional for each of the soft and hard device problems. This is used in section 3 to obtain a complete solution set for the variational problem for the soft loading device, and the existence of smooth solutions of the associated mixed boundaryvalue problem is also discussed. In section 4, the minimizing solution for the variational problem with the hard loading device is given, based on the results of section 3. In each of sections 3 and 4, numerical examples are used to illustrate the results. Section 5 contains some concluding remarks.
Canonical dual transformation
In this section, following the method in (7, 14) , we apply the canonical dual transformation to each of P s (u) and P h (u) so as to obtain the associated pure complementary energy functionals. We define a two-component canonical strain measure ξ by
and the canonical energy obtained by substituting for ξ in (1.6) is
which is a convex (quadratic) function, well defined on the domain
where L p is the space of Lebesgue integrable functions for p ∈ [1, ∞). The canonical dual 'stress' vector
where U ξ (ξ) ≡ ∂U (ξ)/∂ξ, is well defined on the dual space
Note, however, that U ξ (ξ) is degenerate in that it maps E to the line ς = μ, ζ −να 2 /2 and ζ = U ξ (ξ) is not therefore uniquely invertible. Nevertheless, the complementary energy function can be obtained by the Legendre transformation
We remark that this is independent of ς .
, we obtain the Gao-Strang total complementary energy (u, ζ ) (16) for this non-convex problem in the form
where
represents the external energy. For a given ζ ∈ S, the criticality condition δ u (u, ζ ) = 0 (the vanishing of the first variation of with respect to u) leads to the equilibrium conditions
By setting
the equilibrium conditions (2.9) can be written simply as
Note that if one replaces ζ by νξ in (2.10), with ξ given by (2.1), then, with γ = u x , this is consistent with the expression for σ in (1.7). For any given body force f (x) and axial load σ 1 , (2.11) may be integrated to give
The external contribution (2.8) to (u, ζ ) can now be written as
Next, we make the substitution u x = (σ + αζ )/(μ + ζ ) from (2.10) into (2.7) to obtain the so-called pure complementary energy functional (7, 17) 14) which is well defined on the dual feasible space
Similarly, the pure complementary energy functional for the hard device is 15) where σ 1 can be determined by the boundary condition u(1) = d, as will be discussed in section 4. The criticality condition with respect to ζ leads to the same 'dual algebraic equation' (DAE) for each of (2.14) and (2.15), namely
It should be pointed out that the integrand in each of P d s (ζ ) and P d h (ζ ) has a singularity at ζ = −μ, which explains the exclusion ζ = −μ in the definition of S a . In fact, it turns out that, in general, ζ = −μ does not correspond to a critical point of either
. Exceptionally, we may have ζ (x) = −μ for some x ∈ (0, 1), but this is always associated with σ (x) = μα. It is therefore important to note that when (2.16) holds, the integrand in (2.14) and (2.15) can be written as 17) and when ζ = −μ (and σ = μα) this reduces to ν −1 μ 2 , and the singularity in the integrand is thus removed. For the given parameters μ, ν and α, the three solutions of the cubic DAE (2.16) can be given as
18)
19)
where we have introduced the notations
together with
Clearly, ω(σ ) is real if η β 2 , in which case there is only one real solution, namely (2.18). On the other hand, if η > β 2 , then all three solutions are real and may be written as
22)
23)
where ω c (σ ) is the complex conjugate of ω(σ ) and ω(σ )ω c (σ ) = 1. The canonical dual solutions play important roles in non-convex variational analysis and phase transitions. From the plots of the 'dual algebraic curves'
shown in Fig. 2(a) for values of the parameters such that η < 0 (να 2 < 2μ), it is clear that (2.16) has a unique solution for any given σ (x). Figure 2 (b) is a corresponding plot for η > 0 with parameters satisfying 2μ < να 2 < 8μ, (2.26) as in (5) . In this case, (2.16) has (at most) three real solutions, ordered as in (3.5) below, depending on σ (x), x ∈ (0, 1).
For the given non-convex strain energy W (γ ), the so-called 'Maxwell line' in γ -σ space is the horizontal line that cuts the curve σ = W (γ ) in such a way that the two closed areas so formed are equal, as depicted in Fig. 3 , which is similar to Proof. The value of σ at the Maxwell line is μα, which is associated with the horizontal axis in Fig. 2 (b), on whichζ 1 =ζ 2 = −μ andζ 3 = − 1 2 να 2 . Theorem 1 shows that by the canonical dual transformation, the Maxwell line in γ -σ space can be defined simply by the ζ -axis in the dual algebraic curve space, which corresponds to the homogeneous equation
As discussed above, the repeated roots ζ 1,2 = −μ are singular points of the canonical dual functional P d s (ζ ) and P d h (ζ ). From the triality theory developed in (15) and the results given in (5), we know that the singular points ζ 1,2 = −μ lead to the two local minimizers of the non-convex primal problem (P s ), while ζ 3 = − 1 2 να −2 corresponds to a local maximizer of (P s ). Theorem 1 was first found in the context of a pure azimuthal shear problem in nonlinear elasticity (5) . The canonical DAE for general three-dimensional finite elasticity was proposed in (17) . The combination of Theorem 1 and the canonical DAE plays an important role in phase transitions and non-convex analysis. Based on the canonical dual solutions given above, the non-convex variational problems (P s ) and (P h ) can be solved.
Solutions for the soft device
In this section, we first present a complete set of solutions for the mixed variational problem (P s ) and we then compare our analytical solutions with numerical results obtained by the traditional finite-difference method (FDM).
Analytical solutions and properties
Recall that for the soft device the bar is fixed at the end x = 0, while the end x = 1 is subject to a given dead load σ 1 . Since the strain energy W (γ ) is taken to be a fourth-order polynomial function of γ = u x , as defined in (1.6), the kinematically feasible space U s can be given as
The primal variational problem (1.1) for the soft device can be written in the form
where F(u) is given by (2.8). The criticality condition δ P s (u) = 0 for this variational problem leads to the mixed boundary-value problem (BVP1) :
where we have adopted the notation t = u x (1). In order to study smooth solutions of the non-convex variational problem (P s ), we introduce another mixed boundary-value problem (BVP2) :
where t is a given constant. Note that, for a given t, σ 1 is uniquely determined by (3.3) 3 . On the other hand, a given σ 1 may correspond to three distinct values of t. Let the material constants μ > 0, ν > 0 and α > 0 be given and let η be defined by (2.21) 2 . Then, we have the following theorems, which are similar to corresponding results in (5) for the azimuthal shear problem. THEOREM 2. (Closed-form solutions) For a given body force f (x) and dead load σ 1 such that σ (x) is defined by (2.12), the DAE (2.16) has at most three real rootsζ i (x), i = 1, 2, 3, given by (2.22)-(2.24) and ordered asζ
is a solution of (BVP1). 
Proof. This theorem is a special application of the general analytic solution obtained in (7, 14) , which we make explicit here. If β 2 η, then ω(σ ) is real and has the same sign as κ, and there is only one real solution, namelyζ 1 . Then,ζ
Since ω(σ )κ > 0, this is clearly positive if κ 0. It is also positive if κ > 0 since then ω(σ ) > 0 and
Next, we consider the case β 2 < η so that ω(σ ) is complex and there are three real solutions (2.22)-(2.24), and we prove that they are ordered as in (3.5) . First, we set ω = a +ib, where a and b are real, so that ω + ω c = 2a and ω − ω c = 2ib. Then,
Without loss of generality, we may set √ 3a b 0 so thatζ 1 ζ 2 ζ 3 . Next, we note that
Since κ > 0, it follows from the connection ωω c = a 2 + b 2 = 1, the inequality b √ 3a and the fact that a is non-negative that 2a 1 so thatζ 1 −μ.
We also have
Hence,ζ 2 −μ. Finally,
and it follows thatζ 3 − 1 2 να 2 . For each solutionζ i , i = 1, 2, 3, the corresponding solutionū i is obtained by rearranging (2.10) in the form u x = (σ + αζ )/(ζ + μ) and integrating. For a given t, the dead load σ 1 is uniquely determined by (3.3) 3 . Therefore, there is oneū i (x), i = 1, 2 or 3, satisfying the boundary condition u i (1) = t, and this solves (BVP2).
The connections (3.7) are obtained by direct calculation from the expressions for P s (u) and P d s (ζ ) in (1.1) and (2.15), respectively, using (1.6) and (1.7) with γ = u x together with (2.13) and (2.16).
Theorem 2 shows that the pure complementary energy functional P d s (ζ ) is canonically dual to the total potential energy functional P s (u) in the sense that ifζ i ∈ S a is a critical point of P d s (ζ ), then the displacementū i defined by (3.6) is a critical point of P s (u). Equation (3.7) indicates that there is no duality gap between the primal and dual variational problems. The extremality conditions for these critical points are identified by the following the so-called 'triality theory' (7). THEOREM 3. (Global minimizer and local extrema) Suppose that the body force f (x) and dead load σ 1 are given and that σ (x) is defined by (2.12) . Then, if β 2 (x) > η, ∀ x ∈ (0, 1), the DAE (2.16) has a unique solutionζ (x) > −μ, which is a global maximizer of P d s over S a , and the
If β 2 (x) η, ∀ x ∈ (0, 1), then (2.16) has three real roots ordered as in (3.5) . Moreover,ζ 1 (x) is a global maximizer of P d s (ζ ) over the domain ζ > −μ, the corresponding solutionū 1 (x) is a global minimizer of P s (u) over U s and
(3.10)
, the corresponding solutionsū 2 (x) andū 3 (x) are, respectively, a local minimizer and a local maximizer of P s (u),
and
where U j is a neighbourhood ofū j , for j = 2, 3.
Proof. This theorem is a particular application of the general analytic solution obtained in (7, 14) following triality theory. For σ (x) given by (2.12) and β(x) = σ (x) − μα, the DAE (2.16) can be written as Proof. From Fig. 2(a) , we know that if η 0, the DAE has only one real solutionζ 1 (x) and the correspondingū 1 (x) solves uniquely both the variational problem (P s ) and (BVP1).
If η > 0, the strain energy W (γ ) is non-convex and the DAE can have multiple real solutions. From Fig. 2(b) , we can see that if β 2 (x) > η, ∀ x ∈ I 0 , the DAE has only one real rootζ 1 (x) on I 0 . Therefore, the correspondingū 1 (x) is the unique solution of (BVP1). However, if β 2 (x) < η, ∀ x ∈ I 0 , the DAE has three real roots, ordered as in (3.5), and the correspondingū i (x), i = 1, 2, 3, are the solutions of (BVP1) and are distinct on the subdomain I 0 .
Generally speaking, the study of the existence and uniqueness of smooth solutions of (BVP1) and (BVP2) is difficult. However, these issues become clear from the canonical dual perspective. We recall that the considered function spaces are defined in (2.3) and (2.5). By 'smooth', we mean here a solution that is once continuously differentiable, while 'non-smooth' refers to a solution that is continuous and piecewise continuously differentiable.
THEOREM 5. (Multiple solution criteria for (BVP2))
Suppose that the boundary value t is given such that σ 1 is determined by
Then, if η < 0, (BVP2) has a solutionū 1 (x) that is unique in the whole domain (0, 1). If η > 0, then (BVP2) can have multiple solutions in (0, 1). In particular, if there exists a point x 0 ∈ (0, 1] such that β 2 (x 0 ) > η, while β 2 (x) < η for some x ∈ (0, x 0 ), then (BVP2) has at least three solutions that differ at least in a subdomain of (0, x 0 ). However, if β 2 (x) < η, ∀ x ∈ (0, 1), and β(x) does not change sign on (0, 1), then (BVP2) has a unique smooth solution.
Proof. Suppose first that η < 0. Then, the strain energy W (γ ) is convex and the relation between σ 1 and t is one-to-one. In this case, the DAE has only one real rootζ 1 (x) in the whole domain (0, 1) and the correspondingū 1 (x) is the unique solution of (BVP2).
If η > 0, the total potential energy P s (u) is non-convex and the DAE may have more than one real solution. In particular, if there is a point x 0 ∈ (0, 1] such that β 2 (x 0 ) > η, the DAE has at least one real rootζ (x) for x ∈ [x 0 , 1]. It turns out that the total potential P s (u) has at least one critical pointū(x) in the subdomain [x 0 , 1] but only one of them satisfies the boundary conditionū(1) = t. Since β 2 (x) < η for some x ∈ (0, x 0 ), the DAE has three real rootsζ i (x) at all points in (0, x 0 ) and the corresponding solutionsū i (x) satisfy the boundary conditionū i (0) = 0. Therefore, any one of these solutions combined with the solutionū(x) in the domain [x 0 , 1] solves (BVP2).
Finally, from Fig. 2(b) , we know that if β(x) does not change sign on (0, 1) and β 2 (x) < η, ∀ x ∈ (0, 1), the DAE has three smooth real solutionsζ i (x), i = 1, 2, 3, defined by (2.22)-(2.24) and ordered as in (3.5), which lead to three smooth solutionsū i (x), i = 1, 2, 3. But only one of these satisfies the boundary conditionū x (1) = t. Therefore, (BVP2) has a unique smooth solution.
The foregoing results can now be collected together to provide the following theorem.
THEOREM 6. (Existence criteria for smooth and non-smooth solutions) Suppose that the body force f (x)
and the dead load σ 1 are given, σ (x) is defined by (2.12) and β(x) = σ (x) − μα. 
), then there exists no smooth solution for (BVP1). (vii) Of the smooth solutions that exist, the one satisfying (3.4) 2,3 is a smooth solution of (BVP2).
A similar result applies for non-smooth solutions.
Proof. This theorem is intuitively obvious from the canonical duality theory and the dual algebraic curve (Fig. 2) .
(i) If β(x) does not change sign on (0, 1), then there is at least one real dual solutionζ 1 (>−μ), which, from (2.18) or (2.22), is clearly smooth. It follows from (3.6) that the corresponding primal solutionū 1 is smooth. (ii) If β(x) does not change sign on (0, 1) and if β 2 (x) < η, ∀ x ∈ (0, 1), there exist three dual solutions,ζ i , i = 1, 2, 3, ordered as in (3.5). From Fig. 2(b) , it is clear that they are smooth, and this also follows from (2.22)-(2.24). By Theorem 2, there exist, correspondingly, three smooth primal solutions. (iii) The fact that β(x) changes sign, at x 0 say, implies non-smoothness ofζ 1 andζ 2 at x 0 and hence that ofū 1 andū 2 , respectively the global minimizer and local minimizer of P s (u). (iv) If β(x) changes sign at x 0 ∈ (0, 1) and if β 2 (x) < η ∀ x ∈ (0, 1), then, by Theorem 3, the DAE has three real solutions. Since σ (x) is smooth on (0, 1), we know from Fig. 2 (b) that these solutions are smooth, denoted byζ si (x), i = 1, 2,ζ s3 (x) =ζ 3 andζ si (x 0 ) = −μ, i = 1, 2. By Theorem 2, there exist, correspondingly, three smooth primal solutionsū si (x), i = 1, 2, 3, andū s3 (x) =ū 3 (x). Therefore, (BVP1) has a smooth solutionū 3 (x), which is a local maximizer of the variational problem (P s ). If β(x) = 0, the two rootsζ 1 andζ 2 coincide at −μ and this is the transitional point at which the two local minima are equal. The fact that β(x) changes sign at some point x implies non-smoothness ofζ 1 at x, and therefore that ofū 1 , the global minimizer of P s (u), at x. Note that when β changes sign, the DAE may still have smooth solutions, but they are not ordered as in (3.5). (v) In the transitional cases for which β(x) = σ (x) − αμ = ± √ η, the two rootsζ 2 andζ 3 coincide and the local extrema described by (3.11) and (3.12) merge. If β 2 (x) − η changes sign at either β = ± √ η, but not both, on (0, 1), there is always a smooth path forζ 1 . There therefore exists a unique smooth primal solutionū 1 for (BVP1). (vi) If β 2 (x)−η changes sign at both β = ± √ η, then there are some parts of (0, 1) on which the DAE has a unique solutionζ 1 . This implies that the only possible smooth primal solution isū 1 (x), as defined in Theorem 2, which is not smooth at β = 0. Therefore, there exist no smooth primal solutions. (vii) This is self-evident since the value of σ 1 has been calculated by setting the value of t, which appears in (3.4) 3 .
FDM and examples
To check the possibility of smooth solution of the (BVP2) in (3.4), we solve it using an iterative FDM and compare the solution with that obtained by the canonical duality theory. For convenience, we rewrite (BVP2) in the form (BVP2) :
We linearize the ordinary differential equation (ODE) (3.15) 1 by lagging all the lower-order terms, then discretizing using the FDM. Let u k j be the numerical approximation of u( j h, k), with h the spatial mesh size and k the kth iteration. Here, 0 j N , where N h = 1. We then obtain
for 1 j N , with f j = f ( j h). This forms a tridiagonal system
where A is the symmetric matrix
with g k j defined as the right-hand side of (3.16). Note that the numerical behaviour of the FDM for nonlinear equations is sensitive to the initial approximation to the solution, and its convergence is not in general guaranteed (18, 19) .
In the remainder of this section, we illustrate the results of section 3.1 with several examples. The form of the body force f (x) is chosen so as to demonstrate the diversity of results. EXAMPLE 1. For this first example, we set μ = 0•5, ν = 1 and α = 3 so that να 2 > 8μ and η = (8/3) 3 ≈ 19. In this case, W (γ ) has a double well, as in Fig. 1(c) . We choose f (x) = −3 sin(0•2x) and it is convenient to fix σ 1 by selecting the value of t in (3.3). Here, we take the values t = 0•1 and
is approximately a straight line. For each value of t, the dual algebraic curves are shown in Fig. 4 with h(ζ ) in (2.25) plotted against ζ . For comparison, the corresponding function β(x) = σ (x) − μα, calculated from (2.12), is superimposed as a function of x ∈ (0, 1) on the same figure in each case. In this example, it is clear that β 2 (x) < η for all x ∈ (0, 1) so that, by Theorem 4, (BVP1) has multiple (three) solutions over the whole domain (0, 1). It is also clear that β(x) does not change sign.
The dual extremal solutionsζ i (x), i = 1, 2, 3, for P d s (ζ ), and their associated primal extremal solutionsū i (x), i = 1, 2, 3, defined in Theorem 2 are shown in Figs 5 and 6 for t = 0•1 and t = 1, respectively. Note that whileζ 1 >ζ 2 >ζ 3 , we haveū 2 ū 3 ū 1 for t = 0•1 andū 1 ū 3 ū 2 for t = 1. By Theorem 3,ū 1 is the global minimizing solution of (P s ) in each case. According to Theorem 6(ii), there are, for each of t = 0•1 and t = 1, three smooth solutions,ū i , i = 1, 2, 3, of (BVP1), and this is illustrated in Figs 5(b) and 6(b) . Among them,ū 1 is a smooth solution of (BVP2) for t = 0•1 sinceū 1 satisfies the Neumann boundary condition, u x (1) = t = 0•1. The curve ofū 1 in Fig. 5(b) is overlaid with and indistinguishable from the FDM solution u 0 . Thus, in this example, the FDM solution converges to the global minimizing smooth solutionū 1 . By contrast, for t = 1, the FDM solution u 0 in Fig. 6(b) coincides withū 2 , that is, it converges to the local minimizing smooth solution, not to the global minimizerū 1 . Note thatū 2 is such thatū 2x (1) = 1, that is,ū 2 is a smooth solution of (BVP2), but it is not a global minimizer of the associated variational problem.
Our calculations show that if t = 2, the results are very similar to those for t = 1, including the orderingū 1 ū 3 ū 2 . However, it is interesting that in this case the FDM solution converges tō u 3 , the local maximizing solution. Moreover,ū 3 is such thatū 3x (1) = 2, that is,ū 3 is a smooth solution of (BVP2), but certainly not a global minimizer of the associated variational problem. EXAMPLE 2. In this example, we set μ = 1•5, ν = 3, α = 1•5 and f (x) = sin(4x), with t = 1•5. We then have 2μ < να 2 < 8μ and η ≈ 0•81. Here and in subsequent examples, W (γ ) is nonconvex, but with a single well, and σ is non-monotonic in γ , as in Fig. 1(a) and (b) . The function β(x) along with h(ζ ) is shown in Fig. 7(a), similarly to Fig. 4 .
The dual solutionsζ i (x), i = 1, 2, 3, and the associated primal solutionsū i (x) are shown in Fig. 8 . With reference to Theorem 6(iv), we note that β 2 (x) < η for all x ∈ (0, 1) and β(x) changes sign on (0, 1), at x 0 say. Thus, there are three smooth solutionsζ si , i = 1, 2, 3, as illustrated in Fig. 8(a) . Two are constructed fromζ i , i = 1, 2: in (0, x 0 ), we haveζ si =ζ i , i = 1, 2, while in (x 0 , 1),ζ s1 =ζ 2 ,ζ s2 =ζ 1 . These smooth solutions do not correspond to energy-minimizing solutions. The global minimizing solutionū 1 is non-smooth, as also is the local minimizerū 2 . This is associated with the switch betweenζ 1 andζ 2 at x = x 0 , where β changes sign. The third smooth solution isζ s3 , which corresponds to the (smooth) local maximizerū 3 . The FDM solution converges to this smooth solution and is not capable of capturing the non-smooth global minimizer. Note that u 3x (1) = 1•5 so thatū 3 is a smooth solution of (BVP2). EXAMPLE 3. Now set μ = 1•5, ν = 4, α = 1•5 and f (x) = 5 sin(3x)e x , with t = 1•5. As in Example 2, we have 2μ < να 2 < 8μ, but in this case η = 2. The functions β(x) and h(ζ ) are shown in Fig. 7(b) .
The dual solutionsζ i (x), i = 1, 2, 3, and the associated primal solutionsū i (x) are shown in Fig. 9 . Since β(x) changes sign on (0, 1), then, by Theorem 6(iii), there is no smooth minimizing solution of (P s ). There is, however, a (unique) smooth dual solution, ζ s say, consisting ofζ 1 for x ∈ [0, x 0 ] andζ 2 for x ∈ [x 0 , 1], where x 0 is the value of x at which β = 0. A smooth primal solution u s of (BVP1) may therefore be constructed, and this is shown in Fig. 9(b) . In fact, u s is such that u sx (1) = t = 1•5, and hence, by Theorem 6, u s (x) is also a smooth solution to (BVP2).
With a convergence criterion |u k x − u k−1 x | 10 −4 , the FDM for (BVP2) converges to u 0 (x) after six iterations and the smooth primal solution u s matches the solution u 0 (x), as shown in Fig. 9(b) .
In the second and third figures in Fig. 10 , corresponding to points x = 0•5, 0•9, the numerical behaviour of the FDM from an energy perspective is shown at the fourth iteration. At the two points, the energy density curves E(u x ) calculated from
tilt in different directions, which reveals the switch of the global minimizer from right to left. The first figure shows the corresponding FDM solution u k (x), k = 4. The picture is identical for the fifth and sixth iterations, which are not shown here. Interestingly, therefore, at each iteration, u k x (0•5) and u k x (0•9) stay in a fixed potential well on the right until convergence is achieved. At different points x, the convergent sequence {u k x } may not converge to the global minimizer of the energy density. These results illustrate the important and well-known fact that smooth analytic solutions of nonlinear mixed boundary-value problems might not be minimizing solutions of the corresponding potential variational problems.
In order to demonstrate the triality theory, which is embodied in Theorem 3, and how the nonsmooth global minimizer arises, we rewrite the total energy functional P s (u) in (3.2) in the form
by using (2.13). To illustrate how the nature of the non-convexity of the integrand of P s (u) varies with the point x, we plot the integrand E(u x ) as a function of u x at a number of fixed values of x in Fig. 11 superimposed on the plots in Fig. 9(a) . Each plot is centred on the point to which it refers and shifted vertically for clarity. The scales of these plots and those of the background figures from Fig. 9(a) are, of course, entirely different. Note, in particular, that as x increases from 0, there is initially a single local minimum, then two local minima appear, and the global minimum switches from the right-hand minimum to the left-hand minimum as the value x = 0•8 (corresponding to the Maxwell stress) is passed, this being the point at which the minimizerū 1 is non-smooth. At this point, we recall from (2.14) that the dual energy functional may be written as
In Fig. 12 , we use this to show that the integrands of P s (u) and P d s (ζ ) coincide for each solution pair (u, ζ ). For four separate values of x (0•62, 0•7, 0•8 and 0•9), the integrands of P s (u) (for u x from −2 to +4) and P d s (ζ ) (for ζ from −6 to +4) are plotted together in Fig. 12 . The primal plots, which follow the pattern shown in Fig. 11 , exemplify the general results stated in Theorem 3. In particular, the global minimum of the primal integrand is equal to the global maximum of the dual integrand for values of ζ > −μ (to the right of the singularity in the dual integrand), while the local extrema of the primal and dual integrands coincide in accordance with Theorem 3. At x = 0•62, the dual solutionsζ 2 andζ 3 coincide and the energy density has only two critical points, there being a horizontal point of inflection whereζ 2 andζ 3 coincide. At x = 0•8, we haveζ 2 =ζ 1 = −μ (and σ = μα), the two minima of the primal integrand are equal, the maximum is equal to the maximum of the dual integrand and the singularity in the integrand disappears. EXAMPLE 4. Let μ = 1•5, ν = 4, α = 1 and f (x) = sin(4x), with t = 0•9. Then, we have 2μ < να 2 < 8μ and η ≈ 0•01. The function β(x) together with h(ζ ) is shown in Fig. 13(a) .
The dual solutionsζ i (x), i = 1, 2, 3, and the associated primal solutionsū i (x) are shown in Fig. 14. There is again a unique smooth path ζ s , this comprisingζ 1 
, where x 0 and x 1 > x 0 are the two points where β(x) = 0. From this can be constructed a smooth solution u s of (BVP1), but in this case it does not satisfy the boundary condition for (BVP2). Moreover, subject to the same convergence criterion as in Example 3, the FDM does not converge to any solution.
In the second and third columns of (k = 98, 99, 100) in each case. Close to the free end of the bar, at x ≈ 0•9, {u k x } tends to converge to the local maximum on the curve and {u k } toū 3 since the Neumann boundary condition u x (1) = t = 0•9 is satisfied only byζ 3 . Near x ≈ 0•5, which corresponds to β 2 (x) ≈ η, {u k x } tends to diverge from the stationary point on the curve, the bottom of the single well. Most dramatically, near x ≈ 0•1, {u k x } jumps around within the single well but does not converge to a stable state, thus implying divergence of the FDM. Note that for the FDM solutions {u k } in the left-hand column, the boundary condition u x (1) = 0•9 for (BVP2) is satisfied at each iteration. EXAMPLE 5. Let μ = 1•5, ν = 4, α = 1•5 and f (x) = 18 sin(4x), with t = 2•5. Then, as in Example 3, we have 2μ < να 2 < 8μ and η = 2. The function β(x) is shown in Fig. 13 (b) along with h(ζ ). Clearly, β(x) changes sign. Moreover, β 2 (x) − η changes sign at both β(x) = ± √ η for some x ∈ (0, 1). Thus, the results of Theorem 6(vi) are applicable.
The dual solutionsζ i (x), i = 1, 2, 3, and the associated primal solutionsū i (x) are shown in Fig. 16 . In this case, there is no smooth path ζ (x) and hence there are no smooth solutions to either (BVP1) or (BVP2). Hence, the FDM does not converge to any solution.
Generally speaking, linearizing the ODE by lagging all the lower-order terms essentially convexifies the original non-convex problem. At each iteration, the intermediate iterative solution is actually a smooth local minimizer of the convexified variational problem. However, this convexification might not be consistent with the global minimizer of the non-convex variational problem. To see this, we rewrite the nonlinear equilibrium equation (2.9) in the form
where the canonical dual variable ζ = ν 1 2 u 2 x −αu x may have three values at each point x ∈ (0, 1). How to identify these intermediate solutions is a task that is fundamentally difficult for the primal problem. This is one reason why in non-convex analysis and global optimization many problems are NP-hard. However, by using the canonical duality theory, the dual solutions are found according to the ordering (3.5) and can therefore be identified by Theorem 3. 
The hard device
In the case of the hard device, the feasible space U h is defined as In (14), Gao proposed a method to solve a type of Dirichlet boundary-value problem. We will apply this method for the hard device. In order to take advantage of the results related to the soft device, we need to solve for σ 1 , which is unknown initially. On use of (2.12), σ 1 can be determined from the boundary condition u(1) = d by using (3.6), from whichū Once we obtain σ 1 , the minimizing solution to (BVP3) is then given by Theorem 2. To study the smooth solution, we use the FDM to solve (BVP3) and compare its solution with that obtained by the canonical duality theory. Discretizing (BVP3), we form a similar tridiagonal system to that in Using the FDM, we obtain a smooth solution u 0 , as shown in Fig. 17(b) , that clearly does not match u 1 . Further discussion of the hard device will be provided in a subsequent paper.
Conclusions
In this study, we have applied the canonical duality theory to a general non-convex variational problem of Ericksen bar type. A complete set of solutions for the case of the soft device has been provided, with the global minimizer and other extremal solutions identified by using triality theory (7, 14) . The canonical duality theory also provides a dual perspective for understanding the existence of smooth solutions. In the case of the hard device, the global minimizer can be found by using the results for the soft device for the appropriate value of σ 1 for the given displacement boundary condition at x = 1. The results are strongly dependent on the body force f (x) and material parameters. Numerical experiments show the value of the canonical duality theory and also the difficulties associated with the traditional iterative FDM. Further application of the canonical duality theory is provided in (20, 21) , in which the finite-element method is used for solving phase transition problems for solids governed by Landau-Ginzburg equations. The canonical duality theory can also be used for solving general non-convex variational problems for which the strain energy W (γ ) may be, for example, an exponential function (5) or a polynomial of degree higher than 4 (14, 15, 17) . Thus, the combination of triality theory and the results in this paper have general implications for phase transitions, non-convex analysis and numerical computation.
