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Abstract
Popular wireless networks, such as IEEE 802.11/15/16, are not designed for real-time applications.
Thus, supporting real-time quality of service (QoS) in wireless real-time control is challenging.
This paper adopts the widely used IEEE 802.11, with the focus on its distributed coordination
function (DCF), for soft-real-time control systems. The concept of the critical real-time traffic
condition is introduced to characterize the marginal satisfaction of real-time requirements. Then,
mathematical models are developed to describe the dynamics of DCF based real-time control
networks with periodic traffic, a unique feature of control systems. Performance indices such
as throughput and packet delay are evaluated using the developed models, particularly under the
critical real-time traffic condition. Finally, the proposed modelling is applied to traffic rate control
for cross-layer networked control system design.
Keywords: IEEE 802.11, distributed coordination function (DCF), real-time control, modelling,
performance evaluation
1. Introduction
Control systems over wireless networks have been increasingly implemented on a massive
scale, e.g., in industrial automation, automotive systems and other embedded systems. How-
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ever, wireless solutions and products currently available on the market are not designed for,
and consequently have technical limitations in, distributed real-time control systems. Among
many problems in wireless networked control systems (WNCSs), the incapability of enabling
determinism in wireless communications is one of the major difficulties for guaranteeing bounded
network access times. Another factor impeding WNCS applications is that the communication
characteristics of real-time control are quite different from those of normal best-effort services
[3, 9]. A unique feature of a real-time WNCS is its periodic traffic, either one-way periodic traffic
in sampling systems or round-trip periodic traffic in feedback control. The real-time traffic load of
such systems is typically known in advance under normal conditions. More specifically, periodic
sampling and/or control packets are normally fixed in size and are typically short, e.g., a few
hundreds or even tens of bytes. The number of sensors, controllers, actuators, and other devices
interconnected in a WNCS is relatively small, e.g., a few tens or less. All these aspects demand
new methods for analysis and synthesis of real-time WNCSs.
As a popular wireless network architecture, wireless local area networks (WLANs) embedded
with IEEE 802.11 have been promoted for potential real-time control systems [8, 9]. In a con-
ventional WLAN deployment with IEEE 802.11, the basic medium access control (MAC) method
is the distributed coordination function (DCF), which supports two access schemes, the basic
mode and the request-to-send/clear-to-send (RTS/CTS) mode. The DCF adopts an exponential
backoff scheme. If the medium is idle, the node transmits its packet. Otherwise, it postpones its
transmission until the medium is sensed free for a time interval that is the sum of a DCF Inter-
Frame Space (DIFS) and the backoff interval selected randomly. It is permitted to retransmit its
packet after the time interval has elapsed for the postponed packet transmission. As an optional
access method, the Point Coordination Functio (PCF) is also defined in the 802.11 standard. While
the DCF has gained enormous popularity and has been widely deployed, the use of the PCF has
been rather limited.
It is understood that the probability of collision in wireless transmissions is low as long as
network traffic is not heavy. Cena et al. [3] and Boggia et al. [2] investigated the soft real-
time performance of the DCF under non-saturation conditions. Zhai et al. [21] indicated that the
original IEEE 802.11 protocols could be adopted in distributed real-time applications with strict
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QoS requirements such as Voice over Internet Protocol (VoIP). To make the best use of limited
wireless resources, a real-time WNCS tends to operate each of its wireless nodes at its maximum
or near maximum capacity under the constraints of real-time requirements [5].
Effort has been made in performance analysis of DCF based WLANs from theoretical mod-
elling and simulation perspectives. In theoretical modelling, probability methods have been adopted.
In particular, the modelling technique based on Markov chain theory is attractive [15, 1, 13, 4, 7,
19], and will also be adopted in this work.
Most of existing Markov models of 802.11 networks were developed for deriving protocol
capacity or delay performance under saturation conditions [1, 19, 6]. They can be applied in the
analysis of 802.11 networks for best-effort services under normal operations. From the assumption
that the collision probability of each node’s transmission is constant and independent of the number
of retransmissions, Bianchi et al. established a two-dimensional Markov chain model for analysis
of the saturation throughput of the DCF [1]. This model was later extended by Wu et al. [20] with
consideration of finite packet retry limits. However, some important performance indices such as
packet delay were not estimated in these references. Sakurai and Vu [13] proposed a stochastic
model of the DCF based on a one-dimensional Markov chain for approximating random access
delay. Different from those references, the work presented in this work addresses the critical real-
time traffic condition, which is a non-saturation condition.
In practical operations, wireless networks are mostly under non-saturation conditions. An idle
state is introduced into Markov modelling to describe the DCF behaviour under non-saturation
conditions [10, 14, 11, 18]. It represents the state at which the transmission queue of a wireless
node becomes empty after successful transmission of a packet under light traffic conditions [10].
The probability of packet arrival into an empty queue is assumed to be constant in any time slot [10,
14, 11]. In [18], each wireless node is modelled as a discrete-time G/G/1 queue where the packet
arrival patterns are assumed to be arbitrary. In the Markov modelling from Zhai et al. [21] and
Daneshgaran et al. [7], the packet arriving rate is also assumed to be arbitrary under non-saturation
conditions. The denominator of all those modelling methods for non-saturation conditions is the
use of an empty queue with random traffic generation. Daneshgaran et al. [7] investigated the
unsaturated throughput where the error-prone channel suffers from fading and capture effects. The
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work presented in this paper also uses an empty queue, but the empty queue defined for periodic
traffic generation is fundamentally different from that in the literatures above.
To the best of our knowledge, rigorous modelling and performance analysis has not been
found in the literature for 802.11 networks applied in real-time systems with periodic traffic,
typically in WNCS applications, and will be the focus of this work. The main contributions of
this work include: 1) Real-time requirements and the unique feature of periodic traffic in WNCSs
are considered and described explicitly, and the concept of critical real-time traffic condition is
established; 2) A theoretical modelling approach is developed to characterize DCF based WNCS
networks with one-way and round-trip periodic traffic; in particular, a new technique is proposed
to describe empty queue states for periodic traffic generation with deterministic intervals, and
a new state transition framework is proposed to describe non-empty queue states for backward
traffic; 3) Analytical expressions are derived to estimate network performance, e.g., throughput,
deadline miss ratio and average packet delay, under the critical real-time traffic condition; and 4)
The modelling approach is applied to traffic rate control for cross-layer WNCS design. The work
presented in this paper inherits the basic ideas of our preliminary studies [16, 17] that deal with
ideal channel conditions, but substantially extends the Markov modelling to WNCSs with more
realistic error-prone channel conditions.
The paper is organized as follows: Section 2 introduces notations and definitions. Section 3
models the DCF with one-way periodic traffic for performance evaluation under the critical real-
time traffic condition. The model is extended in Section 4 to WNCSs with round-trip periodic
traffic. The modelling approach is validated in Section 5, and then is applied to traffic rate control
in Section 6 for cross-layer WNCS design. Finally, Section 7 concludes the paper.
2. Nomenclature and Definitions
2.1. Nomenclature
In this paper, notation p represents probability, and T stands for time duration, respectively.
Subscripts to p and T indicate specific scenarios. A full list of the notations used in this paper
is tabulated in Table 1. Some notations in Table 1 will be explained in the text at their first
appearance.
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2.2. Backoff Mechanism of the DCF
Let us briefly discuss the backoff mechanism adopted by the DCF of the 802.11 standard.
The length of the backoff interval is computed by the backoff time counter using the contention
window mechanism. The backoff time counter is decremented as long as the channel is sensed idle.
It is, however, frozen whenever a transmission is detected, and is reactivated when the channel is
sensed idle again for more than a DIFS period. The node is allowed to transmit packets when the
backoff time counter reaches zero. For each transmission, the backoff time is uniformly chosen in
[0,W − 1], where W ∈ [Wmin,Wmax] is the window size. After each unsuccessful transmission the
backoff stage j is incremented in unitary steps up to the maximum value m, while W is doubled
at each stage up to Wmax. The setting of 802.11 networks such as Wmin, Wmax and retry limit, may
be different in individual 802.11 network applications. In some modelling methods, a packet is
discarded after m stages [10, 17]; while in some other modelling approaches including Bianchi’s
original model [1], a wireless station keeps iterating in the m-th backoff stage until the packet is
transmitted successfully. The latter is also adopted in this work.
The random access properties of a WNCS network are described by two stochastic processes
s(t) and b(t) for the backoff stage and backoff counter, respectively, where t is time. The samples
of s(t) take values from a discrete space of all possible backoff stages; while b(t) is uniformly
distributed in the integer set {0, 1, · · · ,W j − 1} for the jth backoff period. The pair of (s(t), b(t))
specifies the state of the backoff procedure, and its stationary distribution is b j,k = lim
t→∞
Pr[s(t) =
j, b(t) = k]. Random variables used to characterize system state (s(t), b(t)) include Nidle, Nbusy and
Nretry.
The DCF of the 802.11 standard adopts an acknowledgment (ACK) mechanism to deal with
transmission errors caused by collisions and non-ideal channel conditions. Collisions can occur
with probability p on the transmitted packets while channel caused errors can occur with proba-
bility pe. The receiving station sends an ACK to the sender to confirm the packet arrival without
corruption. If an ACK is received in error or if no ACK is received after the given time TACK timeout ,
the sending station retransmits the packet.
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2.3. The Critical Real-Time Traffic Condition [16, 17]
The concept of the critical real-time traffic condition was introduced in our preliminary stud-
ies [16, 17] to characterize marginal satisfaction of real-time requirements. To make this paper
self-contained, a brief review of this concept is given below.
When n wireless nodes form a WNCS network, they all experience packet delays. The packet
delay we consider in this paper includes MAC access delay due to the shared medium, time delay
caused by channel errors, and propagation delay. In a typical real-time control system, each sensor
periodically samples the plant under control, and transmits the sampled data to a controller for
periodic system control. The time interval between two successive sampling/control periods is
known as control period T in control theory. In general, reducing the control period T leads to an
improvement in control performance when the WNCS is not overloaded. However, a smaller T
means heavier traffic load, which may result in higher throughput yet longer delays.
In a real-time WNCS, the real-time requirements can be described as: 1) the maximum network-
induced delay Tmax delay in bounded by the control period T ; and 2) the deadline miss ratio Rmiss deadline
is as small as possible, i.e.,
Tmax delay < T, Rmiss deadline → 0. (1)
The deadline for the control delays is set to T . If the network-induced delay is longer than T ,
the control loop will experience unexpected control performance degradation. Therefore, it is
desired that the control data be transmitted within a control period. While deadline misses are not
allowed in hard real-time systems, occasional deadline misses may be tolerated in some practical
WNCS applications with soft real-time requirements though they will cause control performance
deterioration.
When T is reduced to the critical value at which the real-time requirements in Eq. (1) are
marginally satisfied, the network throughput reaches its maximum achievable value (denoted by
S ). Any further reduction in T will violate Eq. (1). This critical condition is referred to as
the critical real-time traffic condition, which highlights the marginal satisfaction of the real-time
performance requirements in Eq. (1) [16, 17]. It is typically a non-saturation condition.
Simulation of a WLAN with 20 nodes (n = 20) and an access point is conducted to demonstrate
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the critical real-time traffic condition. Specifications of the WLAN will be discussed later in
Section 5. As shown in Fig. 1, when T is bigger than 6.3ms the system behaves with Rmiss deadline →
0 and Tavg delay ≪ T . However, Rmiss deadline and Tavg delay increase sharply when T is reduced to
about 6.3ms, implying that the critical real-time traffic condition exists at around T = 6.3ms.
The values of the average packet delay, throughput and average frequency of retries under the
critical real-time traffic condition are defined as the critical average real-time packet delay (Td),
the critical real-time throughput (S ) and the critical average real-time frequency of retries ( fincw),
respectively [16, 17].
3. Modelling the DCF with One-way Periodic Traffic and Non-ideal Channel
Consider a WLAN of n nodes with one-way periodic traffic. To investigate the worst-case
scenario, the transmission period for all nodes are assumed to be the same (T ). The following
assumptions are made in this work:
A1) At each transmission attempt, each packet collides with a constant and independent proba-
bility p regardless of the number of retries in a backoff instance;
A2) The probability pe of failed transmissions caused by channel errors is constant.
A3) Packet collisions and transmission error events are independent;
A4) The traffic arrival times of periodic traffic flows in a time slot of T are uniformly distributed
and independent. As all stations have the same transmission period, this assumption applies
to all stations; and
A5) The packet delays under the critical real-time traffic condition follow a random probability
distribution. As a discrete probability distribution, Poisson distribution is adopted in this
work [19].
Assumption A1 is similar to that in [1, 19]. Assumptions A2 and A3 are used to model the network
behavior under non-ideal channel conditions [7]. Assumption A4 is made in the presence of both
real-time constraints and periodic traffic. Assumption A5 is inspired by Vardakas et al. [19], in
which a Poisson distribution was adopted to estimate MAC delay dynamics.
7
3.1. The Modelling Framework
Inspired by Bianchi et al. [1], our Markov modelling describes all possible states and their
transitions of a backoff instance. The system states are characterized by {s(t), b(t)} and their
transitions are described by transition probabilities [1, 4, 7, 13, 15, 19]. As shown in Fig. 2, our
modelling framework consists of a non-empty queue stage, an empty queue stage and transitions
between the the two stages. Our non-empty queue and forward transition are similar to those in
Bianchi et al. [1]; while our treatment of the empty queue and the backward transition is different
from existing models in order to deal with periodic traffic generation. Extending our preliminary
studies in [17] which considers ideal channel conditions, the modelling framework shown in Fig.
2 describes real-time network scenarios in non-ideal channel environments.
A WNCS is typically operated under non-saturation conditions. The empty-queue stage in
Fig. 2 represents the situation that the transmission queue is waiting for a new packet. The non-
empty queue technique used in existing models can deal with random traffic generation only.
Thus, a new non-empty queue technique has to be developed to handle periodic traffic generation.
As shown in Fig. 2, after the backoff stage, the system always transits to one of the N possible
empty-queue states marked by j = −1, i.e., {(−1, 0), · · · , (−1, N − 1)}. The actual delay of the
current frame determines which empty-queue state the system transits to. With satisfied real-time
requirements (Section 2), there is at least one time slot between two consecutive periodic packet
transmissions. Therefore, the state (−1, 0) must be experienced after every transmission. For
periodic traffic generation, the transition probability from the backoff stage to the empty queue
stage must be qk = 1 for only one k value and qk = 0 for all other k values. In comparison, qk = 0
or qk = 1 does not generally hold in existing models for random traffic generation.
For model parameterization, the probability p that a transmitted frame collides is modelled to
be equal to the probability that more stations have frames to send and the channel is sensed busy.
The number N of the empty-queue states depends on T and Tslot. When setting T = Tmax delay that
guarantees the real-time requirements in Eq. (1) for periodic packets, we have
N =
⌈
T − Tmin delay
Tslot
⌉
=
⌈
Tmax delay − Tmin delay
Tslot
⌉
, (2)
where ⌈·⌉ represents the nearest rounded up integer.
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The probability qk in which the system goes into the kth empty-queue state from the backoff
stage depends on the actual delay of the current frame, k ∈ {0, 1, · · · , N − 1}. The actual delay is
in the range [Tmin delay + jTslot, Tmin delay + ( j + 1)Tslot). Thus,
qk = 1 for k = j; qk = 0 otherwise. (3)
Assumption A5 indicates that Tdelay has a Poisson distribution [19], i.e.,
Pr(Tmin delay + jTslot ≤ Tdelay < Tmin delay + ( j + 1)Tslot)
= (λ j/ j!)e−λ, j ∈ [0, N − 1]. (4)
It follows that Tavg delay can also be derived from Eq. (4) as:
Tavg delay = E(Tdelay) = Tmin delay + λTslot. (5)
where the parameter λ is to be estimated in Section 3.3.
According to Assumptions A1 to A3, collisions, which occur with probability p on the trans-
mitted packets, and the channel caused errors, which happen with probability pe, are independent.
A packet is transmitted successfully if the packet is transmitted without collisions and channel
errors during the transmission. Therefore, the probability of successful transmission is (1− pe)(1−
p), while the probability of failed transmission is peq = p + pe − ppe.
3.2. Transition Probabilities
All non-null transition probabilities for one-way traffic are summarized in Table 2.
Through chain regularities, the following relations can be derived for b j,k:
b j,0 =

b0,0, for j = −1,
p j−1eq b0,0, for 0 ≤ j < m, (6)
pmeq
1 − peq
b0,0, for j = m,
b j,k =
W j − k
W j

1
1 − p
b j,0, for j = 0, 1 ≤ k ≤ W j − 1,
peq
1 − p
b j−1,0, for 0 ≤ j < m, 1 ≤ k ≤ W j − 1, (7)
peq
1 − p
bm−1,0 + peqbm,0, for 0 j = m, 1 ≤ k ≤ W j − 1,
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L∑
j=0
W j−1∑
k=0
b j,k +
N−1∑
k=0
b−1,k = 1, (8)
b−1,k =
1 −
k∑
j=1
λ
j−1
( j − 1)!e
−( j−1)
 b0,0, for 1 ≤ k ≤ N − 1, (9)
N−1∑
k=0
b−1,k =
(
λ + 1
2
)
b−1,0. (10)
It follows from Eqs. (6) to (10) that
b0,0 =
[
1 + 11−p
W0−1∑
k=1
W0−k
W0
+
m∑
j=1
(
1 + peq1−p
W j−1∑
k=1
W j−k
W j
)
p j−1eq +
Wm−1∑
k=1
(Wm−kWm )
pm+1eq
1−peq
+ λ+12
]−1
. (11)
A station transmits when its backoff counter reaches zero, i.e., the station is at any of states
(i, 0) where i ∈ {0, 1, ...,m}. The probability pτ that a station has a packet to be transmitted in
a generic slot time is pτ =
m∑
j=0
b j,0. The probability p that a station senses the channel busy in a
system with n stations is
p = 1 − (1 − pτ)n−1. (12)
The probabilities ps of a successful transmission in a slot time and pb that a channel is busy are
respectively given by:
ps = npτ(1 − pτ)n−1(1 − pe), pb = 1 − (1 − pτ)n. (13)
3.3. The Critical Average Real-Time Packet Delay Td
Td is the value of Tavg delay = E(Tdelay) under the critical real-time traffic condition. Thus, it
also meets Td = E(Tdelay). Let us try to estimate E(Tdelay). Appearing only in the backoff stage,
Tdelay depends on the station’s backoff counter and the duration when the counter freezes.
The probability that the frame is successfully transmitted after the jth retry is p jeq(1− peq). The
average number of the backoff slots that a station needs to transmit a frame successfully at the jth
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retry is
∑ j
h=0 [(Wh − 1)/2]. We have the following expressions:
E(Nidle) =
m∑
j=0
p jeq(1 − peq)
j∑
h=0
Wh − 1
2
+
∞∑
j=m+1
p jeq(1 − peq)

m∑
h=0
Wh − 1
2
+ ( j − m)Wm − 1
2
 , (14)
E(Nbusy) = E(Nidle)
peq
1 − peq
, E(Nretry) =
∞∑
j=0
jp jeq(1 − peq) =
peq
1 − peq
. (15)
For an idle slot at state ( j, k), a busy slot at state ( j, k), a failed transmission slot at state ( j, 0),
and a successful transmission at state ( j, 0), the average slot lengths are Tslot,
[
ps
pb
Ts + (pb−ps)pb Tc
]
,
(Tc + TS IFS + TACK timeout) and Ts, respectively. Thus,
E(Tdelay) = E(Nidle)Tslot + E(Nbusy)
[
ps
pb
Ts +
(pb − ps)
pb
Tc
]
+ E(Nretry)(Tc + TS IFS + TACK timeout) + Ts, (16)
where Ts, which is the average time duration that the channel is sensed busy due to a successful
transmission, and Tc, which stands for the average time duration during which the channel has a
collision, are still unknown. For the basic access mode, Ts and Tc are respectively calculated as:
Ts = TH + TE(L) + TS IFS + TACK + TDIFS , (17)
Tc = TH + TE(L∗) + TS IFS + TACK + TDIFS . (18)
If the size of the periodic packets is constant, i.e., E(LF) = E(LF∗), we have Ts = Tc and thus
Eq. (16) is simplified to
E(Tdelay) = E(Nidle)Tslot + E(Nbusy)Ts
+ E(Nretry)(Tc + TS IFS + TACK timeout) + Ts . (19)
In deriving Eq. (19), we have used Eq. (10).
Eq. (19) is still not solvable for E(Tdelay) as it is related to the unknown λ. It is noticed that Td
also meets Eq. (5), which relates λ to E(Tdelay) as well. It follows from Eq. (5) that
E(Tdelay) = λTslot + Tmin delay = λTslot + Ts . (20)
Jointly solving Eqs. (19) and (20) gives E(Tdelay). This result is Td.
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3.4. The Critical Real-Time Throughput S
The critical real-time throughput S is the maximum throughput achievable when the network
meets the real-time QoS constraints in Eq. (1). It is worth mentioning that as in several other
papers, e.g., [1], the “throughput” used in this work is actually the “goodput”, which measures the
amount of useful information that is delivered per second to the MAC layer protocol.
S relies on transition probabilities and several time duration variables. The probability that the
channel is idle for a slot time is 1− pb, and the probability that the channel is neither idle nor used
successfully for a time slot is pb − ps. S satisfies
S =
E(Tptt)
E(lslot) =
psTE(LF)
(1 − pb)Tslot + psTs + (pb − ps)Tc . (21)
where Tptt and lslot denote payload transmission time in a slot time and length of a slot time.
As in the derivation of the simplification in Eq. (19), if the size of the periodic packets is
constant, i.e., Ts = Tc, Eq. (21) is simplified to
S =
psTE(LF)
(1 − pb)Tslot + pbTs . (22)
The critical real-time transmission period T is computed as
T = nE(LF)/S . (23)
3.5. The Critical Average Real-Time Frequency of Retries fincw
For a WLAN with n transmitting stations, the critical average real-time frequency of retries,
fincw, is estimated from
fincw = nE(Nretry)/T, (24)
where T is computed from Eq. (23). fincw is an indicator of the degree of network congestion under
the critical real-time traffic condition. Its significance and usefulness in practical applications will
be demonstrated later in Section 6.
4. Modelling the DCF with Round-trip Periodic Traffic
This section extends our Markov modelling developed for WNCSs with one-way periodic
traffic to WNCSs with round-trip periodic traffic, another typical scenario in real-time networked
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control. With the extended modelling, network performance indices such as average round-trip
time Tr and throughput S under the critical real-time traffic condition can be derived.
4.1. Real-Time Requirements and Modelling Framework
In a DCF based WNCS, a plant sensor node periodically sends sampled packets to a controller
node. Once the controller receives the sampled packets, it creates and sends actuation packets back
to the plant actuator node. The time interval between forward and backward packet transmissions
is considered to be negligible. We consider a WNCS with one controller and n plant nodes, and
each plant node is a combination of a sensor and an actuator.
When feedback control is considered, round-trip time TRTT is regarded as a significant real-
time performance index [3]. Similar to one-way delay discussed in Section 2, TRTT should also be
bounded and its deadline is set to be the control period T . Thus, the real-time requirements for
round-trip periodic traffic can be described as
TRTT ≤ T ; Rmiss deadline → 0. (25)
Periodic traffic generation at plant sensor nodes in a WNCS can be described by an empty
queue stage. When exiting from the empty queue stage, the system moves into a post-backoff
stage, which is a non-empty stage, for forward packet transmission. The dynamics of those two
stages are the same as those shown in Fig. 2 which is for one-way periodic traffic. However,
for DCF networks with round-trip periodic traffic, following successful completion of a forward
packet transmission is a backward packet transmission from the controller to the sensor. The
dynamics of the backward transmission are similar to those of the forward packet transmission,
and thus can be described by an additional non-empty queue stage. The modelling framework
for DCF based WNCS networks with round-trip periodic traffic in non-ideal channel conditions
is shown in Fig. 3, which extends our recent preliminary studies on WNCSs with periodic round-
trip traffic in ideal channel conditions [16]. It is noted from Fig. 3 that the backoff state (i, k),
i ∈ {0, 1, · · · ,m}, is experienced by a forward packet; while for a backward packet, the backoff
state is (i, k), i ∈ {m+1, · · · , 2m+1}. Thus, compared with the Markov modelling for WNCSs with
one-way periodic traffic, different modelling parameterization and equations need to be developed
for systems with round-trip periodic traffic.
13
Eq. (25) indicates that TRTT is bounded by T . It follows that
N =
⌈
Tmax RTT − Tmin RTT
Tslot
⌉
=
⌈
T − Tmin RTT
Tslot
⌉
. (26)
where Tmax RTT and Tmin RTT are the maximum and minimum round trip times, respectively.
The probability qk depends on TRTT ∈ [Tmin RTT , T ) in the current period, k ∈ {0, 1, · · · , N − 1}.
It can still be expressed by Eq. (3) though it deals with round-trip periodic traffic here.
In general, the forward and backward packet delays can be considered to be symmetric when
the network is in a steady-state condition. When both forward and backward delays follow the
same Poisson distribution, TRTT also follows a Poisson distribution, i.e.,
Pr(Tmin RTT + jTslot ≤ TRTT < Tmin RTT + ( j + 1)Tslot)
= (λ j/ j!)e−λ, j ∈ [0, N − 1] . (27)
Therefore, Tavg RTT is formulated as
Tavg RTT = Tmin RTT + λTslot, (28)
where parameter λ will be estimated later in Section 4.3.
4.2. Transition Probabilities
Non-null transition probabilities of the DCF in a WNCS with round-trip periodic traffic are
listed in Table 3. For b j,k = lim
t→∞
Pr[s( j, t) = j, b(k, t) = k], we have
b j,0 = b j−m−1,0, b j,k = b j−m−1,k, for m + 1 ≤ j ≤ 2m + 1, (29)
2
m∑
j=0
W j−1∑
k=0
b j,k +
N−1∑
k=0
b−1,k = 1. (30)
Moreover, three similar relations to Eqs. (6), (8) and (9) which are for one-way periodic traffic can
also be obtained to deal with round-trip periodic traffic.
From Eqs. (29) to (30) and Eqs. (6), (8) and (9), we have
b0,0 =
[
1 + W0−k2(1−p) +
m∑
j=1
(
2 + peq(W j−1)1−p
)
p j−1eq +
(Wm−1)pm+1eq
1−peq
+ λ+12
]−1
. (31)
This is obviously different from Eq. (11) that is formulated for one-way traffic.
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The probability pτ that a station transmits in the backoff stage during a generic slot time is
given by
pτ =
2m+1∑
j=0
b j,0 =
2(1 − pm+1eq )
1 − peq
b0,0. (32)
However, Eqs. (12) and (13) still hold for p, ps and pb under round-trip periodic traffic.
4.3. Critical Real-Time Round-Trip Time Tr
The average round trip time Tr under the critical real-time traffic condition satisfies Tr =
E(TRTT ). For forward and backward packets, the transmission situations are the same. Therefore,
similar to E(Td) in Eq. (16), E(TRTT ) is derived as
E(TRTT ) = 2E(Nidle)Tslot + 2E(Nbusy)
[
ps
pb
Ts +
(pb − ps)
pb
Tc
]
+ 2E(Nretry)(Tc + TDIFS + TACK timeout) + 2Ts, (33)
where Ts and Tc are shown in Eqs. (17) and (18). E(Tidle), E(Tbusy) and E(Tretry) are expressed in
Eq. (15) in Section 3.3. If E(LF) = E(LF∗), Eq. (33) is simplified to:
E(TRTT ) = 2E(Nidle)Tslot + 2E(Nbusy)Ts
+ 2E(Nretry)(Tc + TDIFS + TACK timeout) + 2Ts. (34)
In deriving Eq. (34), we have employed Eq. (10). It is seen from Eq. (34) that Tr = E(TRTT ) is
expressed by λ. Another relation between Tr and λ can be derived from Eq. (28) as follows:
E(TRTT ) = Tr = λTslot + Tmin RTT = λTslot + 2Ts. (35)
Jointly solving Eqs. (35) and (34) yields E(TRTT ). This solution is Tr.
4.4. Critical Real-Time Throughput S under Round-Trip Traffic
The critical real-time throughput S under round-trip traffic is still given by Eq. (21). If
E(LF) = E(LF∗), the simplified expression (22) can be used to estimate S . When round-trip
periodic traffic is considered, the critical real-time transmission period T is computed as
T = 2nE(LF)/S . (36)
This is different from Eq. (23) that is developed to deal with one-way periodic traffic.
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5. Model Validation
To validate the developed models, consider an IEEE 802.11g DCF based WLAN with an
access point (AP) and n nodes, n ∈ {10, 20, 50}. The network is working in non-ideal channel
environments with different levels of probabilities of failed transmission caused by channel errors
for transmitted packets, pe ∈ {0, 0.01, 0.5, 1}. The AP is placed at the center of a 100m × 100m
area, and the n nodes are randomly placed on a circle with the radius of 50m from the AP. All
transmitting nodes use UDP as the transport protocol and the DCF basic access mode at the MAC
layer. They generate periodic frames of 200-byte payload in the same period. The bandwidth
capacity of the WLAN is set to be 54Mbps. In the NS2 simulations, the channel type and radio-
propagation model are set to be Channel/WirelessChannel and TwoRayGround, respectively. The
frequency of the simulated wireless channel is 2.4 GHz. Other parameter settings are shown in
Table 4.
The network performance indices are estimated theoretically from our Markov modelling.
They are compared with those computed from NS2 simulations. The time span of the numerical
computation is 20s for all network scenarios.
Consider the model developed in Section 3 for one-way periodic traffic. For theoretical esti-
mation, Tavg delay is estimated from Eqs. (19) and (20) under the critical real-time traffic condition,
giving the value of Td. Then, Td is used in the evaluation of all other indices, e.g., S , T and fincw,
under the same condition. For NS2 simulations, T is set first to be the value derived above from the
theoretical model. After that, all other performance indices, e.g., Td, S and fincw, can be obtained
through simulations.
Table 5 tabulates selected results from both theoretical estimation and NS2 simulations under
different number of stations with pe = 0.01. It is seen from Table 5 that the analytical and
simulation results of Td, S and fincw match well. Table 5 also shows that as n increases, Td and
fincw increase whereas S decreases, indicating that with the increase in n the overall network
performance deteriorates. The increases in Td and fincw lead to degradation of the real-time
performance of the system.
Fig. 1 shows the simulation results for the WLAN with n = 20 and pe = 0.01. It is seen from
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Fig. 1 that reducing T that leads to heavier traffic has limited effect on the real-time performance
as long as T is bigger than about 6.3ms, as evidenced by Tavg delay << T and Rmiss deadline → 0.
However, when T is further reduced to cross the critical value at about T = 6.346ms, Tavg delay
increases dramatically, resulting in dissatisfaction of the real-time requirements in Eq. (1). As
shown in Table 5, corresponding to the critical real-time traffic condition, this critical value of
T = 6.346ms obtained from the NS2 simulation matches well with that derived from the analytical
model.
Considering pe ∈ {0, 0.01, 0.05, 0.1} representing different levels of probabilities of failed
transmission caused by channel errors, Table 6 depicts analytical and simulation results for n = 20.
It shows that the analytical and simulation results match well, again validating the developed
Markov modelling. It also shows that with the increase of pe, Td increases while S and fincw
decrease. This indicates that when channel condition becomes worse, the real-time performance
of the WLAN deteriorates under the critical real-time traffic condition.
Now, let us consider the model developed in Section 4 for WNCSs with round-trip periodic
traffic. We consider the network condition with different values of pe. For theoretical estimation,
Tr is derived first from Eqs. (34) and (35). Then, it is used in evaluation of all other indices
including S and TRTT . In NS2 simulations, the control period T is set to be the value derived from
the theoretical model. Then, other network performance indices, e.g., S and TRTT , are measured
through simulations. Selected results of T and TRTT are listed in Table 7. It is seen from Table 7
that under n = 10 and pe ∈ {0, 0.01, 0.05}, the analytical and simulation results of TRTT match very
well. They also match well under n = 25 and pe ∈ {0, 0.01}. However, as shown in Table 7 under
n = 25 and pe = 0.05, analytical results deviate from the simulation ones when n is big and pe
becomes significant. This is a limitation of the developed modelling for periodic round-trip traffic
and requires further investigations in the future.
It is worth mentioning that throughout the Markov modelling and model validation, we have
assumed constant pe values in Assumption A2) of Section 3 as in other existing models [7].
Therefore, the developed modelling is suitable for WLANs without burst errors. However, if
minor burst errors exist, the models developed in this paper can still be used to roughly estimate
the network performance while the use of the results from the models should be assessed carefully.
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To demonstrate this concept, the WLAN that has been simulated previously for one-way periodic
real-time traffic and 20 nodes is investigated again under variable pe with the average pe = 0.01.
An exponential distribution and a normal distribution of pe are chosen for our investigations. They
are selected because their parameters can be uniquely determined with a given average pe (for the
normal distribution, the standard variance is set to be 1). The results are summarized in Table 8. It
is seen from Table 8 that when pe becomes variable, the network performance indices deviate from
their estimations based on a constant pe. Depending on the type of pe distributions, the deviation
may be minor or major. For precise estimation of the performance of a WLAN with burst errors,
a model that describes the dynamics of the burst errors needs to be developed. This is, however,
beyond the scope of this paper.
6. Application to Cross-Layer WNCS Network Design
The DCF lacks the ability to guarantee the real-time performance of real-time applications.
Cross-layer designs featuring application-layer admission control and flow rate adaptation are an
effective way to provide real-time QoS enhancement [12]. This section designs a cross-layer
method for centralized rate adaptation to achieve a trade-off between certain real-time and through-
put performance in a WLAN with one-way periodic real-time and non-real-time traffic. The main
purpose of this section is to demonstrate the applicability of the Markov modelling developed in
this work to practical wireless networked systems through cross-layer WNCS design.
Network performance index fincw is an indicator of the degree of network congestion. By
using the developed model, the value of fincw under the critical real-time traffic condition can be
estimated theoretically. This value is set to be a reference fre f , representing the optimal operating
point, of the WNCS. Then, our cross-layer traffic adaptation aims to drive the actual fincw to the
desired value fre f .
Our cross-layer design consists of a fincw measurement module, a rate controller and the
communication system interconnected in a closed loop. We use fk as a simplified notation of
fincw measured in the kth period. fre f and fk are inputs to the rate controller; and the controller
output is Tk, the setting of the transmission interval of the non-real-time traffic for the (k + 1)th
period, k ∈ {1, 2, · · · }. By applying the rate adaptation, the transmission interval of non-real-time
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traffic flows is regulated while the transmission interval of real-time traffic flows is kept constant.
In the following, we show how to design controller strategies to compute Tk.
The skeleton of the Multiplicative Increase Linear Decrease (MILD) algorithm, which has been
employed in some backoff schemes for IEEE MAC protocols, is adopted with our own parameter
settings. The MILD algorithm for our rate adaptation is shown below in Algorithm 1, which is
self-explained:
Algorithm 1. The MILD algorithm for rate adaptation.
Input: fk, Tk−1; Output: Tk
1: Initialize k = 1;
2: If fk > fre f then
3: Tk = KinTk−1; //reduce traffic; Kin ∈ [1,∞)
4: ElseIf fk ≤ fre f then
5: Tk = Tk−1 − KdeT0; //increase traffic; Kde ∈ (0,1)
6: If Tk < Tlower limit then
7: Tk = Tk−1;
8: EndIf
9: EndIf
More specifically, consider a WLAN with an AP and 20 wireless nodes sending one-way
periodic packets to the AP. Among the 20 nodes, 10 of them are with real-time requirements while
the other 10 are not. The rate adaptation is implemented within the AP and its update period is 1s.
The transmission intervals of the real-time and non-real-time stations are both set to be T0 initially,
which is also the deadline for real-time traffic.
The parameters of the WLAN are the same as those in Table 4. The rate controller is configured
with fre f = 847.8Hz, Kin = 2, Kde = 0.05. As mentioned above, the number of nodes without real-
time requirements is 10. The value of fre f is computed from the analytical model developed in
Section 3 under the critical real-time traffic condition.
Selected simulation results are shown in Table 9. They are obtained from NS2 simulations, in
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which the simulation time span is 50s for each of the simulated scenarios. For comparison, the
performance of the WLAN without rate adaptation is also given in Table 9.
It is seen from Table 9 that with the decrease of the T0 value, the real-time performance of
the real-time traffic flows deteriorates when no rate control is employed. Especially, when T0 is
reduced to 6.2ms, Td and Rmiss deadline reach as high as over 550.638ms and 17.11%, respectively,
which dissatisfy the real-time performance constraints described earlier in Eq. (1).
By contrast, with rate adaptation, Tk is adjusted for non-real-time stations to fulfil the perfor-
mance requirements of the real-time flows. As a result, Td is well maintained below T0 of the
real-time stations, and over 98% packets are transmitted successfully before their deadlines (T0),
indicating the satisfaction of the real-time performance constraints in Eq. (1).
Moreover, the throughput performance shown in Table 9 also gives some insights into the
rate adaptation. With a high traffic rate, e.g., T0 = 6.2ms, the real-time performance of the real-
time flows is guaranteed through sacrificing the average throughput of the non-real-time flows
(from 126.6kbps down to 107.6kbps). However, when the traffic rate is not high, e.g., T0 = 7ms,
the rate adaptation can improve the throughput of the non-real-time flows (from 114.1kbps up to
119.5kbps) while maintaining the real-time performance of the real-time flows.
In addition to fre f , other performance indices, e.g., Td, S input and Rmiss deadline under the critical
real-time traffic condition can also be derived from the analytical model. These theoretical values,
as listed in the last row of Table 9, represent the best achievable results in real-time applications.
7. Conclusions
Although real-time constraints on network performance impede the existing WLAN solutions
in time-critical applications, the IEEE 802.11 DCF, which is implemented in most WLAN prod-
ucts, can be employed in soft real-time systems whenever the traffic load is low. However, the
performance of the DCF with periodic traffic generation in a fixed time interval has not been
rigorously modelled and analyzed. After introducing the concept of the critical real-time traffic
condition, this paper has developed a Markov model of the DCF in real-time WNCSs with one-
way periodic traffic. The model has been further extended to DCF based WNCSs with round-
trip periodic traffic. The developed models have been shown to be effective in evaluating the
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maximum achievable network performance under the critical real-time traffic condition, and also in
estimating how close the current operating point is to the optimal one. Discussions of a cross-layer
WNCS design for traffic rate control of a real-time system have demonstrated the applicability of
the developed modelling approach in practical real-time wireless networked applications.
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Figure 1: Rmiss deadline, Tavg delay and offered traffic load versus T for a WLAN with 20 nodes.
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Figure 2: State transition diagram for real-time periodic transmissions.
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Figure 3: Modelling DCF based WLANs with round-trip periodic traffic.
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Table 1: Nomenclature (notation p represents probability and T stands for time duration).
b j,k Stationary distribution of Pr[s(t) = j, b(t) = k]
fincw Avg. freq. of retries under the critical real-time condition
fk fincw measured in the kth update period, k ∈ {1, · · · ,m}
fre f Desired target value of fincw
Kin, Kde Increase and decrease gains for the MILD algorithm
LF Length of average payload
LF∗ Length of the longest frame in a collision
λ expected value of the Poisson-distributed random variable
lslot Length of a slot time
M Max. no. of stages allowed in the exponential backoff procedure
N Number of time slots in the empty queue stage
n Number of transmitting stations
Nidle, Nbusy, Nretry Random variables: total nos. of idle, busy & retries slots that a frame encounters during backoff
p Probability that a transmitted frame collides
pb Probability that the channel is busy
pc Probability of collisions of at least two concurrent transmissions at the same backoff time slot
pe Probability that a frame is dropped due to channel errors
peq Probability of failed transmission due to collisions and channel errors
pincw Probability of packet retries in a time slot
qk Transition probability in the empty-queue stage
ps Probability of a successful transmission in a slot time
psuc Probability that a frame is successfully transmitted
pτ Probability that a station transmits in the backoff stage during a generic slot time
Rloss Packet loss ratio
Rmiss deadline Ratio of the packets that miss the deadline (T in this paper)
S Critical real-time throughput
T Sampling/Transmission interval of periodic traffic
TACK Time duration to transmit an ACK
TACK timeout Duration of the ACK timeouts
Tavg delay Average one-way delay: Tavg delay = E(Tdelay)
Tavg RTT Average round trip time: Tavg RTT = E(TRTT )
Tc Average time duration during which the channel has a collision
Td Average one-way delay under the crit.ical real-time condition
Tdelay Random variable for one-way packet delay
TDIFS DIFS time
TE(LF) Time duration to transmit the average payload
TE(LF∗ ) Time duration to transmit a payload with length E(LF∗)
TH Time duration to transmit header (MAC and physical)
Tmax delay Maximum delay
Tmax RTT Maximum of TRTT
Tmin delay Minimum delay
Tmin RTT Minimum of TRTT
Tptt Time duration of payload transmission in a slot
TRTT ,TRTT Round trip time, and its random variable, respectively
Ts Average time that the channel is sensed busy because of a successful transmission
TS IFS SIFS time
Tslot Duration of an slot time in backoff and post-backoff stages
W, W j Backoff window size and its value in the jth retry, respectively
Wmin, Wmax The minimum and maximum values of W, respectively
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Table 2: Non-null transition probabilities for one-way traffic.
Pr[(0, k)|( j, 0)] = (1 − peq)/W0, 0 ≤ k ≤ W0 − 1 and 0 ≤ j < m
Pr[(0, k)|(m, 0)] = 1/W0, 0 ≤ k ≤ W0 − 1
Pr[( j, k)|( j, k)] = p, 1 ≤ k ≤ W j − 1 and 0 ≤ j ≤ m
Pr[( j, k)|( j, k + 1)] = 1 − p, 0 ≤ k ≤ W j − 2 and 0 ≤ j ≤ m
Pr[( j, k)|( j − 1, 0)] = peq/W j, 1 ≤ k ≤ W j − 1 and 0 ≤ j < m
Pr[(m, k)|(m, 0)] = peq/Wm, 1 ≤ k ≤ Wm − 1
Pr[(−1, k)|(−1, k + 1)] = 1, 0 ≤ k ≤ N − 1
Table 3: Non-null transition probabilities for round-trip traffic.
Pr[(0, k)|( j, 0)] = (1 − peq)/W0, 0 ≤ k ≤ W0 − 1 and m + 1 ≤ j ≤ 2m + 1
Pr[(0, k)|(2m + 1, 0)] = 1/W0, 0 ≤ k ≤ W0 − 1
Pr[( j, k)|( j, k)] = p, 1 ≤ k ≤ W j − 1 and 0 ≤ j ≤ 2m + 1
Pr[( j, k)|( j, k + 1)] = 1 − p, 0 ≤ k ≤ W j − 2 and 0 ≤ j ≤ 2m + 1
Pr[( j, k)|( j − 1, 0)] = peq/W j, 1 ≤ k ≤ W j − 1 and 1 ≤ j ≤ m
Pr[(m, k)|(m, 0)] = peq/W j, 1 ≤ k ≤ W j − 1 and m + 2 ≤ j ≤ 2m + 1
Pr[(−1, k + 1)|(−1, k)] = 1, 0 ≤ k ≤ N − 1
Table 4: WLAN parameter settings, which are default values of the IEEE 802.11.
Slot Time 9 µs Packet size 200bytes PHY header 192bits
SIFS 10µs MAC header 272bits ACK 112bits + PHY header
DIFS 29µs Initial window size 16 Channel Bit Rate 54Mbps
TACK timeout 300 µs Max. window size 256 Control Bit Rate 54Mbps
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Table 5: Results for one-way traffic under pe = 0.01 and different values of n.
The number of stations (n) 10 20 50
Analytical T (ms) 3.432 6.346 15.400
Analytical S (Mbps) 4.662 5.042 5.195
Simulation S (Mbps) 4.662 5.012 5.074
Relative difference (%) 0.26 −0.60 −2.33
Analytical Td (ms) 0.773 1.216 2.423
NS2 simulation Td (ms) 0.759 1.217 2.471
Relative difference (%) −1.81 0.08 1.98
Analytical fincw (Hz) 489.2 847.8 1499.9
NS2 simulation fincw (Hz) 460.4 869.7 1597.7
Relative difference (%) −5.89 2.58 6.52
Table 6: Results for one way traffic under n = 20 and different values of pe.
pe 0 0.01 0.05 0.1
Analytical T (ms) 6.343 6.346 6.668 7.021
Analytical S (Mbps) 5.045 5.042 4.992 4.557
Simulation S (Mbps) 5.045 5.012 4.827 4.545
Relative difference (%) 0 −0.60 3.42 0.26
Analytical Td (ms) 1.210 1.216 1.233 1.258
NS2 simulation Td (ms) 1.207 1.217 1.211 1.255
Relative difference (%) 0.25 0.08 1.82 0.24
Analytical fincw (Hz) 853.9 847.8 820.1 792.8
NS2 simulation fincw (Hz) 889.3 869.7 854.5 810.1
Relative difference (%) −3.98 2.58 −2.58 −6.52
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Table 7: Results for round-trip traffic under different values of pe.
pe 0 0.01 0.05
Analytical T (ms) 7.080 7.143 7.412
n = 10
Analytical TRTT (ms) 1.839 1.843 1.859
NS2 simulation TRTT (ms) 1.730 1.889 1.959
Relative difference (%) 6.30 −2.44 −5.10
n = 25
Analytical TRTT (ms) 3.082 3.092 3.132
NS2 simulation TRTT (ms) 2.879 3.034 2.711
Relative difference (%) 7.05 1.911 15.53
Table 8: Results under constant and variable pe with average pe = 0.01 (n = 20).
Type of pe S (Mbps) Td (ms) fincw (Hz) Rmiss deadline
Constant - model results 5.042 1.216 847.8 1%
Constant - simulation 5.012 1.217 869.7 0.38%
Exp. distribution - simulation 5.035 1.037 627.6 1.14%
Normal distribution - simulation 3.809 2.890 4276.5 24.5%
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Table 9: Results for real-time and non-real-time traffic flows in cross-layer design (S input: the total input traffic load
of all stations).
Total flows Real-time flows Non-real-time flows
T0 S input Rloss Td Rmiss deadline Avg. goodput Avg. goodput
(ms) (Mbps) (%) (ms) (%) per flow (kbps) per flow (kbps)
NS2 Simulation without rate control:
6.2 5.06 1.93 550.638 17.11 126.6 126.6
6.6 4.84 0.28 1.036 2.28 120.9 121.0
7.0 4.56 0.13 1.005 1.31 114.1 114.1
NS2 Simulation with rate control:
6.2 4.791 0.35 1.227 2.015 131.9 107.6
6.6 4.680 0.14 1.169 0.618 121.3 112.7
7.0 4.672 0.06 1.172 0.571 114.1 119.5
Analytical model:
- 5.042 - 1.216 0 - -
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