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Abstract
In this paper, we consider an overdetermined problem of Serrin-type for a two-
phase elliptic operator with piecewise constant coefficients. We show the existence
of infinitely many branches of nontrivial symmetry breaking solutions which bifurcate
from any radially symmetric configuration satisfying some condition on the coefficients.
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1 Introduction and main result
In this paper, we consider a bifurcation analysis of a Serrin-type overdetermined problem
for an elliptic operator with piecewise constant coefficients. First, let us introduce the
problem setting of our overdetermined problem. Let (D,Ω) be a pair of sufficiently smooth
bounded domains of RN (N ≥ 2) such that D ⊂ Ω. Moreover, let n denote the outward
unit normal vector of Ω. We consider the following two-phase Serrin-type overdetermined
problem: 
−div(σ∇u) = 1 in Ω,
u = 0 on ∂Ω,
∂nu = c on ∂Ω,
(1.1)
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where c is a real constant and σ = σ(D,Ω) is the piecewise constant function given by
σ(x) =
σc in D,1 in Ω \D,
and σc is a positive constant such that σc 6= 1 (Fig. 1).
We remark that, if (1.1) is solvable, then the parameter c must be equal to c(Ω) =
−|Ω|/|∂Ω| by integration by parts. In what follows, we will say that a pair of domains
(D,Ω) is a solution of problem (1.1) whenever problem (1.1) is solvable for σ = σ(D,Ω).
Let us define the inner problem and outer problem associated to problem (1.1) (see [5]).
Problem 1 (Inner problem). For a given domain Ω and a real number 0 < V0 < |Ω|, find
a domain D ⊂ D ⊂ Ω with volume |D| = V0, such that the pair (D,Ω) is a solution of the
overdetermined problem (1.1).
Problem 2 (Outer problem). For a given domain D and a real number V0 > |D|, find
a domain Ω ⊃ D with volume |Ω| = V0, such that the pair (D,Ω) is a solution of the
overdetermined problem (1.1).
Figure 1: Problem setting
The case where D is empty (one-phase setting) has been studied by many mathemati-
cians in various situations since the pioneering work of Serrin [15], who proved that the
overdetermined problem (1.1) without the inclusion D is solvable if and only if the domain
Ω is a ball. We refer to [2, 1, 11, 12] and references therein.
However, when D is not empty (two-phase setting), there are a few results for the
overdetermined problem (1.1). The paper [4] deals with the inner problem (Problem 1) of
the overdetermined problem (1.1), the authors proved the local existence and uniqueness
for the inner problem near concentric balls.
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The authors, in [5], proved the following local existence and uniqueness results for the
outer problem (Problem 2) near concentric balls by perturbation arguments by means of
shape derivatives and the implicit function theorem for Banach spaces.
Theorem 1.1. Let us define
s(k) =
k(N + k − 1)− (N + k − 2)(k − 1)R2−N−2k
k(N + k − 1) + k(k − 1)R2−N−2k for k = 1, 2, . . . ,
Σ =
{
s ∈ (0,∞) ∣∣ s = s(k) for some k = 1, 2, . . .} . (1.2)
and let BR ⊂ B1 denote concentric balls of radius R and 1 respectively. If σc /∈ Σ, then
for every domain D of class C2,α sufficiently close to BR in the C2,α-norm , there exists
a domain Ω of class C2,α sufficiently close to B1 in the C2,α-norm such that the outer
problem (Problem 2) admits a solution for the pair (D,Ω).
Remark 1.2. Notice that, by the definition of s(k) in (1.2), the quantity s(k) is not
necessarily positive for all values of N , k and R. Indeed, for fixed N and R, the quantity
s(k) tends to −1 as k → +∞. In particular, this implies that the set Σ is finite.
From Theorem 1.1, problem (1.1) has a solution near concentric balls except for σc ∈ Σ.
Our aim in this paper is to examine the case for σc near s(m) ∈ Σ in the same situation of
Theorem 1.1. In particular, our interest is the shape of the solution of the outer problem
near σc ∈ Σ. In what follows, we introduce some notations in order to state the main
theorem in this paper precisely.
Figure 2: The geometrical construction used in the definition of Ψ(g, λ)
Let us take an element s(m) ∈ Σ for some m ≥ 1 and let X and Y denote the Banach
3
spaces
X =
{
g ∈ C2,α(∂B1) :
∫
∂B1
g = 0
}
, Y =
{
h ∈ C1,α(∂B1) :
∫
∂B1
h = 0
}
endowed with their natural norms. We consider the functional Ψ : X ×R→ Y defined by
Ψ(g, λ) =
{
∂ngvg − cg
}
Jτ (g). (1.3)
In what follows, we will explain the notation involved in the definition of (1.3). For g ∈ X,
let Ωg be the unique bounded domain whose boundary is defined as
∂Ωg =
{
x+ g(x)n(x) : x ∈ ∂B1
}
with outward unit normal vector denoted by ng. Moreover, let vg be the solution of the
Dirichlet boundary value problem given by the first two equations in (1.1) for (D,Ω) =
(BR,Ωg) and σc = s(m) + λ. By the definition (1.3), we notice that Ψ(0, λ) = 0 for any λ
since the pair of concentric balls (BR,Ω0) is a solution of overdetermined problem (1.1).
By a slight abuse of notation, we will use ∂ngvg to denote the function of value
∂ngvg
(
x+ g(x)n(x)
)
for x ∈ ∂B1.
Finally, cg = c(Ωg) = −|Ωg|/|∂Ωg| and Jτ (g) denotes the tangential Jacobian of the map
x 7→ x+ g(x)n(x) from ∂B1 to ∂Ωg (see [10, Definition 5.4.2]).
Now we can present the main result in this paper.
Theorem 1.3. Let (D,Ω) = (BR,Ωg) (0 < R < 1). Also we take an element s(m) ∈ Σ
for some m ≥ 1 and suppose that σc = s(m)+λ, where λ ∈ R. If we consider the equation
Ψ(g, λ) = 0,
then (0, 0) is a bifurcation point of the equation Ψ(g, λ) = 0. That is, there exists a smooth
function ε 7→ λ(ε) ∈ R with λ(0) = 0 such that overdetermined problem (1.1) admits a
nontrivial solution of the form (BR,Ωg(ε)) for σc = s(m) + λ(ε) and ε small (notice that,
by continuity, σc = s(m) + λ(ε) > 0 if ε is small enough). If N = 2, then the symmetry
breaking solution (BR,Ωg(ε)) satisfies
g(ε) = ε cos(mθ) + o(ε) in C2,α(∂Ω0) as ε→ 0. (1.4)
Moreover, if N ≥ 3, then there exists a spherical harmonic Ym of m-th degree, such that
the symmetry breaking solution (BR,Ωg(ε)) satisfies
g(ε) = εYm(θ) + o(ε) in C2,α(∂Ω0) as ε→ 0. (1.5)
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From Theorem 1.3, if D = BR, then the outer problem has solutions not only for
Ω = B1 but also for Ω = Ωg given by (1.4) and (1.5). That is, there exist branches of
symmetry breaking solutions of the outer problem emanating from the bifurcation points
σc ∈ Σ. This implies that the uniqueness of the outer problem does not hold near σc ∈ Σ
because symmetry breaking phenomena occur. Similar results appear in the context of
free boundary problems of a circulating flow with surface tension [13] and a model of
tumor growth [8, 7].
This paper is organized as follows. In Section 2, we prove Theorem 1.3 when N = 2.
This proof is based on the results obtained in [5] and the Crandall–Rabinowitz theorem.
In Section 3, we consider high dimensional case N ≥ 3 and establish Theorem 1.3.
2 Proof of Theorem 1.3 for N = 2
In this section, we prove the main theorem 1.3. We obtain the existence of symmetry
breaking bifurcation solutions of overdetermined problem (1.1) applying the following
version of the Crandall–Rabinowitz theorem.
Theorem 2.1 (Crandall–Rabinowitz theorem [6]). Let X, Y be real Banach spaces and
Ψ(x, λ) be a Cp map (p ≥ 3) of a neighborhood (0, λ0) in X × R into Y . Suppose that
(i) Ψ(0, λ) = 0 for all λ in a neighborhood of λ0.
(ii) There exists x0 ∈ X such that Ker ∂xΨ(0, λ0) is a one-dimensional space spanned by
x0.
(iii) Im ∂xΨ(0, λ0) is a closed subspace of Y which has codimension one.
(iv) ∂λ∂xΨ(0, λ0)[x0] /∈ Im ∂xΨ(0, λ0).
Then (0, λ0) is a bifurcation point of the equation Ψ(x, λ) = 0 in the following sense: In
a neighborhood of (0, λ0) the set of solutions of Ψ(x, λ) = 0 consists of two C
p−2 smooth
curves Γ1 and Γ2 which intersect only at the point (0, λ0); Γ1 is the curve (0, λ) and Γ2
can be parametrized as follows:
Γ2 :
(
x(ε), λ(ε)
)
, ε : small,
(
x(0), λ(0)
)
= (0, λ0), x
′(0) = x0.
In what follows, we assume that N = 2.
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Theorem 1.3, N = 2. Take an element s(m) ∈ Σ for some m ≥ 1 and let Ψ be the map
defined by (1.3). By definition, notice that Ψ(g, λ) = 0 if and only if the pair (BR,Ωg)
solves (1.1) for σc = s(m) + λ. By [3, Theorem 3.15 (iii)], the map Ψ is Fre´chet differ-
entiable infinitely many times in a neighborhood of the origin in X. Moreover, by the
explicit formula of its Fre´chet derivative ∂xΨ(0, λ) computed in [5, Theorem 3.5], we know
that Ker ∂xΨ(0, λ) is a two dimensional space, spanned by {cos(mθ), sin(mθ)}. As a con-
sequence, we cannot apply the Crandall–Rabinowitz theorem (Theorem 2.1) directly. In
order to reduce the kernel to a one dimensional space, we introduce the following spaces
of even functions:
X∗ =
{
g ∈ X : g(θ) = g(2pi − θ), θ ∈ [0, 2pi)} ,
Y ∗ =
{
h ∈ Y : h(θ) = h(2pi − θ), θ ∈ [0, 2pi)} ,
where we identified the unit circle ∂B1 ⊂ R2 with the interval [0, 2pi). Now, we consider
the restriction Ψ∗ of Ψ on X∗. We claim that Ψ∗ is a well-defined mapping
Ψ∗ : X∗ → Y ∗.
To show this, notice that g ∈ X∗ implies that the configuration (BR,Ωg) is symmetric
with respect to the x-axis. Now, by the unique solvability of the Dirichlet boundary value
problem given by the first two equations in (1.1), this implies that also vg shares the same
symmetry and, thus, Ψ∗(g, λ) = Ψ(g, λ) ∈ Y ∗ as claimed.
We will now apply Theorem 2.1 to the map Ψ∗. Recall that Ψ∗(0, λ) = 0 for any λ
since the pair of concentric balls (BR,Ω0) is a solution of overdetermined problem (1.1).
This fact implies that (i) holds true. Let us check condition (ii). In the proof of Theorem
3.6 in [5], we computed the Fre´chet derivative ∂xΨ(0, λ). The case N = 2 reads
∂xΨ(0, λ)[g] =
∞∑
k=1
βk(λ)
(
αevenk cos(kθ) + α
odd
k sin(kθ)
)
, (2.6)
for
g =
∞∑
k=1
(
αevenk cos(kθ) + α
odd
k sin(kθ)
)
,
where
βk(λ) =
(k + 1)(s(m) + λ− 1)k + (k + ks(m) + kλ)(k − 1)R−2k
2(k + ks(m) + kλ)R−2k + 2k(1− s(m)− λ) . (2.7)
Now, a simple computation with (1.2) at hand yields that
βm(0) = 0 and βk(0) 6= 0 for k 6= m.
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Let x0 = cos(mθ). Notice that X
∗ is the subspace of X spanned by
{
cos(kθ)
}
k≥1. Then,
combining (2.6) with the fact that βm(0) = 0 by construction, we obtain
Ker ∂xΨ
∗(0, 0) = span{x0}.
Thus condition (ii) holds true. Moreover, ∂xΨ
∗(0, 0)[cos(kθ)] = βk(0) cos(kθ), where
βk(0) 6= 0 for k 6= m. This implies that
Im ∂xΨ
∗(0, 0)⊕Ker ∂xΨ∗(0, 0) = Y ∗.
Therefore, Im ∂xΨ
∗(0, 0) is codimension one and thus also condition (iii) holds true.
Let us finally check condition (iv). Note that
∂xΨ
∗(0, λ)[x0] = βm(λ) x0.
By (2.7), we can easily compute that
∂λβm(0) =
{m(m+ 1) +m(m− 1)R−2m}{2(m+ms(m))R−2m + 2m(1− s(m))}
{2m(1 + s(m))R−2m + 2m(1− s(m))}2 , (2.8)
where we used the fact that βm(0) = 0 by construction. Since 0 < s(m) < 1 and m ≥ 1,
the right hand side of (2.8) is positive. Thus by (2.6),
∂λ∂xΨ
∗(0, 0)[x0] = ∂λβm(0)x0 ∈ Ker ∂xΨ∗(0, 0) \ {0}.
In other words,
∂λ∂xΨ
∗(0, 0)[x0] /∈ Im ∂xΨ∗(0, 0).
Therefore, by the Crandall–Rabinowitz theorem (Theorem 2.1), (0, 0) is a bifurcation
point of the equation Ψ(g, λ) = 0 in the sense that there exists a C∞ curve (g(·), λ(·))
from a neighborhood of 0 ∈ R into X∗ × R, with (g(0), λ(0)) = (0, 0) and such that, for
all small ε, there exists a symmetry breaking solution of overdetermined problem (1.1) for
σc = s(m) + λ(ε), represented by (BR,Ωg(ε)), with
g(ε) = ε cos(mθ) + o(ε) as ε→ 0.
Remark 2.2. Theorem 1.3 ensures the existence of nontrivial solutions of (1.1) of the
form (BR,Ω). In particular, such solutions only partially inherit the symmetry of the core
BR. One might wonder whether nontrivial solutions of the form (D,B1) exist for some
subdomain D other than a ball. Actually this is not the case, since Theorem 5.1 of [14]
states that, if B1 \D is connected and the pair (D,B1) solves (1.1), then D and B1 must
be concentric balls.
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Figure 3: Left: a symmetry-breaking bifurcating solution of (1.1) given by Theorem 1.3
(m = 6).
Right: a symmetry-breaking configuration that cannot be a solution to (1.1) in light of
Theorem 5.1 of [14]
3 Proof of Theorem 1.3 for N ≥ 3
The proof of Theorem 1.3 when N ≥ 3 follows along the same lines as the previous section.
Indeed, as in the case N = 2, the Crandall–Rabinowitz theorem cannot be applied directly
because Ker ∂xΨ(0, 0) is not one dimensional. By the N -dimensional analogous of (2.6)
(see [5, equation (3.12)]), Ker ∂xΨ(0, 0) is the subspace of X spanned by the spherical
harmonics whose degree is m. In order to reduce the kernel to a one dimensional space,
we follow the same ideas as [9] and consider the restriction Ψ∗ of Ψ to the space X∗
of functions in X that are invariant with respect to some specific group of symmetries
Γ ⊂ O(N). Here we recall the definition of Γ-invariance with respect to a subgroup Γ of
the orthogonal group O(N). A function g ∈ X is said to be Γ-invariant if
g(θ) = g(γ(θ)) for all θ ∈ ∂B1, γ ∈ Γ.
If, for example, we set Γ = Id×O(N−1), then the space of Γ-invariant spherical harmonics
of any given degree k ∈ N is a one dimensional space. In particular, if X∗ ⊂ X is the
subset of Γ-invariant functions and Ψ∗ the restriction of Ψ to X∗, then also Ker ∂xΨ∗(0, 0)
is a one dimensional space, which can be considered to be spanned by some spherical
harmonic x0 ∈ X∗. The rest of the proof runs just as the one in Section 2, by checking
conditions (i)− (iv) of the Crandall–Rabinowitz theorem applied to the map Ψ∗.
Remark 3.1. We claim that all nontrivial solutions (BR,Ωg(ε)) given by Theorem 1.3
share the same symmetries of the element x0 ∈ X∗, defined such that Ker ∂xΨ∗(0, 0) =
8
span{x0}. To this end, let Γ ⊂ O(N) be a symmetry group such that the function x0
is Γ-invariant. Now, consider the further restriction Ψ∗∗ of Ψ∗ to the subspace X∗∗
of all Γ-invariant functions in X∗. Notice that, since x0 is Γ-invariant by hypothesis,
then Ker ∂xΨ
∗(0, 0) = Ker ∂xΨ∗∗(0, 0) = span{x0}. Another application of the Crandall–
Rabinowitz theorem to Ψ∗∗ yields that g(ε) is also Γ-invariant. The claim follows by the
arbitrariness of Γ.
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