Abstract: Extremum seeking control is a subclass of adaptive control, aimed at steady-state optimization. In this paper we apply ideas from extremum seeking control to optimize the transient performance of processes displaying multiple time-scale behavior. The main motivation is the need to optimize biochemical reactors where the biomass growth is significantly slower than the metabolism and where it is of interest to optimize the substrate conversion during the extended periods of net biomass growth or decay. Essentially, by employing singular perturbations, we design a controller that optimizes the fast boundary layer of the system ensuring that the process output is maintained near its maximum during transients towards the steady-state. Similar to greedy methods in optimization theory, we show that the local optimization of the fast layer under certain conditions will provide convergence to the overall optimal steady-state. In particular, this will apply to the type of biochemical reactors that are of main concern in this paper. The proposed controller is demonstrated by application to a model of the CANON process used for nitrogen removal in wastewater treatment.
INTRODUCTION
In this paper we introduce greedy extremum seeking control (ESC), a novel methodology aimed at output optimization during transient phases of operation. The method is motivated by the need for optimization of biochemical processes with a distinct two-time-scale structure where an optimum exists also in the layer with faster dynamics. Such plants may be operated under transient conditions, i.e., away from steady-state, for extended periods of time due to the slow dynamics (for example during startups). This can make pure steady-state optimization inefficient and we therefore introduce greedy-ESC to ensure optimal operation during slow transients.
Two key assumptions commonly fulfilled by biochemical plants enable optimization during transients: First, the dynamics of growth are assumed slow compared to the rate of substrate conversion and mass flows in the reactor. This establishes a two-time-scale structure in which one may consider the fast and the slow dynamics separately by means of time-scale separation techniques (e.g., singular perturbation theory (Khalil, 2000) ). Here, we distinguish between the so called (slow) reduced model, dealing with changes in biomass, and the (fast) boundary layer model, capturing the reactor dynamics assuming a fixed level of biomass. Second, a quasi-steady-state optimum is assumed to exist in the boundary layer dynamics. In other words, an optimum exist also when the biomass is fixed. The main idea in greedy-ESC is then to locate and track this quasi-steady-state optimum by employing an estimation and control structure similar to standard ESC, but tuned for the fast process dynamics rather than steady-state optimization. Greedy-ESC hence seeks to optimize the operation even when the slow dynamics are not at steadystate.
As a motivating example, we provide a simplified model of a biochemical reactor utilized to convert substance A into C through several metabolic reactions. The model is intended to resemble the CANON process (Sliekers et al., 2002) , a biological wastewater treatment process used to remove nitrogen, but can also be seen to capture the essential dynamics of many other biochemical processes involving biomass growth.
Optimal operation of biochemical processes is in general a challenging control task which is reflected in the significant number of publications related to the topic. Obtaining accurate prediction models for biochemical processes are difficult (Hengl et al., 2007; Chou and Voit, 2009 ). Experimental determination can be both costly and timedemanding, and if the operating conditions vary, the results may quickly be invalidated. To address these problems, various forms of adaptive control strategies, including extremum seeking control, have been considered for steady-state optimization of bioreactors (e.g., Shi et al. (1989); Wang et al. (1999) ; Marcos et al. (2004) ).
ESC in general performs online steady-state optimization based on output feedback and requires no explicit process model. However, the gradient estimation and control employed are usually assumed to be significantly slower than all of the process dynamics. For slow processes, this may limit the applicability of standard ESC since the convergence rate becomes impractically low. For some relevant monographs and reviews on ESC, see Ariyur and Krstic (2003) ; Dochain et al. (2011) .
The rest of the paper is structured as follows: In Section 2, we provide a dynamic model for the biochemical example reactor and discuss the associated control targets. In Section 3 we discuss feasibility and stability of greedy-ESC in a general setting. In Section 4 we illustrate our results via simulations, and finally we end the paper with some conclusions and future research directions in Section 5.
EXAMPLE: BIOCHEMICAL REACTOR
In this section we will introduce a simplified biochemical reactor serving as our main motivating example. The intention is to capture some basic properties common to biochemical systems such as two-time-scale behavior and substrate competition leading to existence of an optimum. More specifically, the reactor is intended to mimic the structure of the CANON process used to remove ammonium from concentrated wastewater streams.
General structure
The overall goal of the process is to convert substance A into substance C. This is achieved by combining two species of biomass in a single continuously stirred tank reactor (CSTR), see Fig. 1 . The first species X 1 catalyzes the reaction
− − → B, and the second species X 2 catalyzes the reaction
The overall process is controlled through O. By manipulating the concentration of O, the reaction rate forming B may be controlled. This determines the relation of A : B which determines the rate at which C is produced.
Dynamic model
In developing a dynamic model of the process we largely follow the modeling paradigm used in e.g., the activated sludge model No 1 (ASM1), see Henze (2000) . However, since the model is intended purely as an example, critical dynamics related to biomass-decay, hydrolysis, etc. are neglected to keep the model simple.
Biomass growth is assumed to be proportional to the current biomass concentrations through proportionality coefficients (specific growth rates) given by Monod-like expressions (the growth rates will hence vary with substrate availability). To avoid washout, the biomass is assumed to be physically retained in the reactor, e.g., by means of biofilm formation. All biomass loss is assumed to be due to wear/erosion and is modeled as proportional to the square of the biomass concentration. The biomass dynamics are thus governed by
where k li are loss coefficients and where µ i are specific growth rates given by the Monod-like expressions
Here µ maxi are the maximum growth rates and K i are affinity constants (half saturation constants) for the different substrates. Note that the last term in µ 2 models inhibition for high concentrations of O.
The conversion of substrates in the reactor is assumed to be coupled to biomass growth via fixed yield-coefficients. Combining this with simple mass-balances, we get the substrate dynamics to be,
where V is the reactor volume, q is the flow through the reactor, and Y i are yield coefficients 1 . Note that Y B1 and Y C2 are negative to reflect production of B and C in the first and second reaction, respectively.
The nominal parameters used for analysis and simulation in this paper are adapted from a sensitivity study of the CANON process (Hao et al., 2002) 2 and are listed in Table 1 .
Process optimum and control targets
The process presented above has a distinct optimum in the equilibrium map (steady-state input-output map), i.e., the relation between O and C at steady-state, see solid line in Fig. 2 . This is largely due to substrate competition; both X 1 and X 2 consumes A and will hence compete for the available A in the reactor. When the O-concentration is too high, almost all A will be converted to B since X 1 consumes A at a higher rate than X 2 and thus outcompetes X 2 . This will cause X 2 to be A-limited which hence limits the production of C for too high values of O. On the other hand, for too low concentrations of O, X 1 will be O-limited which lowers the production of B and causes X 2 to be B-limited. Thus, for too low values of O, the production of C will also be limited, hence suggesting existence of an optimum. Also other factors have an impact on the optimum. For example, X 2 is inhibited at high O concentrations which helps pronouncing the optimum while the retention time and the concentration of A in the Table 1 . Parameter values used in the simulations. Adapted from (Hao et al., 2002) .
Description Parameter Value
Reactor parameters
Metabolism & Growth parameters
inflow have strong effects on the location and value of the optimum. 
The plant equilibrium map for the parameters given in Table 1 . Dashed line: Quasiequilibrium map for a fixed non-steady-state biomass concentration (X 1 = 50, X 2 = 10).
One may note two things about the substrate competition described above. First, it is mainly tied to the substrate and flow dynamics in the reactor, i.e., what we consider to be the boundary layer model of the plant. Second, it does not rely on the biomass being settled at steady-state.
In other words, one should expect an optimum to exist in the boundary layer model also during the transient phases when the biomass is not at steady-state. This is illustrated in Fig. 2 by the dashed line corresponding to the quasiequilibrium map achieved by assuming the biomass fixed at a non-steady-state value (X 1 = 50, X 2 = 10).
An implication of the existence of a quasi-steady-state optimum is that we seemingly get two different objectives for the control of the process, separated in time-scale. In the slow time-scale of the reduced model, the objective is to locate the steady-state optimum in order to maximize the long term production of C. However, we also want to maximize the instantaneous production of C in the fast boundary layer time-scale when the biomass is not in steady-state. Interestingly, it turns out that both objectives can be fulfilled simultaneously by only optimizing over the fast dynamics, at least for the type of biochemical plant considered here. Operating the plant at the quasisteady-state optimum corresponds to maximization also of the growth-rate of the biomass producing C (the production is proportional to the growth rate, see (1)). This will effectively increase the concentration of X 2 until the growth is balanced by the loss term at which point the maximal sustainable steady-state concentration of X 2 is reached, i.e., the steady-state optimum.
That the steady-state optimum may be reached by optimization locally in the boundary layer model is not too surprising. From the perspective of the slow dynamics, such an optimization strategy corresponds simply to optimization of the instantaneous cost without regard to the future cost trajectory. The situation thus much resembles that of the greedy algorithms commonly used for optimization in e.g., computer science (Cormen, 2009) . Such an algorithm chooses at each time instance the best option without regard for future decisions and will frequently be successful in reaching the optimum.
In order to perform the optimization of the boundary layer dynamics, we will apply the same control structure as used in classical ESC, but tuned for optimization in the fast time-scale. However, before considering application to the biochemical reactor discussed above, we analyze the proposed method in a more general setting.
GREEDY EXTREMUM SEEKING CONTROL
Greedy-ESC as proposed here is a control methodology applicable to a class of plants (not only biochemical) displaying a distinct two-time-scale structure and where an optimum exists also in the layer corresponding to the fast dynamics. The idea is simple: employ a suitable "standard" ESC controller but tuned for optimization in the faster time-scale to ensure operation at a quasi-steadystate optimum. This is "greedy" optimization in the sense that no consideration is given to future cost-trajectories in the slow time-scale.
Plant assumptions and feasibility conditions
We will here consider the plant properties required for a well defined solution to exist under greedy-ESC.
The plant to be controlled is assumed to fit into the class of systems described by the generic model structure
The parameter is assumed to be small (i.e., 1) such that there is a clear time-scale separation between the fast and the slow process dynamics. Then x s ∈ R ns may be considered a slow state-vector, x f ∈ R n f a fast statevector, and u ∈ R is the control input. Furthermore, we require the system to have a well defined equilibrium map with an optimum. To ensure this we largely follow Krstić and Wang (2000) by assuming that the open-loop plant's steady-state manifold is globally exponentially stable and parametrized by the control input through a function l such that
The steady-state mapping between control input u and plant output y is then given by the composite function y = h • l(u) = J(u). The general aim of ESC is to locate the control input u * which maximizes or minimizes the steady-state output y, hence J acts as the steady-state objective function to be optimized. We assume that J is continuously differentiable and has a unique optimum, which we here without loss of generality take to be a maximum. The assumptions so far ensure that a well defined open-loop-stable steady-state solution to the standard ESC problem exist. However, here we are interested in optimizing the fast boundary layer model achieved by "freezing" the slow state vector at a specific x s . To ensure that there exist a well defined solution we also assume the following. For each x s in the domain of interest, there is a globally exponentially stable quasi-steady-state manifold which is parametrized by the input through l qs (u; x s ) such that g(x f , u; x s ) = 0 if and only if x f = l qs (u; x s ). Also, the quasi-steady-state objective function is defined as y = h • l qs (u; x s ) = J qs (u; x s ), where we assume that for each slow state x s in the domain of interest, there exist a corresponding unique quasioptimal input u * qs which maximize J qs (u; x s ). Finally, we will assume that also the open-loop reduced slow model x s = f (x s , l qs (x s , u), u) is globally exponentially stable.
Greedy-ESC stability under idealized control
Closed loop stability under greedy-ESC is of course essential for successful operation, but hard to guarantee without an explicit process model. However, it may be of interest to consider under which conditions on the plant and controller the setup will be stable. Here we perform such an analysis based on singular perturbations which allow us to consider conditions on the the boundary layer and the reduced model separately.
The boundary layer problem consist of employing standard ESC to locate the input u * qs which maximizes the output y for the current slow state vector x s :
Since the stability of the boundary layer under ESC reduce to a standard ESC problem which is already well studied (see e.g., Krstić and Wang (2000) ; Tan et al. (2006) ; Zhang and Ordóñez (2012)), we focus on the factors influencing stability of the reduced model.
In the reduced model, the fast state x f is assumed to track the quasi-steady-state perfectly such that we may substitute l qs (u; x s ) for x f in the slow dynamics. Assume now that the ESC method employed in the boundary layer model successfully locates u * qs . Then greedy-ESC corresponds to the following idealized control law in the reduced model: u = u * qs . We thus end up with the following reduced closed-loop system:
Since the quasi-steady-state objective J qs (u; x s ) is parametrized by the slow state x s , the corresponding optimal input u * qs may be regarded as a function of x s . Hence, it follows that the control law u = u * qs in general acts as a statefeedback law in the reduced closed-loop system. Since the state feedback is dictated by the plant, we cannot guarantee closed-loop stability of the reduced system without further knowledge of the plant being controlled. However, full plant knowledge is not necessary to draw conclusions about the stability. For example, if it is known that the quasi-optimal input u * qs is independent of x s , then the feedback loop is broken. The control will thus be openloop and will hence not affect the stability of the reduced plant.
Assume now that we for a particular plant can guarantee that the reduced closed-loop system stabilizes the steadystate optimum, then closed-loop stability of the full plant under the ideal control law follows from standard singular perturbation arguments. We state this result in the form of a proposition. Proposition 1. Consider the system (2) operated in closed loop with a ESC controller perfectly implementing the ideal control law (4) such that the closed-loop dynamics are given by:
Assume that the plant fulfills the assumptions of Section 3.1 and that the reduced closed-loop system (3) is exponentially stable at the steady-state optimum. Then there exist * > 0 such that if < * , i.e., if the time-scale separation is sufficient, then the steady-state optimum is locally exponentially stable.
Proof.
The proof is an immediate application of a standard singular perturbation theorem.
• The reduced slow system is exponentially stable by assumption.
• By the assumptions in Section 3.1, the boundary layer model is exponentially stable in open-loop. By construction, the ideal control law (4) correspond to open-loop control in the boundary layer. The boundary layer will hence converge exponentially to the quasi-steady-state optimum.
• The reduced and boundary layer models hence fulfills the conditions of Theorem 11.4 in (Khalil, 2000, p. 456) from which we may conclude that there exist * > 0 such that if < * , then the steady-state optimum is locally exponentially stable for the full system. 2 In the above, we have only considered local stability at the steady-state optimum. From an optimization perspective, local stability is of limited value; it implies that we can stay at the optimum if we know where it is a priori, but does not imply that we will converge to the optimum if we IFAC DYCOPS-CAB, 2016 June 6-8, 2016 . NTNU, Trondheim, Norway initialize our search some distance away from it. However, it is interesting to note that no global results for ESC applied to general dynamic systems seems to exist at all to this date 4 , i.e., all existing stability results are also only local. At best semi-global results have been achieved (Tan et al., 2006) and then only under quite conservative settings which cause the convergence rate to approach zero, which seems impractical for most purposes. However, we also note that there are many successful applications of ESC, so obviously this observation does not imply that ESC does not work. The main result here is that, provided ESC provides stability of the optimum, then so will also greedy-ESC under some mild conditions.
SIMULATION RESULTS
In this section we apply greedy-ESC to the bioreactor discussed in Section 2. The ESC controller we apply to the fast dynamics is a modification of the phasor based extremum seeking controller described in (Atta et al., 2015) . The controller dynamics are given bẏ
5 is a vector of estimated coefficients for the first harmonics in the Fourier series expansion of y. P ∈ R 5×5 is the covariance of the estimation errors and Q ∈ R 5×5 and R ∈ R are symmetric positive (semi)definite matrices which here might be considered as tuning parameters. The parameters ω, a and k, are the perturbation frequency, perturbation amplitude, and the gain of the integral controller respectively. The parameters used in the simulations are ω = 2π/30, a =0.05, k = ωa/20, Q = I, R = 10 −3 . We select the perturbation frequency to get a period of 2π/ω = 10×retention time (i.e., slower than the boundary layer dynamics but faster than the slow growth dynamics). The amplitude a is selected small to reduce both the effect of nonlinearities and oscillations at the optimum and k is selected small enough to avoid stability issues in the boundary layer optimization.
In the first set of simulations, greedy-ESC is applied during a startup scenario of the biochemical reactor. The corresponding simulation results may be seen in Fig. 3 . For comparison purposes, we also include the result achieved by classical perturbation based ESC tuned 5 according to Ariyur and Krstic (2003, Ch. 5 ). The biomass is initialized at a low value and the control input is set to an initial guess u = O = 0. With interest we also note that the time required for the output to settle (within 2% of the final value) is slightly shorter for greedy-ESC than for the open-loop case when the control input is kept constant at the optimal value. Hence, for this particular plant we could not outperform greedy-ESC with any constant input even if we had "oracle"-knowledge of the optimal steady-state input.
Next, we consider tracking and disturbance rejection under greedy-ESC, see Fig. 4 . The simulation is initialized at the steady-state optimum and a load-disturbance is injected at time 500 h when the concentration of A in the inflow doubles. The corresponding effect on the steady-state optimal input (dotted line) is a step from O * t<500 = 0.235 g O /m 3 to O * 500≤t<2000 = 0.161 g O /m 3 . We see that greedy-ESC converges to the quasi-steady-state optimal IFAC DYCOPS-CAB, 2016 June 6-8, 2016 . NTNU, Trondheim, Norway input after an inital transient and tracks it back towards the steady-state optimum, although with a minor offset. This offset is connected with the specific ESC-method used (most ESC methods only converge to a neighborhood of the true optimum) and we will not elaborate further on this here (see, e.g., Krstić and Wang (2000) ).
At time 2000 h an offset of 0.05 g O /m 3 is subtracted from the input O to simulate the effect of a pure input disturbance. This then change the steady-state optimal input to O * t≥2000 = 0.211 g O /m 3 , and again we see that the greedy-ESC relatively quickly locates the new steady-state optimum. For comparison, we include the input response of classic ESC under identical conditions. We see that classic ESC is unable to respond to the disturbances in the timescale of the simulation which is to be expected considering the required time-scale separation. 
CONCLUSIONS AND FUTURE RESEARCH
In this paper we have introduced greedy-ESC, a new concept aimed at optimization of multi-time-scale processes where an optimum exists in the layer corresponding to the fast dynamics. The method is mainly intended for "greedy" optimization during slow transients, i.e., optimization of the fast dynamics to maximize the current output, but can potentially also stabilize the steady-state optimum which is the case for the biochemical plant considered here. However, determining stability of the steadystate optimum for general plants is nontrivial since no plant model can be assumed available. Simple conditions on the plant may provide guarantees but further research is needed to better specify the plant properties required for stability.
Greedy-ESC is mainly intended for output optimization during transients, and not for full optimization of the transients themselves. (The latter would correspond to finding the dynamical programming solution.) However, Greedy-ESC appears similar to the greedy algorithms used for optimization in computer science, and an interesting property of such algorithms is that they are closely related to dynamical programming, and often produce the same solution. An interesting research topic could hence be to investigate whether the analogy sometimes extends such that greedy-ESC can be used to achieve an approximation of the dynamical programming solution. The fact that greedy-ESC outperforms the constant steady-state optimal input for the biochemical reactor above may perhaps serve as a starting point for further inquiry.
