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Abstract
Logical analysis of data (LAD) is one of the methodologies for extracting knowledge in the form of a Boolean function
f from a given pair of data sets (T; F) on attributes set S of size n, in which T (resp., F) ⊆ {0; 1}n denotes a set of
positive (resp., negative) examples for the phenomenon under consideration. In this paper, we consider the case in which
extracted knowledge f has a decomposable structure; f(x)=g(x[S0]; h(x[S1])) for some S0; S1 ⊆ S and Boolean functions g
and h, where x[I ] denotes the projection of vector x on I . In order to detect meaningful decomposable structures, however,
it is considered that the sizes |T | and |F | must be su9ciently large. In this paper, based on probabilistic analysis, we
provide an index for such indispensable number of examples to detect decomposability; we claim that there exist many
deceptive decomposable structures of (T; F) if |T | |F |6 2n−1. The computational results on synthetically generated data
sets and real-world data sets show that the above index gives a good lower bound on the indispensable data size.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Extracting knowledge from given data sets has been studied in such ?elds as knowledge discovery, knowledge engi-
neering, data mining, arti?cial intelligence and database theory (e.g., [7–9,11]). Logical analysis of data (LAD) is one of
the methodologies for such purposes. LAD is based on Boolean logic, that is, a given data set is represented as a pair of
set T of true vectors (positive examples that a phenomenon occurred) and set F of false vectors (negative examples that
a phenomenon did not occur), where T; F ⊆ {0; 1}n and T ∩F = ∅ are assumed. We denote by S= {1; 2; : : : ; n} the set of
attributes. Each vector x∈{0; 1}n consists of n components corresponding to the elements in S, i.e., x = (x1; x2; : : : ; xn).
One of the important goals of LAD is to ?nd a function f : {0; 1}n → {0; 1} such that f(v) = 1 for all v∈ T and
f(w) = 0 for all w∈F . Such a function f, called an extension, provides a logical explanation for the phenomenon
described by (T; F). For instance, a data vector v, corresponding to a patient, may represent symptoms to diagnose a
disease; e.g., v1 denotes whether body temperature is high (v1 =1) or not (v1 =0), and v2 denotes whether blood pressure
is high (v1 =1) or low (v2 =0), etc. Establishing an extension f, which is consistent with the given data set, then amounts
to ?nding a diagnostic explanation of the disease.
However, in general, a consistent extension of (T; F) does not necessarily provide structural information of the phe-
nomenon. In other words, the consistency alone may not be su9cient to extract meaningful logical explanation for (T; F).
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Therefore, in LAD, we usually consider extensions having some speci?c features, e.g., positive, Horn, k-DNF, decom-
posable and so on [14,15,7,18]. These features are useful to understand the logical structure of the phenomenon under
consideration.
Even after restricting our attention to speci?c ones, there may still exist many extensions if the sizes |T | and |F |
are not su9ciently large. In such cases, most of the discovered extensions are spurious, and they may not repre-
sent true explanations of the phenomenon. That is, even though we can extract a property consistent with (T; F), it
may contradict with the phenomenon behind (T; F). In this sense, it is important to know what is the “su9ciently
large” number of examples in (T; F). In this paper, we focus on the decomposability as a speci?c feature of exten-
sions, and propose an index to judge whether the size of the given (T; F) is su9ciently large to extract meaning-
ful decomposable extensions; we can easily judge whether a given (T; F) is appropriate to apply the decomposability
analysis.
Decomposable extensions are de?ned as follows: An extension f is decomposable if there exist some disjoint subsets
S0 and S1 of S with 26 |S1|6 n − 1 and Boolean functions g and h satisfying f(x) = g(x[S0]; h(x[S1])), where x[I ]
denotes the projection of vector x on I . The set S1 represents an intermediate group of attributes, and de?nes a new
“meta-attribute”, which can give a simpler explanations of the phenomenon. This problem of structure identi?cation is
in fact one form of knowledge discovery. As an example, assume that f(x) describes whether the species are primates
or not; e.g., f(v) = 1 for v = (1100 · · ·) denotes that the chimpanzee, which has characteristics of viviparous (v1 = 1),
vertebrate (v2 = 1), does not Jy (v3 = 0), does not have claw (v4 = 0), and so on, is a primate. In the case of the hawk,
on the other hand, we shall have f(0111 · · ·) = 0. In this example, we can group properties “viviparity” and “vertebrate”
as the property of the mammals, and the chimpanzee is a mammal. That is, f(x) can be represented as g(x[S0]; h(x[S1])),
where S1 ={1; 2}, S0 =S \S1, and h describes whether species are the mammal or not. This “mammal” is a meta-attribute,
and we can recognize primates by regarding S1 = {1; 2} as one attribute h([S1]). As illustrated in this example, ?nding
an attribute set S1, which satis?es the above decomposition property, can be understood as ?nding an essential relation
among the original attributes [5,11].
The index proposed in this paper is based on a probabilistic analysis of the event that a randomly generated (T; F)
has decomposable extensions. If this probability is high, it indicates the size of the given data set is not su9cient,
since a random data set is actually not decomposable if its size is su9ciently large. We claim that a given (T; F)
does not give reliable information about decomposability if |T | |F |6 2n−1 holds. That is, the value |T | |F |=2n−1 can be
used as an index for the number of data vectors needed to ensure that a discovered decomposable extension is not
deceptive.
In real world applications, the sizes of given data sets T and F are sometimes quite small compared to 2n = |{0; 1}n|.
In such cases, the proposed index helps us to judge how reliable the decomposable structures observed in the given data
set is. On the other hand, if the size of the data is very large, the data is often reduced by sampling only a small subset
of the data set for e9cient computation [13,20]. The proposed index is also useful in such cases to know an appropriate
sampling size needed to obtain meaningful results.
We then conduct computational experiment of checking the decomposability of synthetically generated data sets and
real-world data sets, in order to investigate the relationship between their sizes of data sets and their decomposabil-
ity. (Both types of data sets are not decomposable originally.) The experimental results show that the pro-
posed index in fact gives a good lower bound on the data size needed to assure meaningful decomposable
extensions.
2. Preliminaries
2.1. Decomposable extensions
A Boolean function, or a function in short, is a mapping f : {0; 1}n → {0; 1}, where x∈{0; 1}n is called a Boolean
vector (a vector in short). S = {1; 2; : : : ; n} denotes the set of all attributes. If f(x) = 1 (resp., 0), then x is called
a true (resp., false) vector of f. The set of all true vectors (resp., false vectors) is denoted by T (f)
(resp., F(f)).
A partially de8ned Boolean function (pdBf) is de?ned by a pair of sets (T; F), where T ⊆ {0; 1}n denotes a set
of positive examples and F ⊆ {0; 1}n denotes a set of negative examples. A function f is called an extension of the
pdBf (T; F) if T ⊆ T (f) and F ⊆ F(f); i.e., if f(a) = 1 for all a∈ T and f(b) = 0 for all b∈F .
Evidently, the disjointness of the sets T and F is a necessary and su9cient condition for the existence of an extension,
if the extension is considered in the class of all Boolean functions. It may not be trivial, however, to ?nd out whether
a given pdBf has an extension in a subclass C of Boolean functions, such as the class of positive functions, the class
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of k-DNF functions (DNF functions with at most k literals in each term), and so on. Therefore, we de?ne the following
problem [8]:
Problem EXTENSION(C)
Input : A pdBf (T; F); where T; F{0; 1}n:
Question : Is there an extension fC of (T; F)?
Let us note that this problem is called the consistency problem in computational learning theory [2].
For a vector a∈{0; 1}n and a subset S′ ⊆ S, let a[S′] denote the projection of a on S′, and let {0; 1}S′ denote
the vector space de?ned by an attribute set S′. For example, if a = (1011100); b = (0010011) and S′ = {2; 3; 5}, then
a[S′] = (011) and b[S′] = (010), and a[S′]; b[S′]∈{0; 1}S′ . Furthermore, for a subset of vectors U ⊆ {0; 1}n, we use
notation U [S′] = {a[S′] | a∈U}. For vectors a∈{0; 1}S′ and b∈{0; 1}S′′ with disjoint S′; S′′ ⊆ S, let a · b denote the
concatenation of a and b. For example, if a= (011) with S′ = {2; 3; 5} and b= (100)∈{0; 1}S′′ with S′′ = {1; 4; 6}, then
a · b= (101010)∈{0; 1}S′∪S′′ with S′ ∪ S′′ = {1; 2; 3; 4; 5; 6}. We call a function f C0(S0;C1(S1))-decomposable, if there
exist Boolean functions h and g satisfying the following conditions for a given pair of subsets S0 and S1 with S0 ∩ S1 = ∅
and 26 |S1|6 n− 1, where C0 and C1 are the speci?c classes of functions to which g and h respectively belong.
(i) f(x) = g(x[S0]; h(x[S1])) for all x∈{0; 1}n,
(ii) h : {0; 1}S1 → {0; 1} and h∈C1,
(iii) g : {0; 1}S′ → {0; 1}, where S′ = S0 ∪ {n+ 1} and xn+1 = h(x[S1]), and g∈C0.
For example, if there exist a general function g and a positive (also called monotone) function h; f is called F(S0;P(S1))-
decomposable for a given S0 and S1, where F is the class of all functions and P is the class of positive functions. The
class of such functions is denoted CC0(S0 ;C1(S1)). We also call a pdBf (T; F) C0(S0;C1(S1))-decomposable if (T; F) has a
C0(S0;C1(S1))-decomposable extension.
Decomposability was originally proposed as a more general concept de?ned on an arbitrary family of subsets
{Si | Si ⊂ S; i=0; 1; : : : ; k}, and various classes of decomposable functions are also considered in [5,15]. In this paper, we
restrict our attention to functions in class CF(S0 ;F(S1)), in which (S0; S1) is a partition, i.e., S1 = S \ S0. In this paper, we
call a pdBf (T; F) decomposable, if there exists a partition (S0; S1) with 26 |S1|6 n−1 such that (T; F) is F(S0;F(S1))-
decomposable. Additionally, we call the above partition (S0; S1) and F(S0;F(S1))-decomposable extension decomposable
structure of (T; F). The class of F(S0;F(S1))-decomposable functions for a partition (S0; S1) is the most fundamental
one in decomposability; however, all arguments in this paper are applicable to the case in which S0 and S1 are not a
partition of S, i.e., S0 ∪ S1 = S or S0 ∩ S1 = ∅ holds.
2.2. Con:ict graph
Given a pdBf (T; F) and a pair of subsets S0 and S1, we de?ne its con:ict graph G(T;F)(S0; S1) = (V; E) by 1
V = {x | x∈{0; 1}S1};
E = {(v[S1]; w[S1]) | v∈ T; w∈F and v[S0] = w[S0]}:
We also use the notation V (G) (resp., E(G)) specify the vertex set (resp., edge set) of G = G(T;F)(S0; S1). We call a
cycle of length k a k-cycle, and a cycle of odd (resp., even) length an odd cycle (resp., even cycle). Then the following
property holds.
Proposition 1 (Boros et al. [5]). A pdBf (T; F) has an F(S0;F(S1))-decomposable extension if and only if its con:ict
graph G(T;F)(S0; S1) contains no odd cycle; i.e., G(T;F)(S0; S1) is bipartite.
For example, consider the pdBf (T; F) given in the truth table of Fig. 1, and its F(S0;F(S1))-decomposability for
S0 = {1; 2; 3} and S1 = {4; 5}. In the ?gure, a label of each vertex represents vectors x[S1] for x∈{0; 1}5 and a label
on each edge denotes the pair of true and false vectors de?ning the edge. In this example, the pair (v(1); w(1)) de?nes
the edge (v(1)[S1]; w(1)[S1]) = (11; 10), and at the same time the pair (v(2); w(3)) de?nes the same edge (10; 11). Since the
1 This de?nition is a slightly diPerent from the original one in [5,18].
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Fig. 1. A F(S0;F(S1))-decomposable pdBf and its conJict graph.
Fig. 2. A pdBf and its conJict graph which is not F(S0;F(S1))-decomposable.
resulting conJict graph in Fig. 1 is bipartite, pdBf (T; F) is F(S0;F(S1))-decomposable. On the other hand, Fig. 2 for
the same T and F ′ = F ∪ {(01001)} shows that its conJict graph G(T;F′)(S0; S1) is not bipartite, and hence (T; F ′) is not
F(S0;F(S1))-decomposable.
3. Decomposability of randomly assigned functions
For p and q satisfying p; q∈ [0; 1] and p + q = 1, F(p;q) denotes the probability space of the set of functions which
take value 1 or 0 for each vector in {0; 1}n with probability p or q, respectively. We denote a function in F(p;q) by f(p;q).
Let U be a random subset of {0; 1}n, which satis?es |U |= l for a given l. We de?ne a randomly assigned pdBf (Tp; Fq)
by Tp = {v∈U |f(p;q)(v) = 1} and Fq = {w∈U |f(p;q)(w) = 0}; i.e., Tp (resp., Fq) is a set of true (resp., false) vectors
sampled from the truth table given by f(p;q). By de?nition, each vector in set U = Tp ∪Fq is a member of Tp (resp., Fq)
with probability p (resp., q).
In this section, we consider the probability that a randomly assigned pdBf (Tp; Fq) is F(S0;F(S1))-decomposable. We
emphasize that f(p;q) itself is usually not F(S0;F(S1))-decomposable as argued in the next paragraph. For our goal,
we ?rst consider the probability of an edge to appear in the conJict graph G(Tp;Fq)(S0; S1) in Section 3.1. Then, in
Section 3.2, we analyze the correlation of the probability of two edges to appear in G(Tp;Fq)(S0; S1). In Section 3.3,
we consider the probability that a (general) random graph is bipartite. In Section 3.4, we analyze the probability that
the conJict graph of (Tp; Fq) is bipartite (i.e., (Tp; Fq) is F(S0;F(S1))-decomposable) from the results in Sections 3.1
and 3.3.
Now we argue that a randomly generated function f(p;q) is rarely F(S0;F(S1))-decomposable for any partition (S0; S1)
with 26 |S1|6 n − 1. We assume p¿ q without loss of generality. The number of F(S0;F(S1))-decomposable func-
tions f(x) = g(x[S0]; h(x[S1])) for a ?xed (S0; S1) with |S0| = n − k and |S1| = k is 22n−k+1+2k (by considering all
possible g and h) and the probability that f(p;q) has a particular truth table (i.e., f(p;q) is a particular function) is
p|T (f(p; q))|q|F(f(p; q))|6p2
n
. Therefore, p2
n
22
n−k+1+2k , which is not more than p2
n
24+2
n−1
, is an upper bound on the prob-
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ability that f(p;q) is F(S0;F(S1))-decomposable for a ?xed (S0; S1) with |S0| = n − k and |S1| = k. This upper bound
p2
n
24+2
n−1
is quite rough, because the probability that f(p;q) is a particular function is much smaller than p2
n
in general.
Although the analysis is rough and simple, this p2
n
24+2
n−1
quickly converges to 0 as n becomes large if p∈ [ 12 ; 1=
√
2)
holds. For example, even for n = 5 and p = 0:7, we have p2
n
24+2
n−1
= 0:0001767084. Note that n is usually much
larger in real data sets. For p in [1=
√
2; 1], we conjecture that the probability of f(p;q) being F(S0;F(S1))-decomposable
quickly converges to 0 as well. One of the reasons for this is that the results of Section 3.4 implies that f(p;q) is rarely
F(S0;F(S1))-decomposable for p in [ 12 ;
1
2 +
√
1=4− 1=2n+1); |S0|¿ n=2, not too small |S1| and large n.
3.1. Probability of an edge to appear in the con:ict graph
Given a pdBf (Tp; Fq), let us consider a pair (a; b) of a; b∈{0; 1}S1 . This (a; b) becomes an edge of G(Tp;Fq)(S0; S1) if
and only if there exists a y∈{0; 1}S0 such that one of y · a and y · b is in Tp and the other is in Fq, where y · a denotes
the concatenation of vectors y and a. That is, there are 2|S0| pairs of vectors ey =(y · a; y · b) which can make edge (a; b)
present in G(Tp;Fq)(S0; S1). Two vectors v; w∈U , where U = Tp ∪ Fq, are called complementary if one of them is in Tp
and the other is in Fq. We call (y · a; y · b) a linked pair if one of y · a and y · b is in Tp and the other is in Fp; i.e.,
y · a and y · b are in U and complementary. Assuming y · a; y · b∈U , the probability that two vectors (y · a; y · b) is
complementary, is 2pq. We analyze the probability that a set U with |U |= l, randomly sampled from {0; 1}n contains at
least one linked pair.
For a pair e = (a; b) and y∈{0; 1}S0 , let Xey be the indicator random variable de?ned by
Xey =
{
1 (y · a; y · b) is linked;
0 otherwise;
(1)
and let
Xe =
∑
y∈{0;1}S0
Xey: (2)
We denote the probability that e=(a; b) is an edge in the conJict graph G(Tp;Fq)(S0; S1), by R
∗. By de?nition, Pr(Xe¿ 1)
gives this probability R∗. For convenience, let m = 2|S0| and M = 2n. The probability that l vectors sampled from M
vectors (i.e., all vectors in {0; 1}n) contain two speci?c vectors y · a and y · b is (l(l − 1))=(M (M − 1)). Therefore the
expectation ! of Xe is given by
! = Ex(Xe) = Ex

 ∑
y∈{0;1}S0
Xey

= ∑
y∈{0;1}S0
Ex(Xey)
= mEx(Xey) = m · 2pq · l(l− 1)M (M − 1) (3)
by linearity of expectation.
Theorem 1. For a randomly assigned pdBf (Tp; Fq) with l= |Tp|+ |Fq|, the above ! and !− !2=2 give an upper bound
and a lower bound, respectively, of the probability that a pair e = (a; b) with a; b∈{0; 1}S1 appears as an edge in
E(G(Tp;Fq)(S0; S1)); i.e., ! − !2=26 Pr(Xe¿ 1)6 ! holds.
Proof. In this argument, we use Xey also to denote the event that Xey = 1 holds. (We also make use of similar notations
for other indicator random variables in this section.) The probability that all pairs (y · a; y · b); y∈ J , are linked for some
subset J ⊆ {0; 1}S0 with |J |= k is given by
Qk =
∑
|J |=k
Pr
(⋂
y∈J
Xey
)
: (4)
The probability that all the k pairs (y · a; y · b); y∈ J , are in U is (M−2kl−2k )=(Mk ) and the probability that all of them are
complementary is (2pq)k ; hence
Qk =
∑
|J |=k
Pr
(⋂
j∈J
Xey
)
=
(
m
k
)
(2pq)k
(
M − 2k
l− 2k
)/(
M
l
)
(5)
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holds. By the principle of inclusion and exclusion,
R∗ = Pr(Xe¿ 1) = Pr

 ⋃
y∈{0;1}S0
Xey

= Rt˜ ; (6)
where
Rt =
t∑
k=1
(−1)k−1Qk;
t˜ =min{m; l=2}: (7)
As Qk is monotonically decreasing with k, we have
R26R46 · · ·6R2	t˜=2
6Rt˜6R2	t˜=2
+16 · · ·6R36R1: (8)
Thus, R1 = ! is an upper bound of Rt˜ = R
∗ from (3), (5), (6) and (7), and R2 is a lower bound of Rt˜ = R
∗. As M ¿l
holds, we have
l(l− 1)
M (M − 1) ¿
(l− 2)(l− 3)
(M − 2)(M − 3) :
Hence, by m2¿m(m− 1), we have
R2 = R1 − Q2 = R1 − m(m− 1)2! (2pq)
2 l(l− 1)(l− 2)(l− 3)
M (M − 1)(M − 2)(M − 3)
¿ R1 − 12
(
m · 2pq · l(l− 1)
M (M − 1)
)(
m · 2pq · (l− 2)(l− 3)
(M − 2)(M − 3)
)
¿ ! − 1
2
!2:
Let Nk denote the kth falling factorial power of N de?ned by
Nk = N (N − 1)(N − 2) · · · (n− k + 1);
which represents the number of sequences of k distinct elements in set {1; : : : ; N}. Then, by (5), (6) and (7), R∗ is written
as
R∗ =−
t˜∑
k=1
mk
k!
(−2pq)k l
2k
M 2k
:
Since !k = mk(2pq)k(l2k =M 2k) holds for su9ciently large m; M and l, this R∗ is roughly estimated as
R∗ ≈ −
t˜∑
k=1
(−!)k
k!
≈ 1− exp(−!): (9)
Fig. 3 depicts ! (normal solid line), !− !2=2 (bold solid line) and 1− exp(−!) (dotted line), against !. From the ?gure,
we can observe that two bounds ! − !2=2 and 1− exp(!) are very close for small ! (say !6 0:1), which means that !
is enough a good approximation of R∗ if ! is small.
Claim 1. If ! is small, the upper bound ! of the probability Pr(Xe¿ 1) is a good approximation of Pr(Xe¿ 1),
i.e., ! ≈ R∗.
In Section 3.4, we compute the proposed index by assuming that the conJict graph is a random graph, in which this
R∗ is used as the probability that an edge appears in the random graph. As will be shown in Section 3.3, the probability
that a random graph is bipartite is high if r ¡ 1=N holds, where N is the number of vertices of the random graph and r
is the probability of a certain edge to appear in it. Note that N is given by 2|S1| (|S1|¿ 2) and is 4; 8; 16; : : : and so on
(i.e., 1=N is at most 0.25.). In other words, we are interested in the case where R∗ is not larger than 0.25. In this sense,
the condition in the above claim that ! is small is meaningful.
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Fig. 3. !; ! − !2=2 and 1− exp(!).
3.2. Mutual independence of the edges in the con:ict graph
In this subsection, we analyze the covariance of two edges in conJict graphs, in order to investigate the case where
they appear almost independently.
We consider two distinct pairs e=(a; b) and e′=(a′; b′) where a; b; a′; b′ ∈{0; 1}S1 , and two pairs of vectors (y ·a; y ·b)
and (y′ ·a′; y′ ·b′) where y; y′ ∈{0; 1}S0 . We de?ne Xe and Xe′ in the manner of (1) and (2) in Section 3.1. The covariance
of Xe and Xe′ is de?ned by
Cov(Xe; Xe′) = Ex((Xe − Ex(Xe))(Xe′ − Ex(Xe′))):
Since both of Ex(Xe) and Ex(Xe′) are equal to ! of Section 3.1, we have
Cov(Xe; Xe′) = Ex(XeXe′)− !2: (10)
In order to compute Ex(XeXe′), we consider the following two cases.
(i) vectors a; b; a′; b′ are all distinct,
(ii) vectors a; b; a′; b′ are not all distinct.
In case (i), if both e and e′ are linked, the corresponding edges in G(Tp;Fq)(S0; S1) are not connected. To the contrary, in
case (ii), the corresponding edges are connected. By the de?nition of Xe and Xe′ and linearity of expectation, we have
Ex(XeXe′) = Ex



 ∑
y∈{0;1}S0
Xey



 ∑
y′∈{0;1}S0
Xe′y′




=
∑
y;y′∈{0;1}S0
Ex(XeyXe′y′)
=
∑
y;y′∈{0;1}S0
Pr(XeyXe′y′):
For e and e′ which satisfy (i), four vectors y · a; y · b, y′ · a′ and y′ · b′ are distinct for every y and y′. Since the
probability Pr(XeyXe′y′) that both (y · a; y · b) and (y′ · a′; y′ · b′) are linked (i.e., four distinct vectors are in U (=l4=M 4)
and both two pairs are complementary (=(2pq)2)) is given by (2pq)2 · l4=M 4, we have∑
y;y′∈{0;1}S0
Pr(XeyXe′y′) = m
2 Pr(XeyXey) = m
2(2pq)2
l4
M 4
: (11)
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From (10), (11) and ! = m · 2pql2=M 2 (i.e., (3)), we obtain
Cov(Xe; Xe′) = !
2
(
M 2
l2
(l− 2)2
(M − 2)2 − 1
)
: (12)
Thus, |Cov(Xe; Xe′)|= o(1) holds, where o(1) converges to 0 if l and M become su9ciently large.
Next, we consider case (ii). We assume that b=b′ (and e = e′) without loss of generality. Four vectors y ·a; y ·b; y′ ·a′
and y′ · b′ are distinct if y = y′ holds, but they are three distinct vectors otherwise. Hence, we have∑
y;y′∈{0;1}S0
Pr(XeyXe′y′) =
∑
y;y′∈{0;1}S0 ;
y =y′
Pr(XeyXe′y′) +
∑
y;y′∈{0;1}S0 ;
y=y′
Pr(XeyXe′y′): (13)
If y = y′ holds, XeyXe′y′ gives the event that both (y · a; y · b) and (y′ · a′; y′ · b) are linked for four distinct vectors
y · a; y · b; y′ · a′ and y′ · b. Thus, the ?rst term in (13) is computed by∑
y;y′∈{0;1}S0 ;
y =y′
Pr(XeyXe′y′) = (m
2 − m)Pr(XeyXe′y′ | y = y′) = (m2 − m)(2pq)2 l
4
M 4
;
similarly to (11). If y = y′ holds, pairs (y · a; y · b) and (y · a′; y · b) consisting of three distinct vectors must be in U ,
whose probability is l3=M 3. The probability that both of the above two pairs are complementary under the condition that
y · a; y · b and y · a′ in U , is p2q + pq2 = pq. Thus, the second term in (13) is∑
y;y′∈{0;1}S0 ;
y=y′
Pr(XeyXe′y′) = mPr(XeyXe′y′ | y = y′) = mpq l
3
M 3
:
Accordingly, (13) becomes∑
y;y′∈{0;1}S0
Pr(XeyXe′y′) = (m
2 − m)(2pq)2 l
4
M 4
+ mpq
l3
M 3
= m2(2pq)2
l4
M 4
+ m · 2pq l
3
M 3
(
1
2
− 2pq l− 3
M − 3
)
: (14)
From (10), we then have
Cov(Xe; Xe′) =
(
!2
(
M 2
l2
(l− 2)2
(M − 2)2 − 1
)
+
(
!
l− 2
M − 2
(
1
2
− 2pq l− 3
M − 3
)))
: (15)
Since the ?rst term of (15) tends to 0 for su9ciently large l and M , this implies |Cov(Xe; Xe′)| = O(!1:5=
√
m − !2=m)
holds. In our problem, m = 2|S0| is large unless |S0| is very small; otherwise ! ≈ 2pqml2=M 2 becomes small. Therefore
|Cov(Xe; Xe′)| in case (ii) is approximately 0.
In both cases (i) and (ii), we conclude that the covariance of two edges to appear in G(Tp;Fq)(S0; S1) is close to 0.
The condition that the covariance equals 0 is a necessary and su9cient condition for two binary random variables to
be mutually independent. Thus the above argument suggests that random variables Xe and Xe′ are almost independent.
Strictly speaking, however, the zero covariance is only a necessary condition if two random variables are general (like
the case of Xe and Xe′). That is, the result of this subsection is not a rigorous proof of the mutual independence.
3.3. Upper bound on the probability of an odd cycle to appear in a random graph
For a positive integer N and 06 r6 1, let G(N; r) denote the probability space [1] over the set of random graphs on
the vertex set V (G) = {1; : : : ; N} in which edges e appear independently with probability
Pr[e∈E(G)] = r:
Let Y denote the random variable that represents the number of cycles in G(N; r), and let Yodd (resp., Yeven) denote the
random variable that represents the number of odd (resp., even) cycles. For these random variables,
Y = Yodd + Yeven
holds.
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In this subsection, we investigate the conditions for a random graph G ∈G(N; r) to be bipartite (i.e., G contains no odd
cycle). From Markov inequality [1], we have
Pr(Y ¿ 1)6 Ex(Y );
Pr(Yodd¿ 1)6 Ex(Yodd);
Pr(Yeven¿ 1)6 Ex(Yeven): (16)
Hence, we compute the expectations of these random variables.
Since a sequence of k vertices gives a k-cycle, whose start vertex and direction are not speci?ed, the number of potential
k-cycles in G is Nk=2k. The probability that all k edges in a k-cycle exist in G is rk . Therefore the expectation of Y is
given by
Ex(Y ) =
N∑
k=3
Nk
2k
rk
6
N∑
k=3
Nk
2k
rk6
1
2
( ∞∑
k=3
(Nr)k
k
)
=
1
2
( ∞∑
k=1
(Nr)k
k
− (Nr)− (Nr)
2
2
)
: (17)
If 06Nr¡ 1 holds, then, by the Taylor series of ln(1− Nr), the last formula in (17) is equal to
1
2
(
−ln(1− Nr)− (Nr)− (Nr)
2
2
)
:
Similarly for Yodd and Yeven, we have
Ex(Yodd) =
N∑
k=3;
k:odd
Nk
2k
rk6
∞∑
k=3;
k:odd
(Nr)k
2k
=
1
2
(
1
2
ln
(
1 + Nr
1− Nr
)
− Nr
)
;
Ex(Yeven) =
N∑
k=4;
k:even
Nk
2k
rk6
∞∑
k=4;
k:even
(Nr)k
2k
=−1
4
(ln((1 + Nr)(1− Nr)) + (Nr)2) (18)
for 06Nr¡ 1. Let z = Nr. Then,
U (z) =
1
2
(
−ln(1− z)− z − z
2
2
)
;
Uodd(z) =
1
2
(
1
2
ln
(
1 + z
1− z
)
− z
)
;
Ueven(z) =−14 (ln((1 + z)(1− z)) + z
2);
are upper bounds on Ex(Y ), Ex(Yodd) and Ex(Yeven), respectively, and hence on Pr(Y ), Pr(Yodd) and Pr(Yeven).
Now we investigate how these upper bounds behave. Fig. 4 shows U (z) (solid curve), Uodd(z) (bold curve) and
Ueven(z) (dotted curve), where the horizontal axis denotes z. From the ?gure, we can observe that U (z); Uodd(z) and
Ueven(z) are small for z¡ 0:9. This means that they are good upper bounds on Pr(Y ¿ 1); Pr(Yodd¿ 1) and Pr(Yeven¿ 1),
respectively. Moreover, U (z∗) = 1 holds for some z∗ ∈ (0:9678; 0:9679), Uodd(z∗odd) = 1 for some z∗odd ∈ (0:9950; 0:9951)
and Ueven(z∗even) = 1 for some z
∗
even ∈ (0:9966; 0:9967). As these functions are monotonically increasing, we have
Nr6 0:9678⇒ Ex(Y )¡ 1;
Nr6 0:9950⇒ Ex(Yodd)¡ 1;
Nr6 0:9966⇒ Ex(Yeven)¡ 1; (19)
These results indicate that the probability that a random graph G is bipartite is large, if Nr is less than 1. For example,
if Nr6 0:9, the bipartite probability is not less than 1− 0:28610974 = 0:71389026.
Next, we investigate the value of Nr that satis?es Ex(Y ) = 1. Note ?rst that Nk=N k = 1+ o(1) holds if k6N 1=2−- for
any constant -¿ 0, where o(1) converges to 0 if N becomes large (see Appendix A). In other words, for any constant
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Fig. 4. Upper bounds of the expectation of the number of cycles in G.
c∈ [0; 1) and -∈ (0; 12 ), there exists a number N0 such that Nk=N k¿ c holds for k6N 1=2−- and N¿N0. Hence, for
Nr = 1, we have
Ex(Y ) =
N∑
k=3
Nkrk
2k
1
(Nr)k
¿
N 1=2−-∑
k=3
c
2k
=
c
2
(
H (N 1=2−-)− 1− 1
2
)
¿
c
2
(
ln(N 1=2−-)− 3
2
)
;
where H (k)=
∑k
i=1 1=i is the kth harmonic number. Therefore, if Nr=1;Ex(Y )→ +∞ holds as N → +∞. By a similar
argument, Ex(Yodd)→ +∞ and Ex(Yeven)→ +∞ hold as N → +∞ if Nr = 1 holds.
In summary, for su9ciently large N , we have
Ex(Y ) = 1⇒ 0:9678¡Nr¡ 1:
Ex(Yodd) = 1⇒ 0:9950¡Nr¡ 1;
Ex(Yeven) = 1⇒ 0:9966¡Nr¡ 1:
Furthermore, we believe that, for large N; G ∈G(N; 1=N ) is not bipartite with high probability, since Ex(Yodd)
(or Ex(Y );Ex(Yeven)) becomes quite large for large N .
These are summarized in the following claim.
Claim 2. A random graph G ∈G(N; r(N )) tends to be bipartite for large N if N · r(N )¡ 1. On the other hand,
if N · r(N ) is not less than 1, G ∈G(N; r(N )) tends to be non-bipartite. In this sense, r = 1=N is a threshold point
of bipartiteness of G ∈G(N; r(N )).
Remark 1. Given probability r(N ), a real function t = t(N ) is called a threshold for a property A if it satis?es
lim
N→∞
Pr(G ∈G(N; r(N )) satis?es A) =
{
0 if r=t → 0 as N →∞;
1 if r=t →∞ as N →∞:
There are extensive studies and results on the threshold for various A in the ?eld of graph evolution [10] (see also
[3,12,19]), and a well-known theorem [4] can be used to show that t(N ) = 1=N is a threshold for the property that a
k-cycle exists in a random graph G ∈G(N; r), where k is a ?xed constant. Though our result seems similar to this, there
are some diPerences. First, while the known result is on the existence of a cycle of ?xed length, we analyzed the event
that there exists a cycle whose length is not ?xed. Moreover, the known result of thresholdness can only show that the
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probability converges to 0 (resp., 1) if the order of r is smaller (resp., larger) than the order of t with respect to N .
In other words, if a random graph G ∈G(N; r) has a threshold tˆ of containing a k-cycle, ctˆ is also a threshold for any
constant c. On the other hand, our analysis is more precise in that it shows the expected number of odd cycles in G
sharply changes from 0 to 1 at r = 1=N .
Moreover, by using the known result, we now show that t(N ) = 1=N is a threshold of the bipartiteness of random
graphs. From the known result,
lim
N→∞
Pr(G ∈G(N; r(N )) contains an odd cycle) = 1; if Nr →∞ as N →∞
is immediate. By (16) and (18), we have
Pr(Yodd¿ 1)6
1
2
(
1
2
ln
(
1 + Nr
1− Nr − Nr
))
→ 0 as Nr → 0:
In summary, we have
lim
N→∞
Pr(G ∈G(N; r(N )) contains an odd cycle) =
{
0 if Nr → 0 as N →∞;
1 if Nr →∞ as N →∞:
3.4. An index for decomposability
For a given pdBf (T; F), we are now ready to propose an index for F(S0;F(S1))-decomposability. Let
p= |T |=(|T |+ |F |); q = |F |=(|T |+ |F |); and l= |T |+ |F |;
and identify (T; F) with (Tp; Fq) which is expected to have the same ratio between the numbers of positive and negative
examples.
We regard the conJict graph G(Tp;Fq)(S0; S1) as a random graph G(N; r), where N=M=m=2
|S1| and r=Pr(Xe¿ 1) (i.e., the
probability of an edge ei to appear in the conJict graph). From the view point of decomposability, we would like to know
the value of l for which r=1=N holds, which is equivalent to the condition 2|S1|Pr(Xe¿ 1)=1, since r=1=N is a threshold
of the bipartiteness of a random graph as mentioned in Claim 2. As |S1|¿ 2, we have 1=2|S1|6 1=4. Then, by Claim 1
(see also Fig. 3), ! is a good approximation 2 of Pr(Xe¿ 1). Moreover we can approximate !=2pqm · l(l−2)=M (M−1)
by 2pqml2=M 2, since M and l are large in general. Hence, we have
2|S1|Pr(Xe¿ 1) ≈ (M=m)! ≈ Mm · 2pqm
l2
M 2
= pq
l2
2n−1
=
|T | |F |
2n−1
:
Therefore
|T | |F |=2n−1
would be a good approximation for the threshold of F(S0;F(S1))-decomposability of (Tp; Fq). This value |T | |F |=2n−1
is simple and easy to compute. Furthermore, it does not depend on (S0; S1). These lead to the following claim.
Claim 3. For a pdBf (T; F), if |T | |F |=2n−16 1, there exist many spurious F(S0;F(S1))-decomposable extensions for
any nontrivial partition (S0; S1). On the other hand, if |T | |F |=2n−1 ¿ 1; (T; F) tends to have no spurious F(S0;F(S1))-
decomposable extensions. Hence we claim that
|T | |F |=2n−1
is an index of F(S0;F(S1))-decomposability for any partition (S0; S1).
This claim tells that the size of data sets should be exponentially large with respect to n in order to avoid spurious
decomposable extensions. Thus, it might be practically di9cult to ?nd decomposable structures that really explain the
(essential) structure of the phenomenon from data sets with large n (e.g., more than 40).
In the next section, we verify the performance of this index through numerical experiments.
2 Though 1− exp(!) is a better approximation of Pr(Xe) in the case |S1| = 2, we use ! for simplicity of the argument.
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4. Numerical experiment
We conduct numerical experiments to check the F(S0;F(S1))-decomposability of pdBf (T; F), against the size
l = |T | + |F | using synthetically generated data sets and a real-world data set. We use the following simple polyno-
mial time algorithm developed in [18] to judge whether a given data set (T; F) is F(S0;F(S1))-decomposable or not for
a given (S0; S1).
Algorithm DC
Input: A pdBf (T; F) and a partition (S0; S1) of the attribute set S, where T; F ⊆ {0; 1}S and S0; S1 ⊆ S.
Output: Yes, if (T; F) is F(S0;F(S1))-decomposable; otherwise, No.
Step 1: Construct the conJict graph G = G(T;F)(S0; S1) for given pdBf (T; F) and (S0; S1).
Step 2: Apply the Depth-First-Search to the conJict graph G. If an odd cycle is found, then output “No” and stop. If
no odd cycle is found during the Depth-First-Search, then output “Yes” and stop.
By applying Algorithm DC to (T; F) for all partitions (S0; S1), we can check the decomposability of (T; F). In order to
avoid the dependency on the selection of (T; F), we generate 10 instances of (T; F) from each given Boolean function f
(which is a randomly constructed, or represents a real-world phenomenon) and give the average of such results.
4.1. Randomly generated data
We ?rst construct a randomly assigned function f(p;q) (as de?ned in Section 3.4). Then, pdBfs (T; F) are generated by
randomly choosing l= |T |+ |F | vectors from {0; 1}n, where the l vectors are classi?ed into (T; F) according to the truth
assignments of f(p;q). We call l=2n × 100 (%) the sampling ratio, and prepare 10 pdBfs (T; F) for each sampling ratio.
Figs. 5 and 6 show the ratio of decomposable (T; F) for all ?xed partitions (S0; S1). Figs. 6(a) and (b) are the results
for n= 10, and Figs. 6(a) and (b) are the results for n= 15 and n= 20, respectively. We set p = q = 0:5 in Figs. 5(a),
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Fig. 5. The ratio of F(S0;F(S1))-decomposable (T; F) for randomly generated data with n = 10. (a) p = q = 0:5 and n = 10. (b)
p = 0:9; q = 0:1 and n = 10.
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Fig. 6. The ratio of F(S0;F(S1))-decomposable (T; F) for randomly generated data with n = 15 and n = 20.
H. Ono et al. / Discrete Applied Mathematics 142 (2004) 165–180 177
0
20
40
60
80
100
0 2 4 6 8 10 12
R
at
io
 o
f d
ec
om
po
sa
bl
e 
pd
Bf
s (
%)
Sampling Ratio (%)
BCW |T|=173 |F|=64
|S_1|=2
|S_1|=4|S_1|=6
|S_1|=8|S_1|=10
0
20
40
60
80
100
0 2 4 6 8 10 12
ra
tio
 o
f d
ec
om
po
sa
bl
e 
pd
Bf
s (
%)
sampling ratio (%)
|S_1|=2
|S_1|=4|S_1|=6
|S_1|=8|S_1|=10
(a) (b)
Fig. 7. The ratio of F(S0;F(S1))-decomposable pdBf for BCW and randomly generated data: (a) BCM and (b) randomly generated
data.
and Figs. 6(a) and (b), and set p= 0:9 and q= 0:1 in Fig. 5(b). The horizontal axis represents the sampling ratio in %,
and the vertical axis gives the ratio of F(S0;F(S1))-decomposable pdBfs. The results are classi?ed according to the size
of S1 (corresponding to each curve in the ?gures), since the size of conJict graphs depend on it.
In Fig. 5(a), the results for |S1| = 2; 4; 5; 7; 9 are shown. (We omit the results for |S1| = 3; 6; 8 due to legibility.) The
vertical line at the sampling ratio 4.419% corresponds to the value where the proposed index is equal to 1 3 (i.e., in this
case, 1 = |T | |F |=2n−1 holds where l=√pq=2n−1 = 210 × 4:419%). From this ?gure, we can observe that if the sampling
ratio is smaller than the proposed index value 4.419%, (T; F) is F(S0;F(S1))-decomposable with high probability, for
all partitions (S0; S1), whereas the original Boolean function f∗(p;q) is not F(S0;F(S1))-decomposable for any (S0; S1).
Moreover, if the sampling ratio is larger than 4.419%, the ratios of F(S0;F(S1))-decomposable pdBfs rapidly decrease
for most |S1|. That is, the index appears to be a good estimate for the threshold of F(S0;F(S1))-decomposability. For
partitions (S0; S1) with |S1|= 2 and |S1|= 9, the ratio decreases more slowly than the other cases.
Fig. 5(b) shows the results for n = 10 with p = 0:9 and q = 0:1; i.e., a case with diPerent sizes of |T | and |F |.
Figs. 6(a) and (b) give the results for cases of larger dimensions n. In all of these cases, similar threshold behavior can
be observed, indicating that the proposed index performs as the threshold of decomposability for larger class of pdBfs.
4.2. Real-world data
Next, we apply similar experiment to a real-world data set, Breast Cancer in Wisconsin (BCW for short) 4 [17]. In
BCW, each example corresponds to a patient of breast cancer, and each attribute refers to a clinical case, e.g., clump
thickness and so on. Patients are classi?ed into two classes, malignant (positive) and benign (negative). Since the data
in BCW are not binary, we ?rst binarized it ([6,7]) and then obtain (TBCW ; FBCW) by the method described in [16]. The
obtained (TBCW ; FBCW) is not F(S0;F(S1))-decomposable for any (S0; S1). TBCW and FBCW are sets of vectors in {0; 1}11
where |TBCW| = 173 and |FBCW| = 64. The sum |TBCW| + |FBCW| = 237 is equivalent to the sampling ratio 11.6% of 211.
Ten data sets (T; F) for each sampling ratio are then obtained by randomly choosing vectors from TBCW ∪ FBCW. The
results are shown in Fig. 7(a). The vertical line at sampling ratio 3.519% corresponds to the proposed index value, where
p= 173=(173 + 64) and q = 64=(173 + 64).
For comparison purposes, we show the results of Fig. 7(b) for a randomly assigned function f(p;q) with the same
parameters n; p and q as BCW. The results of Figs. 7(a) and (b) are similar, but the results for BCW are shifted slightly
to the left compared to the results for f(p;q).
4.3. Comments on the threshold behavior
The experimental results in Sections 4.1 and 4.2 show that the proposed index is a good estimate of the threshold of
F(S0;F(S1))-decomposability for partitions, (S0; S1) satisfying |S0|¿ 1 and |S1|¿ 2. However, for (S0; S1) satisfying (i)
|S0| = 1 or (ii) |S1| = 2, threshold behavior is not clear (i.e., the slope is not sharp compared with other cases). One of
the conceivable reasons for this phenomenon is explained as follows:
3 Precisely speaking, the value is not exactly 4.419%, but located around 4.419%, depending on the given (T; F). (Similar remark also
applies to other experimental results.).
4 http://www.ics.uci.edu/%7Emlearn/MLRepository.html.
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Case (i): If |S0| is small, m = 2|S0| are also small. In Claim 3, we regard the conJict graph as a random graph. That
is, we assume that the edges in the conJict graph appear independently, which may not be valid for small m.
Case (ii): If |S1| is small, m=M =1=2|S0| is not so small. For example, m=M =0:25 holds for |S1|=2. In the argument in
Section 3.4, Pr(Xe¿ 1) around 1=N=m=M is important and we approximate Pr(Xe¿ 1) by !. However, the approximation
! ≈ Pr(Xe¿ 1) is not so accurate if Pr(Xe¿ 1) is large (see Section 3.1 and Fig. 3).
5. Conclusion
In this paper, we proposed an index |T | |F |=2n−1 in order to tell whether a given (T; F) is appropriate, so that real
F(S0;F(S1))-decomposability can be detected. Based on probabilistic analyses, we claim that |T | |F |=2n−1 is a good
estimate of the threshold of decomposability. That is, the number of deceptive F(S0;F(S1))-decomposable extensions
of (T; F) decreases sharply if |T | |F |=2n−16 1 holds. The computational experiments in Section 4 justify our claim, and
indicate that the index is useful also for real world data sets.
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Appendix A. The ratio Nk=Nk
We show the following theorem concerning the falling factorial power.
r(N; k) =
Nk
Nk
=
N (N − 1) · · · (N − k + 1)
Nk
=
N !
Nk(N − k)! : (A.1)
Theorem 2. For a positive integer N and k6N , let r(N; k) = Nk=N
k
= N !=(Nk(N − k)!). Then, r(N; k) = 1 + o(1) holds
if k6N 1=2−- for any small constant -¿ 0.
To prove this, we use Stirling’s approximation to derive
r(N; k) =
√
21NNN exp(−N )(1 + O(N−1))
Nk
√
21(N − k)(N − k)N−k exp(−(N − k))(1 + O(N−1))
=
(
N
N − k
)N−k
exp(−k)
√
N
N − k (1 + O(N
−1)): (A.2)
We have the following lemma.
Lemma 1. Let f(N; k) = (N=(N − k))N−k exp(−k) and let -∈ (0; 1=2). Then, f(N; N 1=2+-)6 exp(−N 2-=2) holds for
N¿ 32=(1−2-) and f(N; N 1=2−-)¿ exp(−N−2-) holds for N¿ 21=(-+1=2).
Proof. By Taylor’s expansion,
x − x2=26 ln(1 + x)6 x − x2=2 + x3=3 (A.3)
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holds for all x¿ 0. Suppose 06 k6N . Then by (22), we have
lnf(N; k) = (N − k) ln
(
1 +
k
N − k
)
− k
6 (N − k)
{
k
N − k −
1
2
(
k
N − k
)2
+
1
3
(
k
N − k
)3}
− k
= −1
2
k2
N − k +
1
3
k3
(N − k)2
= − k
2
2N
− k
3(N − 3k)
6N (N − k)2 : (A.4)
As we can show N − 3N 1=2+-¿ 0 for N¿ 32=(1−2-), we have f(N; N 1=2+-)6 exp(−N 2-=2) by substituting k with N 1=2+-
in (23).
Next, suppose N=2¿ k. By (22), we have
lnf(N; k) = (N − k) ln
(
1 +
k
N − k
)
− k
¿ (N − k)
{
k
N − k −
1
2
(
k
N − k
)2}
− k
¿ (N − k)
{
k
N − k −
1
2
k2
(N − N=2)(N − k)
}
− k
= − k
2
N
: (A.5)
Thus, we have f(N; N 1=2−-)¿ exp(−N−2-) by substituting k with N 1=2−- in (24).
By Lemma 1 and r(N; k) = f(N; k)
√
N=(N − k)(1 + O(N−1)), we have,
r(N; k) = r(N; N 1=2+2)
{
¿ exp(−N 22)(1 + o(1)) (2∈ (−1=2; 0))
6 exp(−N−22=2)(1 + o(1)) (2∈ (0; 1=2));
(A.6)
for su9ciently large N , where o(1)→ 0 holds as N → +∞. Note that exp(−N−2-)→ 1 and exp(−N 2-=2)→ 0 hold as
N → +∞ for any -¿ 0. This indicates that r(N; k) sharply changes at k =√N , and also proves Theorem 2.
A similar argument can also be found in [21].
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