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Abstract
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We rst consider some semantics de ned in 29] and their relations, in terms of correctness and full abstraction, to the equivalences induced on programs by suitable observables. Then we de ne a fully abstract semantics which models answer constraints. Finally we introduce a semantics for answer constraints which is compositional wrt union of programs. Suitable abstractions of this semantics allow us to obtain correct (in one case fully abstract) semantics for partial answers and call patterns. Our semantic constructions can be taken as the basis for program transformation and (modular) analyses techniques.
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Introduction
The Constraint Logic Programming paradigm CLP(X ) (CLP for short) has been proposed by Ja ar and Lassez 29, 28] in order to integrate a generic computational mechanism based on constraints with the logic programming framework. The benets of such an integration are several. From a pragmatic point of view, CLP(X ) allows one to use a speci c constraints domain X and a related constraint solver within the declarative paradigm of logic programming. From the theoretical viewpoint, CLP provides a uni ed view of several extensions to pure logic programming (arithmetics, equational programming, object-oriented features, taxonomies) within a framework which preserves the unique semantic properties of logic programs, in particular the existence of equivalent operational, model theoretic and xpoint semantics 29] . Moreover, since the computation is performed over the speci c domain of computation X, CLP(X ) programs have an equivalent \algebraic" semantics 29] directly de ned on the algebraic structure of X.
In this paper we formalize a framework for de ning various semantics, each corresponding to a speci c observable property of computations, thus applying to the CLP case the methodology proposed in 22, 6] . Each semantics can be equivalently de ned either operationally (top-down) or declaratively (bottom-up) as the least xpoint of a suitable operator. The construction is based on a new notion of interpretation, on a natural extension of the standard notion of truth and on the de nition of various immediate consequences operators, whose least xpoints on the lattice of interpretations are models corresponding to various observable properties. All the semantics de ned in 29] can be reconstructed within our framework. The main issue however is the de nition of some new semantics and the investigation of their relation, in terms of correctness and full abstraction, wrt the program equivalences induced by various observable properties.
Some of the semantics we consider are the generalization to the CLP case of the non-ground semantics for (positive) logic programs in 17] and of the compositional semantics in 7] . Indeed, most semantic constructions and results lift directly from logic programming to CLP (see 37] for a detailed discussion of this lifting). Moving to a non-ground semantics is even more natural in the case of CLP, since the computation structure may not even include constants so that there might be no \ground" objects. As a matter of fact, most of the success set and xpoint semantics de ned in 29] are non-ground, even if all the equivalence results are given in terms of the ground case.
In particular, we de ne a fully abstract semantics which characterizes computed answer constraints. Then we introduce a semantics which models answer constraints and which is compositional wrt programs union. Such a semantics is the natural extension of the previous one obtained by using a semantic domain based on clauses. Since the compositional semantics contains the \`maximum" amount of information on computations, it can also be used to model other non-standard observable properties. Indeed suitable abstractions of this compositional semantics allow us to obtain a correct (in one case fully abstract) semantics for partial answer constraints and call patterns.
The de nitions of our semantics are mainly interesting for their applications. Thus, our answer constraint semantics can be taken as the basis of a correct notion of program equivalence to be preserved by program transformation techniques. Suitable abstract versions of the immediate consequence operators that we will introduce can be used for bottom-up abstract interpretation (i.e. xpoint computation of the abstract model). Abstract interpretation of CLP programs has been considered in a denotational semantics framework in 38], while we can generalize the bottom-up approach in 3]. More interestingly, the compositional semantics can be used to develop a framework for the modular analysis of CLP programs. This is particularly relevant for practical applications where modularity can help to reduce the size and the complexity of the analysis. The semantics for partial answers and call patterns can be used for the analysis of programs too. For example, informations on partially computed constraints can be used to detect \independence" of (sub)goals 25], thus providing the conditions for optimizations of CLP programs based on AND-parallelism and intelligent backtracking.
The paper is organized as follows. In the next section we recall the basic de nitions of the CLP framework. In section 3 the new notion of -interpretation and of -model are introduced. In section 4 we rst consider the derivation rule and introduce two equivalences on programs based on di erent observable properties. Then we de ne two operational semantics modeling di erent observables and we discuss the \ground" success set de ned in 29] . The xpoint characterizations of all these semantics are shown in section 5, while section 6 is devoted to a discussion of the various -models. Section 7 introduces the compositional semantics and section 8 shows the semantics for partial answers and for call patterns. Finally, section 9 contains a discussion on some applications of our constructions and an appendix includes some proofs and technical lemmata.
A preliminary description of our semantics for computed answer constraints can be found in 21].
The language and its semantic domains
The language we consider is CLP as de ned in 29, 28] . We also take some notations from the recent survey on CLP languages by Ja ar and Maher 30] . Following 29] we are interested in a semantics in the typical logic programming style and we do not consider other more \algebraic" approaches 39, 26] .
The CLP framework is de ned using a many-sorted rst order language. We have then to introduce the standard de nition of many sorted (or, equivalently, S-sorted) signature.
De nition 1 Given a set S of symbols (sorts), an S-sorted signature is a family of disjoint sets of function symbols
In the following, when no ambiguity arises, if = f s1;:::;sn;s g s1;:::;sn;s2S we denote by also the set = S s1;:::;sn;s2S s1;:::;sn;s . By a slight abuse of language, if f 2 s1;:::;sn;s we say also, according to the terminology used in 29] , that s 1 ; : : : ; s n ; s is the signature of f, while if p 2 s1;:::;sn then s 1 ; : : : ; s n is the signature of p. We assume that there exists a family V = fV s g s2S where V s is an in nite (denumerable) set of variables for the sort s. The S-sorted signature with predicates h ; i and the family of variables V are the non logical symbols of the many sorted rst order language on which CLP programs are de ned. As usual we assume that the sets ;
and V do not share any symbol. In the following the pair h ; i will denote such an S-sorted signature with predicates.
( V ) and ( ) denote respectively the terms and the ground terms built on and V in the usual way. Formally 1 . The empty constraint will be denoted by true. The notationst,d andX will denote a tuple of terms, of domain elements and of distinct variables respectively, whileB will denote a ( nite, possibly empty) conjunction of atoms. The connectives \," and \^" will denote conjunction. In general, we will use interchangeably the notions of a conjunction of atoms and a multiset of the same.
First order h ; i-formulas are constructed over the S-sorted signature using the logical connectives and quanti ers in the usual way. A formula is closed if all variable occurrences in the formula are within the scope of a quanti er over the variable. 9 and 8 denote the existential and universal closure of the formula , respectively. A ( rst-order) h ; i-theory is a collection of closed h ; i-formulas. According to the notation of 30] 9 ?X will denote the existential closure of the formula except for the variablesX which remain unquanti ed.
Given an S-sorted signature with predicates h ; i, throughout the paper we will assume that is de ned as the union of two given disjoint families of (disjoint) sets of predicate symbols C (for constraints) and B (for user de ned predicates). Moreover we assume that C contains the equality symbol = (which needs no signature). We will refer to these assumptions saying that is determined by C and B . Let us now de ne the syntax of CLP programs.
De nition 2 (CLP programs) 29] Let h ; i be a S-sorted signature with determined by C and B . A h ; i-clause is formula of the form Note that, di erently from CLP unit clauses, a constrained atom can contain an in nitary constraint. The reason for this assumption will be made clear in section 4.1 (see discussion after proposition 33). In the CLP(X ) framework, X stands for a speci c constraint domain on which the computation is performed. The notion of structure gives the semantic interpretation of such a domain and is the key element in the algebraic semantics. The following is essentially the usual de nition of structure for a many sorted rst order language (note that only the predicate symbols used for constraints are interpreted).
De nition 4 (Structure) 29 In symbols 8d 8c 9c 0 s:
The formulation of SC 2 is equivalent ( 36] Almost all the results that we will give in the following hold also for structures which are not solution compact and could easily be extended to the framework of 27]. In particular, since we are not concerned with negation, no result will assume condition SC 2 . Condition SC 1 is needed only to be able to have a syntactic representation (in terms of our -interpretations) of the D-interpretations used in 29, 28] (de nitions 15 and 16). Therefore, the only results which assume condition SC 1 are theorem 43, theorem 58 and the related lemmata (essentially those which use de nition 16).
In this paper we will consider only an \algebraic" formalization of the semantics,
i.e. all our constructions are based on a h ; i-structure D and on the notion of Dsolvability. Equivalent logical de nitions can be given by using the following notion. The equivalence ' is induced by a preorder on constrained atoms which represents the notion of \being more constrained". Note that, by de nition, (p(X) c 1 ) ' (p(X) c 2 ) i D j = 9 ?X c 1 $ 9 ?X c 2 . In the following we will then use equivalently both the notations.
The proof of the following lemma is straightforward.
Lemma 11 The relation v is a preorder and the relation ' is an equivalence. Using ' to abstract from purely syntactical di erences among constrained atoms, we de ne the semantic domain as follows.
De nition 12 ( -base) Let Proof Since (I)] = I, the thesis follows from de nition 14.
A parallel with the logic programming case can clarify the picture. Pure logic programming can be obtained from the general CLP framework by considering the structure H( ; f=g B ) where = is the only predicate symbol for constraints, the only H-domain is the Herbrand universe over a one-sorted signature and = is interpreted as syntactic equality over the domain. In the following we will refer to such a structure as H. The standard semantics for logic programs de nes models as sets of ground atoms and this is exactly what is obtained by H-models de ned according to 29]. The new Herbrand base de ned in 17] contains non-ground atoms in the models, where a non-ground atom stands for an implicit de nition of the (possibly in nite) set of all its ground instances. This mechanism is generalized in the CLP case by allowing constrained atoms in the -base, each constrained atom p(X) c describing the set of elements p(X)# where # is any D-solution for the constraint c. In order to abstract from the particular syntactic representation of atoms, in the logic programming case the new Herbrand base is de ned modulo variance. In fact H has the important property of the existence of a unique (up to variable renaming) canonical form of H-constraints which allows us to syntactically identify H-equivalent constraints, namely the solved form of 33]. This property allows us to compute on the Herbrand universe in a purely syntactic way by using uni cation theory. In particular, the uni cation algorithm, which computes an idempotent mgu, can be considered the constraint solver which decides the solvability of constraints and, if possible, returns the canonical form.
In the general CLP case we have to use an explicit semantic de nition since the existence of a syntactic way for characterizing semantically equivalent constraints depends on the particular constraint system. 
Derivation rule, observables and operational semantics
In this section we rst consider the CLP derivation rule as de ned in 29, 28] and we de ne two program equivalences based on di erent observables. Then we give the de nitions of various operational (success set) semantics and we show their relations to the previously de ned equivalences. As usual, all the de nitions are parametric wrt a given structure D. We will often omit this parameter to simplify the notation.
The operational semantics of (logic) programs can be speci ed by means of a set of inference rules which specify how derivations are made and by de ning which are the \observables" we are interested in. The CLP inference rule is a straightforward modi ed version of the usual SLD derivation rule for pure logic programs which takes into account the fact that the derivation is performed over a generic structure D rather than over the Herbrand universe. Therefore uni cation is replaced by checking the satis ability of constraints.
The following de nitions use a \parallel" selection rule, where all the atoms of the resolvent are evaluated in a single derivation step. As far as successful derivations are considered, such a de nition can be easily proved to be equivalent to the more usual one which selects a single atom in each resolvent. De nition 21 (Derivation) 29] A derivation of a goal G in a program P is a nite or in nite sequence of goals such that every goal, apart from G, is obtained from the previous one by means of a derivation step. A successful derivation of a goal G is a nite sequence whose last element is a goal of the form (c2:). In this case, if X = V ar(G) then 9 ?X c is called the answer constraint 3 .
In the following we will denote by P ; both a single derivation step and a derivation.
Given the derivation rule, we can be interested in di erent observable properties such as successful derivations, answer constraints, nite failures, etc. A given choice of the observable X induces an \observational" equivalence X on programs. Namely P 1 X P 2 i P 1 and P 2 are observationally indistinguishable according to X. For example, if s denotes successful derivations, P 1 s P 2 i for any goal G, G has a successful derivation in P 1 i it has a successful derivation in P 2 .
When composition of programs is taken into account, for a given observable property we obtain di erent congruences depending on which kind of program composition we consider. Given an observable X and a program composition operator , the induced congruence ( ;X) is de ned as follows. P 1 ( ;X) P 2 i for any program Q, P 1 Q X P 2 Q, i.e. i P 1 and P 2 are observationally indistinguishable under any possible context allowed by the composition operator . X can be seen as the particular case of ( ;X) where does not allow any composition. A semantics S(P) is correct wrt ( ;X) , if S(P 1 ) = S(P 2 ) implies P 1 ( ;X) P 2 . Moreover S(P) is fully abstract wrt ( ;X) when also the converse of the previous implication holds.
Let us now de ne two equivalences for constraint logic programs induced by different observables. In the next section we will de ne the formal operational semantics which are correct and fully abstract wrt these equivalences. The rst equivalence is obtained by considering successful derivations only, no matter what is the computed constraint. As discussed in the next subsection, it is de ned in terms of extended goals possibly containing in nite constraints (recall that standard goals containsnite constraints only). The second one, which takes into account the computed answer constraints, is the most natural to be de ned since we are interested in the result of the computation. A congruence ( ;X) where is program union will be considered in section 7.
De nition 22 (Observational equivalences) Let P 1 ; P 2 be programs, G be a goal withX = V ar(G) and D be a structure. Moreover let us assume that G ! is a goal which contains in nitary constraints, i.e. G ! : c2A 1 ; : : : ; A n where c is a possibly in nite conjunction of constraints. Then we de ne We will show in the next subsection the relations among the above equivalences.
Operational semantics
We rst consider the operational semantics O 2 which was de ned in 29] and proved to be equivalent to the set of atomic logical consequences in D-models. Such a semantics is not correct wrt ac , i.e. it is too weak to characterize the operational behavior of programs in terms of answer constraints. Therefore we de ne the semantics O 3 which is correct and fully abstract wrt ac . We nally consider the \ground" semantics O 1 which is correct and fully abstract wrt s . To obtain a semantics correct wrt ac we give then the following de nition. ?R (1 + I=1200)2 ? R (1 + I=1200)
De nition 23 (Operational semantics
. . .
g
The following theorem 28 shows that any answer constraint for any goal G computed in the program P can be obtained by \executing" G in the model O 3 (P ). We rst need one lemma which states the \AND-compositionality" and a`lifting" property of the answer constraints, i.e. the answer constraint of a goal G can be obtained from the answer constraints of the most general version of the atoms in G.
Lemma 27 (AND-compositionality and lifting) Let P be a program, G :
(c 0 2p 1 (t 1 ); : : : ; p n (t n )) be a goal and letỸ = V ar(G As a consequence of the previous result we obtain corollary 29 which shows that the semantics O 3 is correct and fully abstract wrt the observable equivalence ac induced by answer constraints. In other words, O 3 correctly models the operational behavior of programs, considering answer constraints as observable, and it is the best possible in the sense that it contains the least amount of information needed to be correct.
Corollary 29 (Correctness and full abstraction) Let P 1 ; P 2 be programs. Then P 1 ac P 2 i O 3 (P 1 ) = O 3 (P 2 ): Proof The if part is straightforward by theorem 28. For the only if part, assume that P 1 ac P 2 and p(X) c 2 O 3 (P 1 ). Then there exists a successful derivation of true2p(X) in P 1 with answer constraint c 0 such that D j = 9 ?X c 0 $ 9 ?X c. Since P 1 ac P 2 , there exists a successful derivation of true2p(X) in P 2 with answer constraint c 00 such that D j = 9 ?X c 0 $ 9 ?X c 00 . Therefore O 3 (P 1 ) O 3 (P 2 ). Analogously for the other implication.
Let us nally consider the s equivalence. The semantics that we have considered are too rich if we are interested in successful derivations only. Namely neither O 2 nor O 3 are fully abstract wrt s . We will then consider a di erent semantics which can easily be obtained from the previously de ned ones. We rst give a proposition.
Proposition 30 Let We can now de ne the third operational semantics.
De nition 31 Let 
Moreover, by de nition of derivation and of c 1 , the goal c 1 2p(X) has a successful derivation D in P with answer constraint c 3 such that p( One could wonder whether the previous proposition holds when considering s de ned by using only \standard" goals, i.e. goals containing nite constraints only. We note that this is not the case when the structure is not solution compact. Indeed, let us consider the following (arti cial) constraint domain which satis es SC 1 and not SC 2 .
Example 34 30 ] Let R be the constraint domain obtained from R Lin (linear arithmetic over the reals) by adding an extra unary predicate np. np(X) holds in (the structure of) < i X 6 = . Since :np(X) i X = , SC 2 can be satis ed i there exists a constraint c such that < j = X = $ c(X). Since is irrational no such c exists and therefore the structure does not satisfy SC 2 . Note that SC 1 is satis ed.
Let us now consider the programs P = fp(X) np(X)2:g and Q = fp(X) true2:g on the structure < of the previous example. Clearly O 1 (P ) 6 = O 1 (Q) since p( ) 2 O 1 (Q) n O 1 (P ). However, any goal c2p(X), with c nite, has a successful derivation in P i it has a successful derivation in Q. In fact, if c is nite then c^np(X) is always satis able. We conjecture that if both SC 1 and SC 2 are satis ed by D, then the previous proposition holds also when the de nition of s considers nite constraints only.
The following proposition shows the relative strength of the two equivalences. We want now to de ne an analogous of the T 1 P operator using our semantic struc- Lemma 42 The mapping T 1 0 P is continuous on the complete lattice (I P ; ). There exists a least xpoint lfp(T 1 0 P ) of T 1 0 P which is T 1 0 P " !. Proposition 43 Let P be a program. Then F 1 (P ) = T 1 0 P " !].
Proof Straightforward by de nition 39.
We introduce now a di erent immediate consequence operator, which allows us to characterize the operational semantics O 3 .
De nition 44 (T 3 P operator) Let P be a program and let J B.
T 3 P (J) = f p(X) c 2 B j 9 p(t) c 0 2p 1 (t 1 ); : : : ; p n (t n ) 2 P; renamed apart 9 p i (X i ) c i 2 J; 1 i n renamed apart the constraint c 0 V n i=1X i =t i^ci ); denoted by c 0 ;
is D-solvable, nite and c is c 0 wedgeX =t) g:
The following lemma allows us to de ne a xpoint semantics using the T 3 P operator. The proof is standard.
Lemma 45 The mapping T 3 P is continuous on the complete lattice (I P ; ). There exists a least xpoint lfp(T 3 P ) of T 3 P which is T 3 P " !. De nition 46 (Fixpoint semantics F 3 (P )) Let P be a program. The xpoint semantics F 3 (P ) of P is de ned as F 3 (P ) = T 3 P " !:
Corollary 47 shows that we have the expected equivalence between the operational and the xpoint semantics. The following result is a corollary of the more general theorem 90 and will be proved in section 7.
Corollary 47 ( Equivalence) Let P be a program. Then O 3 (P ) = F 3 (P ). It is possible to give also a xpoint characterization of O 2 by slightly modifying the de nition of T 3 P . Indeed, the di erence between O 2 and O 3 is that the former contains all the (equivalence classes of) constrained atoms which are true in all the -models of the program (see next section), while the latter contains only those constrained atoms which can be computed by the program. In other terms, O 2 could equivalently be de ned by adding at each derivation step any constraint which is consistent with those already computed. Therefore in order to capture O 2 , we have to modify T 3 P by adding at each step any consistent constraint. Hence we have the following de nition.
De nition 48 Let P be a program and let J B. The usual results hold for T 2 P too, namely the continuity on the complete lattice (I P ; ) and the existence of the least xpoint lfp(T 2 P )=T 2 P " !. Hence we can de ne a xpoint semantics F 2 (P ) = T 2 P " ! which corresponds to the operational semantics O 2 (P ). The equivalence between the success set and the xpoint semantics is stated by the following theorem, whose proof is analogous to that of corollary 47.
Theorem 49 Let P be a program. Then O 2 (P ) = T 2 P " !. 6 The model-theoretic semantics
In this section we discuss the various -interpretations introduced by the xpoint and the operational semantics from the model-theoretic viewpoint. In particular we will show that all the semantics we have considered so far are -models. Since we are concerned with the algebraic semantics, i.e. the semantics on the structure D used as domain of computation, we consider logical consequence in D-models (D j =) as opposed to the standard notion of logical consequence j =. The two notions are related by theorem 51.
De nition 50 Let P be a program and G be a constrained atom. We de ne P; D j = G i G is true in every D-model of P. Theorem 51 29] Let D be a structure, T be a corresponding theory, P be a program and G be a goal. Then P; D j = 9 G i P T j = 9 G.
It is easy to show that the intersection of a set of -models is not always a -model.
Consider for example the H-clauses c 1 : p(X) X = a2: and c 2 : p(X) true2. Clearly I 1 = fc 1 =' g and I 2 = fc 2=' g are -models of c 1 while I 1 \ I 2 = ; is not.
Therefore in general there exists no least -model with respect to set inclusion. In the following we will introduce a partial ordering and then a lattice structure on -interpretations which allows us to restore the model intersection property. The model theoretic semantics of a program P can then be de ned as the greatest lower bound of the set of all the -models of P. The following lemmata are the CLP counterparts of a well known result for pure logic programs. They allow us to relate D-models and -models to the pre-xpoints of the various immediate consequence operators. Proof The proof is identical to the one of lemma 61 and is thus omitted.
We can now prove that all the semantics that we have considered in the previous sections are -models.
Theorem 63 (F i (P ) are -models) Let P be a program. Then (F 1 (P )), F 2 (P ) and F 3 (P ) are -models of P. Moreover, if p(X) c 2 F i (P ), for i 2 2; 3], then p(X) c ' p(X) c 0 where c 0 is nite. Proof The thesis for F 1 (P ) follows from theorem 56 and lemma 57. By de nition, F 3 (P ) is a xpoint of T 3 ( P) , and F 2 (P ) is a xpoint of T 2 ( P) . Then by lemmata 61 and 62 also F 2 (P ) and F 3 (P ) are -models of P. The second part of the thesis is straightforward from de nitions of T 2 P and T 3 P . Proposition 64 shows the relations among the models. Note that the semantics F 3 which models answers constraints is not generally a minimal model. Proposition 64 Let P be a program. Then (F 1 (P )) F 3 (P ) F 2 (P ): Proof The rst relation follows from theorem 59 and theorem 58, since (F 1 (P )) = (M D ) = M P and M P is the minimal -model w.r.t. the -ordering. For the second relation note that by de nition 52 ( ordering), if I 1 I 2 then I 1 I 2 . Since by their de nitions F 3 (P ) F 2 (P ), we have F 3 (P ) F 2 (P ) which completes the proof.
The following theorem shows how the model O 2 (P ) characterizes the set of the D-logical consequences of a program. Theorem 65 29] Let P be a program and G : p(X) c be a constrained atom, where c is nite. Then P; D j = 9 G i G 2 O 2 (P ).
Note that the previous theorem does not hold if we remove the hypothesis on the niteness of c. Indeed, since the constraints which appear in the clauses are nite, O i (P ), i = 2; 3 are sets of (equivalence classes of) constrained atoms which can be represented using nite constraints (lemma 63). Hence if P; D j = p(d) where p(d) is a limit element, we cannot have a syntactical representation for p(d) using nite constraints only.
Compositional semantics
In this section we introduce a (operational and xpoint) semantics for CLP programs which is compositional wrt the union of programs. This semantics is an easy lifting to the CLP case of the -semantics de ned in 7] for pure logic programs.
Compositionality is an important feature for any semantics and, roughly speaking, consists in the possibility of obtaining the semantics of a compound syntactic construct in terms of the semantics of its components. In the case of (constraint) logic programs, the usual semantics are compositional wrt the conjunction of atoms (in the bodies of the clauses and in the goals) but are not compositional wrt the union of clauses. Such a compositionality is a desirable property since it allows an incremental and modular de nition of the semantics, according to the incremental construction of programs. Each time a new chunk of program is added, instead of de ning the semantics of the whole program from scratch, we can compose the semantics of the new piece of program with the semantics of the old one. This is particularly relevant from a practical point of view since it provides the semantic basis to develop tools for modular analysis and veri cation of programs. In fact, even if the program is not completely speci ed in all its components, often we would like to perform some analysis in any case and we want to be able to reuse the results of this \partial" analysis. Moreover, modular techniques can be used to split large programs into small components, to reduce the size and the complexity of the analysis.
All the semantics that we have considered in the previous sections are not compositional wrt the union of programs. The following is a simple example for the case of O 3 . Example 66 Let us consider the H-programs P 1 = f q(X) true2p(X):
p(X) X = a2: g P 2 = f p(X) X = b2: g P 3 = f q(X) X = a2: p(X) X = a2: g where = fa; bg. Then O 3 (P 1 ) = fq(X) X = a; p(X) X = ag O 3 (P 2 ) = fp(X) X = bg O 3 (P 3 ) = fq(X) X = a; p(X) X = ag Thus the semantics O 3 identi es P 1 and P 3 . However O 3 (P 1 P 2 ) 6 = O 3 (P 2 P 3 ) since q(X) X = b 2 O 3 (P 1 P 3 ) n O 3 (P 2 P 3 ).
The semantics based on constrained atoms do not contain the functional information which is expressed implicitly by clauses and which is necessary to achieve -compositionality. For example, the semantics of P 1 does not contain any information on q which allows us to infer that q(X) X = b is in the semantics of P 1 P 2 . Such an information is expressed by the clause q(X) true2p(X). Therefore, compositionality w.r.t. union of programs can be obtained by choosing a semantic domain based on clauses. This idea was rst introduced in 24] and then further studied in 8, 7] for the case of pure logic programs. In the following we show the application to CLP of this idea, essentially by lifting the de nitions in 7] to the realm of constraints.
Other compositional semantics based on a functional de nition (e.g. the T P function) could be lifted from pure logic programs to CLP in a similar way.
We start by formally introducing the notion of partially de ned program.
De If we represent a unit clause p(t) c2 by the constrained atom p(X) c;X =t, ' on unit clauses is exactly the equivalence of de nition 10. Moreover, since all the constrained atoms arising in the F 3 semantics contain nite constraints only, in the following they will be considered as unit clauses.
According to the previous de nition, the body of a clause is viewed as a multiset. Viewing bodies of clauses as sets rather than multisets would not allow us to model correctly answer constraints. In fact, as shown by the following example, clauses which have the same set of atoms in the body can produce di erent answer constraints when composed with other clauses.
Example 70 Let us consider the H-clauses To obtain compositionality wrt we need only the information given by the clauses which contain, in their bodies, atoms whose predicate symbols are in . Therefore the following.
De nition 71 The interpretation base C, is the set of all the clauses (on the given language) of the form p(X) c2B modulo '. Moreover given a set of predicate symbols, we de ne C = fA c2B 1 ; : : : ; B n 2 C j Pred(B 1 ; : : : ; B n ) g: De nition 72 ( -Denotations) An -denotation I is any subset of C . The set of all the -denotations is denoted by I . Remark 1 In the following, as usual, we will denote the ' equivalence class of a clause c by c itself. To simplify the notation, any (semantic) subset I of C will implicitly be considered also as a syntactic program, still denoted by I, obtained by choosing for each equivalence class c 2 I an arbitrary element in c as representative of c. Conversely, any set of clauses P will be also considered as a subset of C. The semantic operators (such as the immediate consequence operator) that we will use on subsets of C will be de ned in terms of their syntactic counterpart de ned on sets of clauses. It easy to verify that they are well de ned (see proposition 81).
We de ne now the operational semantics O (P ). Given a set of predicate symbols we denote by Id the set of clauses fp(X) true2p(X) j p 2 g: De nition 73 ( -semantics for CLP) Let P be a program and be a set of predicate symbols. Moreover let P = P Id . Then we de ne O (P ) = fp(X) c2B 1 ; : : : ; B n 2 C j there exists a derivation true2p(X) P ; c2B Then O (P 1 ) = fp(X) X = a2:; q(X) X = a2:; q(X) true2p(X):g O (P 2 ) = fp(X) X = b2:g O (P 3 ) = fp(X) X = a2:; q(X) X = a2:g O (P 1 ) allows us to compute the semantics of the composition P 1 P 2 . In fact O (P 1 P 2 ) = O (O (P 1 ) O (P 2 )). Note also that O (P 3 ) 6 = O (P 1 ).
As a consequence of the previous theorem, the O (P ) semantics is correct wrt the congruence ( ;ac) induced on programs by the answer constraint observable and by composition (corollary 78). In other words, O (P ) contains all the information necessary to model the behaviour of P, in terms of answer constraints, compositionally wrt union of programs. To simplify the notation we will denote ( ;ac) 
Fixpoint semantics
In this section we de ne a xpoint semantics F (P ) which is proved to be equivalent to O (P ). This can be achieved by de ning an immediate consequence operator T P on the complete lattice (I ; ) of -denotations. F (P ) is the least xpoint of T P .
The immediate consequences operator T P is strongly related to the derivation rule used for CLP programs. Indeed we de ne it in terms of an unfolding rule. This leads to a concise proof of the equivalence between the operational (top-down) and the xpoint (bottom-up) semantics. Since T P models the computed answers compositionally, it can be useful for modular bottom-up program analysis.
De nition 79 (Unfolding) Let According to the previous remark, unf P (Q) denotes also an operator }(C) ! }(C) and therefore the de nition of T P is correct. The following proposition 81 shows that unf P (Q) (and hence T P ) on }(C) is well de ned (i.e. the result does not depend on the choice of the representative element). Moreover, note that for = ;, T P is the Proof Let us assume Cl 0 : p(t 0 ) c 0 2p 1 (t 1 ); : : : ; p n (t n ) and Cl j : p j (l j ) c j 2L j for j 2 1; n]. We can also assume, without loss of generality, that the clause Cl j is used to rewrite the atom p j (t j ) in the unfolding unf Cl0 (fCl 1 ; : : : ; Cl n g).
By . Therefore, by using also a simmetric argoment, we obtain Cl 0 ' Cl which completes the proof. Proposition 82 T P is continuous on the complete lattice (D; ). Proof Standard Since T P is continuous, as usual T P " ! is its least xpoint on (D; ). We can then de ne F (P ) as follows. De nition 83 (Compositional xpoint semantics) Let P be an -open program. The compositional xpoint semantics F (P ) of P is de ned as F (P ) = T P " !.
Equivalence results
The equivalence between the operational and the xpoint semantics can be proved by introducing the intermediate notion of unfolding semantics U (P ) 35, 14] and following the lines of the similar proof in 7]. U (P ) is obtained as the limit of the (top-down) unfolding process and is equivalent to the operational semantics O (P ). The proof of this equivalence is straightforward since O (P ) and U (P ) are based on the same inference rule. On the other side, the equivalence between U (P ) and the bottom-up semantics F (P ) can be based on the de nition T P (I) = unf P (I Id ).
Let us rst formally de ne the unfolding semantics.
De nition 84 Let P be a set of clauses. Then we de ne (P ) = fc 2 C j c 2 Pg: De nition 85 (Unfolding semantics) Let P be an -open program. Then we de ne the collection of programs P 1 = P P n+1 = unf Pn (P Id ):
The unfolding semantics U (P ) of the program P is de ned as U (P ) = n<! (P n ):
In order to prove the equivalence we need two lemmata. The rst one states the associativity of the unfolding operator.
Lemma 86 Let P; Q; W be denotations. Then unf P (unf Q (W )) = unf unfP (Q) (W ). Proof By de nition 79, Cl 2 unf unfP (Q) (W ) i the following conditions hold Cl is the clause p(t) c2B 1;1 ; : : : ;B 1;m1 ; : : : ;B n;1 ; : : : ;B n;mn .
Since these are exactly also the conditions for c 2 unf P (unf Q (W )) the thesis holds. Lemma 87 7] Let P be an -open program, P n be as in de nition 85 and let T P (I) = unf P (I Id ). Then for any n 1, T P " n = (P n ). Proof This lemma is proved in 7] for pure logic programs using only the associativity of the unfolding rule, de nition 85 and the de nition T P (I) = unf P (I Id ).
For the case of CLP we can repeat exactly the same proof using lemma 86.
The following results state the equality of the unfolding, the operational and the xpoint semantics.
Theorem 88 Let P be a program. Then F (P ) = U (P ). Proof By de nition, F (P ) = T P " !. Note that c 2 T P " ! i there exists n such that c 2 T P " n and c 2 U (P ) i there exists n such that c 2 (P n ). Then the thesis follows from lemma 87.
In the following the length of a derivation D is the number of derivation steps in D.
Theorem 89 Let P be an -open program. Then O (P ) = U (P ). Proof By de nitions 73 and 85, it su ces to prove that, for any h 1, if there exists a derivation of length h true2p(X) P Id ; c2B
then there exists a clause cl 2 P n such that cl ' p(X) c2B and, conversely, if
cl is a clause in P n whose head contains the predicate symbol p, then there exists a derivation as before such that cl ' p(X) c2B. 
Partial answers semantics
We have introduced the semantics F in order to achieve -compositionality. However such a semantics allows us also to model several non-standard observables such as partial answer constraints (partial answers for short) and call patterns. The interest in these observables arises from the context of program analysis and program optimization. Information on the partial results of computations can be used to detect which atoms in a goal are \independent" 25]. Independent atoms can be evaluated in parallel, thus optimizing programs executions. In this section we will obtain from suitable abstractions of F a fully abstract semantic for partial answers and a correct semantics for call patterns. In the case of pure logic programs, semantics for partial answers were obtained in 16] and 23]. A partial answer is the constraint computed by a derivation which is not yet terminated. We can make also a distinction between partial answers and correct partial answers, the latter requiring that the partial derivation be part of a successful one. For example, the programs P 1 = fr(X) X = a2qg and P 2 = fq; r(X) X = a2qg have the same partial answers for the goal r(X), but not the same correct partial answers. In the following de nitions, to simplify the notation, we use P ; to denote also derivations of length 0. In such a case we assume that the resolvent is the goal itself.
De nition 91 Let P be a program and G be a goal withỸ = V ar(G). The constraint 9 ?Ỹ c is a partial answer for G in P i there exists a derivation G P ; c2B. 9 ?Ỹ c is a correct partial answer for G in P i there exists a derivation G P ; c2B P ; c 0 2.
According to the procedural interpretation of (constraint) logic programs, an atom p i (t i ) in a resolvent c2p 1 (t 1 ); : : : ; p n (t n ) can be considered a \call" of the procedure p i (X i ) with parameters (implicitly) de ned by the constraint c^X i =t i . We can then de ne a (correct) \call pattern" as follows.
De nition 92 Let P be a program and G be a goal. The pair hc; p(t)i is a call pattern for the goal G in P i there exists a derivation G P ; c2B and p(t) is an atom inB. hc; p(t)i is a correct partial answer for G in P i there exists a derivation G P ; c2B P ; c 0 2 and p(t) is an atom inB.
The following is the formal de nition of the equivalences induced by these observables.
De nition 93 Let P 1 ; P 2 be programs, G be a goal and letỸ = V ar(G). Then we de ne P 1 p P 2 (P 1 c P 2 ) i , for any G and for any i; j 2 1; 2], if G has a partial answer (correct partial answer) c i in P i then G has a partial answer (correct partial answer) c j in P j such that D j = 9 ?Ỹ c i $ 9 ?Ỹ c j . P 1 pt P 2 (P 1 cpt P 2 ) i , for any G and for any i; j 2 1; 2], if G has a call pattern (correct call pattern) hc i ; p(t i )i in P i then G has a call pattern (correct call pattern) hc j ; p(t j )i and p(t i ) c i ' p(t j ) c j .
Since B is the set of all the predicates symbols which are not used as constraints, F B (P ) can be considered as a kind of collecting semantics which gives the maximum amount of information on computations in the program P. Therefore we can extract from the clauses in F B (P ) all the information needed to model partial answers and call patterns. For example, since each clause p(X) c2p 1 (t 1 ); : : : ; p n (t n ) in F B (P ) corresponds to a derivation p(X) P ; c2p 1 (t 1 ); : : : ; p n (t n ), if there exists a clause p(X) c2p 1 (t 1 ); : : : ; p n (t n ) 2 F B (P ) such that d : (l =X; c) is D-solvable, then there exists a partial answer 9 ?Ỹ c p for the goal true2p(l) in P such that D j = 9 ?Ỹ c p $ 9 ?Ỹ d (and vice versa). Moreover, if there exist n unit clauses p i (l i ) c i 2 F B (P ) such that (c p ; c 1 ;t 1 =l 1 ; : : : ; c n ;t n =l n ) is D-solvable, then 9 ?Ỹ c p is also a correct partial answer. Note that, in the case of partial answers, we only need the information in the heads and in the constraints of the clauses in F B (P ), while this is not the case for correct partial answers. Therefore the following.
De nition 94 (Partial answers semantics) Let P be a program. The partial answer semantics P(P) and the correct partial answer semantics P c (P ) of P are de ned as follows P(P) = fH c 2 C j there exists H c2B 1 ; : : : ; B n 2 F B (P )g P c (P ) = fH c2p 1 (t 1 ); : : : ; p n (t n ) 2 F B (P ) j for i = 1; : : : ; n; there exists p i (l i ) c i 2 F B (P );
The following lemma, whose proof is in the appendix, shows how we can obtain a partial answer for a goal G by \evaluating" G in the semantics. Theorems 96 and 97
give the correctness and full abstraction results.
Lemma 95 Let P be a program, G : c 0 2p 1 (t 1 ); : : : ; p n (t n ) be a goal and letỸ = V ar(G). Theorem 96 (Correctness of P c ) Let P 1 ; P 2 be programs. Then the following statements hold 1. P c (P 1 ) c P 1 2. if P c (P 1 ) = P c (P 2 ) then P 1 c P 2 . Proof Straightforward by lemma 95 and by de nition 93. Theorem 97 (Full abstraction of P) Let P 1 ; P 2 be programs. Then the following statements hold 1. P(P 1 ) p P 1 2. P(P 1 ) = P(P 2 ) i P 1 p P 2 . Proof The proofs of 1 and of the only if part of 2 are straightforward by lemma 95 and by de nition 93. The proof of the if part of 2 is by contradiction. Let us assume P 1 p P 2 and, without of loss of generality, that p(X) c 2 P(P 1 ) n P(P 2 ). Note that, by de nitions 73 and 94, for any P, p(X) true 2 P(P). Therefore p(X) c 6 ' p(X) true (i.e. D 6 j = 9 ?X c $ true). By lemma 95 the goal c2p(X) has a partial answer c 1 in P 1 such that D j = 9 ?X c $ 9 ?X c 1 . Moreover, for any partial answer c 2 of c2p(X) in P 2 , D 6 j = 9 ?X c $ 9 ?X c 2 . This contradicts the assumption P 1 p P 2 and completes the proof.
The information needed to model call patterns can be obtained from the F B semantics as well. For example, if p(t) c2B 1 ; : : : ; B n 2 F B (P ), then hc 0 ; B i i is a call pattern for the goal p(l) i c 0 : (c^l =t) is D-solvable for any i, 1 i n. Note that we only need the information on the relation between the head, the constraint and the various atoms in the body. In other words, the clause H c2B 1 ; : : : ; B n is equivalent to the set of clauses fH c2B 1 ; : : : ; H c2B n g. In order to model correct call patterns instead we need to keep all the information on the clause bodies. We give below only the de nitions of the semantics and the correctness result. The proofs are similar to the previous ones.
De nition 98 Let P be a program. The call patterns semantics P pt (P ) and the correct call pattern semantics P cpt (P ) are de ned as follows P pt (P ) = fH c 2 C j 9H c 2 F B (P )g fH c2B 2 C j 9H c2B 1 ; : : : ; B n 2 F B (P ); B = B i ; 1 i ng P cpt (P ) = P c (P ): Theorem 99 Let P 1 ; P 2 be programs. Then the following statements hold 1: P pt (P 1 ) pt P 1 ; 2: If P pt (P 1 ) = P pt (P 2 ) then P 1 pt P 2 3: P cpt (P 1 ) cpt P 1 ; 4: If P cpt (P 1 ) = P cpt (P 2 ) then P 1 cpt P 2 :
9 Conclusions
In this paper we have formalized a framework for de ning several semantics for CLP programs. In particular, we have de ned an operational semantics O 3 and an equivalent xpoint semantics F 3 which models answer constraints in a fully abstract way. This is not the case for the semantics F 1 and O 2 previously de ned for CLP 29], since they were correct only wrt a notion of observable di erent from answer constraints. We have given a notion of -model based on the standard notion of truth which allows us to show that all our (non compositional semantics) are -models. Finally we have de ned a semantics F , which models answer constraints and is compositional wrt the union of programs. Suitable abstractions of F allow to obtain a fully abstract semantics P for partial answers and a correct semantics P pt for call patterns. The following points summarize the properties of our constructions.
We have equivalent operational and xpoint formalizations of all the semantics. The non compositional semantics de ne di erent -models which capture different operational properties. However they characterize exactly the same sets of true formulas.
Each D-model has a corresponding -model which gives the same information.
There exists the least -model (according to a suitable order) which is the same as the standard least D-model and is equivalent to the ground success set F 1 .
The answer constraint semantics F 3 is a non-minimal -model. In general, minimal models are adequate from a logical point of view, but some richer models are needed to model observable behaviors.
The compositional semantics F is obtained by a natural extension of F 1 by using a semantic domain based on clauses. F is a kind of \collecting" semantics from which one can obtain, by suitable abstractions, information on non-standard observables (such as partial answers and call patterns. We have shown the algebraic formulation of the semantics. Equivalent logical de nitions can be obtained by using the notion of corresponding theory. In particular, logical versions of the operational semantics O 2 and of the xpoint semantics F 3 were de ned in 29] by using a theory T corresponding to D and a \hybrid" approach: at each step of the evaluation a part of the constraint can be solved by applying a (most general) T -satis er. We refer to 19] for the proof of the equivalence between the algebraic and the logical (\hybrid") versions of all the previously considered semantics. All our results, apart from proposition 33 and theorems 43,58, can be extended to the constraint language de ned in 27], where the solution compactness property is not required. Our framework for the semantics of constraint logic program can be used for some applications that we brie y discuss below. Program analysis.
The answer constraint semantics F 3 can be used to develop semantics based tools for the analysis of CLP programs. Abstract interpretation of CLP programs has been considered in a denotational semantics framework in 38], while by using suitable abstract versions of the immediate consequence operators T 3 P we can generalize the bottom-up approach in 3]. The compositional semantics in 7] has been used in 10] to develop a modular analysis for pure logic programs. Analogously, our F semantics and its operator T P can be taken as the basis to de ne a framework for the compositional abstract interpretation of CLP programs, thus providing the same bene ts discussed in 10] in terms of complexity and reusability of the analysis. It is worth noting that in many applications based on abstract interpretation the set of (possibly abstract) values for variables is nite. In such a case, by a slight modi cation of the de nition of F (analogous to that one in 20] for pure logic programs), we can obtain a semantics which is compositional (wrt ) and nite, thus satisfying the termination properties required for the analysis.
(Abstractions of) the partial answer semantics P can be used to analyze programs in order to optimize programs executions. For example, partial answers can be used to detect \independence" of CLP goals ( 25] ), thus providing the conditions for optimizations based on AND-parallelism and intelligent backtracking. Using our constructions, abstract interpretation can be reduced to a purely algebraic operation on the particular structure D on which the computation is performed. In order to perform the abstraction process, we need a suitable notion of D-abstract solution (instead of D-solution), while the derivation mechanism remains the same of the concrete one. Depending on the kind of constraints we are considering and on the kind of analysis to be performed, the notion of D-abstract solution has to satisfy the usual properties of correctness.
The complete separation between the derivation mechanism and the (abstract) D-solution computation makes the formalism more elegant and make easier to verify the algebraic properties which guarantee the correctness. Transformations.
The answer constraint semantics and its compositional version can be taken as the reference semantics to be preserved by transformation systems. A Fold/Unfold transformation for CLP, based on the system de ned by Tamaki and Sato for pure logic programs ( 40] ), has been de ned in 13] and has been proved correct wrt F (and hence wrt F 3 ). Since the system preserves the compositional semantics, it can be used for the modular transformation of programs. Update speci cations.
In the context of languages for deductive databases, updates are important programming facilities (similar to assert and retract of PROLOG A Appendix: proofs
In this appendix we rst prove one basic (strong) lifting lemma for CLP (lemma 102):
the resultants (i.e. the answer constraints together with a resolvent) for a goal G can be obtained from the resultants of the \non-constrained" versions of the atoms in G, and vice versa. Such a lemma was used the prove the correctness and full abstraction of the F 3 (P ) semantics (lemma 27 and corollary 29). Using lemma 102 we will then prove the compositionality of the F (P ) semantics (theorem 75) and lemma 95, which was used to show the correctness and full abstraction of the partial answer semantics. We rst need two simple results.
Lemma 100 Since the converse holds by symmetry, this completes the proof.
The following lemma shows that we can obtain from a derivation D an equivalent derivation D 0 by adding some derivation steps where some atoms are rewritten by using clauses in Id . We assume that atoms are superscripted by an index which denotes their level in the derivation (0 for the goal, 1 for the rst resolvent etc.).
Lemma 101 Let P be a program, G 0 be a goal and be a set of predicate symbols.
Assume thatỸ = V ar(G 0 ) and P = P Id . If there exists a derivation D : G 0 P ; c2B n with Pred(B n )
, 
is D-solvable (as before, p i (l i ) is the head of the rst clause used for any derivation). By the same argument of the ) case, there exist n derivations of length h i Finally we prove the lemma needed for the correctness and full abstraction of the partial answer semantics.
Lemma 95 Let P be a program, G : c 0 2p 1 (t 1 ); : : : ; p n (t n ) be a goal and let Y = V ar(G). Proof By lemma 101, P and P = P Id B have the same partial answers (up to ' equivalence). Therefore in the following we will assume that P contains Id B .
Let us assumeỸ = V ar(G) where G = c 0 2p 1 (t 1 ); : : : ; p n (t n ). By lemma 102, if there exists a derivation 
