Abstract: Localisation is a vital problem in a multitude of research fields, such as navigation, tracking, sensor networks and so on. In previous work, the problem is considered in the plane or in three-dimensional space. This work deals with the problem of distance-based localisation on the surface of the earth when the points lie in a two-dimensional manifold. The challenge lies with finding an appropriate technique to cope with noisy measurements when the conventional formulation for a planar model cannot be used. To this end, we adopt a tool recently applied to the planar model, the Cayley-Menger matrix. Simulation results show that the proposed method is effective and robust to noise. We also quantify the effect of a planar approximation.
Introduction
Target tracking and navigation have valuable applications in defence, and for any type of target tracking and navigation, target localisation is critical (Danchik, 1988; Healey et al., 1995; Poisel, 2005; Sabour et al., 2008; Tai and Bo, 2009 ). The goal of localisation is to find the location of a target based on a number of measurements from sensors at known locations. The target can be an unmanned aerial vehicle (UAV), a robot, and even some sort of information that can be sensed. Sensors include vehicles, radar stations, or any other objects at known locations and assisting the localisation of the target. The measurements may be of different kinds, e.g., distance or time or arrival, time difference of arrival (TDOA), angle of arrival and so on. We consider here the use of distance measurements. Our interest will be localisation on the earth without GPS, with long distances involved. The interesting problems are those where there is noise contaminating the distance measurements. To avoid ambiguities, three or more measurements are needed, and then the question arises of how to allow for the presence of noise in those measurements.
For conventional localisation problems in two-and three-dimensional space, a recent paper (Cao et al., 2006) has shown that an entity formed from the distances between the sensors and the distances between the sensors and the target, termed the Cayley-Menger determinant (CMD), can be used to formulate certain geometric relations among these distances in the noiseless case. This fact can be exploited in the noisy case, so that, as illustrated in Cao et al. (2006) , the effect of errors in noisy distance measurements can be reduced, thereby obtaining a better estimate of the target position compared to other approaches to using the noisy distance measurements, see e.g., Niculescu and Nath (2003) , Savvides et al. (2003) , Savarese et al. (2002) , Terwilliger et al. (2004) and Sayed and Tarighat (2005) .
However, if observations are made over sufficiently large distances, the surface of the earth cannot be assumed to be flat and the problem accordingly becomes localisation on the sphere (earth); as a result, the CMD approach to localisation with noisy distance measurements cannot be used without some modification. Localisation on the sphere, which has been dealt with in practical applications (Lindsay, 2006; LORAN-C General Information, 1957; Infrasonics Program, 2003; World Wide Lightning Location Network, 2002) , often assumes that distance measurements are great circle distances rather than Euclidean distances. For example, in the electronic navigation system LORAN-C used by ships (LORAN-C General Information, 1957) , the RF signals transmitted from chains of shore stations at known locations to ships are surface waves propagating on a carrier frequency of 100 KHz out to distances of thousands of kilometres from shore, and closely conform to the earth's curvature; hence, distance measurements are assumed to be great circle distances in a relevant study (Schmidt, 1972) . Another example comes from the detection of anomalous HF signals by the Jindalee over-the horizon-radar (OTHR) network. In conjunction with the OTHR a small and widely spaced network of cheap, broadband receivers and spectrum analysers were deployed to localise the anomalous HF signals by cross-correlating these signals to compute TDOA (Lindsay, 2006) . As these signals had travelled in a series of hops within the narrow (relative to the earth's radius) wave guide bounded by the ionosphere and the earth's surface and the distance measurements were a significant fraction of the earth's circumference they could be approximated as great circle distances (Newsam, 2006) .
In general, localising a target in three-dimensional space requires distance measurements from this target to at least four non-coplanar sensors. In this work, we shall attempt to examine the following problem: "given three sensors and one target on the surface of a sphere, is it possible to localise the target with noisy distance measurements using the CMD method; if so, what kind of performance can we obtain compared to other methods?".
For the purpose of analysis and reducing complexity in this paper, we make the overall assumption that "the earth is a perfect sphere and all sensors and target lie on the surface of the sphere. We comment briefly near the end of the paper on ways by which one could allow for the ellipsoidal shape of the earth".
The paper is organised as follows. In Section 2, we provide some background information. We state the definition of the CMD in three-dimensional space. In Section 3, we look at how it is possible to formulate a CMD on a sphere with three sensors and one target in the noiseless measurement case as well as in the noisy case. In Section 4, we show how the errors in noisy measurements can be estimated and subsequently reduced by solving an optimisation problem; then we gives the algorithm to locate the coordinates of an unknown point on the surface of the sphere, using noisy or noiseless distance measurements. In Section 5, we investigate the localisation problems under a planar assumption, to identify circumstances where a planar approximation will not produce a large error. The paper ends with concluding remarks and directions for future work in Section 6.
Background concepts
The basic problem of distance-based target localisation can be formally defined below: given a set of sensors at known positions, and a set of distance measurements from these sensors to the single unknown target, determine the position of the target. The problem could have many variations: for example, when multiple targets are present, when measurements are noisy, when the sensor positions are noisy (see e.g., Yu, 2007) , etc.
Localisation on the plane using distance measurements
The localisation problem on the plane is simple. In the noiseless case, with two sensors, one can determine the position of a target up to binary ambiguity, and with one extra sensor, uniquely (provided that these sensors are not collinear). When the measurements are noiseless, a conventional multilateration (trilateration in this case) method will solve the problem. One can imagine drawing circles centred at each sensor with radii equal to the associated distance measurement, and determining a common point of intersection. In the absence of sensor collinearity, there is a single such point, being the target position.
In the noisy measurement situation, an additional step has to be performed to compensate the effect of noise. Various approaches have been proposed in Cao et al. (2006) , Niculescu and Nath (2003) , Savvides et al. (2003) , Savarese et al. (2002) , Terwilliger et al. (2004) and Sayed and Tarighat (2005) . Cao et al. (2006) explored an approach based on using an underlying geometric relationship, expressed using the Cayley-Menger matrix, to formulate a optimisation problem to estimate the noises contained in each of the three sensor to target distance measurements. The proposed method is effective for small noise and when the sensors and/or target are not collinear or close to being collinear. It appeals to an underlying geometric constraint on the true distances. It significantly out-performs methods based on linear calculations, see e.g., Sayed and Tarighat (2005) .
In two dimensions, more than three sensors can of course be used. The method of Cao et al. (2006) deals with this. In three dimensions, a minimum of four sensors is required. This is not hard to see, since it is a straightforward generalisation of the two-dimensional case.
The CMD
The Cayley-Menger matrix of n-points in an m-dimensional space is defined as per (Blumenthal and Gillam, 1943) Theorem 2.1: (Blumenthal and Gillam, 1943) Consider an n-tuple of points p 0 ,…,p n -1 in m-dimensional space. If n ≥ m + 2 then the (n + 1) × (n + 1) Cayley-Menger matrix M(p 0 ,…,p n -1 ) has rank m + 2. Given five points in three-dimensional space, this theorem is equivalent to requiring a single relationship among the distances, namely, that the determinant of the matrix M of (1) is zero:
In the next section, we shall attempt to develop a variant of the concept to use on the sphere. The two-dimensional case has already been discussed in Cao et al. (2006) .
Formulation of Cayley-Menger constraint on a sphere

Localisation on a sphere with great circle distances
Given two sensors on a sphere, and noiseless great circle distances to an emitter or target, the target evidently can only be localised with binary ambiguity. On the other hand, measurements from three or more sensors will in general resolve the ambiguity, provided that the sensors are not all located on a common great circle, i.e., they are not coplanar with the centre of the sphere. In the noisy case, similar remarks will apply as for the case of localisation in the plane, and it is clear that one needs a way of handling the noise. Our approach will be first to introduce a Cayley-Menger matrix and determinant appropriate for the sphere, with an analogue of Theorem 2.1 applying to noiseless measurements. Then we will show how to handle the presence of noise. Consider three sensor nodes 1, 2 and 3, with known positions p 1 , p 2 , p 3 and a further node 0, the target, with unknown position p 0 . All these four points lie on the surface of the sphere. Sensor to target distances on the surface of the sphere in general are given as great circle distances, see Schmidt (1972) and Newsam (2006) .
Since a CMD involves the Euclidean distances, it is therefore essential to convert each great circle distance into its corresponding Euclidean distance, or the distance along the chord formed by the pair of end points. Assuming points on the surface of the sphere are represented by vectors with the sphere centre at the origin, the great circle distance between two points a and b with position vectors a, b in three-dimensional Euclidean coordinates is obtainable via the following equations (M'Clelland and Preston, 1907) :
Here, <a, b> is the dot product of the position vectors of the two points, r is the radius of the sphere, θ is the angle subtended at the origin, and , 
To handle the noisy measurement problem, our first goal is to derive an analogue of a Cayley-Menger determinantal condition, which applies for true distances. However, as noted previously, we would apparently need five points in three-dimensional space to do this. An additional point on the surface of the sphere would resolve the problem, but in practical situations, it would increase the cost of localisation. Adding a ground beacon involves large amounts of infrastructure cost as well as maintenance of the beacons, which does not make sense, if it is just to apply the CMD method. We limit our solution to one with only three sensors and propose the following novel result which is a corollary of Theorem 2.1, simple in retrospect, but perhaps not so obvious until it has been stated:
Corollary 3.1: Let p 0 , p 1 , p 2 , and p 3 be four points on the surface of a sphere of radius r, and suppose that d ij denotes the (exact) Euclidean distance between points p i and p j . Then with the definition of the spherical Cayley-Menger matrix (SCM) as   2  2  2  2  01  02  03  2  2  2  2  01  12  13  2  2  2  2  02  12  23  2  2  2  2  03  13  23  2  2 
there holds det( ) 0 SCM = With the four points p 0 , p 1 , p 2 , p 3 , associate a fifth point p 4 , which is the centre of the sphere. The Euclidean distance from this fifth point to each of the first four points is r. Therefore, we can form the Cayley-Menger matrix associated with these five points, and it is (5), and because all five points lie in three-dimensional space, the determinant is zero by Theorem 2.1.
Remark 3.1:
The problem identified prior to the theorem statement of finding a fifth point is bypassed, by not requiring the fifth point to lie on the surface of the sphere. Choosing it at the sphere centre gives us the relevant distances, including that from the fifth point to the target, whose position though unknown is known to be on the surface of the sphere. We comment in the final section on what might be done when the sphere is replaced by an ellipsoid.
Remark 3.2:
One should make the distinction between this definition of SCM, as a special case of a three-dimensional CM when four points are co-spherical and one point is the centre of that sphere, with another special CM matrix given in Michelucci and Foufou (2004) for the case when all the five points are co-spherical.
Remark 3.3:
It can be easily verified that the determinant of SCM becomes the determinant of a CM matrix for a problem in which p 0 , p 1 , p 2 and p 3 are coplanar when r goes to infinity, i.e., ideas of Cao et al. (2006) are recovered.
Noisy case: SCM
Let d ij denote the accurate Euclidean distance between nodes i and j with i, j ∈ {0, 1, 2, 3}, i ≠ j. Suppose 0 corresponds to the target, and nodes 1, 2 and 3 to the sensors. If the great circle distance measurements from sensor to target, denoted by 0 , d to the noisy values according to
for i ∈ {1, 2, 3}. We shall now utilise (6) in conjunction with the geometric constraint condition associated with the SCM.
d in SCM yields a form for the SCM in which noisy measurement values explicitly appear, as the three unknowns ε 1 , ε 2 , ε 3 . Call this form of the matrix SCM*, to emphasise the dependence on the ε i . By evaluating the determinant of the matrix SCM* and setting it to zero, we will then arrive at an equation which will provide a relationship among the errors ε 1 , ε 2 , ε 3 and it is a relationship which includes the measured data. Whatever the errors are, they must satisfy this relationship. The proof of the theorem is largely parallel to that of Theorem 3 of Cao et al. (2006) ; however, an important non-coplanarity property has to be argued here.
Theorem 3.4: Let p 0 , p 1 , p 2 and p 3 four points on the surface of a sphere of radius r, suppose p 1 , p 2 , p 3 are not coplanar with the centre of the sphere, let d 0i and 0i d denotes the exact and noisy Euclidean distances between points p 0 and p i , and let ε i denote the associated error between the squares as in (6). Then the errors ε i , i ∈ {1, 2, 3} satisfy a single algebraic equality which is quadratic though not homogeneous in the ε i 's, i.e., for some A, b and c, there holds
where [ ]
and where A, b, c depend on known data and are given in the proof below.
Denote the new matrix as : SCM 2  2  2  2  01  1  02  2  03  3  2  2  2  2  01  1  12  13  2  2  2  2  02  2  12  23  2  2  2  2  03  3  13  23  2  2 
Then the determinantal equation yields 
Observe that Z 22 is actually the standard Cayley-Menger matrix associated with the three sensors p 1 , p 2 , p 3 (lying on the surface of the sphere) and the centre of the sphere. Since these four points are not co-planar by hypothesis, det(Z 22 ) is non-zero by a converse of Theorem 2.1, see Michelucci and Foufou (2004) . This ensures that Remark 3.5: In the event that four or more sensors, or multiple measurements from the same set of three sensors, are available with noisy measurements to the target, one such constraint equation can be found for each selection of three. With N sensors, only N -2 of these constraint equations are independent. One could consider constraint equations using {1, 2, 3}, {1, 2, 4},…,{1, 2, N} for example.
Remark 3.6: The condition that p 1 , p 2 and p 3 be coplanar with the centre of the sphere is indeed essential for unique localisation, irrespective of the algorithms used. If the four points were coplanar, there would be two positions for p 0 , on each side of the plane, consistent with the distance constraints.
Localisation on the sphere
Determining target location
This subsection explains how to estimate the position of a target from the sensors' positions and the great circle distances from each sensor to the target. Note we have assumed that the sensor positions are accurate and the great circle distance measurements may be noisy.
Consider temporarily the case when the great circle distances are noiseless, i.e., 0i d are used. We can write down the following four equations: 
The set (10) to (13) provides four equations for three unknowns. In the noiseless case, there will exist a unique solution to the equations. Now, suppose that the great circle distances are noisy. If we simply insert the noisy distances 0i d into the equations above, there will in general no longer be any solution to the equations, because they are an overdetermined set.
Let us now indicate an algorithm for obtaining a solution to the equations in the noiseless case, which has the property that if noisy measurements replace noiseless ones in the algorithm, the algorithm can still be executed and it will yield a target position estimate (though not of course one which satisfies (10) through (13) simultaneously, which will be impossible). In the next subsection, we will indicate an improvement to the algorithm for the noisy case.
The algorithm is motivated by what has been suggested for planar localisation with three noisy distance measurements (Sayed and Tarighat, 2005) : 1 taking the cosine of both sides of equations (10) and subtracting the transformed (10) from the transformed (12), we can obtain (14) 2 similarly, we can obtain (15) from (11) and (12) 3 these two equations are then combined with (13) and the resulting three equations are solved for the three unknowns. In the noiseless case, the above method must deliver a correct answer for p 0 due to geometric consistency. This motivates us to utilise the same consistency requirement embedded in the Cayley-Menger determinantal condition to handle the noisy measurements: "one replaces the direct measured noisy great circle distances by a set of estimated great circle distances that have geometric consistency (which is enforced by the use of a CMD constraint) to obtain a target estimate". We can use the optimisation method outlined in the next subsection to obtain estimated great circle distances.
Optimisation and error reduction
In this subsection, we will see how the errors in the noisy measurements can be estimated, subsequently leading to estimates of the Euclidean distances between the sensors and the target, which are consistent with the geometrical constraint embodied in the CMD being zero. The estimates then allow estimation of the target position. The analysis is analogous to that in Cao et al. (2006) . Let ε i as defined in (6) be the error in the estimated squared distances between the target and sensor i. We aim to minimise: 2 2 2 1 2 3
to the quadratic equality constraint (7). This is actually a reasonably standard problem of numerical analysis. If there happen to be more constraints, on account of having more sensors, the problem is less standard, but nevertheless well posed. For the single constraint case and using the Lagrangian multiplier method, we obtain the following objective function H: 2  2  1 2 3 1  1  2  3  1 2 3 , , , , ,
where f(ε 1 , ε 2 , ε 3 ) has the quadratic form (7).
By differentiating the objective function H with respect to ε 1 , ε 2 , ε 3 , and λ, and setting the result to zero we can obtain four equations. One of these is (7).
On solving these four equations numerically, we will, often, end up with multiple solutions, with some sometimes being complex numbers. Hence, we need to eliminate any complex solution or non-optimal real stationary point solution, i.e., solutions corresponding to other than the global minimum. The global minimum must be one of the solutions. The solution for the least squares problem is then the set of ε i 's which satisfy the condition set out below:
( ) As we now have the values for ε 1 , ε 2 , ε 3 , we then obtain the estimated Euclidean distances and subsequently convert them into the estimated great circle distance for each of the sensor to target pairs. The Euclidean distances are consistent with the Cayley-Menger condition, in that if substituted into the determinant, will result in the determinant being zero. This also enforces the geometric consistency of estimated great circle distances, i.e., the four equations (10) to (13) will now have a solution.
In effect, in this subsection we have almost described how to compute a maximum likelihood estimate of the target. We have done this by computing a maximum likelihood estimate of the errors associated with the squares of the Euclidean distances between the sensors and the target which is consistent with the inherent geometrical constraint that links these errors. The entire derivation is very reminiscent of the two-dimensional result of Cao et al. (2006) . The argument that Z 22 is non-singular is peculiar to this problem.
Computational examples
In this subsection, we will give two related computational examples to demonstrate the steps introduced in the previous sections. In the first example, we directly use the noiseless great circle distances from each sensor to the target. While in the second case (noisy), we introduce errors into the great circle distance measurements.
We first describe the setup of both examples, which deal with the same geometric arrangement of sensors and target • radius of sphere in the two cases is set to unity This indicates that the Euclidean distances are consistent with the set of points (p 0 , p 1 , p 2 , p 3 , p 4 ) in three-dimensional space and hence there is no correction needed. As independent verification of this, we note that solutions for the errors obtained from MATLAB simulation using the algorithm in Subsection 4.2 are as follows: By evaluating the determinant of the matrix SCM*, we obtain one quadratic equality constraint, defined by (7). Subsequently, we followed the procedures as mentioned in Subsection 4.2 and obtained the following solution to the constrained least squares problem: 1.235 10 , 7.886 10 , 4.216 10 .
Following the method in Subsection 4.1, we can solve for the optimised target estimate and we obtain the position [0.3973, 0.7099, 0.5816] .
For a direct comparison with a non-optimised estimate, the noisy great circle distance measurements 01 02 , d d and 03 d are used directly in (10) to (13) and we obtain a target estimate at position [0.4804, 0.6713, 0.5643] whose error is clearly substantial.
As depicted in Figure 1 , for this example which is reasonably generic, the CMD method of estimating errors results in a better estimation of the unknown target location on the surface of the sphere as compared to just using the noisy measurements for localisation without utilising the geometric constraints.
Localisation under a planar assumption
As we have mentioned in Section 2, if distances between the nodes including sensors and a target are small, the surface of the earth involving these nodes is almost flat so that the two-dimensional CMD method will work approximatively under a planar assumption. However, besides errors from noisy measurements, new errors are induced due to the planar approximation arising from the planar assumption. With the scale of the distances rising, the errors from the planar approximation will increase and eventually become unacceptable. Therein, the planar assumption does not hold and we can apply the spherical CMD method instead of the two-dimensional CMD method. In this section, we shall investigate the circumstances where the two-dimensional CMD method can be employed under a planar assumption. Figure 2 illustrates the target localisation problem solved by both the two-dimensional CMD method and the spherical CMD method: Recall that the spherical localisation procedure cannot be applied if the three sensors are on a common great circle. Therefore, we impose the practical restriction that they cannot lie in a plane that is closer than αr to the centre of the sphere, i.e., 
Problem model
and acceptable values for α will be indicated below.
As depicted in Figure 3 , with the least internal angle ∠p 2 p 1 p 3 of the triangle formed by the three sensors goes to 0, ∠p 2 O p p 3 goes to 0 at the same time and points p 2 and p 3 tend to overlap; consequently, the three sensors tend to be collinear, with the result that the 2-dimensional localisation procedure does not work. 
and again, acceptable values for β will be indicated below. and r p simultaneously approach 0, it is possible for the least internal angle to be still larger than β while h approaches r (certainly larger than αr), but the three sensors gradually concentrate at one point, which results in both collinearity and coplanarity of the three sensors and the centre of the sphere. To avoid the exceptional case, we restrict the minimal inter-sensor distance 
which can be easily fulfilled. For instance, ρ = 0.001 km is reasonable in a real system but sufficient for the constraint. Essentially, both α and β are determined by the geometric layout of three sensors involved in a localisation problem, and together with ρ describe how close the localisation problem is to the unacceptable situations, i.e., the three sensors being collinear and the three sensors being coplanar with the centre of the sphere. Both of them are suggested by the simulation evidence of Section 5.3 as being separately necessary lower bounds.
The error from a planar approximation
Measuring the difference between localisation results for one target with and without a planar assumption, namely the Euclidean distance between the two position estimates # , cases according to the position of 
As in Huang et al. (2008) , the notation O(⋅) is used to describe orders of magnitude of some quantities. Suppose in particular that f is a function of variable x. For some interval I of R, typically including 0 or ∞, f = O(x) means for some constant k, there holds |f| ≤ k|x| for all x in I. We can also extend the definition to treat powers of x. In Huang et al. (2008), we obtain orders of magnitude of sub-errors as follows:
which show that e r is roughly proportional to d and the power in the order of e a is cubic rather than linear. Since there is always a possibility of compensating for e r through a projection operation, we are more concerned with e a .
Simulations
The above conclusions express errors in terms of orders of magnitude of certain quantities. In this section, we provide simulation evidence for the analytical results which also allows us to make more precise statements about the levels of error. These simulations treat a large number of different localisation problems involving three sensors and one target, with MATLAB used to determine localisation solutions. In all instances, the same problem is solved by using both the two-dimensional and spherical CMD methods. Further details of the simulations are as follows:
• r is assigned to be 6,371.3 km, which is the average radius of the earth
• the position of every node, namely three sensors and one target in each instance, is random, being obtained by generating three spherical coordinates, a constant radial distance r, a random zenith angle and a random azimuthal angle (if the values of parameters d, α, β and ρ are required to fulfil certain constraints, the positions are regenerated until the constraints are fulfilled)
• errors in distance measurements are independent and with different noise levels, see below.
At first, we conduct simulations with zero noise to probe the effects of α and β on the error and plot the sub-errors e a and e r in Figure 4 . As can be seen from Figure 4 Secondly, we simulate the same localisation problems for zero noise and two different noise levels: 10% and 30% (x% means that the percentage of the distance measurement error is uniformly distributed within -x% and x%) and the parameters α, β, and ρ are assigned to be 0.995, 0.1 and 0.001 km respectively. The resultant sub-errors e a and e r are plotted in Figure 5 . The overall growing trends of both sub-errors are still near the solid curves corresponding to Table 1 lists some values of these upper bounds of e a . Since we are more concerned with e a , the data in Table 1 give us great confidence in applying the planar approximation due to their small magnitude. Whether a planar approximation is acceptable is decided by multiple factors, including accuracy requirements on estimated positions, noise levels of distance measurements and the characteristics of the localisation problems described by parameters, such as d, α, β, and ρ. Given certain parameters, we can predict the upper bounds on both sub-errors e a and e r , compare the upper bounds with the accuracy requirements on position estimates and uncertainties in distance measurements, and then decide whether the planar approximation is acceptable. For example, provided that in a sensor network the parameters α, β, and ρ are the same as we have assigned in simulations corresponding to Figure 5 and the noise level is 10%, e a will be trivial (less than 0.69%) as long as d is less than 1,000 km. Otherwise, if sensors are equipped with exact distance measuring devices and accordingly high accuracies on positions are required, or an extremely small value of one parameter is admitted, we should be more cautious in accepting the planar approximation.
Concluding remarks
In this paper, we have dealt with the problem of localisation on earth using distance measurements, when the planar assumption becomes invalid. We use the geometrical constraints for compensation of the effect of noisy measurements, by formulation of a SCM. Although three-dimensional ideas are being used (for which normally four sensors would be expected), localisation can be achieved with but three sensors, as for the case of planar localisation. This simple yet effective idea is verified using simulation examples.
The numerical range of validity of a planar assumption for practical problems of localisation on the earth's surface is also studied. Clearly for small enough distances, a planar approximation will be satisfactory. A number of issues remain to be addressed. The SCM is expressed using Euclidean distances for simplicity and following convention. An expression using great circle distances (and trigonometric functions) is an easy extension. A different variation is obtained by adding altitude measures into the formulation; the problem can be easily extended to the case when the sensors and the target are at different heights, though some a priori estimate of target height would be required, to be able to record a Euclidean distance from the centre of the earth. Note that ellipsoidal models are in fact available for certain large areas of the earth, e.g., of the size of Australia; one could imagine an iterative localisation scheme, in which a height value was assumed based on the current position estimate, and then a new position estimate would be obtained.
A projection method might be used to localise points on sphere. Sensor to target distance measurements could be projected onto the plane formed by the three sensors, and then a planar model can be used. However, the complexity and the effectiveness of this approach are yet to be determined.
