Since its first use by Euler on the seven bridges of Königsberg problem, graph theory has shown excellent abilities in solving and unveiling the properties of multiple discrete optimization problems. With the shift from analog to digital processing, various design and optimization problems in communications and signal processing systems become discrete in nature. The study of the structure of these discrete programs reveals equivalence with graph theory problems, which makes a large body of the literature readily available for solving and characterizing the complexity of these problems. This tutorial presents a framework for utilizing a particular graph theory problem, known as the clique problem, for solving communications and signal processing problems. In particular, the first part of the tutorial recalls the basic concepts of graph theory, formulates the clique problem and its variants, and suggests optimal and heuristic solutions to solve the problem. Afterwards, the paper provides deterministic and randomized solvers which are particularly interesting for problems in which the construction of the graph is either not feasible or excessively complicated. The tutorial finally presents applications of the clique problem variants to examples in communications and signal processing, mainly the maximum clique problem in machine learning, the maximum weight clique problem in network coding, and the k-clique problem in userscheduling.
I. INTRODUCTION
The recorded history of graph theory dates back to the 1700's when the Swiss mathematician Leonhard Euler learned about the intriguing problem of the seven bridges of Königsberg. The city of Königsberg in Prussia, nowadays Kaliningrad in Russia, is composed of two mainland portions across the Pregolya river and includes two large islands. These four parts of the city were connected to each other with seven bridges as shown in Figure 1 [1] . The city's residents noticed that it is not possible to cross each bridge exactly once irrespectively from the starting point. This fact has been mathematically proven by Euler and presented to the Petersburg Academy on August 26, 1735 [2] . The solution required an innovative level of abstraction, later named by James Joseph Sylvester in its 1878 Nature paper as "graph" [3] . While most of Königsberg's bridges have been demolished since Euler's time, the resulting theory and techniques continued to flourish with applications increasing both in number and in scope. The early applications of graph theory resided in recreational mathematics and solving puzzles. However, Euler's graph theoretical result on the relationship between the number of vertices, edges, and faces initiated the field of mathematics known nowadays as topology. A decade later, graph theory started to blossom with DeMorgan's conjecture on the four colors problem in 1852. Despite the fact that the problem is easily formulated with graph theoretical tools, it remained unsolved for more than a dozen decades. The first textbook on graph theory [4] appeared in 1936, i.e., two centuries after Euler's first application of the concepts.
Graph theory has had a great impact on complexity theory. Indeed, shortly after establishing the NP-completeness of the boolean satisfiability problem [5] , Karp used the result to conclude the NP-completeness of 21 combinatorial and graph theoretical computational problems known as Karp's 21 NPcomplete problems [6] . While the list of known NP-complete problems [7] has been drastically expanded since, one can note that a significant part of this list can be easily formulated as graph theory problems, e.g., the clique, complete coloring, and cut problems.
After being considered a recreational mathematics tool, graph theory engaged more and more mathematicians over the centuries. To cite a single example, Paul Erdös, one of the most prolific mathematicians of recent history, based a large part of his research on graph theory and discrete mathematics. Recent advances in graph theory make it spread over several fields, e.g., probability through the study of random graphs, and computer science via the investigation of trees and related structures. Figure 2 shows an artificial intelligence related Fig. 2 . Fruit classification algorithm using multiple characteristics such as color, size, shape, and taste. The algorithm is expressed as a decision tree. elementary example of fruit classification using trees. The authors in [8] present a thorough introduction to graph theory, its concepts, and algorithms. Algorithms for several other graph theory problems, e.g., path searching, tree counting, planarity, can be found in the following reference [9] . The textbooks by Bollobás [10] and Diestel [11] provide an indepth investigation of modern graph theory tools including flows and connectivity, the coloring problem, random graphs, and trees.
Graph theory, as a part of discrete mathematics, is particularly helpful in solving discrete equations with a welldefined structure. Reference [12] provides multiple connections between graph theory problems and their combinatoric counterparts. With the shift from analog to digital processing, various design and optimization problems in communications and signal processing systems become discrete. By carefully studying the structure of these discrete problems, one can unveil their equivalence with well-investigated graph theory problems. Therefore, a large body of graph theory related literature becomes readily available for solving and characterizing the complexity of these communications and signal processing problems.
Multiple tutorials about the applications of graph theory to various problems have been proposed in the literature, e.g., [13] - [20] . In particular, while the authors in [13] provide a general introduction to graph theory with its traditional applications, reference [14] focuses on the spectral graph theory uses. Several specific applications of graph theory are available such as system recovery [15] , image segmentation [16] , bioengineering [17] , [18] , power systems [19] , and computer science [20] . Unlike the aforementioned works, this tutorial focuses on a particular problem in graph theory known as the clique problem and its applications in solving optimization and design problems in communications and signal processing. To the best of the authors' knowledge, this is the first tutorial which focuses on the clique problem, its variants, and their modern applications in communications and signal processing problems.
The first part of the manuscript provides the fundamental definitions and tools of graph theory. The maximum, maximum weight clique, and k-clique problems are defined and formulated. The most important advantage of casting a problem, whenever possible, into a clique problem is that it can be solved very reliably and efficiently, using the diverse set of numerical solutions developed recently. Towards that end, the tutorial presents optimal and greedy solutions, and illustrates their complexity-efficiency trade-offs. Afterwards, for settings in which the construction of the graph is cumbersome, the tutorial suggests solving the problems mentioned above using generic integer program solvers. Finally, the paper illustrates the application of the clique formulation in contemporary communications and signal processing problems. In particular, the tutorial exploits the maximum clique formulation to solve a machine learning application known as the featurematching problem. The maximum weight clique problem is then utilized in a network coding setting to find the optimal file combination in a broadcast system using instantly decodable network coding. Finally, the scheduling problem in cloudenabled radio access networks is solved using a k-clique problem formulation.
The remaining of this tutorial is divided as follows. Section II introduces the graph theory tools, problems, and algorithms of interest. In Section III, the problems are cast as integer optimization problems for which deterministic and randomized solvers are proposed. The maximum clique problem is illustrated in Section IV by solving a feature matching problem for computer vision. An application of the maximum weight clique problem for network coding is given in Section V. Finally, before concluding in Section VII, Section VI uses the k-clique problem to solve a scheduling problem in cloud-enabled networks.
II. GRAPH THEORY TECHNIQUES AND ALGORITHMS
This section introduces the general theory of graphs, their tools, problems, and algorithms. In particular, the first part focuses on the definitions and notations in graph theory. Afterwards, the clique problem and its variants are formulated. Finally, the third and fourth subsections illustrate the complexity of optimal and heuristic solutions to the clique problem, respectively.
A. Basic Definitions and Notations
A graph G(V, E) is a collection of two finite sets V and E. The set V is called the set of vertices of the graph. A vertex v ∈ V, also denoted by a node of the graph, can be weighted or unweighted. The study of the impact of the weights on a graph is delayed to the next subsection. The cardinality of V, denoted by |V|, represents the total number of vertices, i.e., the size of the graph. The set of edges E represents the ensemble of connections between the pairs of vertices. Such set can contain either ordered or non-ordered pairs of vertices. In the former case, the edges are said to be oriented, and the resulting graph is said to be directed. The study of directed graphs is crucial only for applications in which the direction of the flow matters, e.g., causal structures, which falls outside the scope of the current tutorial. Throughout the rest of this tutorial, therefore, graphs are assumed to be undirected.
Graphs can be naturally expressed by a visual representation. In such illustration, the vertices are usually denoted by circles and the edges by lines (or arrows in the case of a directed graph). The meanings of each vertex v ∈ V and each edge e ∈ E depend on the context. For example, Figure 3 represents Euler's seven bridges of Königsberg graph. In this context, each vertex represents a landmass, including the islands, and each edge translates the existence of a bridge between the landmasses. One can see that crossing all seven bridges turns to finding a path, known as a Eulerian path, which goes through all edges exactly once.
It is worth mentioning that the definition of graphs given herein can be extended in multiple directions. In addition to the undirected-directed and weighted-unweighted types, various other variants of graphs exist. For example, graphs with a multi-set of edges E, i.e., the same connection can exist multiple times, are called multigraphs. These graphs are especially attractive for the study of resilience in networks. Indeed, a couple of equipment can be linked with multiple physical connections to provide extra resilience against link failures, e.g., the numerous bridges in Figure 3 . Similarly, allowing edges to connect an arbitrary number (rather than just a pair) of vertices results in a hypergraph. This type of graphs is further discussed in Section V. Finally, the study of infinite graphs, in which either V and/or E are infinite, is particularly interesting for unveiling the properties of Markov chains. Figure 4 illustrates a multigraph, a hypergraph, and an infinite graph. While the above-mentioned generalizations of graphs are interesting, their applications are generally out of the scope of the current tutorial.
In addition to the standard definition given in this section, a graph can be defined by its adjacency matrix, usually denoted by A. The adjacency matrix is an n × n 0 − 1 matrix, wherein n represents the number of vertices in the graph. The entry A ij = 1 if and only if there is a connection between the ith and the j-th vertices, and A ij = 0 otherwise. Denoting a graph by its adjacency matrix allows the use of classical linear algebra tools to analyze the properties and structure of the graph. For example, the connectivity of the graph can be attested by the strict positiveness of the second eigenvalue λ 2 > 0, known as the algebraic connectivity, of the Laplacian matrix L of the graph [21] . The Laplacian of a graph [22] is defined as L = D − A, where D is the diagonal matrix containing the degree of each node, i.e., number of its neighbors. In other words, the entry D ii is defined as D ii = n j=1 A ij . Such graph metrics are particularly interesting for applications requiring the connectivity of the graph, e.g., backhaul network planning [23] - [25] . For instance, references [26] and [27] exploit the clique formulation to solve the problem of minimizing the cost of backhaul design under connectivity, data rate, reliability, and resilence constraints. Furthermore, the approach allows transforming the graph theory problems to generic integer programs, which can be beneficial under some conditions, as shown later in Section III.
B. Maximum Clique, Maximum Weight Clique, and k-Clique Problems
Given a graph G(V, E), a clique is a subset of vertices such that each vertex in the set is adjacent to all other vertices in the set. From an adjacency matrix viewpoint, a clique is a complete subset of the matrix, i.e., a subset such that all entries are equal to 1. Cliques often unveil tangible properties of the graph. For example, assuming that nodes in the graph represent people and edges friendship relationships, then a clique is a set of individuals such that each one is a friend with all other people in the group. Indeed, the word clique is first suggested in a 1949's study of the above social network model by Luce and Perry [28] . Note that the term clique is used to refer directly to the induced subgraph.
A maximal clique in a graph is a clique that cannot be extended by including one more adjacent vertices without compromising the connectivity property of the clique. In other words, a maximal clique is not a subset of a larger clique. Similarly, the maximum clique is the maximal clique with the highest number of vertices. As the tutorial shows in the upcoming sections, the maximum clique plays a major role in 
communications and signal processing applications. Indeed, one can readily see that the maximum clique is arguably one of the most intuitive approaches for clustering. The concept of cliques naturally brings the notions of intersection number, i.e., the smallest number of cliques that cover the graph, and the cover number, i.e., the minimum number of cliques whose union covers the graph. These notions are only defined herein and are recalled in the tutorial when needed.
As stated in the last subsection, graphs can be weighted or unweighted. Weighted graphs can be further divided into two categories, viz., edges and vertices weighted graphs. As the name suggests, edges weighted graphs are graphs in which each edge has a weight. Applications of such graphs include the notorious shortest path problem in which one wishes the find the shortest path between a couple of cities that are represented by nodes in the graph, and connected through streets that are indicated by edges. The distance between cities is represented by the weight of the edge linking the corresponding nodes. The shortest path problem belongs to few graph theory problems which were assumed to be NPhard for some time, before finding a polynomial solution, e.g., the Dijkstra's algorithm [29] . On the other hand, when the vertices have weights, the graph is said to be a vertices weighted graph. This second type is more general as any edges weighted graph can be transformed into a vertices weighted graph by the introduction of intermediate nodes as shown in Figure 5 . Thanks to their universality, only vertices weighted graphs, called simply weighted graphs, are considered in the remainder of this tutorial.
The maximum clique problem in an undirected graph, on the other hand, refers to the problem of finding the maximum clique in that graph. Similarly, the maximum weight clique problem is the problem of finding the maximal 1 clique with the maximum weight. On the other hand, the k-clique problem adds the extra constraint that the size of the clique should be at least k. Therefore, the maximum weight k-clique problem is the one of finding the clique with the maximum weight and of size at least k. The next couple of subsections investigate the complexity of finding such cliques and propose optimal and efficient heuristics. In addition to the concept of cliques introduced in this section, it is worth mentioning the notion of paraclique [30] . For applications in which graphs are constructed from noisy experimental data, the concept of cliques is too restrictive. The paraclique connotation relaxes such definition of a clique to account for the noise. Given a clique, the paraclique includes all vertices with a predefined proportion of edges from the chosen core clique. This clustering approach is shown to be particularly well-adapted for biological data clustering, e.g., [31] , [32] , and falls outside the scope of this tutorial.
C. Computational Complexity and Exact Solutions
Although easy to state, the maximum clique problem, and by extension its variants, is difficult to solve. Indeed, it is listed as one of Karp's 21 NP-complete problems [6] . Furthermore, the problem is intractable and hard to approximate [7] . The above concepts in complexity theory are not further detailed in the text, and interested readers are referred to books [33] , [34] in which the authors provide a comprehensive investigation of the approximation complexity and the relationship between combinatorics and graph theory problems through multiple examples.
Due to its NP-hardness, exact solutions exhibit exponential complexity behavior. In other words, for a graph G(V, E), the complexity of the optimal solvers scales as O(α |V| ), for some parameter 1 < α ≤ 2. to check all their connections. Therefore, the total complexity of the brutal force C BF can be written as:
The maximum independent problem seeks to find the set of nodes such that no connection exists between any pair. Therefore, the maximum independent set problem can be transformed into a maximum clique problem by considering the complement of the graph, i.e., inverting all edges. Since the maximum independent set can be seen as a twin problem of the maximum clique, algorithms provided for one can be used for the other and vice versa. if size > max then 4: max ← size. 5: found ← true. i =min{j|v j ∈ U }. 14: if size + c i ≤ max then 15: return 16: end if 17:
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Multiple exact algorithms have been proposed to solve the maximum clique problem by improving the extensive complexity of the exhaustive search, e.g., see [35] - [39] . Table I summarizes the complexity of the algorithms presented in [35] - [39] . Note that the complexity is obtained by extensive simulations and averaged over a large number of graphs with different properties. Most of the above-cited algorithms are further extended to solve the maximum weight clique and the k-clique problems, e.g., the maximum weight clique search in [40] . For illustration purposes, we now describe the outline of the original algorithm which solves the maximum clique problem, also known asÖstergard algorithm, first proposed in [41] .
The algorithm proposed byÖstergard [41] relies on a branch and bound routine (see Section III). The objective of the algorithm is to find all maximal cliques and return the size of the maximum one. The graph is assumed to have n nodes. The set of nodes adjacent to v i is denoted by N (v i ). Let S i = {v i , v i+1 , · · · , v n } and define c i as the largest clique in S i . The algorithm relies on two procedures, viz., the clique routine and the main function. Given a set and a size, the clique Algorithm 2 Maximum Weight Clique Algorithm Require: Graph G(V, E) and weights w(v).
routine finds the maximum clique within that set in a recursive fashion. More specifically, the clique routine generates the set of neighbors for each node in the set, and recursively calls itself while using the updated graph of neighbors as a new argument. To obtain all the cliques in the graph, the main function iterates over all possible sets and calls the clique routine. The steps of the algorithm can be improved to avoid unnecessary computations by searching for cliques of decreasing size and returning the first maximal clique in the graph, as illustrated in Algorithm 1. Note that such simplification is not possible in the maximum weight clique problem, as cliques of big size do not necessarily produce cliques with large weight.
D. Heuristic Solutions
As stated earlier, the maximum clique problem and its variants are NP-complete problems. Their approximations are also often hard to solve [7] . In practice, however, graphs may have particular structures, e.g., sparse and irregular graphs, which makes finding the maximum clique feasible in reasonable time using advanced heuristic algorithms. Unlike the optimal algorithms whose complexity depends on the input graph due to the underlying backtracking routines, the heuristic solutions are often characterized with a fixed complexity, which is usually in polynomial time order.
Various efficient heuristic algorithms have been developed for particular structures of the graph [42] - [44] . These greedy algorithms rely on various routines to solve the problem. This section next explains the outlines of the simplest quadratic complexity greedy algorithm to find the maximum weight clique in a graph. The algorithm relies on modifying the weights of each vertex by the average weight of its neighbors. Afterwards, the vertex with the highest modified weight is selected and removed from the graph. Such procedure ensures that the selected vertex has an original high weight and is connected to multiple nodes with high weights. The graph is updated to keep only the nodes connected to the removed vertex. Therefore, the final selected set represents a clique in the graph. The steps of the algorithm are illustrated in Algorithm 2.
The complexity of Algorithm 2 is controlled by the weight modification and the vertex selection procedures. While the weight modification procedure is quadratic in the number of vertices, the vertex selection process is linear. Therefore, the overall complexity of the algorithm is quadratic in the size of the graph. Note that the concept of complexity in this section refers to the complexity of solving the clique problem and its variants. This does not include the complexity of constructing the graph. Such complexity eventually plays an important role in the overall efficiency of the algorithms proposed to solve communications and signal processing problems, as discussed in the upcoming sections.
III. AN OPTIMIZATION APPROACH FOR CLIQUE SEARCH
The clique problem and its variants have a wide range of applications in communications and signal processing. Reformulating the problem as a clique search allows the use of sophisticated algorithms to find the solution either optimally with exponential complexity, or efficiently (yet approximately) with polynomial-time complexity. The optimal algorithms, e.g.,Östergard's algorithm in Section II, are often time derived using deterministic generic integer programming solvers. A clever use of the particular structure of the problem makes it possible to reduce the complexity of the solution from 2 n to α n wherein 1 < α ≤ 2. The efficient solvers, on the other hand, can take advantage of randomized algorithms to find approximate solutions with a fixed complexity, usually counted in terms of iterations of the algorithm.
This section first formulates the clique problem and its variants as a linear integer program. Afterwards, the branch and bound algorithm, an important instance of deterministic solvers, is proposed. The algorithm is particularly interesting as it allows to solve not only integer programs optimally, but also mixed continuous and integer problems. The last part of this section proposes a randomized algorithm, known as the binary particle swarm optimization algorithm, for its universality and fixed complexity features.
A. Clique Problem as an Integer Linear Program
The maximum clique problem has various integer linear program formulations such as the edge formulation, the independent set formulation, and even a quadratically constrained global optimization problem. A survey of the different formulations of the clique problem as an integer program and its various relaxations along with the appropriate algorithms is available in [45] . Showing that a problem is equivalent to a clique problem (see Section IV, Section V, and Section VI) eventually reduces to demonstrating that its formulation matches one of the clique integer program formulations. This section focuses on the simplest formulation of the maximum clique problem, known as the edge formulation [46] .
Let G(V, E) be the graph of interest containing |V| = n nodes. The maximum clique problem can be formulated as:
where the optimization is over the binary variables x i 's. The weights ω i are set to 1 for the maximum clique problem, and to the weight of the corresponding vertex for the maximum weight clique problem. The k-clique problem can be obtained
Branch and bound for a problem with 3 discrete variables x 1 , x 2 , and x 3 . The branch for x 1 = 1 is not explored as the optimal solution is provable not in that subspace. The same goes for the branch x 1 = 0, x 2 = 0.
from the above formulation by constraining the size of the found clique to be at least k. In other words, the k-clique problem can be formulated as follows:
Problems formulations (2) and (3) show that the clique problem and its variant are linear integer programs. Therefore, generic linear integer program solvers can be used to find the solution. The next subsection describes the branch and bound algorithm, a famous deterministic generic integer program solver.
B. The Branch and Bound Algorithm
The branch and bound (BnB) algorithm is first introduced in [47] for solving discrete (i.e., integer) programs. The algorithm is popularized with its successful implementation by Little et al. [48] for solving the traveling salesman problem, a famous proven NP-hard problem. BnB relies on a systematic enumeration of candidate solutions in a similar fashion as exhaustive search. The complexity is improved over the exhaustive search by discarding parts of the search space wherein the global solution is provably absent.
Multiple variations of the BnB algorithm exist depending on the method of splitting the search space. However, all these methods rely on the same principle. Given a method to compute an upper and a lower bound on the optimal cost, the algorithm skips a branch of the search space if its lower bound is greater than the upper bound of the other branch. In fact, one can see that the optimal solution cannot lie in a branch that satisfies that inequality. From the description above, one can conclude that the performance of the BnB algorithm heavily depends on the accuracy of the upper and lower bound. For example, the lower bound can be obtained by solving a convex for all ∈ L do 4:
end for 13: end for 14: return arg min
relaxation of the problem and the upper bound by using a heuristic. For simplicity purposes, this manuscript focuses on binary optimization and splits the search space canonically by considering the possible values of each binary variable at each branch.
Let f : {0, 1} n → R be the cost function which maps each vector x = (x 1 , · · · , x n ) into a real number. Let f : L ⊆ {0, 1} n → R and f : L ⊆ {0, 1} n → R be two functions that return an upper bound and a lower bound, respectively, for any subset L of the search space. For example, f (0, 1, x 3 , · · · , x n ) returns an upper bound of the function over all binary vectors whose first and second entries are set to 0 and 1, respectively. The BnB algorithm cycles through all variables. For each x i and for each branch in the set of branches L, two new branches are generated for x i = 0, denoted by 0 , and x i = 1, denoted by 1 . The branches 0 and 1 are added to L if the solution potentially lies in these branches. In other words, branch 0 is added if f ( 0 ) ≥ f ( 1 ) and inversely for 1 . Figure 6 shows an example of BnB algorithm applied to a problem of dimension n = 3 variables. The right sub-tree is ignored as its lower bound is greater than the upper bound of the left sub-tree. The same holds for the left sub-tree generated by the left node. The steps of the algorithm are summarized in Algorithm 3.
While the presented branch and bound algorithm is a relatively handy technique for solving the clique problem, its accuracy is strongly coupled with the method chosen to compute the upper and lower bound on the optimal cost. Furthermore, in the worst-case scenario, the complexity of the branch and bound algorithm is exponential in the size of the problem. For time-sensitive applications, one may be interested in obtaining a "good" solution within a predefined execution time. Therefore, these applications require the use of fixed-complexity algorithms, e.g., the Particle Swarm Optimization algorithm presented in the next subsection.
C. Particle Swarm Optimization
The previous section details an optimal algorithm for solving integer programs. However, such optimal algorithms may be useless in situations where the computation power is limited, and/or where a result needs to be returned after a given number of iterations. This section addresses the problem by introducing a fixed complexity algorithm that returns the best solution it founds in a fixed number of iterations. The algorithm is known as Binary Particle Swarm Optimization (BPSO).
Eberhart and Kennedy introduce the Particle Swarm Optimization (PSO) as a search algorithm [49] , [50] that simulates the social behavior of animals, e.g., birds. The fundamental concept of PSO [51] is to generate L individuals in the N multi-dimensional space, called herein particles. Each of the L particles is associated with: 1) A position vector x of length N that indicates the current position of the particle. 2) A velocity vector v of length N that shows the velocity of the particle in each of the directions of the search space, i.e., it determines in which direction the position vector should evolve. Figure 7 plots a 2-dimensional representation of a couple of iterations for the binary swarm optimization algorithm. The algorithm begins by randomly assigning positions to the 3 particles shown as red dots. For each particle, a velocity vector is created and illustrated by arrows. After each iteration, the particle moves in the direction indicated by the velocity vector. The algorithm updates the position, velocity and the best position each particle already visits. The best position all the particles visit is referred to as the all-best position. The algorithm terminates after T iterations.
Let X and V be two N × L matrices representing, respectively, the position and the velocity of all the particles. The algorithm is based on the idea of exploring the N -dimensional search space by updating the positions of the L particles using their current positions indicated by X, their velocities V, the best position each particle visits, and the best position all particles visit. The process of updating the position and velocity vectors is repeated a fixed number of iterations T resulting in a fixed complexity of an order of Ω(N LT ).
Khanesar et al. [52] propose a binary version of the particle swarm optimization algorithm (BPSO). The novelty of the algorithm is to associate a couple of probability vectors with each velocity vector so as to indicate the likelihood of each bit changes of 1 to 0 and from 0 to 1, respectively. The velocity is, further, normalized using the sigmoid function that allows a bijection of the real axis, i.e., R, to the unit length segment (0, 1). The sigmoid function is defined as follows:
Let c 1 and c 2 be two parameters that are fixed at the beginning of the algorithm. Let r 1 and r 2 be two random variables that belong to the interval (0, 1) picked at each iteration. Define P ibest as the best position particle i visits so far, and P gbest as the best position visited by any particle. In order to derive the rules of updating the normalized velocity vector V , the innovative part of the velocity is computed using the best position of each particle P ibest and the best position of all particle P gbest . Such innovative velocity is captured by the variables d 1 ij,1 , d 1 ij,2 , d 0 ij,1 , d 0 ij,2 that are extracted using the following rules:
If P j ibest = 1 then d 1 ij,1 = c 1 r 1 and d 0 ij,1 = −c 1 r 1
If P j ibest = 0 then d 0 ij,1 = c 1 r 1 and d 1 ij,1 = −c 1 r 1
If P j gbest = 1 then d 1 ij,2 = c 2 r 2 and d 0 ij,2 = −c 2 r 2
If P j gbest = 0 then d 0 ij,2 = c 2 r 2 and d 1 ij,2 = −c 2 r 2 . (8) Let V 1 and V 0 be two N × L matrices representing the probabilities associated with the (non-normalized) velocity vector V c . In other words, V 1 ij and V 0 ij are the probabilities that the j-th bit of the i-th particle changes from 0 to 1 and from 1 to 0, respectively. These probabilities are computed using the following expressions:
where w is a random number in the range (−1, 1). While a high value of w gives more importance to the velocity in the previous iterations, a low value promotes the innovative part of the velocity, i.e., the one with randomness. The velocity V c ij of the j-th bit j of the i-th particle is defined as follows:
The normalized velocity V ij of the j-th bit of the i-th particle is directly obtained by normalizing V c ij as follows:
The position update of the j-th bit j of the i-th particle is given by the following equation:
where x = 1 − x is the complementary of x and r ij is a random number from a uniform distribution over (0, 1).
IV. MAXIMUM CLIQUE PROBLEMS IN MACHINE LEARNING
This section illustrates how to utilize the clique problem in a particular machine learning application, known as feature matching and tracking for computer vision. Computer vision is the discipline that deals with equipping computers with a system that mimics the human visual system. The aim is to design algorithms to extract high dimensional information, e.g., object and pattern recognition, motion analysis, scene reconstruction (from a 2D image or video). With the initial success and advances in artificial intelligence in the 1960's, the computer vision problem was believed to be trivial. Indeed, in 1966, the artificial intelligence group at MIT attempted to develop a computer vision system during a summer project [53] . The project naturally failed as the problem turned out to be more difficult than anticipated.
The following decades witnessed several advances in machine learning through the development of rigorous mathematical tools to analyze the problem, e.g., the progress in regularization and Markov random fields. While these rigorous frameworks allowed to obtain decent results, their parameterization of the problem made their application limited. To overcome the limitation, algorithms that are agnostic to the signal structure, known as heuristic signal processing, have been emerged. Reference [54] summarizes the advances in heuristic signal processing and offers a collection of suitable general purpose algorithms for solving specialized application problems. Note that with the success of deep learning algorithms, machine learning gained a lot of attention in the computer vision community in recent years.
This section focuses on the problem of feature matching and tracking for computer vision. The first part of the section introduces and formulates the matching problem. Afterwards, the second part designs the association graph and illustrates the use of the maximum clique search in solving the feature matching problem. Finally, due to complexity concerns, the section sheds light on complexity reduction technique including the generalization of the formulation to trees.
A. Image Matching and Feature Tracking
An image is represented digitally by an array of numbers wherein the index of each entry in the grid indicates the position of the pixel, the intensity of which is represented by the entry value. Signal processing on images includes both local and global operations. An important example of local operations is the feature construction. Such features summarize the information contained in some region of the image and can be used for identification, e.g., the eyes and mouth for face pictures. A corresponding global operation is the feature tracking or matching between pairs of images. Such matching of features is of valuable interest in video surveillance, structure from motion, and motion analysis.
Determining good candidate features for high-quality image processing is tightly linked with the psycho-cognitive vision analysis. Figure 8 shows an example of a 3D image with three features. The image is first mapped into a 2D image, and the features are extracted into a graph. Note that the mapping from the 3D image to the 2D one can change the graph of features. However, as shown in the next subsection, these different graphs would perfectly match. For the purposes of this manuscript, features are assumed to be point features, i.e., single position in the unprocessed image. Therefore, matching features of a couple of images requires identifying the geometric transformation that allows to superpose the two images. The mathematical model of the geometric transformation, e.g., translation, rotation, symmetry, depends on the application. Given a model, the feature tracking algorithm estimates the transformation parameters. However, due to the inherent noise of the acquisition sensors, a superposition of the images is not always feasible and one aims to find the transformation that reduces the discrepancy between the images.
B. Association Graph and Maximum Clique
Point features are usually represented using graphs, known as the feature graph. While the features are represented by the vertices of the graph, the edges connecting the vertices reflect the relations between their respective features. The meaning of a relation between vertices is vague and often modelled by a design parameter. For example, edges may represent a relative position for face recognition in which the noise should be located between the eyes and mouth.
Graph-based feature matching aims to find a transformation on the feature graph of an image to obtain the feature graph of the second image. In other words, one wishes to find an isomorphism of the features graph. Such problem can be formulated using the maximum clique formulation which is based on the concept of an association graph [54] .
Given two graphs G 1 (V 1 , E 1 ) and G 2 (V 2 , E 2 ) of features from two images, the association graph G(V, E) is constructed by generating a vertex v ij ∈ V for each vertex v i ∈ V 1 and v j ∈ V 2 . Two vertices in the association graph are connected by an edge if the corresponding vertices in the features graph present the same connection. In other words, vertices v ij and v i j are connected if one of the following conditions holds:
• v i is connected to v i and v j is connected to v j .
• v i is not connected to v i and v j is not connected to v j . Figure 9 illustrates a couple of simple features graphs and their corresponding association graph. Finding the transformation that best matches the features of both images boils down to finding the maximum clique in the association graph. Therefore, the feature matching problem can be solved using either the optimal or the efficient solvers for the maximum clique in the association graph.
C. Generalized Matching via Tree Search
The procedure described in the previous subsection allows finding the transformation between a couple of images by solving a maximum clique problem in the corresponding association graph. However, due to the NP-completeness of the problem, such approach suffers from a high computational complexity, especially in applications that require real-time computations, e.g., robots motion, self-driving cars. A trivial solution to reduce the complexity of the problem is to reduce the number of features in each image so as to reduce the number of vertices in each corresponding graph. Such reduction, however, negatively affects the efficiency of the entire machine learning algorithm.
For exact feature matching, an alternative approach is proposed in references [55] , [56] , which consider extending the problem to trees instead of graphs. Using popular search algorithms [57] in trees, e.g., the depth-first search algorithm, the authors propose matching the features of one image with features of the second image as long as no mismatch is found. If such matching fails, the corresponding feature is omitted, and the algorithm backtracks to the previous match. It is worth noting that such heuristics received considerable subsequent improvements, e.g., see reference [58] which suggests recording previous fails to avoid them in future search, i.e., using dynamic programming.
V. MAXIMUM WEIGHT CLIQUE PROBLEMS IN NETWORK CODING
The clique problem and its applications considered in the previous section simply focus on finding the maximum clique in the corresponding graph. Numerous scenarios, however, may require require finding the maximum clique with the maximum weight, which is illustrated via a network coding (NC) application in the current section. In their seminal paper [59] , Ahlswede, Cai, and Yeung suggest mixing different information flows within intermediate nodes in the network; thereby increasing the information content per transmission [60] . Using the butterfly network as an example, the authors proved that NC could enhance the transmission efficiency and throughput up to the network capacity. With such promising capabilities, network coding has been adopted by many researchers worldwide, e.g., [61] , [62] , to design high data rate communication algorithms. The schemes are further developed to meet the constraints of different communication scenarios, e.g., improve security, Quality of Service, manageability, and robustness.
Thanks to their combinatorial nature, problems in NC can often be formulated as graph theory problems in well-designed graphs. One of the most famous examples of such formulation is the max-flow-min-cut theorem [60] which allows deriving the maximum flow passing from a source to a sink as the minimum cut in the connectivity graph, where the capacity of each link is represented as the weight of the associated edge. This tutorial focuses on a particular subclass of network coding known as the instantly decodable network coding (IDNC). Unlike general NC schemes, IDNC provides instantaneous and low-complexity encoding and decoding strategies, which are suitable for battery-powered devices. Such goal is achieved by solely using XOR operations to encode and decode files. To further reduce the complexity and the cost of the receiving devices, no file buffering is allowed. In other words, files that are not instantly decodable at the reception time-slots are discarded. These simple properties lead to substantial progress in the design and analysis of IDNC schemes in various network settings. A survey on the recent advances and applications of IDNC is available in [63] .
This section illustrates how a maximum weight clique search is used to solve the user maximization IDNC problem by means of using a graph model to represent all encoding strategies at the sender. The first part introduces the system parameters and formulates the problem. The second part introduces the encoding graph, known as the IDNC graph, and shows that the problem is equivalent to a maximum weight clique search in that graph. Finally, the section shows that such a graph theoretical formulation of the problem allows answering fundamental questions about the encoding scheme and sheds light on an open problem along that direction.
A. Problem Statement and Formulation
Consider a set U of U users interested in receiving a set F of F files from the transmitting base-station (in the downlink). In an initial phase, the wireless base-station broadcasts each file of the set F sequentially. Due to the dynamic nature of the channel, e.g., fading, shadowing, and thermal noise, some of these files are erased (lost) at some users. Users that successfully receive a file acknowledge its reception by sending an ACK. Thanks to their small size, the transmission of these ACKs is assumed to be erasure-free which can be achieved using dedicated feedback channels and employing error correcting coding schemes. Erasures are modeled as independent and identically distributed Bernoulli random variables. Let u be the erasure probability of the transmission from the base-station to the u-th user. The value of u is assumed to be constant during the transmission of a single file ∀u ∈ U. u may, however, vary independently from one transmission to the next. Furthermore, the tutorial adopts the standard assumption that the u 's are perfectly available at the transmitter.
After the initial transmission, the wireless sender uses the information about the lost and received files from each user in the network to maximize the maximum number of devices that can benefit from the transmission. The side information of the u-th user is modeled by the following couple of sets:
• The "Has" set H u represents the files available at the u-th device. Fig. 10 . The base-station is required to deliver 4 packets to 3 users. User 1 is missing packet 3, user 2 is missing packets 1 and 2 and user 3 is missing packets 2 and 3.
• The "Wants" set W u represents the files missing at the u-th device. From the definition above, the Has and Wants sets are clearly complementary, i.e., F = H u ∪W u , ∀ u ∈ U. Figure 10 shows an example that illustrates the benefit of IDNC through a base-station that aims at delivering four files to three users. If only uncoded transmissions are allowed, the base-station would require three-time slots to serve all devices. Using IDNC, however, only 2 transmissions would be required since, based on distribution of the Wants set, the transmission of file combination 1 ⊕ 3 would be beneficial to all three users. In the second time slot, the uncoded second file is re-transmitted.
At each transmission slot, the base-station aims to transmit the file combination that is expected to be beneficial to the maximum number of users [64] , i.e., the combination which maximizes the collective hit probability (1 − u ). Let κ ∈ P(F) be the file combination to be transmitted, where the notation P(X ) refers to the power set of the set X , i.e., the set of all subsets of X . From the IDNC limitations, the set of targeted users by the file combination κ, defined as τ (κ), should contain a single missing file, i.e., |κ ∩ W u | = 1, ∀u ∈ τ (κ). It is worthwhile to note that such users are the only ones which are able to XOR the file combination with the appropriate files from their Has set to recover a file in their Wants set. The optimization problem considered in this tutorial consists then of maximizing the expected number of users which would benefit from the transmission (i.e., maximize the collective hit probability) so as to determine the appropriate file combinations. Such optimization problem can be formulated as: max
where the maximization is over the potential file combinations κ. The solution to the above problem would usually require an exhaustive search over all possible file combinations so as to determine the combination that provides the highest objective function. The complexity of such process would scale as 2 F , which is clearly non-feasible for any reasonably sized set of files. The rest of the section uses the celebrated IDNC graph formulation [65] , and solves the above problem with a reasonable computational complexity.
B. IDNC Graph and Maximum Weight Clique
The IDNC graph is a tool which represents all coding possibilities and targeted users; see [65] and references therein. Fig. 11 . The IDNC graph representing the coding possibilities for the system depicted in Figure 10 . Each clique in the graph represents a feasible packet combination. In particular, one can see that vertices 13, 21, and 33 represent a clique corresponding to transmitting the combination 1 ⊕ 3.
The graph has been extended to fit multiple communication scenarios. For example, the authors in [66] introduce a lossy version of the graph for imperfect feedback systems. Likewise, a multi-layer IDNC graph is proposed in [67] to prioritize critical users, and the authors in [68] suggest a rate-aware IDNC graph that incorporates the transmission rate in the coding decisions. For convenience, this tutorial utilizes the original IDNC graph proposed in [65] , but rather focuses on maximizing the number of served users as in problem (13) instead of the decoding delay minimization of [65] .
The IDNC graph G(V, E) is constructed by generating a vertex v uf ∈ V for each device u ∈ U and each of its missing files f ∈ W u . The edges are generated such that connected users can decode simultaneously the file combinations represented by the vertices. From the IDNC constraints, an edge is generated between a couple of vertices v uf and v u f if and only if one of the following connectivity conditions (CC) is true:
• CC1: f = f . This condition implies that the same file is requested by both users. Therefore, both can be served simultaneously. • CC2: f ∈ H u and f ∈ H u . This condition states that the missing file at each user is available at the other and vice-versa. Therefore, by XORing the combination with the appropriate file in their Has sets, both users u and u can be targeted at the same time.
The IDNC graph of the system illustrated in Figure 10 can be found in Figure 11 .
Based on the file recovery requirements, a feasible file combination is the combination which can help at least a single user recovering one of its missing files. From the graph construction, each clique in the graph represents a file combination that can be decoded by all users represented by the corresponding vertices and, thus, points to a feasible combination. On the other hand, a contrapositive argument would allow to show that any feasible file combination for some users is necessarily represented by a clique in the IDNC graph. Therefore, there is a one-to-one mapping between the clique of the graph and the feasible file combinations. Furthermore, one can see that the set of targeted devices τ (κ) by a combination κ represented by a maximal clique in the IDNC graph is the set of users identified by the vertices in that clique. These two simple properties of the IDNC graph above allow to rewrite the optimization problem (13) as follows: max
wherein C is the set of all maximal cliques in the IDNC graph. Furthermore, by defining the weight of each vertex v uf ∈ V as ω(v uf ) = 1 − u , one can rewrite the problem using solely the graph parameters (i.e., cliques, vertices, and weights): max
The above reformulation of problem (13) implies that the user maximization IDNC problem is equivalent to a maximum weight clique search in the corresponding IDNC graph. Therefore, optimal and efficient algorithms from literature can be used to find the solution in a much more efficient manner than the exhaustive search method. Figure 12 illustrates the total time required to complete the transmission of 30 files at 30 users using IDNC in a wireless network with an average erasure probability of = 0.1, by means of using the methods presented earlier in this tutorial, namely, the optimal method presented in Algorithm 1, the efficient heuristic in Algorithm 2, and the numerical binary swarm optimization (BPSO) method. Figure 12 particularly highlights how both the optimal clique search algorithm (i.e., Alg. 1) and the particle swarm optimization algorithm (BPSO) outperform the heuristic algorithm (i.e., Alg. 2). Such behavior, however, comes at the expense of additional computational complexity.
Remark 2. As stated in Section II, the complexity of solving the maximum weight clique problem depends on the number of vertices. From the construction steps above, it is clear that the graph can be as big as U F . Therefore, pruning the graph without compromising the maximum weight clique is of great interest. The authors in [69] suggest a pruning method that removes vertices that are surely not part of the maximum weight clique. Furthermore, using the fact that the number of vertices is bounded above by U F and their weight is bounded by 1, one can derive conditions under which the maximum weight clique can be replaced with a simpler weightless maximum clique for faster convergence.
Remark 3. While the complexity of solving the maximum weight clique is intrinsic to the problem as shown in [64] , the complexity of constructing the IDNC graph is not. In fact, one can take advantage of integer optimization methods to solve the problem either optimally or efficiently. Multiple specialized randomized algorithms, i.e., heuristics, are further available in the literature, e.g., the base policy-based partial enumeration (BPPE) algorithm proposed in [70] for packet finding in IDNC.
C. Open Problem
The paper now presents an open problem in the IDNC paradigm, which can be studied in the light of the above problem and its clique-based solution. In fact, given an erasurefree system, a fundamental question in instantly decodable network coding is to determine the minimum number of transmissions required to satisfy all users. In other words, what is the minimum complexity required to determine the minimum number of transmissions so as all devices get all their requested files. The problem is shown to be NP-hard [71] , [72] even for networks with only 4 users. Furthermore, it has been established that the approximation of the solution is also hard [73] . While the aforementioned results are fairly insightful, they do not determine the minimum complexity nor the solution needed to solve the problem, which remains open for future research.
One potential candidate strategy to address the above problem is believed to be possibly related to techniques known as the clique cover and chromatic number problems in a welldesigned hypergraph, which are adopted in [74] for a simpler version of IDNC known as index-coding or strict-IDNC (S-IDNC). In S-IDNC, however, the sender is constrained to send the file combination that does not include more than a single missing file for each user. Such limitation allows representing all feasible combinations by an S-IDNC graph that is parameterized only by the files instead of the combination of files and users. Moreover, after each transmission, the S-IDNC graph is updated by removing the transmitted files without affecting the connection of the other vertices. It has been established that the minimum number of S-IDNC is the minimum clique cover or the chromatic number of the complementary graph. Recall that the minimum clique cover is the minimum number of cliques in a graph that jointly cover all vertices. The chromatic number, on the other hand, is the minimum number of required color such that every two adjacent nodes have different colors. An example of a system with its corresponding S-IDNC graph and its complement is given in Figure 13 . A brief investigation of the system reveals that at least 3 transmissions are required, which corresponds to the chromatic number of the graph.
The authors in [74] may have hinted at regarding the IDNC graph as a hypergraph in which edges are allowed to connect to two or more vertices. Unlike S-IDNC, however, determining the minimum number of transmissions in the IDNC setting remains unsolved, as edges in the IDNC graph are not independent as in the S-IDNC graph. Removing vertices from the graph, further, results in new edges and connections which can be used to determine new cliques, and so determining the minimum number of transmissions required to satisfy all users remains an open problem. While classical graphs are well-investigated in the literature, the same cannot be affirmed for hypergraphs (e.g., hypergraphs uncolorability). Insightful progresses in this research direction are, therefore, believed to be valuable contributions not only to the IDNC paradigm, but also to theory of cliques and graphs at large.
VI. k-CLIQUE PROBLEMS IN USER-SCHEDULING
The applications in the past two sections do not impose any constraints on the size of the clique under study. The paper now provides couple of size-constrained clique applications and show how they can be solved using maximum weight kclique techniques. The section first motivates for the system model of the illustrated application, i.e., cloud-radio access networks (CRANs). It then describes the framework for solving the user scheduling problem in CRANs using the k-clique reformulation.
A. Cloud-Radio Access Networks
The ever-increasing number of connected devices combined with their tremendous demand for data-hungry services strain today's wireless networks. The problem is expected to further escalate for the next generation wireless systems (5G and beyond) [75] , due to the planned massive deployment of small cells. Furthermore, the progressive move towards full spectrum reuse makes large-scale interference management among the different transmitters a necessity. Such interference management of all base-stations (BSs) from different tiers and of various sizes requires adopting a CRAN architecture. By connecting all BSs to a central computing unit, i.e., the cloud, CRANs offer a practical platform for the implementation of coordinated systems and thus an efficient and reliable interference mitigation mechanism.
This section addresses the interference mitigation problem in CRANs [76] and proposes the optimal scheduling policy through a k-clique-based solution. In this context, scheduling denotes the strategy according to which the cloud assigns users to the different time/frequency radio resource blocks (RRBs) at each BS (also named as remote radio head (RRH)). In the classical wireless networks literature, such scheduling is often performed without requiring inter-BS coordination by assuming a pre-known association of users and base-stations, e.g., the classical proportionally fair scheduling [77] , [78] pre-assigns users to BSs in a way that guarantees fairness. In contrast, by synchronizing the transmit frames of the connected RRHs, the cloud is capable of performing networkwide scheduling, which results in a more efficient use of the radio resources, and thus in an improvement in the network performance.
This section solves the scheduling problem in CRANs by introducing a graph representation of all possible associations between users, remote radio heads and their available radio resources, and then by casting the problem as a maximum weight k-clique. The next two subsections introduce the considered system model and formulate the scheduling problem. Afterwards, the scheduling graph is designed in such a way that each clique of a given size represents a feasible schedule. The problem is then formulated as a search for the maximum weight clique of a given size, i.e., a k-clique problem. The last subsection illustrates the generality of the framework of the proposed solution, as it shows how the scheduling solution can be combined with power allocation algorithms to solve the joint scheduling and power allocation problem.
B. Scheduling-Level Coordination
As stated previously, the cloud coordinates the different transmit frames of the connected remote radio heads. The coordination level of these radio resources depends primarily on the capacity of the backhaul/fronthaul links, i.e., the capacity of the links connecting the RRHs to the cloud. As a consequence, different coordination strategies are possible in C-RANs, e.g., the signal-level and the scheduling-level coordination.
The signal-level coordination [79] - [82] performs joint encoding and decoding of the users' data through the various RRHs in the network. As such, signal-level coordination requires sharing the users' data streams among all (or a subset of) the connected RRHs, which necessitates high-capacity, low-latency backhaul links. Furthermore, sophisticated compression algorithms are required to address the quantization noise inherent to the finite capacity of the links.
Under scheduling-level coordination, on the other hand, the cloud mitigates interference by assigning users to the radio resource blocks of the different RRHs, under the system limitation that each user can be connected to at most a single RRH. Such a constraint voids the need to share the users' data streams among the multiple RRHs, which is more suitable with networks that have low data-rate backhaul links, e.g., wireless backhaul links. This paper focuses on schedulinglevel coordination schemes [82] , [83] , as they offer simplified, yet efficient, resource coordination frameworks.
Note that other levels of coordination are also possible depending on the network configuration. For example, the authors in [84] propose a hybrid scheduling/signal-level coordination in the downlink of multi-cloud radio-access networks, wherein intra and inter-cloud RRHs are signal and schedulinglevel coordinated, respectively.
C. Coordinated Scheduling in CRANs
Consider the downlink of a cloud wireless network in which a central computing unit, i.e., the cloud, is connected to B RRHs denoted by the set B. The network serves a set U of U users. The RRHs and the users are equipped with single antennas. Figure 14 illustrates a CRAN formed by B=9 BSs and U =16 users. The transmit frame of each RRH is composed of R orthogonal time/frequency RRBs denoted by the set R. The total number of available RRBs across all RRHs in the network is, therefore, RB. The transmit of the r-th resource block in the b-th RRH is denoted by P br and is maintained at a fixed power, for all b ∈ B, and for all r ∈ R. By means of control signals, the cloud guarantees the synchronization of all transmit frames, as shown in Figure 15 .
Let h u br ∈ C be the channel gain from the b-th RRH to the u-th user when scheduled at the r-th RRB of base-station b's transmit frame, for all (u, b, r) ∈ U × B × R. The value of these channel gains are assumed both to be known at the cloud through dedicated training sequences, and to remain constant during the transmission period of one transmit frame. The signal-to-interference plus noise-ratio (SINR) experienced by the u-th user when served by the r-th RRB of the b-th RRH frame can then be expressed as follows:
where σ 2 is the Gaussian thermal noise variance, and Γ denotes the SINR gap from Shannon capacity which accounts for the use of finite length codewords and practical constellations. Let R u br be the data-rate of the u-th user when served by the rth RRB of the b-th RRH frame. R u br can, therefore, be written as:
R u br = log 2 1 + SINR u br .
(17) Note that the SINR expression in (16) shows that the interference at the r-th RRB in the b-th RRH is seen only from RRBs with the same index in the other RRH, which is closely coupled with the synchronization capabilities of the cloud.
Under the scheduling-level mode, the cloud is responsible for scheduling users to each RRB under the constraint that each user cannot connect to multiple RRHs. Moreover, to better exploit the radio resources, each RRB serves exactly one user. Therefore, the cloud aims to maximize the system throughput by scheduling users to RRBs under the following constraints:
• C1: Each user can connect at most to one RRH, but possibly to multiple RRBs of that RRH transmit frame. • C2: Each RRB should serve one and exactly one user.
The tutorial next illustrates a clique-based approach to solve the weighted sum-rate maximization problem under the above CRAN system model [82] , [85] . Define X ubr as the binary variable which denotes whether the u-th user is served by the r-th RRB of the b-th RRH or not. Similarly, define Y ub as the binary variable which denotes whether the u-th user is served by the the b-th RRH or not. The weighted sum-rate maximization problem of interest can then be formulated as follows: max u,b,r X ubr π ubr log 2 1 + SINR u br (18a)
where the optimization is over the binary variables X ubz , Y ub , ∀ (u, b, r) ∈ U × B × R, and where π ubr are fixed weights which are used to scale the rate terms, so as to either provide user fairness, or to prohibit users from connecting to specific RRBs and/or RRHs. In the optimization problem (18) , constraints (18b) and (18c) translate the system constraint C1. Similarly, the constraint (18d) corresponds to system constraint C2.
D. User Scheduling via k-clique Search
In order to solve problem (18) , this section utilizes a graphtheory based solution by first building an illustrative graph, known as the scheduling graph, where all feasible schedules are represented by cliques of size RB. To that end, first define the set of associations A = U × B × R such that each association a ∈ A represents an association of a particular user to a particular RRB of some RRH frame. Reciprocally, let the mapping ϕ u , ϕ b , and ϕ r from the set of associations A to U, B, and R, respectively. In other terms, for a = (u, b, r) ∈ A, we have ϕ u (a) = u, ϕ b (a) = b, and ϕ r (a) = r.
The scheduling graph G(V, E) is then constructed by generating a vertex v ∈ V for each association a ∈ A. Edges are generated in such a way that connected vertices represent a partially feasible schedule, i.e., the connected vertices are not conflicting. Using the canonical identification V = A, an edge ∈ E is generated between the vertices v and v if both the following connectivity conditions (CC) hold:
This condition translates the fact that each user cannot connect to multiple RRHs.
). This condition affirms the same RRB can be assigned to at most a single user. As stated earlier, the graph is constructed such as each clique of size RB represents a feasible schedule (see [84] ). Therefore, by assigning to each vertex v ∈ A the weight w(v) = π ubr X ubr log 2 1 + SINR u br for (ϕ u (v), ϕ b (v), ϕ r (v)) = (u, b, r), it becomes clear that the weight of each clique coincides with the objective function in the optimization problem (18) . Finally, one can conclude that the optimal schedule corresponds the the maximum weight RB-clique in the scheduling graph which can be efficiently solved using state of the art graph theory techniques. An example of the scheduling graph is provided in Figure 16 Note that by construction, the graph connectivity conditions CC1 and CC2 are a direct consequence of the system constraints C1 and C2. As a matter of fact, the authors in [86] discuss how different system connectivity constraints, and thus different coordination levels, give various types of problem reformulations, and consequently different graphical formulations. Therefore, depending on the wireless backhaul condition, the cloud can take advantage of the different types of solvers to dynamically adapt the coordination level for better overall system performance. Figure 17 illustrates the performance of optimal and heuristic solvers against the fixed complexity BPSO algorithm in finding the best association of users to radio resource blocks in a cloud-radio access network containing 3 RRHs, 5 RRBs in each RRH, and serving a total of 7 users. Figure 17 plots the network-wide sum-rate in bits per seconds per Hz versus the binary particle swarm optimization iterations. The figure illustrates how the optimal B.R = 15-clique search algorithm (Alg. 1) outperforms both the BPSO algorithm, and the heuristic algorithm (Alg. 2). As illustrated earlier in the paper, however, such gain comes at the expense of a relative increase in the algorithmic computational complexity.
E. Extension to Joint Scheduling and Power Control
All the solutions developed thus far solely focus on solving discrete optimization problems using clique problem reformulations. This subsection further shows how such techniques can be further utilized in mixed continuous-discrete optimization problems. More specifically, the tutorial now focuses on the joint coordinated scheduling and power control problem in CRANs [85] . Under this scenario, the cloud is responsible for both scheduling users at the RRBs in the RRHs' frames, and also determining the power levels of each RRB. Let P br and P max br be the power level and the maximum available power at the r-th RRB of the b-th RRH frame, respectively. Furthermore, let P = [P br ] be the matrix that contains all the power levels. The joint coordinated scheduling and power control problem subject to the system constraints C1 and C2 can be written as follows: max u,b,r π ubr X ubr log 2 1 + SINR u br (P) (19a) 
where the optimization is over the binary variables X ubz , Y ub , ∀ (u, b, r) ∈ U × B × R, and over the continuous variables P br , ∀ (b, r) ∈ B×R. The problem formulation (19) is similar to the one presented in (18) , except that the power levels of all the RRBs become now among the optimization variables. The limitation on the available power at each RRB is also appended through the system constraint (19e).
In order to solve the joint scheduling and power allocation problem (19) , reference [85] constructs a local power control graph for each RRB index r, in which each vertex represents B associations for the rth RRB. The optimal power levels of these B associations can the be determined by using either optimal, e.g., [87] , or efficient, e.g., [88] , power allocation algorithms.
The joint scheduling and power allocation graph G(V, E) is afterwards generated by taking the union of all local power control graphs. Two vertices v and v belonging to distinct local power control graphs are connected by an edge if their combination results in a feasible schedule. In other words, vertices v and v are connected if the association they represent does not include users connected to multiple RRHs. This can G 1 Fig. 18 . Joint scheduling and power control graph for a network composed of of 2 base-stations, 2 power-zones per base-station and 3 users. The local power control graph are represented by G 1 and G 2 . be mathematically represented ∀ a ∈ v, ∀ a ∈ v by the following condition: δ(ϕ u (a) − ϕ u (a ))δ(ϕ b (a) − ϕ b (a )) = δ(ϕ u (a) − ϕ u (a )), wherein δ(.) is the discrete Dirac function that is equal to 1 if its argument is 0, and 0 otherwise. Figure 18 illustrates the joint scheduling and power control graph for a CRAN composed of U = 3 users, B = 2 RRHs each containing R = 2 RRBs. The local power control graphs of RRB 1 and 2 are represented by G 1 and G 2 , respectively.
After constructing the joint scheduling and power allocation graph as above, the optimal solution to the mixed discrete and continuous optimization problem (19) is given by the maximum weight R-clique wherein the weight of each vertex v is defined as: w(v) = a=(u,b,r)∈v π ubr X ubr log 2 1 + SINR u br (P)
VII. CONCLUSION Graph theory provides a robust set of tools for unveiling the structure of multiple communications and signal processing problems. In fact, the study of the structure of these programs reveals an equivalence with graph theory problems which makes a large body of the existing literature readily available for solving and characterizing the complexity of these problems. This tutorial focuses on a particular graph theory problem, known as the clique problem, for its recurrence in communications and signal processing problems. For each of the variants of the clique problem, the tutorial provides an application in communications and signal processing, mainly the maximum clique problem in machine learning, the maximum weight clique problem in network coding, and the k-clique problem in user-scheduling. Such techniques are expected to further play a crucial role in future applications given the continuous shift toward fully digital systems yielding many more interesting insights and results. To the best of the authors' knowledge, this is the first tutorial which presents the clique search problem as a crucial technique for optimizing communications and signal processing systems. The tutorial does not only shed light on timely discrete optimization problems in the field, but also presents a promising framework for solving futuristic problems of similar structures.
