Kinect を用いた腹腔鏡下手術用腹腔鏡ロボットの操作 by 村澤 伊織
Kinect を用いた腹腔鏡下手術用腹腔鏡ロボットの
操作
著者 村澤 伊織
出版者 法政大学大学院理工学・工学研究科
雑誌名 法政大学大学院紀要. 理工学・工学研究科編
巻 58
発行年 2017-03-31
URL http://hdl.handle.net/10114/13481
法政大学大学院理工学・工学研究科紀要 Vol.58(2017 年 3 月）                    法政大学 
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CONTROL OF ROBOTIC LAPAROSCOPE FOR LAPAROSCOPIC SURGERY USING A KINECT SENSOR 
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In this study, a control method of a robotic laparoscope by using the motion sensor, Kinect for Windows, 
is proposed so that the surgeon can operate the laparoscope by his/her head motions. In the control system of 
the robotic laparoscope, four kinds of head motion, namely up, down, left, and right, and opening and closing 
of a mouth are distinguished by Kinect sensor, and the tip of the robotic laparoscope is controlled so as to 
follow the head direction which the surgeon intended together with zooming in and out by foot pedal 
switching. For validation purpose, the proposed control system was applied to the robotic laparoscope with 
three degrees of freedom which was built for the surgical robot for single port surgery (SPS) developed in our 
previous study, and verification experiments were carried out. It was verified that the operator can control the 
tip of the robotic laparoscope intuitively and the tip position of the robotic laparoscope can track the target 
position accurately and quickly. In addition, comparison of maneuverability of the robotic laparoscope by 
joystick operation and Kinect operation was executed by skilled surgeon, and superiority of the proposed 
control system using the Kinect was verified. 
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１． 緒論 
近年，外科手術の分野で行われている低侵襲手術では，
従来の開腹手術とは異なり，患者の腹部に複数の小さな
孔を開け，その孔から腹腔鏡を含む複数の手術器具を挿
入することにより手術を行う(多孔式)腹腔鏡下手術が主
流となっている．腹腔鏡下手術の特徴として，切開部が
小さい為，患者に対する負担が少なく，術後の癒着のリ
スクが軽減されるが，執刀医は腹腔鏡より映しだされた
映像をモニターで確認しながら手術を行う為，難度が高
い手術であることが挙げられる． 
この難度を補う為，執刀医が遠隔でロボットを操作し，
手術自体をロボットで行う手術支援ロボットの開発が
様々な研究機関で行われている．中でも実用化された最
も有名な手術支援ロボットとして，Intuitive Surgical 社製
の外科手術システム da Vinci[1]が挙げられ，国内外に多く
普及している．また，もっとも最近では腹腔鏡下手術時
に患者にかかる負担を更に低減させる為，単孔式腹腔鏡
下手術(SPS: Single Port Surgery)[2]が行われている．SPS
は臍部に開けた 1 つの孔から複数の手術器具を挿入して
手術を行う術式であり，繊細な手術操作を限られた空間
で行わなければならない為，施術する医師には高度な技
術と経験が必要とされている．加えて，臍部を中心に鉗
子を交差させて体内に挿入するため，執刀医が手元で操
作する鉗子と腹腔鏡映像内で動く鉗子が左右逆になり，
さらに手術の難度を上げる原因となっている． 
多孔式腹腔鏡下手術と同様に，単孔式腹腔鏡下手術の
ロボット化が様々な研究機関で行われており，当研究室
においても SPS 用手術支援ロボットの開発が進められて
いる．文献[3]では，現行で使用されている市販の SPS 用
鉗子を改造し，且つ日本の手術室の狭さを考慮して小型
に設計された，臍部を中心とした 2 自由度の旋回動作と
半径方向の直動の計 3 自由度を持つ SPS 用鉗子ロボット
を開発している．また，文献[4]では，鉗子ロボットに搭
載可能な把持・屈曲・回転機構の 3 自由度を持つ鉗子マ
ニピュレータを開発し，鉗子先端部およびまたは鉗子軸
部にかかる外力をセンサーで検出して，ロボット操作者
に力覚フィードバックを実現している．さらに，文献[5]
では，外乱オブザーバを用いて鉗子先端の把持力を推定
し，ロボット操作者への力覚フィードバックを可能にし
ている． 
手術現場には，鉗子を操作する執刀医と腹腔鏡を操作
する腹腔鏡助手が存在する．この腹腔鏡助手には執刀医
の意思を読み取り腹腔鏡を操作することが求められ，執
刀医と同等の知識が必要とされている．この腹腔鏡操作
をロボット化することによって，執刀医が一人で手術を
進行することが可能になる．つまり，腹腔鏡助手が不要
となる為，手術にかかる人件費の低減につながると考え
られる．そのため，腹腔鏡助手に頼らず執刀医が自分で
腹腔鏡の位置や画角を調整するための腹腔鏡ロボットの
開発，およびその制御方法に関して様々な研究が行われ
ている． 
文献[6]では，並行リンクと空気圧アクチュエータを用
いた腹腔鏡ホルダーを開発し，実際に一般医療機器とし
て認可されている．文献[7]では，6 本の水圧駆動アクチ
ュエータを用いて 6 自由度のパラレルメカニズムで腹腔
鏡の位置決めを行っている．文献[6],[7]は，執刀医がロボ
ットを介して腹腔鏡操作を行い，鉗子操作は直接手で操
作して手術する事を想定している． 
手術現場での執刀医と腹腔鏡助手に見立てて，当研究
室では SPS 用手術支援ロボットを鉗子ロボットと腹腔鏡
ロボットで構成するものと定義している．文献[8]では，
文献[3]で開発した鉗子ロボットに搭載可能且つ，干渉し
ない腹腔鏡ロボットを開発している．ここで，執刀医は
両手で鉗子ロボットの操作を行っている為， ハンドフリ
ーな腹腔鏡ロボットの操作方法を考える必要がある． 
文献[6]では，頭部に加速度センサーを取り付けて頭部
の動きによって腹腔鏡ホルダーの操作を行っている．文
献[9]では，執刀医の頭部に黒いマーカーを付けて，正面
から CCD カメラを用いて撮影し，画像認識により顔の動
きによって腹腔鏡の操作を行っている．また，文献[10]
では，S2 eye tracker を用いたアイトラッキングによる腹
腔鏡の操作を行っている．さらに，文献[11]では，文献[8]
で開発した腹腔鏡ロボットを生体信号収集ヘッドセット
Emotiv EPOC を用いて，顔の表情と頭部の動きによって
操作している． 
しかしながら，これらの文献において提案された腹腔
鏡ロボットの操作方法では，執刀医は操作のためのデバ
イスを装着しなければならず，手術中に煩わしさを伴う．
そこで，非接触のデバイスであり，且つ直観的な操作が
可能となるための制御コマンドを有していることから，
本研究では文献[8]で開発された腹腔鏡ロボットの操作に
モーションセンサーである Kinect for Windows(以下，
Kinect)を使用する．具体的には，Kinect を用いて執刀医
の顔の向きを検出することにより，腹腔鏡ロボット先端
の目標位置を与え，執刀医の顔の向きに腹腔鏡ロボット
先端の動きが追従する制御を行う．また，Kinect を用い
て表情検知を行い，腹腔鏡ロボット先端の移動速度を変
更できるようにする． 
提案した操作方法の有用性を確認するために，文献[11]
と同様の実験方法で操作時間の測定を行い，文献[11]の操
作方法と本稿で提案する操作方法との操作時間を比較す
る．さらに，臨床医による Kinect と Joystick での操作方
法の比較検討も行う．これらの比較検討により，腹腔鏡
ロボット単体における提案した操作方法の有用性を検証
することが本論文の目的である． 
 
２． 単孔式腹腔鏡下手術 
（１）単孔式腹腔鏡下手術の概要 
従来の腹腔鏡下手術では，腹部に複数の孔を切開し，
各孔に手術器具を挿入して手術を行う．これに比べて SPS
では臍部に孔を 1 つ開け，そこから図 1 に示すように手
術器具を挿入する．手術を行う際に，鉗子と腹腔鏡の可
動域を確保する為，腹腔内に炭酸ガスを充満させ，腹部
を起伏させて手術を行う． 
SPS では切開孔が 1 つである為，手術後における合併
症誘発の危険性が低下すると考えられている．また，切
開痕が臍部に隠れる為，術後の傷跡が目立たないという
メリットも存在する．しかし，手術難度の高さから手術
時間が長くなり，難易度が高いと感じた場合や患者の容
態が急変した場合，手術中に従来の腹腔鏡下手術に変更
する事例も報告されている． 
 
 
図 1 Single Port Surgery (SPS) 
 
（２）腹腔鏡操作 
SPS での胆嚢摘出において，執刀医は臓器の把持を行
う把持鉗子と臓器の切開を行う剥離鉗子を用いる．この
場合における腹腔鏡の動作として，基本的には剥離鉗子
と剥離部を映す動作が求められる．現状の SPS では，把
持鉗子と剥離鉗子の操作を執刀医が行い，腹腔鏡の操作
を腹腔鏡助手が行う．腹腔鏡助手は患部を映し出すモニ
ターを見ながら執刀医が見たい映像を推測しながら腹腔
鏡を操作しなければならない． 
腹腔鏡をロボット化することにより，執刀医が一人で 2
台の鉗子ロボットと腹腔鏡ロボットを操作可能になり，
執刀医が見たい術野を自分で確保できるようになる．ま
た，また腹腔鏡助手が不要となり，手術のコストを抑え
られる等の利点がある． 
 
３． 腹腔鏡ロボットの仕様 
（１）腹腔鏡ロボットの仕様 
文献[8]で製作された腹腔鏡ロボットの動作範囲及び駆
動範囲の条件は以下の通りである． 
① 文献[3]の鉗子ロボットで設定した，人体の臍部にあ
たる動作固定点(Remote Center of Motion: RCM)と腹
腔鏡ロボットの動作固定点が一致する． 
② 2 本の鉗子と腹腔鏡の可動範囲をより大きく生かす
ための螺旋状に捩った状態で配置するローテーショ
ン配置[12]が可能である． 
③ 腹腔鏡ロボットの動作範囲は，胆嚢摘出術の動画を
参考にした結果，Yaw 方向に 39.2°，Pitch 方向に
16.2°の旋回駆動を可能にし，Translation 方向に
81.7mm の直動駆動を可能としている． 
④ 狭い手術室での使用を想定して製作された鉗子ロボ
ットのメリットを活かす為，可能な限り小型に製作
している． 
以上の仕様を満たす，Yaw 方向及び Pitch 方向の 2 自由
度の旋回駆動と Translation 方向の 1 自由度に並進駆動が
可能な腹腔鏡ロボットを本研究での対象としている．  
なお，既に製作済みの鉗子ロボット装置との干渉を避
けるため，図 2 の様に患者の左足股関節を 30°程曲げた
状態で腹腔鏡ロボットを配置する必要がある． 
 
 
図 2 Robotic laparoscope 
 
（２）機構 
腹腔鏡には，SPI エンジニアリング社製の工業用内視
鏡 HNL-4.6C AM55F（直径 4.6mm）を使用し，スコープ
部をステンレスパイプで固定し，これを腹腔鏡マニピュ
レータ（図 2 青部）としている．駆動用モータには
FAULHABER 社製のエンコーダ付 DC モータを使用し，
Yaw 方向及び Pitch 方向の駆動には 2642W012CR 
HEDS5540A 26/1S (23:1)を，Translation 方向の駆動には
2232U012SR IE-512 20/1 (43:1)をそれぞれ用いている． 
Yaw方向及びPitch方向の機構には曲線ガイドレールと
タイミングプーリを用い，曲線ガイドレールに張った歯
付きベルトをタイミングプーリに噛ませる．そして，モ
ータによりタイミングプーリを回転させて，曲線ガイド
レールに沿った曲線運動を実現させている．Pitch 方向の
駆動機構を図 3 に示す． 
 
 
図 3 Drive mechanism of pitch motion 
 
Translation 方向の機構にはボールねじを用いて，モータ
の回転運動を直線運動に変換し，並進運動を可能とする
リニアアクチュエータを採用している．Translation 方向の
駆動機構を図 4 に示す． 
 
 
図 4 Drive mechanism of translation motion 
 
４． 位置追従制御系の構築 
製作した腹腔鏡ロボットの動作を確認するために，入
力装置を用いて腹腔鏡ロボット先端の位置制御を行う．
腹腔鏡ロボットは 3 自由度を持ち，Yaw 方向, Pitch 方向, 
Translation 方向それぞれの駆動にモータが割り当てられ
ている．例えば，腹腔鏡ロボットの先端を右方向に移動
させたい場合，Yaw 方向のモータにより腹腔鏡ロボット
本体を左方向に駆動させればよい．しかし，このときの
腹腔鏡先端は動作固定点を中心とした旋回運動となるた
め，腹腔鏡先端を右真横方向に移動させるには，同時に
Translation 方向のモータも駆動させる必要がある．また，
移動させたい方向によっては，Yaw 方向 , Pitch 方向 , 
Translation 方向の全てのモータを同時に操作しなければ
ならない． 
従って，操作者が意図する方向に直観的に腹腔鏡ロボ
ット先端を移動させるには，目標となる先端位置が与え
られた時に，各モータの目標角度が自動的に決定し，各
モータが目標値に追従するような位置制御系を構築する
必要がある．そのために，本研究では同次変換行列を用
いた順運動学解析とヤコビ行列を用いた逆運動学解析を
考える． 
（１）運動解析 
同次変換行列を用いて順運動学解を導出する．Yaw 方
向，Pitch 方向の関節角度を𝜃1，𝜃2，Translation 方向の伸
縮を𝑑3とし，図 5 に示すように座標系を設定する．文献
[6]の鉗子ロボットで設定した基準座標系を第 0 座標系と
し，第 1 座標系を腹腔鏡の付け根に設定し，同次変換行
列を 𝑇1
0 とする．第 1 座標系から Yaw 方向，Yaw 方向か
ら Pitch 方向，Pitch 方向から Translation 方向への同次変
換行列をそれぞれ 𝑇2
1 ， 𝑇3
2 ， 𝑇4
3 とする．このとき，
基準座標から腹腔鏡ロボット先端までの同次変換行列は
次式のようになる． 
𝑇4
0 = 𝑇1
0 𝑇2
1 𝑇3
2 𝑇4
3             (1) 
また，腹腔鏡先端に定義した第 4 座標系の原点ベクト
ルを 𝑝4 = [0 0 0 1]𝑇とすると，基準座標系から見た
腹腔鏡先端の先端位置 𝑝0 = [𝑥 𝑦 𝑧 1]𝑇は次式により
求まる． 
𝑝0 = 𝑇4
0 𝑝4                    (2) 
 
 
図 5 Coordinate system 
 
一般に，逆運動学の解を解析的に求めるのは困難であ
る．本研究では文献[3]にならい，ヤコビ行列とニュート
ン法を用いた数値解を求める．腹腔鏡ロボットの先端速
度?̇?と各関節角速度?̇?はヤコビ行列 𝑱 によって次式のよう
に関係付けられる． 
?̇? = 𝑱?̇?                  (3) 
本研究では， 先端速度，関節角速度をサンプリング時
間ごとの微少変化と捉え，先端位置の微小変位を∆𝒓，関
節角度の微小変位を∆𝜽として次式を利用する． 
∆𝜽 = 𝑱−1∆𝒓                  (4) 
腹腔鏡先端の現在位置，1 ステップ前の位置をそれぞれ
𝒓𝒏𝒆𝒘，𝒓𝒐𝒍𝒅と表し，ロボットの更新角度，現在の角度をそ
れぞれ𝜽𝒏𝒆𝒘，𝜽𝒐𝒍𝒅と表す．このとき，∆𝒓 = 𝒓𝒏𝒆𝒘 − 𝒓𝒐𝒍𝒅， 
∆𝜽 = 𝜽𝒏𝒆𝒘 − 𝜽𝒐𝒍𝒅であるので，ニュートン法により，(4)
式は次のように表せる． 
𝜽𝒏𝒆𝒘 = 𝜽𝒐𝒍𝒅 + 𝑱
−1(𝒓𝒏𝒆𝒘 − 𝒓𝒐𝒍𝒅)         (5) 
（２）位置追従制御系 
4 章 1 節の(5)式より逆運動学の解が得られ，これを目
標角度・変位として追従制御を行うことにより，腹腔鏡
ロボット先端の位置追従制御を達成することができる．
なお，本研究では位置追従制御器として PI コントローラ
を使用した．図 6 に位置追従制御系のブロック線図を示
す ． ま た ， 制 御 の た め の ソ フ ト ウ ェ ア に は
MATLAB/Simulink を用いた． 
 
 
図 6 Block diagram of position tracking control system 
 
５． 操作方法 
（１）入力装置 
図 7 に示す Kinect for Windows(Kinect)は，ジェスチャ
ー・音声認識によって入力が可能な Microsoft 社製のナチ
ュラルユーザーインターフェース(NUI)である．Kinect に
搭載されているセンサーは，RGB カメラ，深度センサー，
指向性マイクロフォンである．それらのセンサーを使用
し，人の位置，動き，声，顔などを読み取ることが出来
る．本研究では，腹腔鏡ロボットを制御するにあたり，
顔の角度データと表情を使用する． 
 
 
図 7 Kinect for Windows 
 
（２）表情検知実験 
Kinect を用いたプログラミングを行う為に必要な
Kinect SDK(FaceTrackingSDK) に 梱 包 さ れ て い る
Animation Unit を表情検出に用い，数ある表情の中から
Jaw Lowerer (口開閉動作)を変速コマンドとして採用した．
Kinect で得られる口開閉のデータは-1 から+1 の範囲で提
示される．口開け時には+1 に近づき，口閉め時には-1 に
近づく． 
図 8(a)に示される 2 秒ごとに現れるパルス波に合わせ
て口開閉動作を行った時に，Kinect で検出された口開閉
動作の波形を図 8(b)に示す．口開閉動作の波形には口開
け時の立ち上がりの波形と，口閉め時の立下りの波形が
現れる．口開閉動作の誤検知の低減を目的として，波形
を微分し，口開け速度と口閉め速度に閾値を設けて口開
閉動作の識別を行う．口開閉動作の波形を微分したもの
を図 8(c)に示す． 
任意の操作者に対して口開閉動作が検出でき，口開閉
動作を腹腔鏡ロボット先端の変速コマンドとして使用で
きるようにする為，被験者 10 名に対して図 8(a)の 2 秒ご
とに現れるパルス波に合わせて口開閉動作を 50回行って
もらい，口開閉動作のデータを収集し，口開け速度と口
閉め速度の閾値を実験的に決定した．この結果，口開け
速度の閾値を 6，口閉め速度の閾値を-5 とした．さらに，
誤検知の防止や検知速度の向上の為に，口開け速度の閾
値を超えてから 0.8 秒以内に口閉め速度の閾値を下回っ
た場合に，口開閉動作が行われたと定義した．これより，
口開閉動作を行った際にシステムが口開閉を検知するま
での時間は 0.8 秒以内になる． 
 求めた閾値と収集した口開閉動作のデータを用いて，
正しく口開閉動作が検出されるかどうかの検証を行った．
口開閉動作の識別率を表 1 に示す． 
 
 
(a) Pulse wave for showing the timing of open and close 
motions of mouth 
(b) Wave form detected by Kinect for open and close motions 
of mouth 
(c) Derivative of the wave form detected by Kinect for open 
and close motions of mouth 
 
図 8 Data for open and close motions of mouth 
 
表 1  Verification result for distinction experiment 
Subject Correct 
count[-] 
Correct 
rate[%] 
A 49 98 
B 49 98 
C 50 100 
D 48 96 
E 41 82 
F 40 80 
G 50 100 
H 49 98 
I 49 98 
J 50 100 
Average 47.5 95 
表 1より，平均して 95%という高い識別率が得られた．
これより，口開閉動作が腹腔鏡ロボット先端の変速コマ
ンドとして十分に利用できると判断した．しかし，顔の
角度を変えた際に，Kinect が口開閉動作を誤検出してし
まうことがあったため，顔の角度に変化があった場合に
口開閉動作の識別を行わないように，入力するコマンド
を顔の向きの変更動作と口開閉動作に切り替えられるよ
うにする． 
（３）入力方法 
Kinect を用いて腹腔鏡ロボットを制御するにあたり，
両手で鉗子ロボットを操作していることを前提としてい
る為，腹腔鏡ロボットの操作は，両手による鉗子ロボッ
トの操作に影響を及ぼさず，且つ直感的に行える必要が
ある．具体的には，Kinect によって執刀医の顔の向きを
検出することにより，腹腔鏡ロボット先端の目標位置を
与え，前述の制御方法により，執刀医の顔の向きに腹腔
鏡ロボット先端の動きが追従する制御を行う． 
Kinect による腹腔鏡ロボットの操作方法として，図 9
に示すコマンドを設定した．具体的には，首を左右に振
ると腹腔鏡先端を図 5 に示す X 方向に移動させることが
でき，首を上下に振ると Z 方向に移動させることができ
る．また，Y 方向に関しては，図 10 に示す EDIKUN 社製
のフットペダル EDIKUN Foot Switch Triple を使用し，フ
ットペダルの中央ペダルを踏むと後退させ，右ペダルを
踏むと前進させることができる． 
 
 
図 9 Input commands by Kinect 
 
 
図 10 EDIKUN Foot Switch Triple 
なお，顔の角度を入力として扱うので，誤認識を回避
するために，コマンド入力の受け付け方法の切り替えを
フットペダルの左ペダルにより行う．一度左ペダルを踏
むと動作に関する入力(移動モード)を受け付け，もう一度
左ペダルを踏むと速度を設定できる入力(速度モード)を
受け付ける．また，不用意にコマンドが有効にならない
様にするため，左ペダルを素早く 2 回踏むと各入力を完
全に受け付けない状態にでき，再び素早く 2 回踏むと入
力を受け付けるようになる．加えて，移動モードの際に，
微小な顔の角度によって方向コマンドが入力されない様
に正面を向いた状態から数度の角度の遊びを設けた．  
さらに，腹腔鏡ロボット先端の移動速度を変更できる
ようにする為，追加機能としてコマンド入力の無効時に
口開閉動作を行う度に，先端速度を 1mm/s→2mm/s→
3mm/s→1mm/s の様に切り替えられるようにした．これに
より，腹腔鏡ロボット先端を細かく動かすことも大まか
に動かすことも出来る． 
この操作方法の特徴として，腹腔鏡により映し出され
る映像に対して，向きたい方向に直観的に顔を移動する
ことで操作できることと，X，Y，Z 方向の 3 軸を同時に
入力可能であることが挙げられる． 
 
６． 動作実験 
（１）動作検証 
a）実験方法 
設定した入力方法により腹腔鏡ロボットを直感的に操
作することが可能であるかを検証するため，腹腔鏡ロボ
ット先端の腹腔鏡が疑似患部(青い円)を適切に捉えるま
での時間を測定する実験を行った．また，実験では鉗子
ロボットと併用せず，腹腔鏡ロボット単体として動作検
証を行う．以下に実験手段を示す． 
① 腹腔鏡映像が映るモニター(640px×480px)上に半透
明な赤い円(外径:画面の高さ，内径:外径の 2/3)を映
し出す． 
② 腹腔鏡ロボット先端の最終目標座標を Yaw 方向に
0°，Pitch 方向に 9.32°，Translation 方向に 55mm
の位置に設定する(図 11)． 
③ 最終目標座標より Translation 方向に 60mm の位置に
疑似患部に当たる青い円(直径 30mm，幅 2mm)を設
置し，拡大縮小の感覚が得られるように青い円の周
りに青い枠を設置する．最終目標座標においてモニ
ター上で確認できる腹腔鏡映像は図 12(a)のように
なる． 
④ 図 11 に示すように，実験開始座標を最終目標座標よ
り同じ距離だけ離れた 4 つの点とする．実験開始座
標 1 においてモニター上で確認できる腹腔鏡映像は
図 12(b)のようになる． 
⑤ 実験開始座標より実験を開始し，終了条件を青い枠
が画面内に映らず，青い円が赤い円に収まっている
事とし，条件が満たされるまでの時間を測定する． 
実験開始座標を 1→2→3→4→4→3→2→1の順番に実験
を行い，これを 1 セットとした．なお，操作者は医療従
事者ではないが，比較的 Kinect による腹腔鏡ロボットの
操作に慣れた 20 代の男性 1 名とした． 
 
 
 
図 11 Target circle and start points 
 
 
(a) Laparoscopic view at goal point 
(b) Laparoscopic view at upper right point 1 
 
図 12 Laparoscopic view at each point 
 
b）実験結果 
本実験では 2 セット実験を行い，操作時間と移動時間
の平均を算出した．操作時間(Operation time)は，入力が有
効(コマンド入力が可能)になっている間の時間を指し，移
動時間(Moving time)は操作時間よりコマンドを入力して
いない待機時間を引いた，実際に腹腔鏡ロボット先端が
移動している時間を指す．結果を表 2 に示す． 
 
 
 
 
表 2 Result of control experiment 
Set Start 
Point 
Operation 
time [s] 
Moving 
time [s] 
1 1 11.12 8.84 
2 12.39 8.94 
3 10.41 9.32 
4 12.07 8.56 
4 15.97 11.33 
3 11.30 8.11 
2 12.03 8.73 
1 12.30 8.57 
2 1 14.96 10.13 
2 12.80 8.95 
3 12.17 9.66 
4 13.85 11.37 
4 10.30 7.78 
3 11.08 8.87 
2 14.88 11.39 
1 9.60 8.70 
Average 12.32 9.32 
 
ここで，結果を同内容の実験を行っている文献[11]と比
較検討する．文献[11]では，14 個のデータ収集用電極と 2
個のジャイロセンサーが搭載された生体信号収集ヘッド
セットである Emotiv EPOC を入力装置として，文献[8]で
開発された腹腔鏡ロボットを 2mm/s の一定速度で操作し
ている．操作方法は 3 種類の顔の表情の組み合わせとジ
ャイロセンサーによって方向を与えることで，図 5 に示
した X，Y，Z 方向及び Translation 方向に対して腹腔鏡ロ
ボットの目標先端座標を与えている． 
文献[11]で行った実験結果の平均操作時間は 84.8s であ
った．本実験では平均操作時間が 12.32s であることから，
操作者が得たい術野まで腹腔鏡先端を動かす時間が約
1/7 に短縮されている．この理由の 1 つとして，文献[11]
では X, Y, Z 方向を 1 軸ずつしか操作できなかったのに対
し，本研究で提案した操作方法では 3 軸同時に操作可能
であることが挙げられる．また，腹腔鏡ロボット先端の
変速コマンドを導入することによって，おおまかに操作
する時には移動速度を速く，細かく操作する時には移動
速度を遅く，移動速度を切り替えたことも時間短縮に繋
がったと考えられる． 
（２）入力方法の検証 
本稿で提案した Kinect による操作が臨床現場のニーズ
に合致しているかを確かめるべく，外科手術歴 25 年の臨
床医の協力のもとに，Kinect での操作と，別の手法とし
て Joystick による操作で，6 章 1 節で行った実験開始位置
1 番のタスクを 3 回ずつ行い，比較検討した．Joystick は
Logitech 社製の Extreme 3D Pro を使用し，実験環境及び入
力方法は図 13 に示す通りである．ここで，Omega.7 は鉗
子ロボットの操作に使用する入力デバイスである． 
Joystick による入力方法は，実際の腹腔鏡操作と酷似し
た配置と操作感を目的に構築した．Joystick での具体的な
操作として，図 13 に示す切り替えボタンによりコマンド
の有効／無効を切り替えることができ，コマンド有効時
には，X，Z 方向はスティックを傾けた方向に傾けた量に
応じて腹腔鏡ロボット先端の移動速度が制御され，Y 方向
は実験を始める前に速度を設定し，ハットスイッチで方
向を入力して腹腔鏡ロボット先端を制御する． 
比較方法として，Kinect での操作，Joystick での操作共
に Omega.7 を両手で摑んだ状態から実験を開始し，Kinect
操作時には操作終了までを，Joystick 操作時には操作を終
了してから再度 Omega.7 を両手で摑むまでを比較する動
作とし，有用性を検証する上で，一連の動作に掛かる時
間と臨床医による意見を評価対象とした． 
操作方法として Joystick を採用した理由は，実際の腹腔
鏡操作部と似た構造となっている事にあり，直感的な操
作が実現しやすいためである．鉗子操作と腹腔鏡操作を
切り替えて，Omega.7 を用いて腹腔鏡ロボットを操作す
ることも検討したが，Omega.7 には操作を切り替えた際
に，切り替える前の鉗子操作位置を保持する機能がない
為，本実験においては Joystick を採用した． 
 
 
図 13 Experimental setup 
 
表 3 に実験結果を示す．結果を考察すると Kinect での
操作に掛かる時間は平均 25.25s，Joystick での操作に掛か
る時間は平均 26.70s と大きな差は無く，設定した Kinect
の入力方法の操縦性が Joystick での操作性と同等である
といえる．ここで，臨床医による操作時間が 6 章 1 節で
実験を行った操作者に比べて長く掛かっているが，これ
は臨床医が Kinect での操作に慣れていないためで，操作
に慣れた場合，同等の操作時間で腹腔鏡ロボットの操作
が可能になると考えられる． 
また，臨床医からの意見では，Joystick 操作の場合，腹
腔鏡助手が行う操作の分だけ手間が増す為，負担が大き
くなる事から，両手が塞がった状態で腹腔鏡ロボットを
操作するには，Kinect のようなハンズフリーな入力装置
が妥当であるという意見を頂いた．以上のことから，臨
床現場で使用する上で，提案した Kinect による腹腔鏡ロ
ボットの操作方法の有用性を検証することができた． 
 表 3  Result of comparative experiment 
No. Kinect [s] Joystick [s] 
1 26.77 33.00 
2 21.65 22.80 
3 27.62 24.29 
Average 25.35 26.70 
 
７． 結論 
 本研究では，鉗子ロボットを両手で操作する執刀医が，
一人で手術支援ロボットを操作できるようにするために，
入力デバイスとしてモーションセンサ(Kinect)を用いて，
腹腔鏡ロボットを操作するための入力コマンドを提案し
た．具体的には，執刀医の顔の向きに腹腔鏡ロボット先
端の動きが追従し，腹腔鏡ロボット先端を 3 軸同時に操
作可能であり，腹腔鏡ロボット先端の移動速度を変速す
ることもできる．提案した操作方法を腹腔鏡ロボットに
適用して行った動作の検証実験において，文献[11]で提案
した操作方法よりも操作時間が大幅に短縮した．さらに，
臨床医による入力方法の有用性を検証した結果，Joystick
操作と同等の操作性を持つ上，実際の臨床現場で使用す
る上で有用な入力方法であることを検証できた． 
また，本稿で示した腹腔鏡ロボットの機構や制御方法，
入力方法は，単孔式だけではなく，多項式の腹腔鏡手術
にも応用が可能であると考えている．今後の課題として，
鉗子ロボットと腹腔鏡ロボットを併用して操作実験を行
うことが挙げられる． 
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