Introduction
The analysis of correlated binary data has received a lot of attention in recent years. A number of authors have proposed the use of a mixed effects generalized linear model under which the probability of a positive response, when transformed by a suitable link function, is a linear function of fixed as well as random effects. The incorporation of random effects into the model is useful in accounting for population heterogeneity, overdispersion, and intracluster correlation. It also enables the pooling of information across different subjects to result in better subject-specific inference as opposed to population-averaged inference. The presence of random effects, however, complicates the estimation problem considerably. To obtain the marginal likelihood function, one has to integrate out the random effects, which, except for a few special cases, cannot be performed analytically. The intractability of the likelihood function has led various authors to propose a host of alternative estimation methods rather than carrying out maximum likelihood estimation exactly. These include the approximate maximum likelihood and approximate residual maximum likelihood estimators proposed by Schall (1991 ), h/IcGilchrist (1994 , and Drum and McCullagh (1993) ; the penalized quasi-likelihood approach of Breslow and Clayton (1993) ; the Gibbs sampling Bayesian approach of Zeger and Karim (1991) ; the estimating function approach of Waclawiw and Liang (1993) ; and the iterative bias correction approach of Kuk (1995) . McCulloch (1994) pointed out several advantages of using the probit link instead of the customary logit link. In his paper McCulloch considers only independent random effects. We extend McCulloch's model by allowing correlated random effects. This extension widens the applicability of the model considerably and is described in Section 2. In Section 3 we describe the EM algorithm for obtaining maximum likelihood estimates and highlight the simplification made possible by the probit link assumption. The derivation is similar to that of h/IcCulloch (1994), but we end up with a slightly different formula for the M-step. A Monte Carlo implementation of the E-step of the algorithm via Gibbs sampling is given in Section 4. In Section 5 we consider the estimation of standard errors, a topic not dealt with by McCulloch (1994) in any detail. When the E-step requires a Monte Carlo method, the SEh/I algorithm (Meng and Rubin, 1991) for calculating standard errors is numerically unstable and extremely computer intensive, and so we resort to inverting a Monte
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Carlo estimate of the information matrix. In Section 6 we describe a method of accounting for the Monte Carlo variation explicity. In Section 7 we illustrate the flexibility and feasibility of our methods by fitting two models to the salamander mating data reported in McCullagh and Nelder (1989, pp. 439-450) . Both models assume a probit link and include the male species, the female species, their interaction, and season (fall versus summer) as fixed effects. Model 1 includes male and female animal effects as random effects. As the same animals were used in the first two mating experiments, the effects of the same animal over the two occasions are correlated. In model 2 the random effects are classified by species as well as by gender. Finally, in Section 8 we extend our model to allow correlated errors as well as correlated random effects. Applications to longitudinal binary data and multivariate clustered binary data are considered briefly.
The Model
Let Wl, . . . , Wn denote the observed binary variables. Following McCulloch (1994) , we assume that the probabilities Pi = Pr(Wi = 1) are probit-linear. In matrix form where X is an n x p design matrix, P is a p x 1 vector of fixed effects, u, is a qrk, x 1 vector of random effects with corresponding n x q,k, design matrix Z,. We assume that u l , . . . ,UR are independent. For each u, we have In other words, u, is made up of q, i.i.d. random vectors of dimension k, each.
For the purpose of estimation, it is useful to view the above probit-linear mixed model as a threshold model that results from dichotomizing the observations from a Gaussian mixed model. In other words, W, = I(Y,>O)and where E N ( 0 , I) independently of the u,
The above model allows correlated random effects and so is an extension of the model proposed by McCulloch (1994) , which considers only independent random effects. The extended model is quite general and includes the following useful models as special cases. In other words, we have a random intercept model for each variable and the random intercepts (uli, uZilT are i.i.d. according to a bivariate normal distribution with zero mean. This model is a special case of (2) with R = 1,ql = m , and kl = 2.
Models involving crossed design of correlated random effects. Two complicated models of crossed design are illustrated in Section 7 through the study of the famous salamander data.
M a x i m u m Likelihood Estimation
In this section we describe the maximum likelihood estimation of the fixed effects P and the variance components Zl,, r = 1 , .. . , R, by the EM algorithm. To apply the EM algorithm we treat the complete data as Y , u l , . . . ,u~ and regard the observed data W as the incomplete data. The EM algorithm is particularly suited for the probit-normal model given by (1) and (2) as closed form formulae for the complete-data MLE exist, and they are and Instead of (3), McCulloch (1994) 
where V is the covariance matrix of Y . Note that b (~) based on Y alone rather than based on is the MLE for p the complete data Y , u l , . . . ,u~. As pointed out by the referees, McCulloch's procedure is closely related to version 1 of the ECME algorithm proposed by Liu and Rubin (1994, p. 641 ).
Given the current estimates p(IC)and ,E$IC), T = 1 , .. . ,R, we update our parameter estimates by replacing Y , u,, and urjuFj in (3) and (4) (5) and (6).
The Monte Carlo EM Algorithm
Unfortunately, E [ Y I W] and cov[Y W] which are required for the EM algorithm cannot be expressed in closed form. In such circumstances, Wei and Tanner (1990) and McCulloch (1994) suggest the so-called Monte Carlo EM algorithm where E [ Y 1 W] and cov[Y I W] are approximated by simulations. Since it is difficult to simulate directly from the conditional distribution of Y given W, we use the method of Gibbs sampling (Smith and Roberts, 1993) . The details are given as follows.
Let us first denote the vector obtained by taking the diagonal and lower triangular elements of E, by vecE, and the P x 1 vector of all parameters (pT, vecEIT, . . . ,v e c~~~)by 8 ,where 
To carry out the above simulations, we use the fact that Since Y = (Yl,. . . ,~ n is N ( X p , V ) with V given by (9), it follows that f(yi ) ~ y3,j # i) is also normal. Thus, f(y, ( y3,j # i;wi) is a truncated (above 0 if wi = 1; below 0 if wi = 0) normal distribution. We use the fast acceptance-rejection method of Marsaglia (1964) to simulate from such a truncated normal distribution. In this way, we can carry out the Gibbs sampling cycles (14) to result ( 1 5 ) , and (16) back to ( 5 ) and ( 6 ) ,we are able to update the current estimates to p(lC+l)and ~!~+ l ) , 1 , . . . , R, and we continue to iterate until convergence r = is reached to result in the final estimates 8^. Note that we are able to work out the estimates of the random effects as a by-product from (12).
Monte Carlo Approximation of the Observed Information Matrix
McCulloch (1994) did not report standard errors in his examples but he did mention the supplemented EM (SEM) algorithm of Meng and Rubin (1991) as a possible method. The basic idea of the SEM algorithm is to use the fact that the fraction of missing information is related to the rate of convergence of the EM. By running a sequence of supplementary EM iterations, we can approximate the rate of convergence of the EM algorithm by using finite differences. In this way, we can estimate the increased variability due to missing information, which can then be added to the complete-data variance-covariance matrix. We do not recommend the SEM algorithm for problems requiring Monte Carlo E-steps. At each iteration of the SEM procedure, we need to consider the P sets of parameter values that result from perturbing the P components of 8 one at a time. For each of these P sets of parameter values, we need to run one iteration of the EM algorithm via Gibbs sampling. In other words, we have to carry out Gibbs sampling P times at each step of the SEM algorithm. This is very time consuming if P is large. For the models we propose in Section 7, P = 13 and 21. Thus, to run 100 SEM steps, we have to carry out Gibbs sampling 1300 times for model 1 and 2100 times for model 2. Moreover, our experience suggests that a Monte Carlo implementation of the SEM algorithm is numerically unstable, has convergence problems, and sometimes leads to negative variance estimates. This is somewhat surprising as no such problems are reported in the literature for the SEM algorithm. A possible explanation is that the finite difference method of approximating the rate of convergence matrix DM (Meng and Rubin, 1991, p. 902) is adversely affected by the extra variation due to Monte Carlo sampling. In conclusion, the Monte Carlo SEM algorithm is undesirable in terms of both computing time and numerical stability.
Instead of using the SEM algorithm, we will use simulations to approximate the observed information matrix directly. The details are as follows. Let l ( @ ; W )= logf ( w ;8 ) denote the log-likelihood function based on the observed data W . Louis (1982) We now describe how to simulate from the conditional distribution of ( Y , U ) given W . Since we can first simulate Y from f ( y w ) using the Gibbs sampling technique described in Section 4
and then simulate U from f ( u I
and covariance matrix EulY y ) , which is normal with mean , u u~ obtainable from standard formulae.
Accounting for Monte Carlo Variation
Since Gibbs sampling is used to approximate the various conditional expectations required at the E-step of the algorithm, we need to check whether the Gibbs sampler has converged. While a lot of stopping criteria have been proposed in the literature, they are too microscopic in nature and are not designed with Monte Carlo maximum likelihood estimation in mind. Specifically, the existing criteria are primarily concerned with simulations from one target distribution to approximate an expectation. In contrast, we need to approximate a lot of expectations and the distribution that we wish to sample from changes with each iteration as the parameter estimates are updated. Furthermore, our primary interest is not in the expectations themselves but in the parameter estimates they eventually lead to. 
Example
The salamander mating data reported by McCullagh and Nelder (1989, pp. 439-450) have been extensively analyzed (Schall, 1991; Breslow and Clayton, 1993; Karim and Zeger, 1992) . The data were recorded from experiments involving two geographically isolated populations of salamanders, Rough Butt (R) and Whiteside (W). The scientific question addressed in the study is whether the geographically isolated species of salamanders develop barriers to successful mating. Ten R males and 10 W males were sequestered as pairs with 10 R females and 10 W females on six occasions according to the design given in Table 14 .3 of McCullagh and Nelder (1989) . For each pair, it was recorded whether mating occurred and there are n = 360 such records altogether, 120 records from each experiment. The first experiment was conducted in the summer of 1986, while the other two experiments were conducted in fall of the same year. The same animals were used in the first two experiments, while a new set of animals was used for the third experiment. Our main objective in this analysis is to estimate the probability of a successful mating for each of the four types of cross in mating, RR (R female with R male), RW, WR, WW, as well as the seasonal effect. We are also interested in knowing whether there exists heterogeneity among animals and, if so, whether it is greater for females or males and for which species. To answer this question we model the animal effects as random effects. As the same animals were used in the first two experiments, those random effects corresponding to the same animal are correlated. Previous analyses of the data (Schall, 1991; Breslow and Clayton, 1993; Karim and Zeger, 1992 ) used a generalized linear model with random effects and a logit link function. McCulloch (1994) used probit link and a Monte Carlo ECME algorithm to analyze the three experiments separately. We obtain similar results using the Monte Carlo EM algorithm described in this paper. 
A Probit Linear Model with Correlated Random Effects
To analyze the combined data set we use the model and W = I ( Y > O ) .The design matrix X consists of the indicator variables for the four types of cross, RR, RW, WR, and WW, as well as an indicator variable for the season (fall = 1; summer = 0).
The vector P = (PRR,PRW, PWR, PWWr /3FALL)T consists of the corresponding fixed effects. The random effects are where uF12(uDf12) is made up of 20 2 x 1 random vectors corresponding to the effects of 20 female(ma1e) animals over the two occasions, experiments 1 and 2, and uF3(uM3) represents the effects of the new set of animals used in experiment 3. The design matrices corresponding to these random effects are ZF12, ZhIl2, ZF3, and ZM3. Finally, we assume that the error vector N360(0,1). In fitting the model we set the starting values to be zero for all beta parameters, 0.01 for all variance parameters, and 0.001 for all covariance parameters. Using (5), (6), (15), and (16), we iterate 300 times to obtain the parameter estimates. The results of five runs of the algorithm are given in Table 1 .It is clear that we obtain more or less the same estimates from each run. In fact, V2 contributes only negligibly to V = Vl + V2, where Vl = -{1iI (B))-' is stabilized at M = 50,000.
The following conclusions are drawn. For the fixed effects, we find that the mating rate of the WR cross type is lowest, whereas the mating rates of RR and WW are highest and of similar magnitude. The seasonal effect is in the direction of less successful mating in fall. An estimate of the contrast of primary interest PRW-PWRis 1.397 (SE = 0.364), which is significantly different from zero. Finally, we examine the random effects and find that the female random effects have a higher variability than the male random effects in the first two experiments, whereas in the last experiment the relation is reversed. Furthermore, the female random effects in experiments 1 and 2 are apparently not correlated, while for the males they appear to be positively correlated. These findings are in reasonable agreement with the results from previous analyses using logit link.
In assessing the goodness-of-fit, we calculate the estimated probability of successful mating for RR, RW, WR, and WW mating types, denoted by TRR, T R W , ~W R , nWW in experiments 1, 2, and 3. For example, for experiment 1 (Zeger, Liang, and Albert, 1988 ). Then we compare the estimated probabilities with the observed proportions in Table 2 . We can see that all the estimated probabilities match quite well with the observed proportions. The sample variances of the animal-specific totals for the female R, female W, male R, and male W salamanders, denoted by s;~, s ;~, sLR, s&, are calculated for each experiment and their expected values are approximated on the basis of 5000 samples drawn from the model at the estimated parameter values. The results, also given in Table 2 , reveal the inadequacy of the model as we find that, for each gender, the ordering of the expected variances for species R and W is often opposite to that of the corresponding observed variances. For example, the observed sgR(1.733) is smaller than the observed s ;(3.789) in experiment 2, but the expected sgR(2.898) is larger than that of s ;(2.138) under model 1. Therefore, we revise our model to allow the variance parameters of different species to be different. To our knowledge, this is the first attempt of fitting a model to the salamander data with species-specific random effects.
A Probit Linear Model with Species-Specific Random Effects
The revised model, model 2, has five fixed effects and eight random effects, This model is an extension of model 1 by further subdividing ~~1 2 , u~3 ,~1 2 ,and uM3 in (19) into two species-specific parts. Thus, where u~~~~( u .~~~~~) 10 2 x 1 random vectors corresponding to the effects is made up of of the 10 female(ma1e) animals of species R over the two occasions, experiments 1 and 2, and u F W 1 2 ( u M W 1 2 ) represents is defined similarily for species W. Again, u F R 3 ( u M R 3 ) the effects of the new set of species R animals used in experiment 3 and is u F W 3 ( u M W 3 ) similarily defined for species W. The design matrices corresponding to these random effects are ZFR125 ZFW125 Zh.1~12, Zh.1~123 ZMR31 and Z h . 1~3 . Z F R Y , Z F W~I . We use the estimates of model 1 as the starting values and iterate 400 times to obtain a new set of estimates. As our estimate of u;W3 (0.0026) is extremely close to zero, we iterate 100 times more subject to the constraint ugw3 = 0. We rerun the algorithm 4 times under the constraint 2 u F w 3 = 0. The five runs of the Monte Carlo EM algorithm give similar results and will not be shown individually. The final estimates obtained by averaging over the five runs are reported in Table 3 . For this example, Vl = -{ 1 k ( 6 ) ) -1 is stabilized at M = 30,000 and the Monte Carlo variance V2 is negligible relative to V l . To assess the goodness-of-fit of model 2, we use similar procedures as for model 1 and the results are also given in Table 2 . We can see that there is better agreement between the observed variances s ;~, sgW, siIR, sLWand their expected values under model 2 than under model 1.
Extension
To extend model ( 2 ) ,we allow correlation in the error vector E so that E N(0,*), where 9 # I.
The extended model has potential applications in the analysis of longitudinal binary data and multivariate clustered binary data.
For longitudinal data, it is common to assume autocorrelated errors within subjects. If the time points are equally spaced, we may consider an A R ( 1 ) correlation matrix for subject i . Assuming independence across subjects, the correlation matrix for E is block diagonal where m is the number of subjects and ni is the number of observations for subject i . Under this correlation structure, the M-step of the EM algorithm becomes slightly more complicated than that in Section 3. The complete-data MLE of Z', is still given by (4), but the complete-data MLE of P and p have no closed form. For a fixed value of p, the MLE of P is the generalized least squares estimate
The complete-data MLE of PCof p can be obtained by maximizing the profile log-likelihood and i ( b c ) is the complete-data MLE for P . Thus, the EM algorithm works as follows. Given the current estimates Z'ik), ~(~1 , by taking the and p(lC), we obtain the updated estimate p(k+l) conditional expectation of the above profile log-likelihood given the observed data W = I(Y>O) and maximizing it with respect to p. The updated estimates of Z', and P are Z'ik+') = ~( I W ) 2 ~ ~ and /3(lC+') = E(i(p(lC+'))/ W ) , where the expectations are evaluated at the current parameter estimates.
Next we consider multivariate clustered binary data which arise, for example, in the study of multiple binary traits in animal breeding (Foulley, Gianola, and Im, 1990 The row vectors of the error matrix E = (€ 1, . . . ,c H ) are assumed to be independent and identically distributed as N(0,C), where C denotes the residual covariance matrix. Note that this model is more realistic than a model which assumes that Y 1 , . . . ,Y H are conditionally independent given the random effects uhr, h = 1 , .. . ,H ;r = 1 , . . . ,R. Note also that the right-hand side of (21) is a multivariate linear model. If we define the complete data as (Yh, u h r ) , h = 1 , .. . ,H ;r = 1 , .. . ,R, the complete-data MLE of P h and Ch, are just trait-specific analogs of (3) and (4). The completedata MLE of the covariance matrix C is given by the sample covariance matrix where 6 = . . , g H ) is the matrix of residuals with trait-specific residual vector gh = Y h -xhjh c : =~z~~~~~.
I(Y>O) is observed,
-A subtle point is the following. Since only W = the variances ell,. . . ,CHH of the error matrix E are not estimable from the observed data.
As the scale parameter Jchh can be absorbed into the regression parameters P h , we can only estimate the ratios PI/&,
The common way to overcome this identifiability problem for a probit model is to assume ell = . . . = CHH = 1. This constraint, however, complicates the estimation of C because the constrained MLE of C is no longer given by (22).
For example, if H = 2, it is well known that the MLE of cl2 subject to ell = cz2 = 1 is the solution to a cubic equation. We are now in an interesting situation where all the parameters are estimable from the complete data ( Y h , uhr), h = 1,. . . ,H ;r = 1 , . . . ,R, but only the ratios PI/&, . . . ,pH/-are estimable from the observed data W = I(Y>O) and we have to impose the constraint ell = . . . = CHH = 1. To implement the EM algorithm, we think it is easier to obtain the unconstrained complete-data MLE of Ph,Z'hr, and C . The updating formula now consists of taking conditional expectations of the unconstrained MLEs given the observed data and evaluating them at the current parameter estimates. We conjecture that we can obtain convergent estimates of the estimable parameters Pi&, . . . , P H = by using the above unconstrained maximization version of the EM algorithm. To our knowledge, problems where the complete-data model has more parameters than the observed data model have not been addressed before and deserve further investigation.
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Le modkle normal-probit pour donnites binaires (McCulloch, 1994) est gitnkralisk & des effets alkatoires corrklks. Pour obtenir les estimations du maximum de vraisemblance nous utilisons l'algorithme EM avec une ktape M grandement simplifike par la supposition d'une fonction de lien probit et avec une ktape E rkaliske par kchantillonnage de Gibbs. Les erreurs-standards sont calculkes en inversant l'approximation de Monte-Carlo de la matrice d'information plut6t que via l'algorithme SEM. Une mitthode est itgalemment proposite qui tient compte explicitement de la variation de Monte-Carlo. Nous proposons comme illustration une nouvelle analyse des fameuses donnkes d'accouplement des salamandres. Contrairement aux analyses pritcitdentes, nous constatons qu'il est nkcessaire d'introduire diffkrentes composantes de variance pour les diffkrentes espkces d'animaux. Finalement nous considitrons des modkles avec des erreurs corritlites ainsi que des effets alkatoires corrklks.
