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ABSTRACT

Convolutional neural networks, despite their profound impact in countless domains, suffer from
significant shortcomings. Linearly-combined scalar feature representations and max pooling operations lead to spatial ambiguities and a lack of robustness to pose variations. Capsule networks can
potentially alleviate these issues by storing and routing the pose information of extracted features
through their architectures, seeking agreement between the lower-level predictions of higher-level
poses at each layer.
In this dissertation, we make several key contributions to advance the algorithms of capsule networks
in segmentation and classification applications. We create the first ever capsule-based segmentation
network in the literature, SegCaps, by introducing a novel locally-constrained dynamic routing
algorithm, transformation matrix sharing, the concept of a “deconvolutional” capsule, extension of
the reconstruction regularization to segmentation, and a new encoder-decoder capsule architecture.
Following this, we design a capsule-based diagnosis network, D-Caps, which builds off SegCaps
and introduces a novel capsule-average pooling technique to handle to larger medical imaging
data. Finally, we design an explainable capsule network, X-Caps, which encodes high-level visual
object attributes within its capsules by utilizing a multi-task framework and a novel routing sigmoid
function which independently routes information from child capsules to parents. Predictions come
with human-level explanations, via object attributes, and a confidence score, by training our network
directly on the distribution of expert labels, modeling inter-observer agreement and punishing
over/under confidence during training. This body of work constitutes significant algorithmic
advances to the application of capsule networks, especially in real-world biomedical imaging data.
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EXTENDED ABSTRACT

Deep learning methodologies, in particular convolutional neural networks (CNNs), have made a
profound impact in countless domains across academia, government, and industry. Nonetheless,
over the past few decades, some have argued strongly against their core mechanisms. Linearlycombined scalar feature representations and max pooling operations lead to spatial ambiguities and
a lack of robustness to pose variations. Capsule networks are a class of neural networks which aim
to solve these shortcomings by storing both presence and pose information about extracted features,
and route this information through the network seeking agreement between lower- and higher-level
features. In this dissertation, we make several key contributions to advance the algorithms and
application of capsule neural networks. Specific focus is given to biomedical image applications for
their significance in potentially life-saving technologies.
Discussed in Chapter 3, we introduce the first ever capsule network designed for the task of
segmentation in the literature. This required several important advancements, including a novel
locally-constrained dynamic routing algorithm, transformation matrix sharing, the concept of a
“deconvolutional” capsule, extension of the reconstruction regularization to segmentation, and a
new encoder-decoder capsule network structure. These advancements culminate in an architecture
which we call SegCaps. SegCaps consistently outperforms contemporary state-of-the-art CNNs in
pathological lung segmentation for both clinical and preclinical subjects, as well as retinal vessel
segmentation from fluorescein angiogram videos, while using only a small fraction of the trainable
parameters as those CNNs. Further, we provide evidence that SegCaps can generalize to unseen
poses of familiar objects far better than a state-of-the-art CNN.
Next, in Chapter 4, we design a capsule-based network for the task of diagnosis in the field of
endoscopy. In order to classify real-world imaging data much larger in size than those in MNIST or
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CIFAR, we introduced the concept of capsule-average pooling. Our proposed architecture, which we
call D-Caps, combines this capsule-average pooling with the parameter saving techniques introduced
in SegCaps to diagnose colorectal polyps from colonoscopy images. Given our preliminary evidence
that capsule networks can better generalize to unseen poses, converges faster in training, and contains
far fewer parameters than state-of-the-art CNNs, we hypothesize that D-Caps should be able to better
handle the relatively limited training data and high intra-class variation present in our colorectal
polyp dataset. We conducted a set of thorough experiments to validate our hypothesis, stratified
across all polyp categories, imaging devices and modalities, and focus modes available. Our results
show D-Caps can outperform the leading state-of-the-art CNN-based method by as much as 43% in
the most difficult settings.
In Chapter 5, we introduce algorithmic advances in capsule networks to improve the explainability
of network predictions. CNN-based systems have largely not been adopted in many high-risk
application areas, including healthcare, military, security, transportation, finance, and legal, due
to their highly uninterpretable “black-box” nature. Towards solving this deficiency, we teach a
capsule network to explain its predictions using the same high-level language used by humanexperts. Our explainable capsule network, X-Caps, encodes high-level visual object attributes
within the vectors of its capsules, then forms predictions based solely on these human-interpretable
features. We implement a multi-task learning framework to learn the attribute and malignancy
scores from a large multi-center dataset of lung cancer screening patients. X-Caps utilizes a routing
sigmoid to independently route information from child capsules to parents for the visual attribute
vectors. To estimate model confidence, we train our network on a distribution of expert labels,
modeling inter-observer agreement and punishing over/under confidence during training supervised
by human-experts’ agreement. We demonstrate a simple 2D capsule network trained from scratch
can outperform a state-of-the-art deep pre-trained dense dual-path 3D CNN at capturing visuallyinterpretable high-level attributes and malignancy prediction, while providing malignancy prediction
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scores approaching that of non-explainable 3D CNNs.
The body of work presented in this manuscript constitutes significant algorithmic advances to
the application of capsule networks in a variety of real-world imaging data domains, and in
particular, biomedical image computer-aided diagnosis. Capsule networks show considerable
promise for the future of deep learning-based applications and we hope the contributions of this
dissertation provide a solid foundation for the further advancement of capsule network-based
approaches. The source code for all of the algorithms discussed have been made publicly available
at https://github.com/lalonderodney.
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CHAPTER 1: INTRODUCTION

Deep learning methodologies have made a profound impact in countless domains across academia,
government, and industry. The great success of these methods in part can be attributed to the
hierarchical representations of features extracted by the many layers of non-linear functions stacked
to form a neural network, hence the term deep learning. As a general rule, the deeper, the better, to
within some limits [47]. To create deeper and more powerful networks, fully-connected multi-layer
perceptrons were replaced by convolutional neural networks (CNNs), which reuse kernels across
spatial dimensions and store extracted features within scalar feature maps. To reduce computational
burdens further, max-pooling layers were added which reduce the spatial dimensions of feature
maps by extracting only the maximum values within local neighborhoods. Every year, deeper and
more powerful CNNs were introduced [67, 111, 115]. Nonetheless, over the past few decades, the
“godfather of deep learning” Geoffrey Hinton [112, 120], has argued strongly against some of their
core mechanisms, favoring instead what he calls capsule networks [48].

1.1

Drawbacks of CNNs and How Capsules Solve Them

Convolutional neural networks, despite showing remarkable flexibility and performance in a wide
range of computer vision tasks (e.g. classification [53], detection [101], segmentation [79]), do
come with their own set of flaws. Due to the scalar and additive nature of neurons in CNNs, neurons
at any given layer of a network are ambivalent to the spatial relationships of neurons within their
kernel of the previous layer, and thus within their effective receptive field of the given input. This
is worsened by the introduction of max-pooling which further destroys the spatial relationships
between features. To address these significant shortcomings, capsule networks store information
at the neuron level as vectors, rather than scalars. These vectors contain information about the
1

extracted features, including prevalence, pose, color, scale, and more, represented by each dimension
of the capsule vector. In this way. capsules provide equivariance to affine transformations on the
input, as opposed to CNNs which are only equivarient to translation. These sets of neurons, are then
“routed” to capsules in the next layer via a dynamic routing algorithm which takes into account the
agreement between these capsule vectors, thus forming meaningful part-whole relationships not
found in standard CNNs.
A simple three-layer capsule network, called CapsNet [105], showed remarkable initial results,
producing state-of-the-art classification results on the MNIST dataset and relatively good classification results on the CIFAR10 dataset. Since then, researchers have begun extending the idea
of capsule networks to other applications, including brain-tumor classification [2], lung-nodule
screening [85], action detection [24], point-cloud autoencoders [129], adversarial detection [38, 96],
and even creating wardrobes [52], as well as several technical contributes to improve the routing
mechanism for datasets such as MNIST, CIFAR10, SVHN, SmallNorb, etc. [49, 66].

1.2

Segmenting Objects from Images with Capsules

Object segmentation in the medical imaging and computer vision communities has remained an
interesting and challenging problem over the past several decades. The task of segmenting objects
from images can be formulated as a joint object recognition and delineation problem. The goal
in recognition is to locate an object’s presence in an image, whereas delineation attempts to draw
the object’s spatial extent and composition [8]. Solving these tasks jointly (or sequentially) results
in partitions of non-overlapping, connected regions, homogeneous with respect to some signal
characteristics. Object segmentation is an inherently difficult task; apart from recognizing the object,
we also have to label that object at the pixel level, which is an ill-posed problem.

2

In Chapter 3, the overall goal is to extend the concept of capsule networks to accomplish the task of
object segmentation for the first time in the literature. We hypothesize that capsules can be used
effectively for object segmentation with high accuracy and heightened efficiency compared to the
state-of-the-art CNN-based segmentation methods. This required several important advancements,
including a novel locally-constrained dynamic routing algorithm, transformation matrix sharing,
the concept of a “deconvolutional” capsule, extension of the reconstruction regularization to
segmentation, and a new encoder-decoder capsule network structure. These advancements culminate
in an architecture which we call SegCaps. In short, locally-constrained dynamic routing constrains
parent capsules to only receive information from a small local neighborhood of child capsules
centered on the parent’s position. This dramatically reduces the size of the transformation matrices,
and to reduce the memory burden further, we share transformation matrices across each member of
the grid. To compensate for the loss of global information, we adopt an encoder-decoder network
structure, which is facilitated by the introduction of deconvolutional capsules. These deconvolutional
capsules are similar to convolutional capsules, except their prediction vectors are formed via a
transposed convolution operation. Lastly, we extend the reconstruction regularization, shown to be
effective in capsule networks, by reconstructing a class-wise masked version of the input.
To demonstrate the efficacy of SegCaps, we choose a challenging application of pathological lung
segmentation from computed tomography (CT) scans, where we have analyzed the largest-scale
study of data obtained from both clinical and pre-clinical subjects, comprising nearly 2000 CT
scans across five datasets. While our methods presented are applied to biomedical data, we want
to emphasize that our method is in no way specific to medical imaging. We chose pathological
lung segmentation for its obvious life-saving potential and unique challenges such as high intraclass variation, noise, artifacts and abnormalities. To further demonstrate the general applicability
of our methods, we also provide proof-of-concept results in retinal vessel segmentation from
fluorescein angiogram videos which contain extremely thin tree-like structures as well as for
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rotations/reflections on standard computer vision images. These experiments provide evidence
that SegCaps can generalize to unseen poses of familiar objects far better than a state-of-the-art
CNN. SegCaps consistently outperforms contemporary state-of-the-art CNNs, while using only a
small fraction of the trainable parameters as those CNNs, showing a strong motivation for choosing
capsule networks over CNNs in segmentation applications.

1.3

Capsules for Computer-Aided Diagnosis

The memory saving methodologies introduced in SegCaps allowed for segmentation at real world
image sizes (512 × 512 pixels, as compared to 28 × 28 in previous studies). However, the fullyconvolutional structure of SegCaps does not easily allow for classification tasks at the same scales.
To overcome this technical shortcoming, in Chapter 4 we introduce the concept of a capsule-average
pooling (CAP) function. In theory, CAP behaves in a similar manner to the global average pooling
function in CNNs and acts to reduce the spatial dimensions of capsule layers. More explicitly,
this novel algorithm computes the average value along individual capsule dimensions, across the
capsule grid, separately for each capsule type. In this way, we compute a single capsule vector to
represent the entity being modeled by each capsule type for each layer the CAP function is applied
to, regardless of spatial position. From these single entity vectors, we can then efficiently perform
classification on large scale images.
Our proposed architecture, which we call D-Caps, combines the parameter saving techniques
introduced in SegCaps with our new CAP algorithm to diagnose colorectal polyps from colonoscopy
images. This application is chosen for several reasons: 1) colorectal cancer is a leading cause of
cancer-related death, 2) colorectal polyp datasets are relatively small, containing only a few hundred
examples, and 3) the variation in location, scale, shape, illumination, and color of polyps makes
the task extremely challenging. Given our preliminary evidence that capsule networks can better
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generalize to unseen poses, converges faster in training, and contains far fewer parameters than
state-of-the-art CNNs, we hypothesize that D-Caps should be able to better handle the relatively
limited training data and high intra-class variation present in our colorectal polyp dataset.
To validate our hypothesis, we conducted a set of thorough experiments on the Mayo Polyp dataset
[28]. As opposed to more unrealistic “academic” datasets, this dataset is far closer to true clinical
settings, with only a single image per imaging mode per polyp, large inter-polyp variation, and often
only a single imaging mode provided. From these experiments, we provide results stratified across
all polyp categories, imaging devices and modalities, and focus modes available. Our analysis
shows D-Caps can outperform the leading state-of-the-art method [16], based on Inceptionv3 [116],
by as much as 43% in the most difficult settings, while using 95% fewer trainable parameters.

1.4

Creating an Explainable Capsule Network

Although the creation of a more effective and efficient diagnosis network, D-Caps, is surely an
important step toward computer-aided diagnosis (CAD) systems being adopted into routine clinical
workflows, there is a more significant barrier that also must be overcome. Recent CNN-based
CAD systems have obtained remarkable performance, even exceeding human-experts in certain
applications; nonetheless, they are largely not adopted into clinical workflows. This same hesitancy
is seen in many high-risk application areas, including military, security, transportation, finance, and
legal. The most cited reason behind this reluctance of adoption is lack of trust, caused by the highly
uninterpretable “black-box” nature of CNNs. In Chapter 5, we introduce algorithmic advances in
capsule networks to improve the explainability of network predictions.
Towards solving this deficiency, we teach a capsule network to explain its predictions using the
same high-level language used by human-experts. As an example application, we look at lung
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cancer diagnosis from computed tomography scans. In this domain, the high-level language used
by human-experts is six high-level visual attributes, scored by radiologists on a scale from 1 to
5. These attribute scores provide the basis by which radiologists determine their final diagnoses.
Our explainable capsule network, which we refer to as X-Caps, encodes these high-level visual
object attributes within the vectors of its capsules, then forms predictions based solely on these
human-interpretable features.
We implement a multi-task learning framework to simultaneously learn the attribute and malignancy
scores for a large multi-center dataset of lung cancer screening patients. Since our capsule types are
no longer mutually exclusive, we need to modify the dynamic routing algorithms to support this
new formulation. X-Caps utilizes a novel modification to the dynamic routing algorithm based on a
routing sigmoid principle. This enables child capsules to independently route information to parents
for each of the visual attribute vectors. To further increase the explainability of our method, we
propose to train our network directly on the distribution of expert labels, modeling inter-observer
agreement, rather than their average as done in previous studies. At test, this provides a meaningful
metric of model confidence, punishing over/under confidence during training supervised by humanexperts’ agreement, while visual attribute prediction scores are verified via a reconstruction branch
of the network.
We validated our proposed method with experiments conducted on a large scale multi-center dataset
of lung cancer screening patients. Our proposed X-Caps demonstrates that a simple 2D capsule
network trained from scratch can outperform a state-of-the-art deep pre-trained dense dual-path
3D CNN at capturing visually-interpretable high-level attributes and malignancy prediction, while
providing malignancy prediction scores approaching that of non-explainable 3D CNNs.
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CHAPTER 2: LITERATURE REVIEW

The following three sections correspond to the work detailed in Chapters 3– 5 respectively. Section 2.1 describes the works in image segmentation from pre-deep learning to current state-of-the-art
approaches. Section 2.2 covers the most recent advances in capsule neural networks as applied
to the task of medical image diagnosis, as well as all works related to automated colorectal polyp
diagnosis. Finally, Section 2.3 describes a large body of literature in the areas of explainable deep
learning, lung nodule classification, and their intersection. Since explainable deep learning is a
relatively new field of study, there is a fairly diverse range of approaches which have been proposed,
and we try to faithfully cover the most significant works in each of these thrusts, finishing with the
proposed methods in explainable lung cancer diagnosis.

2.1

Image Segmentation

Early attempts in automated object segmentation were analogous to the if-then-else expert systems
of that period, where the compound and sequential application of low-level pixel processing and
mathematical models were used to build-up complex rule-based systems of analysis [50, 103]. In
computer vision fields, superpixels and various sets of feature extractors such as scale-invariant
feature transform (SIFT) [81] or histogram of oriented gradients (HOG) [20] were used to construct
these spaces. Specifically in medical imaging, methods such as level sets [121], fuzzy connectedness
[119], graph-based [35], random walk [44], and atlas-based algorithms [94] have been utilized in
different application settings. Over time, the community came to favor supervised machine learning
techniques, where algorithms were developed using training data to teach systems the optimal
decision boundaries in a constructed high-dimensional feature space.
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In the last few years, deep learning methods, in particular convolutional neural networks (CNNs),
have become the state-of-the-art. Specifically related to the object segmentation problem, U-Net
[102], Fully Convolutional Networks (FCN) [79], and other encoder-decoder style CNNs (e.g.
[87]) have become the desired models for various medical image segmentation tasks. Most recent
attempts in the computer vision and medical imaging literature utilize the extension of these methods
to address the segmentation problem [128, 15, 124]. Herein, we only summarize the most popular
deep learning-based segmentation algorithms.
Based on FCN [79] for semantic segmentation, U-Net [102] introduced an alternative CNN-based
pixel label prediction algorithm which forms the backbone of many deep learning-based segmentation methods in medical imaging today. Following this, many subsequent works follow this
encoder-decoder structure, experimenting with dense connections, skip connections, residual blocks,
and other types of architectural additions to improve segmentation accuracy for particular imaging
applications. For instance, a recent example by Jégou et al. [58] combines a U-Net-like structure
with the very successful DenseNet [53] architecture, creating a densely connected U-Net structure,
called Tiramisu. Another example, Mortazi et al. [88] proposed a multi-view CNN, following this
encoder-decoder structure and adding a novel loss function, for segmenting the left atrium and
proximal pulmonary veins from MRI.
Among the most recent successes, SegNet [7] attempts to improve the upsampling process by
performing “unpooling”, capturing the pooling indices from the max pooling layers in the encoder
to more accurately place features in the decoder feature maps. Although the encoder-decoder
structure is specifically designed to capture global context information, several methods attempt to
further improve this global context in different ways. RefineNet [78] fuses features from multiple
resolutions through adding residual connections and chained residual pooling to create a large
cascaded encoder-decoder structure. PSPNet [128] introduces a pyramid pooling module by pooling
at different kernel sizes and concatenating back to the features maps. Large Kernel Matters [93] uses
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large 1 × 15 + 15 × 1 and 15 × 1 + 1 × 15 global convolution networks. ClusterNet [72] combines
two fully-convolutional networks, one to capture global and one for local information, to segment
specifically a large number of densely packed tiny objects, normally lost in networks with pooling.
DeepLab [14] utilizes an atrous spatial pyramid pooling (ASPP) unit to better capture image context
from multiple scales. The latest version of DeepLab (v3+) [15] follows a very similar structure to
U-Net with the addition of an ASPP for image context and depthwise separable convolutions for
efficiency. Specific to pathological lung segmentation, P-HNN [46], achieved very strong results
on a subset of three clinical datasets by modifying the Holistically-Nested Network (HNN) [123]
structure to progressively sum side-output predictions during the decoder phase.

2.2

Capsule-Based Methods & Colorectal Polyp Diagnosis

Advances in capsule networks: Since the initial publication by Sabour et al. [105], there has been
an explosion of capsule-based research methods to appear in the literature. The majority of these
methods have focused on image-based classification [21, 49, 97, 122], with some other notable work
in areas such as action detection [24, 25, 84], point-cloud autoencoders [129], adversarial detection
[38, 96], similarity matching/image retrieval [52, 65], generative methods [57], and reinforcement
learning [5]. The bulk of these recent studies have been primarily application focused in their
novelty; however, several studies have attempted to advance the algorithms of capsule networks,
primarily focusing on the dynamic routing mechanism [49, 66, 91, 118].
Capsule networks for medical image diagnosis: A number of recent studies have proposed using
CapsNet [105] for a variety of medical imaging classification tasks [2, 56, 86, 92, 110]. However,
these methods nearly all follow the exact CapsNet architecture with their novelty lying solely in the
application of the network to new datasets and domains. For example, Jiménez-Sánchez et al. [59]
employed CapsNet for a number of medical and non-medical tasks, and show some early evidence
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that capsule networks may generalize better given limited data. Of those works which do propose
novel modifications to the CapsNet formula, they typically only propose very minor modifications
which nonetheless present nearly identical predictive performance [85].
Background on automated colorectal polyp diagnosis: Specific to colorectal polyp diagnosis,
the number of computer-aided diagnosis studies is somewhat limited. In [32], a bag-of-features
representation was constructed by a hierarchical k-means clustering of scale invariant feature
transform (SIFT) descriptors. These features were then used to train an SVM classifier for classifying
hyperplastic polyps vs adenomas. The approach by [31] was the first to incorporate deep learning
to diagnose hyperplastic polyps vs adenomas. The authors extracted the first 3 – 4 layers of an
Inception-style network trained on ImageNet and Places205 and trained an SVM to classify the
extracted deep features. The first end-to-end trained network was used in [29], which employed an
AlexNet style network trained from scratch with data augmentation to classify polyps as hyperplastic,
adenomas, none, or unsuitable image. Most recently, [16] used a pretrained Inceptionv3 network to
classify hyperplastic polyps from adenomas.

2.3

Explainable Deep Learning for Medical Diagnosis

The majority of work in explainable deep learning has focused around post hoc deconstruction
of already trained models. Two main approaches are primarily investigated, interpretation of the
features learned by the networks and explaining deep networks’ final predictions, at both the local
(i.e. individual neurons) and global (i.e. entire layers/networks) levels. These approaches typically
rely on human-experts to examine their results and attempt to discover meaningful patterns. While
there are numerous studies on interpretable and explainable DL, we will attempt to faithfully cover
the more prominent approaches. Following this, we will cover relevant lung cancer diagnosis and
capsule-based works.
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Visualization of features: Several works have attempted to examine network interpretability at
the individual neuron level. Some of the earliest methods focused on visualizing individual filters
and activation maps. While this can provide some insight into aspects of a network, such as dead
neurons, the visualization of individual filters or feature maps are typically not interpretable at
the human-level. Zeiler and Fergus [126] attached a deconvolutional network to network layers
to map activations back to pixel space for visualization. Later, Springenberg et al. [113] used
an all convolutional network and a guided-backpropagation algorithm to create much sharper
visualizations which did not require the keys of the pooling operations. Mahendran and Vedaldi
[83] focused more on layers of neurons and examine the representations learned by shallow and
deep CNNs by inverting images using gradient descent. While these methods provide some insight
into what CNNs learn, they are ultimately limited, as deep networks typically have hundreds of
thousands of neurons and it is intractable to visually examine all or even large subsets of neurons in
a network. Additionally, there is evidence to suggest these visualizations are unrelated to network
predictions [90].
Receptive fields, input contributions: Beyond visualizing the features of CNNs, several methods
have attempted to examine the effect of individual neurons or image regions on network outputs. In
this first category, Girshick et al. [42] examined the receptive field of individual neurons and found
the images which maximally activated each. Long et al. [80] showed that CNNs actually localize
features at a much smaller scale than their theoretical receptive field. Zhou et al. [130] developed
a method for visualizing these “empirical” receptive fields of neurons. Kindermans et al. [63]
showed that Springenberg et al. [113] and Zeiler and Fergus [126] (discussed above) did not create
theoretically correct explanations for linear models, and created PatternNet and PatternAttribution
to better visualize neuron activations. In the latter category, Kumar et al. [69] examined which input
region correspond most strongly with each output class. Similarly, Zintgraf et al. [132] examined
which image regions contributed most negatively and positively to the correct classification score.
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An occlusion-based approach was used by Zeiler and Fergus [126] for masking out image regions
to examine their contribution to the final output. One of the most popular methods of visualizing
input contributions is Grad-CAM [106] which highlights the relative positive activation map of
convolutional layers with respect to network outputs. Arguably, saliency detection can also fall
into this category of determining input region importance. While these methods give important
information related to designing networks and training data, they tell us very little about the internal
representations being learned.
Feature spaces and GANs: Rather than looking at the individual neurons or image regions, several
approaches instead focus on examining the feature spaces learned by deep networks. Generative
adversarial networks (GAN) by Goodfellow et al. [43], show vulnerable regions of a learned feature
space for a given network. Chen et al. [17] creates a GAN-based method called InfoGAN to separate
noise from the “latent code” in images. Using this method, they maximize the mutual information
between the latent representations and the image inputs, encoding concepts such as rotation, width,
and digit type for MNIST. In a similar way, capsule networks by Sabour et al. [105] (CapsNet)
encode visually-interpretable concepts such as stroke thickness, skew, rotation, and others. These
two methods are the most similar to the proposed approach. Lakkaraju et al. [70] attempt to discover
a CNN’s “blind spots” by sampling points in feature space in a weakly-supervised manner. From a
purely visualization point of view, t-SNE [82] is often used to visualize the high dimensional feature
spaces learned by deep networks. While the other methods mentioned can provide some important
clues about the feature space being learned, InfoGAN and CapsNet show the most promise for
encoding and extracting visually-interpretable features.
Disentangling representations: Methods for disentangling representations are focused on discovering the visual patterns learned by CNN filters, then disentangling their relationship to each
other. Zhang et al. [127] created multi-layer graph structure, where each layer of the graph matches
each layer of the CNN. Activated visual patterns across all training images are added as nodes and
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patterns which co-occur in images have edges added between them. Bau et al. [9] introduced six
types of semantic filters for CNNs: objects, parts, scenes, textures, materials, and colors. Networks
are then trained using these labels at the pixel-level to identifies hidden units’ semantics for any
given CNN, and align them with human-interpretable concepts. Unfortunately, the former of
these methods can only provide little about the features learned, while the latter method requires a
dramatic increase in labeled data, where multiple labels need to be provided at the pixel level.
Lung nodule classification: The majority of recent lung cancer diagnosis (nodule classification)
studies have focused on deep 2D, multi-view, and 3D CNNs, with most works trained/tested on the
publicly available LIDC-IDRI data set from Lung Image Database Consortium [6]. Buty et al. [13]
extracted features from a pre-trained 2D multi-view CNN while encoding shape information though
spherical harmonics (SH) to improve diagnostic accuracy from 79% (CNN) to 82% (CNN+SH).
Hussein et al. [55] achieved a similar result, extracting deep features from a multi-view CNN then
applying a Gaussian process regression strategy to achieve 82% accuracy. Li et al. [77] used a 3D
deep CNN MTL learning approach, where attributes were predicted along with malignancy, and
achieved a diagnosis accuracy of 80 − 83%, depending on the visual attributes chosen, although
again no results were reported on the accuracy of predicting attributes.
Explainable lung cancer diagnosis: More recently, some deeper multi-crop [109], multi-scale
[108], and denser dual-path multi-output [23] 3D CNNs, using methods such as curriculum learning
[89] or gradient boosting machines [131] and complicated post-processing techniques [54], have
been applied to push diagnosis accuracy to 87% – 92%. However, adding such techniques is beyond
the scope of this work and would lead to an unwieldy enumeration of ablation studies necessary to
understand the contributions between our proposed capsule architecture and such techniques. For a
fair comparison in this study, we compare our method directly against CapsNet and explainable
CNN approaches. Shen et al. [107] is one of the only works in the literature to attempt to create an
interpretable framework by simultaneously predicting visual attribute scores along with malignancy.
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This decreased the overall performance as compared to other 3D networks [109] but provided some
explanations for the final malignancy predictions. The authors used a deep dual-path dense 3D
CNN to achieve an accuracy of 84%, however their results on individual attribute predictions were
as low as 55%.
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CHAPTER 3: CAPSULES FOR IMAGE SEGMENTATION

Related Publications and Patents:

• Rodney LaLonde and Ulas Bagci. “Capsules for Object Segmentation.” MIDL 2018, Medical
Imaging with Deep Learning. 2018. (CIFAR Travel Award for Outstanding Papers). [71]
• Rodney LaLonde, Ziyue Xu, Sanjay Jain, and Ulas Bagci. “Capsules for Biomedical Image
Segmentation.” Medical Image Analysis; Under Revision. [75]
• Sumit Laha, Rodney LaLonde, Austin E. Carmack, Hassan Foroosh, John C. Olson, Saad
Shaikh, and Ulas Bagci. “Analysis of Video Retinal Angiography with Deep learning and
Eulerian Magnification.” Frontiers in Computer Science; In Press.
• Rodney LaLonde and Ulas Bagci. “Capsules for Image Analysis.” U.S. Patent Application
16/431,387; filed December 5, 2019.

In this chapter, we focus on the first major extension of CapsNet [105] by designing a deep
encoder-decoder capsule network for the task of object segmentation for the first time in the
literature. The remainder of this chapter is organized into the following sections: Section 3.1 –
Building blocks which are invented to create our capsule-based segmentation framework, including
the locally-constrained dynamic routing and transformation matrix sharing; Section 3.2 – The
SegCaps framework described in detail, including the deconvolutional capsules and reconstruction
regularization for segmentation; Section 3.3 – Experiments conducted, our implementation settings,
and their results; Section 3.4 – Ablation studies on the novel components of our algorithms to
determine the contribution of each aspect of our proposed method to the final results; Section 3.5
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– Additional experiments with other types of imaging data and applications to provide empirical
support for the general applicability of our study; and Section 3.6 – Discussions and concluding
remarks.

3.1

Building Blocks of Capsules for Segmentation

Performing object segmentation with a capsule-based network is difficult for a number of reasons.
The original capsule network architecture and dynamic routing algorithm is extremely computationally expensive, both in terms of memory and run-time. Additional intermediate representations are
needed to store the output of “child” capsules in a given layer while the dynamic routing algorithm
determines the coefficients by which these children are routed to the “parent” capsules in the next
layer. This dynamic routing takes place between every parent and every possible child. One can
think of the additional memory space required as a multiplicative increase of the batch size at
a given layer by the number of capsule types at that layer. The number of parameters required
quickly swells beyond control as well, even for trivially small inputs such as MNIST and CIFAR10.
For example, given a set of 32 capsule types with 6 × 6, 8D-capsules per type being routed to
10 × 1, 16D-capsules (as is the case in CapsNet), the number of parameters for this layer alone
is 10 × (6 × 6 × 32) × 16 × 8 = 1, 474, 560 parameters. This one layer contains, coincidentally,
roughly the same number of parameters as our entire proposed deep convolutional-deconvolutional
capsule network with locally-constrained dynamic routing which itself operates on 512 × 512 pixel
inputs.
We solve this memory burden and parameter explosion by extending the idea of convolutional
capsules (primary capsules in CapsNet [105] are technically convolutional capsules without any
routing) and rewriting the dynamic routing algorithm in two key ways. First, children are only routed
to parents within a defined spatially-local kernel. Second, transformation matrices are shared for
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Figure 3.1: A simple three-layer capsule segmentation network closely mimicking the work by
Sabour et al. [105]. This network uses our proposed locally-constrained dynamic routing algorithm
as well as the masked reconstruction of the positive input class.

each member of the grid within a capsule type but are not shared across capsule types. To compensate
for the loss of global connectivity with the locally-constrained routing, we extend capsule networks
by proposing “deconvolutional” capsules which operates using transposed convolutions, routed
by the proposed locally-constrained routing. These innovations allow us to still learn a diverse set
of different capsule types while dramatically reducing the number of parameters in the network,
addressing the memory burden. Also, with the proposed deep convolutional-deconvolutional
architecture, we retain near-global contextual information and produce state-of-the-art results
for our given application. Our proposed SegCaps architecture is illustrated in Figure 3.2. As
a comparative baseline, we also implement a simple three-layer capsule structure, more closely
following that of the original capsule implementation, shown in Figure 3.1.
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Figure 3.2: The proposed SegCaps architecture for object segmentation.

3.2 SegCaps: Capsules for Object Segmentation

In the following section, we describe the formulation of our SegCaps architecture. As illustrated in
Figure 2, the input to our SegCaps network is a large image (e.g. 512 × 512 pixels), in this case,
a slice of a CT Scan. The image is passed through a 2D convolutional layer which produces 16
feature maps of the same spatial dimensions. This output forms our first set of capsules, where we
have a single capsule type with a grid of 512 × 512 capsules, each of which is a 16 dimensional
vector. This is then followed by our first convolutional capsule layer. In the following, we generalize
the process of our convolutional capsules and routing to any given layer ` in the network.
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At layer `, there exists a set of capsule types

T ` = {t1` ,t2` , ...,tn` | n ∈ N}.

(3.1)

For every ti` ∈ T ` , there exists an h` × w` grid of z` -dimensional child capsules,
C = {cc1,1 , ..., c 1,w` , ..., c h` ,1 , ..., c h` ,w` },

(3.2)

where h` × w` is the spatial dimensions of the output of layer ` − 1. At the next layer of the network,
` + 1, there exists a set of capsule types

T `+1 = {t1`+1 ,t2`+1 , ...,tm`+1 | m ∈ N}.

(3.3)

And for every t `+1
∈ T `+1 , there exists an h`+1 × w`+1 grid of z`+1 -dimensional parent capsules,
j
P = {pp1,1 , ..., p 1,w`+1 , ..., p h`+1 ,1 , ..., p h`+1 ,w`+1 },

(3.4)

where h`+1 × w`+1 is the spatial dimensions of the output of layer `.
In convolutional capsules, for every parent capsule type t `+1
∈ T `+1 , every parent capsule p x,y ∈ P
j
receives a set of “prediction vectors”, {ûux,y|t ` , ûux,y|t ` , ..., ûux,y|tn` }, one for each capsule type in T ` . This
1

2

set of prediction vectors is defined as the matrix multiplication between a learned transformation
matrix for the given parent capsule type, Mt `+1 , and the sub-grid of child capsules outputs, Ux,y|t ` ,
i

j

within a user-defined kernel centered at position (x, y) in layer `; hence

ûux,y|t ` = Mt `+1 ·Ux,y|t ` ,
i

i

j

∀ ti` ∈ T ` .

(3.5)

Explicitly, each Ux,y|t ` has shape kh × kw × z` , where kh × kw are the dimensions of the user-defined
i
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kernel, for all capsule types ti` ∈ T ` . Each Mt `+1 has shape kh × kw × z` × z`+1 . Thus, we can see
j

each ûux,y|t ` is an
i

z`+1 -dimensional

vector, since these will be used to form our parent capsules.

In practice, we solve for all parent capsule types simultaneously by defining M to have shape
kh × kw × z` × | T `+1 | ×z`+1 , where | T `+1 | is the number of parent capsule types in layer ` + 1.
Note, as opposed to CapsNet, we are sharing transformation matrices across members of the grid
(i.e. each Mt `+1 does not depend on the spatial location (x, y)), as the same transformation matrix is
j

shared across all spatial locations within a given capsule type, similar to how convolutional kernels
scan an input feature map. This is one way our method can exploit parameter sharing to dramatically
cut down on the total number of parameters to be learned. The values of these transformation
matrices for each capsule type in a layer are learned via the backpropagation algorithm with a
supervised loss function.
Algorithm 1 Locally-Constrained Dynamic Routing.
ux,y|t ` , d, `, x, y)
1: procedure ROUTING(û
i

for all capsule types ti` at position (x, y) and capsule type t `+1
at position (x, y): bt ` |x,y ← 0.
j
i
3:
for d iterations do
4:
for all capsule types ti` at position (x, y): rt ` ← softmax(bt ` )
. softmax computes
i
i
Eq. 3.7
5:
for all capsule types t `+1
at position (x, y): p x,y ← ∑n rt ` |x,y ûux,y|t `
j

2:

i

i

for all capsule types t `+1
at position (x, y): vx,y ← squash(ppx,y )
j

6:

. squash computes

Eq. 3.8
7:

ux,y|t ` .vx,y
for all capsule types ti` and all capsule types t `+1
j : bti` |x,y ← bti` |x,y + û
i
return vx,y

To determine the final input to each parent capsule p x,y ∈ P, where again P is the grid of parent
capsules for parent capsule type t `+1
∈ T `+1 , we compute the weighted sum over these “prediction
j
vectors” as,
p x,y = ∑ rt ` |x,y ûux,y|t ` ,
n

i

i

(3.6)

where rt ` |x,y are the routing coefficients determined by the dynamic routing algorithm, and each
i

member of the grid (x, y) has a unique routing coefficient. These routing coefficients are computed
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by a “routing softmax”,
rt ` |x,y =
i

exp(bt ` |x,y )
i

∑t `+1 exp(bt ` |t `+1 )
j

i

,

(3.7)

j

whose initial logits, bt ` |x,y are the log prior probabilities that prediction vector ûux,y|t ` should be
i

i

routed to parent capsule p x,y . Note that the ∑t `+1 term is across parent capsule types in T `+1 for
j

each (x, y) location.
Our method differs from the dynamic routing implemented by Sabour et al. [105] in two ways. First,
we locally constrain the creation of the prediction vectors. Second, we only route the child capsules
within the user-defined kernel to the parent, rather than routing every single child capsule to every
single parent. The output capsule is then computed using a non-linear squashing function
||ppx,y ||2
p x,y
vx,y =
,
1 + ||ppx,y ||2 ||ppx,y ||

(3.8)

where vx,y is the vector output of the capsule at spatial location (x, y) and p x,y is its final input.
Lastly, the agreement is measured as the scalar product,

ax,y|t ` = vx,y · ûux,y|t ` .
i

i

(3.9)

The pseudocode for this locally-constrained dynamic routing is summarized in Algorithm 1. A final
segmentation mask is created by computing the length of the capsule vectors in the final layer and
assigning the positive class to those whose magnitude is above a threshold, and the negative class
otherwise.
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3.2.1

Introducing Deconvolutional Capsules

In order to form a deep encoder-decoder network, we introduce the concept of “deconvolutional”
capsules. These are similar to the locally-constrained convolutional capsules; however, the prediction
vectors are now formed using the transpose of the operation previously described. Note that the
dynamic routing of these differently-formed prediction vectors still occurs in the exact same way,
so we will not re-describe that part of the operation.
The set of prediction vectors for deconvolutional capsules are defined again as the matrix multiplication between a learned transformation matrix, Mt `+1 , for a given parent capsule type t `+1
∈ T `+1 , and
j
j

the sub-grid of child capsules outputs, Wx,y|t ` for each capsule type in ti` ∈ T ` , within a user-defined
i

kernel centered at position (x, y) in layer `. However, in deconvolutional capsules, we first need to
reshape our child capsule outputs following the fractional striding formulation used by Long et al.
[79]. This allows us to effectively upsample the height and width of our capsule grids by the scaling
factor chosen. For each member of the grid, we can then form our prediction vectors again by

wx,y|t ` = Mt `+1 ·Wx,y|t ` ,
ŵ
i

i

j

∀ ti` ∈ T ` .

(3.10)

wx,y|t ` as a z`+1 -dimensional vector, and is input to the dynamic routing
Thus, we have each ŵ
i

algorithm to form our parent capsules. As before, in practice we solve for all parent capsule types
simultaneously by defining M to have shape kh × kw × z` × | T `+1 | ×z`+1 , where | T `+1 | is the
number of parent capsule types in layer ` + 1. Here, we still sharing transformation matrices across
members of the grid (i.e. each Mt `+1 does not depend on the spatial location (x, y)), similar to how
j

transposed convolutional kernels scan an input feature map.
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3.2.2

Extending Reconstruction Regularization to Segmentation

As a method of regularization, we extend the idea of reconstructing the input to promote a better
embedding of our input space. This forces the network to not only retain all necessary information
about a given input, but also encourages the network to better represent the full distribution of the
input space, rather than focusing only on its most prominent modes relevant to the desired task.
Since we only wish to model the distribution of the positive input class and treat all other pixels
as background, we mask out segmentation capsules which do not belong to the positive class and
reconstruct a similarly masked version of the input image. We perform this reconstruction via a
three layer 1 × 1 convolutional network, then compute a mean-squared error (MSE) loss between
only the positive input pixels and this reconstruction. More explicitly, we formulate this problem as

Rx,y = I x,y × Sx,y | Sx,y ∈ {0, 1}, and
LR =

γ
X ×Y

(3.11)

X Y

∑ ∑ kRx,y − Ox,y
r k,
x

(3.12)

y

where LR is the supervised loss for the reconstruction regularization, γ is a weighting coefficient
for the reconstruction loss, Rx,y is the reconstruction target pixel, I x,y is the image pixel, Sx,y is the
ground-truth segmentation mask value, and Ox,y
r is the output of the reconstruction network, each at
pixel location (x, y), respectively, and X and Y are the width and height, respectively, of the input
image. An ablation study of the contribution of this regularization is included in Section 3.4. The
total loss is the summation of this reconstruction loss and a weighted binary cross-entropy (BCE)
loss for the segmentation output, weighted by the foreground/background pixel balance of each
training set respectively.
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Figure 3.3: Example scans with ground-truth masks (magenta) for each of the five datasets in this
study.

3.3

Pathological Lung Segmentation Experiments & Results

3.3.1

Pathological Lung Datasets

Experiments were conducted on five pathological lung datasets, obtained from both clinical and
pre-clinical subjects, containing nearly 2000 CT scans, with annotations by expert radiologists. An
example typical scan with ground-truth from each dataset is shown in Figure 3.3. The three clinical
and two pre-clinical (mice) datasets analyzed are as follows:

• The Lung Image Database Consortium and Image Database Resource Initiative [6], abbreviated as LIDC-IDRI, contains 885 annotated CT scans of lung cancer screening patients
collected from seven academic centers and eight medical imaging companies.
• The Lung Tissue Research Consortium database [61], abbreviated as LTRC, contains 545
annotated CT scans, with most donor subjects having interstitial fibrotic lung disease or
chronic obstructive pulmonary disease (COPD).
• The Multimedia Database of Interstitial Lung Diseases [22], abbreviated as UHG, built at
the University Hospitals of Geneva contains 214 annotated CT scans of patients affected with
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one of the 13 histological diagnoses of interstitial lung disease (ILD).
• The TB-Smoking dataset collected at Johns Hopkins University, abbreviated as JHU-TBS,
contains 108 annotated CT scans of mice subjects affected with tuberculosis (TB) and exposed
to smoke inhalation.
• The TB dataset also collected at Johns Hopkins University, abbreviated as JHU-TB, contains
208 annotated CT scans of mice subjects affected with TB undergoing experimental treatment.

In total, 1960 CT scans were annotated in this study. Each dataset was treated completely separate,
as each offers unique challenges to automated segmentation algorithms. Ten-fold cross-validation
was performed for training all algorithms, with 10% of training data left aside for validation and
early-stopping. The mean and standard deviation (std) across the 10-folds for each dataset is
presented for two key metrics, namely the 3D Dice similarity coefficient (Dice) and 3D Hausdorff
distance (HD) computer for each 3D CT scan.

3.3.2

Implementation Details of SegCaps

All algorithms, namely U-Net, Tiramisu, P-HNN, our three-layer baseline capsule segmentation
network, and SegCaps are all implemented using Keras [19] with TensorFlow [1]. The U-Net
architecture is implemented exactly as described in the original paper by Ronneberger et al. [102].
P-HNN was implemented based on their official Caffe code, including individual layer-specific
learning rate multipliers and kernel initialization. However, we removed the layer-specific learning
rate and changed the kernel initialization to Xavier to match the other networks and achieve
much better results. Tiramisu follows the highest performing model presented in [58], namely
FC-DenseNet103. To remain consistent, since pre-trained models are not available for our customdesigned SegCaps, and to better see the performance of each individual method under different
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amounts of training data and pathologies present, no pre-trained weights were used to initialize
any of the models; instead, all were trained from scratch on each dataset investigated. It can be
reasonably assumed based on previous studies that pre-training on large datasets such as ImageNet
would improve the performance of all models. A weighted-BCE loss is used for the segmentation
output of all networks, with weights determined by the foreground/background pixel balance of
each training set respectively. For the capsule network, the reconstruction output loss is computed
via the masked-MSE described in Section 3.2.2. All possible experimental factors are controlled
between different networks; all networks are trained from scratch, using the same data augmentation
methods (scale, flip, shift, rotate, elastic deformations, and random noise) and Adam optimization
[64] with an initial learning rate of 0.00001. A batch size of 1 is chosen for all experiments to match
the original U-Net implementation. The learning rate is decayed by a factor of 0.05 upon validation
loss stagnation for 50, 000 iterations and early-stopping is performed with a patience of 250, 000
iterations based on validation 2D Dice scores. Positive/negative pixels were set in the segmentation
masks based on a set threshold of 0.5 on the networks’ output score maps. All code is made publicly
available. 1

3.3.3

Pathological Lung Segmentation Results

The final quantitative results of these experiments to perform lung segmentation from pathological
CT scans are shown in Tables 3.1 - 3.5. Table 3.1 shows results on the LIDC-IDRI dataset, the largest
of the three clinical datasets with typically the least severe pathology present on average compared
to the other two clinical datasets. Table 3.2 shows results on the LTRC dataset, a large dataset with
large amounts of ILD and COPD pathology present. Table 3.3 shows results on the UHG dataset,
perhaps the most challenging of the three clinical datasets, both due to its relatively smaller size and
1 https://github.com/lalonderodney/SegCaps

26

the severe average amount of pathology present in patients scanned. Table 3.4 shows results on the
JHU-TBS dataset, and provides the first fully-automated deep learning based segmentation results
presented in the literature for lung segmentation on pre-clinical subjects. Table 3.5 shows results on
the JHU-TB dataset, a larger but more challenging dataset of mouse subjects with typically more
severe pathology present than the JHU-TBS dataset.

Table 3.1: Experimental results on 885 CT scans from the LIDC-IDRI database [6], measured by
3D Dice Similarity Coefficient and Hausdorff Distance (HD).
Method

Dice (%± std)

HD (mm± std)

U-Net [102]
Tiramisu [58]
P-HNN [46]
SegCaps

96.06 ± 2.40
94.40 ± 3.66
95.64 ± 2.92
96.98 ± 0.36

41.211 ± 9.109
42.205 ± 15.210
41.775 ± 13.866
30.764 ± 2.793

Table 3.2: Experimental results on 545 CT scans from the LTRC database [61], measured by 3D
Dice Similarity Coefficient and Hausdorff Distance (HD).
Method

Dice (%± std)

HD (mm± std)

U-Net [102]
Tiramisu [58]
P-HNN [46]
SegCaps

95.52 ± 2.80
95.41 ± 2.08
95.46 ± 3.93
96.91 ± 2.24

37.625 ± 6.831
43.969 ± 14.869
33.835 ± 9.596
26.295 ± 3.806

Table 3.3: Experimental results on 214 CT scans from the UHG database [22], measured by 3D
Dice Similarity Coefficient and Hausdorff Distance (HD).
Method

Dice (%± std)

HD (mm± std)

U-Net [102]
Tiramisu [58]
P-HNN [46]
SegCaps

88.10 ± 1.84
87.67 ± 1.38
88.64 ± 0.64
88.92 ± 0.66

44.303 ± 34.148
61.227 ± 54.096
43.698 ± 24.026
37.171 ± 23.223
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Table 3.4: Experimental results on 108 CT scans from the JHU-TBS database, measured by 3D
Dice Similarity Coefficient and Hausdorff Distance (HD).
Method

Dice (%± std)

HD (mm± std)

U-Net [102]
Tiramisu [58]
P-HNN [46]
SegCaps

90.38 ± 3.86
86.45 ± 5.76
88.81 ± 6.81
93.35 ± 0.95

7.593 ± 0.886
7.428 ± 1.337
7.517 ± 1.896
4.367 ± 1.367

Table 3.5: Experimental results on 208 CT scans from the JHU-TB database, measured by 3D Dice
Similarity Coefficient and Hausdorff Distance (HD).
Method

Dice (%± std)

HD (mm± std)

U-Net [102]
Tiramisu [58]
P-HNN [46]
SegCaps

76.26 ± 9.51
79.99 ± 6.24
80.11 ± 7.46
80.91 ± 5.27

24.295 ± 14.684
24.647 ± 11.629
26.597 ± 16.168
26.021 ± 10.260

The results of these experiments show SegCaps consistently outperforms all other compared stateof-the-art approaches in terms of the commonly measured metrics, Dice and HD. Additionally,
SegCaps achieves this while only using a fraction of the total parameters of these much larger
networks. The proposed SegCaps architecture contains 95.4% fewer parameters than U-Net, 90.5%
fewer than P-HNN, and 85.1% fewer than Tiramisu. A comparison with similarly sized version of
these other networks is shown in Section 3.4.2. As a brief note in regardless to the discrepancy in
results for P-HNN between our study and those in the original work, this can be explained by several
factors: the original work i) used ImageNet pre-trained models, ii) selected a carefully chosen subset
(73 scans) of the UHG dataset, iii) trained and tested models using all datasets combined in the
cross-validation splits, and iv) changed the segmentation threshold based on validation scores.
Qualitative results for typical samples from all datasets are shown in Figure 3.4. As can be
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Figure 3.4: Qualitative results on the five datasets analyzed, with quantitative results presented in
the lower-left corner of each sub-figure. The top row (A-D) are results on clinical (human) scans;
the bottom row (E-F) are results on pre-clinical (mice) scans. It can be noticed that the CNN-based
methods’ typical failure cases, shown by the yellow arrows and boxed-in regions, are where the
pixel intensities (Hounsfield units) are far from the class mean (i.e. high values within the lung
regions or low values outside the lung regions). The yellow-boxed regions, with corresponding
letters and numbers, are enhanced to more easily see the result contours. Best viewed online in
color.

seen in these qualitative examples, SegCaps achieves higher results by not falling into the typical
segmentation failure causes, namely over-segmentation and segmentation-leakage. These qualitative
examples are supported by our quantitative findings where over-segmentation is best captured by
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the HD metric and segmentation-leakages are best captured by the Dice metric.
Further, we investigate how different capsule vectors in the final segmentation capsule layer are
representing different visual attributes. Figure 3.5 shows three selected visual attributes (each row)
out of the sixteen (dimension of final capsule segmentation vector) across different perturbation
values of the vectors ranging from -0.25 to +0.25 (each column) for an example clinical and
pre-clinical scan. We observe that regions with different textural properties (i.e., small and large
homogeneous) are progressively captured by the different dimensions of the capsule segmentation
vectors.

3.4

Ablation Studies on Key Components of SegCaps

In the following subsections, we investigate the role of the deeper encoder-decoder network structure
enabled by the introduction of our deconvolutional capsules, the effect of the reconstruction
regularization, the optimal number of dynamic routing iterations to perform, and the relative
efficiency of parameter use with similarly-sized versions of all studied networks. The UHG dataset
is perhaps the most challenging of the three clinical datasets in our study, both due to its relatively
smaller size and the average amount of pathology present in patients scanned. As seen in Tables 3.1
- 3.3, results on all metrics are significantly lower for this challenging dataset. For those reasons,
and the lower performance scores leading to bigger differences between approaches, as well as the
dataset being publicly available, we chose this dataset for running our ablation experiments.

3.4.1

SegCaps Network Structure/Deconvolutional Capsules

The original CapsNet introduced by Sabour et al. [105] was a simple three layer network, consisting
of a single convolutional layer, a primary capsule layer (convolutional layer with a reshape function),
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Figure 3.5: Reconstructions of selected capsule vectors (rows) under different perturbations from
−0.25 – 0.25 (columns). The top three rows are reconstructions of a scan slice from the clinical
LTRC dataset, while the bottom three are from the pre-clinical JHU-TB dataset. These results
demonstrate that different dimensions of the capsule vectors are in fact learning different attributes
of the lung tissue being segmented.

and a fully-connected capsule layer. This network achieved remarkable results for its size, beating
the state-of-the-art on MNIST and performing well on CIFAR10. In our initial efforts for this study,
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we attempted to apply this network to the task of segmentation, however, the fully-connected capsule
layer was far too memory intensive to make this approach viable with our 512 × 512 2D slices of
CT scans. After introducing the locally-constrained dynamic routing and transformation matrix
sharing, we then created a network nearly identical to the original CapsNet with the fully-connected
capsule layer swapped out for our locally-constrained version. A diagram of this network is shown
in Figure 3.1. The results of this network on the UHG dataset is shown in Table 3.6. As one
might expect, swapping out a layer which is fully-connected in space for one which is locallyconnected dramatically hurt the performance for a task which relies on global information (i.e.
determining lung tissue/air from non-lung tissue, bone, etc.). This motivated the introduction of the
“deconvolutional” capsule layer which allows for the creation of deep encoder-decoder networks,
and thus the recovery of global information, retention of local information, and the parameter
savings of locally-constrained capsules.

Table 3.6: Comparing the deeper encoder-decoder network structure SegCaps enabled by our
proposed deconvolutional capsules, versus a network designed to be as similar as possible to
CapsNet [105] (Baseline SegCaps), abbreviated in table as Base-Caps.
Method

Dice (%± std)

HD (mm± std)

Base-Caps
SegCaps

75.97 ± 4.60
88.92 ± 0.66

352.582 ± 133.451
37.171 ± 23.223

3.4.2

Comparing Similar Parameter Usage

Shown in Tables 3.7– 3.8, we investigate the number of parameters in the proposed SegCaps, U-Net,
Tiramisu and P-HNN, as well as down-scaled versions of U-Net, Tiramisu, and P-HNN. U-Net and
P-HNN are scaled down by dividing the number of feature maps per layer by a constant factor,
k = 4.68 and k = 3.2 respectively, and Tiramisu is scaled down by using the lighter FC-DenseNet56
purposed in the original work by Jégou et al. [58]. When the parameters of U-Net and P-HNN
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Table 3.7: Number of parameters for each of the networks examined in this study. The percentage
of less parameters (Percent Less) is measured relative to the number of parameters in U-Net.
Method

Parameters

U-Net
P-HNN
Tiramisu
Baseline SegCaps
SegCaps

31.0 M
14.7 M
9.4 M
1.7 M
1.4 M

Percent Less
0.00 %
52.58 %
69.68 %
94.52 %
95.48 %

are scaled down to roughly the same number of parameters as SegCaps, these models perform
comparatively worse, as shown in Table 3.8, providing evidence that SegCaps is able to make better
use of the parameters available to it than its CNN counterparts. Tiramisu-56 is a minor exception to
this trend as its Dice score remained similar while the HD only fell slightly from Tiramisu-103. The
reason for this is most likely because Tiramisu-56 was carefully engineered to achieve the highest
possible accuracy with few parameters while the addition of dense connections has been shown to
make far better use of parameters than standard non-dense CNNs [53]. However, as can be see in
Table 3.8, when all networks have roughly the same number of parameters, SegCaps outperforms
all other methods.

3.4.3

Reconstruction Regularization Performance

The idea of reconstructing the input as a method of regularization was used in CapsNet by Sabour
et al. [105]. The theory behind this technique and the regularization effect it introduces is similar
in nature to the problem of “mode collapse” in generative adversarial networks (GANs). When
training a generative neural network for a specific task through the backpropagation algorithm,
the model “collapses” to focusing on only the most prevalent modes in the data distribution. A
similar phenomenon occurs when you train a discriminative network for a specific task, the model
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Table 3.8: Experimental results on the UHG dataset using downscaled version of U-Net and Tiramisu
to roughly equal the same number of parameters (1.4 M) as SegCaps. The value of k (number of
feature maps per layer reduction factor) for U-Net and P-HNN is included in parentheses.
Method

Dice (%± std)

HD (mm± std)

U-Net (orig.)
U-Net (4.68)

88.10 ± 1.84
87.57 ± 2.80

44.303 ± 34.148
62.006 ± 62.693

Tiramisu-103
Tiramisu-56

87.67 ± 1.38
87.68 ± 0.96

61.227 ± 54.096
67.913 ± 36.190

P-HNN (orig.)
P-HNN (3.2)

88.64 ± 0.64
86.69 ± 1.39

43.698 ± 24.026
82.223 ± 48.989

SegCaps

88.92 ± 0.66

37.171 ± 23.223

“collapses” to only focus on the most discriminative features in the input data and ignores all others.
By mapping the capsule vectors back to the input data, this forces the network to pay attention to
more relevant features about the input, which might not be as discriminative for the given task, yet
still provide some useful information, as evident by the improved results shown in Table 3.9. A
similar results can be seen in VEEGAN by Srivastava et al. [114], where they help solve the issue of
mode collapse in GANs through a reconstructor network which reverses the action of the generator
by mapping from data to noise.

Table 3.9: Examining the effect of the proposed extension of the reconstruction regularization to the
task of segmentation.
Method

Dice (%± std)

HD (mm± std)

No Recon
With Recon

88.58 ± 1.03
88.92 ± 0.66

42.345 ± 21.180
37.171 ± 23.223
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3.4.4

Examining Dynamic Routing Iterations

Since the dynamic routing algorithm chosen for this study is an iterative process, we can investigate
the optimal number of times to run the routing algorithm per forward pass of the network. In the
original work by Sabour et al. [105], they found three iterations to provide the optimal results.
As seen in Table 3.10, the number of routing iterations does have an effect on the network’s
performance, and we find the same result in this study of three iterations being optimal over a set of
different numbers of iterations studied.

Table 3.10: Examining the effect of different number of routing iterations (abbreviated as # Iters)
per forward pass of SegCaps. In 1, 3, one routing iteration is performed when the spatial resolution
remains the same and three iterations are performed when the resolution changes.
# Iters

Dice (%± std)

HD (mm± std)

1
2
3
4
1, 3

88.17 ± 1.23
88.58 ± 1.03
88.92 ± 0.66
87.72 ± 1.36
88.11 ± 1.13

67.668 ± 58.556
42.345 ± 21.180
37.171 ± 23.223
110.901 ± 71.701
72.877 ± 54.649

3.5

Applicability of SegCaps to Other Data

To demonstrate the extended scope and potential impact of our study, we have performed two
additional sets of experiments in object segmentation:

1. Segmenting retinal vessels, containing extremely thin tree-like structures, from retinal angiography video.
2. Testing the affine equivariant properties of SegCaps on natural images from PASCAL VOC
[34].
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The results of these two experiments are shown in Figure 3.6 and Figure 3.7, respectively.

Figure 3.6: Comparing the performance of U-Net against the proposed Baseline SegCaps network
for segmenting thin retinal vessels. The arboriform structure of these vessels can be extremely
difficult to segment, especially the thin vessels off the main branches. Where U-Net suffers from
both under-segmentation (Subject 3) and over-segmentation (Subject 4) issues, Baseline Segcaps
performs consistently better.

3.5.1

Retinal vessel segmentation

To demonstrate the capabilities of SegCaps on other types of object structures, we ran a small-scale
experiment on segmenting retinal vessels from fluorescein angiogram videos. The results of this
experiment are highlighted in Figure 3.6. Videos of blood flow through retinal vessels was obtained
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from 10 subjects, where 10-fold cross-validation was performed to train U-Net and our Baseline
SegCaps model. While Baseline SegCaps provides consistently good performance across all subjects,
U-Net struggles with issues of over-segmentation and under-segmentation, particularly when dealing
with thin and crowded vessels. This experiment shows that our capsule-based segmentation method
can handle segmenting all manner of objects, from the large lung fields in CT scans to thin tree-like
structures in retinal angiography video.

3.5.2

Generalizing to unseen poses in segmentation

In the second experiment, we tested the affine equivariant property of capsule networks on natural
images. It has been stated that, due to the affine projections of capsule vectors from children to
parents, capsules should be robust to affine transformations on the input, and should in fact be able
to generalize to unseen poses of target classes. However, no study has formally demonstrated this
property. In this experiment, we randomly selected images from the PASCAL VOC dataset which
contained only a single foreground object. Both U-Net and SegCaps were then trained on a single
selected image until training accuracy converge to 100%, which occurred around 1000 epochs
for both networks. Each network was then tested on 90 degree rotations and the mirroring of the
training image. SegCaps performed well on nearly all images tested, while U-Net performed quite
poorly, as can be seen in Figure 3.7. Since U-Net has significantly more parameters than SegCaps,
we also ran experiments at 10000 epochs, long after both networks had converged to 100% training
accuracy. This improved the results of U-Net on many images; however, there were still significant
failure cases, where SegCaps did not suffer the same issue. Not only does this show that SegCaps is
indeed far more robust to affine transformations on the input, a significant issue for CNNs as shown
in both this experiment and works such as by Alcorn et al. [3], but also that SegCaps converges
significantly faster during training that U-Net.
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Figure 3.7: Testing the affine equivariant properties of capsule networks, specifically SegCaps, by
overfitting on a single image, trained without augmentation, then predicting on transformations of
that image.

3.6

Discussions & Conclusion on Capsule-Based Segmentation

We propose a novel deep learning algorithm, called SegCaps, for object segmentation, and showed
its efficacy in a challenging problem of pathological lung segmentation from CT scans. The
proposed framework is the first use of the recently introduced capsule network architecture and
expands it in several significant ways. First, we modify the original dynamic routing algorithm to
act locally when routing children capsules to parent capsules and to share transformation matrices
across capsules within the same capsule type. These changes dramatically reduce the memory and
parameter burden of the original capsule implementation and allows for operating on large image
sizes, whereas previous capsule networks were restricted to very small inputs. To compensate
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for the loss of global information, we introduce the concept of “deconvolutional capsules” and a
deep convolutional-deconvolutional capsule architecture for pixel level predictions of object labels.
Finally, we extend the masked reconstruction of the target class as a regularization strategy for the
segmentation problem.
Experimentally, SegCaps produces improved accuracy for lung segmentation on five datasets
from clinical and pre-clinical subjects, in terms of Dice coefficient and Hausdorff distance, when
compared with state-of-the-art networks U-Net [102], Tiramisu [58], and P-HNN [46]. More
importantly, the proposed SegCaps architecture provides strong evidence that the capsule-based
framework can more efficiently utilize network parameters, achieving higher predictive performance
while using 95.4% fewer parameters than U-Net, 90.5% fewer than P-HNN, and 85.1% fewer than
Tiramisu. To the best of our knowledge, this work represents the largest study in pathological lung
segmentation, and the only showing results on pre-clinical subjects utilizing state-of-the-art deep
learning methods.
To demonstrate the extended scope and potential impact of our study, we have performed two
additional sets of experiments in object segmentation included in Section 3.5 of this study. The
results of these experiments, as well as the main body of our study, demonstrate the effectiveness
of the proposed capsule-based segmentation framework. This study provides helpful insights into
future capsule-based works and provides lung-field segmentation analysis on pre-clinical subjects
for the first time in the literature.
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CHAPTER 4: A CAPSULE-BASED MEDICAL DIAGNOSIS
FRAMEWORK

Related Publications and Patents:

• Rodney LaLonde, Pujan Kandel, Concetto Spampinato, Michael B Wallace, and Ulas Bagci.
“Diagnosing Colorectal Polyps in the Wild with Capsule Networks.” ISBI 2020, IEEE
International Symposium on Biomedical Imaging. 2020. [73]
• Pujan Kandel, Rodney LaLonde, Victor Ciofoaia, Michael B Wallace, and Ulas Bagci.
“Colorectal Polyp Diagnosis with Contemporary Artificial Intelligence.” Gastrointestinal
Endoscopy, 89(6), AB403. 2019. [60]
• Rodney LaLonde and Ulas Bagci. “Capsules for Image Analysis.” U.S. Patent Application
16/431,387; filed December 5, 2019.

In this chapter, we expand on the work completed in Chapter 3, by introducing a capsule-average
pooling function to create a deep capsule network for diagnosing colorectal polyps. The remainder
of this chapter is organized into the following sections: Section 4.1 – A brief overview of colorectal
polyp diagnosis; Section 4.2 – The D-Caps framework described in detail, including the capsuleaverage pooling algorithm; Section 4.3 – Experiments conducted, our implementation settings,
and their results; Section 4.4 – Ablation studies on the various components of our algorithms to
determine the contribution of each aspect of our proposed method to the final results; and Section 4.5
– Discussions and concluding remarks.
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4.1

A Brief Overview of Colorectal Polyp Diagnosis

Among all cancer types, colorectal cancer remains one of the leading causes of cancer-related death
worldwide, with the lifetime risk of developing colorectal cancer around 1 in 23 in the United States,
accounting for roughly 10% of all cases across genders [4]. The gold standard for colorectal cancer
diagnosis is based on the biopsy of colon polyps found during screening (colonoscopy). Due to the
vast majority of colorectal cancer cases arising from precursor lesions, referred to as polyps, the
identification and resection of pre-malignant polyps during colonoscopy has been shown to decrease
colorectal cancer incidence by 40 – 60% [12]. However, small and diminutive polyps make up over
90% of polyps detected, with less than half of these classified as pre-malignant, making diagnosis
through ‘optical biopsy’ by colonoscopists difficult.
Colorectal polyps are typically classified into one of three categories: hyperplastic, serrated (comprised of sessile serrated adenomas and traditional serrated adenomas), and adenomas. Example
polyps can be seen in Fig. 4.1. Serrated polyps and adenomas are considered premalignant and
should be resected during colonoscopy, while hyperplastic polyps are considered benign and can
safely be left in situ. Unfortunately, existing optical biopsy techniques, cannot currently be recommended in routine clinical practice due to test accuracy and sensitivity falling substantially
below recommended levels [26]. Therefore, current standards require taking a sample of the polyp
and performing histopathological analysis, a somewhat time-consuming and expensive process.
Further, performing polypectomies (i.e., biopsy) on non-premalignant polyps is unnecessary, increases procedure-related risks such as perforation and bleeding, and increases procedure-related
costs including the cost of histological analysis for diagnosis. Improvements in colonoscopy and
optical biopsy techniques have been developed [27, 33]; however, with increased colonoscopy use
causing an increase in detected polyps, expecting endoscopists to perform optical diagnosis during
colonoscopy screenings might prove too time-consuming to manage in routine clinical practice.

41

Figure 4.1: Among the most ideal image cases selected from the Mayo Polyp dataset to provide the
reader with a visual understanding of the differences between the diagnosis classes and imaging
modalities (NBI – narrow-band imaging; WL – white light).

There is a high-expectation for artificial intelligence (AI), particularly deep learning, approaches to
be adopted into clinical settings for earlier and more accurate diagnosis of cancers.
Research Gap: Previous academic works have achieved remarkable success in this difficult task,
with accuracy scores just exceeding 90% [16, 31]. However, these methods have been applied to
academic datasets which are highly unrealistic compared to a ‘real-world’ clinical setting. For
example, the most popular dataset in the literature is the ISIT-UMR Multimodal classification dataset
[30], containing only 76 polyps. Each polyp is recorded up-close for approximately 30 seconds
(nearly 800 videos frames) from multiple angles, modalities, and focus modes. Such time-consuming
and ideal videos cannot be expected in more realistic ‘in the wild’ (i.e., real-world) clinical settings.
To address this discrepancy between ideal academic datasets and real-world examples, we performed
experiments on the significantly more challenging Mayo Polyp classification dataset, collected at the
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Figure 4.2: Typical cases on real-world (‘in-the-wild’) polyp diagnosis cases from the Mayo Polyp
dataset. Left to right: hyperplastic, serrated, and adenoma, marked by blue arrows.

Mayo Clinic, Jacksonville by [28] with institutional review board approval. A total of 963 polyps
from 552 patients were collected, where one image per imaging type of each polyp are chosen by
expert interpreters. This dataset is extremely challenging, having only single images per imaging
mode per polyp, large inter-polyp variation (e.g., scale, skew, illumination), and often only a single
imaging mode provided, while also containing far more polyps collected from more patients than
all previous AI-driven diagnosis studies in this area. Examples from the Mayo Polyp dataset which
are more representative of the typical images are shown in Fig. 4.2, as opposed to the ideal cases
handpicked for Fig. 4.1.
To accomplish our task and improve the viability of optical biopsy of colorectal polyps, we design
a novel capsule network (D-Caps). As stated in the previous chapters, capsule networks provide
equivariance to affine transformations on the input through encoding orientation information in
vectorized feature representations. Because of this, we hypothesize that a capsule network can
better model the high intra-class variation present given the relatively limited data in the Mayo
Polyp dataset and provide superior results to a deep CNN. Our method introduces several technical
novelties including (i) a novel deep capsule network architecture based on the locally-constrained
routing introduced in [71], (ii) a capsule-average pooling (CAP) technique which allows us to
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Figure 4.3: D-Caps: Diagnosis capsule network architecture. Routing 1 or 3 refers to the number of
routing iterations performed.

perform classification on large image sizes, where the original fully-connected capsules of [105]
are far too computationally expensive to fit in GPU memory, and (iii) improves the results over
CNNs such as Inceptionv3 (Iv3) [116] employed the previous state-of-the-art [16] by a significant
margin, while also reducing the amount of parameters used by as much as 95%. We provide
extensive analysis of results stratified across polyp categories, scanner types, imaging modalities,
and focus modes to establish a new benchmark on this challenging, unexplored, large-scale dataset
and promote future direction into the use of AI-driven colorectal cancer screening systems.

4.2 D-Caps: A Diagnosis Capsule Framework

The proposed D-Caps is illustrated in Fig 4.3. Briefly, input to the network is a 512 × 640 × 3 color
image taken during colonoscopy screening. This image is sent through an initial convolutional
layer which downsamples the image and extracts the basic low-level feature information (edges
and corners). This output is reshaped to be treated as a convolutional capsule with a single capsule
type, whose feature vectors are then passed to the first convolutional capsule layer, referred to
as the primary capsules and a second capsule type is added. All further layers are convolutional
capsule layers with locally connected dynamic routing, until the capsule-average pooling layer and
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reconstruction sub-network.
In each capsule layer, there are individual capsules which form a grid. Then, at each layer, there
are multiple sets of these grids which form the capsule types. Capsules within a lower layer are
referred to as child capsules and in a higher layer being routed to as parent capsules. The locally
connected dynamic routing works by forming prediction vectors over a kernel of the child capsules
centered at the location of the set of parent capsule types. For every parent capsule at a given (x, y)
position, a set of prediction vectors are formed via the multiplication between a locally-defined
window and a transformation matrix which is shared across the spatial dimension (but not the
capsule type dimension). These transformation matrices act analogous to affine transformation in
feature space, allowing for a strong notion of equivariance to input features. Once prediction vectors
are formed for a given (x, y) location, and therefore set of parent capsules, the modified dynamic
routing algorithm then routes all child capsules to all parents capsules only at that given spatial
location.
The capsule-average pooling (CAP) layer computes the spatial average of capsule activation
vectors to reduce the dimensionality of the features. Each capsule type computes an element-wise
mean across the height and width dimensions of the capsule grid, preserving the length of the capsule
vectors in each capsule type. Since, in our application, we are computing a binary classification, we
have one capsule type in the final convolutional capsule layer, which transforms to a 1D vector of
length k, in our case k = 16. More explicitly, if we have n capsule types, each with h × w grids of
capsule vectors of length a, we compute

pia =

1
∑ cih,w,a, ∀i ∈ {1, 2, ..., n}.
h×w ∑
h w

(4.1)

In previous approaches, a fully-connected capsule layer is used to predict the final class-activation
vectors. This becomes computationally infeasible with any reasonable sized GPU memory when
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working with large-scale images and number of classes. By utilizing our CAP layer, we are able to
dramatically increase the size of the images we work with beyond the likes of MNIST, CIFAR-10
and smallNORB. The D-Caps architecture shown in Fig. 4.3 contains only 1.3 million parameters,
as compared to 24 million in Inceptionv3, a relative reduction of 95%, while achieving higher
performance.
To decide a class score: the magnitude of each vector is computed, where the longest vector is
chosen as the prediction. In the case where multiple images of the same polyp were given, the
votes for each images are averaged, weighted by the relative confidence of the vote being cast.
Reconstruction of the input is then performed via a dense layer followed by two deconvolutions and
a final convolution. The reconstruction serves the purpose of providing a learned inverse mapping
from output to input, in order to help preserve a better approximation of the distribution of the input
space. Without the inverse mapping, the network will be prone to only learn the most common
modes in the training dataset. We show in an ablation study this reconstruction significantly helps
the accuracy of our approach, which is not possible with a standard CNN that only represents
features as scalars.

4.3

Colorectal Polyp Diagnosis Experiments & Results

Experiments were performed on a Mayo Polyp dataset, collected at the Mayo Clinic, Jacksonville by
[28] with an institutional review board approval. A total of 552 patients were included in this study
with 963 polyps collected. Polyps were collected from both standard and dual-focus colonoscopes.
The dual-focus colonoscope contains near and far modes for both white light (WL) and narrow-band
imaging (NBI) settings, referred to as WL-N, WL-F, NBI-N, and NBI-F, respectively. Challenging
images of each polyp type are chosen by expert interpreters (one per imaging type).

46

Table 4.1: Classifying Hyperplastic vs Adenoma polyps measured by accuracy (acc), sensitivity
(sen), and specificity (spe), where -F and -N denote far and near focus, respectively.
Modality
All Images
All Polyps
NBI
NBI-F
NBI-N
WL
WL-F
WL-N
Near
Far

Acc. %
63.66
65.53
56.69
53.37
60.95
68.81
72.48
67.65
67.57
69.64

D-Caps
Inceptionv3
Sen. % Spec. % Acc. % Sen. % Spec. %
65.26
71.12
54.23
51.97
59.74
74.06
75.63
70.86
70.19
73.62

60.00
53.79
61.98
57.14
64.29
57.38
63.79
58.49
60.66
59.02

54.28
56.23
52.49
58.65
53.33
55.41
55.50
58.33
57.66
58.48

54.83
63.18
57.69
59.21
56.49
54.89
53.75
58.94
63.35
63.19

53.00
41.67
41.32
57.14
44.64
56.56
60.34
56.60
42.62
45.90

Three sets of experiments were conducted using stratified 10-fold cross validation. In the first
set, images were split into two categories, hyperplastics and adenomas (with serrated adenomas
excluded). This is the most common training split in previous studies in this research area. In the
second set, the serrated adenomas were included in the adenoma class. This experiment is the most
clinically meaningful. Both Adenomas and Serrated polyps needed to be resected during optical
biopsy, thus this represents the task equivalent to resect of leave in-situ. In the third set, images
were split between hyperplastics and serrated adenomas with the adenoma images excluded. The
reasoning behind this experiment is Serrated polyps are most frequently mistaken with Hyperplastic
polyps and the degree to which a deep learning based approach can separate these classes is of
scientific interest.
All networks were trained and tested on a single Titan X GPU using the Keras and TensorFlow
frameworks. Both Inceptionv3 and D-Caps were trained from scratch using the Adam optimizer at
its default settings. A batch size of 8 was used for Inceptionv3 and 4 for D-Caps due to memory
constraints on capsules. The loss function for all networks was a binary cross-entropy. All code for
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Table 4.2: Classifying Hyperplastic vs Adenoma and Serrated polyps measured by accuracy
(acc), sensitivity (sen), and specificity (spe), where -F and -N denote far and near focus, respectively.
Modality
All Images
All Polyps
NBI
NBI-F
NBI-N
WL
WL-F
WL-N
Near
Far

Acc. %
59.81
60.95
60.36
60.09
63.59
54.39
55.86
56.67
58.52
62.01

D-Caps
Inceptionv3
Sen. % Spec. % Acc. % Sen. % Spec. %
61.39
63.19
60.00
59.24
65.22
59.21
64.02
58.60
60.12
67.86

56.00
56.06
61.16
62.50
58.93
43.44
32.76
50.94
54.10
45.90

51.21
48.10
45.27
51.17
46.54
51.88
59.01
50.95
47.60
50.22

53.49
50.35
41.11
50.96
46.58
56.68
66.46
58.60
51.79
55.36

45.75
43.18
54.55
51.79
46.43
40.98
37.93
28.30
36.07
36.07

reproducing experiments are made publicly available. 1
The results of the three sets of experiments are presented in Tables 4.1 - 4.3. For all experiments,
we stratify results at several levels of analysis: All Images presents results for every image present
in the dataset, while all other results are a weighted average taken across all votes for a given polyp
(and imaging modality) to give a final diagnosis score. Looking at the All Polyps rows, we can see
D-Caps outperforms Inceptionv3 in terms of relative accuracy increases of 17%, 27%, and 43% for
experiments 1 – 3 (of increasing difficulty) respectively. We also provide some qualitative examples
of success and failure cases shown in Fig. 4.4.

4.4

Ablation Studies on Key Components of D-Caps

We conducted three rounds of ablation experiments in this study, with results presented at the polyp
level. First, we vary the amount of dynamic routing iterations performed inside D-Caps. Second, we
1 https://github.com/lalonderodney/D-Caps
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Table 4.3: Classifying Hyperplastic vs Serrated polyps measured by accuracy (acc), sensitivity
(sen), and specificity (spe), where -F and -N denote far and near focus, respectively.
Modality

Acc. %

All Images
All Polyps
NBI
NBI-F
NBI-N
WL
WL-F
WL-N
Near
Far

60.91
58.04
57.85
55.00
60.00
54.14
52.63
52.54
67.21
66.67

D-Caps
Inceptionv3
Sen. % Spec. % Acc. % Sen. % Spec. %
65.00
54.55
70.00
60.00
71.43
54.55
100.00
50.00
57.14
60.00

60.50
58.33
56.76
54.29
57.58
54.10
49.06
52.83
68.52
67.21

51.45
40.54
45.63
44.90
50.00
48.08
41.86
45.00
40.00
39.62

63.64
66.67
83.33
66.67
100.00
16.67
66.67
33.33
100.00
66.67

50.62
39.05
43.30
43.48
46.81
50.00
40.00
45.95
36.17
38.00

remove the reconstruction regularization sub-network from the loss formulation. Third, we evaluate
D-Caps predictive performance on an ‘ideal’ subset of 95 NBI-N images selected by participating
physicians for homogeneity to see ability of this network when tested in slightly more ideal cases of
using near-focus NBI colonoscopes with good scale/centering on polyps. Examples of these ideal
image cases are shown in Fig. 4.1.

4.4.1

Reconstruction Regularization Performance

As mentioned in Section 3.4.3, the idea of reconstructing the input as a method of regularization was
used in CapsNet by Sabour et al. [105], and the theory behind this technique and the regularization
effect it introduces is by mapping the capsule vectors back to the input data, this forces the network
to pay attention to more relevant features about the input, which might not be as discriminative
for the given task, yet still provide some useful information. We examine again the role of the
reconstruction regularization branch of our new network structure. Given the deeper structure and
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Figure 4.4: Qualitative evaluation for challenging examples: successful (first row) and failure
(second row) cases are shown.

CAP operation introduced, it is important to examine what role reconstruction still plays in the
network’s performance. As evident by the results shown in Table 4.4 the reconstruction still plays
an important role across all experiments, averaging an 8% decrease.

Table 4.4: Examining the effect on performance of reconstruction regularization in the diagnosis
capsules framework. Table entries are accuracy percentages for experiments 1 – 3, namely Hyperplastic vs Adenoma (HP vs Ad), Hyperplastic vs Adenoma and Serrated (HP vs Ad & Ser), and
Hyperplastic vs Serrated (HP vs Ser).
Method

HP vs Ad

HP vs Ad & Ser

HP vs Ser

No Recon
With Recon

56%
66%

50%
61%

55%
58%
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4.4.2

Examining Dynamic Routing Iterations

Since the dynamic routing algorithm chosen for this study is an iterative process, we can investigate
the optimal number of times to run the routing algorithm per forward pass of the network. In the
original work by Sabour et al. [105], they found three iterations to provide the optimal results. We
saw a consistent result for our SegCaps network architecture in Section 3.4.4. As seen in Table 4.5,
the number of routing iterations has a similar effect on D-Caps predictive performance, where
we find again that three iterations is optimal over a set of different numbers of iterations studied.
The stability of this parameter is encouraging when applying the method to new application areas,
leaving one less hyperparameter to tune per layer.

Table 4.5: Examining the effect on accuracy (%) of different number of routing iterations within
D-Caps on Mayo Polyp dataset for Hyperplastic vs Adenoma.
Modality

Routings-2

Routings-3

Routings-4

Routings-5

All Images
All Polyps
NBI
NBIF
NBIN
WL
WLF
WLN
Near
Far

54.73
50.61
51.18
49.04
47.14
56.19
60.09
55.39
48.20
54.02

63.66
65.53
56.69
53.37
60.95
68.81
72.48
67.65
67.57
69.64

53.37
45.97
50.66
59.13
59.52
47.68
49.08
46.57
50.90
50.45

51.85
50.86
50.92
50.96
53.33
51.80
59.17
55.39
54.50
51.79

4.4.3

Testing on a More Ideal Subset

Given the considerable difficulty of the problem of diagnosing colorectal polyps in this extremely
challenging Mayo Polyp dataset, where some performance was near random chance, we conducted
an additional experiment in slightly more ideal conditions. An ‘ideal’ subset of 95 NBI-N images
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was selected by participating physicians for homogeneity. These images are still from the Mayo
Polyp dataset and contain many of the same challenges, but the physicans selected these images
under the possible clinical workflow situation of a polyp being noted by the colonoscopist and a
centered and larger scale close snapshot was taken. Examples of these images are shown in Fig. 4.1.
In these more ideal cases we found that D-Caps achieved a significantly higher average accuracy
of 82. This significantly higher accuracy gives strong encouragement to the future direction of a
complete detection and diagnosis system which can first roughly localize polyps before attempting
diagnosis.

4.5

Discussions & Conclusion on Capsule-Based Diagnosis

We designed a capsule-based network for the task of diagnosis in the field of endoscopy. In
order to classify real-world imaging data much larger in size than those in MNIST or CIFAR,
we introduced the concept of capsule-average pooling. Combining this with the memory saving
advances made in Chapter 3, our proposed architecture D-Caps is able to diagnoses colorectal
polyps from colonoscopy images. Given our preliminary evidence that capsule networks can better
generalize to unseen poses, converges faster in training, and contains far fewer parameters than stateof-the-art CNNs, we hypothesized that D-Caps should be able to better handle the relatively limited
training data and high intra-class variation present in the Mayo Polyp dataset. We conducted a set
of thorough experiments to validate our hypothesis, stratified across all polyp categories, imaging
devices and modalities, and focus modes available. Our results show D-Caps can outperform
the leading state-of-the-art CNN-based method by as much as 43% in the most difficult settings.
Ablation studies show that D-Caps can achieve performance beginning to approach clinical levels
when given a slightly more ideal set of candidates to diagnose. Given this, future research directions
into capsule-based object detection methods for colorectal polyps to give a more localized target for

52

diagnosis can likely prove significantly beneficial.
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CHAPTER 5: ENCODING CAPSULES FOR EXPLAINABLE
PREDICTIONS

Related Publications and Patents:

• Rodney LaLonde, Drew Torigian, and Ulas Bagci. “Encoding Visual Attributes in Capsules
for Explainable Medical Diagnoses.” MICCAI 2020, International Conference on Medical
Image Computing and Computer-Assisted Intervention. 2020. [74]
• Rodney LaLonde and Ulas Bagci. “Capsules for Image Analysis.” U.S. Patent Application
16/431,387; filed December 5, 2019.

In this chapter, we further build off the work completed in Chapters 3 and 4 by tackling the
important challenge of explainability in medical image diagnosis algorithms. The remainder of
this chapter is organized into the following sections: Section 5.1 – A brief overview explainability
in deep learning and lung cancer diagnosis; Section 5.2 – The X-Caps framework described in
detail, including the modified dynamic routing algorithm and the multi-task framework for encoding
visual-attribute information; Section 5.3 – Experiments conducted, our implementation settings,
and their results; Section 5.4 – Ablation studies on the various components of our algorithms to
determine the contribution of each aspect of our proposed method to the final results; and Section 5.5
– Discussions and concluding remarks.
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5.1

An Overview of Explainability in Deep Learning & Lung Cancer Diagnosis

In machine learning, predictive performance typically comes at the cost of interpretability [11,
40, 68, 104]. While deep learning (DL) has played a major role in a wide array of fields, there
exist several high-risk domains which have yet to be comparably impacted: military, security,
transportation, finance, legal, and healthcare among others [10, 76, 95]. Deep neural networks
are often called black-boxes due to their difficult-to-interpret decisions. This is characteristic of
a deeper trend in machine learning, where predictive performance typically comes at the cost of
interpretability [11, 40, 68, 104]. Although deep learning (DL) has played a major role in a wide
array of fields, there exist several which have yet to be comparably impacted: military, security,
transportation, finance, legal, and healthcare among others [10, 76, 95]. At its core, DL owes its
success to the joining of two essential tasks, feature extraction and feature classification, learned
in a joint manner, usually through a form of backpropagation. This was a step away from feature
engineering, where experts would hand-craft the most import set of discernible characteristics
for a task, while the classification of these features typically employed some form of machine
learning. Although this direction has dramatically improved the predictive performance on a diverse
range of tasks, it has also come at a great cost, the sacrifice of human-level explainability. As
features becomes less interpretable, and the functions learned more complex, model predictions
become more difficult to explain and the generalization ability of trained networks is less well
understood. Using hand-crafted features, human-experts could know more precisely under what
circumstances their algorithms would fail; this is no longer the case for most DL algorithms, where
the generalization ability of trained networks is less well understood. Several works have began
to press towards this goal of explainable DL, as explored in Section 2.3, but the problem remains
largely unsolved.
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Figure 5.1: A symbolic plot showing the general trade-off between explainability and predictive
performance in deep learning (DL) [11, 40, 68, 104]. Our proposed X-Caps rebuts the trend of
decreasing performance from state-of-the-art (SotA) as explainability increases and shows it is
possible to create more explainable models and increase predictive performance with capsule
networks.

5.1.1

Interpretable vs. Explainable & Why Capsule Networks?

There has been a recent push in the community to move away from the post-hoc interpretations
of deep models and instead create explainable models from the outset [104, 107]. Since the terms
interpretable and explainable are often used interchangeably, we want to be explicit about our
definitions for the purposes of this study. An explainable model is one which provides explanations
for its predictions at the human level for a specific task. An interpretable model is one for which
some conclusions can be drawn about the internals/predictions of the model; however, they are
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not explicitly provided by the model and are typically at a lower level. For example, in image
classification, when a deep model predicts an image to be of a cat, saliency/gradient or other
methods can attempt to interpret the model/prediction. However, the model is not explaining why
the object in the image is a cat in the same way as a human. Humans classify objects based on a
taxonomy of characteristics/attributes (e.g. cat equals four legs, paws, whiskers, fur, etc.). If our
goal is to create explainable models, we should design models which explain their decisions using a
similar set of “attributes” to humans, instead of relying on class activation maps.
Why capsule networks? As stated in the previous chapters, capsule networks differ from convolutional neural networks (CNNs) by replacing the scalar feature maps with vectorized representations,
responsible for encoding information (e.g. pose, scale, color) about each feature. These vectors
are then used in a dynamic routing algorithm which seeks to maximize the agreement between
lower-level predictions for the instantiation parameters (i.e. capsule vectors) of higher-level features.
In their introductory work, a capsule network (CapsNet) was shown to produce promising results
on the MNIST data set; but more importantly, was able to encode high-level visually-interpretable
features of digits (e.g. stroke thickness, skew, localized-parts) within the dimensions of its capsule
vectors [105]. In this way, capsules provide a good candidate for not only representing attributes
with vectors, but being able to combine those attributes in meaningful ways to make decisions about
the object being represented.

5.1.2

Lung Cancer: A High-Risk Application Needing Explainability

Lung cancer is the far-leading cause of cancer-related death in both men and women [36]. The
National Lung Screening Trial showed that screening patients with low-dose computed tomography
(CT) has reduced lung cancer mortality by 20% [117, 125]. However, only 16% of lung cancer cases
are diagnosed at an early stage [51]. DL approaches such as 2D and 3D CNNs have been proposed
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to alleviate these challenges. Noticeably, some have achieved highly successful diagnosis results,
comparable to or even better than expert level diagnosis [54, 131]. Nevertheless, the black-box
nature of these previous studies has contributed to these methods not making their way into clinical
routines. The purpose of this study is to fill this important research gap by creating explainable
medical diagnoses through learning visually-interpretable features from medical images with new
DL models, specifically a novel capsule network architecture.
In diagnosing the malignancy of lung nodules, similar to describing why an image of a cat is
catlike, radiologists explain their predictions through the language of high-level visual attributes
(i.e., radiographical interpretations): subtlety (sub), sphericity (sph), margin (mar), lobulation
(lob), spiculation (spi), and texture (tex), shown in Fig. 5.2, which are known to be predictive
(with inherent uncertainty) of malignancy [45]. To create a DL model with this same level of
radiographical interpretation, we propose a novel multi-task capsule architecture, called X-Caps,
for learning visually-interpretable feature representations within capsule vectors, then predicting
malignancy based solely on these interpretable features. By supervising different capsules to embed
specific visually-interpretable features, multiple visual attributes are learned simultaneously, with
their weights being updated by both the radiologists visual interpretation scores as well as their
contribution to the final malignancy score, regularized by the segmentation reconstruction error.
Since these attributes are not mutually-exclusive, we introduce a new routing sigmoid function to
independently route child capsules to parents. Further, to provide radiologists with an estimate of
model confidence, we train our network on a distribution of expert labels, modeling inter-observer
agreement and punishing over/under confidence during training, supervised by human-experts’
agreement.
In this study, we show even a relatively simple 2D capsule network, X-Caps, can better capture highlevel visual attribute information than the state-of-the-art deep dual-path dense 3D convolutional
neural network (CNN) while also improving diagnostic accuracy, approaching that of even some
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Figure 5.2: Lung nodules with high-level visual attribute scores as determined by expert radiologists.
Scores were given from 1 – 5 for six different visual attributes related to diagnosing lung cancer.

black-box methods (e.g., [108, 109]). Although we believe the proposed methods described are
generic and can be applied to any classification problem in computer vision with visual attributes to
be modeled, we choose to focus on a high-risk application area where explainability is a critical
lynch-pin holding back the adoption of DL in routine use: lung cancer diagnosis.
Overall, the contributions of this study are summarized as:
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1. The first study to directly encode high-level visual attributes within the vectors of a capsule
network to perform explainable image-based diagnosis at the radiologist-level.
2. Create a novel modification the dynamic routing algorithm to independently route information
from child capsules to parents when parent capsules are not mutually-exclusive.
3. Provide a meaningful confidence metric with our predictions at test by learning directly
from expert label distributions to punish network over/under confidence. Visual attribute
predictions are verified at test via the reconstruction branch of the network.
4. Demonstrate a simple 2D capsule network (X-Caps) trained from scratch outperforming a
state-of-the-art deep pre-trained dual-path 3D dense CNN at capturing visually-interpretable
high-level attributes and malignancy prediction, while providing malignancy prediction scores
approaching that of non-explainable 3D CNNs.

5.2

Explaining Predictions by Encoding Attributes in Capsules

The goal of our proposed method is to model visual attributes using capsule neural networks
for the important application domain of high-risk predictions. We apply our algorithm to CT
lung data in order to provide the same explanations as radiologists for predicting malignancy,
while simultaneously performing malignancy prediction and nodule segmentation/reconstruction.
The Lung Image Database Consortium and Image Database Resource Initiative (LIDC-IDRI) [6],
described in more detail in Section 5.3, contains a collection of lung nodules with scores ranging
from 1 – 5 across a set of visual attributes, indicating their relative appearance, and malignancy, as
scored by up to four radiologists. These characteristics and scores are shown in Figure 5.2.
Our approach, referred to as explainable capsules, or X-Caps, was designed to remain as similar
as possible to our control network, CapsNet, while allowing us to have more control over the
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visually-interpretable features learned. CapsNet already showed great promise when trained on the
MNIST data set for its ability to model high-level visually-interpretable features. With this study,
we examine the ability of capsules to model specific visual attributes within their vectors, rather that
simply hoping these are learned successfully in the more challenging lung nodule data. As shown in
Figure 5.3, X-Caps shares a similar overall structure as CapsNet, with the major differences being
the addition of the supervised labels for each of the X-Caps vectors, the fully-connected layer for
malignancy prediction, the reconstruction regularization also performing segmentation, and the
modifications to the dynamic routing algorithm.

Figure 5.3: X-Caps: Explainable Capsule Networks. The proposed network (1) predicts N high-level
visual attributes of the nodule, (2) segments the nodule and reconstruct the input image, and (3)
diagnoses the nodule on a scale of 1 to 5 based on the visually-interpretable high-level features
encoded in the X-Caps capsule vectors. The malignancy diagnosis branch is attempting to model
the distribution of radiologists’ scores in both mean and variance.

61

5.2.1

Building an Explainable Capsule Network

The first layer of our proposed network is a 2D convolutional layer which extracts the lowest-level
features. Next, we form our primary capsules of 32 capsule types with 8D vector capsules. The
primary capsules can be seen as either a convolution capsule layer with a single routing iteration
or as grouping the feature maps of a convolutional layer and performing the non-linear squashing
function from [105]. Following this, we form our attribute capsules using a fully-connected capsule
layer whose output is N 16D capsule types, one for each of the visual-attributes we want to predict.
Unlike CapsNet where each of the parent capsules were dependant on one another (e.g. if the
prediction is the digit 5 it cannot also be a 3), our parent capsules are not mutually-exclusive of
each other (i.e. a nodule can score high or low in each of the attribute categories). For this reason,
we needed to modify the dynamic routing algorithm presented in CapsNet to accommodate this
significant difference. The key change is the “routing softmax” employed by CapsNet forces the
contributions of each child to send their information to parents in a manner which sums to one,
which in practice effectively makes them “choose” a parent to send their information to. However,
when computing prediction vectors for independent parents, we want a child to be able to contribute
to all parent capsules for attributes which are present in the given input. With that motivation, the
specific algorithm, which we call “routing sigmoid”, is computed as

ri, j =

exp(bi, j )
,
exp(bi, j ) + 1

(5.1)

where ri, j are the routing coefficients determined by the dynamic routing algorithm for child capsule
i to parent capsule j and the initial logits, bi, j are the prior probabilities that the prediction vector
for capsule i should be routed to parent capsule j. Note the prior probabilities are initially set to 1
rather than 0 as in CapsNet, otherwise no routing could take place. The rest of the dynamic routing
procedure follows the same as in [105].
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5.2.2

Predicting Malignancy From Visually-Interpretable Encoded Capsules

In order to predict malignancy scores, we attach a fully-connected layer to our X-Caps attribute
prediction vectors with output size equal to the range of scores. We wish to emphasize here, our
final malignancy prediction is coming solely from the vectors whose magnitudes represent visuallyinterpretable feature scores. Every malignancy prediction score has a set of weights connected to
the high-level attribute capsule vectors, and the activation from each tells us the exact contribution
of the given visual attribute to the final malignancy prediction for that nodule. Unlike previous
studies which look at the importance of these attributes on a global level, our method looks at the
importance of each visual attribute in relation to each specific nodule being diagnosed. To verify
the correctness of our attribute modeling, we reconstruct the nodules while varying the dimensions
of the capsule vectors to ensure the desired visual attributes are being modeled. At test, these
reconstructions give confidence that the network is properly capturing the attributes, and thus the
scores can be trusted. Confidence in the malignancy prediction score, in addition to coming solely
from these trusted attributes, is provided via an uncertainty modeling approach.
Previous works in lung nodule classification follow the same strategy of averaging radiologists’
scores for visual attributes and malignancy and then either attempt to regress this average or
performing binary classification of the average as below or above 3. While such approaches make
training simpler, they throw away valuable information about the agreement or disagreement among
radiologists. To better model the uncertainty inherently present in the labels due to inter-observer
variation, we propose a different approach: we attempt to predict the distribution of radiologists’
scores. Specifically, for a given nodule where we have at minimum three radiologists’ score values
for each attribute and for malignancy prediction, we compute the mean and variance of those values
and fit a Gaussian function to them, which is in turn used as the ground-truth for our classification
vector. Nodules with strong inter-observer agreement produce a sharp peak, in which case wrong

63

or unsure (i.e., low confidence score) predictions are severely punished. Likewise, for low interobserver agreement nodules, we expect our network to output a more spread distribution and it will
be punished for strongly predicting a single class label. This proposed approach allows us to model
the uncertainty present in radiologists’ labels in a way that no previous study has and provide a
meaningful confidence metric at test time to radiologists.

5.2.3

Multi-Task Capsule Loss & Regularization

As in CapsNet, we also perform reconstruction of the input as a form of regularization. However,
we extend the idea of regularization to perform a pseudo-segmentation, similar in nature to the
reconstruction used by [71, 75]. Whereas in true segmentation, the goal is to output a binary mask
of pixels which belong to the nodule region, in our formulation we attempt to reconstruct only the
pixels which belong to the nodule region, while the rest are mapped to zero. More specifically, we
formulate this loss as
γ
Lr =
H ×W

W H

∑ ∑ kRx,y − Orx,yk, with
x

(5.2)

y

Rx,y = I x,y × Sx,y | Sx,y ∈ {0, 1},

(5.3)

where Lr is the supervised loss for the reconstruction regularization, γ is a weighting coefficient for
the reconstruction loss, Rx,y is the reconstruction target pixel, Sx,y is the ground-truth segmentation
mask value, and Ox,y
r is the output of the reconstruction network, at pixel location (x, y), respectively,
and H and W are the height and width, respectively, of the input image. This adds another task to
our multi-task approach and an additional supervisory signal which can help our network distinguish
visual characteristics from background noise. The malignancy prediction score, as well as each of
the visual attribute scores also provide a supervisory signal in the form of
N

La = ∑ α n kAn − Ona k, and
n
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(5.4)

Lm = β

∑ ε(OOm) log

x∈X

Om )
ε(O
√ 1
2πσ 2

exp

−(x−µ)2 
2σ 2

!
,

(5.5)

where La is the combined loss for the visual attributes, An is the average of the attribute scores
given by at minimum three radiologists for attribute n, N is the total number of attributes, α n is
the weighting coefficient placed on the nth attribute, Ona is the network prediction for the score
of the nth attribute, Lm is a KL divergence loss for the malignancy score, β is the weighting
coefficient for the malignancy score, µ and σ are the mean and variance of radiologists’ scores,
j

and ε = exp(Oim )/ ∑Nj=1 exp(Om ) is the softmax over the network malignancy prediction vector
O m = {O1m , ..., ON
m }. In this way, the overall loss for X-Caps is simply L = Lm + La + Lr . For
simplicity, the values of each α n and β are set to 1, and γ is set to 0.005 × 32 × 32 = 0.512.1 .

5.3

Experiments in Explainable Lung Cancer Diagnosis & Results

For our experiments, we used publicly available LIDC-IDRI data set [6]. The LIDC-IDRI includes
1018 volumetric CT scans, where each CT scan was interpreted by at most four radiologists by the
LIDC-IDRI project team. Lung nodules were given scores by participating radiologists for each
of six visual attributes, shown in Fig. 5.2, and malignancy ranging from 1 to 5. For simplicity,
and including malignancy indecision among radiologists, we excluded lung nodules from the
consideration when their mean visual score was exactly 3. This left 1149 lung nodules to be
evaluated (646 benign and 503 malignant). Table 5.1 shows the summary of visual score distribution
of lung nodules evaluated by at least three radiologists.
Five-fold stratified cross-validation was performed to split the nodules into training and testing sets,
with 10% of each training set set aside for validation and early stopping. All models were trained
1 Further tuning of these parameters could potentially lead to superior results but we did not have the computational
resources to perform such an analysis for this study.
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Table 5.1: Numbers within the table represent individual radiologists’ scores. At the nodule level,
there were 1149 nodules after removing those with less than three radiologists and those with mean
score 3: 646 benign (< 3.0) and 503 malignant (> 3.0) nodule were used for training and testing in
cross-validation.
Visual Attribute Scores
1
2
3
4
5
Attributes
subtlety
124 274 827 1160 1817
sphericity
10
322 1294 1411 1165
margin
174 303 512 1362 1851
lobulation
2394 924 475 281 128
spiculation
2714 789 336 174 189
207 76 188 485 3246
texture
malignancy 676 872 1397 658 599
with a batch size of 16 using Adam with an initial learning rate of 0.02 reduced by a factor of 0.1
after validation loss plateau. All code is implemented in TensorFlow and has been made publicly
available. Consistent with the literature, predictions were considered correct if within ±1 of the
radiologists’ classification [54, 55].
The experimental results summarized in Table 5.2 illustrate the prediction of visual attributes with
the proposed X-Caps in comparison with an adapted version of CapsNet, a deep dual-path dense 3D
explainable CNN (HSCNN [107]), and two state-of-the-art non-explainable methods which do not
have extra post-processing or learning strategies. Compared methods results are from the original
reported works. To the best of our knowledge, HSCNN is the only other work in the literature which
presents attribute-level predictions pursuant to creating explainable models through the modeling of
high-level visual attributes for lung cancer diagnosis.
Our results show that a simple 2D capsule network has the ability to model visual attributes
far better than HSCNN while also achieving better malignancy prediction. Further, we wish to
emphasize the significance of X-Caps providing increased predictive performance and explainability
over CapsNet. This goes against the assumed trend in DL, illustrated with a symbolic plot in
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Table 5.2: Prediction accuracy of visual attribute learning with capsule networks. Dashes (-)
represent values which the given method could not produce. X-Caps outperforms the state-ofthe-art explainable method (HSCNN) at attribute modeling (the main goal of both studies), while
also producing higher malignancy prediction scores, approaching state-of-the-art non-explainable
methods performance.
sub
Non-Explainable Methods
3D Multi-Scale + RF [108]
3D Multi-Crop [109]
CapsNet [105]
Explainable Methods
3D Dual-Path HSCNN [107]
Proposed X-Caps

71.9
90.39

Attribute Prediction Accuracy %
sph
mar
lob
spi
tex
-

-

55.2
72.5
85.44 84.14

-

-

70.69 75.23

Malignancy

-

86.84
87.14
77.04

83.4
93.10

84.20
86.39

Figure 5.1, that explainability comes at the cost of predictive performance, a trend we observe with
HSCNN being outperformed by less powerful (i.e. not dense or dual-path) but non-explainable 3D
CNNs [108, 109]. We can observe this trend in the example of [109] achieving 87% accuracy with
a 3D CNN and [107] achieving 84% accuracy with an objectively more powerful dense dual-path
3D CNN but which also provides explainable predictions in the form of high-level visual attributes.
While X-Caps slightly under-performs the best non-explainable models, it is reasonable to suspect
that future research into deeper and more powerful 3D capsule networks with tricks like residual or
dense connections, normalization, and other novelties which were introduced to CNNs over the last
several years, would allows explainable capsules to surpass these methods; we hope this study will
promote such future works.

5.4

Ablation Studies for the Components of X-Caps

To analyze the impact of each component of our proposed approach, we performed ablation studies
for: (1) learning the distribution of radiologists’ scores rather than attempting to regress the mean
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Table 5.3: Ablation studies for malignancy prediction accuracy: (1) regressing the mean score
instead of predicting the distribution, (2) no reconstruction regularization, (3) using CapsNet’s
“routing softmax” instead of the proposed “routing sigmoid”, and (4) the proposed approach.
Mean
No
Routing Proposed
Score
Recon. Softmax Method
83.09% 80.30% 80.69% 8 6 . 3 9 %

value of these scores, (2) removing the reconstruction regularization from the network, and (3)
performing our proposed “routing sigmoid” over the original “routing softmax” proposed in [105].
The results of each of these ablations is shown in Table 5.3 and we can see removing each component
had a significant negative impact on our malignancy prediction results. This shows retaining the
agreement/disagreement information among radiologists proved significantly useful, the reconstruction played a role in improving the network performance, and our proposed modifications to the
dynamic routing algorithm were necessary for passing information from children to parents when
the parent capsule types are independent.
As limitations of our work, we did not tune the weight balancing terms between the different tasks
and further investigation could lead to superior performance. Also, we found capsule networks
can be somewhat fragile; often random initializations failed to converge to good performance.
However, this might be due to the small/shallow network size and its relation to the Lottery Ticket
Hypothesis [37] rather than anything specific to capsules. Lastly, although we defined the loss
in Section 5.2.3 as mean squared error, we also experimented with cross-entropy, margin, and
Kullback-Leibler divergence loss functions. From our empirical analysis, these loss functions all
performed comparably with each other, although a more systematic investigation would be needed
to draw any firm conclusions.
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5.5

Discussions & Conclusion on Explainable Deep Learning With Capsules

Available studies for explaining DL models, typically focus on post hoc interpretations of trained
networks, rather than attempting to build-in explainability. This is the first study for directly
learning an interpretable feature space by encoding high-level visual attributes within the vectors
of a capsule network to perform explainable image-based diagnosis. We approximate visuallyinterpretable attributes through individual capsule types, then predict malignancy scores directly
based only on these high-level attribute capsule vectors, in order to provide malignancy predictions
with explanations at the human-level, in the same language used by radiologists. Our proposed
multi-task explainable capsule network, X-Caps, successfully approximated visual attribute scores
better than the previous state-of-the-art explainable diagnosis system, while also achieving higher
diagnostic accuracy. We hope our work can provide radiologists with malignancy predictions which
are explained via the same high-level visual attributes they currently use, while also providing
a meaningful confidence metric to advise when the results can be more trusted, thus allowing
radiologists to quickly interpret and verify our predictions. Lastly, although we selected lung
cancer diagnosis for testing our method, we believe our approach should be generally applicable to
any image-based classification task where high-level attribute information is available to provide
explanations about the final prediction.
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CHAPTER 6: CONCLUSION & FUTURE DIRECTIONS

The body of work presented in this dissertation constitutes significant algorithmic advances to the
application of capsule networks in a variety of real-world imaging data domains, and in particular,
biomedical image computer-aided diagnosis. First, we provide a brief discussion on each main
chapter of this document, summarizing the novelties introduced and the empirical evidence gained
through our experimental results. Following this, we discuss the main research areas and topics
which would be of significant interest given the insights garnered from the summarized body of
work.

6.1

Final Conclusions

In Chapter 3 we introduced the first ever capsule-based segmentation network in the literature,
SegCaps, while producing several important advancements, including a novel locally-constrained
dynamic routing algorithm, transformation matrix sharing, the concept of a “deconvolutional”
capsule, extension of the reconstruction regularization to segmentation, and a new encoder-decoder
capsule network structure. We validated the effectiveness and efficiency of our proposed method
against several state-of-the-art CNN-based methods in the largest ever study in pathological lung
segmentation, and the only showing results on pre-clinical subjects utilizing deep learning methods.
SegCaps consistently outperforms all other compared state-of-the-art approaches in terms of the
commonly measured metrics, Dice and HD. Additionally, SegCaps achieves this while only using
a fraction of the total parameters of these much larger networks. Our results in the main body
of experiments, as well as the additional experiments conducted on other objects in other data
modalities, give compelling evidence for the advantages of a capsule-based segmentation method
over CNN-based methodologies.
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In Chapter 4, we design a capsule-based diagnosis network, D-Caps, by introducing a novel capsuleaverage pooling technique, which we show can better handle the relatively limited training data
and high intra-class variation present in colorectal cancer diagnosis. Combining this with the
memory saving advances made in Chapter 3, our proposed architecture is able to classify real-world
imaging data much larger in size than those in MNIST or CIFAR, diagnosing colorectal polyps from
colonoscopy images. Given our preliminary evidence that capsule networks can better generalize to
unseen poses, converges faster in training, and contains far fewer parameters than state-of-the-art
CNNs, we hypothesized that D-Caps should be able to better handle the relatively limited training
data and high intra-class variation present in the Mayo Polyp dataset. We conducted a set of
thorough experiments to validate our hypothesis, stratified across all polyp categories, imaging
devices and modalities, and focus modes available. Our results show D-Caps can outperform
the leading state-of-the-art CNN-based method by as much as 43% in the most difficult settings.
Ablation studies show that D-Caps can achieve performance beginning to approach clinical levels
when given a slightly more ideal set of candidates to diagnose.
In Chapter 5, we design an explainable capsule network, X-Caps, which encodes high-level visual
object attributes within the vectors of its capsules, then forms explanations for its predictions using
the same high-level language used by human-experts in a multi-task learning framework. Utilizing
a novel modification to the dynamic routing algorithm which independently routes information
from child capsules to parents, we train our network directly on the distribution of expert labels,
modeling inter-observer agreement, and thus providing a meaningful metric of model over/under
confidence supervised by human-experts’ agreement. We demonstrate a simple 2D capsule network
trained from scratch can outperform a state-of-the-art deep pre-trained dense dual-path 3D CNN at
capturing visually-interpretable high-level attributes and malignancy prediction, while providing
malignancy prediction scores approaching that of non-explainable 3D CNNs.
Capsule networks show considerable promise for the future of deep learning-based applications and
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we hope the contributions of this dissertation provide a solid foundation for the further advancement
of capsule network-based approaches. The source code for all of the algorithms discussed have
been made publicly available at https://github.com/lalonderodney.

6.2

Future Research Directions

As with most research, there are two main thrusts which can be pursued, technical advancements
and novel applications. We first discuss the most crucial technical shortcomings of capsule networks
and our recommendations to future researchers for possible directions of investigation. Following
this we discuss the application domains which have been least impacted by capsule networks as a
possible motivation for further exploration by future researchers.
From a technical point-of-view, the most important technical advancements within capsule networks
need to be made in the dynamic routing mechanism. Dynamic routing was cited as a key contribution
by Hinton to finally make capsule networks a reality; however, there is strong evidence that the
current iterative-based routing mechanisms in the literature are significantly sub-optimal [91]. Some
interesting work has been completed in this area, including by Kosiorek et al. [66] and Tsai et al.
[118], but there is still much to be desired. We would encourage future researchers to push along the
lines of representation learning/disentanglement [9, 17], where capsule networks share some very
interesting parallels to concept-vector based methods [39, 62] and ideas such as concept whitening
[18]. Not only would such approaches allow us to more intelligently route information through the
capsule network, but would provide significant improvements into explainability of deep methods.
On the application side of research, the majority of previous investigations have focused on imagebased classification [21, 49, 97, 122]. Some notable exceptions are the small body of work which
has investigated capsule networks in action detection [24, 25, 84], point-cloud autoencoders [129],
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adversarial detection [38, 96], similarity matching/image retrieval [52, 65], generative methods
[57], and reinforcement learning [5]. One application which is noticeably missing from this list
is object detection in images. There is a rather large segment of the computer vision community
which focuses on methods for object detection, and it is somewhat surprising that no published
research has emerged to solve the task utilizing a capsule-based network. We would encourage
future researchers to attempt to create a capsule network for object detection to rival the big names
in detection, such as R-CNN [41, 42, 101] and YOLO [98, 99, 100].
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