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Abstract 
In this paper, posterior distributions are interpreted as decision 
functions. Using this interpretation, it is proposed that improper 
prior distributions be evaluated in a decision theoretic manner by 
evaluating the posterior distributions they define. It is argued that 
the loss structure for the problem should produce Bayes rules which are 
simply the posterior distributions. Examples of such loss functions are 
given and admissibility is discussed. 
g 
§1: Introduction 
In this paper, we explore a formulation of a decision problem which, 
among other things, allows the evaluation of improper prior distributions 
via the posterior distributions they define. This formulation arose from 
an attempt to decide whether or not some of the classical fiducial 
distributions were in a decision theoretic sense "reasonable" (e.g., 
admissible, minimax) decision rules. For example, if X given a is 
N(S,l), then the pivotal X-0 leads to the fiducial distribution 119 
given X is N(X,1)". Within the Bayesian framework, this posterior 
distribution for a arises by assuming e has the improper prior 
distribution d8 (Lebesgue measure) on R1 • In the traditional estimation 
problem (e.g., estimating e with quadratic loss) it is ordinarily the 
case that the non-randomized estimators form an essentially complete class. 
Thus, the randomized decision rule 11 8 given X is N(X,l)" cannot be 
reasonable in a traditional formulation of the estimation problem where 
decision rules are compared via their risk functions. This situation led 
to a re-examination of the decision theoretic formulation of the estimation 
problem and resulted in the reformulation of such problems which we will 
now briefly describe. 
Consider a sample space (X,F} and a parameter space (0,B) where B 
is some natural a-algebra of subsets of e. Let M(B) be the set of all 
probability measures defined on B. Consider an observable X EX whose 
dis.tribution, given a, is one of a family P =· {P 8 I a e 0}. By an ·inference 
we mean a function 0 mapping X into M(B) that is, for each x, 
o(•lx) is a probability distribution defined on (0,B). A similar point 
-of view was also taken in Bernardo (1979). This is just the usual definition 
of a randomized decision rule (at this point all measurability issues will 
be ignored). In the language of decision theory, M(B) is the action 
space. Suppose a loss function L defined on M(B) x 0 to [0,00) is 
specified; L(v,e) measures the loss for action v E M(B) when e is 
rJ the "state of nature". The risk function of o is defined by 
R(o,e) = f L(o(•lx),e)P(dxje) 
X 
for any inference o. The domain of definition of the risk function is 
extended to M(B) by 
R(o,n) = JR(o,e)n(de), n E M(B) • 
Now, we ask "What properties should R have?". First suppose a 
Bayesian has a prior distribution n which represents beliefs about e. 
The rules of probability dictate the Bayesian's inference about e after 
seeing X namely, the Bayesian's inference is just the posterior· distri-
bution calculated from the model P = {P(•le) le E 0} and the prior n. 
Let Qn(:lx) be the calculated posterior distribution when X = x so that 
Qn is an inference. In order that our formulation lead the Bayesian to 
the inference Qn (via minimizing the average risk) the risk function 
must satisfy 
(1.1) R(o,n) > R(Q ,n) 
- n 
for all inferences o and n E M(B). To pinpoint the issues involved, 
let us summarize the arguments which led to (1.l). 
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(i) Given X = x, an inference about 8 is a probability distribu-
tion on 0 (supposedly reflecting our knowledge about 8 based 
on X and whatever else we know) 
(ii) If a Bayesian's prior opinion is given by n, then the Bayesian's 
inference must by Q 
n 
(iii) In order that our formulation of the decision problem be consistent 
with the accepted methods of updating prior information, inequality 
(1. 1) must hold. 
The obvious question is whether or not such R's exist. First observe 
that the space X played a secondary role in the above argument. In 
particular, if X consists of only one point (no information about 8 is 
contained in X) then :(1. 1) becomes· 
(1.2) JL(v,8)n{d8} > JL(n,0}n(d0), n,v E M(B) • 
{Here, we have replaced o by " in (1.1) and suppressed the dependence on 
x since there is only one x). Hence, if (1.1) is to hold for all experi-
ments, then (1.2) must hold. Conversely, if (1.2) holds, then 
(1. 3) R(o,n} = J f L(o(• lx),0)P(dxle>n(d0) = 
ax 
where m is the marginal distribution of X when the prior is n. 
n 
Using (1.2) (with " = o(• Ix) and n replaced by Q~(· Ix)) on the right 
most member of (1.3) yields 
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-!' 
(1.4) R(o,,r) > J JL(Q <·lx),S)Q (dalx)m (dx) = 
-xe ir ir ir 
J J L(Q ·(• jx),8)P8(dx),r(d8) = ex 1r R(Q ,1r) 1T 
which is just (1.1). 
Loss functions which satisfy criteria (1.2) have arisen in a number 
of other contexts. For example, Brier (1950) introduced such a criteria 
in scoring weathermen on their weather forecasts and Good (1952) indepe-
pendently introduced this criteria in a more general context. For a 
survey and an extensive bibliography dealing primarily with the case 
when 0 is a finite set, see Savage (1971). For 0 infinite when 
densities are assumed, see Hendrickson and Buehler (1971). In Section 2, 
we will describe a class of L's which satisfy (1.2) in the general 
context described above. 
Since it was a Bayesian argument which led to (1.2), L's which 
satisfy (1.2) will be called fair Bayes loss functions (FBLF). Further, 
a decision problem with the property that a Bayesian's decision rule is 
just the Bayesian's posterior distribution will be called a fair Bayes 
decision problem (FBDP). For the remainder of this paper, all decision 
problems will be FBDP's. 
Given a FBDP and a prior 1r, then the appropriate inference (decision 
rule) is the posterior Q • 
1T 
Under fairly mild regularity conditions, such 
decision rules will be admissible as they are Bayes rules. Traditional 
justifications for using certain improper priors to induce posterior 
distributions have included 
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(i) analytic tractability 
(ii) invariance arguments 
(iii) the fact that such procedures yield answers which agree with 
answers obtained from likelihood methods. 
Classically, these posterior distributions are then used to define point 
estimates or testing procedures as if they were defined by proper priors. 
That some proposed improper priors yield rather questionable solutions 
to statistical problems is well documented. For example, Stein (1956) 
provided an example where the resulting statistical procedure was uniformly 
inadmissible. The examples in Dawid, Stone and Zidek (1973) demonstrate 
that the acritical use of improper priors can lead to rather disturbing 
marginalization problems. However, the recent work of Sudderth (1981) has 
clarified the marginalization situation. 
Within the context of FBDP's there is a fairly natural way of 
evaluating improper priors. Suppose y is an improper prior: on (0,B) 
and y defines a posterior Qy (see Section 2 for a discussion). Since 
QY is an inference, it can be compared to all other inferences via its 
risk function. For example, we can ask whether or not is minimax 
or admissible. What we are proposing is that y be evaluated on the 
basis of the risk function R( Q , •-) • y In particular, if QY is inadmissible 
for a variety of FBDP's, this would suggest that the use of y as a prior 
is inappropriate. On the other hand, if Qy could be shown to be minimax 
and admissible in a number of problems, perhaps y could be used for other 
problems of a similar nature. Thus, we have a fairly well defined problem -
namely, to discover conditions under which QY is admissible or inadmissible. 
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Although our remarks have been directed at Q's which arise from improper y 
priors via a manipulation resulting in a posterior distribution, the same 
remarks apply to any other argument (e.g., the pivotal argument) which 
leads to a conditional distribution on 0 (that ~s, an inference). 
Here is a brief synopsis of the remainder of this paper. In the next 
section, we detail our technical assumptions and describe a large class of 
FBLF's. This leads to the formal definition of a FBDF. Section 3 contains 
a discussion of a class of FBLF's called quadratic loss functions. For 
such loss functions, we also discuss sufficient conditions for admissibility. 
In Section 4, we present a few results for translation problems. In 
particular it is shown that for the normal distribution the "Pitman 
posterior" in one-dimensional translation problems is admissible and minimax. 
There are a number of problems of interest which do not fit directly into 
the framework described in Section 2. A modification of this framework is 
proposed in Section 5 so that marginal estimation problems and prediction 
problems can be handled directly. 
The recent Ph.D. thesis of Gatsonis (1981) contains some results 
which bear a similarity to the work here although the description of his. 
problem and that given here are quite different. The loss functions used 
by Gatsonis are related to those introduced in Hendrickson and Buehler 
(1971). 
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§2: Fair Bayes Decisiqn Problems 
Suppose X and 0 are separable metric spaces so their Borel 
cr-algebras, say F and B, are countably generated. Assume that 
(2.1) P = {P<·le) le Ee} 
is a family of probability measures defined on the sample space (X,F). 
Let M(B) be the set of all probability measures defined on (0,B). 
When equipped with the weak*-topology, M(B) is a separable metric 
space and B* will denote the Borel cr-algebra generated by the weak*-
topology (see Parthasarathy (1967), Sec. II.6). It is also known that 
B* is the smallest cr-algebra for which all of the functions n + f fdn 
0 
are measurable where 
or 
(i) f is an arbitrary bounded continuous function 
(ii) f is the indicator of any element of a collection of sets 
which generates B. 
For a discussion of this, see Dubins and Freedman (1964), Parthasarathy 
(1967) and Blackwell, Freedman and Orkin (1974). The measurable space 
(M(B),B*) will be the action space for the decision problem to be studied 
here. As usual, a decision rule o is a measurable function defined on 
(X,F) taking values in (M(B),B*). For reasons discussed in Section 1, 
decision rules will sometimes be called inferences. 
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Remark 2.1: The usual definition of a (randomized) decision rule o 
(with 0 as the action space) goes as follows: o :Bx X -+ [O,1] is 
assumed to satisfy(~) o(•lx) E M(B) for each x EX and (ii) o(BI•) 
is assumed to be F measurable for each BE B. That this definition 
coincides with our definition follows from the remarks above concerning 
B* (see Dubins and Freedman (1964)). 
Let V be the class of all decision rules. For o EV, we will use 
the notation o(•lx) to denote the value of o at x EX so 
oi•lx) E M(B). Recall that a loss function L is a jointly measurable 
non-negative function defined on M(0) x 0. The extension of L to 
M(0)xM(0), is 
(2.2) L(v,n) - f L(v,8)n(d8) 
0 
Let E8 E M(B) denote the probability measure concentrated at 8 E 0. 
Using this notation, L(v,E8) = L(v,e). With the discussion in Section 1 
as motivation, we make the following 
Definition 2.1: The loss function L is called a fair Bayes loss functin 
(FBLF) if L(v,n) > L(n,n) for all v,n E M(0). 
Here is an interesting class of FBLF's. 
Example 2.1: Consider a jointly measurable function K on 0 x 0 to 
such that K(8,n) = K(n,8) and 
(2.3) ffK(e,n)µ(dS)µ(dn) > o 
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• 
for all bounded signed measures µ. (For example, if £1 , ••• ,fk are 
bounded measurable functions, then K(e,n) = rf.(0)£.(n) = K(n,e) 
l. l. 
and 
(2. 3) obviously holds.) Given such a K, define <•, •> by 
for bounded signed measures and 
Proposition 2.1: Given <··,·>, define L by 
Then L is a FBLF. 
Proof: Using the bilinearity and symmetry of :<•,•> compute as follows: 
<v-,r, v-,r> + L ( 1r, ,r) > L (,r, ,r) • 
The third equality follows from the formula 
J<v,E0>ir(d0) = <v,ir>, v,ir E M(B) • 
The above inequality follows from (2.3) so the proof is complete. 
Loss functions of the type given in Proposition 2.1 will be called quadratic 
loss functions since <•,•> is a positive semi-definite quadratic form. 
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ti 
Given any loss function L, the risk function R defined on 
V x 0 is 
R(o,8) = f L(o(•lx),8)P(dxle) 
X 
For n E M(B), the integrated risk is 
R(o,n) = JR(o,8)n(d8) 
so i(o,E8) = R(o,8). Of course, if i(o,8) > i(o0,n) for all o, then 
o0 is a Bayes rule for n. 
Given n E M(B), to define the posterior distribution, first construct 
the joint measure on product sets by 
A(FxB) -J P(Fle)n(d8), FE F, BE B. 
B 
Then, extend A in the obvious way to F x B and let 
m (F) = A (F x 0) 
n 
be the marginal distribution on (X,F). If Q EV exists which satisfies 
n 
A(Fx B) = J Qn(Blx)mn(dx), FE F, BE B, 
F 
then Q
1
/··lx) is the posterior distribution on 0 given x. Sufficient 
conditions to guarantee the existence of Q are that X and 0 be 
n 
complete separable metric spaces (see Parthasarathy (1967), Chapter 5, 
Section 7). When Qn exists, the equation 
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(2.4) Jfh(x,0)P(dxle)1r(d0) = Jfh(x,0)A(dx,d0) = 
holds for all F x B measurable h which are A-integrable. 
Now, suppose that L is a FBLF, 1T E M(B) and the posterior Qw 
exists. 
Proposition 2.2: For 1r E M(B), the Bayes rule is 
Proof: It must be verified that 
(2.5) R(o,1r) > R(Q ,n) for o EV. 
- 1T 
Using (2.4) we have 
R(o,,r) = JJL(o(•lx),0)P(dxl0)1r(d0) = 
JJL(Q (•lx),0)Q (dalx)m (dx) = 
1T 1T 1T 
JJL(Q,r(• Jx),0)P(dxl0)1r(d0) = 
R(Q ',r) • 
1T 
Q • 
1T 
The inequality above follows from (2.2) and Definition (2.1). The proof 
is complete. 
Definition 2.2: Any decision problem with action space (M(B),B*) for 
which (2.5) holds will be called a fair Bayes decision problem (FBDP). 
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• 
We will now argue that FBDP's provide a structure within which 
methods of assigning probabilities to subsets of 0 (that is, making 
inferences) can be evaluated. The first point is that the rules of 
probability force a (proper) Bayesian to assign probabilities in a certain 
way - namely, via the posterior. It is appropriate to evaluate other 
methods of making inferences within a system which provides that Bayesians 
behave consistently. Any inference o can be judged via its risk function, 
assuming, of course, we agree that risk functions are an appropriate 
measure of the behavior of o. Given this, a method of making inferences 
can be judged via the decision rules it produces. In particular, the use 
of an improper prior distribution to define an inference can be judged by 
the inference i·t produces. Of course, two properties of an inference o 
which can be assessed via its risk function are admissibility and 
minimaxity. 
To be precise, assume that y * 0 is a a-finite measure on (0,B) 
and P = {P(•le)le E 0} is a parametric model on (X,F). Again define A 
on F x B by 
and extend in the obvious manner so A is a a-finite measure. Then, 
define the marginal measure on (X,F) by 
m (F) = A (F x 0). y. . 
To proceed further, it is necessary to assume that 
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m y is a-finite. This 
condition must be checked for each particular example. Let F x 0 denote 
the sub-a-algebra of F x B consisting of all sets of the form F x 0 with 
F E F. Then, the restriction of A to F x 0 (that is, m) is a-finite y 
by assumption. Given a set BE B, the Radon-Nikodym theorem implies the 
existence of an F x 0 measurable function, say QB, such that 
J IF(x}QB(x,8}A(d8,dx) = A(F x B) 
Xxe 
for all F E F. Since QB is F x 0 measurable, it cannot depend on the 
argument 8 so we will write QB(x) for QB(x,8). It is easy to show 
0 <QB~ 1 a.e. A. Now, under suitable regularity conditions (e.g., X 
and 0 both complete separable metric spaces), we can find a decision 
rule such that for each BE B QY(BI•) = QB(•). a.e. m • y (A proof 
of this parallels the proof of Theorem 8.1, Chapter 5 of Parthasarathy 
(1967)). This implies that 
JJIF(x)IB(8)P(dxl8)y(d8), FE f, BE B. 
Any such decision rule which has this property will be called a formal 
posterior distribution. Such posterior distributions have been proposed 
as decision rules. It is our suggestion that these decision rules be 
evaluated via their risk functions in FBDP's. In the next two sections, 
we look at some special cases. 
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§3: Quadratic Loss Problems 
In this section, we consider a decision problem with a quadratic 
loss function given by 
where 
for any two bounded signed measures and Here, K is a symmetric 
positive semi-definite kernel so <µ,µ> > 0 for all bounded signed measures 
µ on (0,B). According to the results of the previous section, such an L 
gives rise to a FBDP. We also make the following two simplifying assumptions: 
(3.1) 
(3.2) 
the kernel K is bounded - say IK(8,n)I < C for all 
8,n E 0. 
for each o EV, the risk function R(o,•) is continuous. 
These assumptions will make our discussion of admissibility easier. They 
will be verified directly for the problem of the next section. 
Remark 3.1: Without assumption (3.2), the notion of almost admissibility 
is more appropriate to what follows. 
Proposition 3.1: In order that o0 be admissible, it is sufficient that 
for each non-empty open set Oce 
- , 
(3.3) inf <10) f [R(o0 , a) - R(Q , e) ]1r (de) = o 1rEn(O) 1r · 1r 
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where Il(O) is the set of ,r E M(B) such that n(O) > O. 
Proof: This result is a minor modification of Stein's conditions (see 
Stein (1955)), but the proof is easy so it is included. Suppose oO is 
not admissible. Then. there exists a o1 such that R(o1 ,e) ~ R(oO,e) 
for all a E 0, with strict inequality for some 6 E 0. The continuity 
assumption on R(o,•) implies there exists an E > 0 such that 
is open and non-empty. Then, for each n E Il(O), we have 
-rrtO) f O [R(cS0, 8) - R(cS1 ,8) ]-rr(d8) > E 
which contradicts (3.3). The proof is complete. 
The following result provides a useful first step in trying to verify 
(3.3). If µ is any bounded signed measure, 11µ11 2 will mean <µ,µ> 
so II· II is a semi-norm. 
Proposition 3.2: For any quadratic loss function, 
(3.4) J [ R ( o , a) - R ( Q , a) ] n ( d a) = J 11 o ( • I x) - Q ( • I x) II 2 m ( dx) 
0 n X ,r n 
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where m is the marginal distribution on X. 
1T 
Proof: The identity f<µ,E 0>n(d8) = <µ,n> is used below. The proof is 
a calculation similar to that given in the proof of Proposition 2.2. For 
1T E M(0), we have 
J[<o<•lx),cS(•lx)>-2<cS(•lx)-Q (•lx},Q (•Ix)> - <Q (•lx),Q (·lx)>]m (dx) = 
1T 1T 1T 1T 1T 
J II o <·Ix) - Q <·Ix) II 2m (dx) • 1T 1T 
This completes the proof. 
To show o0 is admissible, it suffices to show that for each open 
set 0, 
(3.6) inf 
1rEII(O) = 0 • 
There are a couple of upper bounds on ,(1r,00) which may be of use in the 
verification of (3.6). 
Proposition 3.3: Given o and TI, assume that for all x EX, o(•lx) 
and Q (•Ix) are both absolutely continuous with respect to a fixed 
1T 
probability measure ~ on 0. Let a(•lx) 
of cS ( • Ix) and Q ·(•Ix) with respect to ~-n 
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and q (•Ix) be the densities TI 
If IK(0,n)I ~ C for all 
e,n E 0, then 
(3.7) ~(TI,o) .:5. cf [f la(elx) - qTI(elx) l~(d8)] 2mTI(dx) ~ 
X e 
2 cf f (a(elx) - q (elx)) ~(d8)m (dx) • 
Xe TI TI 
Proof: Using Proposition (3.2) and the definition of II· II, we have 
~(TI,o) = f llo<•lx) - Q (•Ix) 11 2m (dx) = X TI TI 
f[ffK(8,n)[o(delx)-Q (delx)][o(dnlx)-Q (dnlx)]]m (dx) = TI TI TI 
f[ffK(0,n)[~(alx)-qTI(elx)][a(nlx)-qTI(nlx)]~(d8)~(dn)]mTI(dx) .:5. 
cf[ffla(elx)-q (elx)I la<nlx)-q (nlx)l~(de)~(dn)]m (dx) = 
TI TI TI 
cf[fla<elx) - q (elx)l~(d8)] 2m (dx) 
TI TI 
which is the first inequality. Applying Cauchy-Schwarz yields the second 
inequality so the proof is complete. 
Another upper bound for ~(n,o) can be given in terms of the Hellinger 
distance (see Kakutani (1948)). Given two probability measures n1 and n2 , 
the squared Hellinger distance is given by 
(3.8) H2 (Til' TI2) 
= f [~:wd -Ca2/r aa 
- 17 -
where a is any measure which dominates both TI1 and TI2• Of course, the 
value of H(TI1 ,TI2) does not depend on the choice of e. For TI1 ,TI2 E M(0), 
let ai be the density of Tii with respect to e. Then 
(3.9) 
This leads to 
Proposition 3.4: Given o and TI, 
(3.10) ~(TI,o) < 4CfH2 (o(• lx),Q (•lx))m (dx) • 
- TI TI 
Proof: Apply (3.9) with TI1 = o(•lx), TI2 = QTI(•lx) and use Proposition 
3.2. 
An upper bound similar to (3.10) was given by Stein (1965) in his 
study of admissibility in classical decision theory problems. This suggests 
that admissibility in the present context will be closely connected to 
admissibility in more classical problems - at least in problems where 
Stein's upper bound is valid. 
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§4: A Simple Example 
Our discussion in this section will be centered around the estimation 
of a univariate normal mean. Unfortunately, space limitations prohibit 
the inclusion of some of the detailed calculations. Suppose X is N(8,l) 
so X = 0 = R1 ( a sufficiency argument shows we need only consider the 
case of one observation). Consider the particular inference o0 which 
specifies that 9 is N(x,1) when X = x - that is, o(•lx) is the 
N(x,l) distribution on R1 • To define a FBLF, consider the kernel 
Kt(e,n) = exp[it(8-n)] 
for t E R1 and 8,n E R1 • Note that Kt is complex valued. It is 
easy to verify that the bilinear form ·<·,•> defined on pairs of bounded 
signed measures by 
is positive semi-definite. The calculation given in Example 2.1 shows that 
the loss function Lt defined by 
is a FBLF for each t. Further, the continuity of the risk function Rt(o,•) 
for each decision rule is. easily verified using the analytic properties of 
the N(9,l) distribution. 
Given o > O, let n 
a 
denote the 2 N(O,a) 
denote the posterior distribution of 8 when X 
is a N(cx,c) distribution where c = o2/(l+o2). 
- 19 -
distribution and let Q 
o 
is N(9,l). Thus Q
0
(•1x) 
Also, the marginal 
distribution of X is N(0,l+cr2) which is denoted by 
denote the semi-norm defined by Kt. 
m • cr 
Let 
Lemma 4.1: For each non-empty open set 
(4.1) 1 im sup ( 1T ( 0)) -l J II o O ( • I x) - Q ( • I x) II 2 m ( dx) = 0 . cr+00 t cr ·- cr t cr 
Proof: Since each O contains an interval, it is sufficient to establish 
(4.1) where O = (a,b), - 00 < a < b < 00. In this case, note that 
cr,r (0) + (b-a) as cr +00 so it suffices to verify (4.1) with (,r (0))-l 
cr cr 
replaced by cr. From the special form of Kt, it is clear that 
II o0 ( • Ix) - Q0 ( • Ix) II; is the modulus squared of the di£ ference between the 
characteristic functions of o0(•1x) and Q0 (•1x) evaluated at t. Since 
the two distributions are normal, a calculation yields 
(4.2) 2 t:. (x,t) = llo0 (· Ix) - Q <· Ix) II = cr cr t 
where c = cr2/(l+cr2). Integrating t:.
0
(x,t) with respect to m0 (dx) yields 
(4. 3) sup J t:. (x, t)m (dx) = 
t cr cr 
I 2 2 21 I [ 2( c(c-1) )~ 2 I· 3 s~p exp [ -t ] - exp [-c~ t ] +2 s~p exp -t 1 + 2 ~ - exp [-t ] • 
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Now, it is a routine but tedious calculation to compute the two suprema 
in the final term of (4.3). Using this result, one then can show that 
lim a sup f 6
0 
(x, t)m
0 
(dx) = 0 
(J+00 t 
which completes the proof. 
Proposition 4.1: Let k be a complex valued function defined on R1 
such that k(O) = 1 and the kernel K given by K(8,n} = k(8-n) 
satisfies K(8,n) = K(8,n) where the bar denotes complex conjugate. 
Assume K is positive semi-definite and let L be the FBLF defined by K. 
Then o0 is admissible in the FBDP defined by L. 
Proof: The assumption that k(O) = 1 together with the assumption that 
K is positive semi-definite allows us to invoke Bochner's Theorem to 
conclude that 
where H 
00 
K(e,n) = f Kt(e,n)H(dt) 
-(X) 
1 is a distribution function on R. To show is admissible, 
we will verify (3.3) using (3.4) and Lemma 4.1. As in the proof of 
Lemma 4.1, it suffices to take O = (a,b) where - 00 < a < b < 00 and 
it suffices to show that 
(4.4) lim a f llo0·(• Ix) - Q :(· Ix) 11
2
m (dx) = O, (J (J 
0+00 
where H • II is the semi-norm defined by K. But, for any bounded signed 
measure µ, 
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Substituting this into (4.4) and using Lemma 4.1 yields 
1 im <1 J J 11 o O ( • I x) - Q ( • I x) II 
2H ( d t) m ( dx) < 
o t o 0+00 
lim O sup J lloo<· lx) - Qo<· lxrll!ttjo(dx) = o. 
o-+-00 t 
This completes the proof. 
We close this section with a few remarks. 
Remark 4.1: For the problem above with a general bounded kernel K, it 
should be possible to show that o0 is admissible via (3.3) and (3.4) by 
using the upper bounds given in Proposition 3.3 or Proposition 3.4. I 
have been unable to carry out the calculations thus far. 
Remark 4.2: For loss functions of the type assumed in Proposition 4.1, 
the resulting decision problem is invariant (in the traditional sense) 
under translations. Of course, the group G is R1 and G acts in the 
obvious way on X and 0. The action of G on decision rules is defined 
by 
where B is a Borel set of 0 and x EX. Then o is called invariant 
if go = o. Since the group G acts transitively on 0 , any invariant 
decision rule will have constant risk. The best of all the invariant 
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rules is o0 - this follows from its admissibility, but an appeal to a 
general result of Stein is more appropriate (see Zidek (1969)) - namely, 
under conditions which hold for this problem, the best invariant rule is 
obtained by using the right Haar measure as a prior (improper) distribution 
and calculating the posterior distribution. Of course, Lebesgue measure 
is the right Haar measure on G and o0 is the formal posterior distri-
bution for this improper prior. Since o0 is a best invariant decision 
rule, that it is minimax follows from a result due to Kiefer (1957). 
Remark 4.3: When X is N (8,I) and p ~ 3, it is natural to ask if p p 
the obvious decision rule, o0 , which specifies that 8 given X = x is 
N(x,I) is admissible. One suspects not because of the existence of p 
Stein-type estimators when p > 3. Here is what I know so far. For the 
kernel K given by 
K(0,n) = exp[-½lle-nll 2 l 
which defines a FBLF and a FBDP, o0 is minimax (Kiefer's Theorem (1957)) 
but o0 is not admissible. Consider a decision rule of the form 
where 
is N(u(x),I) p 
u(x) = (1 - a )x b+llx 11 2 • 
Then there exists an a (small and positive) and a b (large and positive) 
so that o1 dominates o0 • Methods similar to those in Brown (1966) are 
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used to establish this claim. The proof is tedious and offers virtually 
no guidance in the important problem of finding a prior (proper or improper) 
so that the corresponding posterior dominates o0 • A result similar to the 
above has recently been established by Gatsonis (1981) • 
- ·24· -
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§5: Some Extensions 
In this section we extend our formulation of the decision problem to 
include the marginal estimation of parameters problem and the prediction 
problem. To discuss the first problem, again asstnne (X,F) is the sample 
space, {0,B) is the parameter(!3pace and a model {P(•la)ja E 8} is given. 
Rather than requiring an inference from X to M(B), we now consider a 
a-algebra B0 c B, and define an inference to be measurable map from X 
to M(B0) where M(B0) is the set of all probability measures on (0,B0). 
An example will illustrate how this situation arises. 
Example 5.1: Suppose x1, •.• ,Xn is a random sample from a 
population with µ and o2 both unknown. Thus, X = Rn 
2 N(µ,o) 
and 
0 ={ale= (µ,o 2), 1 µ E R , 2 O' > 0}, so B is the set of Borel sets of 
0. If we are only interested in inferences about µ, then we take B0 c B 
to be 
B0 = {Cx(0,00) le is a Borel set of R1}. 
Given any probability measure n E M(B), its projection to M(B0 ) is 
given by s.imply restricting n to B0• For this example, the projection 
corresponds to "integrating out 0 11 or "marginalizing". That is, we can 
define -n on by n-(.C) = n (.C x. (O ,oo)) 
7t' and provides an inference for 
. 1 
µ E R • 
-so 7t' is just the marginal of 
To continue with the general discussion, for n E M(B), let n 
denote the restriction of n to 80 so i· E M (B0). In what follows, we 
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assume that all elements of M(BO) are obtained by the restriction of 
elements of M(B). A sufficient condition for this is that both (X,B) 
be Polish and BO be countably generated (see Ascher! and Lehn (1977) 
fo.r a discussion). Given a loss function L defined on M (BO) x 0, 
define L on M(BO) x M (B) by 
L(v,n) = fL(v,6)n(d6) . 
Then L is a FBLF if L(v,n) ~ L(i,n) for all v E M(BO) and n E M(B). 
Any such FBLF will give rise to a risk function R and its extension R. 
When L is a FBLF, it is easy to show that 
R(q,n) > R(Q ,n) • 
- n 
The proof of this is the same as given in Proposition 2.2. In other words, 
given a FBLF and n, the Bayes solution to the decision problem is 
obtained by projecting the posterior distribution. Examples of L's which 
are FBLF's are easily constructed as in Example 2.1 by taking the kernel K 
to be B0 ~ B0 measurable. The verification of this is essentially that 
given for Proposition 2.1. Given such a quadratic loss function, all of the 
results in Section 3 are valid with virtually no modifications. 
We now briefly indicate how the prediction problem can be formulated 
within the present context. Suppose (X,f) is a sample space, (Z,G) is 
is a space of values for future observables and (ff,C) is a parameter 
space. The observation XE X is assumed to have a distribution belonging 
to a family P =· {P( .. lz,n) z E Z, n E ff}. The future observable Z is 
assumed to have a distribution in the family S = {S(•ln)ln E ff}. The 
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decision problem is to make an inference about Z after observing X. 
Let (0,B) = (Z x ,r ,G x C) be the "parameter space" for this problem. 
Rather than consider the set of all "prior" distributions on {0,B), our 
assumptions require us to look only at distributions on {0,B), say TI, 
which have the form 
(5 .1) TI(dz,dn) = S(dzln)~(dn) 
where ~ is an arbitrary prior on (,r,C) - that is, ~ E M(C). In other 
words, the model assumptions specify the conditional distribution of z 
given n which is exactly what (5.1) means. Let MO(G x C) be distributions 
of the form (5.1). Since the problem is to make an inference about z, 
a decision rule should be a function from X to M(G). However, it is a 
bit more consistent to identify M(G) with projections of measures in 
M(B). To be more precise, let BO be the sub-a-algebra of B defined by 
B0 = {G x ,r I G E G} • 
Thus, the restriction of TIE M(B) to BO defines a distribution in M(G) 
and conversely. Finally, an inference, o, is a measurable function 
defined on X taking values in M(B0 ). 
With the above fonnulation of the prediction problem, we have a 
problem very similar to the marginalization problem discussed earlier in 
the section. The only difference is that the prior distributions are of 
a restricted form because of our prior assumptions concerning the model. 
It is now a routine matter to extend the earlier notions. A loss function 
L(o,0) is a FBLF if for TI E Mo(G x C), 
- 27 -
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JL(o,8}1r(d8) > JL(w,8)1r(d8) 
where TI is the restriction of 1T to Bo (n is the marginal of 1T on 
(Z,G)). Given such a FBLF, the risk function R will have the property 
that 
(5. 2) JR(o,8)1r(d8) > fR(Q ,8)1r(d8) 
- 1T 
for 1T E M0 (G x C). Here, QTI is the projection of the posterior QTI onto 
B0 • In other words, given a TI of the form (5.1) and x EX, we have a 
posterior distribution, say Q <··Ix) 1T defined on (2 x ,r, G x C) • Then, the 
projection of Q <·Ix> 1T is defined by 
Q ( G X ,r I X) - Q (G X ,r I X) 
1T 1T 
for each set GE G that is, Q ·(·Ix) is the marginal distribution of 
1T 
Q (•Ix) on the space 
1T 
(Z ,G). Of course, q ·<·Ix) 
1T 
is ordinarily called 
the predictive distribution. The above argument shows that if L is a 
FBLF, then given TI E M0 (G x C), the Bayes solution to the decision problem 
(the prediction problem) is just the predictive distribution. As with the 
marginalization problem described earlier, examples of FBLF's are provided 
by B0 x. B0 measurable kernels which. are positive semi-definite (as 
argued in Example 2.1). 
- 28 -
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