Abstract-This paper presents mathematical modeling and analysis for the total delay in disseminating safety messages in a vehicular ad hoc network (VANET). Node clustering can help in managing a large network and improving scalability, thus cluster based broadcasting is considered so as to prevent broadcast storms. Traffic flow theories developed in civil engineering are employed, which suggest different mathematical models for different traffic densities. This provides realistic models that account for the mobility and randomness and matches the highly dynamic nature of a VANET. We also investigate the minimum cluster size that achieves acceptable message delivery latency. It is shown that network control and performance parameters are dependent on the traffic density.
INTRODUCTION
Wireless communications and services have been finding its way to every aspect of our lives, making some dream applications come true. Transportation is one of those aspects in which computing devices are deployed in vehicles together with reliable wireless communication to support networked computing, resulting in a so called Intelligent Transportation System (ITS). It is envisioned that wireless communication will allow both inter-vehicle communication (IVC) and that between vehicles and a fixed infrastructure (V2I), forming a vehicular ad hoc network (VANET) for exchanging messages carrying safety and non-safety information.
Currently, many safety applications are already available on road, such as Onstar's "Automatic Crash Response" project [1] by General Motors (GM). It makes use of V2I communications for an emergency advisor in a central room to receive messages from a crashed vehicle at the instant of incident, reporting details of the damage and therefore, allowing immediate help in the accident spot. However such an application targets individual safety, while a catastrophic scenario occurs when serial accidents are caused by sudden breaks or an over head accident. Hence, it is important to allow collision and sudden break warning among nearby vehicles. This road safety application is based on IVC and is the focus of this paper.
When on board sensors detect an accident or a sudden break, the information should be carried via an emergency message to all vehicles in the area exposed to potential danger, referred to as zone of relevance (ZOR), which extends behind the source vehicle along the highway. Safety message broadcasting is considered delay sensitive, aiming at overcoming the complexity and constraints of drivers' reaction time for taking proper actions towards potential incident ahead [4] . Thus, message transmission reliability and delay are main quality of service (QoS) metrics for safety applications in VANETs.
The best routing strategy to deliver a message to all the nodes in a certain area is broadcasting. The simplest way to broadcast a message is to allow every receiver to re-broadcast, which is known as flooding. However, with an increase in the number of nodes, packet collisions occur and delay increases due to retransmissions. In order to overcome the limitations of flooding and increase the scalability of the broadcasting, only particular nodes are chosen to relay the message. Many techniques have been proposed in literature for choosing the relay nodes, one of which makes use of the clustered network infrastructure where the backbone, consisting of cluster heads (CHs) and gateways, is used to relay messages [4, 5] .
Generally, message routing and node clustering in VANETs are more challenging than that in mobile ad hoc networks (MANETs), due to the high mobility level of vehicles on road, and the constraints imposed by road topology, movement direction, and speed limit. This makes conventional mobility models such as random way point not suitable for VANETs. For VANETs, some mobility models have been proposed in literature, mostly for limited traffic conditions. For example, a model for sparse networks is considered in [2] , where each vehicle is assumed to move independently of the others, while [3] studies the two extremes of traffic flow density (sparse and dense). Both studies do not include the most commonly encountered scenario in reality which lies between the two extremes. It is noted that civil engineering research has contributed significantly to the fundamentals of traffic flow theories [6] .
In this work, we develop a mathematical model for the total delay in emergency message broadcasting based on the traffic flow theories given in [6] for three traffic flow levels (high, medium, low). In addition, we determine the minimum cluster size as a design requirement for the already existing clustered infrastructure upon which the broadcasting algorithm works, while the cluster size is upper bounded by other applications on highway.
I.
SYSTEM MODEL Consider a VANET for a three-lane highway in one direction. For uninterrupted traffic applications, the capacity of highways with design speeds of 60 -70 miles per hour (mph) is 2000 vehicles per mile per lane (veh/ml/lane) [6] . Vehicles enter the system according to a Poisson process in terms of distance with an arrival rate equal to the traffic flow density. We assume that the traffic flow density is split equally among the lanes and that the traffic flow model is not affected by the incident during message broadcasting. The density determines the traffic flow state and the speed limits according to Table 1 [6] . We consider all ranges of traffic flow densities representing sparse, intermediate, and congested traffic conditions as described in details in next section. All vehicles are equipped with Global Positioning System (GPS) receivers and with same radio capabilities. IVC is allowed through a single channel, one of the seven channels specified in the Dedicated Short Range Communication (DSRC). DSRC channel supports a high data rate of 6-27 Mbps with a transmission range up to 3280 feet (ft). Normally, safety messages require only a low bandwidth and have a size of hundreds of bytes (e.g. 200-500 bytes).
II. MESSAGE BROADCASTING DELAY MODEL

A. Distribution of Distance Headway
Depending on the traffic flow density on highway, possible interactions among vehicles can impose constraints on the movement of vehicles [6] . For a low traffic flow density, the interactions are negligible. As a result, vehicles move independently and enjoy a maximum level of service (i.e. service level A or B as given in Table 1 ). However, as the density increases to approach capacity of highway, vehicle movement seems almost constant from the view point of an observer. Thus deterministic traffic models are considered adequate. In the intermediate stage, it is observed from real highway data [6] that some vehicle are in free drive while others drive in platoons. Knowing the portions of vehicles in the two cases, the traffic flow state can be modeled as a combination of the two models, corresponding to low and high traffic flow densities. Table 1 provides classifications of the three traffic conditions, which is mainly based on the ratio of the flow rate (or traffic volume) compared to the road capacity (which is a fixed design parameter [6] ). The arrival process of vehicles to the highway can be modeled as a Poisson process with an arrival rate 3 , which is equal to the traffic density, and is split equally among the lanes. Assuming that each lane is modeled similarly to the combined highway, the probability that there are n vehicles in a road section of length per lane is given by ! .
( For low traffic densities, (1) implies exponential distribution for inter-vehicle spacing. The distance headway (S) is considered as the distance from the front of a vehicle to the front of the next vehicle. Taking into account a minimum allowable distance (α) between adjacent cars on the same lane in order to avoid any imposed interactions between vehicles, the probability density function (pdf) of the distance headway is given by
with an average distance headway given by . As for a dense highway, approximately constant distance between adjacent vehicles is assumed [6] , where a vehicle accelerates or decelerates to adapt the leading vehicle's movement according to car following models. Inspired from the time headway distribution for high density given in [6] , we model the distance headway by a normal distribution, where the randomness accounts for the driving error in keeping constant distance headway. The pdf of S in a high traffic density is then
where μ is the mean distance headway, which is the reciprocal of the density, β is the minimum distance headway allowed for safety reasons, and σ is the standard deviation and calculated from . Since S is lower bounded by β, the constant ξ in the truncated normal distribution is equal to 1 Φ where Ф is the cumulative distribution function (cdf) of the standard normal distribution. For intermediate traffic flow densities, in addition to Pearson type III distribution, a composite distribution is used to model the distance headway with a pdf given by
where and are the fractions of vehicles moving in platoons and not in platoons, respectively. The fraction can be considered as the ratio of the highway traffic density to the density threshold ( above which all vehicles are assumed to be in platoons [6] and 1 .
B. Cluster Formation
For a VANET with a large number of vehicles (nodes), node clustering is an efficient approach to achieve scalability and stability in network control and operation [8] . Here, we assume that node clustering is in place for other network services and applications, and explore the clustered network infrastructure for disseminating emergency messages. There are different ways of node clustering. Initially, we assume the vehicles on highway are clustered by sending out a cluster formation request (CFR) message from an arbitrary node. Communication between non-overlapping clusters requires gateways, which are elected from nodes closest to the cluster borders and preferably on the middle lane. A gateway selection procedure is described in [3] . By avoiding cluster overlapping and maximizing the coverage area of a cluster, the required number of clusters is minimized. The winner gateway selects the gateway for the next cluster by allowing the closest neighboring node to pick it, and the gateway in its turn chooses the most distant node within its transmission range to be the CH of the next cluster as illustrated in Figure 1 . This process repeats until the whole highway is clustered. It is obvious that the clusters move with the movement of CHs. Each CH keeps a table list of all its CMs, while CMs can leave and enter a cluster without imposing any re-clustering process.
C. Broadcasting Procedure
A fully clustered VANET is shown in Figure 3 , where node A represents a source node that initiates an emergency message to be transmitted to every node in the ZOR in a direction opposing the traffic flow as shown in figure 3 . Node B represents the last vehicle in the ZOR. Initially, to calculate the total broadcasting delay (T D ), we assume that the network is static. Hence, the total delay of a message broadcasted from source A to reach node B with a static infrastructure (T DS ) is given by 1
where is the number of clusters in ZOR, is the broadcast transmission delay of safety message from the source node to its CH, is the CH broadcast delay to its CM, and are the delays of the inter-cluster broadcast and the intra-cluster broadcast of the gateway, respectively. The calculation of T D in (5) shows clearly how an increase in the cluster size reduces the total delay by reducing the number of clusters. This calculation is based on a static network infrastructure which is not suitable for highly dynamic VANETs. To make the calculations more practical, it is important to consider mobility and random behaviors of vehicles on road. Figure 4 shows a flow chart of the proposed broadcasting procedure which consists of three stages. In the first stage, the safety message is with the CH, which will rebroadcast the message directly if its gateway (GW o ) is available (G A ); otherwise (G NA ), a gateway re-election process is initiated with a total time of (T E ). Note that a CH will broadcast directly after gateway re-election, since checking step is not required for a newly elected gateway. Thus, the average CH broadcast delay is
After the CH broadcasts, the GW o has a copy of the safety message and the second stage begins. Before rebroadcasting the message, GW o checks for its connection with the gateway (GW i ) of the next cluster. The connection is denoted by (C o,i ). Given that GW o is disconnected from GW i (D o,i ), it can be that1) GW o has moved closer to its CH (M o ), or 2) GW i has moved closer to its CH (M i ), or 3) the two clusters are segregated (C g ). Re-election of GW o as in stage one will solve the problem in case 1). In case 2), GW o needs to periodically Figure 3 Emergency broadcasting from a source node A through the backbone of the clustered infrastructure till the last node in ZOR check for the GW i and wait for a maximal period of the cluster maintenance time (T P ).In case 3), the broadcasting halts for a healing time (T H ). Hence, the average rebroadcasting delay at GW o can be calculated by , , .
Since the healing time is dependent on the actual catching up of vehicles to the leading ones [2] , an upper bound is used for T H to meet the total latency requirement. When such threshold is exceeded, implying no need for safety message to disseminate further, the broadcasting stops. The last stage starts after the safety message arrives at GW i . Before GW i can relay the message, it may be disconnected from its CH due to relative mobility between them. The GW i will wait for at most T P before it relays the message to the new gateway which relays it at once to the CH with a total delay given by Note that it is unlikely to have cluster segregation, since it corresponds to a half empty cluster with only GW i . Hence, this case is neglected in this study. )Substituting (6)- (8) in (5), we have an expression of the total broadcasting delay of an emergency message as a function of the number of clusters on a highway. Taking account of the randomness in the mobility and the realistic movement of vehicles, the total broadcasting delay (T DR ) is given by
D. Cluster Broadcast Delay Model
In (9), the probability terms depend on the mathematical models of the traffic flow distributions. Hence, the delay is modeled differently based on the three categories of the traffic flow density. In the case of a high density, it is highly likely that there are nodes that are always available and connected due to small distance headways and density restrictions on the vehicle mobility. Hence, the total broadcasting delay for high traffic densities can be approximated by T DS . With a low traffic density, the mathematical distributions (1) and (2) can be used to calculate the probability terms. For example, in the first stage of message broadcasting, the probability that GW o is available is the probability that the distance between the CH and GW o (L) is less than the transmission range (R). Since the inter-vehicle spacing is exponentially distributed, L follows a gamma distribution with a CDF given by
where k is the number of nodes between CH and GW o , with an average of ( 2 from (1). As for the probability of C o,i , we can obtain it based on the distance headway distribution (2) . Equation (1) can be used to find the probability of C g , which corresponds to having an empty road section with length R. Finally, the probability that a gateway moves closer to its CH (M o , M i ), causing disconnection in links, is the probability that it is no longer a boarder node. We consider it as the probability that the gateway is in the closer half of R to its CH and calculate it based on (10) . Substituting the probability calculations in (9), the total broadcasting delay for
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Using the composite mathematical model described earlier, the total broadcasting delay for an intermediate traffic flow density (T DI ) is given by (12)
III. NUMERICAL ANALYSIS AND SIMULATION RESULTS
This section presents numerical results for the broadcasting delay based on the mathematical model described earlier. We consider an emergency message with a size of 500 bytes for broadcasting to all the vehicles in ZOR of 15.5 miles behind the source vehicle. The message is transmitted at a rate of 6Mbps with an equal single hop-broadcast transmission delay of 0.666ms for ( , , , ) in both simulations analysis. Since a gateway election process [3] involves sending a request and an announcement message, we set to be 1ms and the cluster maintenance time period to be 4ms. The number of clusters partitioning ZOR is . . In a low traffic density condition, it is possible to have significant inter-cluster spacing, which is assumed to follow a uniform distribution on [0, R]. As a result, has a probability mass function of
. with an average of . .
For a low density, the distance headway should be kept large enough to guarantee a minimum service level that supports free driving. Hence, α is calculated from the maximum density in the low flow condition region and found to be 132ft. Reference [6] provides detailed investigation for the average time headway under which all vehicles are considered in platoons. The corresponding traffic volume threshold is 2400veh/hr. Under the assumption that all vehicles in a high traffic flow region drive in platoons, the density threshold is 67veh/ml/lane from Table 1 . We neglect the cluster segregation since detailed analysis for such a case is provided in [2] . Figure 5 plots the total broadcasting delay as a function of the transmission range R for the traffic flow density of 10, 20, 50 and 80 veh/ml/lane. As the transmission range increases, the number of clusters in ZOR decreases resulting, in a decrease in the total delay. On the Figure 5 The total broadcasting delay versus cluster size (represented by transmission range) for different traffic flow densities (10, 20, 50, and 80 veh/ml/lane) other hand, a lower traffic density results in a larger delay. This is due to more likely disconnections between a CH and its gateway and that between neighboring gateways. It is observed that an increase in cluster size for high and intermediate traffic densities does not change the delay greatly. In fact, the curve for high densities in Figure 5 reaches saturation delay much faster (in lower R) than that for low densities, due to less likely disconnections for higher densities, and hence lower delays. It should be mentioned that the curves in Figure 5 are fitted to a 6th order polynomial. Also, in (10) , as the transmission range changes, the number of nodes between the CH and its gateway changes, which changes the number of summed exponential terms. As a result, the total delay fluctuates at a small scale with the transmission range. Figure 6 shows the minimum transmission range versus the traffic flow density, in order to satisfy a message broadcasting delay of 200ms. As the traffic density increases, the transmission range can be reduced while meeting the delay requirement. The differences shown in Figure 6 by using This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE "GLOBECOM" 2009 proceedings.
978-1-4244-4148-8/09/$25.00 ©2009 different equations is due to the effect of P p . It is noted that the range changes sharply at a very low density (<10veh/ml/lane). However, such a low density is not the focus of this work, since clustering targets high node density networks, and simple flooding is more suitable for very low node density situations. Figure 7 plots the total broadcasting delay versus traffic flow density for several transmission ranges. As the density increases, the total delay decreases for the same transmission range. However, as the density increases to a certain threshold, the delay remains almost constant with a further increase in the density. This density threshold decreases as R increases, due to higher chances of node connections. The gaps between the curves in figure 7 represent the delay reduction gained by increasing R. Note that this gain reduces as the transmission range increases. For example, increasing R from 2000ft to2300ft does not give any significant impact in reducing the delay. This shows the importance of determining the design parameter R.
To verify the numerical results and test the performance of our model, we conduct simulations using ns-2 [9] . We use real highway data sets provided by Next Generation Simulation (NGSIM) online database [10] , "U.S Highway 101" and "new I-80", to obtain mobility samples for both intermediate and high density. The data sets are available for relatively short sections (~2000 ft) but for very long time interval (45 minutes). To cover the broadcasting zone, we build the samples by combining the data from different time intervals to construct scenarios for 15.5 miles. The data sets are collected from seven lane highways, so we choose one of three consecutive lane combinations (lanes 1, 2 and 3 or lanes 2, 3 and 4) . For consistency, any vehicle switches outside of those three lanes is excluded from our samples. Also, we avoid using lane 5 as it includes vehicles arriving from the on-ramp "lane 6", and the off-ramp "lane 7". For low traffic density, because of the lack of highway measurement data, we generate random mobility scenarios by simulation. The low density samples have shifted exponential gaps (2) and constant speeds (50, 62 and 75 mph) for the right lane, middle lane, and left lane, respectively.
For implementing the broadcasting scheme, we modify the distributed clustering algorithm (DCA) [11] to represent the clustered infrastructure assumed in the system model. This clustering algorithm is used only for constructing the initial clustered infrastructure. The resulting backbone is used as an input to the broadcasting scheme. On the other hand, any cluster maintenance such as re-election of gateways is implemented in the broadcasting scheme itself. Simulations are carried out without any cluster segregation. Since cluster segregations are more likely to occur for a low traffic density and/or for small transmission ranges, no simulation results are obtained for such scenarios.
Simulation results are shown as discrete points in figure (5, 6 and 7), which verify clearly our proposed model. During simulations, we calculate the number of re-elections that occur because of disconnections in the clustering backbone. It is noted that the number of re-elections increase as the transmission range is reduced for the same density. Also reelections increase for smaller traffic densities. This shows the effect of traffic flow condition on the broadcasting delay.
I. CONCLUSIONS
This paper presents a mobility-aware mathematical model and analysis for broadcasting delay of emergency messages in cluster based VANETs. The traffic flow density plays a key role in the modeling and analysis. In particular, we derive expressions for the broadcasting delay based on three (low, intermediate, and high) traffic density regions. The minimum cluster size can then be determined to satisfy a required broadcasting delay bound. NS2 simulations, based on data collected from real highways, are conducted and the results verify the proposed model. This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE "GLOBECOM" 2009 proceedings.
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