ウェアラブルセンサを利用した人間行動の計測のための表現学習に関する研究 by 岩澤 有祐 & IWASAWA Yusuke
博士論文
ウェアラブルセンサを利用した人間行動の計測
のための表現学習に関する研究
指導教員　松尾 豊 准教授
東京大学大学院 工学系研究科
技術経営戦略学専攻
岩澤 有祐
目 次
第 1章 序論 1
1.1 背景 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 特徴設計と表現学習 . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.2 ウェアラブルセンサを利用した行動認識と表現学習 . . . . . . 5
1.2 本研究の目的 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 本論文の構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
第 2章 ウェアラブルセンサを利用した行動認識に関する既存研究 11
2.1 行動認識の類型化とウェアラブルセンサの位置づけ . . . . . . . . . . 11
2.2 ウェアラブルを利用した行動認識モデルの構築方法 . . . . . . . . . . 15
2.2.1 センサによる行動の観測 . . . . . . . . . . . . . . . . . . . . . 16
2.2.2 セグメンテーション . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.3 特徴量への変換 . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.4 分類器の学習 . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 ウェアラブルを利用した行動認識モデルの評価 . . . . . . . . . . . . . 22
2.3.1 ユーザ独立認識精度とユーザ依存認識精度 . . . . . . . . . . . 22
2.3.2 プライバシーへの配慮 . . . . . . . . . . . . . . . . . . . . . . 27
第 3章 ウェアラブルセンサを利用した行動認識のための表現学習 31
3.1 表現学習と深層学習 . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 ウェアラブルセンサを利用した行動認識に表現学習を適用した既存研究 35
3.3 本研究の論点と 4章以降の位置づけ . . . . . . . . . . . . . . . . . . . 37
3.4 ニューラルネットに関する前提知識 . . . . . . . . . . . . . . . . . . . 40
3.4.1 順伝播型ニューラルネット . . . . . . . . . . . . . . . . . . . . 40
3.4.2 ディープネット学習のための工夫 . . . . . . . . . . . . . . . . 44
3.4.3 畳み込みニューラルネット . . . . . . . . . . . . . . . . . . . . 48
3.4.4 蒸留 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
i
第 4章 ディープネットによるユーザ独立認識と学習された表現の分析 55
4.1 ユーザ独立認識とディープネット . . . . . . . . . . . . . . . . . . . . 55
4.2 利用データセット・ネットワーク構造 . . . . . . . . . . . . . . . . . 57
4.2.1 データセット . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2.2 ニューラルネットの構造 . . . . . . . . . . . . . . . . . . . . . 58
4.2.3 比較対象 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3 評価方法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3.1 前処理 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.3.2 ユーザ独立認識性能の評価方法 . . . . . . . . . . . . . . . . . 61
4.3.3 学習された表現のクラスタリングによる評価 . . . . . . . . . . 62
4.4 実験結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.4.1 CNNと経験的特徴量の比較 . . . . . . . . . . . . . . . . . . . 63
4.4.2 Residual Networksによる分析 . . . . . . . . . . . . . . . . . . 66
4.4.3 行動クラスごとの分析 . . . . . . . . . . . . . . . . . . . . . . 67
4.4.4 特徴量のユーザ依存性の定性評価 . . . . . . . . . . . . . . . . 68
4.5 関連研究・考察 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
第 5章 ユーザ敵対的ニューラルネット: 敵対的訓練によるユーザ独立な表現学
習法 73
5.1 表現のユーザ独立性 . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.2 関連研究 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.3 ユーザ敵対的ニューラルネット . . . . . . . . . . . . . . . . . . . . . 76
5.3.1 定式化 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.3.2 UANNの構造 . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.3.3 Ly(X, Y )の定量化 . . . . . . . . . . . . . . . . . . . . . . . . 76
5.3.4 Lu(R,U)の定量化 . . . . . . . . . . . . . . . . . . . . . . . . 77
5.3.5 最適化 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.3.6 相互情報量最小化との関係 . . . . . . . . . . . . . . . . . . . . 79
5.4 実験 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.4.1 データセット . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.4.2 実験設定 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.4.3 評価方法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.4.4 実験結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
ii
5.5 考察 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.5.1 ユーザ独立性について . . . . . . . . . . . . . . . . . . . . . . 88
5.5.2 ユーザ汎化性能について . . . . . . . . . . . . . . . . . . . . . 89
5.5.3 プライバシー保護について . . . . . . . . . . . . . . . . . . . . 90
第 6章 半教師あり蒸留による深層行動認識モデルのユーザ適応 92
6.1 ユーザ適応 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.2 関連研究 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.2.1 行動認識でのディープネットの利用 . . . . . . . . . . . . . . . 94
6.2.2 深層行動認識モデルのユーザ適応 . . . . . . . . . . . . . . . . 95
6.2.3 蒸留によるユーザ適応 . . . . . . . . . . . . . . . . . . . . . . 96
6.3 半教師あり蒸留によるユーザ適応 . . . . . . . . . . . . . . . . . . . . 98
6.3.1 アルゴリズム . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.3.2 既存手法との関係 . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.4 実験 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.4.1 実験設定 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.4.2 実験結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.5 考察 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
第 7章 考察 113
7.1 4章から 6章の結果まとめ . . . . . . . . . . . . . . . . . . . . . . . . 113
7.2 本論文の貢献と課題 . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.2.1 正確な行動認識に向けた貢献と課題 . . . . . . . . . . . . . . . 114
7.2.2 プライバシーへの配慮に対する本論文の貢献と課題 . . . . . . 119
7.3 ウェアラブルセンサによる行動認識技術の活用可能性とその課題 . . . 122
7.3.1 ウェアラブルセンサを取り巻く環境と将来の展望 . . . . . . . 122
7.3.2 ウェアラブルセンサによる行動認識の活用に向けた課題 . . . 124
第 8章 結論 127
参考文献 129
付 録A 車いすセンシングによる路面アクセシビリティ情報収集システム 148
A.1 システム概要 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
iii
A.2 ウェアラブルセンサを利用した行動認識に関するデータセットと転移
アプローチの難しさ . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
A.3 車いす屋外行動データセットの収集 . . . . . . . . . . . . . . . . . . . 155
A.3.1 センシングシステム . . . . . . . . . . . . . . . . . . . . . . . 155
A.3.2 実験参加者 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
A.3.3 実験方法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
A.3.4 アノテーション . . . . . . . . . . . . . . . . . . . . . . . . . . 156
A.4 評価実験 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
A.4.1 実験 1：経験的特徴量を利用した基礎検討 . . . . . . . . . . . 157
A.4.2 実験 2：データセットと認識精度に関する検討 . . . . . . . . . 163
付 録B 5章に関する付録 168
B.1 交差エントロピー最大化と相互情報量 . . . . . . . . . . . . . . . . . 168
B.2 複数のウィンドウを利用した場合のユーザ予測精度に関する検討 . . . 169
付 録C 発表業績一覧 170
iv
図 目 次
2.1 ウェアラブルセンサを利用した行動認識モデル構築の一般的な流れ． 16
2.2 特徴量のユーザ依存性がもたらす問題．赤，青，緑がそれぞれ異なる
ユーザを，ダイアモンド型のサンプルが行動 1，丸型のサンプルが行
動 2，また点線が赤青ユーザに対して 100%の精度で認識可能な超平
面の 1例を示している． . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3 特徴量のユーザ独立性がもたらす利点の概念図． . . . . . . . . . . . 25
3.1 本論文の論点と以降の章の対応関係． . . . . . . . . . . . . . . . . . 38
3.2 順伝播型ニューラルネットの基本的な構成要素． . . . . . . . . . . . 41
3.3 3層構造を持つ順伝播型ニューラルネットの模式図． . . . . . . . . . 42
3.4 ドロップアウトの概念図．図中点線で描かれた丸は擬似的に削除され
たユニットを指す． . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.5 全結合層と畳み込み層の層間の結合方法の比較．図中の黒く塗りつぶ
された箇所はある入力ユニットがどの範囲に影響をあたえるかを示し
たものである． . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.6 プーリングによる移動不変性の概念図．各図中左側が畳み込み処理に
よる出力ユニットを，右側が最大プーリングの結果を示したものであ
る． . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.1 分析に利用したResidual Networksの概要，(a)Residual Blockの詳細，
(b)Residual Blockを利用したネットワーク構造の全体像． . . . . . . 59
4.2 ディープネットの学習および評価の流れ． . . . . . . . . . . . . . . . 60
4.3 最大ユーザ傾向の計算方法． . . . . . . . . . . . . . . . . . . . . . . 62
4.4 経験的な特徴量の追加による認識精度の変化度合いに関するヒストグ
ラム． . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.5 ResL（L=6, 12, 18, 24）を利用した場合の認識精度の比較． . . . . . 67
4.6 テストデータと検証データでの混同行列の差分の可視化． . . . . . . 69
v
4.7 クラスタ数を20とした際の各クラスタのユーザ傾向の可視化．(a)Opportunity,
(b)Heterogeneous . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.8 クラスタ数を変化させた際の各層におけるMUTの比較 . . . . . . . . 71
5.1 ユーザ敵対的ニューラルネットの構造と一般的なMLPの比較． . . . 77
5.2 実験に利用した提案手法のネットワーク構造． . . . . . . . . . . . . . 80
5.3 行動認識精度とユーザ独立性のバランスの比較．各マーカはテスト
ユーザ，各色は手法の違いを表している．また，ダイヤモンドマーカ
は全ユーザの平均値を表す． . . . . . . . . . . . . . . . . . . . . . . . 83
5.4 行動認識精度およびユーザ認識精度のエポックごとの変化． . . . . . 85
5.5 クラスタ数を 20とした際のOpp-Gにおける各クラスタのユーザ傾向
の可視化．a: CNN，b: UANN (λ=0.1)． . . . . . . . . . . . . . . . 88
6.1 ユーザ適応の概念図． . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2 訓練データとテストデータに対する各手法の学習の推移（横軸がエ
ポック数，縦軸が認識精度） . . . . . . . . . . . . . . . . . . . . . . 106
6.3 Nsup = 20のときのRefと SSD，Mixinの混合行列による比較．(a)は
S1，(b)は S3に関するもの． . . . . . . . . . . . . . . . . . . . . . . 107
6.4 学習に利用した教師なしデータXunsupとテストデータXtestに対する
学習の進行の比較． . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.5 T およびに λに関するセンシティビティの分析． . . . . . . . . . . . 109
6.6 SVDと SSDを組み合わせた場合の認識精度． . . . . . . . . . . . . . 109
6.7 Nsup = 0の時の各 T での精度改善度合いの比較． . . . . . . . . . . . 110
A.1 車いすセンシングによるアクセシビリティ情報収集システムの概念図．149
A.2 実験に利用した車いす行動のセンシングシステムおよびに取得実験の
様子． . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
A.3 走行経路に関する情報．(a) 経路概要, (b) 平らな路面, (c) タイル路
面, (d) 坂（傾度 5度以上）, (e) 車道と歩道の間の縁石, (f) タイル路
面の間の小さな段差, (g) 木の根により盛り上がったコンクリート路
面． . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
A.4 特徴量と認識精度の関係の比較． . . . . . . . . . . . . . . . . . . . . 160
A.5 分類器の比較． . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
A.6 訓練データ数と認識精度の関係． . . . . . . . . . . . . . . . . . . . . 161
vi
A.7 ウィンドウサイズが F値に与える影響． . . . . . . . . . . . . . . . . 161
A.8 27周分の推定結果の可視化結果．縁石，点字ブロック，坂をそれぞれ
赤，黄色，緑色の円で可視化した. . . . . . . . . . . . . . . . . . . . 162
A.9 非個人モデルの学習に利用するユーザ数を増加させた際の認識精度の
変化．各行がそれぞれ各特徴量に，また左列が検証データに対する認
識精度，右列がテストデータに対する認識精度を示している． . . . . 166
A.10学習に利用するデータ量に対する認識精度の関係． . . . . . . . . . . 167
B.1 複数のウィンドウでの出力確率の平均によるユーザ識別性能の変化． 169
vii
表 目 次
4.1 分析に利用したデータセットのメタ情報． . . . . . . . . . . . . . . . 61
4.2 CNNと既存の特徴量の認識精度における比較． . . . . . . . . . . . . 65
4.3 行動クラスごとの認識精度． . . . . . . . . . . . . . . . . . . . . . . 68
5.1 行動認識精度に関する比較． . . . . . . . . . . . . . . . . . . . . . . 84
5.2 異なるユーザ分類器を利用した場合のユーザ認識精度の比較． . . . . 86
6.1 ラベル付きデータを各クラスNsup個ユーザ適応に利用した場合の提
案手法 (SSD) と既存手法の比較． . . . . . . . . . . . . . . . . . . . . 104
A.1 学習に利用するユーザ数を増やした際に認識精度が改善したも割合の
比較． . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
viii
第1章 序論
1.1 背景
近年，小型かつ多様なセンサを搭載したリストバンド型センサや腕時計型センサ
など多種多様なウェアラブルデバイスが登場し，一般向けに普及し始めている．ま
た，多くのユーザが持ち歩くスマートフォンは加速度センサやジャイロスコープな
どユーザの状態を識別するのに有効なセンサを搭載している．このようなユーザが
身に着けて持ち歩くウェアラブルセンサの普及に伴い，実世界の行動計測可能性は
大きく高まった．実世界のユーザの行動を正しく認識し蓄積することができれば，ヘ
ルスケアやコンテキストアウェアをはじめとしてさまざまなアプリケーションが実
現可能になり意義深い．
ウェアラブルセンサを利用して人間行動を計測する技術の最も代表的な応用先は
ヘルスケア領域である．すでに実世界で応用されている事例としては，万歩計や運
動量計，歩行アドバイザなどがある．例えば，Jowbone Up1及びにその関連アプリ
ケーションではユーザの活動量や睡眠状態を計測したり，運動のアドバイスを行った
りしている．また，より高度な認識を利用したシステム開発を目指すプロジェクトの
1つに，モバイルデバイスによるセンシングを利用したヘルスケアシステムの構築を
目指すm-Health (mobile-Healthcare) がある [1]．m-HealthとはMobile Healthcare
の略語であり，ユーザがもちあるくモバイルデバイスをユーザの状態をセンシング
することで，例えば医者が患者の健康状態を遠隔から確認したり，あるいは患者自
身が自身の健康状態を確認したりといったシステム実現による予防医療の深化が期
待されている．
より具体的な研究事例として，例えばMITで開発された LiveNetは，3軸加速度
センサ，EEG，EMGなどのセンサを利用してパーキンソン病患者のモニタリング
やてんかん性発作 (epileptic seizures) の検出を試みている [2]．Steeleらは，慢性閉
塞性肺疾患 (chronic pulmonary disease) 患者の行動をセンサから認識することで，
リハビリテーションの補助や研究による病理理解を補助することを提案している [3]．
1https://jawbone.com/
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あるいは，肥満患者の計測した行動履歴を元にライフスタイルや行動の改善など治
療の補助に利用するシステムも提案されている [4, 5]．身体的なデータのみならず，
Ertinらは，音声センサや加速度センサ，心拍センサなどを利用してユーザのモニタ
リングを行うことで，そのストレス状態を 90%以上の精度で推定可能であることを
示している [6]．
ヘルスケアとは別の応用領域として，コンテキストアウェアシステム (context-
aware system)と呼ばれる領域もある．コンテキストアウェアシステムとは，ユーザ
の行動や状態を認識し理解することで周辺のデバイスを自動的に制御することでユー
ザの快適性を向上したりユーザの行動を支援するシステムの総称である [7]．ユーザ
が常に身に着けているデバイスがユーザの行動を計測し，行動認識を行っていれば，
例えば席を立って部屋を出るだけで不要な電灯や空調を切ったり，エレベータを呼
び出したりといったことが可能になる．あるいは，ジョギング時にはスマートフォ
ンのWi-Fiをオフにすることでバッテリー消費を抑制することもできるようになる．
また，単に認識対象のユーザの行動を知りたい場合だけでなく，実世界で人間が
どのような行動をしているのかをデジタル化し記録・解析することで新たな知見を
得ようとする試みもある．例えば日々の行動と病歴などを突合することができれば，
どのような行動をしている人がどの病気になりやすいのか，どのような行動により
それを防ぐことができるのかなどを情報を精緻に収集することが可能になりうる．
あるいは，看護師の病院内行動データを収集することで，例えば看護師が次にどこ
に行き何を行うべきかを提示することでより効率的な業務遂行のサポートをするこ
とも可能になる [8]．また，われわれは車いすユーザの行動を計測し蓄積することで，
路面の状態や安全性を推定するシステムを提案している [9]．
これらのようにユーザの持ちあるくセンサにより人間行動を計測することは多様
な応用先を持ちその利用のされ方はアプリケーションにより異なる．一方，センサ
データはそのままではノイジーで扱いにくく，機械学習を始めとした何らかの統計的
処理により観測したデータを行動やコンテキストに変換するという共通の技術的側
面を有している．本論文が扱うウェアラブルセンサによる行動認識 (wearable-sensor
based activity recognition) は，これらのようにユーザが身に付けたデバイスにより
観測されたセンサ値を利用してそのユーザの行動やその状態，コンテキストを認識
することを目指す研究領域である．ウェアラブルセンサによる行動認識の高精度化な
どにより，実世界の人間行動の観測を基礎とするシステムの創発が期待されている．
ウェアラブルデバイスによる観測値からユーザの行動を予想するという問題は，機
械学習の観点から捉えると何らかの観測値Xから予測したい情報 yを推定する関数
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fを学習する問題の 1例として捉えることができる．この時，多様なXに対して正し
い yを予測できるような関数 fを学習することが目的となる．このような良い写像を
学習する技術として近年重要度を増している技術の 1つに表現学習 (representation
learning) がある [10]．詳しくは，1.1.1項で説明するが，表現学習は高次元の観測信
号Xを情報 yを予測しやすい表現（あるいは特徴量）rに変換する技術であり，画
像認識や音声認識など高次元の生データを入力にとる認識問題を高精度に行う上で
有効であることが報告されている．以降 1.1.1項では表現学習について説明し，1.1.2
項で表現学習の代表的な応用先である画像認識や音声認識と比較した場合の行動認
識の特徴を整理することで，表現学習をウェアラブルセンサによる行動認識に適用
する場合の論点について整理する．
1.1.1 特徴設計と表現学習
1.1節においてウェアラブルセンサを利用した行動認識問題をセンサによる観測
値Xから認識したい行動 yへの対応を学習する問題であると記述した．しかし，観
測Xが画像や音声，あるいはウェアラブルセンサによる行動認識において利用され
る加速度センサのように高次元なものである場合観測値X から直接 yへの対応を
学習することは特に Support Vector Machine (SVM) や決定木などの従来的な機械
学習の手法で行うことは難しい場合が多い．そのため，観測信号Xを人手で設計し
た特徴抽出器により特徴量 rと呼ばれる値に変換した後に，特徴量と yの対応関係
を学習するという方法が取られてきた．Bengioらも指摘するように [10]，機械学習
を利用する場合学習器がうまく識別できる特徴抽出器を人手で設計することが認識
精度に大きな影響を与えており，例えば入力が画像であれば SURFや HOG，音声
認識であればMFCC，ウェアラブルセンサによる行動認識では後に説明するECDF
(Empirical Cumrative Distribution Function) [11]など，領域に特化した特徴量設計
手法の開発により認識精度を高める試みがなされてきた．以降便宜上，このような
人手による特徴抽出器を設計する方法を特徴設計と呼ぶこととする．
このような特徴設計は認識精度を高める上で重要な役割を持つ一方で，ウェアラ
ブルセンサによる行動認識において有効な特徴量の設計はいくつかの理由から難し
く，利用されている特徴量による限界が指摘されてきた [12, 11]．ウェアラブルセン
サによる行動認識に有効な特徴量を設計する第 1の難しさは，観測される信号の解
釈困難性である．ウェアラブルセンサを利用した行動認識でよく利用されるセンサ
には加速度センサやジャイロセンサなどの慣性センサがあるが，これらは通常人間
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が目で確認しても解釈不可能である．そのため，近年ではECDF [11]などの手法が
提案され始めているものの，基本的には平均値や相関係数など単純な統計量が利用
されることがほとんどであり認識精度の観点でのボトルネックとなっている．
第 2の難しさは，認識したい対象の多様性である．例えば，肥満者のフィットネ
ス管理目的で利用するには寝ている時間，歩いている時間，走っている時間などを
認識できれば良いかもしれないが，パーキンソン病の進行度合いを確認する目的で
利用する場合にはパーキンソン病特有の行動を識別できる必要がある．また，一般
に対象とする行動が何かによって有効な特徴量は異なる．例えば，歩く/走る/座る
と言った基本的な行動を認識したい場合には信号の強さなどの統計的な値で十分認
識できる可能性が高いが，ドロワーを開ける，包丁で切るなどのキッチンにおける
行動を認識したい場合にはセンサのパターンなどより精緻な特徴量が有効となるだ
ろう．このように，アプリケーションごとに最適な特徴量を選択したり設計したり
することが認識精度を高める上で重要な要素であるものの現実的にはコストが嵩ん
でしまうため難しい．
データをどう表現するのかを人間の探索によって決める特徴設計というアプロー
チに対して，表現学習とはデータから表現を獲得するというアプローチである [10]．
表現学習はディープネットワーク (deep neural networks, 以降ディープネット) と
いう階層性という仮定を考慮することにより効率的に表現を学習するアルゴリズム
の普及を背景に立ち上がった新興領域であり，画像認識 [13, 14, 15]，音声認識 [16]，
ゲームエージェント [17]，コンピュータ囲碁 [18]2などさまざまな領域を著しく発展
させている．
ディープネットの主要な応用先は画像認識や音声認識といった分野であるものの，
本研究が対象とするウェアラブルセンサによる行動認識の領域においても高い精度
で行動を認識する上での有効性が認識され始めている．表現学習がウェアラブルセ
ンサを利用した行動認識に適していると考えられている理由は大別して次の 2つで
ある．
第 1に，従来の特徴設計は複雑な特徴の利用が難しいという性質を持っていた．つ
まり，人間が信号の観察により思いつくことのできる特徴量は比較的単純なもので
あるか，あるいは仮に信号の中に複雑な規則を見出すことができたとしてもその規
則を数値化することは困難である．一方で，表現学習では何らかの損失関数を最小
化する表現を自動で発見するため，その意味で人間の能力の限界により利用できる
特徴量が限定されない．第 2に，従来の特徴設計は人間がそのプロセスに必要不可
22016年 3月には当時のトッププロであるイ・セドルを破った．
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欠であるため自動化が難しいのに対して，表現学習では損失関数を最小化する問題
として機械的に特徴を獲得する．そのため，アプリケーションごとに適切な特徴量
を機械的に学習できる蓋然性があり，多様な認識対象が考えうるウェアラブルセン
サによる行動認識においても各アプリケーションごとに適切な特徴設計を比較的低
コストに行えることが期待できる．
これらの背景から，ディープネットを始めとした表現学習について，2011年に
Plotzらが初めて同種のタスクに適用した [12]のを皮切りにモデル構造に関する比
較などが進められてきている．以降本論文でも表現学習が行動認識において高い認
識精度を達成する上で重要な技術であると捉え論を進める．
1.1.2 ウェアラブルセンサを利用した行動認識と表現学習
1.1.1項に示した通り，データから適切な表現を獲得することを試みる表現学習は
高次元の人間が解釈しにくいデータから知識を獲得することを試みるウェアラブル
センサを利用した行動認識とも親和性が高く，認識精度を高める上で重要な要素と
して認識され始めている．一方，表現学習は画像認識や音声認識を中心に研究され
てきた技術であり，ウェアラブルセンサによる行動認識に対して実用的に利用する
上ではいくつかの不都合な点がある．本項では，既存の表現学習技術の主要な応用先
である画像認識や音声認識の問題とウェアラブルセンサによる行動認識を比較する
ことによりウェアラブルセンサによる行動認識のタスクの性質について説明し，表
現学習をウェアラブルセンサによる行動認識に適用する際の論点について整理する．
画像認識や音声認識とのウェアラブルセンサによる行動認識を比較した場合の第
1の違いに，扱うデータがパーソナルデータであるという点がある．ウェアラブル
センサによる観測されるデータは，ユーザが持ちあるくセンサによる観測値である
という性質上特定のユーザと強く紐づくデータである．このようなパーソナルデー
タを扱う行動認識に対して表現学習を利用するうえでは認識精度を高めるという観
点だけでなく，いかにユーザのプライバシーに配慮するという観点が必要となる．
このようなパーソナルデータを扱う場合にプライバシー対策を行うことは，単に
ユーザの気持ち悪さを排除するという以上の意味合いがある．例えば，データが適
切に管理されているかわからなかればユーザはそのアプリケーションを利用しない
であろうし，予期しない情報が漏えいすることになればユーザはさまざまな実害を
被りうる．またアプリケーション提供者の観点から見ても，プライバシーに配慮さ
れていない大規模なデータを保持することはプライバシー漏えいリスクを抱えるこ
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とに繋がるため望ましくない．一般にユーザの情報が漏えいすることになった場合
の企業価値の損失は甚大であるから，プライバシーに配慮することはユーザが安心
して参画できるようにする，またアプリケーション提供者が大量データを集めて質
の高いアプリケーションを開発・提供できるようにする上で重要な観点となる．
ウェアラブルセンサによるデータから表現を学習する場合の 2つ目の問題点とし
て，ラベルデータが少ないユーザに対して有用な表現をいかに学習するかという問
題がある．一般にディープネットによる高い認識精度を引き出すためには，大規模
な教師付きデータセットを利用する必要がある．しかし，ウェアラブルセンサによ
る行動認識で代表的に利用される加速度センサやジャイロセンサ，あるいは心拍セ
ンサなどは人間が目で見て事後にラベル付けすることは困難である．これは，画像
は人が目で見てラベル付けを行うことで，あるいは音声は人が聞いてラベル付け可
能であることと対照的である．
ウェアラブルセンサを利用した行動認識においては一般に，ラベル付きデータは次
のいずれかの方法で収集される．第 1の方法は，アプリケーション開発者などが用意
した実験環境に参加したユーザの行動を動画などで記録することにより，ユーザの
行動と行動のラベルを対応付ける方法である．動画データを外部データとして利用
するため信頼度の高いラベルデータを作成することができ，Opportunity Challenge
Dataset，USC-HAD，Heterogeneous Activity Recognition Datasetなど公開された
行動認識に関するデータセットの多くはこの方法で作成されている．第 2の方法は，
ユーザにこれから取る行動，あるいは直前に取った行動を入力してもらう形でラベ
ルを付与する方法である．第 1の方法と比較すると低コストでラベルデータを取得
できる可能性がある反面，各ユーザの負担が大きくなったり，ラベルデータの信頼
度が低くなったりする可能性がある．公開されたデータセットでは，例えばALKAN
Datasetはこの方法で作成されたデータセットである．
いずれの方法を利用する場合でも，認識対象とするユーザそれぞれに対してラベ
ル付きデータを大量に取得することはコストが嵩んだりユーザの負担が大きくなる
ため現実的には難しいと考えられる．また，ユーザの負担という観点の他に，行動
認識では対象とする行動として転倒行動や病気に特有の行動などそもそも発生頻度
が低いアブノーマルな行動を対象とすることもラベルデータ取得の難しさの 1つの
要因である．例えば転倒行動を検出する問題を考えた場合に，転倒という行動を多
くのユーザに対して付与することは危険であり，また発生頻度が低く大量のデータ
を得ることは困難である．これらの理由から，ウェアラブルセンサによる行動認識
を対象とする場合，教師付きの学習データが全くないあるいは少ないユーザに対し
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ても良い表現を学習できるような仕組みがウェアラブルセンサによる行動認識に対
して表現学習を利用する上では必要となる．
1.2 本研究の目的
本研究は，ウェアラブルセンサにより得られるデータから正確に人間行動を認識
する上でディープネットが重要になりつつあることを背景に，ウェアラブルセンサ
による行動認識に対して有効な表現学習技術の開発を目的とするものである．具体
的には，表現学習がよく利用されてきた画像認識や音声認識と比較してウェアラブ
ルセンサを利用した行動認識のタスクの性質上問題となるプライバシーへの配慮お
よびに教師付きデータの少ないユーザに対する認識精度を高めるという観点から手
法の提案を行うことで，ウェアラブルセンサによる行動認識に対して表現学習技術
およびにその拡張手法が適用可能であることを示すものである．
ウェアラブルセンサによる行動認識のための表現学習技術を提案するという目的
に対して，次の 3つのサブ目的を取り扱う．
• ディープネットが行動認識精度を高めるために有効であることを示すこと
• プライバシーに配慮した表現を学習する方法を提案すること
• 教師付きデータが少ないユーザに対して有効な表現を学習する方法を提案す
ること
1つ目の目的はディープネットによる表現学習が有効であることを示すことでウェ
アラブルセンサによる行動認識のための表現学習技術を開発するという本論文全体
の目的を動機づけるものであり，2つ目およびに 3つ目の目的が表現学習の本タス
クに対する有効性を高めるためものもである．
本論文は表現学習の観点から見ればウェアラブルセンサによる行動認識の性質を
考慮することで，高精度な認識を行うディープネットの応用範囲を広げる試みとし
て位置づけられる．一方，行動認識研究の観点から見れば，行動認識を行う上での
課題であったラベル付きデータが少ないユーザに対する正確な行動認識，およびに
プライバシーへの配慮をいかに行うかという課題に対して，表現学習による特徴量
の学習というディープネットが登場する以前は難しかった新たなアプローチを検討
する試みとして位置づけられるものである．
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ディープネットをはじめとする表現学習のウェアラブルセンサを利用した行動認識
に対する有効性は，すでにいくつかの研究で検証が進められている．詳細は 3章にて
説明するが，例えば，Plo¨tzらは行動認識タスクにおいて表現学習をはじめて利用し，
従来の特徴設計パイプラインを制限付きボルツマンマシン（Restricted Boltzmann
Machine, RBM) や主成分分析 (Principal Component Analysis, PCA)で置き換える
方法の有効性を 4つのデータセットで検証した [12]．より近年の研究で，Jingらは畳
み込みニューラルネット（Convolutional Neural Networks, CNN)が行動認識タスク
と親和性が高く，認識精度も高いことを検証した [19]．また，Ordo´n˜ezやHammerla
らは Long Short Term Memory (LSTM) のように時系列性を考慮したディープネッ
トが良い精度を発揮することを確認している [20, 21]．これらのように，ディープ
ネットをはじめとする表現学習はウェアラブルセンサを利用した行動認識において
親和性が高く，既存の特徴量と比較して認識精度が高まることが報告されている．
一方で，深層学習の有用性が本分野で認識され始めたのはこの 5年余であり，本
論文で取り上げるようなウェアラブルセンサの性質を考慮した検討や手法の提案が
十分とは言えない．本論文は既存研究の知見を土台に，表現学習がいかにウェアラ
ブルセンサを利用した行動の計測の実用性改善に寄与しうるのか，またその利用可
能性を高めるにはどのような技術が必要であるのか，それはどのように実現できる
のかについて論じる．また，本論文はウェアラブルセンサによる行動認識を実用的
に利用する上での従来からの問題点を表現学習の観点から捉え直し，それぞれの問
題に適した手法を提案および検証することで，ウェアラブルセンサによる行動認識
に対して深層学習が適用できることを示したものであり，ウェアラブルセンサから
得られるパーソナルなデータから実世界の行動を正確に認識することを基礎とした
ヘルスケア等のシステム発展に貢献するものである．
1.3 本論文の構成
本論文の残りの構成は次の通りである．まず 2章では，ウェアラブルセンサを利
用した行動認識に関する既存研究をまとめる．ウェアラブルセンサを利用した行動
認識をその他の行動認識手法と対比して説明し，ウェアラブルセンサによる行動認
識の特徴を明確化する．また，本論文が取り扱うプライバシーへの配慮およびにラ
ベルデータが少ないユーザに対する認識精度をいかに高めるかという問題に関係す
る既存研究の知見を整理する．3章では，表現学習およびに以降の章で利用する深
層学習技術についての基礎知識をまとめる．そのうえで表現学習とウェアラブルセ
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ンサによる行動認識に関する既存研究を 2章で述べた行動認識研究との対応を整理
することで，本論文の学術的な意義を明確化する．
4章では，ウェアラブルセンサによる行動認識の問題に対して既存の表現学習手法
であるディープネットを適用し，表現学習により行動認識精度が高まることを確認
する．特に，学習データが全く得られないユーザに対する認識精度を評価するユー
ザ独立行動認識の設定でディープネットと経験的に利用されてきた特徴量を比較す
ることにより，ラベルデータを取得困難なユーザに対する汎用性の観点で評価する．
ユーザに関する汎用性は，表現の観点からはユーザの歩行特性の違いに影響されな
い行動特徴量を利用することで高めることができる．検証にあたり，慣性センサを
利用した 4つのデータセット合計 110万サンプル以上の教師付きデータに対して最
大 24層のニューラルネットを適用し，その有効性と問題点を実験的に検証した．結
果として，ディープネットはユーザの違いに頑健に行動を認識するというの観点で
従来利用されてきた経験的な特徴量より優れていることを確認した．一方でディー
プネットの課題として，単純に深い構造を利用することによる認識精度の改善には
限界があること，また獲得された特徴量を分析すると単純なディープネットの適用
で得られる表現は必ずしもユーザごとの違いを吸収した特徴量とはならないなどの
知見を得た．
5章では，ディープネットを拡張したユーザ敵対的ニューラルネットを提案する．
歩行特性などのユーザの違いに影響されないような表現を学習することは，4章で
述べるようにユーザ汎用な認識を行うために重要となりうることに加えて，センサ
により含まれるユーザあるいはその背後にある属性情報を極力取得しないようにす
るという意味でプライバシー問題に対しても重要である．本章では，学習時に表現
RからユーザU を分類しようとするような敵対的ユーザ分類器を考慮した学習を行
うことで，表現Rが持つ認識したい行動に関する情報を最大化しながらユーザに関
する情報を最小化するようにディープネットを拡張した手法の提案を行う．3つの
行動分類タスクにおいて提案手法と通常のディープネットの認識精度およびにユー
ザ独立性の比較を行い，提案手法が既存のディープネットと比較してユーザの独立
性が高くプライバシーに配慮した表現が獲得できることを定量的・定性的双方の観
点から確認する．
6章では，データが少ないユーザに対する行動認識精度を高めるための工夫とし
てディープネットをユーザ適応する手法の提案を行う．ユーザ適応とは，4章や 5章
で取り扱ったようにユーザ汎用なモデルを構築することで学習データが少ないユー
ザに対する認識精度を高めることを目指す代わりに，各ユーザごとに得られる少数
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のデータを利用して学習済みモデルをうまく修正することでシステム全体として多
くのユーザに対する認識精度を高めることを目指す技術である．このユーザ適応は
従来的な特徴設計を利用した手法の枠組みの中で有効性が広く認識されているもの
の，ユーザ適応する対象をディープネットのように大量のパラメタを持つモデルと
する場合には，大量のパラメタを限られたデータでどう適切に修正するかが問題と
なる．提案手法である半教師あり蒸留とは，学習済みモデルから得られる情報とラ
ベル無しデータを有効活用することで効率的なユーザ適応を行う手法である．既存
の 8つのユーザ適応手法と提案手法を認識精度の観点で比較し，提案手法はラベル
無しデータを活用することで過学習を抑制しながら適切なユーザ適応が行えること，
ラベルが全く無いユーザに対しても 3%程度の認識精度の改善が見込めること，また
既存の手法との組み合わせにより更なる認識精度の改善が見込めることなどを確認
した．
7章では，4章から 6章までの実験結果をふまえて，ウェアラブルセンサを利用し
た行動認識の実世界での利用可能性向上に対する本論文の貢献，および認識精度と
プライバシーの観点に対する本論文の限界およびに将来課題をまとめる．最後に 8
章で本論文をまとめる．
また，これらに加えて付録Aでは，ウェアラブルセンサを利用した行動認識を応
用したシステムとして我々が開発する車いすセンシングを利用した路面アクセシビ
リティ推定システムについて説明する．ウェアラブルセンサによる行動認識を行う
ことにより実現されうるシステムの一例を示すことで，4章から 6章で取り扱った
ウェアラブルセンサからいかに適切に情報を取り出すかという問題に取り組むこと
でどのようなアプリケーションが実現されるかについての参考としていただきたい．
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第2章 ウェアラブルセンサを利用した
行動認識に関する既存研究
本論文で扱う行動認識は，ヘルスケアやコンテキストアウェアシステムといった
システムの重要な技術要素として認識されており，ウェアラブルセンサが普及する
以前からさまざまな研究がなされてきた．本章ではまず第 1に，行動認識を利用す
るセンサの観点から 3つの種類に類型化し，ウェアラブルセンサを利用した行動認
識の位置づけを示すとともにその主要な応用範囲について説明する．その他の行動
認識技術との対比により，本論文が扱うウェアラブルセンサによる行動認識の範囲
およびにその性質を説明する．
第 2に，ウェアラブルセンサを利用した行動認識モデルを構築する上での基本的
な流れについて説明する．第 3に，ウェアラブルセンサを利用した行動認識モデルを
評価する上で重要となる認識精度及びにプライバシーへの配慮の観点に関しする既
存研究について説明し，本論文で取り扱うデータが少数なユーザを含む不特定ユー
ザに対する認識精度とプライバシーへの配慮の意義およびに既存研究における知見
を整理する．
2.1 行動認識の類型化とウェアラブルセンサの位置づけ
行動認識は 1990年代終わりごろに始まった比較的若い研究分野であるものの [22]，
その応用範囲の広さからさまざまな研究者が行動認識に関する調査論文を発表して
いる [23, 24, 25]．一方，スマートフォンの登場やセンサの小型化などセンシング環
境の変化に伴い行動認識にまつわる用語は変化したり，類似した概念を異なる言葉
で指している場合があったりと，調査論文内でも完全な一致は得ていない．行動認
識にまつわる用語を整理した上で本論文でのウェアラブルセンサという単語が含む
範囲を明確にした上でウェアラブルセンサを利用した行動認識とその他の行動認識
の違いを説明し，以降の議論を円滑にすることが本節の狙いである．
まず本論文では，「身につけて持ち歩くことのできるセンサあるいはセンシング機
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能を有するもの」をウェアラブルセンサと呼ぶ．これは次のようなものを含む言葉
である．
• Jowbone社が販売している Jowbone Upや東芝が販売している Silmeeなどの
リストバンド型のセンサ
• iPhoneやAndroid携帯などのスマートフォン
• Appleが発売しているApple Watchや Sonyが発売しているWena Watchなど
のスマートウォッチ
• センサを埋め込んだ衣服 (スマートクローズ) [26]
このような身につけて持ち歩くセンサを利用して持ち歩くユーザの行動を認識する
ことを目的にするのがウェアラブル行動認識である．文献によっては装着型センサ
(body-worn sensor) [25]という呼び方がなされる場合もあるが基本的に同じ概念で
ある．
類似する概念として，モバイルセンサを利用した行動認識 [23]や，スマートフォ
ンを利用した行動認識 [27, 28]などがある．これらの行動認識技術はそれぞれモバ
イルやスマートフォンというある程度の計算能力を持つ機器による計測を前提とす
るのに対して，ウェアラブルセンサはその処理能力を前提とはしないため厳密に言
えば異なる概念である．ただし，モバイルデバイスもスマートフォンも「身につい
て持ち歩くことのできるセンシング機能を有するもの」であるから，本論文はモバ
イルやスマートフォンなどのセンサを含むより上位の概念としてウェアラブルセン
サという言葉を利用する．
ウェアラブルセンサを利用した行動認識と同様に人間の行動を認識することを目的
とする技術に，動画ベース行動認識 (video-based activity recognitiion) がある [29]．
動画ベース行動認識は，監視カメラなどにより計測した動画像から写っているユー
ザの行動を認識する技術であり，主に監視やロボットの学習，不審な行動の認識など
複雑かつ重要度の高い認識によく利用される．動画ベース行動認識がプライバシー
に問題の少ない公共の場など限られた場所での認識を主なアプリケーション領域と
するのに対して，ウェアラブルセンサを利用した行動認識はカメラを置けないよう
なよりプライベートな環境における行動を計測する技術として位置づけられる．
もう 1つの行動認識技術として，環境埋め込み型センサ (object-embeded sensor)
による行動認識がある．環境埋め込み型センサとは，コップや包丁，ドアなどにセ
ンサ機能をもたせることにより，ある環境でどのような行動がなされたかを環境側
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から計測することを基本的な目的とする技術である．また，通常環境埋め込みセン
サはそれ自体がセンサとしてわからないように環境に溶け込む形であることが多い
ため，アンビエントセンサ (ambient sensor) と呼ばれる場合もある．環境埋め込み
センサは環境側にセンサを設置するという観点で動画による行動認識と類似してい
るが，プライバシーへの配慮の観点から利用されるセンサは動画と比べるとより低
レベルなものであることが多い．また，プライバシーに配慮したデータ取得方法で
ありプライベートな空間での利用を想定しているという点において環境埋め込みセ
ンサはウェアラブルセンサと類似しているものの，環境埋め込みセンサを利用した
行動認識が特定の環境における行動を計測することに主眼を置くのに対して，ウェ
アラブルセンサを利用した行動認識は特定のユーザの行動を連続的に記録すること
に主眼を置く技術であるという点で異なっている．
以上をまとめると，本論文ではウェアラブルセンサを「身につけて持ち歩くこと
のできるセンサあるいはセンシング機能を有するもの」として定義する．また，ウェ
アラブルセンサを利用した行動認識はその他の行動認識技術と比較して次のような
特徴がある．
ウェアラブルセンサを利用した行動認識の特徴✓ ✏
1. ユーザと行動（観測データ）が紐づくデータを対象とする
2. プライベートな空間における行動の記録を目的とする✒ ✑
また，このようなデータを対象とする性質上，認識精度を高めるだけでなく，プラ
イバシーへの配慮が必要となる点がウェアラブルセンサによる行動認識の技術的な
特徴である．
やや区別が曖昧な例として，ウェアラブルセンサと環境埋込み型センサを併用し
ている場合がある．例えば，Pansiotらはヘルスケアモニタリングシステムを作る上
でウェアラブルセンサで認識できない行動を識別することを目的に環境に埋め込ん
だセンサのデータと組み合わせることを提案しその有効性を検証している [30]．た
だし，これらのようにウェアラブルにおける行動認識の精度を向上させる目的で環
境埋込み型センサを利用する場合上記に述べたようなウェアラブルセンサを利用し
た行動認識の特徴を基本的には含む．そのため，本論文ではウェアラブルと環境埋
込み型センサを併用する場合はその目的がウェアラブルセンサによる認識精度の補
完である場合にはウェアラブルセンサによる行動認識の対象として扱う．
ウェアラブルセンサを利用した行動認識により実現されるアプリケーションの代
表的なものには次のようなものがある．
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活動量計
すでに実用的に利用されているアプリケーションの事例としては活動量計がある．
Joubone Upなどのリストバンド型のセンサやApple WatchやWena Watchなどの
スマートウォッチ，あるいは iPhoneなどのスマートフォンなどの多くで活動量を計
測・可視化する機能を有している．また，計測した活動量を単に可視化するのみな
らず，その活動量の履歴から運動に関するアドバイスを行うようなシステムも存在
する．
ヘルスケア
ヘルスケアは，ウェアラブルセンサを利用した行動認識の最も主要な応用先の 1
つでありさまざまなアプリケーションが提案されている．Sungらは，パーキンソン
病患者のモニタリングやてんかん性発作 (epileptic seizures)の検出を試みている [2]．
Steeleらは，慢性閉塞性肺疾患 (chronic pulmonary disease) 患者の行動をセンサか
ら認識することで，リハビリテーションの補助や研究による病理理解を補助するこ
とを提案している [3]．あるいは，肥満患者の計測した行動履歴を元にライフスタイ
ルや行動の改善など治療の補助に利用するシステムも提案されている [4, 5]．身体的
なデータのみならず，Ertinらは，音声センサや加速度センサ，心拍センサなどを利
用してユーザのモニタリングを行うことで，そのストレス状態を 90%以上の精度で
推定可能であることを示している代表的な調査論文として，[31]がある．
デッドレコニング
近年注目を集めている応用先の 1つに，デッドレコニング (dead reckoning)がある
[32]．デッドレコニングとは，加速度センサやジャイロセンサ，気圧センサなどを利用
してユーザの動きから相対的な移動距離を推定することでユーザの位置を推定する技
術であり，特に屋内などGPSが利用不可能な場所における位置測位を実現する技術
として期待されている．デッドレコニングはユーザの行動から相対的な位置を推定す
るものであり絶対的な座標をそれだけから推定することはできないが，Wi-Fiなどの
その他の位置測位手法を組み合わせることで座標情報を推定することができる．2015
年に行われたUbiComp (International Conference on Ubiquitous Computing) では，
14
デッドリコニングに関するチャレンジ (Ubicomp/ISWC 2015 PDR Challenge1) が
行われ，100名以上の参加者が参加している．
実世界マイニング
実世界マイニングとは，通常のセンサでは計測できない現実世界の状態を何らか
の形で計測し情報を取り出す仕組みのことである．WebマイニングがWebを観測し
情報を取り出すことを指すのに対して，実世界マイニングは実世界を観測し情報を
取り出す研究である．行動認識によって得られる情報は，あるユーザがどこで何を
していたかという情報であり，実世界マイニングの重要な情報の 1つとして認識さ
れている．代表的なアプリケーションとしては，ユーザの移動先推定に基づく混雑
予想システムや，病院における看護士の行動のセンシングに基づく最適行動パター
ンの提示システムなどがある．
このように，ウェアラブルセンサを利用した行動認識に基づくアプリケーション
は多様であり，種々のアプリケーションにおいて認識した情報をどう活用するかにつ
いてはアプリケーションによる個別性が高く一般的な技術開発は難しい．一方，い
ずれの応用領域においても共通する一般的な流れと，ウェアラブルセンサを利用し
て実空間における人間行動を計測するという目的から生じる共通の難しさが存在し
ている．以降，まず 2.2節ではウェアラブルセンサを利用した行動認識の一般的な
流れを整理する．この一般的な流れをふまえて，2.3節以降ではウェアラブルセンサ
を利用した行動認識モデルを評価する軸として，本論文が扱う認識精度およびにプ
ライバシーへの配慮の観点に関連する既存研究について述べる．
2.2 ウェアラブルを利用した行動認識モデルの構築方法
ウェアラブルセンサによる行動認識は，パターン認識問題 [33]や記号推論の問題
として扱われる場合もあるが，最も一般的にはある時刻 tにおけるセンサデータを
入力Xにとりその時刻 tにおける行動 yを予想する教師あり学習問題としてとして
定式化される．文献によりやや用語の用いられ方は異なっているものの，行動認識
モデルの学習は一般に次に示すような手順で行われる（図 2.1）
1http://pdr.hasc.jp/
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センサによる
観測 セグメンテーション 特徴量への変換 分類器の学習
加速度センサ
ジャイロ
GPS
NN, Naïve Bayes,
SVM, CRF, HMM
など
スライディング
ウィンドウ
時間特徴量
周波数特徴量
表現学習
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k 0.2 0.1 … 1 Walking
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学習
モデル
minimize L(fy; D) 
分類器
図 2.1: ウェアラブルセンサを利用した行動認識モデル構築の一般的な流れ．
1. センサによる行動の観測：ウェアラブルセンサを利用してある時刻における
ユーザの行動を計測した観測値Xを得る．
2. セグメンテーション：観測信号を機械学習で扱いやすいようにセグメント Sk
に分割する．
3. 特徴量への変換：セグメント Skを何らかの特徴ベクトル rkに変換する．
4. 分類器の学習：獲得された特徴ベクトルと行動ラベルのペア{rk, yk}(k = 1, 2, · · · )
を利用して，rkから ykを予想するためのモデルを学習する．
以降それぞれの観点について説明する．
2.2.1 センサによる行動の観測
行動認識の定義上自明であるが，まず最初のステップはセンサによる行動の観測
である．以降，観測されたセンサデータの系列を
X = [· · · ,xt,xt+1, · · · ]
と表記する．ただし，xtは時刻 tおける複数のセンサによる観測値である．例えば，
3軸加速度センサを利用する場合には xtの次元は 3であり，3軸加速度センサに加
えて 3軸ジャイロセンサを利用する場合にはその次元数は 6である．実際のところ，
センサによるサンプリングレートの違いや複数のセンサを利用する際の同期をどの
ように行うかという問題があるため観測時刻 tや観測数はセンサによりばらつく可
能性もあるが，以降の議論に影響しないため補完などの方法により各センサの観測
時刻 tおよびに観測数は同一になっていると考える．
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一般に，利用するセンサにより観測可能な情報は異なるので，アプリケーション
目的に応じたセンサの選択が必要となる．ウェアラブルセンサによる行動認識で利
用されるセンサには大別すると次のようなものがある．
加速度センサ
ウェアラブルセンサを利用した行動認識を行う場合に最も利用されるのが加速度
センサである．特に，歩く，走る，座る，階段を登るなどの基本行動をはじめとし
た物理的なユーザの行動を推定する場合によく利用される．加速度を利用した行動
認識を行っている研究としては，例えば [34, 35, 36, 37]などがある．
ジャイロセンサ
ジャイロセンサとは，別名角加速度センサとも呼ばれるセンサであり，物体の角度
や各加速度を計測するのに適しているセンサである．行動認識の分野では特にユー
ザの姿勢推定 (pose estimation) によく利用される [38]．また，加速度センサとの組
み合わせて利用されることが多い [39, 38, 40]．
GPS
本論文では実例としては扱わないが，GPS (Global Positioning System) を利用し
た行動の認識もよく行われている．特に，行動認識がジェスチャや身体の動きなど
の身体の行動を検出することを主な目的とするのに対して，GPSによる行動認識で
は移動モードの推定などより高レベルの認識が行われることが多い．
生体センサ
上記のセンサに比べると最近になって利用が始まったセンサの 1つが生体センサで
ある．生体センサは多種多様であり，例えば血圧センサ，心拍センサ，EEG，ECG，
呼気センサなどがある．例えば，Sungらは，兵士の体温をモニタリングし低体温を
検出するシステムを提案している [41]．Hossainらは，呼気センサを利用して喫煙行
動を検出しユーザに対するフィードバックにより喫煙を抑制するシステムを提案し
ている [42]．
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2.2.2 セグメンテーション
セグメンテーションとは，生のセンサデータを理想的には各セグメントが異なる
行動の情報を含むように分割するプロセスのことを指す．セグメンテーションは後
に行う分類タスクにおいて有用であるだけでなく，センサに変化が少ない場合など
認識する必要が無いと思われる場合に分類を行わないなどバッテリー消費を抑える
目的でも利用される．セグメンテーションでは，何らかの前処理を行われたXから
系列をサブ時系列 Skを切り出す．
Sk = [xt, · · · ,xt+L−1]
ここで，Lは切り出す系列の長さであり，Skは理想的には何らかの行動と対応する
時刻部分をXから切り取ったものである．
ただし，実際にはセグメントは行動やコンテキストを認識するための前段階とし
て行うものであるから，この段階で行動をセグメントすることは一般には難しい．
そのため，前から少しずつずらしてデータを切り出すスライディングウィンドウ方
式 (sliding window procedure) が最もよく利用される [25]．スライディングウィン
ドウ方式とは，長い系列を前方から順に固定長の窓を徐々に時刻方向に滑らしてい
くことにより複数のサブ時系列を切り出す方法である．このようにして得られた各
Skに対して，それぞれ次ステップの特徴抽出を行う．
2.2.3 特徴量への変換
特徴量への変換ステップでは，切り出されたされた系列データSkを何らかの関数
により認識したい行動を識別しやすいようなデータ表現に変換する．一般に，行動
認識に限らず機械学習を利用する多くのタスクにおいて特徴量の設計はその認識精
度に大きな影響を与えるプロセスであることが知られている．例えば，複数の特徴
量で定義される特徴空間において，同じ行動は近くに集まり異なる行動は遠く離れ
るような特徴量を定義することができればその分類を行うことは簡単である．一方
で，特徴空間で複数の行動が同じような特徴量を取る場合，基本的にはどのような
分類器を利用するかにかかわらずその分類は難しい．本論文が取り扱う表現学習は，
従来的な機械学習が特徴量への写像関数 f を人手で設計するのに対して，何らかの
目的関数を最適化するような関数 f をデータから発見する方法である．ウェアラブ
ルセンサを利用した行動認識に対して表現学習を適用した事例はいくつか存在して
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いるものの，殆どの研究は人手による特徴設計を利用している．ここでは人手によ
り経験的に設計されたきた特徴量の代表的な例に言及する．
特徴量への変換の工程は定式的には，
rk = F(Sk)
のように各セグメントSkに対して何らかの関数による変換を加えることである．こ
こでF は何らかの特徴抽出器，あるいは特徴抽出器の組み合わせである．行動認識
においてよく利用される特徴量には例えば次のようなものがある．
時間領域統計量
最もよく利用されるのは各信号系列の各セグメントの各入力チャネル（例えばX
軸加速度，Y軸加速度など）ごとの時間領域における統計量である．例えば，平均，
標準偏差，最大値，最小値などが用いられる．統計量は計算コストおよびに必要な
メモリも少なく，また加速度センサやジャイロスコープなどさまざまなセンサで利
用される．特に，運動強度により識別が可能な場合には時間領域統計量がよく利用
される．
相関係数
相関係数は 2つのベクトルの類似度を表す指標であり，corrx1,x2 =
cov(x1,x2)
σ1,σ2
によ
り計算される．ただし，x1およびに x2はセンサの系列であり，cov(x1, x2)は x1と
x2の分散共分散行列，σ1およびに σ2はそれぞれ x1と x2の標準偏差である．
相互相関係数
複数のセンサのデータ間の関係を捉える特徴量として，相互相関が利用される．
相互相関は，2つの信号の類似度を図るためによく利用される指標である．相互相
関は，次のように 2つの信号のドット積の最大値として得られる．
CrossCorrelationx,y =
n−1
max
d=1
(
1
n
n�
i=1
xiyi−d)
典型的には，観測信号が k個のセンサであった場合そのペアワイズでの相関が利
用される．例えば，Veltinkらは 1軸加速度センサを利用して相互相関係数を利用し
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たテンプレートマッチングを行うことで立つ，座る，寝そべる，歩く，階段をのぼ
る，降りるなどの行動を識別する方法を提案している [43]．
Empirical Cumulative Distribution Function (ECDF)
比較的近年提案された方法として，ECDFと呼ばれる方法がある．ECDFとは
Empirical Cumulative Distribution Functionの略であり，日本語に訳すと経験累積
分布関数となる．この関数では，あるセグメント内の累積分布を得られた代表点に
より近似的に表現する．例えば，ベクトル z = [z1, z2, · · · , zn]が与えられた場合，
ECDFは次の値で計算される要素のベクトルにより表される．
ECDFn(t) =
1
n
n�
i=1
1zi≤t
ただし，1Aは事象Aが満たされている場合に 1を満たされない場合に 0を返すイン
デックス関数である．ECDFでは，複数の tにおいて上記の値を計算したベクトル
を作成する．
ECDFは，Plo¨tzら [12]により初めて提案され，Hammerla [11]らにより複数の
データセットでの有効性が検証されている．詳細は，[11]を参照されたい．
周波数領域特徴量
ここまでは時間領域においてそのまま特徴量を計算する特徴量であったが，時間
領域でそのまま特徴量を計算するのではなく高速フーリエ変換 (Fast Fourier Trans-
formation, FFT) などを利用して一旦周波数領域に変換した上で特徴量を計算する
場合もある．例えば歩き動作や走り動作などの一部の行動は繰り返し動作の場合に
は特定の周波数成分が現れやすくなると考えられ特に有効である．周波数成分への
変換に最もよく利用されるのは高速フーリエ変換であるが，種々の母関数を利用し
たウェーブレット変換も利用される [44, 45]．
周波数領域における各周波数成分の強さ (周波数計数) が直接利用される [46]こと
もあるが，直流成分の強さ [34]，エネルギー [47]，エントロピー [34]などが利用され
ることもある．
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2.2.4 分類器の学習
最後の工程が分類器の学習である．ここでは，ここまでの手続きにより計測され
た生データから算出された特徴量 rと行動のラベル yを利用して，特徴量とラベル
の対応関係を学習する．対応関係がどのように表わされるか (関数 y = f(r)として
表わされるか，事後確率 P (y|r)として表わされるか，あるいは P (r)もモデル化す
るか) ，最適に利用される目的関数などは選択する分類モデルにより異なるものの，
基本的には通常の教師あり学習の問題として定式化できる．そのため，基本的には
既存の機械学習アルゴリズムの適用が主であり新しいアルゴリズムの開発が行われ
ることは多くない．よく利用される認識アルゴリズムとしては，決定木，k近傍法，
ニューラルネット，SVM，隠れマルコフモデル，Conditional Random Fieldなどが
あり [25, 23]，各アプリケーション開発時には種々のアルゴリズムを比較して選択す
ることが行われている．
分類モデルの学習にまつわる問題として，ラベルデータをいかに入手するかとい
う問題がある．特に訓練データセットを実験環境で作成する場合，ラベルデータの
作成には実験時に作成した動画が利用されることが一般的である．画像認識や音声
認識などの領域と比較して，ウェアラブルセンサを利用した行動認識におけるラベ
ルデータの確保は難しい．この難しさは，次のような理由によるものである．
• 解釈困難性．画像であれば視覚的に，音声であれば聴覚的に人間が判断可能で
ある．そのため，画像や音声は観測信号のみから事後にラベル付けが比較的容
易である．一方，ウェアラブルセンサを利用した行動認識でよく利用される加
速度センサやジャイロスコープは，その信号のみから事後にラベル付けを行う
ことは困難である．
• プライバシー．実環境におけるラベルの取得に動画を利用することは，ウェア
ラブルセンサによる行動認識の持つプライバシーへの配慮という性質と相反
するものであり通常は難しい．
• 正例観測の難しさ．例えば，転倒検出を行いたい場合に転倒に対する教師デー
タを取得するには実際に転倒してもらう必要がある．擬似的なデータであれ
ば例えばマットレスを用意して安全な環境で転倒してもらう等のことが考えら
れるが，より自然なデータを記録しようとすると転倒の観測回数は限られる．
そのため，実環境で取得が困難なデータが存在する．
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これらの理由から，画像認識や音声認識などと比較してラベル付きデータの確保は
難しく，それゆえいかに限られたデータから効率的に学習するかが重要となる．
2.3 ウェアラブルを利用した行動認識モデルの評価
2.3.1 ユーザ独立認識精度とユーザ依存認識精度
ウェアラウルセンサによる行動認識モデルの目的は行動を高精度に識別すること
であり，どの程度正確に行動を認識できるのかが第一の評価指標になる．ウェアラ
ブルセンサによる行動認識モデルを評価する場合，どのようなユーザを認識対象と
するかによってユーザ独立認識と呼ばれる問題設定とユーザ依存認識と呼ばれる問
題設定に分類される．ユーザ独立認識は，モデルの学習にデータが利用されていな
いユーザを含む不特定ユーザの行動を認識することを，ユーザ依存認識はモデルの
学習にデータが利用された特定のユーザ群の行動を認識することを目指すものであ
る．例えば，モデルの学習に利用可能なユーザとしてA, B, Cがいる場合を考える．
この時，ユーザ依存認識はA, B, Cのみを認識対象として考えるような問題設定で
ある．ただし，これは全データが観測可能であるということではなく，A, B, Cの
ユーザに対して得られる新たなデータに対する認識精度を検証する設定であること
に注意されたい．一方ユーザ独立認識は，A, B, Cだけではなく学習時には存在し
なかった，あるいは学習データが得られないようなユーザD, E, F, · · · も認識対象
として考慮するような問題設定である．
行動認識においてこれらが明確に区別される理由は，主に適用可能範囲の違いと
難しさの違いにある．まず，認識精度の観点ではユーザ独立認識はユーザ依存認識
とくらべて著しく低いことがいくつかの既存研究により報告されている．以下にい
くつかの研究事例を列挙する
Baoらは 20名の行動データセットを利用した認識実験を行い，ユーザ独立認識と
ユーザ依存認識の認識率の観点から見た比較を行っている [34]．認識対象としては，
歩く，座る，立つ，テレビを見る，エレベータに乗るなど合計 20個の行動を対象に
している．結果として，同程度のデータ量を利用する場合にはユーザ依存認識の方
が認識精度が高いことを報告している．
Weissらは，59名の歩く，ジョギングする，階段をのぼる，座る，立つ，寝そべる
の 6つの行動合計 9,291個のサンプルを利用した実験によりユーザ独立認識とユーザ
依存認識の精度を比較している [48]．分類器としては，WEKAに搭載されているア
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ルゴリズムを対象としており，J48やランダムフォレストなどの決定木，ニューラル
ネット，ナイーブベイズ，ロジスティック回帰など合計 8種類の手法で検証している．
結果として，ユーザ依存認識においてはニューラルネットが最もよく 98.7%（ユー
ザ依存認識では 67.8%）である一方でユーザ独立認識においてはランダムフォレス
トが最もよく 75.9%（ユーザ依存認識では 98.4%） であったことを報告している．
類似した研究として，Laneらは 50名の行動データセットを 20代 30代のデータと
65歳以上のデータセットに分けて分析を行っている [37]．具体的には，20代 30代
のデータにより訓練した認識モデルの精度を同じ 20代 30代のユーザのデータの識
別に利用する場合と 65歳以上の行動を識別する場合とで認識精度を比較している．
結果，20代 30代に対しては 80%から 90%達成するモデルが 65歳以上のユーザに対
しては 65%程度まで認識精度が低下することを報告している．
これらの研究はいずれも，ウェアラブルセンサにより観測される値はユーザに関
する何らかのバイアスを持ったものであることを意味している．すなわち，同じ行
動をする場合でもその行動に対応した観測値がどのようになるかはユーザにより異
なる．
そのためユーザ依存認識は認識精度の観点からすると優位であるものの，ユーザ
依存モデルを利用した認識を行うためには認識したいユーザごとにラベルデータを
確保する必要があるという問題がある．特に多くのユーザを認識対象とするアプリ
ケーションではコストやプライバシーの観点から現実的にはそれぞれのユーザに対
してラベルデータを確保することは難しい場合が多い．そのため，多くのユーザの
行動を認識するようなアプリケーションを想定する場合にユーザ依存認識は適用困
難である．そのため，ユーザ独立認識の精度を高める仕組みが必要とされている．
また，認識モデルをどのように構築するかにより行動認識システムは次の 3つに
大別することができる．第 1に個人モデル (personal model)とは，特定の 1人のユー
ザで訓練されたモデルのことである．例えば，ユーザAの行動を識別したい場合に
はユーザAについて集めたデータのみを利用して学習を行うという方法である．個
人モデルは各個人の特徴を捉えたような識別を行えば良いためユーザに関する汎化
性能が求められない分認識精度は比較的高くなる一方で，認識対象とするユーザそ
れぞれにラベル付きデータが一定量必要となる．
第 2の，非個人モデル (impersonal model)とはなるべく多くのユーザのデータを
利用して学習されたモデルのことである．例えば，ユーザ A，B，Cの学習データ
がある場合に個人モデルのアプローチを採用する場合にはユーザ A，B，Cそれぞ
れのデータを作って 3つの異なるモデルを構築するのに対して，非個人モデルのア
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プローチを採用する場合にはユーザA，B，C全員分のデータを利用して 1つのモデ
ルを構築する．なお，ユーザ依存認識の設定で利用される場合ハイブリッドモデル
(hybrid model) と呼ばれることもある．これまでに述べたユーザ独立認識とユーザ
依存認識に関する比較実験を始めとして，ユーザ独立認識を行う場合には非個人モ
デルが最もよく利用されている．実際のところ，非個人モデルが認識精度の学習時
に含まれないユーザに対する認識精度の観点で優れているかどうかは自明ではない
ものの，ユーザ独立認識の場合に非個人モデルが個人モデルより好まれるのには次
のような理由がある．
第 1に非個人モデルは個人モデルより大規模なデータにより学習することができ
る．例えば，10人分の学習データがそれぞれ 1時間ずつある場合，個人モデルはそ
れぞれ 1時間のデータで訓練したモデルを 10個作成するのに対して，非個人モデル
では 10時間のデータを利用して訓練することができる．あるいは，同じ時間に絞る
場合はデータの取得コストを複数のユーザに分散することができるため効率が良い．
第 2に，特にモデルの表現力が限られている場合，すなわち効率的に学習データを
分類するような規則を獲得する必要がある場合，非個人モデルは学習データに含ま
れる複数のユーザのデータ共通に利用可能な規則を学習する必要がある．あるいは，
モデルの表現力が十分にある場合にはいずれのユーザでも認識できるような複雑な
規則を学習することができる．
一方，すでに見たように非個人モデルは個人モデルと比較して通常認識精度の観
点で著しく劣ることが知られている．この理由はいくつか考えられるが，その理由
の 1つに特徴量のユーザ依存性が考えられる．特徴量がユーザ依存していることが
認識精度に与える問題について，学習に利用するユーザが 2人（赤及びに青）で，認
識したいユーザが 1人（緑） ，認識対象の行動が 2クラス（ダイヤモンド図形およ
びに丸型図形）の場合で例示する (図 2.2) ．ここで，点線は擬似的に記した分類超
平面を表しており，訓練ユーザに対しては 100%の精度となるようなものである．一
方，この平面は緑ユーザのサンプルに重なっており，緑ユーザに対してはあまり良
い認識精度を達成しないことがわかる（実際には 70%） ．
この例は擬似的な例であるが，Laneらは実データを利用した検証により特徴量の
ユーザ依存性は実データにおいても存在することが報告されている [37]．具体的に
は，先ほどと同様のデータを利用した 50名の行動データセットを利用して，20代
30代が歩いている時の特徴量と 65歳以上の歩いている時の特徴量をプロットして
比較し，両者の特徴量がほとんど重ならないことを報告している．特徴量としては
先行研究 [49]で利用されている行動認識に有効であることがすでに検証済みのもの
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ユーザ 1 ユーザ 3
行動 1
行動 2
超平面の 1例
図 2.2: 特徴量のユーザ依存性がもたらす問題．赤，青，緑がそれぞれ異なるユーザ
を，ダイアモンド型のサンプルが行動 1，丸型のサンプルが行動 2，また点線が赤青
ユーザに対して 100%の精度で認識可能な超平面の 1例を示している．
図 2.3: 特徴量のユーザ独立性がもたらす利点の概念図．
を利用し，主成分分析により 2軸に変換して可視化したと記述されている．詳細は
[37]の Figure1を参照されたい．
逆に，ユーザに依存せずに同じような値を取る特徴量を利用することができれば，
この問題は軽減することができる．図 2.3に，同じデータ例を利用して，ユーザに
依存しない特徴量を利用することの利点を説明する．点線は，先ほどの場合と同様
に擬似的に記した分類超平面であり，訓練ユーザに対しては先ほどと同様 100%の精
度である．また，先ほどは緑ユーザに対して認識精度が大きく劣化していたが，今
回の場合は 90%の認識精度となる．このように，ユーザ依存性の低い特徴を利用す
ることで，すでに学習された分類規則がその他のユーザに対しても適用可能になる
蓋然性は高く，結果として不特定ユーザに対する認識精度の改善にも繋がると期待
できる．
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特徴量の観点から非個人モデルを考えると，より多くのデータを利用して学習す
る非個人モデルは特徴空間中のさまざまな場所を網羅するようなデータを使用して
学習を行うことを意味する．実際，特徴量の全空間を学習データが網羅しており，か
つ学習データに対して良い認識精度を達成するようなモデルが学習できれば，その
ようなモデルは多くのユーザの行動を認識できる可能性は高いため，学習に利用す
るユーザ数を増やすことは理にかなっている．一方で，このアプローチは 2つの意
味で限界がある．
第 1に，特徴量空間Rの広さである．特徴量空間Rの次元は，特徴量として利用
する数により決まる．そのため，認識に利用する特徴量を増やせば増やすほど特徴
空間Rは広くなる．特徴量は増やせばいいというものではないため，実質的には何
らかの数で抑えられるものであるものの，特徴量が少なすぎれば高い精度で認識す
ることは難しくなる．特徴量空間Rの広さは，特徴量の次元に従い指数関数的に増
加していくため，網羅することは難しい．そのため，特徴空間を網羅するようなデー
タを集めることは少なくとも非常に難しい．
第 2に，仮に多くを網羅することができたとしても，幅広く分布した特徴空間を
正しく分離するような平面を学習することは難しい．すなわち，ユーザを増やせば
増やすほどその入力と出力の対応関係が複雑になる．例えば，Ogawaらは，ユーザ
独立モデルの学習に利用するユーザ数を 1人から 60人まで増やしてその認識精度の
変化を比較し，40人以上を増やしても認識精度は大きく改善しないことを報告して
いる [50]．そのため，そもそも学習に含まれる全ユーザに対して一定以上の認識精
度を持つような非個人モデルを学習させることは少なくとも表現力の小さなモデル
では難しい．
個人モデルと非個人モデルの中間的なモデルとして，個別化モデル (personalized
model) がある．ユーザ独立認識の精度を高めることはアプリケーションを提供可
能な潜在ユーザを広げることになるため実用上重要であるが，行動の仕方はユーザ
ごとに異なることから単一の非個人モデルにより認識精度を担保することは難しい
場合が多い．個別化モデルとは，何らかの方法により取得した特定ユーザのデータ
（一般的にはごく少数のラベルづきデータやユーザの属性情報）を利用して，学習
済みのモデルを微調整することで特定のユーザに対して特化するように修正された
モデルのことを指す．このように，学習済みのモデルを修正する技術はユーザ適応
(user adaptation) と呼ばれ近年注目されている．言い換えると，ユーザ適応は別の
ユーザ群のデータで学習された知識を利用することでデータが限られたユーザに対
する認識精度を高めるための方法であり，転移学習の一種として捉えることができ
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る．ユーザ適応を行う利点としては，主に次の 2つである．
まず第 1に，非個人モデルと比較すると，個人に適合するように修正されたモデ
ルであるため，より正確な認識が期待できる．第 2に，個人モデルと比較するとユー
ザごとに用意する必要のあるラベルは少数ですむ．すなわち，学習済みの非個人モ
デルの知識を利用するため，データが少ないユーザに対しても正確な認識ができる
ことが期待できる．
ユーザ適応に関する具体的な研究として例えば，Fosterらは，行動認識の結果に対
するユーザのフィードバック情報を利用してサンプルの重みを変更する Incremental
KNNを提案している [51]．Parkkaらは，あるユーザのデータで訓練された決定木
の分類規則 (閾値) を新しいユーザの教師ありデータを利用して修正することでパー
ソナライゼーションを行う方法を提案している [52]．Zhaoらは，教師ありデータを
利用しない方法として k平均法によるクラスタリングを利用して決定木の規則を更
新する方法を提案している [53]．Hachiyaらは，学習データのあるユーザと教師付き
データのないユーザの違いをドメインの違いであると捉え，ドメイン適応の手法の
1つである共変量シフト仮定に基づいたサンプルへの重み付けを通じて教師データ
の無いユーザに対する認識精度を改善する方法を提案している [54]．また，Reissら
はより複雑なモデルに対するパーソナライゼーションをモバイル端末側で行うため
の方法として，アンサンブル学習した複数のモデルの重み付けのみを新しいユーザ
のデータで更新する方法を提案している [55]．
2.3.2 プライバシーへの配慮
行動認識モデルを評価する上で認識精度の他に重要な観点としてプライバシーへ
の配慮がある．歴史的に見ると，プライバシー保護に関する研究の多くはユーザの
属性情報に関するデータベースや，あるいは位置や音声などの直接人間が解釈可能
なデータに関するものであった．しかし，アルゴリズムの進歩により認識精度が高
まるにつれてその他のセンサに関するプライバシーへの配慮の必要性が認識され始
めている．行動認識を利用したアプリケーションではユーザの同意に基づくデータ
の収集・解析・共有が前提となるため，プライバシーに配慮することはアプリケー
ションの利用者を増やし価値を高めるために重要である．
ウェアラブルセンサによる行動認識は加速度センサなどの生データを観測するセ
ンサを身につけて行動を計測するという性質上，次の 2つの問題を含みうる．
第 1に，ユーザと行動が直接紐づくという問題である．これは，ヘルスケアなど
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のサービスを行う上では必要であるものの，データベースが漏洩すると特定のユー
ザがどのような行動をしたかが漏れ無くわかってしまう．そのため，多重仮名など
の技術的な対策が必要となる．
また，多重仮名などの対策を行っていた場合でも，データベースに存在するその
他の要素からユーザが識別できる可能性がある．データベースのうち特定の要素あ
るいは複数の要素の組み合わせによりユーザの識別が可能であるとき，そのような
組み合わせは一般に擬似 IDと呼ばれる．疑似 IDの最も有名な例として，例えば米
国のデータでは（性別，生年月日，住所の郵便番号）の 3つの情報のみから全国民
の 85%が一意に絞りこめると推定されている．
このようなデータベースに入ったテーブル上のデータからのプライバシー漏えい
を避けることに対する技術的対策は，プライバシー保護と呼ばれる領域で 2002年頃
から行われてきた．代表的な手法としては，匿名化，差分プライバシー，検索クエ
リ監査，暗号計算などの技術がある．それぞれ異なる目的をもつ技術であるが，基
本的に行動認識問題においても同様の手続きが適用可能であり，行動データに対し
ても同種の手続きを加えることでプライバシーの保護を行うことができる．
より新しい指摘として，生データの持つ情報量の大きさに起因する情報暴露の可
能性の危険性が指摘されるようになった [56, 57, 58] これは，アルゴリズムやさま
ざまな実証実験により生データからユーザの行動や心理状態，あるいは属性までも
が抽出可能であることがわかりはじめたことにより生じた比較的新しい問題である．
Raijiらは生データからの情報暴露の危険性がプライバシーの新しい問題であること，
またその危険性が一般にユーザにあまり認識されていないことをアンケート調査に
より検証した [56]．HanらやChakrabortyらは，加速度センサは位置情報の推定や
あるいはパスワードの推定に利用可能であるにもかかわらず画像情報や音声情報と
は違い保護されておらず，アプリケーション開発者が自由にアクセスできることへ
の危険性を指摘している [59, 60]．
ユーザのプライバシーに関わりそうな情報の推定事例として，例えばBrdarらや
Itayらは，加速度センサの値を含むモバイルデバイスにより計測可能な素性から性
別や年齢などの属性情報の推定を試みている [61, 62]．Hanらは，位置情報が仮に利
用不可能であったとしても加速度から復元した情報のみで 200m程度の誤差範囲で
位置情報の推定が可能であることを報告している [59]．Owusuらは，加速度センサ
により抽出した特徴を利用することでスマートフォン上の画面の触れられているか
を推定可能であることを確認し，パスワード流出などの危険性に言及している [63]．
Plarreらは，EEGやRIP (respiratory inductive plethysmograph)により計測したセ
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ンサの観測値とユーザがレポートするストレス度合いに相関がある (0.71) ことを報
告している．また，ヘルスケア領域に関するアプリケーション事例の項目でも述べ
たように，さまざまな研究で加速度センサから健康状態を示しうる行動が推定可能
であることを報告している．
この問題に対する技術的対策として，Chakrabortyらはセンサから推定されうる潜
在的な情報をユーザに提示することで，ユーザがプライバシー情報の漏洩リスクを
管理しやすくなるような仕組みを提案している [60]．Choiらは，ユーザのデータを
中央集権サーバにすべて集めるような方法に対して，ユーザのデータを分散させた
上でユーザがその嗜好に応じてどの情報を渡すかを動的に決定できるようにする方
法を提案している [64]．Choiらの方法は，データの所有権がユーザあることを担保し
ようとするという意味で，カプアキンらが提唱するプライバシーデザイン (Privacy
by Design) [65]の思想に近く興味深い．情報のコントロール権はプライバシーの基
本的な考え方の 1つであり，収集されたデータのコントロール権をどのように担保
するのかというのは技術的には重要な問題である．
一方，この問題の難しい点の 1つは，プライバシーに対する保護の強さとデータ
の価値が究極的には相反する関係になることである．例えば，Chakrabortyらの方
法により特定のセンサの利用を停止することは可能であるが，その場合特定のサー
ビスが受けられないことを意味する．これはChoiらの方法も同様である．
この問題への解決策としてRaghavanらは，ユーザの状況に応じたプライバシー
コントロールを提案している [66]．これは例えば，ユーザが病院付近にいる時にはそ
の情報を欠落させるといった対策であり，ユーザがどのようなコンテキストにおい
てどのようなセンサの情報をアプリケーションに公開するかを細かく指定した上で，
コンテキストの推定を行うことで実現できる．この方法では確かにプライバシーと
情報の価値のバランスをコンテキストという条件付けの中で調整できるため従来法
より柔軟ではあるものの，基本的に問題の本質は変化していない．
もう 1つの方法として，Chakrabortyらは特徴量を難読化 (obfuscation) すること
を提案している [67]．具体的には，特徴量をすべて使うのではなく本当に予測した
い（あるいは予測することをユーザが同意した）情報の予測は可能だが機微情報の
予測は難しくなるような特徴量を選択する方法を提案している．このような特徴量
を設計することができれば，単にセンサを利用するかしないかという粒度ではなく
ある特徴を利用するかしないかというより細かな粒度でプライバシー問題を考える
ことができる．
一方この方法ではそもそもの特徴量のセットとして開発者が設計した情報しか利
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用できないため認識精度に課題が残る可能性がある．また，表現学習の文脈では表
現は固定されたものではなく，学習されるものであり可変であるため直接特徴選択
の枠組みで議論することは難しい．本論文では特徴量の難読化を表現学習の枠組み
で実現する方法として，特定の因子（行動など）については予測精度を持ちながら
機微情報については予測精度を持たないような表現を学習する方法として定式化し
その有効性を検証する．
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第3章 ウェアラブルセンサを利用した
行動認識のための表現学習
2章では，本論文が扱うウェアラブルセンサによる行動認識について，その前提
知識を整理した．本章では，本論文がアプローチとして利用するディープネットに
よる表現学習について説明した後にウェアラブルセンサによる行動認識に対して表
現学習を適用する場合の論点について改めて整理し，4章以降の実験の位置づけに
ついて説明する．
本章では，まずはじめに表現学習およびに深層学習に関する一般的な知識を整理
する．次に，深層学習を本研究と同様のウェアラブルセンサによる行動認識問題に
対して利用した研究について説明する．これらを踏まえて，ウェアラブルセンサに
よる行動認識のために有用な表現学習技術を開発するための本研究の論点について
説明し，4章以降の実験の位置づけについて説明する．最後に，以降の章で利用す
るディープネットおよびに周辺の技術要素に関する前提知識を整理し，各研究への
導入とする．
3.1 表現学習と深層学習
Bengioらが指摘するように，機械学習の各種手法の成否はデータをどう表現する
かに依存している [10]．2.2節で述べたように，従来このデータを表現するかという
問題は，研究者やアプリケーション開発者が探索的に設計することで行われていた．
表現学習 (representation learning) は，データをどう表現するかを人間の探索に
よって決めるのではなくデータから獲得するというアプローチである．表現学習は
極めて概念的であり，その定義は難しいものの，本論文では「分類器や予測器を構
築しやすくするようにデータから表現を学習すること」を表現学習として定義する．
これはBengioらの表現学習における定義と同じである [10]．
類似した言葉として，深層学習 (deep learning) があるが，深層学習とは深さ（あ
るいは階層性）という多くの領域で重要となる表現に関するヒューリスティックを
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その学習に利用した表現学習として捉えられる．すなわち，深層学習とはデータか
ら表現を学習する上での効率的な手法の 1つとして位置づけられる．
定義からわかるように，表現学習の目的はその後に行う分類器や予測器の学習を
しやすくすることであるから，認識精度を高める表現がいい表現であると言える．
しかし，これはその認識精度をいかに高めるかということに対する情報は与えてい
ない．適切な表現を学習するという観点にたてば，認識精度を高めるような表現が
どのようなものであるかが重要である．Bengioらは，これが網羅するものではない
とした上で，一般に良い表現を学習する際に役に立つ priorとして次のようなもの
があると指摘している [10]．
1. 滑らかさ (smoothness)
2. 線形性 (linearity)
3. 複数の説明変数 (multiple explanatory factors
4. 因子 (causal factors)
5. 深さ，あるいは説明変数の階層構造 (depth, or a hierarchical organization of
explanatory factors)
6. タスク間での因子の共有 (shared factors across tasks)
7. 多様体 (manifolds)
8. 自然なクラスタリング (natural clustering)
9. 時空間的なコヒーレンス (temporal and spatial coherence)
10. スパースさ (sparcity)
11. 因子の依存関係の単純さ (simplicity of factor dependencies)
この中で，深層学習に最も関係が深いのが深さであり，さまざまな領域において
その有用性が検証されている．深い構造の有用性が示されている領域の例としては
次のようなものがある．
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画像認識関連
画像認識は初期の頃から深層学習の主要な応用先であり，現在も引き続き最も研
究が活発な領域である．深層学習が注目されるきっかけになった Hintonらの研究
[68]は，MNISTにおける認識精度において当時最高精度であった SVMを破ったも
のであった．
より複雑な例として，自然画像の認識においても2012年に ImageNetデータセット
を使ったコンペティションである ISLVRCでこれまでの 26.1%のエラー率を 15.3%ま
で低下させた [13]のを皮切りに，2015年には同タスクで人間を上回るエラー率を記
録した [15]．その他にも顔画像の識別においては 2014年に 97.35%の精度（それま
での認識精度の最高精度を 27%以上改良）するなど，人間とほぼ同程度の認識精度
を達成している [14]．あるいは，本稿でも利用する敵対的訓練を利用した研究事例
として，深層学習と敵対的訓練を組み合わせることにより画像を生成する研究が行
われている [69, 70, 71]．画像の生成という，これまで難しかったタスクに関しても
深層学習の利用によりその可能性が開けている ．
音声認識関連
音声認識において，従来的な 3層のニューラルネット (multi layer perceptron)
は音声認識に古くから利用されてきたが，通常その認識精度は隠れマルコフモデル
(Hidden Markov Model)とガウシアン混合モデル (Gaussian Mixture Model, GMM)
を組み合わせたHMM-GMMと比較すると見劣りするものであった．近年，より深
い構造を持つディープネットをGMMの代わりに利用することで単音認識や大規模
コーパスを利用した音声認識でGMMを上回る認識精度が達成可能であることがさ
まざまな研究により報告されている [72, 16, 73, 74, 75, 76]
音声を単純に認識する以外にも，音声合成の分野で深層学習が利用されている
[77, 78, 79, 80]．この分野で最も優れた研究結果として結果として，GoogleのDeep
Mindが開発したWaveNetは，音声信号をモデル化することによりアメリカ英語と
中国語の音声を合成するタスクで既存の手法を大幅に改良した．具体的には，合成
した音声が自然かどうかに関する主観的な評価で人間の発話との差を既存手法比較
で 50%以上も改良し，自然な発話や楽曲などを合成することができたことを報告し
ている．合成されたサンプル事例はウェブサイト 1にて再生することができる．
1https://deepmind.com/blog/wavenet-generative-model-raw-audio/
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また，マイクロソフトは 2012年に発表したMAVIS (Microsoft Audio Video In-
dexing Service) に深層学習を利用するなど，実社会での利用もすでに行われている．
ゲームエージェント関連
従来良いゲームエージェントの設計は，ゲームに有効な特徴を人間が機械可読な
形で設計することが必要でありさまざまなゲームごとに異なるエージェントを作る
必要があった．Mnihらが発表した論文 [17]では，画像認識と強化学習 (より具体的
には Q学習) を組み合わせることにより人間による特徴量の設計を介さずに Atari
の複数のゲームにおいて最もうまい人間を上回るゲームスコアを達成できたを報告
している．
ゲームエージェントとして代表的なもう 1つの例は囲碁に対して利用した例，い
わゆるAlpha-Goと呼ばれるものがある [18]．従来囲碁は，その探索空間の広さ (約
10360程度) や局面を評価する関数（評価関数，value function）設計の難しさから人
間のプロレベルには及ばない状況であった．Silverらは，深層畳み込みニューラル
ネットと自己対局，およびに探索を組み合わせることによりヨーロッパのトッププ
ロであるFan Huiに勝利したことをNatureの論文で発表した [18]．また，2016年 3
月には韓国のプロと対局し，5番勝負で 4-1でAlpha-Goが勝利した．
転移学習関連
これまでに説明した領域と明確に切り分けられる領域ではないものの，深層学習
を利用した研究が活発な領域の 1つに転移学習 (transfer Llarning) がある．転移学
習とは，別のタスクで獲得した知識（ニューラルネットで言えば重みやバイアスな
どのパラメタ）を新しいタスクに利用する枠組みである．転移学習自体の調査論文
としては，Panらのもの [81]が詳しい．特に，ニューラルネットでは事前に学習し
たネットワークの重みを再学習 (Fine-tuning) したり，あるいは複数のタスクを同時
に解くマルチタスク学習の形で実現されることが多い．また，入力分布の違いを修
正するドメイン適応の文脈においても深層学習が有効であることが報告されている
[82, 83]．
これらの分野はいずれも，特徴量の獲得に課題があった分野である．例えば，画像
認識や音声認識においては高次元な生データをどのように表現するかが課題であっ
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た．また，ゲームエージェントにおいても，例えばAtariのようなゲームではエー
ジェントがその画面の状態を自分自身では理解することが（すなわち適切に表現す
ることが）できず，囲碁では盤面の良さをロバストに評価することができないこと
が問題であった．転移学習も，他のタスクでも利用できるほど汎用性の高い表現を
獲得できないことが問題の 1つであった．本論文では，同様に表現の獲得に課題を
抱えるウェアラブルセンサを利用した行動認識タスクに深層学習を適用しその有用
性を検証するとともに，ウェアラブルセンサを利用した行動認識アプリケーション
上の問題を解消するための深層学習をベースにした手法を提案する．
3.2 ウェアラブルセンサを利用した行動認識に表現学習
を適用した既存研究
ウェアラブルセンサを利用した行動認識に対する表現学習の利用は，2011年に
Plo¨tzらが初めて提案した [12]のを皮切りに，特にニューラルネットの構造について
の比較が進められてきた．本節では，表現学習を同種のタスクに適用した事例につ
いて説明し，本論文の位置づけについて説明する．
Plo¨tzらは，ユビキタスセンサ（ウェアラブルセンサや環境埋込み型センサ）に
より計測された値から行動を推定する問題において，伝統的な方法の問題点が特徴
量をドメイン知識を利用して設計していることであると指摘し，初めて表現学習を
利用することを提案した [12]．Plo¨tzらは，1)複数のタスクに対して汎用的であるこ
と，2)ラベルデータに依存しないこと，3)大規模データセットによる利点を得られ
ること (一方で大規模性に過度に依存しないこと) ，4) 本質的な情報を提供するこ
と，5)実時間の計測に適用可能であること，の 5つの設計方針のもと，主成分分析
と，中間層を 2つもつ制限付きボルツマンマシン (Ristricted Boltzman Machine) を
利用した手法を提案した．提案した表現学習による方法と従来的な特徴量（時間統
計量及びにFFT係数）の認識精度を 4つの異なるデータセットで比較し，従来の特
徴量と比較して認識精度が改善することを報告している．
Vollmerらは，Plo¨tzらと同様の枠組みの中で教師なし学習により表現を獲得する
方法として，学習される表現がスパースになるような制約をかけることを提案して
いる [84]．Plo¨tzらと同じ 4つのデータセットで提案手法を評価し，3/4のデータセッ
トでスパース性の制約により認識精度が改善することを報告している．
Plo¨tzらやVollmerらの研究が教師なし学習をベースにした表現学習手法であった
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のに対して，Yangらは教師あり学習の手法である畳み込みニューラルネットを利
用した表現学習手法を提案した [19]．Yangらは，畳み込み処理により得られる局所
的な特徴やプーリング処理により得られる移動不変性，およびにそれらの積み重ね
により得られるさまざまなスケールの特徴が行動認識において重要であることを強
調し，主に画像認識で利用されてきた畳み込みニューラルネットをD次元の時系列
データから成るセンサデータに対して適用する方法を提案しその有効性を検証した．
具体的には，1)入力層，2)畳み込み層（畳み込み処理，プーリング処理，およびに
バッチ正規化）の繰り返しを 3層，3)センサを統合する全結合層，4)出力層の合計
6層からなる畳み込みニューラルネットを利用し，時間特徴量，制限付きボルツマ
ンマシンと比較し，提案手法により獲得される表現が高い認識精度を持つことを報
告している．類似した研究として，Zhngらも異なるデータセットにおける畳み込み
ニューラルネットを利用した際の有効性を報告している [85]．
教師あり学習を基本とした表現学習手法に関する別の研究として，Hammerlaら
は 4,000回以上におよぶ大規模な実験を通してニューラルネットの構造およびにハ
イパーパラメターが認識精度に与える影響を調査した [21]．具体的には，ニューラ
ルネットの構造として単純な全結合層を重ねた順伝播型ニューラルネット，Yangら
が利用したのと同様の畳み込みニューラルネット，時系列性を考慮したニューラル
ネットである LSTM (Long Short Term Memory) およびに b-LSTM (Bi-Directional
LSTM) を検討し，各モデルごとに学習率や正則化方法，モデル構造が認識精度に
与える影響を評価した．評価には 3つのデータセットを利用し，1)認識精度の最大
パフォーマンスでは多くの場合時系列性を考慮した方法 (LSTMまたは b-LSTM) が
良い認識精度となること，2)パラメタに対する安定性では畳み込みニューラルネッ
トが優れていること，3)重要なパラメタはモデルにより異なることなどを報告して
いる．
Hammerlaらと同様に再帰的な構造を取り入れた研究として，Ordo´n˜ezらは畳み
込み処理と再帰的処理を組み合わせた Convolutional LSTMを利用することを提案
し，Convolutional LSTMが CNNや LSTMを上回る認識精度を達成したと報告し
ている．[20]．
より応用に近い研究として，Hammerlaらは，実環境において得られたパーキン
ソン病の病状評価に深層学習を利用することを提案している [86]．具体的には制限
付きボルツマンマシンを利用したモデルと従来的な特徴量による認識精度を 34名の
パーキンソン病患者のデータセットを利用した実験により比較し，深層学習が実環
境において得られる信頼度の低いラベルデータを利用する場合でも既存の手法を上
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回る認識精度を達成可能であることを報告している．また，Sathyanarayanaらは，
加速度データから睡眠の質を予測するタスクに深層学習を利用することを提案して
いる [87]．具体的には，畳み込みニューラルネットと従来的な手法 (ロジスティック
回帰，SVM，ランダムフォレスト，アダブースティング) を比較し，畳み込みニュー
ラルネットが state-of-the-artな手法の認識性能を 8%程度改善すること，また畳み
込みニューラルネットの場合には従来利用されてきた前処理技術を利用しなくても
睡眠の質を正しく予測できることなどを報告している．
以上まとめると，これまでの研究により次のようなことが明らかになっている．
• 教師なし (制限付きボルツマンマシン) およびに教師あり (CNN, LSTM, b-
LSTM, Convolutional LSTM) の深層学習による方法が，従来利用されてきた
特徴量と比較して良い認識精度の達成に寄与しうること [12, 84, 19, 85, 21, 20,
86, 87]．
• 単純な歩行運動 (歩く/走る/寝る等) から睡眠の質，パーキンソン病の病状と
いった様々なデータセットにおいて良い特徴を獲得できる可能性があること
[19, 86, 87]．
• 教師データを活用可能な場合には，教師データを利用したモデル (特に CNN
や LSTMおよびにその亜種) が良い精度を達成すること [19, 21, 20]．
• 実世界で得られるユーザからの行動報告という信頼度の低いラベルデータを
利用する場合でも (教師なし) 深層学習による特徴抽出は機能すること [86]．
3.3 本研究の論点と4章以降の位置づけ
さて，2章ではウェアラブルセンサを利用した行動認識においてラベルデータが
ないあるいは少ないユーザに対して認識精度を高めることおよびにおよびにプライ
バシーへの配慮をいかに行うかがウェアラブルセンサを利用した行動認識を行う上
で課題となること，およびに既存の研究ではこの問題に対しての検討及びに提案が
不十分であることを確認した．また，前節ではウェアラブルセンサによる行動認識
問題において深層学習はすでに利用され始めており，またその有効性はさまざまな
行動を対象とする場合において検証されていることを確認した．一方，深層学習の
有用性が認識され始めたのはここ 5年余であり，実用上重要となるユーザ汎用性や
プライバシー保護に対する議論に至っていない．
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(4 章 )
深いニューラルネットワーク
により得られる表現の有用性
とその分析
(5 章 )
敵対的訓練によるユーザ独立
な表現の獲得手法
(6 章 ) 半教師あり蒸留による
深層行動認識モデルのユーザ
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図 3.1: 本論文の論点と以降の章の対応関係．
以上をまとめるに，ウェアラブルセンサを利用した行動認識のための表現学習技
術の実現に向けた本論文の重要な論点は次の 2点である．本論文ではこの 2つの論
点に対する検討及びに技術的な手法の提案を行うことで，ウェアラブルセンサによ
る行動認識に対して表現学習が有用であることを示す．
本論文の重要な論点✓ ✏
1. 不特定ユーザに対する高精度な行動認識のための表現の獲得問題
2. プライバシーに配慮した表現の獲得問題✒ ✑
以降 4章から 6章とこれらの論点の関係を整理し，本論文における各章の位置づ
けを明確化する．先回りしてまとめると，これら 2つの論点と以降の章の対応関係
は図 3.1の通りである．
4章では，深いニューラルネットにより獲得される表現と従来利用してきた特徴
量とのユーザ独立認識の問題設定における比較を行う．具体的には，ウェアラブル
センサを利用した 4つのデータセット合計 110万サンプル以上の教師付きデータに
対して最大 24層のニューラルネットを適用し，ウェアラブルセンサによる行動認識
に対してディープネットによる表現学習が有効であることを示し，ウェアラブルセ
ンサによる表現学習技術を発展させることの妥当性を検証する．また，認識精度お
よびにプライバシーへの配慮の観点から学習された表現を分析することで，5章 6章
で提案する手法の土台となる知見を確認する章として位置づけられる．
すでに述べたように，ディープネットのウェアラブルセンサによる行動認識に対
する有効性はいくつかの研究で確認されてきている．しかし，2.3節で述べた問題設
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定の類型に即して考えると，いずれの研究もユーザ依存認識の問題設定においての
有効性の検証にとどまっており，本研究が扱うような実際環境で現れる学習データ
が少ないあるいは全く得られないユーザを含むような不特定ユーザに対する認識精
度という観点からは不十分である．4章は，既存の研究が示してきたディープネット
の有効性を，これまで検証が不十分な問題設定においても検証することでウェアラ
ブルセンサによるる行動認識における表現学習の有効性をより幅広く検証するもの
である．
5章では，ディープネットが学習する表現がユーザ独立になるように制約をかけ
る方法，ユーザ敵対的ニューラルネット (User-Adversarial Neural Networks)を提案
する．ユーザ独立な表現とは，形式的には表現Rがユーザ変数Uと独立であること
を意味しており，具体的にはユーザの違いに影響されないような特徴量を獲得する
ことと対応する．ユーザ独立性は 4章で述べるような学習データが得られないユー
ザに対しても汎用な認識を行うために重要となりうることに加えて，センサにより
含まれるユーザあるいはその背後にある属性情報を極力取得しないようにするとい
う意味でプライバシー問題に対しても重要である．提案手法は，学習時に表現Rか
らユーザU を分類しようとするような敵対的ユーザ分類器を考慮した学習を行うこ
とで，表現Rが持つ認識したい行動に関する情報を最大化しながらユーザに関する
情報を最小化するようにディープネットを拡張するものである．3つの行動分類タ
スクにおいて提案手法と通常のディープネットの認識精度およびにユーザ独立性の
比較を行い，提案手法によりユーザの独立性の高い表現が獲得できることを定量的・
定性的双方の観点から確認する．
6章では，行動認識精度を高めることを目的に，ディープネットのユーザ適応手法，
半教師あり蒸留の提案を行う．ユーザ適応は学習データが得にくいユーザに対して
その他のユーザから学習された知識を利用することで認識精度を高める試みである
から，適用に利用可能なデータは一般に少数のラベル付きデータや教師なしデータ
に限定される．そのため，ディープネットをユーザ適応する場合その大量のパラメ
タを限られたデータを利用して適切に修正するかが問題となる．提案手法である半
教師あり蒸留とは，学習済みモデルから得られる情報とラベル無しデータを有効活
用することで効率的なユーザ適応を行う手法である．既存の 8つのユーザ適応手法
と提案手法を認識精度の観点で比較し，提案手法はラベル無しデータを活用するこ
とで過学習を抑制しながら適切なユーザ適応が行えることを確認する．
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3.4 ニューラルネットに関する前提知識
本章の最後に，以降の章を読み進めるために必要となるディープネット及びに周
辺技術に関する前提知識を整理する．
ニューラルネット (あるいは人工ニューラルネット，artificial neural networks)は，
高度な情報処理実現を目的に，生物の神経回路網を模倣するような仕組みとして開
発されたものである．ニューラルネットの歴史は古く，最も初期の研究は 1940年代
にまで遡る．そのため，ニューラルネットの構造についての検討やその学習方法に
関する検討などは数多く行われてきているが，ここでは本稿を理解するのに必要な
最小限の知識に絞って説明する．
3.4.1 順伝播型ニューラルネット
順伝播型ニューラルネット (feedforward neural networks) は，図 3.2に示すよう
に，何らかの入力ベクトル xを受け取りスカラ値を出力するユニット (図中丸記号)
と，そのユニットと入力の関係を示す重みベクトルw，バイアスパラメタ b，及びに
活性化関数 f によって理解することができる．ここで，入力ベクトル xは例えばあ
る時刻における複数のセンサによる観測値に対応し，その場合図中の kは観測値信
号の数 dに対応する．あるいは，入力として 2章で考えたような多次元観測信号を
一定間隔の窓で切り出した多次元サブ時系列を入力として受け取る場合，xはその
サブ時系列を 1次元上に並べたものになり，その場合 kは窓の長さ l×dに対応する．
この時，このユニットの出力 zは次式のようになる．
z = f(w1x1 + w2x2 + · · ·+ wkxk + b) = f(
�
i
wixi + b)
ここで，bはバイアス (bias) と呼ばれ，ユニットの出力の基準値を決めるようなパ
ラメタである．また，wは重み (weight) と呼ばれ，入力 xをどのように変換するか
を決めるようなパラメタである．詳細は後に述べるが，ニューラルネットではこれ
らの重みwとバイアス bを与えられた学習データを元に修正することで．学習デー
タに適合する関数を学習する．
また，fは重みwとバイアス bにより変換された入力xを写像する何らかの関数で
あり，一般に活性化関数 (actiavtion function) と呼ばれる．歴史的には，活性化関
数には単調増加する非線形関数が用いられ，ロジスティック関数 f(u) = 1/(1+ e−u)
やシグモイド関数 f(u) = tanh(u)と呼ばれるものが古典的には利用されてきた．こ
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図 3.2: 順伝播型ニューラルネットの基本的な構成要素．
のような非線形関数を利用することにより，重みwやバイアス bによる線形変換で
は捉えられないようなデータの情報を取り出すことができる．
先ほどの図では出力ユニットが zが 1つの場合で説明したが，より一般的に順伝
播型ニューラルネットの各層では複数の値を出力することができる．この時，j番目
の出力を zjで表すとすると，複数の値が取る場合は次のように一般化して記述する
ことができる．
zj = f(wj1x1 + wj2x2 + · · ·+ wjkxk + bj) = f(
�
i
wjixi + bj)
また，より一般的にはベクトル表記を利用して次のように記述される．
z = f(Wx+ b)
また，上記の例では説明のため層の数を 2層に固定したが，古典的なニューラル
ネットでは更にもう 1つの層を追加し，図 3.3に示すような 3層構造のネットワーク
を考える．この時，各層を左から順に l = 1, 2, 3で表し，Wl，bl，zlをそれぞれ重
み l層目の重み，バイアス，出力とすると，l = 2およびに l = 3の出力は次のよう
になる．
z2 = f(W2x+ b2)
z3 = f(W3z2 + b3)
41
...
...
図 3.3: 3層構造を持つ順伝播型ニューラルネットの模式図．
すなわち，xを 1番目の層の出力 z1と考えると，より一般的に l層目の出力は
zl = f(Wlz(l−1) + bl)
となり，1つ前の層の出力を重みWおよびにバイアスbにより線形変換した後に何
らかの非線形活性化関数 f により写像することにより得られる．これは，より一般
的に L層構造を持つ順伝播型ニューラルネットで共通である．なお，ここで f は l
を引数に持たない形で記しているが，実際には f は共通でなくても良い．　
このような処理により得られる順伝播型ニューラルネットの最終的な出力 zLは
ネットワークのパラメタWおよびにbを変化させると変化する．ニューラルネット
では，何らかの入出力のペアの集合 {(x1,y1), (x2,y2), · · · (xN,yN)}が与えられた時
に，データxnをネットワークに入力した際の出力 zL(xn;W,b)がxnと対応するyn
になるべく近くなるようにパラメタを調整する．すなわち，Lを ynと zL(xn;W,b)
の距離を定義する何らかの関数であるとすると，ネットワークは次の最適化問題を
解くことにより学習される．
W,b = arg min
N�
n=1
L(yn, z
L(xn;W,b))
ネットワークの出力と真の値の距離を図る関数 Lは一般に損失関数 (loss function)
と呼ばれる．損失関数は対象とする問題によって異なるものの，本論文が主として
扱う多クラス分類問題では，交差エントロピー (cross entropy) と呼ばれる損失関数
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が利用される．交差エントロピーは次の式により表される．
L(W,b) = −
N�
n=1
K�
k=1
ynk log z
L
k(xn;W,b)
ただし，ここで yn = [0001]のように対応するクラスが真のクラスである場合にのみ
1をとりそれ以外は 0を取るようなベクトルである．また，zLk (xn;W,b)はネット
ワークの出力層の k番目のユニットの出力であり，
zLk (xn;W,b) =
exp(uLk)�K
j=1 exp(u
L
j )
により求められる値である．ここで分母は出力層のすべてのユニットの出力の総和
であり，すなわち正規化項である．この時，zLk (x;W,b)は与えられた入力 xが k番
目のクラスに属する確率 p(y = yk|x)として解釈することができる．すなわち，例
えば zLk (x;W,b)=0.99の場合には入力 xが k番目のクラスに属する確率は 99%であ
り，zLk (x;W,b)=0.2の場合には入力 xが k番目のクラスに属する確率は 20%という
ように解釈できる．
このような交差エントロピーを最小化することで，ネットワークは訓練データを
よく識別するようなモデルを学習することができる．一方，このような損失関数 L
は一般に凸関数ではなく，大域的な最小解を解析的に得るのは通常不可能である．そ
のため，特に多層構造を利用したニューラルネットでは，大域的な最小解を求める
代わりに，Lに関する局所的な極小点を求めることを考える．
Lに関する局所的な極小点を求める多層ニューラルネットで利用される最も代表
的な方法に，勾配降下法 (gradient descent) がある．ここで，勾配 (gradient) とは
∇L ≡ ∂L
∂w
=
�
∂L
∂w1
· · · ∂L
∂wM
�
で計算されるベクトルである．勾配降下法では，まず何らかの初期値でwを初期化
したのち，現在のパラメタwを次の式で更新することを繰り返し行う．　
wt+1 = wt − η∇L
ここで tは繰り返し回数であり，wt は tステップ目のパラメタを意味する．また，
ηは学習率 (learning rate) と呼ばれるパラメタであり，1回あたりの更新幅を意味
する．
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3.4.2 ディープネット学習のための工夫
前項で述べたように，多層のニューラルネットを構築するのは比較的単純であり，
層を重ねることにより多層モデルを構築するというアイディアは古くから検証され
ていた．一方，このような深い構造を持つネットワークを学習することは難しく，特
に次の 2つの問題があった．
第 1の問題は，過学習 (overlearning)あるいは過適合 (overfitting)と呼ばれる現象
である．過学習とは，学習するパラメタ θが訓練に利用するデータに対して過剰に適
合してしまい，訓練データに対する誤差 (訓練誤差，training error) と訓練にはまだ
現れていない将来予測したいサンプルに対する予測誤差 (汎化誤差，generalization
error) とが乖離してしまう現象のことを指す．通常実際に最適化したいものはまだ
現れないサンプルに対する汎化性能であるから，過学習は学習されたパラメタの汎
用性の観点からして問題である．
過学習の問題は，ネットワークの自由度 (すなわちパラメタの数) が大きいほど生
じやすくなる現象である．すなわち，パラメタが多いとその分柔軟にデータに適合
できてしまうため，放っておくと必要以上に訓練データに過適合してしまう．一方
ディープネットの利点はパラメタの多さと階層構造によるその表現力の高さであり，
過学習の問題はディープネットを利用する際の本質的な問題の 1つと言える．
第 2の問題は，勾配消失問題 (vanishing gradient problem) である．勾配消失問
題とは，出力層と与えられた訓練データにより計算される損失の勾配∇Lが，多層
ネットの特に入力に近い部分ではほとんど 0になってしまうという問題である．勾
配が 0になるということは，パラメタがほとんど更新されない，すなわちパラメタ
が初期値からほとんど動かないことを意味する．この問題は，3層程度の浅いネッ
トワークでは問題にならないが，多層ネットワークでは深刻な問題であり学習を行
う上で最大の障壁であった．
これらの問題から学習が難しいとされていたディープネットであるが，近年はい
くつかの理由により学習が可能になっている．まず第 1の理由は，大規模データが
整備されたことである．大量の学習データを事前に用意して学習を行うことで，仮
にデータに過剰に適合したとしてもそのパラメタが未知のデータに対しても有用で
ある可能性は高まる．例えば，画像認識でよく利用される手書き文字データセット
であるMNISTでは 60,000件の 0–9までの手書き文字データが提供されている．ま
た，一般画像認識のためのデータセットである ImageNetでは 1000のカテゴリに対
して合計 120万枚の画像データが提供されている．このような大規模データセット
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の整備により，過適合の問題が相対的に小さくなったことが第 1の理由である．
第 2の理由は，計算機の計算能力の向上である．GPU (Graphic processing unit)
やCPUの進展により，大量のデータを利用した学習を行うことが現実的な環境で可
能になった．それにより，今までより大量のデータを利用した実験や，さまざまな
パラメタによる実験などこれまでは困難であった実験が可能になり，大量のパラメ
タを持つディープネットの学習が現実的に行えるようになった．
第 3の理由が，効率的な学習アルゴリズムやテクニックの開発である．学習アルゴ
リズムの代表的な例として，現在ではほとんど利用されないものの，深層学習ブー
ムの火付け役となったHintonらの研究で利用された事前学習 (pre-training) がある
[68]．ここでは特に本論文で利用するテクニックについて説明する．
ReLU
ReLU (Rectified Linear Unit，正規化線形関数) とは，2010年にNairらが提案し
た活性化関数の 1つである [88]．ReLUは次の式で表される区分線形関数である．
f(x) = max(0, x)
LeCun，Bengio、Hintonらが書いた調査論文では，少なくとも 2015年時点でReLU
による認識精度が一般に高いとされており [89]，学習速度が早く最終的な結果も良
いことが知られている．例えばGlorlotらは ReLUを利用することで事前学習なし
に良い精度を達成できることを画像およびに自然言語データセットで検証している
[90]．
従来のシグモイド関数や双曲線正接関数などを活性化関数 fとして利用する場合，
f による写像を繰り返し行う，すなわち多層に積み重ねると前述した勾配爆発問題
や勾配消失問題が起こる．一方，ReLUは何度重ねても勾配は 0または 1であり，原
理的に勾配消失問題は起こらない．
行動認識の分野においても，活性化関数としてはReLUが標準的に利用されてい
る [19, 21]．そのため，本稿でも特に言及がない限り活性化関数にはReLUを利用す
ることとする．
45
(a) ドロップアウト前の状態(b) ドロップアウト中の状態
図 3.4: ドロップアウトの概念図．図中点線で描かれた丸は擬似的に削除されたユ
ニットを指す．
ドロップアウト
ドロップアウト (dropout) とは，2013年に Hintonらにより提案 [91, 92]された
ニューラルネット効率的に正則化する方法の 1つである．後述する 2016年に提案さ
れたバッチ正規化の出現により従来より必要性は低下しているものの，発表されて
から現在までさまざまな場面で利用されている．ドロップアウトでは，多層ネット
ワークのユニット (あるいは結合 [93])を確率的に取り除いて学習を行う方法である．
このように学習を行うことにより，特定のユニットが前後の特定のユニットと密に
影響しあうことを抑制し，また特定のユニットが存在しない場合でもうまく予測で
きるような頑健な特徴を学習することができる．
具体的にはまず，学習時には対象とするユニットを事前に設定した確率 pでラン
ダムに擬似的に取り除く (図 3.4) ．そして，この全ユニットのうち一部のユニット
のみを利用したネットワークを通常の勾配法により学習させる．すなわち，訓練サ
ンプルをネットワークに入力し損失Lを計算し，誤差の勾配を利用してネットワー
クの重みを更新する．このような手順を各勾配の計算ごとに繰り返し行い学習を行
い，ネットワークのパラメタを更新する．
このように学習することにより，過学習を抑制する効果があることが知られてい
る [92]．
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早期終了
ReLUやドロップアウトとは違いディープネットの学習に限った方法ではないも
のの，過学習を起こさないための方法としてよく利用される方法に早期終了 (early
stopping) と呼ばれる方法がある．前述したとおり，ニューラルネットに限らず教師
あり学習の目標は汎化誤差を最小化することであり，過学習とは学習を進めると訓
練誤差は低下するがテスト誤差が増加するような現象のことを指すものである．早
期終了とは，学習データとは別に用意した検証データを利用してテスト誤差を計測
し続けることで，訓練誤差は低下するがテスト誤差は低下しないような状態に陥っ
た場合に学習を停止させる方法である．
転移学習
ディープネットの学習が近年うまく行くようになった理由の 1つに，学習データ
の整備があることはすでに述べた．一方で，実際にニューラルネットを利用したア
プリケーションを作成しようとする場合にはそのような大量の学習データを用意す
ることは難しい場合も多い．学習データが限られている場合の対策として，特に画
像認識など標準的なデータセットが存在し，また学習済みモデルの情報が公開され
ている種類のデータを対象とする場合には学習済みモデルを利用した Fine-Tuning
がよく利用される．ここで，Fine-tuningとは目的とする問題Pに対応する小規模な
データDがあるときに，大規模な訓練集合D′で訓練されたパラメタ θ′を問題Pを
解くためのニューラルネットの初期値として利用した上で学習を行う，改めてDで
学習を行う方法である．
このようなFine-tuningがうまく機能するかどうかは，訓練集合D′により学習され
たパラメタ θ′がどの程度Dに対しても有用であるかによる．すなわち，Fine-tuning
は対象としている問題Pと類似したタスクに関する大規模なデータセットが存在す
る場合に有効である．一方，例えば一般物体認識のデータセットである ImageNetで
学習したネットワークを物体検出やセマンティックセグメンテーションなどの領域
に利用することで良好な認識精度が得られることを報告しており，学習データが少
ない場合の標準的な方法として利用されている．
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3.4.3 畳み込みニューラルネット
畳み込みニューラルネット (Convolutional neural networks，CNN) は，画像や系
列データなどの構造データに対してうまく働くことが知られている順伝播型ニュー
ラルネットの 1つである．本来画像認識において提案されたものであるが，畳み込
みネットワークが与える移動不変性の性質は多くの時系列構造を持つデータと相性
がよく，また，そのため例えば加速度センサを利用した行動認識においてもよく利
用されている．ここでは，まず通常の畳み込みニューラルネットについて特に順伝
播型ニューラルネットとの違いを説明した後に，ウェアラブルセンサを利用した行
動認識タスクで取り扱う多次元系列データへの適用方法を説明する．
畳み込み処理
順伝播型ニューラルネットと畳み込みニューラルネットの最も大きな違いは，層の
間の結合方法である．図 3.5は，3.4.1項で説明した順伝播ネットワークにおける層
間の結合方法と畳み込みネットワークの結合方法を比較したものである．このよう
に 3.4.1項で説明した順伝播ネットワークは隣接した層の間はそれぞれのユニットす
べてが全結合 (fully-connected) されたものであるのに対して，畳み込みネットでは
特定のユニットのみが結合を持つ形となる．特に，畳み込みネットワークでは出力
側のユニットは入力側の特定の範囲のユニット (入力が 1次元の場合は xiから xi+k)
のみ入力を受けような制約を持つ．なお，以降すべての層が全結合したような順伝
播型ニューラルネットのことを畳み込みネットワークと区別して全結合ネットワー
ク (fully-connected networks) と呼ぶこととする．
畳み込みネットワークの l層目の j番目のユニットの出力 zljは次の式により計算
される．
zlj = f((z
l−1 ∗ h)(j)) =
H−1�
p=0
zl−1j+php + bj
この時，∗は 2つのベクトル zとhの間に定義される畳み込み処理であり，またhは
入力を変換する重みパラメタに相当するものである．一般に，hはフィルタ (filter)
あるいはカーネル (kernel) と呼ばれる．本書では統一してフィルタと表記すること
とする．
このような畳み込み処理は，入力中にある特定のパターンを検出する働きを持つ．
すなわち，出力 zljは入力中にフィルタのと類似したパターンが存在する箇所で大き
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(a) 全結合層 (b) 畳み込み層
図 3.5: 全結合層と畳み込み層の層間の結合方法の比較．図中の黒く塗りつぶされた
箇所はある入力ユニットがどの範囲に影響をあたえるかを示したものである．
くなる．そのため，このような畳み込み処理により入力中の局所的な構造パターン
を検出した出力を与えることができる．
上記の例では最も単純に，1つのフィルタによる畳み込み処理を考えた．しかし，
1つのフィルタでは 1つのパターンしか検出することができない．畳み込みニューラ
ルネットでは通常，複数のフィルタを用意して複数の出力を獲得する．また，畳み
込みニューラルネットでは複数の特徴マップを入力に受け取ることができる．この
時，各フィルタに対応する出力は一般に特徴マップ (feature map) と呼ばれる．ま
た，入力される各特徴マップは入力チャネルと呼ばれ，またその数はチャネル数と
表記される．
入力チャネルがK個，フィルタ数がM 個の畳み込み層の出力は，次の式のよう
になる．
zljm = f((z
l−1 ∗ hm)(j)) =
K−1�
k=0
H−1�
p=0
zl−1j+p,khpkm + bjm
ただし，zl−1j,k は l− 1層目の k番目の特徴マップの j番目のユニットの値を，hkmは
k番目の特徴マップに対するm番目のフィルタを，bjmはm番目のフィルタの j番
目のユニットのバイアスをそれぞれ意味する．この時入力チャネル数Kによらず出
力のチャネル数はM になる．
畳み込みネットワークにおいても，前述した全結合ネットワークと同様，勾配降
下法によるパラメタの最適化が行われる．この時最適化されるパラメタはM 個の
フィルタの重み hとバイアス bとなる．
49
このような畳み込み処理が行動認識において有用と思われる理由は大別して次の
2つである．第 1に，スライディングウィンドウに伴う開始位置の任意性である．行
動認識で利用されるスライディングウィンドウにより与えられる入力 xは，どの位
置で切り出しを行うかによりその時間方向のどの位置の情報を含むかに任意性があ
る．そのため，全結合ネットワークのように各次元それぞれに対して別の重みによ
る変換を行うのではなく同じフィルタによる変換を行うことが必要となる．第 2に，
行動の構成性およびに局所性である．例えば，歩くという行動を例に取ると，歩く
という行動は足をあげる，下げると言ったより下位の短時間に起こる行動の組み合
わせにより表される．すなわち，歩くという行動を認識することはその下位行動の
検出とその並びから上位の行動を認識することと捉えることができる．このように，
行動はより短時間の行動素 (action primitive) により構成され，各行動素と対応す
る信号は観測信号中のさまざまな場所に局所的に存在していると考えられる．その
ため，局所的なパターンを抽出する畳み込み処理との相性が良いと考えられる．
プーリング
畳み込みネットワークで利用されるもう 1つの特徴的な処理に，プーリング (pool-
ing) 処理がある．プーリング処理は視覚野における複雑型細胞 (complex cell) の挙
動のモデルとなっており，畳み込みネットワークの特徴である移動不変性を与える
重要な役割を持っている．
プーリング処理では，入力情報の解像度を低下させることにより入力のずれに対
する不変性を与えるものである．例えば，最大プーリング (max pooling) では入力
zljmについて次のように一定範囲内の最大値を出力することで解像度を低下させる
vljm = max
0≤q≤Q−1
vl(j+p)m
ここで，Qはプーリングの幅であり，最大プーリングでは範囲内にあるQ個出力の
最大値のみを情報として残しその他の情報を欠落させる．
その他によく利用される方法には一定領域内の平均値を出力する平均プーリング
(average pooling) や，それらを一般化した Lpプーリング (Lp pooling) がある．本
論文ではプーリングについては変更せず最大プーリングを利用することとする．ま
た，以降単にプーリングとよんだ場合には最大プーリングを指すこととする．
プーリングを行うことは移動不変性と密接な関係がある．例えば，入力の系列デー
タx = [x1x2 · · ·xI]と，xを 1ビット右にずらしたような観測x′ = [x0,x1x2 · · ·xI−1]
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図 3.6: プーリングによる移動不変性の概念図．各図中左側が畳み込み処理による出
力ユニットを，右側が最大プーリングの結果を示したものである．
の 2つを考える．これは例えば，画像を例に取れば 1ビット上下左右いずれかにず
らした場合に対応し，実質的には同一の意味持つものとして扱われることが妥当と
思われる．また，前述した行動認識で標準的に利用されるスライディングウィンド
ウ方式では，切り方は任意でありその意味で取り出される系列の開始位置には任意
性がある．そのため，このような 2つのベクトルを実質的に同じものとして扱える
ことが望ましい．
一方，このような 2つのベクトルに対して，単なる畳み込み処理では 2つの入力
を同様のものとして扱うことはできない．すなわち，何らかのフィルタ hを考えた
時に，xと x′を入力にした場合の出力 zと z′はやはりその両端を無視すればやはり
1ビットずれたようなものになる．また，全結合ネットワークでは，各入力次元を
それぞれ独立のものとして扱うため，出力は全く異なるものになる可能性がある．
一方プーリングでは解像度を低下させることで，xと x′をより類似したものとし
て扱うことができる．そのことを模式的に示したものが図 3.6である．この例では
各プーリングユニットはそれぞれ 3つの入力ユニットと接続されている．すなわち
プーリング幅Q = 3である．この例に示すように，入力される値がすべて違う (こ
の場合は横に 1つずれている) 場合でも，プーリングにより出力される値のうち 2/5
は同じになる．
このような移動不変性はウェアラブルセンサを利用した行動認識においても重要
である．この理由は，実世界のデータを観測した信号の系列 rを考えた時に，ある
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行動 aがどのタイミングで発生するのかには任意性がある．そのため，行動認識に
おいて利用されるスライディングウィンドウが与える入力において，観測された信
号 xのどの位置から行動 aが開始するかはランダム性がある．そのため，行動認識
では時間方向へのずれに対する不変性が重要となる．
畳み込み処理の行動認識における利用方法
さて，ここまで畳み込みネットワークを構成する基本的な要素である畳み込み処
理とプーリング処理に説明してきた．最後に，この畳み込みネットワークをウェア
ラブルセンサによる行動認識における入力に適用する方法について説明する．以降，
入力データXとして，スライディングウィンドウにより切り出されたD次元の多次
元系列Skを考える．ここで，各次元データはそれぞれ異なるセンサの観測値の系列
に対応し，すなわちD個の観測信号を持つ．例えばセンサとして 3軸加速度センサ
を利用する場合にはD = 3になり，加えて 3軸ジャイロスコープを利用する場合に
はD = 6である．また，各系列はそれぞれ長さLであるとする．この時，各観測信
号をどのように扱うかにより次の 3つの畳み込み処理が考えられる．
第 1に，画像認識がRGB情報を入力チャネルとみなすのと同様に，各系列データ
をそれぞれ入力チャネルとみなす方法である．一方，画像の RGB情報が画像とい
う実質的に 1つの情報を 3つのチャネルで表しているのに対して，ウェアラブルセ
ンサによる入力は加速度やジャイロなど異なる情報を表しているものである．その
ため，筆者が知るかぎりこの方法は利用されていない．
第 2に，各系列ごとに別々にフィルタ hdを用意して各系列ごとに畳み込み処理を
行う方法である．定式的に書くと，この場合の畳み込み処理の出力は次のように計
算される．
zdm = f(
K−1�
k=0
(xdk ∗ hdkm))
この方法は，Zangらにより利用されている [85]．
第 3に，すべての系列で共有のフィルタ hを用意して各系列ごとに畳み込み処理
を行う方法である．定式的に書くと，この場合の畳み込み処理の出力は次のように
計算される．
zdm = f(
K−1�
k=0
(xdk ∗ hkm))
第 2の方法との違いは，第 2の方法が観測信号ごとにフィルタ hdkmを利用している
のに対して，第 3の方法ではすべてに共通のフィルタをhkm利用している点である．
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この方法は，JianらやHammerlaらにより利用されている [19, 21]．
筆者が知る限り，このいずれの畳み込み処理が適しているかに言及したり，ある
いは検証している文献は存在しない．また，いずれの方法が適しているかも自明で
はない．ただし，本稿ではこの問題は扱わずにすべての実験で第 3の方法を利用す
る．この理由は次の 2点である．第 1に，第 1の方法は第 1層目でD個の観測系列が
混在した特徴マップへと変換されてしまうため，各系列の特徴が十分に抽出できな
い可能性がある．第 2の理由は，第 2の方法は第 3の方法と比較するとD倍のパラ
メタが必要であるため全体のパラメタ量が増加することである．また，それぞれの
センサは系列データであり，重要なパターンには何らかの共通性があり，各々別の
フィルタを用意することは効率が良くないと考える．そのため，以降畳み込みネッ
トワークをウェアラブルセンサによるデータに適用する場合，暗黙的に第 3の方法
で畳み込み処理を行ったことを指すものとする．
3.4.4 蒸留
本論文で提案する手法の一つである半教師あり蒸留によるユーザ適応手法 (6章)
は，Hintonらが提案した蒸留 (distillation) [94]をユーザ適応の文脈に拡張したもの
である．Hintonらは蒸留をアンサンブルモデルの小型化に利用することを提案し，
ドロップアウトを利用したアンサンブルニューラルネットを小型化しながら認識精
度を維持することができることを実験的に検証した．また，アンサンブルモデルに
対する適用のみにとどまらず，現在では蒸留を元にした手法としてより望ましい構
造を持つニューラルネットに変換する手法や [95]，複数のニューラルネットが学習
した知識を組み合わせる [96]ためにも利用されている
蒸留とは，何らかの学習済みモデルが存在するときに，学習済みモデルの出力を
模倣するように新たなネットワークを学習させる方法である．すなわち，単純なネッ
トワークの学習と比べると，今までになかった模倣プロセスが追加されている．こ
の時，蒸留の文脈では前者を教師モデル，後者を生徒モデルと呼ぶ．これは，前者
のネットワークがすでに学んだことを後者のネットワークに教える形を取ること示
すものである．
形式的には，蒸留は次の 2つのステップにより表される．
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ステップ 1: 教師モデルの学習
教師データがついたデータセットDを利用し，大量のパラメタを持つモデル ftを
学習する．定式的には，
ft = arg min
f
1
N
N�
i=1
L(yi, σ(f(Xi))) + Ω(||ft||) (3.1)
を最適化する．第 2項目はなんらかの正則化項であり，例えばドロップアウトや L2
正則化などが該当する．
ステップ 2: 生徒モデルの学習
学習した ftとデータセットD′を利用して，モデル fsを再度学習する．定式的には，
fs = arg min
f
1
N ′
N ′�
i=1
[λL(yi, σ(fs(Xi)))
+ (1− λ) L(si, σ(fs(Xi)))]
(3.2)
を最適化する．ここで，sijはソフトターゲットと呼ばれ，
si = σ(
ft(xi)
T
) (3.3)
で計算される，教師モデルの出力層の活性状態を温度 T により滑らかにしたもので
ある．また，λはどの程度教師を強く模倣するかを制御するパラメタである．
式 3.2にあるように，蒸留は生徒モデルが通常の入力出力のペアから定義される
損失の度合い (第 1項) に加えて教師モデルの出力を模倣するような正則化 (第 2項)
を加えたものとして解釈することができる．例えば，T = 1のとき siは i番目のサ
ンプルを入力にした際の教師モデル ftの出力 (ソフトマックス関数がかかったもの)
であり，第 2項目は ftと fsの出力確率がなるべく近くなるように正則化しているも
のとみなせる．このように学習することは一見無意味なようにも思えるが，例えば
fsの持つパラメタが ftよりも小さい場合には出力を模倣する項を入れることにより
効率的に学習できることが知られている．また，教師モデルに深い構造を持つモデ
ルを利用して生徒モデルに浅い構造を持つモデルを利用することで，深い構造と同
程度の精度を達成できることが報告されている [97]．
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第4章 ディープネットによるユーザ独
立認識と学習された表現の分析
4.1 ユーザ独立認識とディープネット
本章では深い構造を持つニューラルネットをユーザ独立認識問題に対して適用し，
その有効性およびに問題点を検証する．これまで述べたように，ディープネットは，
画像認識や音声認識で特に高い認識精度を発揮する基礎になっている技術であり，人
間による特徴設計を介さずに生のデータから何らかの損失関数を最適化するような
特徴を直接取り出す点に特徴がある．ディープネットがユーザ独立行動認識におい
て重要になりうると考える理由は大別して次の 2点である．第 1に，ディープネッ
トは損失関数を最適化することにより特徴量を抽出するため，人による判断を含ま
ない点である．慣性センサのように生に近い高次元のデータの特徴を人間が視覚的
に発見したり，あるいは機械が扱える形に数値化したりすることは困難である．そ
のため，人により設計する特徴量で利用できる特徴量が比較的簡易なものに限られ
るのに対して，ディープネットを利用する場合にはユーザに依存しないような特徴
量が複雑であった場合でも抽出できる可能性がある．また，不特定多数のユーザの
データを学習に利用した場合，特にモデルの表現力を限定すれば学習データを効率
的に認識するためには不特定多数のユーザに共通の特徴，すなわちユーザに影響さ
れない特徴量を利用することが必要となる．
第 2に，慣性センサとの親和性である．一方，ユーザ依存認識において，ディー
プネットは慣性センサデータから行動を識別するような特徴をうまく抽出できるこ
とが報告されている [12, 19, 21]．後に見るようにユーザ依存認識においてよく識別
する特徴量がユーザ独立認識においても同様に良く認識するかは自明ではないもの
の，扱うセンサという観点で両者は同一であり少なくともユーザ独立行動認識に対
しても良い精度を達成する蓋然性が高い．これらの理由から，ディープネットが既
存の特徴設計と比較してユーザ独立行動認識を行う上で優れた特徴量を獲得するこ
とが期待される．
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まずはじめに，4つの行動認識データセット（合計 35名，110万サンプル）のデー
タに対して深いニューラルネット（6層から最大 24層）を適用し，経験的に利用され
てきた特徴量と学習された表現の認識精度を比較する．また，ユーザ依存性の観点
から学習された表現の分析を行い，単純な深いニューラルネットの適用の限界およ
びにその問題点について議論する．本章はユーザ独立行動認識に対するディープネッ
トの有効性に関する基礎分析を通して，手法改良への足がかりとなるものである．
本論文に対する本章の貢献およびに得られた知見をまとめると次のようになる．
• 大規模なデータセットを利用して，ディープネットの一種であるCNNにより
学習される特徴量と行動認識の文脈で経験的に利用されてきた特徴量とをユー
ザ独立認識精度の観点で定量的に比較し，CNNによりユーザ独立認識精度を
有意に高められることを確認した．この結果は，認識精度を高めたいアプリ
ケーション提供者にとって参考になるものである．
• 一方で，新規ユーザに対する認識精度は学習時に含まれるユーザに対する認
識精度と比較すると顕著に低下していた（F値で最大 0.30ポイント低下）．ま
た，学習された特徴量の可視化結果は，特徴量がユーザに関する情報を保持し
たものであることを示唆していた．これらの結果は，ユーザ独立認識を正確に
行うために単純なディープネットの適用を超えた手法の開発を動機づけるもの
である．
• より層数の多いニューラルネットを利用した場合，ユーザ依存認識精度は有意
に高まる一方で，ユーザ独立認識精度は有意に変化しないか，あるいは低下す
る場合もあった．この結果は，どちらの認識を行うのかにより最適なモデル構
造は異なること，また行動認識研究ではどちらの認識を対象としているのかを
明示する必要があることを示唆している．
• 認識精度の低下度合いは行動クラスにより大きく異なっていた．例えば，Jump-
ingやRunnning Fowrardといった特徴のはっきりした行動は認識精度の低下
が少なく（0.10ポイント以下），Walking Forward（WF），Walking Upstairs
（WU）など類似した行動間で間違いが増加する傾向にあった．この結果は，複
雑なクラス分類を行おうとするほどユーザ独立認識が難しくなることを示唆
している．
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4.2 利用データセット・ネットワーク構造
4.2.1 データセット
ユーザ独立行動認識における深いネットワーク構造の有効性およびに問題点の検
証にあたり，ウェアラブルセンサを利用した行動認識データセットを利用した実験
を行った．データセットとしては，可能な限り一般的に利用可能な知見を得るため
に，利用目的やデータ量が異なる次の 4つを利用した．
1つ目のデータセットとして，Opportunity Recognition Dataset1（以下Oppと表
記する）[98, 99]を利用した．Oppは行動認識において最もよく利用されるデータ
セットの 1つであり，朝食を作るシナリオにおける 18種類 2の行動データが 4人分
提供されている．
Heterogeneous Activity Recognition Dataset (以降Heteroと表記する）は，計測
に利用するデバイスの種類の違いが認識精度に及ぼす影響を調査する目的で 2015年
に公開された比較的新しいデータセットである [100]．決められた行動スクリプトを
実行する 9人のユーザの行動を加速度とジャイロスコープにより計測したデータと
なっている．行動としては，Biking, Sitting, Standing, Walking, Stair Up and Stair
downの 6つの行動に加えてそれ以外の合計 7種類が提供されている．
USC-HAD (以降 USCと表記する) は，公開されている行動認識データセットの
中では比較的多い男女 7名ずつ合計 14名のデータを含む点が特徴である．行動とし
ては，前に歩く，右に曲がる，左に曲がるなどの一般的な生活における最も基本的
な 12種類の行動が記録されている 3. データの計測はMotionNode 4により行われ
ており，6次元の系列データである．
Wheelchairデータセット (以降Wheelと表記する) は，9名の車いすユーザの行動
を記録したデータセットである．9名の内訳は，男性 7名女性 2名，6名の手動車い
すユーザおよびに 3名の電動車いすユーザ，20歳から 60歳と幅広い属性を持つデー
タセットである．本データセットは，車いす行動により都市のアクセシビリティを
推定する試みに向けて作成されたデータセットであり，1)段差を乗り越える/乗り降
りる，2)坂を登る/下る，3)点字ブロックを通過するという路面状態に関する行動
1http://opportunity-project.eu/challenge
2open door 1, open door 2, close door1, close door 2, open fridge, close fridge, open dishwasher,
close dishwasher, open drawer 1, close drawer 1, open drawer 2, close drawer 2, open drawer 3,
close drawer 3, clean table, drink cup, toggle switch, and Null
3walking forward, walking left, walking right, walking upstairs, walking downstairs, running
forward, jumping, sitting, standing, sleeping, elevator up, elevator down
4http://www.motionnode.com/
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に特化したラベルが提供されている．
4.2.2 ニューラルネットの構造
ディープネットの構造には単純な全結合ネットワークを積み重ねたものや，時間
方向を考慮したRecurrent Nueral Networksなどさまざまな構造が存在しており，行
動認識に対してどの構造が優れているかの検討は進められている [12, 19, 21]．特に，
ネットワーク構造に関する比較としてはHammerlaらの論文が詳しい [21]．ここで
は，ネットワーク構造を畳み込みニューラルネットに固定し，深いネットワーク構造
が既存の特徴量と比較してユーザ独立認識に有効な特徴を獲得することを確認する．
具体的には，6層の畳み込みニューラルネット（CNN）と，最大 24層で構成され
るResidual Networks [15]を利用した．CNNでは，今回利用するデータセットの 1
つであるOppデータセットを利用した研究である [19]を参考に，1)入力層，2)3回
の畳み込み，プーリング，ReLUによる活性化の繰り返し，3)400個のユニットを持
つ全結合層，4)出力層の合計 6層のネットワークを利用した．なお，畳み込みサイ
ズ（フィルタ数）は順に 1×5(50)，1×5(40)，1×3(20)とし，プーリングは最大プー
リングを 1×2，1×2，1×1で行った．最適化には Adam [101]を利用し，学習率は
0.0001とし，その他のパラメタは推奨パラメタとした．学習エポック数は最大 300
エポックまでとし，検証データによる早期終了により認識精度が 10エポック改善し
なかった場合には学習を打ち切った．また，ドロップアウト [92]を利用して正則化
を行った．
より深い構造をもつニューラルネットとして，Heらが提案したResidual構造 [15]
を利用したネットワーク（ResL）を検証に利用した．Residual構造とは図 4.1-(a)の
ように単純な順伝播パスと迂回パスを利用したものである．このようなResidual構
造を利用することにより，深いネットワークの学習が可能であることが知られてい
る．図 4.1-(b)に，Residual構造を利用したネットワークの全体像を示す．ここでN
は，Residual構造を何度繰り返すかを示すものであり，また Convolutionおよびに
Res Blockの右上に記した 1×5 (50)というのは畳み込みサイズとフィルタ数をそれ
ぞれ意味している．N=0, 1, 2, 3のネットワークを学習し，それぞれの層数 Lはそ
れぞれ L=6, 12, 18, 24であった．最適化には，CNNと同様Adamを利用し，学習
率は 0.0001とした．
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図 4.1: 分析に利用した Residual Networks の概要，(a)Residual Block の詳細，
(b)Residual Blockを利用したネットワーク構造の全体像．
4.2.3 比較対象
ディープネットの有効性を検証するための比較対象としては，次の 7つを利用した．
• Raw [102, 19]: 先行研究に従い，生の時系列データを入力として利用するK
近傍分類器（KNN）を訓練した．Kの値としてK =1, 5, 10, 15, 20, 25, およ
びに 30を検証し，検証データに対して最も良い精度となったK=1の場合の認
識精度を報告する．
• MV [102, 19]：Rawと同様に，K =1のKNNを利用した．特徴量には入力各
チャネルの平均と分散を利用した．
• SVM [102]：特徴量としてはMVと同様入力各チャネルの平均と分散を利用
し，分類器に Support Vector Machine（SVM）を利用した．カーネルにはガ
ウシアンカーネルを利用し，パラメタ Cおよびに γについてはグリッドサー
チにより検証し検証データに対して最も良い精度となるパラメタを選択した．
• Heu [102]：特徴量として各チャネルの平均と分散に加えて，最大値，最小値，
FFT変換後の直流成分，FFT変換後のエントロピー，FFT変換後のエネル
ギーの 7種類を利用した．分類器としてはKNNを利用した．
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図 4.2: ディープネットの学習および評価の流れ．
• ECDF [12, 11]：ECDF（Empirical Cumulative Distribution Function）は，
Plo¨tzら [12]により初めて提案され，Hammerla [11]らにより複数のデータセッ
トでの有効性が検証された手法である．ECDFは，経験累積分布の逆関数に
より任意の分布の特徴を保存した特徴量である．詳細は，[11]を参照のこと．
• +MV CNNが学習した特徴に加えて，MVで利用した素性を加えた分類器を
作成した．具体的には，CNNの全結合層 400ユニットとMV素性を単純に結
合しロジスティック回帰を利用して分類した．
• +Heu +MVと同様，CNNの全結合層 400ユニットとHeu素性を単純に結合
しロジスティック回帰を利用して分類した．
ここで前者 5つが経験的に利用されてきた素性のみを利用したものであり，後者
2つはCNNに加えて経験的に利用されてきた素性を利用するものである．これらの
7つとの比較を通して，1)CNNが学習する表現のユーザ独立認識への適性，2)CNN
が学習する表現と経験的に利用されてきた素性の包含関係について検証する．
4.3 評価方法
図 4.2にディープネットのユーザ独立認識に対する有効性の検証方法の流れを示
す．まずディープネットを学習するために，前処理によりサンプルを抽出した．次
に，得られたサンプルのうち一部のデータを利用し学習し，残りのデータで認識精
度を定量的に検証した．また，学習されたニューラルネットがどのような特徴を獲
得しているのかについて，学習された表現空間上でサンプルをクラスタリングする
ことにより検証した．それぞれの要素について順に説明する．
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表 4.1: 分析に利用したデータセットのメタ情報．
Dataset #Users #Samples #In #Out Max % Min %
Opp 4 49,881 113 18 0.62 0.01
Wheel 9 7,016 3 4 0.70 0.04
Hetero 9 870,819 3 7 0.17 0.12
USC 14 172,169 6 12 0.14 0.04
4.3.1 前処理
評価にあたり，まず前処理として一般的によく利用される正規化とスライディン
グウィンドウ方式によるセグメンテーションを行った．正規化では各チャネルごと
に平均 0分散 1になるような変換を加えた．正規化後の入力データをスライド幅 w
重なり率 pのスライディングウィンドウ方式により分割した．セグメンテーション後
に得られるサンプルは Xi = [xt,xt+1, · · ·xt+w−1]のようになる．ここで，xtは時刻
tにおいて各センサが観測した値の k次元のベクトルであり，kは利用したセンサの
数であり表 4.1中#Inに対応する．結果として得られたサンプルの数（#Samples），
入力次元数（#In），出力次元数（#Out），もっとも多いクラスの割合い（#Max），
もっとも少ないクラスの割合（#Min）は表 4.1のようになった．
4.3.2 ユーザ独立認識性能の評価方法
ユーザ独立認識性能の評価にあたり，一般的に利用されるLeave-One-Subject-Out
手続き（LOSO）により評価を行った．LOSOとは，K人のユーザのうちK − 1人
分（訓練ユーザ，図 4.2中緑色およびに水色）のデータにより学習したモデルを，残
りの 1人のユーザ（テストユーザ，図 2中橙色）のデータを利用して評価すること
をK回繰り返し行う方法である．このようにある特定のテストユーザ以外のデータ
を利用して学習したモデルに対する評価値をK回得ることで，未知のユーザに対す
る認識精度を評価した．
各試行における評価用のデータセットとしては，次の{Xin, yin}およびに{Xex, yex}
の 2種類を利用した．{Xin, yin}は評価の対象としているネットワークの訓練に利用
したユーザと同一のユーザのデータであり（図 4.2中の水色部分），{Xex, yex}は学
習に利用していないユーザのデータである（図 4.2中の橙色部分）．この 2つのデー
タセットに対する認識精度およびにその違いを確認することで，ネットワークが獲
得する表現が新規ユーザに対してどの程度の認識性能を持つのか，またどの程度学
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図 4.3: 最大ユーザ傾向の計算方法．
習ユーザに対して過学習するかを確認した．
評価指標としては，正解率およびに平均 F値を利用した．正解率およびに平均 F
値の定義は次のとおりである．
accuracy =
1
N
N�
n=1
1(yˆn = yn),
Fscore =
1
|L|
�
l∈L
F l(yˆ, y),
ここで，N は全サンプル数，Lは行動クラスの集合，yiと yˆiは i番目のサンプル
に対する正解ラベルおよびに予測ラベル，F l(yˆ, y)は l番目のクラスに関するF値を
意味する．正解率は全サンプルを均等に扱うのに対して，平均 F値は少数クラスの
サンプルを重要視した指標であるという点で異なる役割を持つ指標である．
4.3.3 学習された表現のクラスタリングによる評価
認識精度による定量的な評価に加えて，学習された特徴量の可視化を通して学習
された特徴量のユーザ依存性を分析した．具体的には，次の手順により計算するユー
ザ傾向行列Cおよびに最大ユーザ傾向MUT（図 4.3）により評価を行った．
手順 1：入力データXの特徴量への変換
学習されたモデルに入力データの一部（X）を入力し，特徴量（Fl）へ変換した．
ここで，Flとは，l番目の層における特徴量である．この際，X に含まれるユーザ
数，行動の数が等しくなるようにサンプリングした．
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手順 2：特徴量 F のクラスタリング
手順 1で得られた特徴量 F を k個のクラスタに分割した．クラスタリングした結
果得られたクラスタ IDのベクトルと各サンプルのユーザ IDをクロス集計すること
で，図 4.3中右上のような行列Cを得た．ただし，ここで行列の要素 cijはユーザ i
がクラスタ jに占める割合であり，クラスタ jのユーザ iへの依存度の強さと解釈で
きる．なお，クラスタリング手法としては k平均法を利用した．
手順 3：最大ユーザ傾向の算出
得られた行列Cを使い，最大ユーザ傾向（Maximum User Tendency，MUT）を
下記式に基づき計算した．
MUTl = max{cij, i = 1, 2, · · · , n, j = 1, 2, · · · , k}
MUTは k個のクラスタのうち最もユーザ依存度の高いクラスタにおけるユーザ依
存度を意味する指標であり，大きいほど特徴量がユーザに依存していることを意味
する．例えば，MUTが 0.8であれば k個にクラスタリングした場合に，少なくとも
いずれか 1つのクラスタでは特定のユーザが 80%以上を占めていたことを意味する．
4.4 実験結果
4.4.1 CNNと経験的特徴量の比較
表 4.2-(a)にCNNと各比較手法のテストデータXexに対する認識精度の比較した
結果を示す．また，表 4.2-(b)に検証データXinに対する認識精度との差を示す．双
方の表において，太字+下線の項目は認識精度がもっとも高かったことを，太字の
項目は 2番目に高かったを意味している．
まずテストデータに関する認識精度に着目すると，F値およびに正解率の双方で
平均するとCNNを利用した手法群（CNN，+MV，+Heu）が顕著に良い精度となっ
ていた．具体的には，F値，正解率がCNNは 0.627，0.740であり，経験的に利用さ
れてきた特徴群の中で最も良い精度であるHeuの 0.556およびに 0.665と比較して
それぞれ約 0.07ポイント，0.08ポイントずつ上回っていた．また，テストデータに
対するWilcoxonの符号付き順位和検定をCNNとKNN–ECDFまで行った結果，い
ずれも p <0.01で有意差ありとなった．
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検証データについても平均すると CNNを利用した手法群の精度が良くなってい
るものの，データセットごとに見ると例えばWheelではECDF，HeteroではRaw，
USCでは Heuが最も良くなるなどテストデータに対する認識精度ほど顕著ではな
かった．また，経験的に利用されてきた特徴量の中で最も良い精度であったECDF
とCNNの 2群間でWilcoxonの符号付き順位和検定を行ったところ，F値と正解率
についていずれも p値> 0.05でありいずれも危険率 5%で有意差なしという結果と
なった．
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図 4.4: 経験的な特徴量の追加による認識精度の変化度合いに関するヒストグラム．
CNNとCNNに各素性を加えた場合を比較すると，CNN+Heu素性の結果がテス
トデータに対してすべてのデータセットでわずかに良い精度となっていた．図 4.4
にCNNにMV素性およびにHeu素性を加えた場合の認識精度の変化度合いをヒス
トグラムとして可視化した結果を示す．具体的には，テストデータに対する F値に
ついて，CNNからの改善度合いを横軸にしたものを描画している．この結果から，
MV素性を入れた場合には認識精度が多くの場合微減（最大 0.05）しており，また
平均でも認識精度に低下が見られた．一方，Heu素性を入れた場合には認識精度が
多くの場合微増（最大 0.04）していた．また，全体を平均した改善は微小（0.009ポ
イント）であったものの，p値< 0.01で有意差ありとなった．
4.4.2 Residual Networksによる分析
より深い構造を持つネットワークを利用した場合の結果として，図 4.5にResLの
結果を示す．図 4.5-(a)がテストデータに対する認識精度を，図 4.5-(b)が検証デー
タに対する認識精度をそれぞれ示している．横軸が層の数（6層，12層，18層，24
層で実験）を表しており，認識精度には平均 F値を利用した結果を示している．結
果として，層の数を増やした場合に検証データに対する認識精度は高まる傾向にあ
るのに対して，テストデータに対する認識精度はほぼ横ばいとなっていた．6層と
12層，18層，24層のネットワークをそれぞれWilcoxsonの符号付き順位和検定によ
り比較した結果，検証データに関してはそれぞれ 2.47× 10−7，2.47× 10−7，0.0005
となりそれぞれ危険率 5%で有意差が見られた一方で，テストデータに関してはそれ
ぞれ 0.112，0.076，0.394となり有意差はなかった．
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(a) テストデータXex (b) 検証データXin
図 4.5: ResL（L=6, 12, 18, 24）を利用した場合の認識精度の比較．
4.4.3 行動クラスごとの分析
表 4.3に，行動クラスごとに認識精度を比較した結果を示す．データセットとし
ては，USCデータセットについての結果を示している．ここでUSCデータセット
についての結果を示すのは，表 4.2の結果から検証データとテストデータに対する
認識精度の差が大きかったことと，行動のラベル名がわかりやすいためである．ま
た，図 4.6に検証データとテストデータに対する混合行列の差分を可視化した結果
を示す．濃い青色ほど検証データに対する値が大きく，赤色が濃いほどテストデー
タに対する値が大きいことを意味している．例えば，(WF, WF)が濃い青色になっ
ているのは検証データに対しては正しく認識できたWFの認識精度が大きく低下し
ていたことを，(WF, WR)の赤色が濃くなっているのは検証データでは生じていな
かったWFをWRと誤認識することが頻出していたことを意味している．
これらの図表から次のような結果が得られた．第 1に，認識精度の低下度合いに
は行動クラスごとに大きな開きがあった．例えば，Walking Fowrardはその差分が
0.31ポイントと大きいのに対して，Running Forward は 0.06ポイントとその差は軽
微であった．開きが小さいものとしては，他に Jumping Upがあり，逆に大きいも
のとしてはWalking RightやWalking Downstairsなどがあった．
第 2に，誤りが発生しやすい行動にはパターンが見られた（図 4.6）．例えば，
Walking LeftやWalking Right，Walking UpstairsなどはWalking Forwardと誤分類
されやすく，また Standingや Sleepingは Sittingと誤分類されやすい傾向にあった．
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表 4.3: 行動クラスごとの認識精度．
検証 F値 テスト F値 差分 F値
Walking Forward (WF) 0.71+-0.01 0.40+-0.12 0.31+-0.12
Walking Left (WL) 0.58+-0.02 0.37+-0.11 0.21+-0.10
Walking Right (WR) 0.63+-0.01 0.37+-0.10 0.26+-0.10
Walking Upstairs (WU) 0.77+-0.02 0.56+-0.20 0.21+-0.22
Walking Downstairs (WD) 0.75+-0.02 0.51+-0.12 0.23+-0.12
Running Forward (Rw) 0.87+-0.01 0.81+-0.09 0.06+-0.10
Jumping Up (JU) 0.87+-0.01 0.78+-0.12 0.09+-0.13
Sitting (Si) 0.86+-0.01 0.64+-0.22 0.21+-0.22
Standing (St) 0.90+-0.01 0.73+-0.18 0.17+-0.18
Sleeping (Sl) 0.93+-0.01 0.77+-0.19 0.16+-0.19
Elevator Up (EU) 0.55+-0.05 0.39+-0.16 0.15+-0.14
Elevator Down (ED) 0.65+-0.02 0.51+-0.15 0.14+-0.15
Average 0.75+-0.02 0.57+-0.15 0.18+-0.15
4.4.4 特徴量のユーザ依存性の定性評価
ここまで認識精度による評価を中心に行ったが，ここでは，特徴量のユーザ依存
性の評価を行うために，特徴量のクラスタリングを行い，得られるクラスタのユー
ザ傾向行列Cを可視化することによりそのユーザ依存性を定性的に評価する．図 4.7
にクラスタ数 k =20の場合のOppおよびHeteroデータセットにおけるユーザ傾向
行列Cを示す．ここで，ユーザ傾向行列Cの各行はユーザを，各列はクラスタ IDを
意味しており，青色が濃いブロックは特定のユーザがそのクラスタ全サンプルのう
ちに占める割合が高いことを意味する．例えば，Oppに関する結果はクラスタ 17や
18のほとんどが S2ユーザのものであることを，Heteroに関する結果は例えばクラ
スタ 7のほとんどがユーザ eであることを示している．クラスタが特定のユーザにか
たよるということは利用している特徴量がユーザを識別するような特徴量を持って
いることを意味しており，この結果を言い換えると，学習された特徴量は依然とし
てユーザごとに異なる値をとっていることを示唆している．なお，この結果はデー
タセットや学習ユーザによらずほぼ同様に生じていた．
図 4.8に，CNNの各層ごとのMUTを比較したものを示す．横軸がクラスタリン
グの際に利用したクラスタ数であり，縦軸がMUTの値である．また，色及びにマー
カーがどの層の特徴量を利用したかを意味している．なお，Inputとは入力Xにお
けるMUTを，Conv1–Conv3はそれぞれ各畳み込み層を，FCが 400ユニットの全
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図 4.6: テストデータと検証データでの混同行列の差分の可視化．
結合層をにおけるMUTを意味している．Inputを除く 4つにおいてはクラスタリン
グを行う際の特徴量の値として活性化関数を通した後のものを利用した．また，こ
こで示したMUTの値は Leave-One-Subject-Outの手続きで得られた n個のモデル
における平均値である．
結果として，次のような結果が観察された．1. データセットおよびに層の位置に
よるものの，多くの場合クラスタ数を 15にしたあたりでMUTが 0.8を超えていた．
この結果は，多くの場合 80%以上が特定のユーザで占められるようなクラスタが現
れていたことを意味している．ただし，USCデータセットにおけるFC層のみはユー
ザ依存度が低い傾向にあった．2. Conv1–Conv3およびにFC層におけるMUTを比
較すると，浅い層（Conv1側）ほどMUTが高い傾向にあった．3. Heteroや USC
データセットにおいて，ニューラルネットにより処理したあとのMUTの方が Input
のMUTより高くなっていた．
4.5 関連研究・考察
これらの結果をまとめると，まず，6層の畳み込みネットワークの利用により経験
的に利用されてきた特徴量より正確なユーザ独立認識が可能になることが示された．
表 4.2-(a)が示すように，単純なCNNが経験的な特徴量群（MV，Heu，ECDF）よ
りいずれのデータセットでも良い精度となっていた．また，CNNが学習した特徴量
にHeu素性を追加することで認識精度は有意に改善したものの，その改善はわずか
であった（図 4.4）．この結果は，特に今回利用した経験的な素性については，CNN
が十分に代替するような特徴を学習していたことを示唆している．本研究と同じよ
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(a) Opportunity (b) Hetero
図 4.7: クラスタ数を 20 とした際の各クラスタのユーザ傾向の可視化．
(a)Opportunity, (b)Heterogeneous
うにディープネットの行動認識に対する有効性を検証した研究として，例えばPlo¨tz
らは行動認識タスクにおいてディープネットをはじめて利用し，従来の特徴設計パ
イプラインを制限付きボルツマンマシンや主成分分析で置き換える方法の有効性を
4つのデータセットで検証している [12]．近年の研究で，Jingらは畳み込みニュー
ラルネットが今回も利用したOppデータセットで高い認識精度となることを報告し
ている [19]．また，Ordo´n˜ezやHammerlaらは Long Short Term Memoryのように
時系列性を考慮したネットワーク構造が優れていることを報告している [20, 21]．一
方，これらの研究はいずれもユーザ依存認識での検証にとどまっていた．本研究は，
これらの研究を背景に，学習データに対して過学習しすぎないことが求められるよ
り難しい問題であるユーザ独立認識においてもディープネットが有効に機能するこ
とを示したものである．
このようにCNNにより獲得される特徴量は経験的に用いられてきた素性と比較し
て良い認識精度となることが示された一方，LaneらやReissらが指摘する新規ユー
ザに対する認識精度の低下問題 [37, 55]はCNNにおいても依然として残っていた．
例えば，表 4.2の結果は，OppデータセットやUSCデータセットでは学習時に存在
するユーザに対する認識精度と存在しないユーザに対する認識精度の差はそれぞれ
F値で 0.324，0.185ポイントと大きなものとなることを示していた．図 4.5の結果
は，18層などのより深い構造のネットワークを利用することは，学習時に存在する
ユーザに対する認識精度を改善する一方で存在しないユーザに対する認識精度には
ほぼ影響しないか，あるいは低下させる場合もあることを示唆していた．認識精度
の開きは特徴的な行動（Jumping Upや Running Forward）については軽微であっ
た（表 4.3）ものの，Walking ForwardとWalking Upstairsなど，より類似した細か
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(a) Opp (b) Wheel
(c) Hetero (d) USC
図 4.8: クラスタ数を変化させた際の各層におけるMUTの比較
な行動の違いを識別する際には甚大であった．これらの結果は，特に精緻な行動の
分類を不特定ユーザに対して行うアプリケーションを想定する場合には表現力を適
切に選ぶ必要があることを示唆している．
また，図 4.7に示したように，特徴空間でクラスタリングを行うと特定のユーザ
に偏ったクラスタが生成された．言い換えれば，学習された特徴空間上における各
サンプルの位置はどのユーザであるかと言う情報を含むものである可能性を示唆し
ていた．このような特徴量のユーザ依存性はユーザ独立認識精度を高めることを難
しくするだけでなく，プライバシーに関する問題を引き起こす可能性もある．例え
ば，特徴量がユーザの属性（年齡や性別，あるいは疾病の有無など）の違いにより
異なる値を取るようなものであった場合，そのような特徴量を利用することは暗黙
的にユーザの属性情報を収集してしまう可能性がある．この状態は，ユーザ側から
すれば同意しない情報を取得されるリスクを，アプリケーション提供者としては意
図しない個人情報を取得して無用なプライバシーリスクを負う可能性があり望まし
くない．プライバシーへの配慮は行動認識を実用的に行う上では重要な要素であり，
実際にディープネットを実用的に利用する際には学習されたモデルがどのような情
報を持ちうるのかについて慎重に検討する必要があると考える．　
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ユーザ依存性を低減させるためのより直接的なアプローチとして，関連領域であ
るドメイン適応やドメイン汎化などの領域で利用されている技術とニューラルネッ
トの結合がありうる．この領域では，ドメイン適応の分野で利用されているMax-
imum Mean Discrepancy(MMD) [103]を利用した Deep Domain Adaptation [104]，
Variational Fair Auto-Encoder [105]，2つの分布の距離を分類器により図るHダイ
バージェンス [103]を利用したDomain Adversarial Neural Networks [106]などが提
案されている．また，ドメイン汎化の領域ではニューラルネットベースのモデルと
して Contractive Auto-Encoder [107]やMulti-Task AutoEncoder [108] が利用，提
案されている．これらの手法を発展させていくことが学習される特徴量のユーザ依
存性を低減し，ユーザ独立認識精度を高めるうえで重要な将来課題であると考えら
れる．
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第5章 ユーザ敵対的ニューラルネッ
ト: 敵対的訓練によるユーザ独
立な表現学習法
5.1 表現のユーザ独立性
4章で見たように，単純なディープネットの適用によりユーザ独立認識の精度は
高まるものの，ディープネットは高い表現力を持つため学習時に存在するユーザに
対して過学習しがちであり，また学習される特徴量はユーザに依存したものになっ
ていた．特徴量がユーザ依存になっていると，未知のユーザに対する汎化性能に影
響が出ることに加えて，本来計測したかった行動に関する情報以外を収集してしま
う可能性がある．例えば，仮に行動認識のための特徴量としてユーザに依存する歩
き方などの利用を許容すると，その背後にあるユーザの属性情報（年齡，性別，疾
病の有無など）を暗黙的に収集してしまう可能性がある．この状態は，ユーザ側か
らすれば同意しない情報を取得されるリスクを，アプリケーション提供者としては
意図しない個人情報の取得により無用なプライバシーリスクを負う可能性があり望
ましくない．ユーザ独立な特徴を利用すること，言い換えればユーザ（あるいはそ
の属性）に依存するような特徴を利用しないように制約をかけることで，このよう
なプライバシー問題を低減することができると考えられる．
本章では，学習時に敵対的ユーザ分類器を考慮することで学習ユーザに対して過
学習しにくくなるように制限する提案手法について述べる．ここで表現のユーザ独
立性とは，形式的には表現を表す確率変数Rとユーザを表す確率変数Uの独立性の
ことを意味する．ユーザ独立ではない，すなわちユーザ依存であるとは特徴量の値
がユーザごとに異なることを意味する．例えば，あるユーザの歩き方のみに強い値
を取るような特徴量や，ユーザにより値が異なるような特徴量はユーザ依存な特徴
量である．
ここで，ユーザ独立性を高めることは究極的には行動の予測性能とトレードオフ
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になりうることは重要である．例えば，単純にユーザ独立性を高めるのでであれば完
全にランダムにデータをマッピングすれば良いが，そのような写像は明らかにデー
タの持つ重要な性質を取り除いてしまう．すなわち，プライバシーに配慮しながら
適切に行動認識を行うためにはユーザ独立性を高めることと行動に関する予測精度
を高めるという 2つの問題を考える必要がある．
本章ではユーザ独立な特徴を獲得する問題を，特徴量Rのもつ行動Y に関する情報
を最大化しながら，ユーザ変数Uに関する情報を最小化する問題として定式化する．
そのうえで，上記の最適化問題を解く方法として敵対的訓練（adversarial training）
を利用したユーザ敵対的ニューラルネット（User-Adversarial Neural Networks）を
提案する．敵対的訓練によるユーザ独立な特徴獲得のアイディアは，特徴量Rから
ユーザ変数 U を予想しようとする敵対的ユーザ分類器 fuを騙すように特徴抽出器
ff : X → Rを学習させることである．すなわち，提案手法では識別器 fuがRから
どの程度U を予測できるかをユーザ独立性の指標へと利用する．敵対的訓練を利用
したディープネットの拡張により，ディープネットによる高い識別能力を活用しな
がらユーザ独立な特徴量を獲得できることが期待される．
本章では，提案手法によりユーザ独立な表現が獲得できることを慣性センサを利
用したパブリックな行動認識データセット 2つ（3つの分類タスク）を利用して検証
する．具体的には，行動認識精度とユーザ認識精度の 2つの観点を用いて，行動認
識でよく利用される畳み込みニューラルネット（CNN）と比較して提案手法が行動
認識精度を維持しながらユーザ独立な表現を獲得することができることを定量的に
検証する．また，学習された特徴空間でのクラスタリングにより得られるクラスタ
のユーザ独立性を視覚化し，表現のユーザ独立性が改善していることを定性的に確
認する．これらの検証を通じて，提案手法により既存の手法と比較してよりユーザ
独立な特徴が獲得できることを示す．
本章の主要な貢献は次の通りである．
• ユーザ独立な特徴を獲得する問題を行動に関する認識精度を最大化しながら
ユーザに関する認識精度を最小化する問題として定式化した．その上で，最適
化問題を解くニューラルネットのモデルを提案した （5.3節）．また，情報理
論的独立性の指標である相互情報量と提案手法の関係を整理することで，提案
手法の妥当性について論じた．
• 実データによる検証により，提案手法が単純なディープネットと比較してより
ユーザ独立な特徴を確認できることを示した （5.4節）．この結果は，敵対的
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訓練によるユーザ独立性の指標の利用が実際にユーザ独立性を高めることに
貢献することを示したものである．
• 実験により得られた結果から，ユーザ独立性およびにユーザ汎化性能を高め
るための課題，プライバシーへの配慮をより良く行うための課題をまとめた
（5.5節）．
以降まず，本章で利用する敵対的訓練について関連研究を交えて説明する．その
後，敵対的訓練をプライバシーへの配慮に応用する提案手法について説明し，実験
により提案手法の有用性を検証する．
5.2 関連研究
敵対的訓練によるユーザ依存性最小化のアイディアは，特徴量Rからユーザ変数
U を予想しようとする識別器 uを騙すように，特徴抽出器 f : X → Rを学習させる
ことである．すなわち，識別器 uがどの程度Rから U を予想できるかをRのユー
ザ依存度の指標へと利用する．
筆者が知るかぎり，敵対的訓練アプローチは Schmidhuberらにより初めて利用さ
れた [109]．より近年の研究で，Goodfellowらは敵対的訓練による方法を画像生成
タスクに利用し [69]，さまざまな研究による改良がなされている [71]．提案手法に
より近い研究として，Ganinがドメイン適応の文脈で提案したDomain Adversarial
Neural Networks（DANN）[110]とEdwardsが表現から機微情報を取り除くための手
法として開発したAdversarial Learned Fair Representations（ALFR）がある [111]．
これらはある特徴量Rが何らかの情報 S（前者はドメイン，後者は機微情報）に依
存しないように学習するという点では提案手法と類似しているが，学習される特徴
量のユーザ依存性を低下させることを目的とする本手法とは異なる目的で開発され
ているものである．
また，これらの研究ではドメインや機微情報Sとして 2値を想定しているのに対し
て，本稿が取り扱うユーザ独立な表現を獲得する問題ではU は一般に多値となると
いう点でも異なっている．U が多値になることが引き起こす問題として，1. DANN
やALFRはHダイバージェンスという 2つの分布（Ps=1(R)と Ps=0(R)）の距離を
測る指標に理論的に立脚しているが，Hダイバージェンスは多値を直接扱えないた
め多値にした場合の理論的妥当性が不明である，2. 取り除きたい情報 Sが 2値の場
合と比較して，敵対的分類器と特徴抽出器のバランスをとることが難しくなる，と
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いった問題がある．これらの問題に対して本稿では，1. 独立性の情報理論的な指標
である相互情報量と提案手法の関係を整理，2. バランスを取るための技術的対策の
提案を行い，その有用性を検証する．
5.3 ユーザ敵対的ニューラルネット
5.3.1 定式化
前述したとおり，ユーザ独立かつ行動認識に利用できる特徴量を獲得するために
は，特徴量Rが Y に関する情報を持ちながら U に関する情報を持たないようにす
る必要がある．この問題は，次のような 2つの損失関数の同時最適化問題として定
式化することができる．
L = Ly(X, Y ) + λLu(R,U) (5.1)
ここで，Lyおよび Luは特徴量が持つラベル Y に関する情報の大きさおよびユーザ
U に関する情報の小ささを表す損失関数である．また，λは相対的な重みである．
以降，この最適化問題を順伝播型ニューラルネットで解く提案手法，ユーザ敵対的
ニューラルネットについて説明する．
5.3.2 UANNの構造
図 5.1にユーザ敵対的ニューラルネットの構造を示す．参考までに，通常の順伝播
型ニューラルネットを横に並べた．図中矢印は，順伝播パスおよび逆伝播パスを意
味している．提案手法は，通常のニューラルネットが持つ 1.特徴抽出器 ff : X → R，
2. 分類器 fy : R→ Y に加えて，3. 敵対的ユーザ分類器 fu : R→ U の 3つのニュー
ラルネットにより構成される．ここで，f はそれぞれ任意の構造を持つニューラル
ネットであり，それぞれ θf , θy, θuのパラメタを持つ．提案手法では，これらの 3つ
のニューラルネットを利用して Lyおよび Luを定量化する．
5.3.3 Ly(X, Y )の定量化
Lyは，通常のニューラルネットと同様の方法で求める．すなわち，Xと Y の間で
定義される交差エントロピーを最小化することで求める．交差エントロピーによる
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(a) MLP (b) User-Adversarial Neural Networks
図 5.1: ユーザ敵対的ニューラルネットの構造と一般的なMLPの比較．
損失関数は，定式的には次の式のようになる．
Ly = − 1
N
N�
n=1
M�
m=1
ynm log fy(ff (xn)) (5.2)
ここで，N は学習サンプル数，M は分類したいクラスの数，ynmはサンプル nがm
番目のクラスであるかを表す {0, 1}の値である．特徴抽出器および行動分類器は確
率変数Xから Y が予想しやすいようにする．すなわち式 5.2を最小化するようにパ
ラメタ θf および θyを修正する．
5.3.4 Lu(R,U)の定量化
Luの定量化には敵対的訓練を利用する．具体的にはまず，変数Rから U を予想
しようとするような敵対的分類器 fuを考える．これは，fuを任意の構造のニューラ
ルネットとすると，次の損失関数を最大化することにより実現できる．
Lu =
1
N
N�
n=1
K�
k=1
unk log fu(ff (xn)) (5.3)
ここで，Kはユーザの数，unkはサンプル nが k番目のユーザであるかを表す {0, 1}
の値である．ユーザ分類器は，確率変数 Rからユーザ U を予測するように関数 fu
を学習する．これは，形式的には特徴抽出器 ff のパラメタである θf を固定した上
で，式 5.3を最大化するようにパラメタ θuを更新することと対応する．
逆に，特徴抽出器は，敵対的分類器が確率変数RからユーザUを学習できないよ
うにする，これは形式的には，敵対的ユーザ分類器 fuのパラメタ θuを固定した上
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で式 5.3を最小化するようにパラメタ θf を更新することで実現できる．また，概念
的には特徴RからUを予想するような敵対者を想定した上で，その仮想的な敵対者
が情報を抽出できないように ff を修正することに対応する．
5.3.5 最適化
まとめると，提案手法は 1. 特徴抽出器 ff，2. 行動分類器 fy，3. 敵対的ユーザ分
類器 fuの 3つの要素から構成され，最終的な最適化問題は式 5.4のようになる．
min
θf ,θy
max
θu
[Ly(X, Y ; θf , θy) + λLu(R,U ; θf , θu)] (5.4)
全体の最適化問題は明らかに凸でなく，単純な最適化で解くのは難しい．ここで
は，[106]や [111]に従い確率的最急降下法（SGD）による交互最適化を行った．す
なわち，1. Luを最大化するように θuを更新する，2. Lを最小化するように θf およ
び θyを更新するという手続きを交互に繰り返し行った．
敵対的訓練の成否の鍵をにぎる要素の 1つとして，Lに関する最小化と最大化の
バランスがあることが知られている [69, 106, 111]．ここでバランスとは，提案手法
の場合敵対的ユーザ分類器が Luを最大化する能力と特徴抽出器が敵対的ユーザ分
類器を騙す能力の均衡のことを意味する．このバランスが崩れると，勾配が十分に
伝わらなかったり，おかしな方向に進んだりするおそれがある．特に，今回の場合，
敵対的分類器が行うのは多クラス分類となるため，2値分類である類似研究より敵
対的分類器の認識能力が低くなりがちであると予想される．実際，実験的にも初め
からLuを最小化するように特徴抽出器を学習させると過度にユーザ独立にする能力
が強くなり行動の予測精度が上がらない現象が観測された．
この問題を解消するために，λをはじめは小さな値からはじめエポックが進むごと
に徐々に大きくするアニーリングを行った．パラメタ λのアニーリングを行うこと
で，ユーザ独立性の観点において特徴抽出器が特に初期フェーズで過剰に強くなる
のを抑えることができる．スケジューリングとしては，今回は単純に線形に増やす
方法を利用した．本稿の実験で利用した具体的なスケジューリング式は以下のとお
りである．ここで，tはエポック数，α+1はアニーリングを開始するエポック，βは
78
Algorithm 1 Optimization of the proposed model
Require: Samples S = {(xn, yn, un)}Ni=1
Require: hyper parameters λ
Ensure: neural network {θf , θy, θu}
θf , θy, θu← initialize()
t ← 1
while training() do
λt ← Eq.5.5
Lu ← Eq.5.3 ∀(xn, un) ∈ S
θu ← θu + δLuδθu {Update User-Adversarial classifier s.t maximize Ly}
Ly ← Eq.5.2 ∀(xn, yn) ∈ S
L′u ← Eq.5.3 ∀(xn, un) ∈ S
L = Ly + L
′
u
θf ← θf − δLδθf
θy ← θy − δLyδθy
t ← t + 1
end while
アニーリングを終了するエポック，λは最終的なパラメタの設定値を意味している．
λ(t) =
⎧⎪⎪⎨⎪⎪⎩
0.0 (t ≤ α)
(t− α) · λ
(β−α) (α ≤ t < β)
λ (β ≤ t)
(5.5)
以上をまとめた提案手法の擬似コードはAlgorithm1の通りである．
5.3.6 相互情報量最小化との関係
情報理論的には，確率変数Rが確率変数Uに関する情報を持つかは 2つの確率変
数の独立性により表される．2つの確率変数の独立性は，次に示す相互情報量によ
り定義することができる．
I(U ;R) =
�
r∈R
�
u∈U
P (u, r) log
P (u, r)
P (u)P (r)
I(U ;R)は 0以上の値であり，0の時にRとU は独立である，すなわちRはU に関
する情報を含まないことを意味する．
ここで，Luと I(U ;R)の間には次のような対応関係がある．詳細はB.1を参照の
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図 5.2: 実験に利用した提案手法のネットワーク構造．
こと．
I(U ;R) = N · Lu−C
ただし，Cは定数である．すなわち，θf を固定して Luを最大化することは θuを相
互情報量 I(U ;R)を最大化するように更新することを，また θuを固定して Luを最
小化することは θrを相互情報量 I(U ;R)を最小化するように更新することを意味し
ている．
5.4 実験
5.4.1 データセット
Opporunity Activity Recognition
データセットとして，最もポピュラーなデータセットの 1つであるOpportunity
データセットを利用した．Opportunityデータセットは，朝食をシミュレートしたシ
ナリオにおける日常行動を 4人分（S1–S4）記録したデータセットである．多数の種
類の活動者の身体，物体，および環境に設置されたセンサにより行動を計測してお
り，合計で 72のセンサ，10のモダリティを持つデータである（詳しくは，Saghaら
の論文の図 1 [98]を参照されたい）．結果として，各時刻において 113の実数値（時
刻情報は除く）が記録されている．本稿では，提供されている 3つのうちGestures
（以降Opp-G）とLocomotion（以降Opp-L）による検証を行った．Opp-Gは，18ク
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ラス 1. のより細かな行動を分類するタスクであり，Opp-Lは 5種類のより大局的な
ユーザの状態を分類するタスクである．分類問題を解くにあたり，一般に利用され
るスライディングウィンドウ方式（スライド幅 30，重なり率 0.5）により学習サン
プルを生成し，結果として 4ユーザ合計で約 50,000のサンプルを得た．
USC-HAD
USC-HADは，公開されている行動認識データセットの中では比較的大規模な男
女 7名ずつ合計 14名のデータを含む点が特徴である [112]．行動としては，前に歩
く，右に曲がる，左に曲がるなどの一般的な生活における最も基本的な 12種類の行
動が記録されている 2. データの計測はMotionNode 3により行われており，6次元
の系列データである．Opportuniryデータセットと同様，スライディングウィンド
ウ方式により学習サンプルを生成し，結果として 14ユーザ合計で約 127,000のサン
プルを得た．
5.4.2 実験設定
図 5.2に提案手法を利用したUser-Adversarial CNNの具体的なネットワーク構造
を示す．敵対的ユーザ分類器を除くと，ネットワーク構造は単純なCNNと同様とな
る．層の数やフィルタ数などのハイパーパラメタはOpportunityデータセットに対
してCNNを利用した研究である [19]を参考に設計した．ここで，図中 1 ×Kは畳
み込みサイズ（あるいはプーリングサイズ）を，各層の右下に位置する数値は特徴
マップ数を意味しているものである．活性化関数としては出力層にソフトマックス
関数を利用したほかは，ReLUを利用した．また，各畳み込み層および全結合層の
あとにはドロップアウトを行い，過学習を抑制した．最適化にはAdam [101]を利用
し 150エポック学習させた．学習率は 0.0001とし，その他のパラメタは推奨パラメ
タとした．
敵対的ユーザ分類器fuとしては，図中全結合層における特徴量を入力とするMLP800
を利用した．ここで，MLP800とは 800個の中間ユニット数もつ 3層ニューラルネッ
1open door 1, open door 2, close door1, close door 2, open fridge, close fridge, open dishwasher,
close dishwasher, open drawer 1, close drawer 1, open drawer 2, close drawer 2, open drawer 3,
close drawer 3, clean table, drink cup, toggle switch, and Null
2walking forward, walking left, walking right, walking upstairs, walking downstairs, running
forward, jumping, sitting, standing, sleeping, elevator up, elevator down
3http://www.motionnode.com/
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トを意味している．Luと Lyを重み付けるハイパーパラメタ λは他に言及がない限
り 0.1に設定した．また，アニーリングのパラメタ αおよび βは開始直後と終了直
前の 15エポックずつは固定した λで学習されるように，それぞれ 15，135とした．
提案手法の有効性およびパラメタの重要性を検証のため次の 4つの手法を比較し
た．1) CNN：提案手法において λ=0.0とした場合に対応．2) UANNLR：敵対的ユー
ザ分類器として，MLP800の代わりにロジスティック回帰を利用したものに対応．3)
UANNMLP：提案手法においてパラメタ λのアニーリングを行わない場合に対応．
4)UANNMLPA：敵対的ユーザ分類器としてMLP800を利用し，かつアニーリングを
行った場合．これらの手法を比較することで，単純な CNNと比較して提案手法群
がよりユーザ独立な特徴量を獲得できること，敵対的ユーザ分類器の表現力および
アニーリングの影響を検証する．
5.4.3 評価方法
各手法の評価は次のような Leave-One-Subject-Out手続き（LOSO）により行っ
た．LOSOは新規ユーザに対する認識精度を検証するためによく利用される方法で
あり，ここでは 1. K人のうちから 1人テストユーザを iを選択する，2. ユーザ iを
除くK − 1人のデータの一部を訓練データとして利用しモデルを訓練する（このと
き，80%を訓練データとし残り 20%は検証データとして利用した），3. ユーザ iの
データ（以降テストデータ）を利用して評価を行う，という手続きをK回に渡り繰
り返し行う．このような手続きでは，ユーザ iのデータは各ステップのモデルにお
いて訓練に全く利用されないので，学習されたモデルの新規ユーザに対する認識性
能評価することができる．また，テストデータによる評価に加えて，検証データに
対する認識精度とテストデータに対する認識精度の差を比較し，学習されたモデル
のユーザに関する過学習度合いを評価した．
モデルの評価指標として，行動分類能力に関する指標と表現のユーザ独立性に関
する指標の双方を利用して評価を行う．行動分類能力に関する指標としては，正解
率および平均 F値を利用した．正解率および平均 F値の定義は次のとおりである．
accuracy =
1
N
N�
n=1
1(yˆn = yn),
Fscore =
1
|L|
�
l∈L
F l(yˆ, y),
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(a) Opp-G (b) Opp-L (c) USC-HAD
図 5.3: 行動認識精度とユーザ独立性のバランスの比較．各マーカはテストユーザ，
各色は手法の違いを表している．また，ダイヤモンドマーカは全ユーザの平均値を
表す．
ここで，N は全サンプル数，Lは行動クラスの集合，ynと yˆnは i番目のサンプルに
対する正解ラベルおよび予測ラベル，F l(yˆ, y)は l番目のクラスに関するF値を意味
する．正解率は全サンプルを均等に扱うのに対して，平均 F値は少数クラスのサン
プルを重要視した指標であるという点で異なる役割を持つ指標である．
ユーザ独立性に関する定量的な指標としては，ユーザの認識精度を利用した．具
体的には，モデルを学習後にその特徴量Rからユーザを分類するような分類器 γを
改めて学習させ，その認識精度を計測した．このとき認識精度が高い，すなわち特
徴量RからユーザUが予測できる場合には独立性が低く，逆に予想できない場合に
は独立性が高いことを意味する．認識精度は用いる分類器 γに強く影響されると考
えられるため，ここでは γとしてロジスティック回帰（LR），隠れユニット数 50の
3層ニューラルネット（MLP50），および隠れユニット数 800の 3層ニューラルネッ
ト（MLP800）の 3つを利用した．
ユーザ独立性に関して，定量的な評価に加えてクラスタリングによる定性評価を
行った．具体的には，学習されたモデルの特徴量Rをクラスタリングし，クラスタ
リング結果から算出したユーザ傾向行列 Cを可視化した．ここで，Cの要素 cij は
クラスタ jにおいてユーザ iのサンプルが占める割合を示しており，0.0から 1.0ま
での値を取る．Cを可視化することで，特定のユーザに偏ったクラスタが発生して
いるかどうか，すなわち学習された特徴量が強いユーザ依存性を持つかどうかを可
視化した．
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表 5.1: 行動認識精度に関する比較．
(a) テストユーザに対する認識精度
平均 F値 正解率
CNN UANNLR UANNMLP UANNMLPA CNN UANNLR UANNMLP UANNMLPA
Opp-G 0.557 0.547 0.551 0.566 0.772 0.771 0.776 0.778
Opp-L 0.794 0.786 0.781 0.804 0.796 0.790 0.794 0.798
USC 0.573 0.548 0.501 0.523 0.583 0.568 0.539 0.554
average 0.660 0.643 0.624 0.644 0.735 0.724 0.713 0.721
(b) ユーザに関する過学習度合い
平均 F値 正解率
CNN UANNLR UANNMLP UANNMLPA CNN UANNLR UANNMLP UANNMLPA
Opp-G -0.321 -0.333 -0.319 -0.303 -0.159 -0.161 -0.151 -0.147
Opp-L -0.159 -0.165 -0.171 -0.148 -0.145 -0.151 -0.147 -0.143
USC -0.187 -0.149 -0.104 -0.120 -0.185 -0.139 -0.094 -0.109
average -0.234 -0.231 -0.216 -0.205 -0.161 -0.152 -0.135 -0.136
5.4.4 実験結果
行動認識精度とユーザ独立性のバランス
図 5.3に，各データセットにおける行動認識精度およびユーザ認識精度を比較し
た結果を示す．縦軸が行動認識精度を，横軸は分類器としてロジスティック回帰を
利用した場合のユーザ認識精度を表しており，左上に行くほどユーザ独立かつ行動
の認識精度が高く，右下に行くほど行動の認識精度が低くユーザ独立性も低いこと
を意味している．各マーカは異なるユーザを表しており，各色がそれぞれ異なる手
法に対応している．なお，図中の点線はCNNの行動認識精度を示したものである．
結果として，まずユーザ認識精度に関して，CNNと比較して提案手法群の認識精
度が著しく低下していることがわかる．行動認識精度はデータセットにより結果が
異なっているものの，Opp-GおよびOpp-Lでは提案手法群の認識精度はCNNと同
程度か僅かに上回っており，またUSC-HADデータセットについても認識精度の低
下はユーザ認識精度の改善具合と比較すると軽微であった．この結果は，敵対的訓
練を利用した提案手法により行動認識精度とユーザ独立性のより良いトレードオフ
を実現できることを示唆している．
ユーザ汎化性能に関する結果
表 5.1に，各データセットでの行動認識精度の比較結果を示す．表 5.1-(a)はテス
トユーザに対する認識精度を，また表 5.1-(b)は参考までにユーザに関する過学習度
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(a) 行動認識精度（検証データ） (b) 行動認識精度（テストデータ） (c) ユーザ認識精度
図 5.4: 行動認識精度およびユーザ認識精度のエポックごとの変化．
合い（テストデータと検証データに対する認識精度の差）を示している．太字+下線
の項目は認識精度がもっとも高かったことを，太字の項目は 2番目に高かったこと
を意味している．
結果として，次のような結果が得られた．まず，CNNとUANNMLPAを比較する
と，新規ユーザに対する認識精度については平均F値および正解率双方でOpp-Gお
よびOpp-LについてはUANNMLPAが優れており，USCについては通常のCNNが
優れていた．また，ユーザに関する過学習度合いでは USCを含むすべての場合で
UANNMLPAが優れていた．この結果は，提案手法が利用した敵対的訓練は学習時に
存在するユーザに対する認識精度を低下させるものの，新規ユーザに対する認識精
度は僅かに改善するかあるいは低下する場合でもその低下度合いは学習時に存在す
るユーザに対するものと比較すると軽微であったことを意味している．
次に，UANNLRとUANNMLPAを比較すると，USCデータに関するテストユーザ
に関する認識精度を除くとUANNMLPAが上回る結果となっていた．また，Wilcoxson
の検定を行うとテストユーザに関する認識精度では平均 F値および正解率それぞれ
0.055，0.061の p値となり 5%危険率で有意差は見られなかったが，過学習度合いで
は平均F値および正解率それぞれ 0.0005，0.0002のp値となり有意差が見られた．こ
の結果は，敵対的ユーザ分類器としてより適切な分類器を利用することでユーザに
関する過学習を抑制できる可能性を示唆している．最後にUANNMLPとUANNMLPA
を比較すると，ユーザに関する過学習度合いについては同程度であった一方で，新
規ユーザに対する認識精度では UANNMLPAがすべての場合で上回っていた．この
結果は，パラメタのスケジューリングを行うことで過学習を同程度に抑えながらテ
ストユーザに対する認識精度を適切に高めることができることを示唆している．
図 5.4-(a) および (b) に，検証データとテストデータに対する CNN（青線）と
UANNMLPA（赤線）の認識精度の推移を比較した結果を示す．ここで，横軸がエ
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表 5.2: 異なるユーザ分類器を利用した場合のユーザ認識精度の比較．
(a) Opp-G
LR MLP50 MLP800
None 0.870 0.963 0.983
LR 0.516 0.955 0.981
MLP800 0.501 0.774 0.950
Rand 0.333 0.333 0.333
(b) Opp-L
LR MLP50 MLP800
None 0.903 0.966 0.980
LR 0.579 0.953 0.977
MLP800 0.550 0.822 0.957
Rand 0.333 0.333 0.333
(c) USC-HAD
LR MLP50 MLP800
None 0.530 0.649 0.770
LR 0.307 0.493 0.636
MLP800 0.272 0.377 0.521
Rand 0.078 0.078 0.078
ポック数，縦軸が正解率である。また，図中の値はOpp-Gにおける 4回の試行の平
均をとったものである．なお，今回の実験ではα=15としたため，15エポック目まで
はCNNとUANNMLPAは同じ損失関数を最適化している．結果として，1)約 20エ
ポック目までは両者はほぼ同じ正解率になっていること，2) 20エポックを超えたあ
たりからUANNMLPAが安定的に良い精度になっていること，3) 検証データに関し
ては 100エポックを超えたあたりでUANNMLPAが飽和しているのに対してCNNで
は更に学習が進んでいること，の 3点が確認できた．これらの結果は，単純なCNN
はユーザに対して過剰に適合する可能性があること，また提案手法により学習ユー
ザに対する過剰適合を抑制できていることを示唆している．
図 5.4-(c)に，検証データに対するユーザ分類器の正解率のごとの推移を示す．横
軸はエポック数，縦軸は正解率であり，各色が異なる λに対応している．結果，c-1)
CNN（λ=0.0）の場合最終的に 99%程度でユーザ識別が可能になる一方，λ ≥ 0.1
の場合にはユーザ分類器の精度を抑制することができていること，c-2) λを大きく
するほどユーザ分類器の精度は早く低下するが，最終的な認識精度は飽和すること，
c-3) 正解率の低下はおおよそ 20エポック目から始めっており，図 5.4においてテス
トデータに対する認識精度の改善が始まったタイミングとほぼ一致していること，
などが確認された．
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ユーザ独立性に関する結果
表 5.2に，異なるユーザ分類器を利用した場合の認識精度を比較した結果を示す．
各行はそれぞれ学習時に利用した敵対的ユーザ分類器 fuを，各列は評価に利用した
分類器 γの種類を示している．fu=Noneは敵対的訓練を行わない場合であり，CNN
に対応するものである．また，完全にランダムに予測した場合の予測精度 (Rand)
を参考値として示した．特徴量が完全にユーザ独立な場合どのような分類器を利用
してもランダム予測となるため，Randは論理的な限界値を示すものである．
結果としてまず，評価用分類器 γ によらずMLPや LRを利用した敵対的訓練を
行う場合に，行わない場合と比較してユーザ識別性能が低下していることがわかる．
この結果は，提案手法により単純な CNNを利用する場合と比較してユーザ独立性
の高い表現を学習できていることを示すものである．一方で提案手法の課題として，
γとして fuより強い表現力を利用する場合，敵対的分類器を利用した場合でもユー
ザ認識精度が低下しにくい傾向が見られた．例えば，Opp-Gについて，fuにロジス
ティック回帰（LR）を，γに同様のLRを利用した場合には認識精度は 0.579ポイン
トと敵対的訓練を利用しない場合（0.903）と比較して 0.30ポイント以上認識精度を
抑制できていたのに対して，γにMLP50を利用した場合には 0.953ポイントとなっ
ており，敵対的訓練を利用しない場合（0.966ポイント）とほとんど変わらない値で
あった．また，γとしてMLP800を利用した場合の結果は各データセットでそれぞ
れ 0.950，0.957，0.521であり，ランダムな予測と比べて著しく高かった．
最後に，ユーザ独立性の定性的な評価として図 5.5に，CNNおよび UANNMLPA
で学習された特徴量のクラスタリングによって得られたユーザ傾向行列Cを可視化
した結果を示す．図中青が濃い部分がクラスタに占める特定のユーザの割合が高い
ことを，白に近いほど低いことを意味している．また，クラスタリング手法として
は k平均法を利用した．結果として，提案手法によりユーザ傾向が低いクラスタが
できていることが視覚的に確認された．例えば，CNNの場合クラスタ 18や 19で S4
の割合が高くなっているのに対して，提案手法では同様の傾向を持つクラスタは存
在しなかった．
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(a) CNN (b) UANN (λ=0.1)
図 5.5: クラスタ数を 20とした際のOpp-Gにおける各クラスタのユーザ傾向の可視
化．a: CNN，b: UANN (λ=0.1)．
5.5 考察
5.5.1 ユーザ独立性について
実験の結果は，提案手法が行動の認識精度を可能な限り保った上でユーザ独立な
特徴量を獲得できることを示唆していた．図 5.3の結果は，敵対的訓練を行わない
通常の CNNが学習した特徴量と比較して提案手法が学習した特徴量は，行動に関
して同程度の予測性能を持つ一方で，ユーザを予測しにくい特徴量となっているこ
とを示している．また，図 5.5に示した特徴量のユーザ傾向の可視化結果は，CNN
が獲得した特徴量によるクラスタの一部や過度に特定のユーザが固まる傾向にあっ
たのにたいして，提案手法が学習した特徴量はすべてのクラスタで特定のユーザが
固まるような現象はみられなかった．これらの結果は，敵対的ユーザ分類器を学習
時に考慮する提案手法により，CNNが学習する特徴量のユーザ独立性を高めること
ができることを意味している．
一方，ユーザ独立性に関する限界として，表 5.2に示したように提案手法により得
られた表現はランダム予測と比較すると著しく高いユーザ依存性を持っており，完
全にユーザ独立な表現を学習しているわけではないという点がある．言い換えれば，
本稿での検証により得られた結果は単純な CNNに対する比較優位性を示すもので
あり，絶対的に十分なユーザ独立性が得られていることを示すものではない点には
注意されたい．提案手法の枠組みの中でよりユーザ独立性の高い表現を学習するた
めには，適切な分類器やハイパーパラメタ λの選択，敵対的分類器を接続する層の
選択，複数の層における敵対的分類器の利用などの方法が考えられる．これらの項
目について検証を加えることで，手法の改良を行う必要がある．
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5.5.2 ユーザ汎化性能について
ユーザ独立な特徴量を獲得する動機の 1つであったユーザ汎化性能については，ま
ず提案手法を利用することで CNNと比較してユーザ過学習度合いを抑制できるこ
とが示された（表 5.1）．この結果は，特徴抽出器の出力のユーザ独立性を高めるこ
とにより，行動分類器のユーザ汎用性を高めるという提案手法のアイディアの妥当
性を示すものであると考えられる．一方で，平均すると過学習度合いは 3つのデー
タセット平均で 0.136ポイント（F値では 0.205ポイント）と依然として大きい値と
なっていた．この原因としてまず，5.1節に記述したように提案手法によるユーザ独
立性が不十分であったことが考えられる．もう 1つの可能性として，ある特徴量が与
えられたときの行動の真の確率分布 P (Y |U)がユーザによって異なるケースが考え
られる．これは，例えばある人が歩くときに生じる観測パターンと他の人が早歩き
するときの観測パターンが類似している場合などでが考えられる．このような場合，
特徴量がユーザ独立になったとしても予測された結果が正しいかどうかはユーザに
よってことなることになる．提案手法の限界として，提案手法は特徴量Rのユーザ
独立性を高めるためのものであり，ある特徴量が発生した時にどの行動が生じたか
の確率分布 P (Y |R)がユーザごとに異なることに伴う認識精度の劣化を考慮するこ
とは出来ない．後者の問題を解決するためには，ユーザ適応技術など別の方法を適
用する必要があると考えられる．
また，提案手法によるもう 1つの課題として，新規ユーザに対する絶対的な認識
精度がデータセットによっては劣化する場合が有ることが確認された．具体的には，
表 5.1が示すように，Opp-LおよびOpp-Gについては提案手法によりユーザ汎化性
能が改善する一方で，USCデータセットについては汎化性能が低下していた．
この原因として，次の 2つが考えられる．第 1に，モデルの持つ表現力が十分でな
かった可能性がある．式 5.1に示したように，提案手法では通常のCNNと比較して
より複雑な損失関数を最適化するように学習している．その結果として，モデルの
持つ表現力が不足していた可能性が考えられる．紙面の都合上割愛したものの，実
際USCデータセットについては訓練データに対する認識精度（正解率）がCNNの
0.776に対して UANNMLPAでは 0.666と著しく低下しており，Opportunityデータ
セットを利用した 2つの分類タスクについては同様の傾向は見られなかった．また，
この差はユーザ汎化性能における差（CNNが 0.583に対して提案手法が 0.554）の
差より著しく大きかった．より多くのパラメタを持つネットワーク構造を利用した
場合にユーザ汎化性能が改善するかの検証は今後の課題である．
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第 2に，ユーザ独立な特徴量を学習することに伴う問題として，テストユーザと
類似したユーザが学習時に存在する場合にはユーザ独立な特徴量を獲得するよりも
その類似ユーザに対して適合した特徴を利用することが認識精度改善に寄与する可
能性である．この観点から考えると，学習に利用するユーザ数が増えれば増えるほ
ど新規ユーザと類似した特徴を持つユーザが学習データに含まれる可能性は高まる．
一方，学習ユーザが増えれば増えるほど学習が難しくなり，結果として認識精度の
改善も限定的である可能性がある．例えば，Ogawaらは学習に利用するユーザ数を
増やした際のユーザ汎化性能の変化を検証し，その精度改善が 50人程度で飽和した
報告している [50]．また，今回はデータの都合上 LOSOという新規ユーザが 1人の
場合における検証を行ったが，新規ユーザが増えれば増えるほど学習ユーザに類似
しているユーザが含まれる可能性は低下するため，提案手法の有効性が増すと考え
られる．より大規模なユーザ数のデータセットによる検証により，どの程度のユー
ザ数を持つときに提案手法の有効性が強く現れるかの検証が必要と考えられる．
5.5.3 プライバシー保護について
提案手法により得られる特徴量のユーザ独立性は，1章にも述べたようにプライ
バシー保護の観点からも重要となりうる．一方で，一般にセンサデータは長時間に
渡って収集されることから，敵対者は複数のウィンドウを予測に利用することでよ
り正確に予測を行える可能性があることには注意が必要である．例えば特徴量から
ユーザを予測する本稿で扱った例では，図B.1に示したように複数のウィンドウの
結果を平均化することにより著しく高い精度でユーザを予測することができるよう
になる（詳細は付録B.2を参照のこと．）．特徴量が完全に独立になれば複数ウィン
ドウを利用することは全く意味を成さないため，この問題は特徴量の独立性を高め
ることにより原理的には解決可能であるものの，本稿で検証したような 1つのウィ
ンドウに対する特徴量 rからの予測可能性だけでなく，複数のウィンドウを利用し
た場合の予測性能を考慮した形に手法を拡張することでより優れたプライバシー保
護が行える可能性がある．
プライバシー保護の観点からみたときのもう 1つの課題として，より大規模なデー
タ，特にユーザ数および含まれる属性が増えた場合での検証が必要である．プライバ
シー保護の観点からは，ユーザ独自の特徴を利用しないということよりむしろユー
ザに関する機微情報（例えば病気の有無など）に影響された特徴量にならないこと
が重要である．ユーザに関する精緻な属性情報を持ったデータベースを利用するこ
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とでプライバシー保護の観点からの考察を深めることが必要である．
ユーザ数が増えた際の提案手法の問題点として，敵対的ユーザ分類器の学習が難
しくなることがある．例えば，今回，最大でユーザ分類器としては 13人の場合の分
類を行ったが，1,000人のユーザがいる場合に提案手法における敵対的ユーザ分類器
は 1,000クラスの分類を適切に行うように学習する必要がある．このような複雑な
分類問題を行うことは技術的に非常に難しい，あるいは学習に相当の時間がかかる
と考えられる．対応策として，プライバシー保護の領域で利用されている k-匿名性
[113, 114]や l-多様性 [115]，t-近接性 [116]といった概念が参考になる可能性がある．
例えば，1,000クラス分類を諦め kクラス分類器を複数学習させる方法や，その際に
機微情報に関する情報がばらつくように k人を選定する方法などが考えられる．こ
れらの検証を行うことで，より大規模なユーザが存在する場合にも適用可能なよう
に手法の改良が必要と考える．
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第6章 半教師あり蒸留による深層行動
認識モデルのユーザ適応
6.1 ユーザ適応
5章では，ユーザ独立認識精度を高めるためのアプローチとして，敵対的訓練を
利用することで特徴量のユーザ独立性を高める手法としてユーザ敵対的ニューラル
ネットを提案した．ディープネットは行動認識の精度を高めるための重要な技術要
素となっている一方で，行動認識に利用する場合にはいくつかの未解決問題がある．
その 1つが，ラベルデータが限られたユーザに対する認識精度の問題である．行動
認識でよく利用される慣性センサへの観測値のみによるアノテーションは困難であ
り，主に動画データを利用したアノテーションが行われる．しかし，プライバシー
やユーザ負担の観点から研究室などの実験環境以外でラベルデータを大量に取得す
るのは困難である．そのため，ラベルデータが少ない，あるいはまったくないユー
ザの行動を認識する方法が必要となる．
本章ではこの問題の解決に向けて，ディープネットを利用して得られた行動認識モデ
ル（以降深層行動認識モデル）をユーザ適応する方法を提案する．ここで，行動認識モ
デルのユーザ適応とは，不特定多数のユーザのサブセット {(Xi, yi)}(∀i ∈ 1 · · ·m)で
訓練された不特定行動者モデルをユーザごとに用意した少数の適応用データ{(X ′, y′)}
を利用して，特定のユーザの行動をよく認識するようなモデル（以降適応後モデル）
へと修正することを指す（図 6.1）．言い換えれば，ユーザ適応は別のユーザ群の
データで学習された知識を利用することでデータが限られたユーザに対する認識精
度を高めるための方法であり，決定木など単純な認識モデルにおける有用性が報告
されている [53]．一方，決定木のようにパラメタの少ないモデルをユーザ適応する
場合と異なり，ディープネットのように大量のパラメタを持つモデルをユーザ適応
する場合どう過学習を防ぐかが重要な論点となる．
本章では，蒸留 [94]を拡張した半教師あり蒸留によるユーザ適応手法を提案する．
蒸留とは，学習済みモデル（教師モデル）の出力を温度パラメタ T によりなめらか
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図 6.1: ユーザ適応の概念図．
にしたものを模倣するように新たなモデル（生徒モデル）を学習させる方法である．
提案手法の背景にある基本的なアイディアの 1つは，ユーザ適応後のモデルは不特
定行動者モデルから過剰に離れるべきではないというものである．もし過剰に離れ
ることを許容するならば，不特定行動者モデルを介した意味がないことになるため
これは自然な発想であろう．2つ目のアイディアは，ラベルなしデータの活用であ
る．行動認識では連続的にデータを計測する場合が多く，そのためラベルなしデー
タについては大量に得られる場合が多い．提案手法は不特定行動者モデルを教師モ
デルとし適応後モデルを生徒モデルと考え，教師モデルを模倣する正則化項の計算
にラベルなしデータを活用するように蒸留をユーザ適応の文脈に拡張する．提案手
法は蒸留を上記のように拡張することで，1. 適応後モデルが不特定行動者モデルか
ら離れすぎないように制約をかけられる，2. ラベルなしデータを自然に活用できる，
という利点がある．
不特定行動者モデルから過剰に離れるのを防ぐという観点で，提案手法は音声認
識の領域で提案されているKL正則化 [117]と同様の目的を持つ．実際，蒸留による
正則化はKL正則化をその一部に含んでおり，パラメタ T を考慮することで一般化
したものとみなせる．また，提案手法はラベルなしデータを活用するための仮定の 1
つである Low-Density Separationをユーザ適応の文脈で利用しているものとみなす
ことができる．このことから，ラベルなしデータを有効に活用できると期待される．
提案手法の有効性検証にあたり，深層学習を利用した行動認識モデルの評価で最
もよく利用されるOpportunityデータセットを利用して比較実験を行った．比較対
象としては，音声認識の分野で提案されている SVDをベースにした手法 [118]およ
びにKL正則化 [117]を含む計 8種類のベースラインと比較し，提案手法により過学
習が抑制されること，既存手法と比較して認識精度を改善できること，ラベルなし
データを有効に利用できていることを検証した．
本章の主要な貢献は次のとおりである．
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• ディープネットベースの行動認識モデルを利用する場合のユーザ適応の有効性
を初めて検証した．この研究は今後の深層行動認識モデルのユーザ適応技術に
関する研究の第 1歩となるものである．
• ディープネットベースの行動認識モデルを少数のラベルデータでユーザ適応す
るための手法として，蒸留を応用した半教師あり蒸留（SSD）を提案した．本
手法により，ディープネットのように大量のパラメタを持つモデルを利用する
場合でもラベルデータが限定されたユーザに対する認識精度を効率的に高め
ることができる．
• 代表的なデータセットの 1つであるOpportunityデータセットを利用して，複
数の既存手法との比較実験を行い提案手法の有効性を定量的に検証した．
本章の残りの構成は次の通りである．6.2節では，まず行動認識でのディープネッ
トの研究動向について概観し，ディープネットのユーザ適応に関する既存研究につ
いて言及する．また，提案手法の基礎となる蒸留についてその研究動向をまとめ，提
案手法の新規性について主張する．6.3節では，提案手法について説明する．6.4節
では，提案手法の有効性検証のために行った実験の詳細およびに実験結果を説明し，
6.5節で本論文で取り組んだ深層行動認識モデルのユーザ適応という問題に対する本
章の貢献およびに将来課題について述べる．最後に 6.5節で本論文をまとめる．
6.2 関連研究
6.2.1 行動認識でのディープネットの利用
近年，さまざまな研究においてディープネットの行動認識における有効性が検証
され，ディープネットは高精度な行動認識のための必須の技術要素となりつつある．
行動認識においてディープネットが重要な技術要素である理由の 1つが特徴設計の
難しさである．行動認識では加速度センサやジャイロセンサがよく利用されるが，こ
れらのセンサは生の系列データであり人間がその特徴を識別するルールを記述する
のは困難である．ディープネットなどの表現学習技術によりデータから直接に認識
に寄与する特徴量を獲得することができれば，行動認識で経験的に利用されてきた
特徴量では捉えきれなかった情報を識別に利用することができる．特徴量の設計は
機械学習を適用する際に認識精度に影響を与える要素の 1つであり，特徴設計の難
しい行動認識におけるディープネットの重要性の理由の 1つとなっている．
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Plo¨tzらは行動認識にディープネットをはじめて利用し，従来の特徴設計パイプラ
インを制限付きボルツマンマシンや主成分分析で置き換える方法の有効性を 4つの
データセットで検証した [12]．また，Volmmerらはスパース符号化を利用したニュー
ラルネットの有効性を報告した [84]．近年の研究で，Jingらは畳み込みニューラル
ネットが行動認識タスクと親和性が高く，認識精度も高いことを報告している [19]．
また，Ordo´n˜ezや Hammerlaらが Long Short Term Memoryのように時系列性を
考慮した手法が良い精度を発揮することを確認している [20, 21]．これらのように，
ディープネットの行動認識タスクにおける利用は着実に進んでおり，認識精度も改
善し続けている．
6.2.2 深層行動認識モデルのユーザ適応
行動認識タスクにおけるディープネットの利用は活発に行われているものの，ディー
プネットで学習したモデルに対するユーザ適応の有効性の検討は行われていない．こ
こでは，ディープネット以外のモデルにおける行動認識モデルのユーザ適応および
に関連領域である音声認識におけるディープネットのユーザ適応に関する研究に言
及する．
行動認識においてユーザ適応が必要な理由は，どのユーザに対しても利用可能な
汎用モデルを作成することの難しさにある．例えば Laneらは 50名分の行動データ
セットを利用して 20代 30代が歩いている時と 65歳以上の人が歩いている時の特徴
量の値がほとんど重ならないこと，また 20代 30代のデータで訓練したモデルは 20
代 30代のユーザに対しては 80%から 90%の精度を達成する一方で 65歳以上に対し
ては 60%程度であったことを報告し，単一のモデルは全ユーザに対して適合させる
ことは難しいことを指摘している [37]．またWeissらは，特定のユーザのデータの
みを利用して作成したモデルと，特定のユーザのデータを利用せずに作成したモデ
ルの 2つの認識精度を比較し，後者の認識精度が約 20%低下することを報告してい
る [48]．これらの研究は，単純に学習したモデルは学習に利用したユーザに対して
は良く認識できるものの学習時に存在しなかったユーザに対しては上手く認識でき
ないことを示唆している．
ユーザ適応はこの問題に対処する方法の 1つとして近年注目を集めている手法で
ある．Zhaoらはあるユーザのデータで学習された決定木の分類規則を学習時に存在
しなかったユーザのデータで修正することで認識精度の改善が見られることを報告
している [53]．Ioﬀeらはパラメタをラベルなしデータのみから修正する方法として
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共変量シフト仮定のもとサンプルの重要度を計算して学習させる方法を提案してい
る [119]．Reissらは，アンサンブル学習した複数の分類器の重みを修正することで
効率的にユーザ適応を行う方法を提案している [55]．一方，これらの手法は決定木
に特化した更新方法となっている，新規ユーザが現れるたびにモデル全体を学習し
直す必要がある，大量のパラメタを持つディープネットをアンサンブル学習させる
のは難しいなどの理由からディープネットをユーザ適応する上では適した方法では
ない．
ユーザ適応は従来，行動認識よりむしろ音声認識の分野で研究が進められてきた．
音声認識におけるユーザ適応の代表的な手法の 1つとして i-Vector [120]などユーザ
を表すベクトルを補助情報として入力する手法が提案されている [121, 122]．しか
し，i-Vectorのように音声認識においてユーザを表すベクトル表現として確立され
た手法は行動認識においては存在しておらず，直接同様の方法を利用することはで
きない．
音声認識におけるユーザ適応のその他の主要なアプローチの 1つに，限定したパ
ラメタのみをユーザ適応するモデルベースアプローチがある．例えば，Xueらは学
習させるパラメタを減らす方法の 1つとして重み行列を SVDにより行列分解し，パ
ラメタ数を減らした上でユーザ適応させる方法を提案している [118]．また，Yaoら
は出力層のバイアスを補正する方法を提案している [123]．Siniscalchiらは，活性化
関数にパラメタを用意しユーザごとに活性化関数の形を変化させる方法を提案して
いる [124]．これらのように適応させるパラメタを減らすモデルベースアプローチ自
体はさまざまな研究がなされており，これらの手法は音声認識に特化したものでは
なく行動認識の問題においても適用可能である．しかし，元の不特定行動者モデル
から極端に離れることを防ぐ提案手法とは直交する概念であり，組み合わせて利用
することが可能である．
6.2.3 蒸留によるユーザ適応
提案手法は，蒸留 [94]をユーザ適応の文脈で利用するために拡張したものである．
蒸留とは，学習済みのモデル（教師モデル）の確率分布を滑らかにしたものを模倣す
るように正則化を加えた新たなモデル（生徒モデル）を学習させる学習させる方法で
ある．ここで，確率分布を滑らかにするとは，例えば確率分布が [0.99, 0.008, 0.002]
といった確率になっていた場合に，[0.70, 0.20, 0.10]というようにする処理のことを
さす．すなわち，蒸留では生徒モデルを学習する際に，ラベルデータから求められ
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る損失に加えて元の教師モデルの出力を模倣するような制約をかけて学習する．こ
のように，2段階の学習を行うことで，より小さなニューラルネットで同等の認識
精度を得られたり [94]，より望ましい構造を持つニューラルネットに変換すること
ができたり [95]，あるいは特定の条件下で半教師あり学習に有効である [125]ことが
報告されている．
ここでユーザ適応の観点から重要な点は次の 2点である．第 1に，教師モデルを不
特定行動者モデルとし，生徒モデルを適応後モデルと考えることで，ユーザ適応に自
然に利用できる点である．この場合蒸留による正則化は適応後モデルが不特定行動者
モデルから極端に離れないように制約を与えていると解釈することができる．第2に，
単純な拡張によりラベルなしデータを活用できる点である．蒸留による正則化項は教
師データの有無にかかわらず計算することができるため，ラベルなしデータを活用し
た学習ができる．詳細は 3章にて述べるが，第 2項の正則化は半教師あり学習でラベ
ル無しデータを活用する際の主要な仮定の 1つである Low-Density-Separation[126]
を実現していると解釈することができ，効率的なラベルなしデータの活用方法であ
ると期待される．
筆者の知る限り，本章は蒸留をユーザ適応の文脈に応用する初めての研究である．
最も近い研究として，Yuらは不特定コンテキストで訓練されたモデルの出力の確率
分布と適応後モデルの出力分布のKL正則化により制約をかけて特定のコンテキス
トへと適応させることを提案している [117]．また，上述した SVDによる重みW を
低ランク近似する研究 [118]においても同様の技術が利用されている．KL正則化は
ユーザ適応時に過学習するのを避けるために元のモデルから過剰にパラメタが更新
されるのを避けるという点で提案手法と同一の目的を持っている．また提案手法の
パラメタ T = 1とし，損失関数として交差エントロピーを利用した場合に蒸留によ
る正則化はKL正則化と一致する．一方，KL正則化の場合不特定行動者モデルの出
力を完全に模倣しようとするため，制約が強すぎる可能性がある．特に，KL正則
化の場合不特定行動者モデルが誤っているサンプルについての影響が強く残ること
になり望ましくない場合がある．蒸留を利用した方法では温度 T を変化させること
で不特定行動者モデルにおいて確信度が低いサンプルについてはその重みを低下さ
せることができるため，KL正則化よりよい制約となると考えられる．
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6.3 半教師あり蒸留によるユーザ適応
6.3.1 アルゴリズム
提案手法である半教師あり蒸留（Semi-Supervised Distillation，SSD）によるユー
ザ適応は，蒸留をユーザ適応の文脈に合うように，またラベルなしデータを活用でき
るように応用したものである．提案手法は不特定行動者モデルの学習およびに SSD
を利用したユーザ適応の 2つのステップから構成される．順に説明する．
ステップ 1:不特定行動者モデルの学習
ステップ 1では，教師付きの全データ {Xm, ym} (∀m ∈ 1 . . .M)を利用して不特
定行動者モデルを学習する．ここで，Xmおよびに ymはそれぞれユーザmの入力
データとラベルデータ，M は全ユーザ数である．この最適化問題の損失は次のよう
に定式化することができる．
Lθ =
M�
m=1
1
Nm
Nm�
n=1
L(ymn , σ(f
t
θ(x
m
n ))) + Ω(||fθ||), (6.1)
θは任意の構造を持つニューラルネットのパラメタであり，式 6.1を確率的最急降
下法などにより最小化することで求める．ここで，xmn はユーザmの n番目のサン
プル，fθは θをパラメタに持つニューラルネット，Nmはユーザmのサンプル数，Ω
は関数全体の形を制限する正則化項である．σはソフトマックス関数であり，ニュー
ラルネットの出力を確率値へと変換している．また，Lは入力と出力の間の損失を
定義する任意の関数であり，一般的には交差エントロピーが利用される．ここで重
要な点は，不特定行動者モデルが訓練時に存在するユーザのみではなく未知のユー
ザに対してもある程度の認識精度を持つように学習することである．そのため，式
6.1に示したように正則化を行うことで学習データ (ユーザ) に対する過学習を防い
だり，アプリケーションを利用することが想定されうるユーザを可能な限り包含し
たようなユーザのデータを学習に利用したりすることで特定のユーザにのみ識別能
力が高くなりすぎないようにすることが望ましい．
ステップ 2:SSDを利用したユーザ適応
ステップ 2では，新規ユーザのデータ {X ′, y′}を利用して新規ユーザに対する認
識精度を高める用にパラメタ θを修正する．ここで，新規データのうちラベル付き
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のサブセットを {X ′sup, y′sup}，ラベル無しのデータセットを {X ′unsup}とすると，本
ステップで解く最小化問題の損失は次のようになる．
Lθ′ =
�
x,y∈{X′sup,y′sup}
(1− λ) L(y, σ(fθ′(x)))
+
�
x∈{X′sup}
λL(s, σ(fθ′(x)))
+
�
x′∈{X′unsup}
λL(s, σ(fθ′(x
′)))
=
�
x,y∈{X′sup,y′sup}
(1− λ) L(y, σ(fθ′(x)))
+
�
x∈{X′}
λL(s, σ(fθ′(x)))
=(1− λ)
�
x,y∈{X′sup,y′sup}
Lhard+λ
�
x∈{X′}
Lsoft
(6.2)
ここで，θ′は任意の構造を持つニューラルネットのパラメタであり，λは第 1項と第 2
項の重み付けをするハイパーパラメタである．なお，蒸留の元論文 [94]では |θ′| < |θ|
とした場合の認識精度の変化を確認するため θ′は θとは異なる値に初期化されてい
たが，ここでは不特定行動者モデルをユーザに適した形で修正することが目的であ
るため θ′の初期値として θをそのまま利用した．また，sは
s = σ(
fθ(x)
T
),
により計算される値であり，入力サンプル xを教師モデル fθに入力した際に得られ
る確率分布 Pθ(y|x)を温度 T により滑らかにしたものである．このように，SSDで
はラベルなしデータを含むユーザ適応用データセットX ′から計算される Lsoftによ
り不特定行動者モデルから過剰に離れるのを抑制する．
6.3.2 既存手法との関係
前述したように T = 1かつ Lとして交差エントロピーを用いたときに Lsoft は
[117, 118]で利用されているKL正則化と一致する．実際に式を書き下すと次のよう
になる．
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Lsoft =L(s, σ(fθ′(x)))
=L(σ(fθ(x)), σ(fθ′(x)))
=L(Pθ(y|x), Pθ′(y|x))
=
S�
s=1
Pθ(y = s|x)logPθ′(y = s|x)
ただし，ここで Pθ(y|x) = σ(fθ(x))であることを利用した．また，T → 0とした場
合に sはLeeらが提案している擬似ラベルによる半教師あり学習 [127]で用いられる
ような確率 Pθ(y|x)が最も高い場所で 1となり残りが 0になるようなOne-Hotベク
トルになる．逆に T =∞とした場合，Lsoftは定数とみなせるため単純な教師あり
学習となる．このように，蒸留による正則化はソフトマックス関数における温度T
を考慮することでKL正則化をはじめとするさまざまな手法を一般化したものとみ
なすことができる．
半教師あり学習の観点から考えると，Lsoftは，半教師あり学習においてラベルな
しデータを活用する主要な方法の 1つである Low-Density-Separation[126]と関係が
ある．Low-Density-Separationとは，汎化能力を高めるような決定境界面は確率密
度の低い領域に存在するという仮定であり，半教師あり学習のさまざまな手法で利
用されている [128, 129, 130]．Lsoftの項目はソフトターゲット sの空間における入力
xのエントロピーと対応しており，Lsoftを最小化することは，ソフトターゲットの
空間においてデータ点の密度が高い場所に決定境界面が引かれないようにすること
と対応している．このように，提案手法は半教師あり学習においてラベルなしデー
タを上手く活用するための主要な仮定の 1つと対応しており，ラベルなしデータを
うまく活用することでより汎化能力の高い決定境界面を学習することができると期
待できる．
これらの議論をまとめるに，提案手法は既存研究と次のような関係にある．
1. 提案手法はKL損失や擬似ラベルなどの概念を温度 T を考慮することで一般
化したものである．
2. 提案手法は半教師あり学習の考え方の 1つである Low-Density-Separationを
ユーザ適応の文脈で取り入れた手法である．
4章の実験では，既存手法との対比に加えて，温度 T を変化させること，またラベ
ルなしデータを活用することの有効性を検証する．
100
6.4 実験
6.4.1 実験設定
データセット
データセットとしては，Opportunity Recognition Dataset1（以下Opportunityデー
タセット）[98, 99]を利用した．Opportunityデータセットとは行動認識において最
もよく利用されるデータセットの 1つであり，朝食を作るシナリオにおける 18種
類 2の行動データが 4人分提供されているデータセットである．先行研究に従い [19]，
ウィンドウサイズを 30，重なり率を 0.5としたスライディングウィンドウ方式によ
りサンプルを生成し，4人合計で 49,881のサンプルを得た．
ニューラルネットの構造
ニューラルネットの構造としては，不特定行動者モデルおよびに適応後モデルの
双方で畳み込みニューラルネットを利用した．なお，層の数やフィルタ数などのハイ
パーパラメタは，同じOpportunityデータセットを利用した研究である [19]を参考
とした．本ネットワークは，1)入力層，2)3回の畳み込み，プーリング，ReLUによ
る活性化の繰り返し，3)800ユニットの全結合層，4)出力層の合計 6層のネットワー
クである．なお，畳み込みサイズ（フィルタ数）は順に 1×5(50)，1×5(40)，1×3(20)
とし，プーリングは最大プーリングを 1×2，1×2，1×1で行った．
Baselines
次の 8種類のベースラインを提案手法と比較した．
• Ref : ユーザ適応を行う前の不特定行動者モデル．Refより認識精度が高けれ
ばユーザ適応により認識精度が改善することを意味する．
• Mixin: ユーザ適応を行うのではなく，新たなユーザの教師データが得られた
際にそのユーザのデータも加えて 1からニューラルネットを学習させた．
1http://opportunity-project.eu/challenge
2open door 1, open door 2, close door1, close door 2, open fridge, close fridge, open dishwasher,
close dishwasher, open drawer 1, close drawer 1, open drawer 2, close drawer 2, open drawer 3,
close drawer 3, clean table, drink cup, toggle switch, and Null
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• Fine Tuning (FT， FT-T， FT-D): 不特定行動者モデルを式 6.1で学習し
た後に，蒸留による正則化を行わずに新規ユーザのデータで再学習させた．こ
れは，式 6.3.2の λ = 0とした場合に対応する．また，適応後モデル学習再の
際にすべての層を再学習する場合 (FT)，入力側に近い畳み込み層のパラメタ
を固定とし出力側の全結合層 2層のみを再学習する場合 (FT-T)，最終出力層
のパラメタを固定とし畳み込み層およびに全結合層を再学習する場合 (FT-D)
の 3種類を検討した．
• SVD[118]: Xueらにより提案された手法をベースラインとして利用した．全
結合層およびに出力層の重み行列W を SVDによりW = USV と分解し，特
異値行列 Sを再学習した．ここで，上位 k個の特異値を持つ要素のみを残し
て近似を行った場合に，Sの持つ要素数は 2kとなり，もとの行列W の要素数
mnより小さくなることに注意されたい．なお，他に言及がない限り本章では
k = min(m,n)とした．
• Supervised Distillation (SD): ラベルなしデータは利用せず，ラベルあり
データのみを利用して蒸留による正則化を利用した学習させた．提案手法にお
いて，Lsoftの計算にラベルなしデータを利用しない場合に対応する．
• KL-regularization (KL) [117]: 蒸留による正則化の代わりにKL正則化を
利用して学習させた．提案手法において T = 1とした場合に対応する．また，
教師なしデータを利用した半教師あり学習を利用している．
最適化にはすべての手法でAdam [101]を利用し，50エポック学習させた．学習
率は 0.0001とし，その他のパラメタは推奨パラメタとした．また，深いニューラル
ネットを学習する際に汎化能力を高めるために標準的に利用されているドロップア
ウト (p = 0.5) [92]を利用して学習を行った．他に言及がない限り，提案手法および
にその関係手法のハイパーパラメタとしては T = 10およびに λ = 0.8として実験を
行い，加えてこれらのパラメタのセンシティビティに関する分析を行った．
評価方法
提案手法の有効性検証のため，少数のラベル付きデータを持つ新規ユーザに対す
る認識精度を次の方法により擬似的に評価した．1) 3人のデータで不特定行動者モ
デルを学習した．この際，10%を検証用データとして利用することでモデルの評価に
利用した．また，検証データを利用した早期終了により学習を停止させた．2) 残り
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の 1人のデータのうち，各クラスNsup個をラベル付き教師データ {X ′sup, y′sup}とし
て取り出した．また，全データ中 80%をラベルなしデータ {X ′unsup}として取り出し
た．3) 半教師ありの手法については {X ′sup, y′sup}およびに {X ′unsup}を，教師ありの
手法については {X ′sup, y′sup}を利用して適応後モデルを学習させた．この際，データ
が少数となるため検証用データによる早期終了は行わず固定のエポック数だけ学習
させた．4) 学習した適応後モデルを学習に利用していない {Xtest}を利用して正解
率およびに平均F値により評価した．正解率およびに平均F値は次のとおりである．
accuracy =
1
N
N�
n=1
1(yˆn = yn),
Fscore =
1
|L|
�
l∈L
F l(yˆ, y),
ここで，N は全サンプル数，Lは行動クラスの集合，yiと yˆiは i番目のサンプルに
対する正解ラベルおよび予測ラベル，F l(yˆ, y)は l番目のクラスに関するF値を意味
する．正解率は全サンプルを均等に扱うのに対して，平均 F値は少数クラスのサン
プルを重要視した指標であり異なる意味を持つ．5)上記 1–4の手順を適応後モデル
を作る対象のユーザを変更させて 4回繰り返した．
6.4.2 実験結果
提案手法の有用性の検証にあたり，本章では大別して 3つの結果について報告す
る．まず第 1に，各手法のハイパーパラメタを固定した上での認識精度について比較
を行う．次に，提案手法のハイパーパラメタである T およびに λを変更した場合の
認識精度に対する影響について検証する．これら 2点により，提案手法である SSD
が既存のユーザ適応手法と比較して認識精度の観点で優れていることを定量的に確
認する．また，最後に既存の手法と組み合わせた場合の結果について報告し，提案
手法がその他の手法と補完的に利用可能であることを示す．
表 6.1に提案手法 (SSD) と比較手法の精度比較結果を示す．表中 S1–S4はRefの
学習に利用したユーザの IDを示しており，Refが不特定行動者モデルの認識精度，
Mixinから SSDまでの各列はRefからの認識精度の差分を表している（プラスであ
れば認識精度が改善したことを意味する）．太字+下線は改善幅がもっとも大きかっ
たことを，太字は改善幅が 2番目に大きかったことを意味している．また，aveの行
は 4ユーザの平均値を，ave124は参考までに不特定行動者モデルの認識精度が極端
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表 6.1: ラベル付きデータを各クラスNsup個ユーザ適応に利用した場合の提案手法
(SSD) と既存手法の比較．
(a) Nsup = 5（正解率）
Ref Mixin FT FT-D FT-T SVD SD KL SSD
S1 0.81 0.01 -0.06 -0.05 -0.06 -0.01 -0.05 0.02 0.02
S2 0.78 0.02 -0.11 -0.09 -0.11 -0.02 -0.04 0.02 0.02
S3 0.72 0.04 -0.13 -0.12 -0.14 -0.03 -0.13 -0.00 0.02
S4 0.78 0.03 -0.15 -0.14 -0.14 -0.05 -0.09 0.04 0.04
ave 0.77 0.03 -0.11 -0.10 -0.11 -0.03 -0.08 0.02 0.03
ave124 0.79 0.02 -0.11 -0.10 -0.10 -0.03 -0.06 0.03 0.03
(b) Nsup = 5（平均 F値）
Ref Mixin FT FT-D FT-T SVD SD KL SSD
S1 0.66 0.03 0.00 0.01 -0.00 0.02 -0.00 0.04 0.04
S2 0.57 0.07 0.01 0.03 0.01 0.03 0.01 0.05 0.05
S3 0.45 0.17 0.10 0.09 0.10 0.14 0.07 -0.01 0.05
S4 0.53 0.13 0.09 0.08 0.08 0.11 0.13 0.13 0.13
ave 0.55 0.10 0.05 0.05 0.05 0.07 0.05 0.05 0.07
ave124 0.59 0.08 0.03 0.04 0.03 0.05 0.05 0.07 0.07
(c) Nsup = 20（正解率）
Ref Mixin FT FT-D FT-T SVD SD KL SSD
S1 0.81 0.02 -0.09 -0.08 -0.10 -0.07 -0.08 0.03 0.05
S2 0.78 0.05 -0.11 -0.09 -0.10 -0.07 -0.05 0.03 0.06
S3 0.72 0.07 -0.02 -0.02 -0.01 0.01 -0.04 0.00 0.06
S4 0.78 0.06 -0.04 -0.04 -0.05 -0.00 -0.02 0.05 0.06
ave 0.77 0.05 -0.06 -0.06 -0.07 -0.03 -0.05 0.03 0.06
ave124 0.79 0.04 -0.08 -0.07 -0.08 -0.05 -0.05 0.04 0.06
(d) Nsup = 20（平均 F値）
Ref Mixin FT FT-D FT-T SVD SD KL SSD
S1 0.66 0.08 -0.02 -0.01 -0.03 -0.02 -0.01 0.06 0.10
S2 0.57 0.17 0.07 0.07 0.06 0.08 0.10 0.08 0.16
S3 0.45 0.27 0.17 0.18 0.19 0.23 0.17 0.00 0.18
S4 0.53 0.22 0.15 0.16 0.15 0.17 0.15 0.19 0.21
ave 0.55 0.18 0.09 0.10 0.09 0.11 0.10 0.08 0.16
ave124 0.59 0.15 0.07 0.07 0.06 0.08 0.08 0.11 0.16
に低かったユーザ S3を除く 3ユーザの平均値を示している．
結果として，次のような結果が得られた．1. 提案手法は，Nsup = 5の場合Nsup = 20
の場合双方で正解率およびに平均 F値の双方で認識精度に改善が見られた．具体的
には，Nsup = 5の場合に正解率（平均F値）で平均 0.03 (0.07)ポイント，Nsup = 20
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の場合に 0.06 (0.16) ポイント認識精度の改善が見られた．2. 平均的な認識精度にお
いて提案手法と同程度の精度を達成したのは，ユーザ適応ではなく各ユーザに対し
て再学習を行うMixinのみであった．3. ユーザごとに見ると，ユーザ S3について
は，他手法と比較して SSDを用いた場合に精度が悪化する場合があった．例えば，
Nsup = 20とした場合Mixinと比較して正解率およびに平均 F値の指標でそれぞれ
0.01，0.09ポイント低くなっていた．
ここで，教師なしデータを利用していない手法群 (表 6.1中FTから SD)のほとん
どで平均 F値が改善している一方で正解率が低下しているのは，全行動クラスのサ
ンプルを均等にNsup個ずつ与えていることが原因の 1つと考えられる．このように
各行動クラスのサンプルを均等に用意すると，珍しい行動クラスのサンプルが Ref
モデルと比較して相対的に強く影響を与えるようになり，結果として珍しい行動ク
ラスのサンプルを識別できるかを主眼とする平均F値には良い影響を与える一方で，
大多数を占める行動クラスのサンプルを識別できるかを主眼とする正解率はRefモ
デルと比較して悪化しうる．そのため，表 6.1が示すところは正解率の指標におい
て特に提案手法で良く改善するということではなく，正解率およびに平均 F値双方
の指標で認識精度を改善できていることであることには注意されたい．
次に，図 6.2にユーザ適応時の学習エポックごとの平均F値の変化（aが訓練デー
タ，bがテストデータ）を示す．なお，図はNsup = 20とし，ユーザ適応時に元にし
た不特定行動者モデルの平均認識能力が平均的であった S2ユーザに対するユーザ適
応を行った際の認識精度を描画した．結果として，1)FTや SVDなど蒸留による正
則化を用いない方法およびにラベルなしデータを用いない SDでは訓練データにお
ける認識精度は SSDより高くなっている一方でテストデータにおいては SSDを大
きく下回っている，2)KLの場合は SSDと比較すると訓練データに対する認識精度
の改善が限定的であり，結果としてテストデータに対する認識精度で SSDの方が高
くなっている，という結果が得られた．このことは，ラベルなしデータを利用する
ことで過学習を抑制できており，また T を考慮することでより適切なユーザ適応が
行えていることを示している．
6.3に SSDを行う前後の混合行列およびにMixinの混合行列を比較した結果を示
す．a, bはそれぞれRefの認識精度が最も高かった S1と最も低かった S3の結果を
示しており，それぞれ左から順に SSDを適用する前のRef，SSD適用後，Mixinで
の混合行列を示している．また，図中色が濃い場所が高い割合であったことを意味
しており，0から 1まで色を線形にスケールしたものである．結果として，S1ユー
ザについては SSDとMixinの混合行列に大きな差が見られない一方で，S3ユーザに
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(a) 訓練データに対する認識精度 (b) テストデータに対する認識精度
図 6.2: 訓練データとテストデータに対する各手法の学習の推移（横軸がエポック数，
縦軸が認識精度）
ついては例えば誤って 5番目のクラスと予測してしまうようなエラーがMixinと比
較して SSDで頻出していることがわかる．この傾向はRefモデルにおいても同様に
起こっており，SSDにおいては適応の際に元のモデルとして利用したRefのエラー
を引きずるという問題が発生していることを示している．
また，図 6.4に SSDの学習に利用した教師なしデータXunsupと評価用データXtest
それぞれに対する学習の進行度合いを SSDとMixinで比較した結果について示す．
図中青線が SSD，赤線がMixinを表しており，実線がXunsup，点線がXtestに対する
認識精度をそれぞれ示している．なお，図中ところどころ点線が消えているのは実
線と重なっているためである．結果として，まず S3ユーザについてはMixinを適用
した場合に教師なし訓練データとテストデータの認識精度がほとんど同じ値になっ
ている一方で，SSDでは，教師なし訓練データと比べてテストデータの精度が低い
値となっていた．また，S1ユーザについては，教師なし訓練データとテストデータ
に対する精度は SSDおよびにMixinどちらに関してもほとんど同じ精度となってい
た．これらの結果から，SSDを S3ユーザに適用した場合にはXunsupにわずかなが
ら過学習しており，結果としてMixinと比較して認識精度が低くなっていたと考え
られる．
図 6.5に，ハイパーパラメタ T およびに λを変化させた際の認識精度の変化を示
している．横軸は λを，縦軸は認識精度を示しており，各折れ線が異なる T に対応
している．結果として，まず T については，Nsup = 5およびにNsup = 20の場合双
方で T = 1の場合（KL正則化に対応）と比較して，T = 3や 5，10の場合が比較的
良い精度となっていた．この結果は，提案手法のように温度パラメタを考慮するこ
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(a) S1
(b) S3
図 6.3: Nsup = 20のときの Refと SSD，Mixinの混合行列による比較．(a)は S1，
(b)は S3に関するもの．
とでより良いユーザ適応が行えていることを示唆している．次に λについては，T
の大きさによるものの，例えば T = 10，Nsup = 5の場合には λ = [0.5, 0.9]程度の
範囲でおおよそ横ばいであり，T = 10，Nsup = 20の場合には λ = [0.5, 0.6]付近で
最も良い精度となっていた．この結果は，Nsupが大きい場合にはより小さな正則化
で良いことを示しており，またYuらがKL正則化において検証した結果 [117]とも
整合するものである．
図 6.6に，提案手法である SSDと SVDを組み合わせた場合の結果を示す．横軸
は教師ありデータ数Nsupを，縦軸は平均F値を表している．また，kはW = USV
により分解した後に Sの行列をどの程度利用したかを示しており，例えば k = 400
の場合に特異値が大きい方から上位 400個を残したことを意味している．結果とし
て，Nsup = 5のように極端に教師ありデータが少ない場合を除くと SVDとの組み
合わせにより認識精度に改善が見られた．特にNsup = 20かつ k = 400にした場合
に認識精度の改善が大きく，0.02ポイント改善が見られた．ただし，SSDと SVDを
組み合わせた場合は認識精度の改善により大きなイテレーションを必要としたため，
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(a) S1 (b) S3
図 6.4: 学習に利用した教師なしデータXunsupとテストデータXtestに対する学習の
進行の比較．
SVDを利用する場合には 200エポック学習させた結果であることに留意されたい．
最後に，図 6.7にラベル有りデータを利用しない（Nsup = 0）場合に蒸留による
ユーザ適応を行った結果を示す．図の横軸はユーザを示しており，棒グラフの各色は
T の違いを示している．また，縦軸は不特定行動者モデルからの認識精度の改善度
合いを示しており，点線が認識精度に全く変化がなかった状態を意味している．結
果から，教師データが全く無い場合でもユーザ S3を除く 3ユーザで認識精度が改善
していること，ユーザごとに傾向は異なっているものの平均すると温度 T を高めた
方が認識精度の改善度合いが高くなること（T=20の場合に平均して 0.03ポイント
の改善），が確認された．
6.5 考察
まず，提案手法のユーザ適応による認識精度の観点から見た有効性について考察
する表 6.1の結果から，ハイパーパラメタおよびに固定エポック時点での認識精度
を比較した場合，提案手法がFine-Tuningや SVDなどの既存のユーザ適応手法と比
べて平均的に良い精度となることが確認された．また，図 6.5に示した通り提案手
法では既存手法と比較して過学習を抑制できており，また学習エポック数の切り出
し方によらず安定的に良い精度とであることがわかる．これらの結果は，提案手法
により既存のユーザ適応手法と比較して良いユーザ適応が行えることを示している
と考えられる．また，図 6.5の結果は，ほとんどの場合 T を大きくすることで認識
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(a) Nsup = 5 (b) Nsup = 20
図 6.5: T およびに λに関するセンシティビティの分析．
図 6.6: SVDと SSDを組み合わせた場合の認識精度．
精度が向上しており，単にKL正則化により過学習を抑えるよりも T を考慮するこ
とでより良いユーザ適応が行えることを示唆している．表 6.1の結果は，教師なし
データを利用しない SDと比較して教師なしデータを利用した半教師あり学習を行
う SSDが優れたユーザ適応を行えることを示している．また，SSDを利用する場合
ラベル有りデータを全く利用せず蒸留による正則化項のみを利用して学習を行った
場合にも認識精度の改善が確認された（図 6.7）．これらの結果から，提案手法はラ
ベルなしデータの情報も上手く活用することで，既存手法と比較して認識精度を高
めることができる手法であると言える．
提案手法の認識精度に関する課題として，一部のユーザ（S3ユーザ）に対して
Mixinと比較して認識精度が高まりにくいという問題が確認された．具体的には，図
6.3の結果は提案手法により認識精度は改善するもののユーザ適応の元とするモデル
の誤差を引き継くことを示していた．提案手法が利用している蒸留による正則化は
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図 6.7: Nsup = 0の時の各 T での精度改善度合いの比較．
Refモデルから離れすぎないように制約をかけることで過学習を抑制する方法であ
ること，またRefモデルの認識精度が他と比べて著しく低かった S3ユーザ（平均F
値で他 3ユーザの平均値より 0.15ポイント低）に対して提案手法の有効性が相対的
に低いことから，元モデルの認識精度が不十分である場合に提案手法の有効性が相
対的に低いものと推察される．この問題の解決法としては，1．λや T のを徐々に変
化さることで正則化の影響を徐々に小さくする，2. Self-Trainingと組み合わせるこ
とで徐々に教師ではなく自分自身の出力分布に近づける，3. 不特定行動者モデルの
学習に利用するユーザ数の増加やアルゴリズム的な工夫により不特定行動者モデル
の認識精度をそもそも改善させる，などの方法が考えられる．これらの工夫により
認識精度が実際に改善するかの検証が将来課題の 1つである．
提案手法に限らずユーザ適応を行う上での認識精度に関する実用上の課題として，
ユーザ適応の問題設定での適切なハイパーパラメタの選択方法がある．今回は実験
上ハイパーパラメタを固定した上で精度比較を行い，加えてパラメタセンシティビ
ティの検証を行ったが，図 6.5にも示したようにハイパーパラメタの設定は認識精度
に影響を与えるため，実用上は何らかの方法でパラメタを選択する必要がある．一
般にハイパーパラメタは学習データとは別に用意した教師データ付きの検証用デー
タを用いて行うが，ユーザ適応の問題設定では教師データの数は少なく，ユーザ的
応用の教師データの他に検証用データを各ユーザに対して用意することは現実的に
は難しい．対策として，例えば今回の実験のようにRefモデルを学習データが大量
にあるユーザ全員分で訓練するのではなく，一部のユーザについてはRefの学習に
利用せずユーザ適応用の検証ユーザとして利用する方法が考えられる．検証ユーザ
のデータを利用して実際にユーザ適応を行ったのちにその評価値によりパラメタを
決めることによりシステマチックなパラメタ選択が可能である．ただし，この場合
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検証ユーザに対して良い評価値となるパラメタが別のユーザに対しても良いかどう
かは明らかく，最適なハイパーパラメタのユーザに関するロバスト性に関する検証
が必要と考えられる．　
図 6.6では，SSDと既存手法である SVDを組み合わせることにより認識精度が
改善することが示された．この結果は，不特定行動者モデルから離れすぎるのを防
ぐ提案手法と，適応させるパラメタを減らすことで効率よく学習する手法郡は補完
的であることを示唆している．適応させるパラメタを減らす手法は本章で利用した
一部の層を固定する方法や SVDの他にも，出力層のバイアスを補正する方法 [123]，
ユーザごとに活性化関数の形を変化させる方法 [124]，隠れユニットの出力の大きさ
を補正する方法 [131, 132]などが音声認識の領域で提案されている．これらの手法
の行動認識における有効性，SSDとの組み合わせにより認識精度の有効性の調査は
更なる精度改善を必要とする実用上の検討事項である．
ユーザ適応を行う上での認識精度以外の観点として，学習モデルを構築するため
の計算コストがある．今回の実証結果では，ユーザ適応を行わずに各ユーザに対して
毎回学習をはじめから行うMixinが認識精度の上では提案手法と同程度であったが，
計算リソースが限られている場合には提案手法のように既に学習済みのモデルが獲
得した知識を有効活用できることが望ましい．また，多数のユーザがアプリケーショ
ンを利用する場面で認識精度を改善する場面を想定すると，ユーザ適応はサーバ側
よりもデバイス側で行えることが望ましい．提案手法において，単純にFine-Tuning
を行う場合と比較して，必要な追加計算はソフトラベル sの計算およびにLsoftの計
算のみである．前者についてはニューラルネットを順伝播させる必要があるため全
サンプルについて行うにはある程度の計算コストがかかるが，各サンプルについて
一度計算すれば良いため実用上そこまで大きな問題にはならない．また，Lsoftの計
算は単純な掛け算であり計算上問題にならないと思われる．ディープネットのユー
ザ適応を行う場合に最も計算負荷が大きいのは SGDにおいて誤差を逆伝播させる
部分であり，例えばニューラルネットの圧縮技術 [133, 134]と組み合わせるなどの改
良の余地がある．
本章の実験設定上の限界およびに問題点としてまず第 1にデータセットに関する
限界がある．今回は最もよく利用されるOpportunityデータセットで検証したが，さ
らに大規模なデータセット [135]やユーザ数の多いデータセットなど多様なデータ
セットで検証を進めることで提案手法がどのような場面で有効なのかについての議
論を行う必要がある．第 2に，ユーザ適応時に各クラスに対して均等な個数のサン
プル数が与えられるという実験設定に伴う問題がありうる．4.2節でも述べたよう
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に，この問題設定では平均 F値に対しては良い影響を，逆に正解率に対して悪影響
を及ぼす可能性があり，その意味でFTや SVDなどの手法を正解率の観点で過小評
価している可能性がある．一方で，良い影響を与えると考えられる平均 F値の指標
においても，提案手法はFTや SVDを上回っているため，少なくとも今回の問題設
定においても提案手法の有効性を示すのに十分であると考えられる．実用上正解率
を重要視する場合には，全行動クラスのサンプルを均等にNsup個ずつ用意するので
はなく例えばNsupを均等に用意するのではなくRefモデルの学習時に存在したサン
プルの割合に応じて異なるサンプル数用意したり，あるいはサンプル数が大きい行
動クラスをより強く重み付けした上で学習を行ったりする方法が考えられるが，こ
れらの方法では正解率は高められる一方で平均 F値は今回行ったように珍しい行動
クラスの影響を強く受ける方法と比較して低下するため，実用上はトレードオフを
考慮した選択を行う必要がある．
また，今回の検証ではユーザ適応技術がよく利用されてきた音声認識における研
究にならいすべての行動クラスに対して均一な数のラベルデータが得られる仮定の
もと検証を行ったが，行動認識の場合実際にはクラスごとにラベルの入手難易度は
異なることが多い．例えば，転倒したかどうかを 2値分類する場合を考えた場合に，
転倒に関するラベルデータを用意するのは困難であるが転倒していない場合のサン
プルを得るのは容易であろう．そのため，すべてのクラスについて同じ数のラベル
データが得られるというよりむしろ特定のクラスのみに対してラベルデータが得ら
れるという仮定の方がより現実に即していると考えられる．Reissらは，すべての
行動クラスに対するラベルデータが得られるという仮定を置くべきではないと主張
し，適応データの一部のクラスにのみラベルデータが与えられる場合における検証
を行っている [55]．提案手法において，温度 T を上げた場合に得られるソフトター
ゲットはクラス間の類似性を保持した情報となるため，特定のクラスにしかラベル
がない場合でも良い精度が出るのではないかと期待できる．
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第7章 考察
1章でも述べたように，本研究はディープネットに代表される表現学習をウェア
ラブルセンサによる人間行動の計測技術を推進する上での重要な要素技術であると
捉え，ウェアラブルセンサによる人間行動の計測のための表現学習技術の提案を目
的とするものである．この目的に対して，本論文ではまず 1. ディープネットによる
深い表現が認識精度を高めることを確認した上で，ウェアラブルセンサによる行動
認識に対して表現学習を適用する上で重要となる 2. プライバシーへ配慮した表現の
学習およびに 3. 教師データの少ないユーザに対して有効な表現の学習という論点に
対応した手法の提案を行った．本章では，これらの各論点に対する 4章から 6章の
研究結果をまとめ，また既存研究や事例との関連をふまえて本研究の貢献およびに
課題についてまとめる．
7.1 4章から6章の結果まとめ
まず，ディープネットによる深い表現が認識精度を高めるかどうかを検証すると
いう目的に対しては，第 4章で約 110万サンプル 4つのデータセットに対してディー
プネットの 1種である畳み込みネットワークおよびに Residual Networksを適用し
た．結果として，ディープネットにより学習される表現はユーザ独立認識の設定で
従来利用されてきた経験的特徴量と比較して有意に高い認識精度を達成することを
示した (表 4.2）．この結果は，本論文が 5章 6章でウェアラブルセンサによる行動
認識のための表現学習技術の開発を動機づける本論文の土台となる結果である．
次に，プライバシーへの配慮という目的に対して，4章で既存手法であるディー
プネットを行動認識データセットに対して適用た結果得られた表現を分析した結果，
学習された特徴量は本来獲得したかったわけではないユーザに関する識別性を持つ
ような特徴量となることを確認した (図 4.7，図 4.8) ．4章でも述べたように，こ
の結果が直接的にプライバシーへの重大な問題を引き起こすかについては大規模な
データを利用したさらなる分析が必要であるものの，少なくともディープネットの
ように認識精度が高いアルゴリズムを利用する場合に意図しない情報を収集してし
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まうリスクを示唆する結果であると考えられる．このように表現が意図しない情報
を持ってしまう可能性を低減するための手法として，5章では学習される特徴量が
ユーザに関する情報を持たなくなるような表現を学習する手法の提案を行った．ま
た，公開された行動認識データセットを利用した実験により提案手法によりユーザ
に関する情報を持ちにくいような表現を確認できることを示した (図 5.3，図 5.5）．
第 3に，データが少数のユーザに対して有効な表現を学習するための方法として，
不特定多数のユーザにより訓練された汎用的な表現を少数のデータで微調整するユー
ザ適応手法を 6章で提案した．また，公開された行動認識データセットを利用した
実験により，提案手法によりラベル付きデータが各クラス 5–20程度と少ない場合で
あっても高い認識精度を達成することを示した (表 6.1)．
これらの知見をまとめると，本論文ではディープネットによる表現により認識精
度が従来法と比べて高まること，提案手法により望まない情報を取得する可能性を
低減するという意味でプライバシーに配慮するように表現学習を拡張できること，
また学習データが少ないユーザの行動を認識する必要がある場合でも他ユーザで学
習された表現を修正するユーザ適応技術によって従来より高い認識精度が達成でき
ること示した．これらにより，ウェアラブルセンサによる行動認識を行う上で重要
な認識精度およびにプライバシーの双方の観点から，ディープネットによる表現学
習が有効になりうることを示した．
7.2 本論文の貢献と課題
7.2.1 正確な行動認識に向けた貢献と課題
次に，以上の研究結果について，既存の行動認識研究における知見をふまえて整
理することで本論文で新たに得られた知見およびに本論文の学術的貢献について整
理する．まず認識精度の観点から考えると，本研究はディープネットをウェアラブ
ルセンサによる行動認識に適用する試みの一貫として位置づけられる．本研究と同
様にディープネットをウェアラブルセンサによる行動認識に対して応用しようとす
る試みは 2011年ごろから進められてきた．例えばPlo¨tzらは行動認識タスクにおい
てディープネットをはじめて利用し，従来の特徴設計パイプラインを制限付きボル
ツマンマシンや主成分分析で置き換える方法の有効性を 4つのデータセットで検証
している [12]．近年の研究で，Jingらは畳み込みニューラルネットが今回も利用した
Oppデータセットで高い認識精度となることを報告している [19]．また，Ordo´n˜ezや
114
Hammerlaらは Long Short Term Memoryのように時系列性を考慮したネットワー
ク構造が優れていることを報告している [20, 21]．
一方，行動認識においてディープネットを実用的に利用するためには，従来の研
究が検証を重ねてきたような学習データがリッチに存在するユーザに対する認識精
度の観点だけでなく，学習データがほとんど存在しないユーザに対して有効である
ことが求められる．本研究は，従来研究が示してきた学習データがリッチに存在す
るユーザに対する認識精度を高める上でディープネットが有効であるという知見を
背景に，学習データが殆どないユーザに対する認識精度に関する検証や認識精度を
高める工夫を行うものとして整理される．すなわち，2章で説明した行動認識の類
型に照らし合わせれば，従来の研究がユーザ依存認識におけるディープネットの行
動認識に対する有効性を示してきたのに対して，ユーザ独立認識やユーザ適応の問
題設定で有効性を検証することでより現実的かつ包括的にその有効性を検証したも
のである．このような包括的な有効性の検討は，行動認識を利用したシステム研究
を行っている研究者やアプリケーション開発者がディープネットを有効なツールで
あるとみなすことにつながり，結果としてアプリケーションの創発に貢献していく
ものと考えられる．
一方で，ディープネットにより認識精度を高める表現を獲得するという観点を考え
たときに，本論文にはいくつかの限界が存在している．ここでは，「どのように表現
を獲得するか」というHowの観点と，「どのような表現を獲得するか」というWhat
の観点に分けて述べる．
まず，「どのように表現を学習するか」という観点から見たときに，本研究の内容
は教師あり学習を利用することを前提にした議論に限定されている．すなわち，本
論文での内容は基本的にディープネットを利用して高い認識精度を達成する上で教
師あり学習が優れているということを前提においており，例えば教師なし学習の問
題設定を考えたときに，6章で提案したようなユーザ適応手法がそのまま有効であ
るかは自明ではない．逆に言えば，このような教師なしデータの活用した良い表現
の学習手法の開発がウェアラブルセンサによる行動認識に対して表現学習を利用す
る上での次の課題の 1つである．
行動認識の分野で教師なしデータの活用を試みた研究として，Huynhらは，生成
モデルによる教師なし学習と識別器による教師あり学習を組み合わせることを提案
している [136]．具体的には，前者にMultiple-Eignvectors法を利用して低次元の特
徴量を教師なしの手法で獲得し，ラベルありのサブセットを利用した SVMにより
る教師あり学習を行うことで認識精度が向上したことを報告している．
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Huynhらの研究は生成モデルにより教師なし学習を利用するという点で興味深い
ものであるものの，生成モデルへの入力に人出で設計した特徴量を利用している．
そのため，特徴量を人手で設計していることに関する認識精度に関する限界がある
と考えられる．高い表現力を持つディープネットによる教師なし学習や半教師あり
学習は，特に画像認識の分野で State-of-the-artな精度を持つことが近年の研究で明
らかになってきている．ディープネットに関連する代表的な教師なし，半教師あり
学習手法として次のようなものが知られている．
• 制限付きボルツマンマシン（RBM）[68]
• 自己符号化器（Auto-Encoder），ノイズ除去型自己符号化器（De-Noising Auto-
Encoder [137]
• 変分自己符号化器（Variational Auto-Encoder）[138]およびにその亜種
• Ladder Networks [139]
• Generative Adversarial Netsの応用 [140]
これらの手法の有効性は主に画像認識の領域で報告されているものであり，直接的
にウェアラブルセンサによる行動認識においても有効であるかは自明ではないもの
の，これらの手法を行動認識の分野に拡張することで教師なしデータからの表現の
獲得も可能になると考えられる．
ディープネットによる教師なし学習をウェアラブルセンサによる行動認識の分野
に適用した代表的な研究として，Plotzらの研究がある [12]．Plotzらは，加速度の
生データに対して制限付きボルツマンマシンによる教師なし学習を適用し，経験的
な特徴量と認識精度による比較を行っている．ただし，既存の研究結果では，この
認識精度はラベル付きデータセットが十分に存在する場合には完全な教師あり学習
によるCNNやLSTMの認識精度を下回ることが報告されている [19, 21]．一方，こ
れらの検証では全データに対してラベル付きデータが付与されている設定での実験
であるが，むしろ現実的には一部に教師ありデータが付いた上で，大量の教師なし
データが得られるという設定が妥当であろう．例えば，Inoueらが提供する看護セ
ンシングデータセットには，22人の看護師行動に関する 2週間分のラベル付きデー
タセット合計 346.5時間分と，60人の看護師に関するラベルなしデータセット 1655
人日分が含まれている．既存のデータセットの多くはラベル付きデータの収集に注
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力しているものの，大量のラベル無しデータを含むデータセットにおける教師なし
学習の有用性検証は認識精度改善に向けた重要な方向性である．
次に，「どのような表現を獲得するか」というWhatの観点から本論文の課題につ
いて考察する．認識精度という観点から見たときに本研究は，実用上必要となる学
習データが少ないユーザに対する認識精度を高めることを目的にを目指した研究で
ある．この背景には，ウェアラブルセンサによる観測値は同じ行動をしていてもユー
ザにより大きく異るものであり，ユーザに関するバイアスが存在するということが
ある．本論文ではこのユーザバイアスについてのみ取り上げたが，ウェアラブルセ
ンサによる行動認識で問題となるバイアスとしてはその他に実験環境と実環境にお
いて認識精度が大きく低下する環境バイアスや計測に利用するデバイスの種類によ
り生じるデバイスバイアス，設置位置バイアスなどが報告されている．これらのバ
イアスもユーザバイアスと同様実環境で認識システムを利用しようとする場合に避
けることが難しく，また大量にデータを獲得するというアプローチでは難しいバイ
アスであり，これらの多様なバイアスに対して頑健な表現の獲得が行動認識では求
められることとなる．
本研究では，ユーザバイアスを解消する方法として，ユーザ汎用な表現を学習す
る方法およびに効率的に特定のバイアスに特化した表現を少数データから効率的に
学習する方法を提案した．今回の検証はユーザバイアスに対する検討のみであるも
のの，提案手法はバイアスがユーザによって起こることに紐づく性質を利用したも
のではなく，ユーザバイアスに強く特化した手法ではないため原理的には直接的に
その他のバイアスに利用可能である．例えば，デバイスの種類の違いにより生じる
デバイスバイアスの問題に対してはなるべく多様なデバイスによるデータから表現
を獲得することでデバイス汎用な表現を学習したり，あるいは特定のデバイスに対
して特化させることでさまざまなデバイスにおいて認識精度を高められるのではな
いかと期待される．一方，バイアスの種類により観測値への違いがどのように発生
するかは異なると考えられる．例えば，ユーザの違いにより生じるバイアスはどちら
かと言えば歩き方などローカルなパターンの違いであるのに対して，設置位置によ
り生じるバイアスは重力加速度の影響の仕方といったよりグローバルなパターンの
違いであると考えられる．今回ユーザバイアスについて有効性が確認されたディー
プネットやその適応手法をその他のバイアスの問題についても適用することにより，
どのような違いに対して有効であるのかを確認していくことが必要である．
「どのような表現を獲得するか」という観点にたったときの本論文が扱っていな
いもう 1つの論点に，上記のようなバイアスのない状態での認識精度を高める表現
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を学習するかという論点がある．すなわち，本論文はディープネットがバイアスの
少ないデータに対して良い認識精度を達成するという従来研究の知見を元に，バイ
アスがあるデータに対してもその認識精度をバイアスの少ないデータに対する精度
に近づけようとするものである．そのため，そもそもディープネットで学習できる
観測した信号から行動への写像の学習自体が十分でない場合認識精度が不十分にな
る可能性がある．例えば，4章で示したようにディープネットを利用する場合でも
検証データに対する 4データセット平均の認識精度は 0.70程度（F値）であり，ア
プリケーションによっては十分ではない．観測信号や行動はダイナミックでその対
応関係は確率的であり，認識精度にはそもそも限界があるが，いずれにせよディー
プネットにより取り出すことができる特徴の限界に伴う認識精度の限界が本論文で
提案した手法には存在する．
認識精度を高めるということを考えたときに，本論文を初め多くの論文で行動を
便宜上 1-hotベクトルで表現していることがボトルネックの 1つになっている可能
性がある．すなわち，行動は実際的にはこのような離散的なカテゴリ表現で表され
るものではない可能性があり，そのことが学習効率や認識精度に影響を負の影響を
与えている可能性がある．例えば，歩くという行動と走ると言う行動はどちらも動
的な動きである一方で座る，寝そべると言った行動は静的であり本来横一列に並ぶ
ようなく，何らかの階層構造を持つものであると考えるのが妥当であるが，このよ
うな階層性は本研究においては考慮されていない．
行動の階層性を考慮した既存研究として，例えば，Khanらは行動を分類する際
に単純に多クラス分類により分類するのではなく経験的に決定した行動分類モデル
に従い例えばはじめは動いている/止まっている，動いている場合にはその姿勢が寝
そべっているかどうかを分類する，寝そべっていない場合には...と順に分類を行う
ことで認識精度が向上することを報告している [141]．同様に，Kasterenも階層的に
分類を行うことで認識精度の改善が可能であったと報告している [142]．
このような観点から見ると，そもそも最適化する損失として式 6.1のような交差
エントロピーを利用することはそもそも限界がある．すなわち，本論文を含む行動
認識研究の多くはそもそも最適化しようとしている損失関数に限界があり，それゆ
えに生じている誤差がある可能性がある．
類似した観点として，行動の構成性という観点もある．ここで行動の構成性とは，
歩くという行動は右足のかかとをつく，右足のつま先をつく，左足のかかとを蹴り
だす...といったいくつかの更に小さな行動の組み合わせにより表されることを意味
している．この構成性もまた，行動には階層性があることを示唆している．
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これらのような行動の階層性を考慮に入れた表現を学習することは，より高精度
に行動を認識したりデータが少ない環境で効率的に認識モデルを構築するうえで重
要である．音素などのように人間が知覚できるものと違い行動素がどのようなもの
であるか自体が難しい問題であるが，獲得された表現により行動の階層性が表現され
ているのか，また階層性をどのように表現すれば良いのかは重要な研究課題である．
7.2.2 プライバシーへの配慮に対する本論文の貢献と課題
本研究の結果はウェアラブルセンサにより観測される生体データのようなパーソ
ナルデータに対してディープネットを応用する研究として位置づけられる．4章で
示された特徴量のユーザ依存性は，通常利用されているディープネットを単純に適
用すると，本来収集したかった行動以外の情報を暗黙的に収集してしまう可能性が
あることを示唆するものである．4章で明確に示されたユーザの依存性それ自体が
直接プライバシーを侵害するかどうかは自明ではないものの，この結果は少なくと
も意図しない情報を収集してしまうリスクを示す結果である．パーソナルデータに
対して表現学習をプライバシーに配慮した形で利用するためには，認識精度を高め
るという観点のみを考慮した表現ではなく意図しない情報を取得するリスクを低減
するような表現を学習する必要がある．
平成 15年に成立して以来 12年ぶりに改定された個人情報保護新法によれば，そ
の新 17条 2項において，要配慮個人情報を本人の同意なく取得することを禁じてい
る．ここで，要配慮個人情報とは新 2条 3項によれば，「本人の人種，心情，社会的
身分，病歴，犯罪の経歴，犯罪により被害を被った事実その他本人に対して不当な
差別，偏見，その他の不利益が生じないようにその取扱に特に配慮を要するものと
して政令で定める記述等が含まれる個人情報」として定義されている．例えば病歴
は歩き方や行動パターンと密接に関連していると考えられ，ウェアラブルセンサに
より観測された生体データは暗黙的にこのような配慮が必要な情報を含んでいる可
能性がある．本人の同意なく取得することを禁じるという文言をどう解釈するかに
よるが，要配慮情報を収集しないようにするという立場からすると，意図しない情
報を収集してしまうリスクは可能な限り低減することが望ましい．本研究は，学習
される表現が特定の情報を持たなくするようにする手法を提案することにより，プ
ライバシーへの配慮が必要なパーソナルデータに対する表現学習の適用可能性を高
めることに貢献するものである．
このような情報が予測できてしまうことに関するプライバシーリスクに関する指
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摘は，2章に述べたように，ディープネットのようなアルゴリズムが存在する以前
から行われてきた．この問題に対する従来の解決策は大別して，1. 情報が取得され
うるリスクに応じてセンサを利用しないようにする，2. 取得するべきでない情報を
予測できないように生データを加工する，という手法に分けることができる．5章
で行ったユーザを識別できるような特徴量を利用しないようにするというアプロー
チは，大別すると 2の枠組みの 1手法として捉えることができる．本研究と同様に 2
のアプローチを取ることを提案しているその他の研究として，Chakrabortyらが提
案している特徴量の難読化というアプローチがある [67]．具体的には，特徴量をす
べて使うのではなく本当に予測したい (あるいは予測することをユーザが同意した)
情報の予測は可能だが機微情報の予測は難しくなるような特徴量のみを利用するこ
とでユーザが望まない情報を推定されるリスクを抑えることを提案している．本論
文の主たる目的はディープネットがウェアラブルセンサによる行動認識の精度向上
に寄与することを確認した上で，その実用上の課題を解決する手法を提案すること
であるため本論文中ではChakrabortyらの研究と明確な比較実験を行っていないも
のの，本論文で提案した手法はChakrabortyらの研究と比べていくつかの明確な利
点がある．
具体的には，まずChakrabortyらの研究では上記を特徴選択の枠組みで実現する
ことを提案しているため，認識精度の観点で表現学習を利用している提案手法が優
れていると考えられる．すなわち，Chakrabortyらの提案は従来的な特徴設計で得
られた特徴量の集合の中から行動の識別性と取得したくない情報の不識別性の双方
を考慮して特徴量を選択する方法であり，そもそもの特徴量の集合を人間が設計し
ていることに紐づく認識精度の限界がある．実際，4章で示したように特徴設計によ
り得られた特徴は提案手法が利用している表現学習によるものと比較して認識精度
が低く，この点で提案手法に優位性があることを示唆している．また，Chkaraborty
らの研究は特徴選択を行うという枠組みの提案であり，具体的にどのように特徴選
択を行えば良いのかという部分について提案されておらず，特徴量を変更した場合
に認識したい対象の認識精度と認識したくない対象の認識精度がどのように変化す
るかを検証するにとどまっている．このように，5章の提案手法は Chakrabortyら
が提案した特徴量の難読化というアプローチを表現学習の文脈で実現する手法であ
り，本論文の結果は，生データからさまざまな情報が推測されうるというウェアラ
ブルセンサを利用した行動認識における問題に対して表現学習という観点からアプ
ローチすることの有効性を示したものである．
プライバシーに関する技術的対策を進めていく上では，逆説的であるがプライバ
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シーを侵害するような技術の開発が必要となる．すなわち，プライバシーを侵害する
ような強い攻撃者を想定した上で，その攻撃者から情報を適切に守るような手法を
開発していく必要がある．また，そのためにも 5章で述べたような大規模かつユーザ
の属性情報を含むようなデータセットを構築することが必要である．大規模なデー
タセットによる実験を通じて，ウェアラブルセンサによる生体データからどのよう
な情報が取得可能であるかの知見を蓄積していく必要がある．
一方で，プライバシーの保護技術は基本的にある攻撃者を想定した上で議論され
るものであり，想定を超える攻撃者に対しては無力である．しかし，アルゴリズム
による認識精度が発展し続けていることに代表されるように，攻撃者の能力は日々
高まっており，このような無限の可能性を持つ攻撃者を想定した技術的対策を及ぼ
すことは残念ながら難しいか，ほぼ不可能であろう．例えば，5章では学習時に利用
する仮想的な敵対的分類器の分類能力が実際の敵対的分類器より低い場合には，依
然として特徴量からユーザを識別できてしまう可能性があることを示していた．ま
た，より一般的な例ではプライバシーというよりむしろセキュリティと関連が深い
技術であるが，RSA暗号は素因数分解が現在のコンピューティング能力では困難で
あることに立脚しているが，例えば量子コンピュータが実現すればその推定を行う
ことは容易であることは広く知られている．そのため，プライバシーへの配慮を適
切に行うためには技術的な対策だけでなく法的な対策を適切に行なっていく必要が
ある．
プライバシーへの配慮に関する法的な動向として，本項の冒頭部分でも少し触れ
たが，平成 28年 1月 1日より個人情報保護法の改定版が一部施工された．改定の背
景にはいくつかの理由があるが，そのうちの 1つとして従来法の個人情報保護法に
いて個人情報として取り扱う範囲の曖昧さ（グレーゾーン）が技術進展により拡大
していることがある．このような背景から，本人の同意がなくともデータを利活用
可能とする枠組みが導入されたり，個人情報の範囲が明確化されたりと，個人の権
利利益に損害が生じない範囲でグレーゾーンを減らすことによりパーソナルデータ
の利活用を推し進めることを狙った改正となっている．
この法整備の観点から見たときに本論文が示したような中間表現に意図しない情
報が現れる可能性は，パーソナルデータに対するディープネットの適用におけるグ
レーゾーンを生じさせる可能性がある．例えば，新 17条 2項において，要配慮個人
情報を本人の同意なく取得することを禁じている（具体的には，条例では「個人情
報取扱事業者は、次に掲げる場合を除くほか、あらかじめ本人の同意を得ないで、
要配慮個人情報を取得してはならない」と記述されている）．このときに，ここま
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で議論したように，最終的に行動を識別することを目的にするようなネットワーク
であったとしてもその中間表現では意図しない情報 (すなわち要配慮情報) を収集し
ている可能性があることをどのように捉えるかは曖昧な問題と思われる．あるいは，
学習したモデル自体を個人情報としてみなして保護の対象とすべきかも曖昧であろ
う．これらの議論は特にディープネットを適用する場合に実務的に問題となる領域
であると考えられ，意図しない情報を取得しないようにする技術開発を含めて，技
術と規制双方の観点から検討を進めていく必要がある．
7.3 ウェアラブルセンサによる行動認識技術の活用可能
性とその課題
本論文はプライバシーおよびに認識精度の双方の観点から優れた表現を学習する
ディープネットの拡張手法の提案により，ウェアラブルセンサによる行動認識にお
いて高い認識精度を達成するディープネットを行動認識に対して適用できるように
したものである．ウェアラブルセンサによる行動認識により得られるユーザの実世
界における行動データは従来は大規模に取得が困難であった情報であり，これらの
情報を活用することにより 1章でも述べたヘルスケアシステムのような新たなサー
ビスや事業が創発される可能性がある．本節ではウェアラブルセンサによる行動認
識技術をアプリケーションで活用するという観点から，まずウェアラブルセンサを
取り巻く環境について整理することでその活用可能性について述べたのちに，活用
に向けた課題について考察する．
7.3.1 ウェアラブルセンサを取り巻く環境と将来の展望
ウェアラブルデバイスの普及・多様化
2章にも記述したようにユーザが持ちあるくセンサによりそのユーザの行動を認
識する技術については 1990年代後半から研究されていたが，従来このようなセンシ
ング技術はセンサのハードウェアレベルでの実装を必要としたため比較的小規模な
ものに限られてきた．例えば，2005年頃にMITが開発したLiveNetとよばれるシス
テムは，専用デバイスを構築することでセンシングを行っていた．それに対して現
在では多くの人がスマートフォンを持ち歩いていることやように，多くの人がセン
サを持ち歩いている．このようなすでにユーザが所有しているセンサを利用するこ
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とで，従来と比較して劇的に低コストに人間行動をセンシングできる環境が整いつ
つある．
また，今後はスマートフォンだけでなくユーザが持ち歩くさまざまなものにセン
サが導入されていくものと考えられる．例えば，すでに市場に現れている例で言え
ばリストバンド型のセンサやスマートウォッチがある．また，Appleは 2014年には
イヤホンによる行動モニタの米国特許を取得しており 1，2016年 9月に加速度セン
サを内蔵したイヤホンをAirPodsを発表している．このようなデバイスはヒアラブ
ルデバイス (hearable device) と呼ばれ，ウェアラブルデバイスの発展技術として期
待されている．その他にも，衣服や靴などユーザが身につけるさまざまな物にセン
シング機能が搭載されるようになっている．
デバイスや設置位置の多様化に伴い計測可能な情報の種類が増加すると考えられ
る．例えば，スマートフォンでは加速度センサやジャイロスコープが行動認識を行
う上では主流であるが，スマートウォッチやリストバンド型のセンサを利用する場
合は心拍センサなどが加えて利用可能である．このように，今後は多様なデバイス
の普及に伴いより精緻なユーザの情報が集められると想定される．
第 5世代移動通信システム
デバイスの普及に加えて，通信網の発展もウェアラブルセンサにより行動をセン
シングする上では必要である．通信網に関しては，2020年ごろの実用化を目指して
第 5世代移動通信システム，いわゆる 5Gの研究開発が進められている．5Gとは，
現行の第 4世代通信システム（4GあるいはLTE）に代わる新たな通信システムであ
り，現行の LTEの 100倍となる 10Gbpsの最高伝送速度とすることや，膨大な数の
センサ端末が接続することを想定して 100万台/km2（現行LTEの 100倍）の接続機
器数に対応することが主要性能の 1つとして盛り込まれている 2．このような通信
システムが実用化されることにより，センシングした大量のデータを通信し処理す
るようなサービスを実現することが可能となり，新規市場の創出が期待されている．
現在はいまだセンサの普及およびにデータの蓄積段階であるが，デバイスや通信
網が整備されれば，ウェアラブルセンサにより人間行動を計測するハードウェア的
な制約は低減する．結果として，将来的には実世界における人間行動に関するデー
1USP: 8655004，“ Sports monitoring system for headphones, earbuds and/or headsets”
2具体的な数値については総務省発行の電波政策 2020懇談会報告書 http://www.soumu.go.jp/
main_content/000423012.pdfを参考にした．
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タがさまざまなセンサにより計測され蓄積されるようになる，あるいはそのハード
ルが大きく低下すると想定される．
7.3.2 ウェアラブルセンサによる行動認識の活用に向けた課題
センシングデバイスや通信環境双方の観点で人間行動を計測するハードルが低下
するに伴い，収集されたデータから情報を引き出すためには分析技術の重要性は高
まると考えられる．ウェアラブルセンサによるデータから情報を引き出すための分
析技術の重要な観点の 1つが本論文で扱ったような認識精度の改善であり，またプ
ライバシーへの配慮である．一方，ウェアラブルセンサによる行動認識を実際にア
プリケーションとして活用する場合に，単にデータから情報を引き出すだけでなく，
情報をユーザに価値のある形で還元し，ユーザの継続利用を通してユーザの新たな
データ蓄積しより良い（新しい，あるいは高精度な）情報/価値に変換するというサ
イクルを構築することが必要となる．
例えば，以降日々どのような行動をしたかを認識することにより健康に関するア
ドバイスを行う健康アドバイザーシステムを考えてみる．また，このシステムは技
術要素としてユーザが設置したリストバンド型センサによるデータから行動認識を
利用しており，ユーザの行動履歴情報をシステムの情報として利用しているとする．
情報をユーザに価値のある形で還元するという観点から考えると，認識された行
動の系列を単に表示することもユーザに対して気づきを与える可能性があるものの，
例えば自分と類似したユーザと比較して自分はどのくらい歩いているのかと言った
情報はユーザにとってより意味のある情報になるだろう．あるいは，一歩進んで例
えば「焼肉を食べたので今日はエスカレーターを使わず階段を使うと良いでしょう」
といった行動を推薦することができればシステムを利用する価値が高まると考えら
れる．このように，ウェアラブルセンサから推定された情報を価値に還元するため
には，本論文が行った高精度な認識に加えて何らかの方法でユーザに価値のある形
に変換するというプロセスが必要となる．
上記のように引き出された情報を適切な形で直接フィードバックすることで価値
として還元するような方法だけでなく，金銭的なメリットを還元するというような
方法も考えられる．例えば，実世界で金銭的なメリットをユーザに還元している例
として健康増進型保険がある．健康増進型保険とは，ウェアラブルセンサなどによ
る種々の情報から計測されるユーザの行動による健康度合いに応じて保険料の値引
きなどさまざまな付加価値が得られるタイプの保険である．最も代表的な商品であ
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るディスカバリー社が提供する「バイタリティー・プログラム」では，保険加入者
のジム利用や 1日あたりの歩数などに加えて，ウェアラブル機器を利用した日常的
な健康増進活動の実行状況の記録に利用している（なお，ディスカバリー社は 2016
年 7月 22日に住友生命とソフトバンクと連盟で健康増進保険の開発プロジェクトの
立ち上げを発表している 3）．保険加入者はデータを提供する代わりに健康増進行動
のとり方に応じたポイントやステータスに応じて保険料割引や提携パートナー企業
から特典を得られるなどのメリットを得られるという仕組みである．逆に保険事業
者は健康に関するデータが得られることに加え，契約者が健康になることで払う保
険料が低減するため，双方にとってメリットがある．
このような情報を価値に変換するプロセスは，ユーザに対して価値を届けるとい
う意味だけでなくサステナブルにデータを集めることにつながるという点でも重要
である．例えば，健康アドバイザーを多くのユーザが利用すればより信頼度の高い
統計情報や，類似ユーザに関する情報などを提供することができるようになる．あ
るいは，あるユーザに長期間利用してもらうことができれば行動変容の情報や健康
の変化に関する情報を得ることができる可能性がある．このように，ユーザに対し
て価値を届けることで継続利用を促し，またより価値のある情報を創出するという
プロセスがウェアラブルセンサによる行動認識を活用する上では重要である．
先程あげた健康増進型保険の異なる例として，2016年 2月 8日には損保ジャパン
日本興亜ひまわり生命は「健康増進に向けた共同ビジネスの展開の開始について」
というニュースリリースの中でウェアラブル端末の提供を行うフィットビット社と
共同でウェアラブル端末を利用した健康増進プロジェクトを発表している 4．ニュー
スリリースの中に「健康保険組合との連携のもと、社員の健康情報とフィットビッ
ト社製ウェアラブル端末を通じて収集できる活動データをもとに、疾病と活動デー
タの因果関係を分析する取組み。」検討していくとあるように，一旦データが蓄積
されればそのデータを分析することにより従来はわからなかったような知見を獲得
することが可能になり，また新たなサービスへと繋がる好循環が生まれていくであ
ろう．
本論文はウェアラブルセンサによる行動認識のための表現学習技術という，ウェ
アラブルセンサによるデータを適切な方法でより良い情報に変換する技術を開発す
るものであり，実際にユーザに対して価値を還元する体系的な方法を開発するもの
3プレスリリース URL: http://www.softbank.jp/corp/group/sbm/news/press/2016/
20160721_03/
4ニュースリリースURL: http://www.himawari-life.co.jp/unique/images/company/news/
a-01-2016-02-08.pdf
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ではない点を言及しておく．例えば，本論文で扱った認識精度の改善は行動認識を
行ううえで必須の観点であるものの，どの程度の認識精度が達成されるかは構築し
たいシステムによるものであり，表現学習により得られる情報が価値につながりう
るかや，つなげるためにどのような仕組みが必要となるかは個別のアプリケーショ
ン領域での検討が必要となる．
オンライン世界において大量のデータを集めているGoogleがAIの技術開発にお
いて先行しているように，データの価値は特にデータから価値を創発する技術の進
歩に伴って重要となっている．特に，本論文が扱ったディープネットの有効性はデー
タが大きいほど高まるものであり，大規模データの価値は従来よりも相対的に高まっ
ている．逆に言えば，データの獲得競争で遅れを取った場合には，同時に技術開発
でも遅れを取ることになる可能性がある．実務的には，データの収集と技術開発を
並行で進めていくことで，実世界における人間行動と紐付いた知見の獲得やヘルス
ケア，コンテキストアウェアなどの高度な認識を伴うシステムを実用化に結びつけ
ていくサイクルを構築することが必要である．
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第8章 結論
1章で，研究背景およびに研究目的を整理し，2章でウェアラブルセンサを利用し
た行動認識の既存研究を整理し本研究が取り組む問題の意義およびに既存の研究に
ついて説明した．3章でウェアラブルセンサを利用した行動認識に対して表現学習
を適用した既存研究を整理し，4章から 6章の位置づけを整理した．
4章から 6章では，表現学習の利用およびに本論文で開発した提案手法により，実
世界の人間行動をより正確に，プライバシーに配慮した形で計測できることを確認
した．まず，4章で 110万サンプル以上のウェアラブルセンサによる行動認識デー
タに対して最大 24層のディープネット適用し，経験的に利用されてきた特徴量より
優れた認識精度を達成することをユーザ独立認識精度において確認した．これによ
り，学習データに複数人のユーザのデータを用意した場合にディープネットが学習
する特徴量は単に学習ユーザに過学習したようなものではなく，ユーザ汎化性能を
持つものであることが確認された．一方，学習された特徴空間上でのクラスタリン
グ結果はユーザが過度に特定のクラスタに固まる傾向を示しており，ユーザに関す
る情報は完全に取り除かれるわけではないことを確認した．この結果は，ディープ
ネットを適用した場合に中間表現が意図しない情報を持つリスクが有ることを示唆
している．
5章では，4章で生じた問題を解決するために，学習される特徴量がユーザに関
して独立になるような，すなわちユーザに関する情報を含まないような特徴を学習
するようにディープネットを拡張する方法を提案した．実データを利用した実験に
より既存のディープネットによる手法と提案手法を比較し，提案手法により認識精
度を維持しながらユーザの情報を特徴量から取り除くことができることを確認した．
これにより，行動の予測性能をの低下を最小限にとどめながら，ユーザやユーザの
属性情報を収集してしまうリスクを抑制することができる．
6章では，特定ユーザに対する少数のラベル付きデータと多数のラベルなしデー
タを利用して，複数のユーザのデータにより事前に学習された非個人認識モデルを
特定のユーザに対して効率的に適応する方法を提案した．複数のベースライン手法
と提案手法の認識精度改善度合いを比較し，既存の手法では改善困難なラベル付き
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データ数が極めて少数な場合でも提案手法により認識精度が改善可能であることな
どを確認した．これにより，ディープネットによる表現学習がウェアラブルセンサ
による行動認識に対して有用であることを示した．
以上により，本論文ではウェアラブルセンサによる行動認識に対して有効な表現
学習技術の開発を目的に，本タスクにおいて論点となる認識精度とプライバシーへ
の配慮の観点を考慮した表現学習手法を提案し，検証を通じて有効性を確認した．
また結果として，ディープネットによる表現により認識精度が従来法と比べて高ま
ること，望まない情報を取得する可能性を低減するという意味でプライバシーに配
慮するように表現学習を拡張できること，また学習データが少ないユーザの行動を
認識する必要がある場合でも他ユーザで学習された表現を修正するユーザ適応技術
によって従来より高い認識精度が達成できることを確認し，ディープネットによる
表現学習がウェアラブルセンサによる行動認識に適用可能であることを示した．
一方で，行動計測を現実的に行うための課題は，7章に示したように依然として
存在している．これらの問題を機械学習，情報理論の立場からアプローチすること
で，人間行動の計測の技術基盤の構築に貢献していきたいと考えている．
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付 録A 車いすセンシングによる路面
アクセシビリティ情報収集シ
ステム
A.1 システム概要
ウェアラブルセンサによる行動認識を利用したアプリケーション事例として，車
いすセンシングによる路面状況推定システムを構築した．図A.1に，提案システム
の概要を示す．提案システムは，車いすユーザが屋外でとった行動やそのコンテキス
トを行動認識技術により推定し大量に蓄積することにより，路面状態を推定するこ
とを目的にしたものである．提案システムは，車いすユーザが持ちあるくスマート
フォンにより車いすユーザの屋外での行動を計測し，計測されたセンサデータから
アクセシビリティに関する情報を取り出すことでアクセシビリティの可視化や適切
な経路選択，あるいは危険路面が近い場合に通知を行うシステムである．まず，ス
マートフォンに搭載されたセンシングアプリケーションにより車いすユーザの日常
行動/周囲の環境情報を生データとして取得する．次に，分析サーバは計測された
生のセンシングデータを受け取り，事前に学習したルール/モデルを利用して生のセ
ンサデータからアクセシビリティに関する情報を推定する．推定された情報は地図
上に可視化されたりより負担の少ないルートの選択に利用するなどしてアプリケー
ションとしてユーザに還元される．このように，スマートフォンにより計測可能な
センサデータを活用することでアクセシビリティ情報をより安価で大規模に蓄積す
ることが本システムの目的である．
歩道の安全性は明らかに重要であるものの，都市の環境は車いすユーザ・視覚障
害者などの歩行困難者にとって最適化されたものとはなっていない．都市のアクセ
シビリティ情報を可視化するアクセシビリティマップは，歩行困難者の移動に関わ
る負担を低減する主要な方法の 1つであり [143]，データを効率的に集めるためのさ
まざまな研究がなされてきた．一方，現状のアクセシビリティ情報収集は，専門家
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によるレビューないしクラウドソーシング [144, 145, 146, 147, 148]など人出に依存
した方法に限られている．それゆえ，アクセシビリティ情報の共有は狭い場所に限
定されているのが現状である．ウェアラブルセンサにより正確な車いす行動や走行
環境に関するコンテキストの認識可能になれば，このようにこれまでは金銭的，時
間的に困難であった実世界の観測を効率的に行えるようになる可能性がある．
図 A.1: 車いすセンシングによるアクセシビリティ情報収集システムの概念図．
本論文がこれまで扱ってきた不特定ユーザに対する認識精度やプライバシーの観
点は本システムにおいても重要な要素である．例えば車いすユーザがどこで転倒し
たかという情報は，路面が良いかどうかという情報と密接に絡んだ情報と考えられ
る．しかし，転倒行動を検出するためにアプリケーションを利用するユーザごとに
転倒した場合のサンプルを得ることは難しい．このような，観測が困難，あるいは
発生頻度が低い行動を検出するためユーザ依存認識ではなくユーザ独立認識が必要
である．また，本システムはデータが大規模に得られる可能性があることが利点で
あり，そのためには限られたユーザではなく多くのユーザの行動を認識できること
が重要である．このように大規模なユーザを対象にする場合，それぞれのユーザに
対して教師付きデータを収集することは難しい．多くのユーザに参画してもらうた
めにはプライバシーに適切に配慮するなど，参入する心理的障壁を下げることも重
要であろう．　
本システムのように，行動認識を利用したシステムを実際に構築しようとする場
合，学習データをどのように用意するかが問題となる．一方で，システム構築の立
場からすると，学習データを作成することは時間的・金銭的なコストを伴う行為であ
り，可能な限り少なく済ませたい行為である．本章では，車いすセンシングによる路
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面アクセシビリ情報収集システムの構築を題材に，利用するデータセットとディー
プネットの有効性の関係について検証し，ディープネットを利用する場合のデータ
セット収集指針について論じる．　
ディープネットをはじめとして機械学習によるデータのモデル化を利用したアプ
リケーションを構築しようとする場合，学習データの取得方法には実験により新たに
データを取得する方法（実験アプローチ）の他に大別して既存の公開されたデータを
利用する方法（転移アプローチ）が考えられる．転移アプローチのディープネットに
よるモデルを利用する場合における最も単純かつよく利用される方法はFine-Tuning
と呼ばれる方法であり，何らかの行動認識タスク P を利用して学習したモデルのパ
ラメタ θP を目的とする認識タスク P ′（今回の例で言えば車いすセンシングデータ
から路面状態を表しうる行動を検出すること）に対して利用する方法である．この
方法は，特に大量の一般データベースが公開されている画像認識や音声認識の領域
では標準的に利用されている方法である．
行動認識においても，例えばHASCデータセットのように研究者間でデータセット
を共有するプラットフォームを通して，2010年から2015年までの5年間で合計50,000
以上の行動サンプルを収集したものや，あるいは本論文でも利用したOpportunity
データセットのようにより実際的な環境における27,000の行動を提供したデータセッ
トなどが公開されている．ウェアラブルセンサを利用した行動認識用データセット
の中で最も大規模なものでは，Inoueらが公開している看護行動センシングデータ
セット [8]は．合計で，22人の看護師に関するラベル付きデータセット（2週間分）
を 346.5時間分，また 60人の看護師に関するラベル無しデータセット 1655人日分を
提供している．一方，詳細はA.2節で述べるが，転移アプローチが成功するために
はデータが大規模であるだけでなく参照するタスク P と解きたいタスク P ′が何ら
かの意味で類似していることが必要であり，画像認識や音声認識などと比較して行
動認識ではこの条件が満たされない場合が多い．そのため，行動認識をアプリケー
ションで利用する場合には多くの場合学習用のデータセットを自前で用意する必要
がある．
A.3節以降では，車いすセンシングを利用した路面状態推定システムの構築事例
を通して，行動認識によりこれまでは難しかった情報の収集が可能になることを示
すとともに，ディープネットを利用する場合のデータ収集指針について論じる．具
体的には，学習に利用するデータ数や学習に利用するユーザ数と認識精度の関係を
検証することを通して，ディープネットをユーザ独立認識に利用する場合にどのよ
うなデータセットを容易することが好ましいかについて考察する．また，A.2節で
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は，既存の行動認識データセットについて整理し，行動認識を利用したアプリケー
ションにおいて転移アプローチを利用することの難しさについてまとめる．
A.2 ウェアラブルセンサを利用した行動認識に関するデー
タセットと転移アプローチの難しさ
最も古くからある公開されたデータセットの 1つは，Kernらの研究によるもので
ある [149]．Kernらは，自作した 3軸加速度計則ノードをユーザの足首の上，膝の
上，腰部分，手首，肘の上，の左右合計 12箇所に設置し行動を計測している．計測
時間は 18.7分であり，計測人数は記載されていない．行動としては，座る，立つ，
歩く，階段を登る，握手する，壁に書く，キーボードをうつの合計 8種類が記録さ
れている．
Verleysenらは，腰部分に設置した Galaxy S2に搭載されている加速度センサと
ジャイロスコープ（50Hz）を利用して行動を計測している [150]．計測時間は合計
192分であり，18歳から 48歳まで合計 30人の行動を記録している．行動としては，
立つ，座る，寝そべる，歩く，階段を登る，階段を下るの合計 6種類が記録されて
いる．
Dernbachらは，より複雑な行動を対象にしたデータセットとして，座る，立つ，
歩く，走る，階段を昇り降りする，寝そべる，自転車に乗る，ドライブするといった
比較的単純な行動に加えて洗濯する，料理する，治療を受ける（Medication），掃除
する，手を洗う，植物に水をやるなどの複雑な行動を含む合計 14種類の行動を対象
にデータセットを作成している [151]．センサには Samsung Captiveに搭載されてい
る加速度センサとジャイロスコープを利用し，サンプリングレートはそれぞれ 30Hz
としている．また，データ計測後にラベルをつける形ではなく行動をする前にユー
ザが行う行動を宣言し，それに付随してサンプルを計測する形をとっている．また，
10人の被験者による実験を行っている．
ウェアラブルセンサよりむしろ物体に設置されたセンサに強く焦点を当てた研究
ではあるものの，Loganらは，家の中での行動計測用の大規模なデータセットとし
て，合計 104時間にも及ぶデータを 900個のセンサを利用して計測している．セン
サとしては，101個のドアや棚，引き出しや窓等に設置された磁気センサ，36個の
温度計，10個の湿度計，6つの光度計，277の物体に設置されたモーションセンサ
などを利用している．被験者としては，1組の夫婦のデータを計測している．行動
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のラベルとして，コンピュータを利用している，音楽を聞いている，TVや映画を
見ている，深く眠っている，本や新聞，雑誌を読んでいるなどの行動をラベル付け
している．
ウェアラブルセンサを利用した行動認識用データセットの中で最も大規模なもの
の 1つに，Inoueらが公開している看護行動センシングデータセットがある [8]．セ
ンサとしては，胸ポケットに入れた iPod Touchに搭載された加速度センサと，腕に
設置したリストバンド型の加速度センサを利用している．合計で，22人の看護師に
関するラベル付きデータセット（2週間分）を 346.5時間分，また 60人の看護師に
関するラベル無しデータセット 1655人日分を取得している．ラベル付けは，ラベル
データ取得の対象となっていない看護師が観察者として，提供された iPod Touch上
のアプリケーションを利用してリアルタイムに付与している．行動クラスとしては
事前に 41の行動を準備しており，結果 25クラスについて 5743のラベルデータを取
得している．
Hattoriらは，13ヶ月にも及ぶ合計 200人以上，35,000以上の行動を記録した加速
度データセットALKANを提供している [152]．行動の計測はミッションという単位
で行われており，ユーザが行動前にモバイル端末上でどの行動をとるか宣言したう
えでセンサにより行動を計測する形をとっている．216個の iPod Touchを大学の学
生及びにスタッフに貸出しており，1日 1回以上の行動入力を要請している．行動ク
ラスとしては，日本の厚生労働省がまとめた”Exersize 2006”に従い，BBQやダーツ
などレクリエーション活動用の行動を追加したものを利用している．
Kasterenらは，1人のユーザの合計 28日間に及ぶ家庭内行動データを計測してい
る [153]．行動のアノテーションにはユーザに設置したBluetoothヘッドセットによ
る音声データを利用し，ユーザが事前に行動を宣言する形をとっている．行動のク
ラスとしては，家にいない，トイレ中，シャワーを浴びている，朝食の準備をして
いる，夕食の準備をしている，飲み物の準備をしている，その他の合計 8種類の行
動を計測している．行動の数は合計 245回となっている．
Kawaharaらは，その他のデータセットが基本的に単一の研究グループにデータを
収集するアプローチであるのに対して，行動データセットを共有するプラットフォー
ムを通して，複数の研究者が独自に集めたデータを集約する形を提案している [154]．
2010年から 2015年までの 5年間で，合計 50,000以上の行動サンプルが収集されて
いる．
Banosらは，センサの設置位置のずれの影響の調査およびにセンサ位置のずれに頑
健な手法の開発を目的に，9個の慣性計測装置を利用した実験を行っている [155]．具
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体的には，センサの設置箇所を 1)Ideal-placement：システム上望ましい位置にシステ
ム提供者が設置した場合，2)Self-placement：システム提供者から指示を受けたユー
ザが自分でセンサの設置を行った場合，3)Mutual-displacement：故意に位置をシステ
ム上望ましい場所からずらした場合，の 3つを比較検討している．行動としては 33
個のフィットネス行動を対象としており，17人からデータを取得している．センサに
は慣性計測装置Xsensを利用し，左右の膝，左右の太もも，左右の手首，左右の上腕
二頭筋，背中の合計 9種類を設置している．Ideal-placementおよびに Self-placement
について 15時間ずつ，Mutual-displacementについて 10時間分のデータを取得して
いる．
本論文での検証に利用したデータセットとして，Roggenらが提供するOpportunity
データセットがある [99]．Opportunityデータセットのという名前は，本データセッ
トはその他のデータセットと違い明確な基準に従って行動を計測したり，あるいは
行動計測後にシステム提供者がラベル付を行うのではなく，行動スクリプトを渡さ
れたユーザが日和見的（Opportunistic）に行動を行うことに由来している．行動と
しては，移動状態レベル（立つ，座る，歩くなど 5種類）とジェスチャーレベル（ド
ロワーを開ける，ドロワーを閉める，テーブルを片付ける，飲み物を飲むなど 18種
類）が提供されており，合計 27,000の行動が計測されている．センサとしては，被
験者の体に設置したセンサ（7つの慣性計測装置，12個の 3軸加速度センサ）を含
む 10種類 72個のセンサを利用している．合計 12名の被験者 72の試行のうち，4名
24の試行に対するラベル付きデータが提供されている．また，深層学習の有効性検
証に標準的に利用されている [12, 19, 21]．
Zhangらが公開している USC-HAD（University of Southern California Human
Activity Dataset)は，汎用的な低レベルな行動に関する大規模な行動データセット
公開を試みてたデータセットの 1つである．OpportunityやCMU-MMACデータセッ
トが料理行動や家庭内行動のような特定領域の高レベル行動の認識を目的にしてい
たのに対して，USC-HADはいずれのそれらの高レベル行動の背後にある基本的な
行動 12種類の行動の認識を目的としている．行動の種類としては，前進する，階段
をのぼる，階段を下る，走る，ジャンプする，座る，立つ，眠る等の 12種類である．
　センサとしては 3軸加速度センサと 3軸ジャイロスコープの合計 6軸のデータを
計測しており，センサは被験者の腰付近に設置したポーチに装着されている．被験
者としては，年齡や身長が多様な男女各 7名ずつを対象に合計 14名のデータを収集
している．
ここまで説明したように，さまざまな研究者により行動データセットの収集と公
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開は進められており，また例えば看護行動データセットのようにかなり大規模なデー
タセットも現れ始めている．一方，音声認識や画像認識などと比較して，これらの
データセットを実際にアプリケーション作成に利用することは難しい．その理由と
しては次のようなものがある．
センサに関する自由度
2章でも述べたが，行動認識に利用されるセンサは多様であり，またそのセンサ
をどのように利用するかはアプリケーションにより異なる．例えば，Kernら [149]
やDernbachら [151]が加速度センサとジャイロスコープによる計測を行っているの
に対して，Inoueらは加速度のみでの計測を行っている [8]．このように入力される
データの種類自体が異なる場合にどのように転移アプローチを利用することは難し
い．また，センサの種類だけでなくどの位置にどのように設置したかによってもセ
ンサの観測値は大きく変化する．
観測ユーザに関する自由度とユーザ属性情報の制限
当然のことながら，データセットがどのユーザの行動を観測したものであるかは
データセットの計測者が設計するものであり自由度がある．本論文でもこれまで述
べてきたように，同じ行動を取ったとしても観測される値はユーザにより異なる．す
なわち，データセットはどのようなユーザの行動を計測したかによるユーザバイア
スを含む．また，ユーザに関する精緻な属性情報は多くのデータセットにおいて公
開されていない．
認識したい行動の多様性
1章でも述べたが，認識したい行動はアプリケーションにより異なる．例えば，ス
ポーツジムにおける行動をトラックする目的であれば腕立てや腹筋行動を検出する
必要があるだろうし，あるいは医療目的でパーキンソン病の検出を行いたい場合に
はパーキンソン病特有の歩き方を認識する必要がある．また，どのような行動を対
象とするかにより利用するべき特徴は異なり，どのような情報を転移すればよいか，
またあるタスクで獲得される特徴が別のタスクにおいても有用であるかを判断する
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ことが難しい．これは，例えば音声認識が「あ」「い」「う」「え」「お」といった基
本的な音素を識別するという点で共通であることと対照的である．
これらの理由から，行動認識における転移アプローチは難しい場合が多い．その
ため，多くの応用研究では自前で用意したデータを利用しているのが現状である．
A.3 車いす屋外行動データセットの収集
システムのプロトタイプ作成にあたり，次の 4つの観点に留意してセンシングシ
ステムの設計や実験方法の選択を行い，車いす屋外行動データセットを取得した．
• 観点 1：実現可能性．ユーザの行動を邪魔しないセンサを利用すること．また，
ユーザの行動を邪魔しない形でセンサを設置すること．
• 観点 2：有用性．多様な属性を持つユーザを含むこと．また，多様な路面状態
を含むこと．
• 観点 3：自然さ．過度な制約をもうけずに，実環境に近い形のデータセットを
作成すること．
• 観点 4：安全性．データ取得実験により，ユーザに過度の負担をかけないこと．
A.3.1 センシングシステム
図A.2にデータ取得実験の様子を示す．計測したデータは，行動認識の領域で最
もよく利用されている [24]3軸加速度センサ，位置情報，およびにアノテーション
用の動画データの組み合わせである．図A.2にデータ取得実験の様子を示す．iPod
touchを車いすの座席下に設置し，車いすユーザの行動を iPod touchに搭載された
3軸加速度センサにより記録した．位置情報としては，準天頂衛星（Quasi Zenith
Satellites System，QZSS）のレシーバを車いす後ろに取り付け，GPS情報を取得し
た．実験の様子は車いす斜め後方からビデオカメラにより記録し，アノテーション
データの作成に利用した．加速度センサおよびにビデオカメラのサンプリング周波
数はそれぞれ 50Hzおよびに 30Hzとした．結果として，合計 1,255,900の加速度サ
ンプル（約 9時間）を走行実験により取得した．
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図 A.2: 実験に利用した車いす行動のセンシングシステムおよびに取得実験の様子．
A.3.2 実験参加者
データ取得実験（2013年 11月～2013年 12月）には，日頃から車いすを利用して
いる 9名が参加した．9名詳細は，7名が男性と 2名が女性，6名が手動車いすで 3
名が電動車いす，また 20歳から 60歳と年齢にばらつきがあるユーザを選定した．
A.3.3 実験方法
計測環境の安全性や走行距離，路面の多様性などを考慮した上で東京四ツ谷駅近
辺の経路を選定し，2013年 11月から 12月にかけて行った．各参加者は，計測環境
の安全性や走行距離，路面の多様性などを考慮した上で選定された上智大学周辺の
決められた経路を 3周走行した．走行経路およびに走行環境は図A.3に示す通りで
ある．選定した経路はおよそ 1.5kmであり，3周でおおよそ 1時間程度の走行時間
であった．
実験により取得されるデータが可能なかぎり自然なものとなるよう，参加者に過
度な負担をかけない範囲で多様な路面タイプを網羅するように心がけた（図A.3 (b)-
(g)）．また，走行環境や歩道上のどこを歩くかなどの制約をかけずに実験を行った．
また，実験の安全性確保およびに経路の案内のために実験補助者が車いす後方を追
尾する形で安全性を確認した．
A.3.4 アノテーション
分類対象として，ここでは路面アクセシビリティ情報を含みうる，1. 車道と歩道
の間の縁石の乗り越え行動，2. 点字ブロック上の走行，3.坂の登り降り，4.その他
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図 A.3: 走行経路に関する情報．(a) 経路概要, (b) 平らな路面, (c) タイル路面, (d)
坂（傾度 5度以上）, (e) 車道と歩道の間の縁石, (f) タイル路面の間の小さな段差,
(g) 木の根により盛り上がったコンクリート路面．
の路面の走行，5. 静止の 5種類を選択し，動画データによるアノテーションを行っ
た．具体的には，ビデオデータの各フレームを目視により上記の 5つの行動のいず
れに当たるかを確認記録した．最初の 4つの行動は直接的に不快感およびに危険を
ともなう路面の存在を意味するものである．このような物理的な路面上の障害は車
いす事故やインシデントを引き起こしうるものであるが，従来の人出によるアクセ
シビリティ情報収集では網羅が難しく，ディジタル化されていない重要な情報であ
る．静止行動は背後にある路面アクセシビリティ障害を示しうる行動の一例である．
例えば，交差点以外で車いすユーザがよく止まる場所などがあればそれは危険を示
す可能性が高いと考えられる．
A.4 評価実験
A.4.1 実験1：経験的特徴量を利用した基礎検討
実験概要
提案システムの実現可能性の検証にあたり，まず，特徴設計を含む従来的を利用
したシステムによる基礎検討を行った．大筋の流れとしては一般的な行動認識のタ
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スクと同様 [25]，1)前処理，2)セグメンテーション，3)特徴抽出，4）分類モデルの
学習という流れで行った．
このプロセスにおける選択可能な要素として，前処理の方法，セグメンテーション
サイズ，特徴量，分類器がある．評価にあたり，ここではそれらの要素を明示する．
まず，前処理としては移動平均フィルタによる平滑化を行った．これにより，ノイ
ズ情報を低減するように務めた．ここで，フィルタ長としては実験的に 10を選択し
た．　セグメンテーションにおいては切り出すサブ時系列の長さwおよびに重なり
率 pがパラメタとして存在する．ここで，重なり率 pとは k-1番目のウィンドウSk−1
と k番目のウィンドウ Skがどの程度重なっているかを意味するパラメタである．特
に wの選択が分類精度に大きく寄与することが指摘されているものの [156]，その
事前の選択は難しく実験的に決めるしかないのが現状である．ここでは、wとして
50から 1,000まで変化させ認識精度の変化を確認することで，ウィンドウサイズの
影響を調査した．同様の理由で，分類器の選択も重要であるものの事前の選択は難
しい．ここでは，行動認識でよく利用される代表的な分類器である Support Vector
Machine（SVM），ランダムフォレスト（RF），およびにK近傍法（KNN）を利用
してその認識精度を比較した．なお，SVMのカーネルには Radial Basis Function
（RBF）を利用し，分類器が持つパラメタについてはそれぞれグリッドサーチによ
り検証した．
いくつかの研究が言及するように，特徴量の適切な設計は学習精度に大きく影響
を与える重要なパラメタである [24, 157, 12]．しかし，適切な特徴量はタスクによっ
て異なるため，ここでは行動認識に関する既存研究 [157, 12]を参考に次の 4つの特
徴量を検証した．
• Raw Data：本特徴量では特徴抽出を行わず，各セグメント Skにおける 3軸
特徴量を [xTk , y
T
k , z
T
k ]のような形で単純に結合した．ここで xk, ykおよびに zk
は k番目のセグメントにおける各軸の加速度データに対応している．この方法
により生成される特徴量はウィンドウサイズをwとした時に，3w次元である．
• AveSTD：AveSTDおよびに次にのHeuristicでは時間領域の特徴量を利用し
た．時間領域における特徴量は行動認識研究で最もよく利用される特徴量であ
る．AveSTDでは，スライディングウィンドウにより与えられた 3w (w × 3)
の系列データを受けとり，x, y, z各チャネルの平均値およびに標準偏差を算出
した．この方法により生成される特徴量はウィンドウサイズによらず 6次元で
ある．
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• Heuristic：Heuristicではまず，スライディングウィンドウにより生成された
系列データ xk, yk, zkの各チャネルにおける階差数列 xkd, ykd, zkdを計算した．
その上で，xk, yk, zk, xkd, ykd, zkdの各チャネルにおける平均値，標準偏差，最
小値，およびに最大値を算出した．この方法により計測される特徴量はウィン
ドウサイズによらず 24次元である．階差数列は高周波成分を強調した系列を
生成するため，本特徴量は段差や点字ブロックなどの路面の粗さにより引き
個々される加速度の突発的な変化に対して有効であると考えられる．
• FFT：FFTでは，各チャネルの系列データを高速フーリエ変換により周波数
領域へと変更した際に得られる係数を特徴量として利用した．FFTにより得
られる係数の利用は周波数領域における特徴量の利用時に最もよく利用され
る方法である．この方法により生成される特徴量はウィンドウサイズを wと
した時に 3w次元である．
分類結果
まずはじめに，図A.4に特徴量の認識精度に与える影響を調査した結果を示す．こ
こで，評価値として 10交差検定を行った際のF値を利用した．また，分類器として
は SVMを利用した．平均 F値により比較すると，各特徴量の認識精度はそれぞれ
Raw Data（0.35），AveSTD（0.64），Heuristic（0.67），FFT（0.60）という結果で
あった．最も認識精度が高かった特徴量はHeuristicであり，4つの行動をそれぞれ
0.63(1)，0.65(1)，0.50(2)，0.91(3)の精度で認識できていた．ここで，(1)とは各分
類タスクにおける特徴量の順位を示している．Heuristic特徴量を利用した分類器は
特に縁石と点字ブロックの推定能力において他の特徴量を大きく上回っていること
がわかる．最も認識精度が低かった特徴量はRaw Dataであり，0.25 (4)，0.31 (4)，
0.00 (4)，0.87(4)でありすべてのタスクにおいて最も認識精度が低かった．この結
果からわかるもう一つの重要な結果は，Heuristic特徴量がすべての問題に対してう
まく行っているわけではない点である．例えば，坂の識別や静止行動の抽出におい
てはその他の手法と比較して認識精度の低下が見られた．この結果は，実務上特徴
抽出器を分類したい対象の性質に合わせて設計することの重要性を示唆するもので
ある．
次に，図A.5に，3つの分類器の認識精度の比較結果を示す．ここで，特徴量には
先程の実験で最も認識精度の高かったHeuristicを利用した．また，横軸は分類対象
を，y軸は SVMの認識精度を 0.00とした場合の相対的な認識精度を示している．こ
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図 A.4: 特徴量と認識精度の関係の比較．
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図 A.5: 分類器の比較．
の結果から，SVMがその他の分類器をほとんどの場合で上回っている事がわかる．
特に，KNNと SVMの差は大きく，平均するとF値で 0.08ポイントの開きがあった．
SVMとRFは特徴量の重要度を考慮する分類器であるが，KNNはすべての特徴量
を同じ重みで取り扱う手法であり，この結果は特徴量の重要度合いが均等ではない
ことを示唆している．認識精度の改良には，特徴選択などの手法が寄与する可能性
がある．
図 A.6に，F値と訓練に利用した学習データ数の関係を示す．ここで，x軸は元
の学習データ数を 1.0とした時の相対的なデータ量であり，0.2，0.4，0.6，0.8，1.0
と変化させて実験した．教師あり学習によるモデル化を行う提案システムにおいて，
センサデータへのアノテーション段階が最もコストのかかる部分であり，どの程度
のラベル数があれば認識精度を確保できるのかは重要である．結果として，坂の分
類以外においては訓練データ数の低下が認識精度にそこまで大きな影響を与えてい
ないことがわかる．
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図 A.6: 訓練データ数と認識精度の関係．
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図 A.7: ウィンドウサイズが F値に与える影響．
図A.7には，F値とスライディングウィンドウ時のウィンドウサイズwの関係を
示している．横軸がウィンドウサイズであり，50から 1,000まで 50ずつ増加させた
際の認識精度の変化を確認した．一般的な傾向として，縁石およびに点字ブロック
については徐々に認識精度が増加する傾向にあり，坂およびに静止行動の推定の場
合には徐々に低下する傾向にあった．縁石乗り越え行動は 1.0秒程度（50フレーム）
程度の行動であるにもかかわらず，長いウィンドウサイズがより高い認識精度となっ
ていたのは興味深い結果である．大きなウィンドウサイズは各セグメントがより多
くの情報を持つことを意味するため，段差や点字ブロックの推定タスクにおいては
その前後の加速度パターンも重要になることを示唆している．
図A.8に，推定された縁石（赤），点字ブロック（黄色），およびに坂（緑）を地
図上に可視化した結果を示す．図中左側が推定結果であり，右側が実際の路面上対
である．また，ウィンドウサイズは 400に設定し，特徴抽出にはHeuristicを利用し
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図 A.8: 27周分の推定結果の可視化結果．縁石，点字ブロック，坂をそれぞれ赤，黄
色，緑色の円で可視化した.
た．また，分類器としては SVMを利用した．なお，ここでは 27周分合計 1,414個
の推定結果をGoogle Map API v3を利用して単純に可視化した．可視化結果から，
点字ブロックに関する精度に課題は残るものの，路面状態の大雑把な傾向が捉えら
れていることがわかる．本システムの特徴として同じ場所について大量のデータを
取得しやすいという特徴があり，適切に処理することにより認識精度を更に高める
ことは可能であると考えられる．
162
A.4.2 実験2：データセットと認識精度に関する検討
データセットと認識精度の関係を調査するにあたり，次の項目を評価した．なお，
以降特に言及がない限り評価はユーザ独立認識の方法で行っており，検証データや
テストデータという単語を利用した場合 4章と同様の意味で利用するものとする．
また，比較対象として利用しているMV，Heu，およびに ECDFは 4章で利用した
ものと同様である．
• 学習に利用するユーザ数と認識精度の関係（表A.1，図A.9）
• 学習に利用するデータ数と認識精度の関係（図A.10）
図A.9に，非個人モデルの学習に利用するユーザ数を変化させた際の認識精度の
変化を可視化した結果を示す．横軸は学習に利用したユーザ数を表しており，縦軸が
平均 F値を意味している．図中の各丸は何らかの異なるユーザ群のデータにより学
習された認識精度を示しており，例えば学習ユーザ数を 3とした場合には，8C3 × 9
通りの全組み合わせを検証している．また，図中の各線は，包含関係のあるデータ
セット間での認識精度の変化を示している．ここで包含関係とは，例えば訓練ユー
ザ数が 3のときに利用したユーザが {P1, P2,M1}であったときに訓練ユーザ数が
5のときに利用したユーザが {P1, P2,M1,M2,M3}や {P1, P2,M1,M2,M6}のよ
うにより少ない人数を利用した場合のユーザすべてを含むような場合である．すな
わち，この直線の傾きが正の場合にはユーザ数の追加により認識精度が改善したこ
とを，逆にこの直線の傾きが負の場合には認識精度が低下したことを意味する．ま
た，表A.1に，ユーザ数を増やした場合に認識精度が改善していた割合を示す．例
えば表A.1-(a)の 1→3の列においてMV行が 0.30であるのは，学習ユーザ数を 1か
ら 3に増やした場合に検証データに対する認識精度が改善したのは 30%であったこ
とを意味する．
結果として，次のような結果が確認された．まず第 1に，検証データについて，
ユーザ数を増やした場合に認識精度が改善する傾向にあったのは CNNのみであっ
た．その他の手法については，Heuでユーザ数を 7に増やした場合をのぞいて改善
率が 0.50以下となっており，平均して認識精度が低下する傾向にあった．CNNを利
用する場合でもその改善幅は小さくなる傾向が見て取れるものの，表A.1に示すよ
うに改善はユーザ数を増やしても継続的に続いていた．学習に利用するユーザを増
やすことは，より大量のデータを利用可能にする一方で，入出力関係を複雑にし得
る行為である．この結果は，複雑になった入出力関係を適切にモデル化するために
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表 A.1: 学習に利用するユーザ数を増やした際に認識精度が改善したも割合の比較．
(a) 検証データ
1→3 3→5 5→7 7→8
MV 0.30 0.48 0.39 0.43
Heu 0.36 0.50 0.59 0.33
ECDF 0.29 0.46 0.40 0.43
CNN 0.76 0.76 0.57 0.88
(b) テストデータ
1→3 3→5 5→7 7→8
MV 0.66 0.60 0.54 0.4
Heu 0.71 0.61 0.56 0.43
ECDF 0.69 0.60 0.58 0.45
CNN 0.94 0.83 0.74 0.69
はニューラルネットのように表現力の高いモデルを利用する必要があることを示唆
している．
第 2に，テストデータに対する認識精度の改善度合いでもCNNがその他の手法と
比較して認識精度を改善する傾向が強かった．その他の手法についても，表 A.1-b
に示すように 7→8を除けば平均すると認識精度は改善していたが，その改善度合い
は最大でも 0.71（Heu，1→3）であり，残りの 30%程度は認識精度が低下していた．
一方CNNは 1→3においては 94%が認識精度改善しており，またユーザ数が増えた
場合でも認識精度は平均すると改善していた．
次に，図A.10に，学習に利用するデータ量を減らした際のテストデータに対する
認識精度の変化を示す．ここで各横軸は 8人全データを利用した場合のデータ量を
1とした際の割合であり，縦軸は平均 F値である．図A.10-aが利用するユーザを減
らした場合の結果であり，A.10-bはユーザ数は 8に固定したまま 1人あたりの利用
データ数を減らした結果である．また，図 A.10-cは aと bを比較したものであり，
実線が aの結果に，点線が bの結果にそれぞれ対応している．図中各マーカおよび
に色はそれぞれ特徴量の違いを表している．
結果として，次のような結果が得られた．まず，データセットをすべて利用する場
合にはCNNの認識精度が顕著に高かった．また，例えば (b)の結果ではMV，Heu，
ECDFの 3種類ではデータ数を 0.5まで絞った場合と 1.0の場合音認識精度がほぼ同
じであり，データ量の増加による認識精度の改善には限界があることがわかる．次
に，利用データ量を減らしていった場合を確認すると，学習ユーザを減らす場合に
はおおよそ 0.3，また学習データを減らす場合にはおおよそ 0.2程度で認識精度が初
めてCNNが ECDFを下回っていた．今回のデータセットは 4章でも述べたように
合計 7,000サンプル程度の比較的小規模なデータであり，またうち 1人分をテスト
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データ，残りの 10%を検証データに利用しているため学習に利用しているデータは
平均するとおおよそ 7,000×8
9
× 0.9 =5,500程度である．必要なデータ数は学習デー
タ数に依存するものであるため一般化は難しいものの，少なくとも今回のタスクに
おける結果はデータが 1,000程度の場合でもCNNを利用することで認識精度は改善
する可能性があることを意味している．
また，(c)の結果は，いずれの特徴量を利用する場合でも点線（ユーザ 1人あたり
のデータを減らす場合）と比較して実線（ユーザ数を減らす場合）の認識精度低下
が大きいことを示していた．また，とくに学習手法として CNNを利用する場合に
はユーザ数を減らした際の認識精度の劣化が顕著であった．この結果は，特にCNN
を利用する場合に同じデータ量を用意するのであれば 1人あたりデータ量を増やす
よりもデータを収集するユーザ数を増やすことが重要であることを示唆している．
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(a) MV検証 (b) MVテスト
(c) Heu検証 (d) Heuテスト
(e) ECDF検証 (f) ECDFテスト
(g) CNN検証 (h) CNNテスト
図 A.9: 非個人モデルの学習に利用するユーザ数を増加させた際の認識精度の変化．
各行がそれぞれ各特徴量に，また左列が検証データに対する認識精度，右列がテス
トデータに対する認識精度を示している．
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(a) 学習に利用するユーザ数を減らした場合 (b) 学習に利用するデータサイズを減らした場合
(c) aと bの比較
図 A.10: 学習に利用するデータ量に対する認識精度の関係．
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付 録B 5章に関する付録
B.1 交差エントロピー最大化と相互情報量
I(U ;R) =
�
(u,r)
P (U = u,R = r) log
P (U = u,R = r)
P (U = u)P (R = r)
=
N�
n
log
P (U = un, R = rn)
P (U = un)P (R = rn)
=
N�
n
log
P (U = un|R = rn)P (R = rn)
P (U = un)P (R = rn)
ここで，パラメタ θuによるニューラルネットワークの入出力関係 fun(rn; θu)を事後
確率 P (U = un|R = rn)のモデルとすると，
I(U ;R) =
N�
n
log
fun(rn; θu)
P (U = un)
=
N�
n
log fun(rn; θu)−
N�
n
logP (U = un)
となる．この時，第 2項目はデータが与えられた上では固定であるから，相互情報
量 I(U ;R)を最大化することは事後確率の尤度
�N
n log fun(rn; θu)を最大化すること
に等しい．
また，式 5.3の unkは，各サンプルが k番目のクラスに属するかを示すいずれか
が 1になるような値であるので，
�N
n log fun(rn; θu)=N · Luとなる．
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B.2 複数のウィンドウを利用した場合のユーザ予測精度
に関する検討
B.1に，複数のウィンドウを予測に利用した場合の結果を示す．ここで，複数のウィ
ンドウを予測に利用する方法としては，単純に複数のウィンドウの出力 P (u|ri)(i ∈
1 · · ·w)の平均値を取るアンサンブル処理を利用した．横軸は予測に利用したウィン
ドウ数wを，縦軸はユーザ予測精度をそれぞれ表している．データセットとしては，
5.2の結果でMLP800を γとして利用した場合に最もCNNと提案手法の差が大きかっ
たUSCを利用した．また，他ユーザでも概ね同じ傾向であったため，ここではユー
ザ ID=1をテストデータとする Leave-One-Subject-Outイテレーションの結果を示
す．結果として，CNN，UANNMLPAどちらもウィンドウを大きくするとw=1の場
合と比較して予測精度が高まる傾向にあった．ただし，例えば w=100の場合には
CNNと UANNMLPAを比較するとほぼ同程度であるが，CNNは w=10の時点です
でにほぼ 1.0であり，依然として提案手法により予測がわずかながら抑制されてい
ることには注意されたい．
図 B.1: 複数のウィンドウでの出力確率の平均によるユーザ識別性能の変化．
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