The recognition of human emotions from facial expression images is one of the most important topics in the machine vision and image processing fields. However, recognition becomes difficult when dealing with non-frontal faces. To alleviate the influence of poses, we propose an encoder-decoder generative adversarial network that can learn pose-invariant and expression-discriminative representations. Specifically, we assume that a facial image can be divided into an expressive component, an identity component, a head pose component and a remaining component. The encoder encodes each component into a feature representation space and the decoder recovers the original image from these encoded features. A classification loss on the components and an 1 pixel-wise loss are applied to guarantee the rebuilt image quality and produce more constrained visual representations. Quantitative and qualitative evaluations on two multi-pose datasets demonstrate that the proposed algorithm performs favorably compared to state-of-the-art methods.
I. INTRODUCTION
Recently, the image-based analysis of human behavior has become a very popular topic in affective computing and cognitive science. Facial expression is one of the most powerful signals for human beings to convey their emotional intentions and states. Mehrabian and Ferris [1] showed that among all emotion expression contributory factors, facial expressions contribute 55% to the message effect, while 7% and 38% are attributed to the verbal and vocal parts, respectively. Hence, facial expression recognition (FER) has attracted significant research attention because of its usefulness in many applications, such as digital entertainment, custom services, emotion robots, and human-computer interfaces (HCIs) [2] . However, it is a difficult task to build a robust FER system given challenging factors such as pose variations, unconstrained facial expressions, and uncontrolled circumstances (wild settings).
Facial expression recognition has two goals. One is to analyze and classify a given facial image into one or more The associate editor coordinating the review of this manuscript and approving it for publication was Gerard-Andre Capolino. of emotion types, such as happiness, anger, sadness, fear, disgust and surprise [3] , [4] . The other goal is to find a value over a continuous emotional space such as valence and arousal [5] . To achieve these two goals, numerous FER methods [6] - [10] have been proposed. However, most of the previous approaches had been evaluated with constrained frontal or nearly frontal views of facial images, and nonfrontal FER problems have been largely unexplored [11] . However, in real life, facial images can be taken from multiple views depending on the camera positions. For these reasons, there is an ever-growing need for pose-invariant FER.
A general FER framework consists of two major steps: feature extraction and classifier construction. For facial feature extraction, methods are developed based on hand-designed features such as histogram of oriented gradients (HOGs) [12] , local binary pattern (LBP) [13] , and scale-invariant feature transform (SIFT) [14] . For classifier construction, with the advance of the convolution neural network (CNN), many well-known CNN models, such as AlexNet [15] , VGGNet [16] and ResNet [17] , have been proposed. One challenge of multi-pose FER is to perform the decoupling of the rigid , which recovers the image from these encoded vectors. (iii) The expression recognition neural network (represented in the dotted rectangular frame) is used to extract high-level features of expressive information for a better classification performance. Our method inherited the strength of VAE-GAN to rebuild the input image without losing much detail information (zoom for details).
facial changes due to head-pose and non-rigid facial changes due to expression, as they are non-linearly coupled in facial images [18] . Another challenge is to extract robust features under partial occlusion conditions.
To date, a handful of methods on multi-pose expression have been proposed [19] - [21] . These works focus on the recognition of facial expressions of the six basic emotions [3] and can be divided into three perspectives: (1) the extraction of pose-robust features as facial expression representations, i.e., per-view, FER [22] - [24] , (2) methods that perform pose normalization before conducting the pose-invariant FER [25] , [26] , and (3) learning multiple classifiers for each specific pose [27] - [29] . However, most of these approaches are conducted on classic hand-crafted visual features, and it is difficult to select a good feature to decouple the relationships between poses and expressions.
In this work, we present an FER approach based on generative adversarial network (GAN). Inspired by [7] , we assume that a facial expression image can be divided into an expressive component, an identity component, a head pose component and a remaining component. We can extract the expressive component and use it for FER so that the other non-expressive component effects can be removed. As illustrated in Fig. 1 , given a facial image with arbitrary expressions, its corresponding component is encoded through different encoders and then concatenated and passes to the decoder for decoding. Through this procedure, the expressive component is distilled, which is exactly what we want for expression classification.
In contrast to the previous method, which used sophisticated hand-crafted features to focus on more discriminable representations of facial expressions, our proposed framework is simple yet effective for distilling expressive components for FER. The main contributions of our work are summarized as follows:
1. We propose a novel FER framework for non-frontal facial images. The method is based on GAN, we first train an encoder-decoder generative model, and then we distill the expressive component for later FER, thus alleviating the pose variation issue.
2. We make a weak disentangle assumption that can effectively distill the expressive component.
3. Our approach is evaluated on two typical multi-pose facial expression datasets. Experiments show that our method can obtain better performance than the previous state-of-theart methods.
The remainder of the paper is organized as follows. In Section II, we present various existing works related to facial expressions recognition and deep generative models. In Section III we describe the details of the proposed method. In Section IV, we introduce the experimental settings and show the results obtained. Finally, in Section V we conclude the paper and discuss our future work.
II. RELATED WORK
FER has been widely studied in the past decades as detailed in recent surveys [30] - [32] . In this section, we introduce related VOLUME 7, 2019 work on the deep generative models and multi-pose facial expression recognition.
A. GENERATIVE ADVERSARIAL NETWORKS
Since the invention of GAN [33] in 2014, variant models based on GAN have been proposed [34] - [36] . This model has achieved attractive results in various computer vision tasks, such as cartoon image coloring [37] , image translation [38] , image manipulation [39] , [40] and data augmentation [41] . The GAN framework locks two differential functions like two players in an adversarial game. One player, named the discriminator, is designed to distinguish between samples from the training data source and samples from the generated source. The other player, named the generator, is designed to attempt to produce data that comes from some probability distribution and to confuse the discriminator. Generative models hold the potential to automatically learn the natural features of datasets and can produce plausible images.
Larsen et al. [36] combined GAN with a variational autoencoder (VAE) [42] , proposing VAE-GAN, which is helpful in building our framework. The main idea of the VAE-GAN is ''if the encoder encodes the image space to the latent vector space, the decoder must decode it back to where we started'' [36] . In our research, we select VAE-GAN and make some weak disentangle assumptions among latent vectors to distill the expressive component and show that this method is helpful in the final multi-pose FER task.
B. MULTI-POSE FACIAL EXPRESSION RECOGNITION
Recent advances toward multi-pose FER can be divided into two different categories: manually designed descriptor based methods and deep learning based methods. Hu et al. [23] used the 2D displacements of 38 facial landmark points around the eyes, eye-brows and mouth, which were manually labeled, as the facial features. In [11] , three local patch descriptors (HOGs, LBP, and SIFT) were used to extract facial features, which were used as the inputs to a nearest-neighbor indexing method that identified facial expressions. Moore and Bowden [22] , [43] used an appearance based approach by dividing images into 64 sub-blocks and computing LBP histogram features for the later multi-class support vector machine (SVM) classification. Rao et al. [44] used a variant of speeded-up robust features (SURF) descriptor to represent local patches. Wu et al. [19] proposed a locality constrained linear codingbased bilayer (LLCBL) model to learn discriminative representation. Bailly et al. [21] used heterogeneous derivative features upon pairs of images to build an adaptation of the random forest framework. The weakness of these methods is that they either rely on the accuracy of the locations of facial landmarks or that the computational cost is very expensive. Rudovic et al. [25] , [26] proposed the coupled scaled Gaussian process regression (CSGPR) model for head pose normalization. The CSGPR model can learn robust mappings for projecting facial features from a non-frontal to a frontal view. A limitation of this approach is that the accuracy of the FER is highly bounded with pose normalization.
Zheng et al. [27] proposed a novel method based on the regional covariance matrix (RCM) representation of facial images. Then, a novel discriminant analysis theory, called the Bayes discriminant analysis via the Gaussian mixture model (BDA/GMM), was developed to reduce the dimensionality of the facial feature vectors. Tang et al. [45] extracted dense SIFT feature vectors from facial images and then trained an ergodic hidden Markov model (EHMM) over these features. Tariq et al. [46] used the bag-of-words (BoW) model to represent facial images and explored the discriminative learning of Gaussian mixture models. However, the complexity of the learned classifier increases with the number of poses.
Feature matters and CNNs are becoming increasingly popular because of their superior performance and robustness. Zhu et al. [47] proposed a multi-view perceptron (MVP) that can learn a model that separates identity from viewpoints. Jung et al. [48] jointly trained CNNs with facial landmarks and color images. Regarding the use of GAN for FER, Zhu et al. [41] used a CNN model as the classifier and a cycle-consistent generative adversarial network (CycleGAN) for data augmentation. Cai et al. [49] proposed a novel Identity-free conditional GAN to explicitly reduce inter-subject variations for FER. Deng et al. [50] presented a conditional GAN to alleviate the intra-class variations by individually controlling the facial expressions and simultaneously learning the generative and discriminative representations.
However, the learned expression-related deep features are often affected by one or more following factors such as identity, pose, and gender. These issues are handled by our VAE-GAN based model, where identity, expression, and pose are independently encoded. Thus, we can distill the expressive component for FER only.
III. METHODOLOGY
We present a framework for an encoder-decoder generative adversarial network for multi-pose facial expression recognition that aims to learn pose-invariant and expressiondiscriminative representations. As shown in Fig. 1 , an arbitrary facial image is first mapped by the encoder to its attribute based latent feature representation vectors and then recover the image from these vectors. With several external supervision signals, we can gradually distill the expressive component from the image. After that, we build an expression recognition neural network to further extract the high-level features for better classification performance.
A. MULTI-POSE GENERATIVE ADVERSARIAL NETWORK
We assume that each sample χ i in the dataset has M = 0, 1, . . . , m attributes such as expressive component, identity component, head pose component and the remaining component. Fig. 2 illustrates our assumption, and we omit the remaining component since this can be replaced by any numbers of specific attributes such as lighting condition. Each attribute m has a discrete style label y m . The encoding module E enc is composed of a stack of convolutional layers that encodes each corresponding attribute into latent vector z 0 , z 1 , . . . , z m . The decoding module D dec recovers images from these encoded vectors. Therefore, our encoder-decoder GAN model can be represented as follows:
where χ is the input facial image,χ is the rebuilt image, z m is the mth latent vector, E enc is an encoder that maps each sample into the latent space, and D dec is a decoder that maps vector back to the input space. In particular, when m = 0, the corresponding encoder features z 0 represent the image features that are unrelated to any attributes. UNet [51] and ResNet [17] have been typically used as the network architectures for an encoder-decoder GAN. Here, we use ResNet [17] as the base network component for implementation. Residual networks have shown considerable robustness and better performance than other networks when networks gradually become deeper. The detailed structures of each part of the proposed model are described below: 1) Encoder E: Table 1 shows the architecture of the proposed encoder E. 2) Decoder D: This is formed with a basic residual block module and several convolution layers. Fig. 3 and Table 2 show the residual block module and TABLE 1. A detailed description of the architecture of the proposed encoder E. The output shape is described as (height, width, channels).
TABLE 2.
A detailed description of the architecture of the proposed decoder D. The output shape is described as (height, width, channels).
TABLE 3.
A detailed description of the architecture of the proposed discriminator Di. The output shape is described as (height, width, channels).
the proposed decoder D, respectively. 3) Discriminator Di: Table 3 shows the architecture of the GAN discriminator. 4) Attribute classifier C i : We flatten the encoded feature vectors using one dense layer as a dimension reduction operation. 5) Final expressive component classifier C e : Table 4 details the network structure.
B. LOSS FUNCTIONS 1) ATTRIBUTES LOSS
Our goal is to distill the expressive component for FER. To achieve this, our attribute based encoder attempts to encode the attribute information and suppress the remaining information. To enable this specific feature extraction, we propose an adversarial supervision strategy that can be divided into two parts.
First, we need to train an attribute based classifier that can well-classify the encoded z m = E m enc (χ) into the attribute domain m. Thus, we use the cross-entropy loss to minimize the negative log-likelihood of the ground truth labels given an input sample, which can be represented as follows:
where C m represents a linear classifier for attribute m, y m is a pre-computed one-hot label corresponding to attribute m, and E m enc is an attribute m-based encoder.
We also need to blind the attribute classifier so that it loses the ability to extract information from the other M-1 attributes. We name this as dispel loss. To achieve this, we assume that the class posterior for unrelated attributes should be a uniform distribution. We formalize this constraint by minimizing the cross-entropy loss with a uniform posterior distribution label, which can be represented as follows:
where ym represents the uniform posterior distribution label and can be pre-computed based on the types of each attribute, and Cm and E m enc are similar to the respective variables in equation 2, representing a linear classifier for attributem and an attribute m-based encoder, respectively.
2) PIXEL-WISE LOSS
The pixel-wise reconstruction loss is used to assist in synthesizing images similar to the target images. We employ the 1 distance as the constraint to minimize the distance between the input x and generator network G generated images. The formulation of this distance can be written as follows:
where H and W represent the height and width of the image, respectively, and i and j represent the position in the image space. D dec and E enc represent the decoder and the encoder, respectively. Instead of using the 2 loss, the 1 loss is used because it is more robust and results in better image quality. The 2 loss is too sensitive to the outlier training samples.
3) ADVERSARIAL LOSS
GANs are generative models that learn the mapping from a random noise z to an output image y. The objective function of a traditional GAN [33] can be formulated as follows:
However, this objective function easily suffers from the mode collapse problem. Therefore, we adopt an improved version named Wasserstein GAN with a gradient penalty [52] (WGAN-GP) in our method. The loss is defined as follows:
C. LEARNING ALGORITHM AND OVERALL GAN LOSS
Learning and distilling the expressive component involves a single objective that consists of the attribute related loss L att , the adversarial loss L adv , and the reconstructed loss (pixel-wise loss) L pixel . Moreover, as listed in Section 3.2, the attribute classification loss is divided into two parts, L cls and L dispel . The final objective is a weighted combination of these losses:
where the hyperparameters λ 1 , λ 2 , λ 3 , and λ 4 are used to balance the four terms. During the training process, we set λ 1 , λ 2 , λ 3 , and λ 4 to 1. These weighting hyperparameters are chosen empirically. During the course of the experiment, we find that separating the expressive component distilling process and expression classification process is beneficial for improving recognition performance.
IV. EXPERIMENTS A. DATASETS
To evaluate our approach, two facial expression datasets were used: the Radboud Faces Database (RaFD) [53] and the CMU Multi-PIE Face Database (Multi-PIE) [54] . The RaFD dataset contains images of 67 persons (including Caucasian males and females, Caucasian children, both boys and girls, and Moroccan Dutch males) displaying eight different emotional expressions (anger, disgust, fear, happiness, sadness, surprise, At the beginning of each session, the experimenters showed examples of expressions from the Cohn-Kanade database [56] to the subjects to standardize the expressions. For the Multi-PIE database, since the same subject performed multiple experiments throughout the year, we only use the first time that the subject joined the experiments. We adopt the same subset of Multi-PIE images for expression recognition as in [11] , [57] , and only select the 100 subjects presented in all four recordings. The training and test sets are divided based on the subjects. Fig. 4 and Fig. 5 show some example images in each dataset.
B. IMPLEMENTATION DETAILS
All experiments were conducted with an Intel Xeon E5-2620 V4 eight-core processor* 16 CPUs with 128 GB memory. NVIDIA's GPUs (TITAN Xp) with 12-GB memory were used for the computation. CUDA8 and cudnn9 were employed for the computing platform and application programming interface, repesctively. In our experiments, all images were rescaled to 128×128×3, and we normalized the pixel values of the input images to a range of [−1,1]. The datasets consist several images from the same person, and we divided the datasets into training and test sets based on the subject's identity to ensure no overlap. We performed a leftright flip for data augmentation, which was only applied to the training data. The network was implemented using Tensorflow [58] . The whole network was trained for 100 epochs. We initialized the network with an Xavier uniform initializer [59] . An Adam optimizer [60] was adopted to train the proposed model with β 1 = 0.5 and β 2 = 0.999. The learning rate was initially set to 1×10 −4 . Training took approximately 1-3 days for a 128 x 128 resolution under the different databases. Table 5 presents a comparison of the methods run on the RaFD database. We used six basic facial expressions (anger, disgust, fear, happiness, sadness and surprise) to compare VOLUME 7, 2019 the performance of our method properly with that of the other methods under the all pose conditions. Performance was measured as the average per-class classification accuracy. As shown in the Table 5 , our method provides a competitive performance to all other models under all the pose conditions in the RaFD database. We provide the results for the frontfacing images compared with those of the state-of-the-art methods to validate the effectiveness of the proposed method. Specifically, for a fair comparison, we use the number of expressions used in [62] , which adds two more expressions (contemptuous and sad) and results in eight expressions in total.
C. QUANTITATIVE EVALUATIONS
We compare the average recognition accuracy of our proposed method with those achieved by [11] , [22] and [19] under the same experimental settings on the Multi-PIE datasets, and the results are shown in Table 6 . For each sample of the selected subject, six types of expressions (neutral, smile, surprise, squint, disgust, and scream) and seven different poses (0 • , 15 • , 30 • , 45 • , 60 • , 75 • and 90 • yaw angles) were considered in the experiments. We selected the flashed version from the view of the corresponding camera to obtain the same illumination conditions for all methods. We observed that the average accuracies of our method in multi-pose FER were greater than those of the other methods in unconstrainted environments. Specifically, the detailed results across all poses are summarized in Table 7 . The average of each pose FER accuracy is shown in the last column. The results show that our method performs well under both large and small pose conditions. Moreover, the frontal facial image accuracy is the highest among all poses. For image processing problems such as FER, accuracy was not the only metric for analyzing the performance of a system. Confusion matrices were also analyzed to determine which expression images were classified properly and which were not. Fig. 6 and Fig. 7 show the confusion matrix of FER under the RaFD dataset and the Multi-PIE dataset, respectively.
To validate the effectiveness of the distilled expressive component, the recognition score was determined by taking some typical combinations of the four components, which are summarized in Table 8 . According to these results, we can verify that the proposed method is good at distilling the expressive component regardless of the head angle. An interesting observation is that after removing identity, expression and pose components, the remaining information still achieved a reasonable recognition score because our method is based on a weak distilling assumption, and there is some information leakage in the remaining encoded parts.
D. QUALITATIVE EVALUATIONS
In this section, we demonstrate our VAE-GAN based model's ability to rebuild the expression of a given face image. To do this, we first input the image to E enc to obtain each component feature vector. Then, with the decoder D dec , a facial image of the input expression image can be rebuilt by concatenating all encoded feature vectors. Some example results are shown in Fig. 8 and Fig. 9 . In Fig. 8 , the gray squares contain the original input images, while the orange squares contain the synthesized faces corresponding to different expressions and poses. In Fig. 9 , the images on the left of the dotted line represent the real images, while the images on the right of the dotted line represent the synthesized images. We can see that the faces generated by our method preserve the identity, head pose, and expression well. In addition, the proposed model achieves higher quality image synthesis results under a lowangle head pose.
V. CONCLUSION
In this paper, we proposed an encoder-decoder generative adversarial network for multi-pose FER that can be divided into encoder and decoder. The encoder encodes an input image into attribute based feature vectors and the decoder recovers the image from these encoded vectors. With several external supervision signals our method can learn the pose-invariant and expression-discriminative representations. Experiments were conducted using two multi-view datasets (RaFD and Multi-PIE). Compared to the state-of-the-art methods for supervised multi-view learning and facial expression recognition, the proposed method achieved competitive performance and great robustness, with the highest accuracy of 96.11% in RaFD and 86.9% in Multi-PIE. Our future work will explore how to apply our method to a larger and more unconstrained facial expression dataset (a noisy environment) and how to apply our model for real-time applications.
