Abstract. This paper presents a new apparatus developed for non-destructive evaluation (NDE) of green-state powder metal compacts. A green-state compact is an intermediate step in the powder metallurgy (PM) manufacturing process, which is produced when a metal powder-lubricant mixture is compacted in a press. This compact is subsequently sintered in a furnace to produce the finished product. Non-destructive material testing is most cost effective in the green state because early flaw detection permits early intervention in the manufacturing cycle and thus avoids scrapping large numbers of parts. Unfortunately, traditional NDE methods have largely been unsuccessful when applied to green-state PM compacts. A new instrumentation approach has been developed, whereby direct currents are injected into the green-state compact and an array of spring-loaded needle contacts records the voltage distributions on the surface. The voltage distribution is processed to identify potentially dangerous surface and sub-surface flaws. This paper presents the custom-designed hardware and software developed for current injection, voltage acquisition, pre-amplification and flaw detection. In addition, the testing algorithm and measurement results are discussed. The success of flaw detection using the apparatus is established by using controlled samples, which are PM compacts with dielectric inclusions inserted.
Introduction

Powder metallurgy
In a powder-metallurgy (PM) manufacturing process, the metal parts are formed by compressing metal powder at high pressure. The resulting 'green-state' compacts are then sintered in a furnace to produce the final products [1, 2] . This manufacturing process is fully automated, very fast and efficient. However, the PM manufacturing process is in need of quality assurance, because the occurrence of flaws in the compacts can significantly reduce the output efficiency, adversely affecting cost. The main quality hazard in PM compacts is cracking. Cracks occur mainly during compression and ejection of the green-state compact [3] . Unfortunately, quality assurance in powder metallurgy has been successfully applied only to the finished state [4] . The delay from compaction to quality-assurance inspection can range between hours and days. Therefore, a large number of flawed parts produced during that period may have to be scrapped before the process is corrected. In order to improve this situation, it is desirable that flaws in PM compacts be detected early in the process, preferably in the green state.
Despite considerable efforts, traditional non-destructive evaluation (NDE) methods have been largely unsuccessful at detecting flaws in green-state PM parts [5] [6] [7] [8] . Ultrasonic testing does not render repeatable results because the greenstate PM materials strongly attenuate the elastic waves. Additionally, the individual powder particles randomly scatter the sound waves, further reducing accuracy. Eddycurrent testing encounters limited field-medium interaction because the PM material has a very low conductivity compared with that of metals.
The random particle distribution complicates the induced eddy current patterns and also degrades the reproducibility of the measurements. X-ray imaging, although it is usable for flaw detection in PM parts, cannot easily detect small near-surface and corner cracks. However, these locations are the preferred sites where in practice most flaws occur [3] . Thermal imaging is hindered by the relatively low thermal conductivity of the green-state compact. Because of these difficulties, classical NDE methods are difficult, if not impossible, to use as an inspection technique for green-state PM parts.
Electrical-resistivity testing
The apparatus developed uses an alternative method based on electrical-resistivity testing to detect flaws in green-state PM compacts. This method was first proposed to a PM industry consortium in 1996 [4] . The apparatus, shown in figure 1, uses a sensor consisting of many spring-loaded probes to contact the sample under test. Direct current is injected through two of the probes and voltages are measured using the remaining probes deployed over the surface. A flaw in the material produces a characteristic voltage response that can be detected. This method allows fast inspection because the sensor has to be positioned only once on the surface of typically sized parts. Although the method is most sensitive to surface-breaking flaws, subsurface flaws can also be detected, down to a certain depth. The apparatus presented is relatively inexpensive and perhaps the only drawback is the need to build different sensor configurations for parts of different geometries.
The NDE method implemented with the new apparatus is based on the four-wire resistivity-measurement method [9] . This method is illustrated in figure 2 . Four probes contact the surface of a material of unknown, but assumed constant, conductivity. Current is injected though the two outer probes and the voltage is measured through the inner probes. If the sample is sufficiently large compared with the sensor, boundary conditions can be neglected and the solid is approximately modelled as a half-space. For this simplified situation, the relationship between the conductivity σ and the voltage and current measurements is
where V is the measured voltage, I is the injected current and r 1 to r 4 are distances indicated in figure 2. The NDE testing apparatus depicted in figure 1 uses a similar type of measurement, but the sensor contains many more probes, thus covering the entire area of the sample. The three main components of the measurement apparatus are the press, the sensor and the part holder. The press, consisting of a platform moved by a stepper motor, lowers the sensor onto the surface of the part while the part rests in an appropriately shaped holder at the base of the fixture. The sensor, shown in figure 3(a) , is a planar array of spring-loaded pins that establish direct electrical contact. The probes on the periphery of the sensor array are used for current injection. The remaining probes, including the current-injection probes that do not carry current, are utilized for voltage recording. To conduct measurements, a constant direct current is injected through a pair of outer probes in one of four directions, illustrated in figure 3(b) , and voltages between adjacent voltage probes in the direction of current flow are measured.
To demonstrate the flaw-detection method, a simplified ten-probe sensor configuration is shown in figure 4 (a). figure 5 . The presence of a flaw perturbs the current flow and produces a higher than normal voltage drop in its vicinity [10] . The perturbation due to the flaw is more evident in the differential voltage distribution seen in figure 6 . The differential voltages between adjacent pins are measured. The magnitude of the differential voltage peak near the flaw location depends on the size and, if the crack is a subsurface one, its depth. The peak can be detected using a statistical comparison with unflawed parts. As a first step in the testing process, differential voltage distributions from a set of unflawed parts are collected. These voltages are combined into one voltage distribution, called a baseline, with standarddeviation information for each discrete voltage sample. Voltage distributions taken from parts of unknown quality can then be compared against the established baseline. If at least one voltage recording deviates by more than a predefined number of standard deviations from the baseline, the part is considered flawed. This so-called statistical-distance method is used with small modifications as the standard method for flaw detection in PM compacts [10] [11] [12] . 
The design approach
The system consists of three basic components: a sensor mounted on a mechanical fixture, the front-end hardware and the control and flaw-detection software. The sensor captures the measurement information from the PM compact being tested. The front-end electronic hardware processes the measurement and delivers it to the host PC for storage and additional signal analysis. The software residing in the PC governs the data-acquisition process, performs the actual flaw detection and controls communication with the user. Figure 7 illustrates the structure of the data-acquisitionhardware system and figure 8 shows the system in its fully assembled state with its key modules. The operation of the individual modules is discussed in the following sections.
Mechanical instruments
The mechanical press is responsible for holding the PM part and bringing the sensor into physical contact with it. The fixture shown in figure 1 is custom tailored to accommodate a particular geometrical size of the PM compacts being tested.
To carry out the NDE inspection, the PM part is placed in the part holder located at the bottom of the fixture depicted in figure 1 . A mould made of insulating material is used to hold the part in place. Two calibrated dials allow adjustment of the horizontal position of the part relative to the sensor. The sensor itself is mounted on a platform that translates by means of a vertical, threaded shaft powered by a stepper motor. The stepper motor allows accurate positioning of the sensor to ensure reproducibility of measurements. Both the sensor and the part holder can be reconfigured to accommodate different PM compact geometries.
The press is designed for a pin-pointing accuracy of 0.025 mm and a part-positioning accuracy of 0.025 mm. Because the pins tend to slightly translate in their sockets and make contact in a slightly different place every time the sensor descends onto the part, the 0.025 mm pinplacement inaccuracy translates into approximately 1% average measurement error for a pin spacing of 2.54 mm. That this mechanical inaccuracy is the largest source of measurement error in the system will become evident later.
The front-end electronics
The front-end electronics performs the tasks of injecting current into the PM sample, collecting the voltage data and delivering it to the PC. The block diagram in figure 7 shows the major hardware modules (i.e. the current source, current multiplexer, voltage multiplexer and amplifier) and their interconnection. The current source generates a constant direct current that is injected into the PM sample, initiating a voltage distribution across the surface of the green-state PM material. Multiple current-injection directions are achieved through current multiplexing using a multiplexer-router combination. The voltages recorded at the sensor probes are multiplexed (by the voltage multiplexer), amplified (by a switched-gain amplifier), sampled (by the data-acquisition board) and further processed by the software. Additionally, the front-end hardware includes a stepper-motor controller and driver that allow computerized control of the press. The current necessary to create voltage drops on the surface of the PM compact is supplied by the currentsource module. It is a voltage-controlled current source that is specified to deliver direct currents from −1 to +1 A to a 5 resistive load with an accuracy of 0.1%. The voltage-control signal for the current source is supplied by a digital-to-analogue converter (DAC) output located on the data-acquisition board, which is under the control of the software. The current magnitude of 1 A was chosen as the most suitable for measurements on PM compacts for the following reasons. The current has to be sufficiently large to create measurable voltage drops on the surface of the highly conductive PM samples. It was established that the conductivity of an average steel PM sample is of the order of 15 000 S m −1 , resulting in voltage drops of approximately 0.1-1 mV. Smaller voltages become increasingly difficult to measure accurately because of an increase in noise. The current also has to stay within reasonable limits so as not to damage the probes due to heating at the current-injection points and not to present problems to the multiplexing and routing circuits.
Instead of having four separate current sources to provide current flow in four different injection directions, a single current source is multiplexed between the different currentinjection probes. This arrangement saves space, cost and calibration efforts. The current multiplexer circuit consists of analogue switches that can independently connect the output of the current source and ground to eight output lines (four current-source and four ground lines). The multiplexer outputs also pass through an 8 to 100 current router on the way to the sensor probes. The current router is a unit that directly connects the current multiplexer outputs to any of the 100 sensor probes. This current multiplexer-router configuration was selected as an alternative to having a very large multiplexer. The router placed inside the sensor head provides the ability to use any of the 100 probes for current injection while reducing the number of interconnection wires. The current source and multiplexer cannot be placed inside the sensor head due to their high power dissipation of approximately 10 W. Four current-injection directions were found to be sufficient to conduct the non-destructive testing [11] . A fifth current-source output of the multiplexer (not shown in figure 7 ) connects to a resistor that is used to measure the current strength. However, it primarily serves as a load for the current source when the sensor is not in contact with a PM sample.
The voltage multiplexer is similar in function to the current multiplexer. It selects any two sensor probes and outputs the voltages as a differential signal. The voltage multiplexer consists of two identical 104 to 1 analogue multiplexers that share their inputs but are controlled by separate digital signals. In addition to sensor signals, the voltage multiplexers admit four additional signals from a voltage reference. The reference signals are used to calibrate the gain of the amplification stages that follow the voltage multiplexer.
The signal-conditioning module amplifies and filters the voltage signal at the output of the voltage multiplexer. The ideal configuration would be to sample this voltage response and convert it into digital form before transmitting it over an interface cable to the PC. For the prototype design, however, the analogue-to-digital conversion is left to a commercial data-acquisition card installed inside the PC. The amplifier allows switching its gain to obtain the maximum allowable signal magnitude over the cable in order to reduce the effect of noise generated by the cable itself. Combined with a switched-gain amplifier in the data-acquisition card, this configuration permits one to obtain the maximum possible accuracy of the sampled voltage. The gains of the amplifier are calibrated in software using the voltage accessed through the voltage multiplexer. The signal-conditioning module also contains a first-order passive filter intended to remove highfrequency noise from the voltage signal.
The PC interface consists of the digital interface module and the data-acquisition card. The digital interface module connects to the PC parallel port and provides the control signals for all the analogue switches present in the custombuilt front end. The data-acquisition card provides up to eight differential analogue inputs and two outputs. One of the analogue outputs controls the current source, while one of the differential analogue inputs receives the voltage signal from the signal-conditioning module. Another analogue input is used to measure the voltage on the current-source load resistor. A third analogue input is employed to monitor the voltage across the reference resistor, ensuring that the current source does not saturate.
Software development
The software residing in the PC is responsible for performing data acquisition, data processing and communication with the user. The design of the software is modular, allowing a change of the underlying hardware and the user interface without interference with the operation of the main portion of the software responsible for the testing of PM parts.
The software environment was designed with future changes and expansion in mind. Figure 9 shows the hierarchical block diagram of the software and hardware systems. The environment is subdivided into layers, each responsible for a particular, independent task. The hardware access layer communicates with the custom hardware and hides the details of the hardware implementation from the layer above it. If the underlying hardware is modified, the hardware access layer is adjusted accordingly while the rest of the software remains unchanged. The measurement layer automatically makes accurate voltage measurements and hides the details of amplifier gain selection and measurement averaging from the layer above. The data-storage and dataacquisition layer performs the measurement sweep and stores the voltage data on disk in a consistent manner. The testing algorithm layer performs flaw detection using the acquired data. Testing algorithm modules may be added and modified in the future without disturbing the rest of the software. The user-interface layer communicates with the user and, if the need should arise, can be replaced by a different user interface. Figure 10 shows a snapshot of the non-destructive testing graphical user interface (GUI) with an example of a baseline and a voltage data document open. Toolbar buttons or foot pedals (shown in figure 8 ) are used to perform the basic operations of non-destructively testing the PM parts (lowering the sensor, acquiring voltage data, testing the sample and raising the sensor). To perform the NDE task, the software uses the statistical-distance algorithm mentioned previously. The test result is displayed as an intensity plot, showing the location and magnitude of the flaw. For manufacturing-floor convenience, the test results may also be observed on indicator lights: green for unflawed and red for flawed. In addition, the software also displays the voltage data that can be used primarily for research purposes.
The statistical-distance testing algorithm, briefly described in the introduction, first establishes a baseline. Approximately 20 known unflawed samples are measured and the data are stored on disk. Next, the baseline calculation routine (invoked through the menu) averages the voltage data from these samples and calculates standard deviations for each differential voltage, thus creating a baseline. Each baseline voltage is calculated as an average over the set of unflawed samples according tō
whereV i is the ith baseline voltage, V meas i (j ) represents the ith voltage measurement from the j th sample and N is the number of samples included in the baseline. The index i Figure 9 . The block diagram of the data-acquisition and testing software system. All major hardware components are shown as part of a hierarchical layer organization.
ranges from 1 to 342(=90 × 2 + 81 × 2), the total number of differential voltage measurements when four current-flow directions are utilized.
Each baseline voltage is assigned a standard deviation, calculated as follows:
where σ Vi is the standard deviation assigned to the ith baseline voltage. Using the mean and standard-deviation data, we can statistically determine how far the voltages deviate from their expected values. For each voltage measurement i conducted on a PM sample of unknown quality, a statistical distance SD i is calculated:
The larger the statistical distance the farther the voltage deviates from the established standard and the less likely is the event that the variation is due to measurement noise or small conductivity imperfections in the sample. If the statistical distance exceeds a user-selected threshold, the sample is identified as flawed. The locations where the statistical distance exceeded the threshold are shown on an intensity plot signifying the surface of the sample under the multiprobe sensor. As can be seen in figure 10 , this intensity plot clearly identifies the location, orientation and even relative size of the flaw.
An important property of the statistical-distance method is the dependence on the standard deviation of the baseline voltages. The greater the variation inherent in the baseline the larger the standard deviation, making the algorithm less sensitive to the presence of flaws. Baseline standard deviations depend on material composition and measurement error. Materials have a large influence on baseline standard deviations. Among several powders studied [12] , pure iron exhibits the lowest standard deviations of 5.5% of the measured voltages, steel 10-15% and brass 15%. Different stainless steel powders give results ranging from 7% to 20%. Measurement error with the current instrument may contribute as much as 1-1.5% to the baseline standard deviations.
In addition to the measurement and testing software, more advanced characterization algorithms have been developed as stand-alone packages. These include estimation of the average conductivity of a PM sample, improved flaw-detection methods, an experimental dipole model for flaw characterization and an experimental two-dimensional conductivity-mapping algorithm that allows reconstruction of the conductivity distribution inside the sample from the surface voltage data [12] .
Instrumentation results
Measurement accuracy
The performance of the data-acquisition hardware is characterized by measurement accuracy. The higher the accuracy the better the system will be able to distinguish voltage responses from small and deep subsurface flaws from background noise. The statistical-distance algorithm implemented in software provides the means to calculate the standard deviation from a set of voltage measurements. This is done through a baseline calculation. The baseline standard deviation can then be used as an indication of the voltagemeasurement accuracy.
Three distinct error sources can be examined using this technique: electrical noise, errors due to pin placement and errors due to the alignment of the sensor with respect to the part. The electrical noise is the noise generated by the dataacquisition circuits combined with external noise picked up by the wiring. The error associated with pin placement is due to pin misalignment each time the sensor is lowered onto a PM sample. Part-placement inaccuracy causes changes in the surface texture under the sensor, thereby increasing the pin-placement errors.
The first test of accuracy involves establishing a baseline from multiple measurements made on the same compact without moving the sensor. The sensor was positioned on the surface of the part and ten consecutive measurements were acquired and included in a baseline calculation. The fact that the sensor remained stationary ensured that no mechanical errors were factored into the measurements. The resulting Figure 11 . Process steps in the manufacturing of controlled samples for various flaw configurations.
average baseline standard deviation is listed in table 1 under 'sensor unmoved'. The accuracy of the electrical system in this case is better than 0.1%, making it the smallest source of error in the system. A second test is conducted by measuring the same sample ten times, lifting and lowering the sensor prior to each measurement, but not moving the part. This test captures the errors due to pin placement but not sensor-to-part alignment. Ten measurements are acquired and a baseline is calculated. The average baseline standard deviation is listed in table 1 under 'lifting the sensor'.
The third test is conducted by measuring the same steel PM sample ten times, removing the sample from the measurement apparatus and replacing for each measurement. This test combines all the errors due to the measurement system. The average baseline standard deviation for this test is listed in table 1 under 'removing the part'. The standard deviation is now greater than 1%, but is still significantly less than the standard deviation of a baseline that includes measurements of PM samples manufactured during different days of the working week. The baseline standard deviations for controlled PM compacts range from 5.5% to 20%. A 1.56% error due to the testing equipment is acceptable under these testing conditions.
Flaw-detection performance
The feasibility of the electrical-impedance method of flaw detection has already been established [10, 13] . The current task is to determine the flaw detection accuracy of the new apparatus. Both production and controlled samples are available to assess the detection performance. Although production samples present the most realistic test for the apparatus, there is no direct means of determining whether a sample is indeed flawed or unflawed.
Controlled samples of simplified shape permit the creation of flaws through use of dielectric inserts [12] . The manufacturing process for such a controlled sample is shown in figure 11 . During the first step, a portion of the powder allocated for the sample is measured and set aside. The amount of powder set aside is calculated such that it produces a layer equal in thickness to the flaw-depth specification. The rest of the powder is poured into the die and the plastic flaw is inserted vertically into the powder. In the second step, the remaining amount of powder is added and then compacted. Part 3 of figure 11 shows the resulting controlled sample with a flaw located near the top surface. The advantage of such a procedure is that the location and size of a flaw can be controlled with a good degree of accuracy, allowing precise measurement of the instrument's sensitivity.
The controlled samples were manufactured using atomized stainless steel powder with an additive of 0.75% lithium lubricant. The samples were compacted to a nominal density of 6.45 g cm −3 . The overall sample size of 67.31 mm × 67.31 mm × 19.05 mm is selected to eliminate corner effects. The simulated flaw, cut from plastic shim stock, is 0.1 mm × 10.16 mm × 2.54 mm in size. Flaws were placed at the surface and at four subsurface locations at depths of 1.3, 2.5, 5.1 and 7.6 mm respectively. Three samples for each flaw depth were fabricated. In addition to the flawed samples, 20 unflawed samples were manufactured to provide an accurate baseline for the testing algorithm.
The controlled samples were analysed using both the standard statistical-distance method and an improved statistical-distance method that takes into account the average sample conductivity according to the four-probe test (discussed later). A quantity useful for evaluation of flawdetection performance is the so-called false-identification rate. It is the percentage of parts identified incorrectly by the algorithm, for example unflawed parts identified as flawed. The false-identification rate can be plotted against the statistical-distance threshold to observe the effect of choosing different threshold levels. Separate false-identification-rate curves are plotted for flawed and unflawed samples. As the threshold increases, more unflawed parts are identified correctly, but at the same time more flawed parts are identified as unflawed. This is a property of the statistical-distance algorithm. The choice of the optimal threshold is normally made experimentally by plotting false-identification rates for parts of known quality. The false-identification-rate curve for unflawed samples can also be modelled theoretically [12] , yielding the result shown in figure 12 . For the standard method a conservative threshold is found to be approximately 4, and for the improved method, approximately 5 standard deviations. These conservative threshold values are biased towards the correct identification of most unflawed samples at the expense of admitting some marginally flawed samples as unflawed. Figure 13 shows the false-identification rates for the controlled samples obtained using the standard statisticaldistance method. 20 unflawed parts are used to calculate a baseline, giving an average baseline standard deviation of 11.5%. The legend in figure 13 identifies the flaw depth for each flawed sample. Although there is some variation, the rule that the deeper the flaw the smaller its voltage response is generally followed. From the false-identificationrate diagram, we can observe that all flaws down to a depth of 2.5 mm can be detected. However, at the depth of 5.1 mm, only one part out of three is identified correctly. Most of the samples with flaws 5.1 mm deep and deeper cannot be distinguished from the unflawed samples.
Certain improvements to the original statistical-distance method can be designed to enhance the algorithm's sensitivity to subsurface flaws. Specifically the determination of the sample's conductivity and its incorporation into the baseline Figure 13 . False-identification rates obtained using the standard statistical-distance algorithm for a set of controlled sample data.
The left-hand curve shows the baseline established from 20 unflawed parts. If the threshold level is set to correctly identify all unflawed parts (3.8), certain subsurface flaws can no longer be detected.
normalization improves the depth sensitivity. Because conductivity varies with density, different PM compacts may exhibit different average conductivities because the amount of powder used to make them fluctuates. This conductivity variation does not significantly affect the quality of the part, but it interferes with the detection method. Estimating the conductivity of the sample and then normalizing all measurements with respect to it removes the dependence on conductivity, thus improving the sensitivity to small flaws. The conductivity estimation is accomplished using an advanced version of the method based on equation (1). All measured voltages are then normalized through multiplication by the conductivity of the sample. Voltages are normalized prior to calculating the baseline and before calculating the statistical distances.
Another improvement to the standard testing method is the use of differential voltages spanning longer distances in the baseline. Subsurface flaws produce voltage responses with peaks separated by a large distance, far beyond 2.54 mm. Using these longer distance measurements makes small voltage responses of the subsurface flaws more visible to the algorithm. Figure 14 shows the false-identification rates obtained for controlled samples using the standard and the improved algorithm. The improved algorithm implements all the improvements described above. By examining the curves obtained by using the improved algorithm, we can find a threshold around 3.8 that allows us to identify all parts correctly. A conservative threshold around 5, according to figure 12, still permits detection of all flaws down to a depth of 5.1 mm and one out of three 7.6 mm deep flaws. This is a significant improvement over the original method. More advanced detection and characterization algorithms are currently under development [10] . These algorithms use tomographic reconstruction and neural-network approaches that are likely to significantly improve the detection accuracy in the future. 
Conclusions
A new non-destructive testing system based on direct contact resistivity measurements using direct current has been developed. The electrical-resistivity method is so far the only non-destructive evaluation method that has been applied successfully to green-state PM compacts. A prototype instrument was designed with the ultimate goal of industrial implementation. The hardware and software developed can be used as a prototype for an industrial system.
The instrument demonstrated good voltage recording accuracy for iron-and steel-based compacts with conductivities of the order of 15 000 S m −1 (measured voltages are 0.1-1 mV). A measurement error of approximately 1% is sufficient for flaw detection using the current statistical-distance algorithm. If future detection algorithms require higher accuracy, the voltage-measurement hardware can be improved, but most importantly the mechanical accuracy of the sensor pins and the press must be improved because the largest source of error is the mechanical system.
Flaw-detection performance of the apparatus is established by using controlled samples, which are PM compacts with controlled dielectric inclusions simulating flaws. The tests show that the apparatus reliably detects flaws that break the surface and subsurface flaws down to a depth of 2.5 mm. Using an improved detection method, it is possible to detect flaws at depths of 5.1 mm, and often as deep as 7.6 mm. The detectability of the flaw at this depth largely depends on the defect geometry and the sample configuration.
