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The false discovery rate of Benjamini and Hochberg has a great inﬂuence
in shaping modern statistical theory. Besides its relevance and utility in
contemporary statistical applications, there is mathematical elegance in its
theory that is fascinating and has motivated me, just as it it did many
others, I am sure, toward its further development and meaningful extension.
I try to bring out this elegance in the paper by presenting some important
results on FDR with diﬀerent proofs and insights, in addition to oﬀering a
possible extension of the theory of FDR to correlated test statistics. I am
delighted to see that the discussants, Professor P. K. Sen and Professors
Romano, Shaikh and Wolf, reacted positively to my paper. I thank them
for their complimentary and encouraging comments and making interesting
observations on how the theory of FDR could potentially be enriched in light
of the results presented in the paper. I must, however, mention that there
are several other important results on the FDR that I have not been able to
present in this paper. Moreover, as Gilles Blanchard has pointed out when
I requested him to comment on the ﬁnal draft of this paper that somewhat
similar tools were used independently in other recent papers in proving some
of the same results presented here; see Blanchard and Roquain (2008) which
has been revised more recently after this paper is written and is avaialable
at http://arxiv.org/abs/0707.0536.
Professor Sen has raised a number of important statistical issues that
arise in most modern applications of multiple testing but not yet fully ad-
dressed in the methods exercising control over false discoveries. Among
these, the “dependent p-values,” a major theme of this paper, seems to be
one of the most challenging. It has mostly been addressed in an indirect
way, by validating that an FDR controlling method developed assuming in-
dependent p-values continues to work even in the presence of certain forms of
dependence. However, these methods can substantially lose their accuracy
when the p-values are highly dependent and should be improved by a more184 Sanat K. Sarkar
explicit use of the dependence structure. I am happy to see that Joe Romano
and his colleagues have had some progress in that direction using bootstrap
and subsampling approaches, though in the context of large sample size (not
large number of hypotheses).
Of course, some other routes have been taken toward utilizing the de-
pendence among the p-values. Efron (2007) has put forward a novel idea.
With the p-values converted to z values (i.e., z ∼ N(0,1)), he has devel-
oped a single measure summarizing the entire correlation structure of the
z’s and assessed through this measure the eﬀect of correlations on controlling
false discoveries. One can consider modelling the dependence structure, as
in Sun and Cai (2009) who used a hidden Markov model for the p-values
before constructing an asymptotically (as the number of hypotheses tends
to ∞) optimal FDR controlling procedure. Taking a Bayesian route, the
dependence issue can be addressed by controlling the FDR a posteriori hav-
ing considered priors that appropriately reﬂect the underlying dependence
structure [Muller, Parmigiani and Rice (2006) and Sarkar, Zhou and Ghosh
(2008)].
Even after knowing some methods of incorporating the dependence of p-
values into an FDR controlling method, the following basic question remains
unanswered, as far as I know. Suppose that we know that the null p-values
are generated from test statistics that are pairwise bivariate normals with
a known correlation ρ, that is, we know exactly what is the pairwise de-
pendence structure of the null p-values. Then, for controlling the FDR, one
should be able to develop a generalized version of the BH method based on
this common pairwise dependence structure that would be uniformly more
powerful than the BH method when ρ > 0. What is that method? Once we
have an answer to this question, that might lead to other avenues of devel-
oping methods utilizing the dependence structure of the p-values, at least
partially, such as using some dependence function deﬁned through a copula
or otherwise, toward improving the BH method.
I agree with Professor Sen that the Chen-Stein theorem can potentially
play a useful role in the development of methods providing control over false
discoveries, especially those controlling tail probabilities of the false discovery
proportion, under a general dependence pattern of the p-values.
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