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Abstract: We compute entanglement entropy (EE) of a spherical region in (3 + 1)-
dimensional N = 4 supersymmetric SU(N) Yang-Mills theory in states described holo-
graphically by probe D3-branes in AdS5 × S5. We do so by generalising methods for
computing EE from a probe brane action without having to determine the probe’s back-
reaction. On the Coulomb branch with SU(N) broken to SU(N − 1) × U(1), we find the
EE monotonically decreases as the sphere’s radius increases, consistent with the a-theorem.
The EE of a symmetric-representation Wilson line screened in SU(N − 1) also monoton-
ically decreases, although no known physical principle requires this. A spherical soliton
separating SU(N) inside from SU(N − 1) × U(1) outside had been proposed to model an
extremal black hole. However, we find the EE of a sphere at the soliton’s radius does not
scale with the surface area. For both the screened Wilson line and soliton, the EE at large
radius is described by a position-dependent W-boson mass as a short-distance cutoff. Our
holographic results for EE and one-point functions of the Lagrangian and stress-energy
tensor show that at large distance the soliton looks like a Wilson line in a direct product
of fundamental representations.
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Quantum entanglement is of fundamental importance, being a manifestation of purely
quantum correlations. For a bipartite system in a pure state, the amount of entanglement
between the two complementary subspaces may be quantified by entanglement entropy
(EE), defined as the von Neumann entropy of the reduced density matrix of one of the
subspaces [1, 2]. EE plays a prominent role in disparate areas of physics. For instance, in
quantum field theory (QFT) the EE of a spatial subregion has ultraviolet (UV) divergences
due to correlations across the subregion’s boundary. The leading divergence is proportional
to the subregions’ surface area [3]. This area law received much attention in attempts to
understand the Bekenstein-Hawking entropy of black holes. EE also plays a prominent role
in condensed matter physics [4–6], for example as a probe of quantum phase transitions [7].
Besides the leading area law term, EE contains subleading divergences and finite contri-
butions that can provide important information [8–12]. For example, in (1+1)-dimensional
critical systems the EE of an interval has a logarithmic violation of the area law driven by
the central charge [9, 13, 14]. This feature makes the EE a good quantity from which to
infer the universality class of spin chains from numerical computations [15–17].
More generally, a logarithmic divergence arises in the EE of any even-dimensional
conformal field theory (CFT). Its coefficient, which is universal and regularisation inde-
pendent, turns out to be a linear combination of the CFT’s central charges. This opened
a new perspective on monotonicity theorems, such as the well-known c-theorem in 1 + 1
dimensions [18]. Indeed, ref. [19] proved an entropic version of the c-theorem: in any
Lorentz invariant QFT describing a renormalisation group (RG) flow from a UV CFT to
an infrared (IR) CFT, a certain c-function, defined from a spatial interval’s EE, decreases
monotonically with the interval’s length, and agrees with the central charge in the limits of
zero length (the UV) and infinite length (the IR). In higher dimensions EE has been used
to prove similar monotonicity theorems, such as the (2+1)-dimensional F -theorem [20, 21]
and the (3 + 1)-dimensional a-theorem [22–27].
While string theory has provided methods to compute black hole entropy [28], the anti-
de Sitter/conformal field theory (AdS/CFT) correspondence [29–32], otherwise known as
holography, renewed interest in EE in the high-energy physics community. For a gauge
theory at large N and strong coupling with a holographic dual, Ryu and Takayanagi
(RT) proposed that the EE of a spatial region is proportional to the area of the minimal
surface extending in the holographic direction and anchored to the entangling surface at the
asymptotic boundary [33, 34]. Originally a conjecture, this prescription was later proved by
Lewkowycz and Maldacena [35]. The RT formula and its covariant generalisation [36, 37]
have turned out to be useful for many reasons, including two in particular.
First, holographic EE (HEE) provides a powerful tool to quantify entanglement in
strongly-coupled QFTs. In general EE is difficult to compute directly in QFT, even for free
theories.1 On the other hand, HEE is relatively straightforward to calculate. Second, the
RT formula suggests a deep connection between entanglement and gravity. For example,
1An exception is (1+1)-dimensional CFT, where the Virasoro symmetry provides a systematic approach

















refs. [38–41] argued that the geometry of an asymptotically AdS space-time should be
related to the entanglement structure of the dual QFT’s quantum state.
In this paper we use HEE to study RG flows described holographically by probe branes
in AdS space-time. In the holographic framework, branes in the gravity theory can describe
fields, states, and objects ranging from fields in the fundamental representation of the gauge
group (i.e. flavour fields) [42], to baryons [43], to Wilson lines [44–50], and more. Broadly
speaking, a brane that reaches the AdS boundary is dual to fields added to the QFT, while
a brane that does not reach the AdS boundary describes a state of the QFT.
We employ a common simplification, namely the probe limit, in which the brane’s back-
reaction on the metric and other bulk fields is neglected. In the dual field theory, the probe
limit corresponds to a probe sector with a number of degrees of freedom parametrically
smaller in N than the adjoint-representation fields’ order N2 degrees of freedom.
How can we calculate HEE from a probe brane? More precisely, how can we holograph-
ically compute the leading contribution in N to the EE from the probe sector? Given that
the RT approach depends only on the metric, the obvious answer is to compute the brane’s
linearised back-reaction on the metric, and from that, the resulting change in the minimal
surface’s area. Although streamlined methods for doing this have been developed in certain
cases [51, 52], in general this remains a difficult problem, especially for branes that break
symmetries and hence may make the back-reaction complicated.
We will instead use Karch and Uhlemann’s method for computing the leading order
contribution of a probe brane to HEE directly from a probe brane’s action, without com-
puting back-reaction [53]. Their method generalises Lewkowycz and Maldacena’s method
for proving the RT formula to probe branes (see ref. [54] for precursor work in conformal
cases). Refs. [55, 56] and [57] used the Karch-Uhlemann method to obtain the HEE of
non-conformal D-brane and M-brane solutions, respectively.
In this paper, we use the Karch-Uhlemann method to compute the contribution to
HEE from various probe D3-branes in the AdS5 ×S5 background of type IIB supergravity.
The holographically dual CFT is (3 + 1)-dimensional N = 4 supersymmetric Yang-Mills
(SYM) theory with gauge group SU(N), with large N and large ’t Hooft coupling, λ [29].
This theory can be realised as the worldvolume theory of a stack of N D3-branes in
R1,9. The theory has a Coulomb branch of supersymmetric vacua in which the adjoint
scalar superpartners of the gluons acquire non-zero vacuum expectation values (VEVs)
and Higgs SU(N) to a subgroup. This corresponds to separating the D3-branes from each
other in transverse directions. Separations between D3-branes set the lengths of strings
stretched between them, and hence the masses of the W-bosons and their superpartners.
We will focus on the situation with precisely one D3-brane separated from the stack,
thus Higgsing SU(N) to SU(N − 1)×U(1). In the holographic limits N → ∞ and λ → ∞
we replace the stack of D3-branes with their near-horizon geometry, AdS5 × S5, and treat
the single D3-brane as a probe describing an RG flow from SU(N) N = 4 SYM to SU(N −
1) × U(1) N = 4 SYM. We will also consider D3-branes that describe supersymmetric
Wilson lines and spherical solitons in this vacuum.
Cartoons of the relevant D3-brane solutions are shown in figure 1, with the AdS5

















Figure 1. Cartoons of the D3-brane solutions discussed in the paper. The green surfaces depict
the D3-branes, while the pale blue planes represent the conformal boundary.
N D3-branes generating AdS5 ×S5, but of course these D3-branes are not actually present
in AdS5 × S5, having “dissolved” into five-form flux. We show them simply for intuition.
Figure 1a depicts the D3-brane holographically dual to a straight Wilson line in the
k-th rank symmetric representation of SU(N), where the D3-brane carries k units of string
charge [46, 49, 50, 58]. We show this solution at the origin of the Coulomb branch, where
all N D3-branes generating AdS5 × S5 remain coincident. This solution is 1/2-BPS and
preserves defect conformal symmetry, so we call it the (conformal) Wilson line D3-brane.
Figure 1b depicts the probe D3-brane dual to a point on the Coulomb branch where
SU(N) → SU(N − 1)×U(1) [59]. This D3-brane is parallel to the other N − 1 D3-branes,
but is separated from them by a distance Lv in the holographic direction, where L is the
AdS5 radius and v sets the VEV of a single adjoint scalar field. If we descend into AdS5
from the boundary, then, when we cross this D3-brane, the five-form flux drops from N to
N − 1. Recalling that the holographic coordinate is dual to the RG scale, with the regions
near the boundary and Poincaré horizon dual to the UV and IR, respectively, this probe
D3-brane clearly describes an RG flow in which SU(N) → SU(N − 1)×U(1). We call this
the Coulomb branch D3-brane.
Figure 1c depicts the D3-brane dual to the Wilson line on the Coulomb branch, now
screened by the adjoint scalar VEV. In particular, as we descend into AdS5 this D3-brane
initially resembles the Wilson line D3-brane of figure 1a, including the k units of string
charge, but then interpolates smoothly to the Coulomb branch D3-brane of figure 1b.
Crucially, this D3-brane is not present below Lv. The dual CFT interpretation is that in

















is, the Wilson line has been screened by the adjoint scalar VEV [56, 60, 61]. This D3-brane
is 1/2-BPS but not conformal. We call it the screened Wilson line D3-brane.
Figure 1d depicts the D3-brane dual to an excited state on the Coulomb branch, namely
a spherically symmetric soliton [62–65], interpreted in refs. [65, 66] as a phase bubble, or
domain wall, separating SU(N) inside from SU(N − 1) × U(1) outside. Indeed, this D3-
brane is essentially a Coulomb branch D3-brane with a cylindrical “spike” that reaches the
Poincaré horizon with non-zero radius. This D3-brane carries k units of string charge, dual
to k units of U(1) charge uniformly spread over the domain wall. This D3-brane is 1/2-BPS
but not conformal: the soliton’s mass is ∝ v. We call it the spherical soliton D3-brane.
In this paper we calculate the contribution of each probe D3-brane mentioned above
to the EE of a spherical region of radius R, centred on the Wilson line or spherical soliton,
using the Karch-Uhlemann method. More precisely, we calculate the change in EE from
the case with no probe D3-brane. This difference has no UV divergences.
For all cases except the conformal Wilson line, our results are novel, and revealing.
Moreover, they provide a crucial lesson about the Karch-Uhlemann method: for non-
conformal probe branes, this method requires a careful accounting for a boundary contri-
bution on the brane worldvolume. Although this boundary term vanishes for the conformal
Wilson line, it is non-zero for all our non-conformal probe branes. This boundary term has
been neglected in all previous applications of the Karch-Uhlemann method [53, 55–57].
The contribution to EE from the conformal, symmetric-representation Wilson line,
Ssymm, was computed using conformal symmetry and supersymmetric localisation in
ref. [67], and using the Karch-Uhlemann method in ref. [56]. We reproduce those results.
For the contribution to EE from the Coulomb branch D3-brane, SCoul, we find a new,
analytical (i.e. non-numerical) result. As a non-trivial check, we reproduce our SCoul using
the RT formula in the fully back-reacted solution for the Coulomb branch. We further show
that our SCoul obeys the entropic a-theorem [23–27] and also the entropic “area law,” which
states that the coefficient of the area law term must decrease along the RG flow [27, 68].
We compute the contribution to EE from the screened Wilson line D3-brane, Sscreen,
numerically. When R → 0 we find Sscreen → Ssymm, as expected, since these two cases
coincide in the UV. As R increases, we find that Sscreen decreases monotonically. We know
of no physical principle that requires such behaviour. Indeed, this case involves an RG flow
of the bulk QFT, triggered by the scalar VEV ∝ v, which in turn triggers an RG flow on
the Wilson line, whose degrees of freedom couple to the scalar such that the non-zero VEV
acts as a mass term [44, 58]. No monotonicity theorem is known for such a situation.
We compute the contribution to EE from the spherical soliton D3-brane, Ssoliton, nu-
merically. The result is not monotonic in R. When R → 0 we find Ssoliton → 0, as expected.
As we increase R we find a maximum near the domain wall, after which Ssoliton decreases.
Curiously, the spherical soliton’s mass and charge are both proportional to its radius.
In refs. [65, 66] Schwarz observed that an asymptotically flat extremal Reissner-Nordström
black hole with sufficiently large charge shares this property, raising the question of whether
the soliton reproduces any other features of extremal Reissner-Nordström. Indeed, in
ref. [69], some of us showed that the spherical soliton supports a spectrum of quasi-normal

















hole. In this paper we address one of Schwarz’s key questions, namely whether at large
charge the EE of a sphere coincident with the soliton scales with surface area (after suitable
regularisation), similar to a black hole’s Bekenstein-Hawking entropy. We find numerically
that this EE scales not with surface area, but with a power of the soliton’s radius ≈ 1.3
In the IR limit R → ∞ we expect both Sscreen and Ssoliton to approach SCoul, since in
that limit all the dual D3-branes look like the Coulomb branch D3-brane. In the large-R
asymptotics of Sscreen and Ssoliton we indeed find SCoul, however we also find other contribu-
tions, including a term that grows as R, as well as R-independent constants. Remarkably,
we found a simple and intuitive way to reproduce these terms, as follows.
In figures 1b, c and d, a W-boson is dual to a string stretched between the probe
D3-brane and the Poincaré horizon. In particular, the W-boson mass is the length of such
a string times its tension. In SU(N − 1) × U(1) N = 4 SYM, the W-boson mass acts as
a UV cutoff. Indeed, our result for SCoul resembles that of a CFT with this UV cutoff.
In figures 1c and d the W-boson clearly acquires a position-dependent mass, hence this
UV cutoff becomes position dependent. Remarkably, for Sscreen in the R → ∞ limit, we
find that taking SCoul and replacing the constant cutoff with the position-dependent cutoff
reproduces our numerical results for Sscreen up to and including order 1/R. Instead, for
Ssoliton the same procedure reproduces all the contributions up to the same order 1/R
except for an R-independent term linear in k. In a large-v, large-k limit we show that this
contribution arises from the part of the probe D3-brane near the Poincaré horizon, which
behaves as a cylindrical shell of k strings. Specifically, this contribution is precisely that
of a Wilson line in the direct product of k fundamental representations.
We also compute the probe sector’s contribution to the VEV of the Lagrangian, via
the D3-branes’ linearised back-reaction on the dilaton. We obtain new, analytical results in
various limits. For example, for the screened Wilson line, when R → ∞ our result resembles
that of a point charge in Maxwell theory. What begins in the UV as a Wilson line of SU(N)
appears in the IR as a point charge of the U(1) and a singlet of SU(N −1). In other words,
it is screened, as expected. For the spherical soliton we find a maximum near the soliton’s
radius. In the large-v and large-k limits we compute the probe sector’s contribution to the
VEVs of the Lagrangian and stress-energy tensor analytically, and find results consistent
with Ssoliton. In particular, in each VEV, when R → ∞ we find a term linear in k, with
the form expected of a Wilson line in the direct product of k fundamental representations.
All of our results for the EE of non-conformal branes rely crucially on the boundary
term in the Karch-Uhlemann method, as we discuss in detail in each case. More generally,
our results pave the way for pursuing many fundamental questions and applications of HEE
directly in the probe limit, without computing backreaction.
This paper is organized as follows. In section 2 we review EE, the RT formula, and the
Karch-Uhlemann method, and illustrate the method in a simple example, a fundamental
representation Wilson line. In section 3 we review the probe D3-branes described above,
and in section 4 we compute their contributions to HEE. In section 5 we compute the
Lagrangian VEVs, and for the soliton, also the stress-energy tensor. Section 6 is a summary

















2 Holographic entanglement entropy
In this section we review the calculation of EE in holography. In section 2.1 we review the
definition of EE and its computation in holography as proposed by Ryu and Takayanagi
(RT) [33, 34]. Our focus will be on AdS space-times containing one or more probe branes.
A convenient method for calculating the leading order contribution of probe branes to EE
was given by Karch and Uhlemann in ref. [53]. In section 2.2 we review their method, and
highlight the presence of a contribution they neglected. This contribution, which takes the
form of a boundary term on the probe brane, is in fact non-zero in all our non-conformal
examples. Indeed, it can provide a crucial contribution to the EE as we will see in section 4.
2.1 Review: entanglement entropy and holography
Given a generic quantum state described by a density matrix ρ and a bipartition of the
Hilbert space H into a subspace A and its complement Ā, the reduced density matrix on
A is defined as ρA ≡ TrĀρ. The EE of A is defined as the von Neumann entropy of ρA,
SA ≡ −TrAρA log ρA . (2.1)
If the total state ρ is pure, which will be the case in all that follows, then SA = SĀ and
the EE is a good measure of the amount of quantum entanglement between A and Ā.
In QFT, a natural way to partition the Hilbert space is to do so geometrically, taking
A to be a set of states in a subregion of a Cauchy hypersurface. The EE may then be
computed through the replica trick [8], an approach which has been particularly successful
for two-dimensional CFTs [9, 13, 14, 70, 71]. The first step of the replica trick is to construct
the quantity TrAρnA with n ∈ Z+, which is equal to the partition function Z of n copies of
the original theory glued together along A. This is equivalent to the partition function of
the original theory on a manifold Mn with conical deficit 2π/n at the entangling surface
between A and Ā, namely TrAρnA = Z[Mn]/Z[M1]n. Defining the n-th Rényi entropy as
S(n)A ≡
1
1 − n log TrAρ
n
A , (2.2)
the EE is given by the limit
SA = lim
n→1
S(n)A = − limn→1 ∂nTrAρ
n
A . (2.3)
Defining a generating functional W [Mn] ≡ − logZ[Mn], eq. (2.3) may be rewritten as
SA = lim
n→1
(∂n − 1)W [Mn] . (2.4)
This form of the EE will be useful in the following.
For a QFT with a holographic dual, the EE of a time-independent state can be com-
























where γ(min)A is the minimal surface in the bulk space-time homologous to the region A at
the asymptotic boundary, A is the area of γ(min)A , and GN is Newton’s constant of the bulk
gravity theory. This result was extended to time-dependent cases in refs. [36, 37].
The RT formula was proved by Lewkowycz and Maldacena in ref. [35] by defining a
generalised gravitational entropy, in an extension of the usual Gibbons-Hawking thermody-
namic interpretation of Euclidean gravity solutions [72] to cases with no U(1) symmetry.2
Consider a semiclassical gravitational theory on a Euclidean manifold with a boundary.
We assume that the boundary has a direction which is topologically a circle, parametrised
by a coordinate τ with τ ∼ τ + 2π, but it need not have a U(1) isometry. The boundary
conditions are assumed to respect τ ’s periodicity. In the context of EE, τ winds around the
boundary of the subregion A. Let I(n) be the on-shell action of the gravity theory with
the period extended to τ ∼ τ + 2πn, with n ∈ Z+, while maintaining boundary conditions
invariant under τ → τ + 2π. The generalised gravitational entropy is then defined as
Sgrav = lim
n→1
(∂n − 1)I(n) . (2.6)
For a theory on a static asymptotically AdS space-time, the on-shell action is equal to the
dual QFT’s generating functional W . The right-hand side of eq. (2.6) is then identical to
the right-hand side of eq. (2.4), and so Sgrav = SA.
Evaluating the right-hand side of eq. (2.6) requires analytic continuation of I(n) to
non-integer n. A convenient prescription for this continuation is as follows [35]. For integer
n, assuming the bulk respects the symmetry of the boundary conditions under τ → τ +2π,
we have I(n) = nI(n)|2π, where I(n)|2π denotes the on-shell action with τ integrated
only over the range [0, 2π). With the crucial assumption that this result applies also at




In ref. [35], the authors showed that the right-hand sides of eqs. (2.5) and (2.7) are equiva-
lent for asymptotically AdS space-times, thus proving the RT formula. We will henceforth
denote the generalised gravitational entropy and EE by the same symbol SA.
2.2 Holographic entanglement entropy of probe branes
In this paper we compute EE in holographic duals of spacetimes containing branes. We
write the total action for the gravitational theory as
I = Ibulk + Ibrane , (2.8)
where Ibulk denotes the bulk action of the (d + 1)-dimensional gravitational theory, while
Ibrane denotes the action of a (p+1)-dimensional brane, with p ≤ d. We assume that Ibrane
is proportional to a tension Tp. We work in the probe limit, defined as the limit in which
Tp is small in units of GN and the AdSd+1 curvature radius, L, so that the back-reaction
2See also ref. [73] for an earlier proof of the RT formula for the special case of a spherical entangling

















of the brane on the bulk fields is negligible. More precisely, the probe limit is an expansion
in the dimensionless parameter ϵ ≡ TpGNLp+2−d ≪ 1 to order ϵ.
Before taking the probe limit, the presence of the brane changes the metric of the bulk
space-time. This leads to a change in HEE due to a change in the area of the minimal
surface in eq. (2.5). Our goal is to determine the EE in the probe limit, meaning to order
ϵ. In ref. [53], Karch and Uhlemann proposed a method for computing this without having
to compute the full back-reaction of the brane, i.e. directly in the probe limit, by extending
Lewkowycz and Maldacena’s arguments to probe branes.











dpyLbrane + Ict,brane . (2.9)
Here we have introduced a coordinate ζ ∈ [ζh,∞), where ζ = ζh is the locus where the
τ -circle degenerates, and the boundary of AdSd+1 is at ζ → ∞. We have denoted the
remaining bulk coordinates by x, and the remaining coordinates on the brane by y. The
counterterm action Ict,bulk consists of boundary terms at a large-ζ cut-off ζc, and is needed
to render the on-shell action finite and the variational problem well-defined [74]. The brane
counterterms Ict,brane are also needed if the brane reaches the boundary of AdS [75]. We
collectively denote the bulk fields as Φ and the fields on the brane as X. In general, the
bulk Lagrangian Lbulk depends on Φ and its derivatives ∂Φ, and similarly Lbrane depends
on X and ∂X. The brane Lagrangian will also depend on Φ, but we assume that it is
independent of ∂Φ. This is true generically for D-brane actions in string theory, including
the D3-branes we consider below. With this decomposition, we can write the generalised





































where the total derivative terms ∂µΘµbulk and ∂µΘ
µ
brane arise due to the dependence of Lbulk
and Lbrane on derivatives of Φ and X, respectively. It can be shown that eq. (2.10) is
equivalent to the RT formula (2.5) in the presence of the brane [35, 53].
To evaluate eq. (2.10) in the probe limit, we imagine solving the equations of motion for
Φ and X as power series in the small parameter ϵ. Concretely, we write Φ = Φ(0)+Φ(1)+. . .
where Φ(n) ∼ O(ϵn), and similarly for X and SA. Crucially, Φ(0) is the solution of the bulk
equations of motion in the absence of the brane, and X(0) is the solution of the brane


























In the small ϵ expansion, the bulk contributions to SA (the terms on the first line of
eq. (2.10)) are dominated by an O(ϵ0) term that depends only on Φ(0). This is the gravi-
tational entropy in the absence of the brane. Since by definition Φ(0) extremises the bulk
action, there is no O(ϵ) contribution to the first line of eq. (2.10).
The O(ϵ) piece of SA, which we denote S(1)A , is thus obtained purely from the brane
contribution, i.e. the second and third lines of eq. (2.10), evaluated on the leading order
solutions Φ(0) and X(0). We can simplify this contribution by noting that δLbrane/δX
vanishes by eq. (2.11). Furthermore, the total derivative term ∂µΘµ may be integrated over
ζ, yielding boundary terms at ζ = ζh and ζ = ζc. The ζc boundary term must cancel part of
the counterterm contribution. Concretely, if we write Ict,brane =
∫













The boundary term at ζ = ζc from ∂µΘµ must cancel the term containing δLct,brane/δX
in eq. (2.12), since the variational problem demands that we choose boundary conditions
for X such that the whole action, including boundary terms, is stationary on a solution





















where Nµ is the unit normal vector to the surface at ζ = ζh, and this expression is to be
evaluated on the leading order solutions Φ = Φ(0) and X = X(0).
In ref. [53] Karch and Uhlemann argued that the final term in eq. (2.13) generically
vanishes. However, we find that this is not the case. Indeed, we find that this term is
non-zero for all the probe D3-branes we study that break conformal symmetry in the dual
CFT. We will see that this boundary term will be crucial to obtaining the correct expression
for the EE of the Coulomb branch D3-brane in section 4.3, and a finite and continuous
expression for the EE of the spherical soliton in section 4.5.
2.2.1 HEE of spherical entangling regions
A significant challenge when using eq. (2.13) is that we need to know the solution for the
metric gµν and other bulk fields when n ̸= 1, in order to evaluate the derivatives ∂nΦ
and ∂nζh. In general, this solution can be very difficult to find. However, for a spherical
entangling region A of radius R, and in the CFT vacuum state dual to AdSd+1 space-time,
the appropriate metric was found in refs. [73, 76]. We will make extensive use of this
solution, so we provide a brief review of it here.








dt2E + dρ2 + ρ2dΩ2d−2
)
. (2.14)
Here r is the AdSd+1 radial coordinate, with the Poincaré horizon at r = 0 and the

















and dΩ2d−2 is the round metric on Sd−2. We now make a coordinate transformation to







ζ2 − 1 cos τ
)
, tE = R
√
ζ2 − 1 sin τ
ζ cosh u+
√
ζ2 − 1 cos τ
,
ρ = R ζ sinh u
ζ cosh u+
√
ζ2 − 1 cos τ
. (2.15)
The new coordinates are dimensionless and take values in the following intervals: u ∈





2 + ζ2du2 + ζ2 sinh2 u dΩ2d−2
]
, f(ζ) = ζ2 − 1 . (2.16)
At the AdSd+1 boundary, the coordinate transformation in eq. (2.15) implements a con-
formal transformation that maps the sphere’s causal development to S1 (parametrised by
τ) times a hyperbolic plane [73]. Eq. (2.15) thus maps the reduced density matrix ρA for
spherical region A to a thermal density matrix on the hyperbolic plane. Indeed, the metric
in eq. (2.16) has a Euclidean horizon at ζh = 1, where the radius of the circle parametrised
by τ shrinks to zero, with inverse Hawking temperature 2π. From eq. (2.15) we find that
in Poincaré coordinates the horizon is located at r2 + ρ2 = R2, which is precisely the RT
surface of region A [33, 34]. The EE thus maps to the Bekenstein-Hawking entropy of
the horizon, as expected. Of course, we merely changed coordinates, so the space is still
precisely AdSd+1, and the horizon is simply that due to the observer’s acceleration [73, 76].
For the gravitational theories of interest in this paper, the period of the Euclidean time
can be modified to τ ∼ τ + 2πn by replacing f(ζ) in eq. (2.16) with









1 + n2d(d − 2) + 1
nd
, (2.17)
where the horizon is now at ζ = ζh. The metric in eq. (2.16) with f(ζ) in eq. (2.17) is the
topological black hole in hyperbolic slicing studied in ref. [76].
Given a solution for the worldvolume fields on a probe brane in AdSd+1, we will com-
pute S(1)A by mapping the solution to hyperbolic coordinates via eq. (2.15), plugging the re-
sult into eq. (2.13), and then performing the integrals. As mentioned in section 1, EE gener-
ically has UV divergences arising from correlations across A’s boundary. In eq. (2.15), we
reach A’s boundary by fixing ζ and sending u → ∞: these limits send r → ∞, taking us to
the AdSd+1 boundary, and ρ → R, taking us to the surface of A. The UV divergences of the
EE would thus appear on a probe brane as large-u divergences. These will not be cancelled
by the probe brane’s counterterms, Ict,brane in eq. (2.9), as those cancel divergences that
are independent of the choice of A. To be explicit, Ict,brane cancels divergences that arise
when we fix u and send ζ → ∞: these limits send r → ∞ but with ρ determined by u and
τ , such that ρ need not be at A’s surface. These are the usual near-boundary divergences
of AdSd+1, which could be regulated by a Fefferman-Graham cutoff r = L2/ε with ε ≪ 1.
None of our probe D3-branes below will exhibit large-u divergences, either because

















D3-branes in figures 1b and d, or because they reach the AdS5 boundary only at a point,
which does not produce divergences near ρ = R, like the conformal or screened Wilson line
D3-branes in figures 1a and c. As a result, all of our results for S(1)A below will be finite for
any finite R, i.e. they will require no UV regulator.
2.2.2 A simple example: the probe string
In order to illustrate the Karch-Uhlemann method of computing probe brane EE, we now
apply it to a straight Wilson line in the fundamental representation of N = 4 SYM theory
with gauge group SU(N). A result for the spherical EE of a Wilson line in the fundamental
representation, valid in the large N limit and for any value of the ’t Hooft coupling λ, was
obtained in ref. [67] using only conformal symmetry and supersymmetric localisation. We
will reproduce the holographic computation of this EE using the Karch-Uhlemann method
in ref. [56], which agrees with ref. [67] when λ ≫ 1. We choose this example both for its
simplicity and because the final result will be useful in section 4.5.
In the Maldacena limit of large-N followed by λ ≫ 1, the holographic dual of the
fundamental representation Wilson line is a string anchored to the boundary of AdS5 ×







P [g] + Ict,string , (2.18)
where 1/(2πα′) is the string tension, P [g] is the induced metric on the string, and we have
chosen (tE , r) as coordinates on the string. The solution dual to the Wilson line is located
at ρ = 0 and at an arbitrary point on the S5.
Mapping to hyperbolic slicing using eq. (2.15), we find that we can parametrise the
string by (ζ, τ), and the solution becomes u = 0. The on-shell action for generic n, with τ









dζ + Ict,string , (2.19)
and the EE is ∂∂nIstring(n)
∣∣∣
2π
evaluated at n = 1. In QFT terms, the counterterm action
Ict,string is only sensitive to UV physics, and so is independent of n. Denoting the EE
contribution of the fundamental representation Wilson line as S(1)A = S!, we find








where we used α′ = L2/
√
λ. This result agrees with that of ref. [67] when λ ≫ 1.
In this simple case, the probe string’s contribution to the EE arises entirely from the
variation of the lower endpoint of integration ζh with respect to n, i.e. the third term in
eq. (2.13). This will not be the case in the more complicated examples below.
3 Probe D3-brane solutions
In this section we briefly review the probe D3-brane solutions in AdS5 × S5 that we will

























−dt2 + dρ2 + ρ2(dθ2 + sin2 θ dφ2)
]
+ L2dΩ25 , (3.1)
with θ ∈ [0,π) and φ ∈ [0, 2π). In these coordinates, we choose a gauge in which the




ρ2 sin θ dt ∧ dρ ∧ dθ ∧ dφ . (3.2)





−det(P [g]ab + Fab) + TD3
∫
P [C4] + Ict , (3.3)
where TD3 = N/(2π2) is the D3-brane tension, ξa with a = 1, 2, 3, 4 are the worldvolume
coordinates, P [g]ab is the pullback of the metric to the brane, Fab is the worldvolume U(1)
field strength, and P [C4] is the pullback of C4 to the brane. We assume that the D3-brane
is static and spherically symmetric, and spans the t direction, wraps S2 inside AdS5, and
sits at a point on S5. The D3-brane will then trace a curve in the (r, ρ) directions, which we
parametrise as r = r(ρ). We also assume that the only non-trivial field strength component



















⎦+ Ict . (3.4)
The counterterm action Ict is non-zero only when the D3-brane reaches the AdS5 boundary,
and can be split as Ict = IUV + IU(1). Here, IUV are the boundary terms needed to make
the action finite and IU(1) is a finite Lagrange multiplier,
IU(1) = −κ (4πLTD3)
∫




which enforces the condition that the D3-brane is endowed with k > 0 units of string charge.
We will henceforth ignore IUV, which is independent of n and thus will not contribute to the
probe brane EE in eq. (2.13). As shown in refs. [65, 66] and references therein, the equations
of motion coming from the action in eq. (3.4) have BPS solutions with Ftρ = ∂r/∂ρ and




where v > 0 is an integration constant. The solution is thus determined by the two
integration constants, κ and v, and by the sign in eq. (3.6). Different choices for v, κ, and
the sign lead to the solutions described in figure 1, with very different interpretations in
the dual CFT, as we will now summarise.
3In eq. (3.2) we neglect a contribution to C4 with components only in the S5 directions. This term
is necessary to ensure that F5 ≡ dC4 is self-dual, but it will play no role in our calculations since it has

















3.1 Conformal Wilson line
While a Wilson line in the fundamental representation corresponds to a single string end-
ing at the AdS5 boundary, higher-rank representations correspond to multiple coincident
strings. When the number of strings is of order N , a convenient holographic description
becomes D-branes carrying string charge [77, 78]. In this description, the type of brane
depends on the representation of the Wilson line.
For example, the k-th antisymmetric representation is described by a D5-brane along
AdS2 × S4 endowed with k units of string charge [48, 58]. The AdS2 factor implies the
dual Wilson line preserves (0 + 1)-dimensional conformal symmetry. Indeed, the Wilson
line breaks N = 4 SYM’s SO(4, 2) conformal symmetry group to SO(1, 2) × SO(3), where
SO(1, 2) are conformal transformations preserving the line and SO(3) is the S2 isometry.
The solution in eq. (3.6) with v = 0 and κ ̸= 0 with a plus sign describes a conformal





so that r → ∞ as ρ → 0 and the D3-brane reaches the AdS5 boundary at a point. The
solution describes a D3-brane shaped like a cone with apex at the AdS5 boundary as
depicted in figure 1a. Both the opening angle and k are determined by κ, as the D3-brane
carries k = κ 4N/
√
λ units of string charge [69]. In this case the D3-brane’s worldvolume
is AdS2 × S2, so like the D5-branes mentioned above, this D3-brane describes a conformal
Wilson line preserving SO(1, 2) × SO(3) ⊂ SO(4, 2).
The EE contribution to a spherical region in N = 4 SYM from a Wilson line in a
generic representation, at large N and any λ, was related to the expectation value of
the circular Wilson loop in ref. [67] using conformal symmetry and supersymmetry. Sim-
ple closed form expressions exist for the specific cases of Wilson lines in symmetric and
antisymmetric tensor representations, as the corresponding circular Wilson loops can be
computed explicitly using matrix model techniques [49]. In section 4.2 we compute the
conformal D3-brane’s contribution to the EE of a spherical region, finding agreement with
the result for the symmetric representation Wilson line in ref. [67] when λ ≫ 1.
3.2 Coulomb branch
The simplest non-conformal solution coming from eq. (3.6) is v > 0 and κ = 0, so that
r(ρ) = Lv . (3.8)
This describes a D3-brane sitting at fixed r, as depicted in figure 1b. We can imagine that
such a solution comes from a stack of N D3-branes at r = 0 after one D3-brane has been
pulled to r = Lv. The probe approximation is then clearly justified since N ≫ 1.
The field theory interpretation of this solution is N = 4 SU(N) SYM at large N and
strong coupling at a point on the Coulomb branch where SU(N) → SU(N − 1) × U(1).
More specifically, one of the six adjoint-valued scalar fields of N = 4 SYM, Ψ, acquires a

















N = 4 SYM, to an IR CFT, SU(N − 1) N = 4 SYM and a decoupled U(1) N = 4 SYM.
The two CFTs in the IR interact only via massive degrees of freedom, namely the W-boson
supermultiplet, which is bi-fundamental under SU(N − 1)×U(1). A W-boson is dual to a
string stretched between the Poincaré horizon and the probe D3-brane.
A solution of type IIB supergravity describing fully back-reacted Coulomb branch D3-
branes is known [59], and has been used to calculate EE using the RT formula for example
in refs. [79, 80]. In appendix A we use the RT formula to compute the EE at the point on
the Coulomb branch with the breaking SU(N) → SU(N −1)×U(1), and then take a probe
limit. We find perfect agreement with our probe limit result below, obtained using the
Karch-Uhlemann method, eq. (4.29). Crucially, the agreement occurs only if we include
the last term in eq. (2.13), which Karch and Uhlemann overlooked in ref. [53].
3.3 Screened Wilson line
Taking v > 0, κ > 0, and the plus sign in eq. (3.6) results in a solution that interpolates
between the symmetric-representation Wilson line and Coulomb branch D3-branes,




In particular, as ρ → 0 the solution approaches the Wilson line solution of eq. (3.7),
r = κL2/ρ, and as ρ → ∞ the solution approaches the Coulomb branch solution of
eq. (3.8) r = v L. The solution in eq. (3.9) is depicted in figure 1c.
Ref. [61] argued that the solution in eq. (3.9) describes a symmetric-representation
Wilson line screened by the adjoint scalar Ψ that acquires a VEV. In the language of
condensed matter physics, the Wilson line is an “impurity.” Thinking of the adjoint of
SU(N) as the combination of fundamental and anti-fundamental, the scalar VEV ⟨Ψ⟩ acts
as a collection of colour dipoles. In the presence of the impurity these dipoles are polarised,
and form a spherically-symmetric screening cloud around the impurity. Such screening is
clear qualitatively in figure 1c: the impurity is present in the UV (near the AdS5 boundary)
but absent in the IR (near the Poincaré horizon). Ref. [61] provided quantitative evidence
for screening by showing the worldvolume fields support quasi-normal modes dual to quasi-
bound states localised at the impurity, a clear signature of screening.
In section 4.4 we compute the EE of a spherical region centered on the screened Wilson
line. This case is not conformal, so the EE can have non-trivial dependence on the sphere’s
radius R. More precisely, since R and the scalar VEV ∝ v are the only scales available,
and EE is dimensionless, the EE can have non-trivial dependence on the dimensionless
combination Rv/L. We find that as Rv/L increases the impurity’s contribution to the
EE decreases monotonically, although to our knowledge no physical principle requires such
behaviour. In particular, we know of no monotonicity theorem for a case like this, where
the bulk RG flow, triggered by ⟨Ψ⟩ ∝ v, in turn triggers an RG flow of Wilson line degrees
of freedom, which couple to Ψ in such a way that ⟨Ψ⟩ ∝ v gives them a mass [44, 58].
In section 5.1 we find a more detailed description of the screening. We compute the
VEV of the probe sector’s Lagrangian, which at large R has the form of a point charge

















UV as a Wilson line of SU(N) appears in the IR as a point charge in the U(1) sector, but
is absent in the SU(N − 1) sector, i.e. it is screened in the SU(N − 1) sector.
3.4 Spherical soliton
Finally, taking v > 0, κ > 0, and the minus sign in eq. (3.6) results in a solution discussed
in detail by Schwarz in refs. [65, 66],




As ρ → ∞ this solution reduces to the Coulomb branch solution eq. (3.8) like the previous
case, but now as ρ → 0 the D3-brane bends towards the Poincaré horizon. Indeed, when
ρ = κL/v the D3-brane intersects the Poincaré horizon r = 0, as depicted in figure 1d.
This behaviour implies very different physics compared to the screened Wilson line
discussed above. In particular, in refs. [65, 66] Schwarz interpreted this solution as a
spherically-symmetric soliton “phase bubble,” separating N = 4 SYM with gauge group
SU(N) inside from N = 4 SYM with gauge group SU(N − 1) × U(1) outside. The soliton
is a spherical shell charged under the U(1) of SU(N − 1) × U(1), and being BPS thus
has non-zero mass: it is an excited state of the Coulomb branch. The soliton radius is
R0 ≡ κL/v, which is proportional to its total charge k, and its mass is
4πTD3 L3 v κ = 4πTD3 L2 v2R0 , (3.11)
where on the right-hand side we emphasised that the soliton’s mass is proportional to its
radius, just like an extremal black hole. As discussed in section 1, based on this similarity,
Schwarz asked in ref. [66] whether the EE of a sphere of radius R0 centred on the soliton
scales with the soliton’s surface area, i.e. as R20, when κ is large. In section 4.5 we compute
this EE, finding that it scales approximately as R1.30 , in contrast to area-law scaling R20.
In sections 4.5 and 5 we show that in the limits κ → ∞ and v → ∞ with R0 fixed,
a spherical region’s EE, the Lagrangian’s VEV, and the stress-energy tensor’s VEV all
diverge at R0, and as ρ → ∞ approach the result for a Wilson line in a direct product
of k fundamental representations. The natural interpretation is that in these limits the
spherical soliton is an infinitely thin shell at R0 that at large distances looks like a Wilson
line in a direct product of k fundamental representations.
4 Holographic entanglement entropy of D3-branes
In this section we compute the holographic EE contribution of the probe D3-branes re-
viewed in section 3. In the first part of this section, we consider a generic probe D3-brane,
finding all the terms we need to obtain their contribution to the EE. Subsequently, we
obtain explicit results for the conformal Wilson line in section 4.2, the Coulomb branch
in section 4.3, the screened Wilson line in section 4.4, and finally the spherical soliton in



















As discussed in section 2, we consider (Euclidean) AdS5 in hyperbolic slicing whose metric
was given in eq. (2.16). The D3-brane’s worldvolume scalars are the AdS5 coordinates









− F 2τζ + 1
− TD3
∫
P [C4] + Ict .
(4.1)
A delicate part of writing eq. (4.1) is finding a convenient gauge for C4. To this end, we point
out an observation first made in ref. [46]. The gauge in eq. (3.2) gives the correct result for
the expectation value of a straight Wilson line. However, after performing the mapping to
hyperbolic slicing in eq. (2.15), one does not obtain the correct value for a circular Wilson
loop. The reason is that the action in eq. (4.1) in that case would need an additional
boundary term to be gauge invariant. To the best of our knowledge the form of such a
boundary term has not been found. We will therefore just pick a gauge that reproduces
the correct circular Wilson loop expectation value, namely that used in ref. [46], in which4
C4 = −ζ2(ζ2 − 1) sinh2 u sin θ du ∧ dτ ∧ dθ ∧ dφ
+ ζ sinh
2 u sin θ(sinh u − cos θ cosh u)
cosh u − cos θ sinh u dζ ∧ dτ ∧ dθ ∧ dφ
− ζ sinh u sin
2 θ
cosh u − cos θ sinh u dζ ∧ dτ ∧ du ∧ dφ .
(4.2)
When n = 1, the first term in eq. (4.2) vanishes at the horizon ζ = ζh = 1. This is
no accident: it is necessary to avoid a singularity at the horizon. When n ̸= 1, this
condition is no longer satisfied because ζh ̸= 1. In appendix B we find the requisite gauge
transformation to make C4 regular at the horizon, with the result
C4 = −ζ2fn(ζ) sinh2 u sin θ du ∧ dτ ∧ dθ ∧ dφ
+ ζ sinh
2 u sin θ(sinh u − cos θ cosh u)
cosh u − cos θ sinh u dζ ∧ dτ ∧ dθ ∧ dφ
− ζ sinh u sin
2 θ
cosh u − cos θ sinh u dζ ∧ dτ ∧ du ∧ dφ .
(4.3)
The only change is in the first line, where (ζ2 − 1) has been replaced by the function fn(ζ)
defined in eq. (2.17).
The pull-back of C4 in eq. (4.3) to the D3-brane worldvolume is then
P [C4] = −
[
ζ2fn(ζ)(∂ζu) − ζ
sinh u − cos θ cosh u
cosh u − cos θ sinh u
]
sinh2 u sin θ dζ ∧ dτ ∧ dθ ∧ dφ . (4.4)

















In the following we will show that this choice reproduces the correct EE of both the
conformal Wilson line and the Coulomb branch D3-branes. If we also split Ict = IUV+IU(1),










− F 2τζ + 1
− κFτζ + ω±(u)
(




where ω±(u) = ± takes into account a possible change in the orientation of the D3-brane
due to the explicit parametrization of the embedding u(ζ, τ). In the explicit examples
below this will be the case only for the soliton solution studied in section 4.5. To compute
the EE using eq. (2.13), we need to evaluate the action in eq. (4.5) on-shell. We can easily





κ2 + ζ4 sinh4 u
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The EE is then given by a derivative with respect to n of this expression. In particular,
we need to consider the four terms in S(1)A in eq. (2.13). They respectively correspond to:
Term 1: ∂/∂n of the integrand in eq. (4.6). The integral of this we call S.
Term 2: ∂/∂n of the boundary term IUV in eq. (4.6). As mentioned below eq. (3.5), IUV
is independent of n, so this term vanishes.
Term 3: ∂/∂n acting on the lower limit of the ζ-integration, ζh. This is non-zero since ζh
depends on n through eq. (2.17). We call this term S(bdy)1 .
Term 4: the boundary contribution from the equations of motion of u(ζ, τ), which we
denote by S(bdy)2 .
In summary, the EE has three distinct contributions:





For S, we take ∂/∂n of the integrand of eq. (4.6), evaluate the result at n = 1, and integrate
over τ and ζ, with the result










κ2 + ζ4 sinh4 u
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√
1 + ζ2(∂ζu)2f1(ζ) + ζ
2(∂τu)2
f1(ζ)
























κ2 + ζ4h sinh4 uh
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with uh ≡ u(ζh, τ) and ∂αuh ≡ (∂αu)(ζh, τ), where α = ζ, τ , and ζh = 1 because n = 1.
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To evaluate eq. (4.10), we need ∂nuh. In general this can be very complicated to compute
because in most cases we do not know the solution to the equations of motion when n ̸= 1.
Luckily, we can show that whenever this term is non-vanishing, it is completely fixed by the
on-shell solution at n = 1. To do so, we start with the following ansatz for the behaviour
of the embedding close to the hyperbolic horizon, ζ ∼ ζh,
u(ζ, τ) = u(0)n (τ) + u(1)n (τ)
√





The equation of motion at lowest order in a small (ζ − ζh) expansion gives ∂τu(0)n (τ) = 0,









u(1)n (τ) = 0 , (4.12)
with general solution











In principle, we should fix the integration constants c1(n) and c2(n) for all n. However, we
will see that this is not necessary because the final result will depend only on the coefficients
evaluated at n = 1, and not on their derivatives with respect to n. In other words, knowing
the embedding at n = 1 is enough. Indeed, plugging our solutions for u(0)n (τ) and u(1)n (τ)
















































































Note that S(bdy)2 ̸= 0 only if u
(1)
1 (τ) ̸= 0. In the examples below u
(1)
1 (τ) ̸= 0 in all cases
except the conformal Wilson line. In other words, S(bdy)2 ̸= 0 in all of our non-conformal ex-
amples. This is no surprise. Any configuration that preserves conformal symmetry will map
to a τ -independent embedding. The equation of motion eq. (4.13) then forces u(1)1 (τ) = 0
and so S(bdy)2 = 0. For example, as mentioned in section 3.1, the Wilson line D3-brane
has worldvolume AdS2 ×S2. For a spherical region centred on the Wilson line, the coordi-
nate transformation in eq. (2.15) produces a D3-brane extended along τ and wrapping the
equator of the hyperbolic plane. In particular, its embedding u(ζ, τ) is τ -independent (see
eq. (4.16) below). Displacing the sphere and/or introducing a non-conformal brane intro-
duces at least one other scale besides R, and hence breaks conformal symmetry. Generically,
the coordinate transformation in eq. (2.15) will then produce a τ -dependent embedding,
and thus u(1)1 (τ) ̸= 0 and S
(bdy)
2 ̸= 0, as we will see in our non-conformal examples below.
In writing S(bdy)1 and S
(bdy)
2 we implicitly assumed that the D3-brane has precisely one
connected component at the horizon ζh = 1. In Poincaré coordinates, this corresponds to
the RT surface intersecting the brane only once. This is not always the case. If the D3-
brane has multiple disconnected components at the hyperbolic horizon, we must sum over
all of them. As we will see, this happens for the spherical soliton in section 4.5. Another
possibility is that the D3-brane does not reach the hyperbolic horizon, i.e. the RT surface
does not intersect the D3-brane. In that case, S(bdy)1 = 0 and S
(bdy)
2 = 0 identically.
In order to compute the S(1)A we need specific solutions for the embedding u(ζ, τ) to
plug into eqs. (4.8), (4.9) and (4.15). In the following subsections we compute S(1)A for the
four D3-brane embeddings reviewed in section 3.
4.2 Conformal Wilson line
The conformal Wilson line in the k-th symmetric representation, reviewed in section 3.1,
is the simplest case we consider. As mentioned in sections 2.2.2 and 3.1, an exact result
for the EE appears in ref. [67], and a holographic calculation using the Karch-Uhlemann
method appears in ref. [56]. Here, we review the latter computation both for completeness
and to highlight the salient steps that will be important for the following cases.
The D3-brane embedding corresponding to the conformal Wilson line was given in
eq. (3.7). In the hyperbolic coordinates of eq. (2.16) it becomes
u(ζ, τ) = sinh−1 (κ/ζ) , (4.16)
which is manifestly independent of τ , and ω±(u) = +. As discussed below eq. (4.15), we
thus have S(bdy)2 = 0. The other two contributions to S
(1)
A in eq. (4.7) are
























































where in the second equality we used TD3 = N/(2π2). As mentioned above, eq. (4.18)
agrees with the exact result of ref. [67]. Also note that since this case is conformal, the
Wilson line’s contribution to the EE is independent of the entangling region’s radius R.
4.3 Coulomb branch
The embedding of the Coulomb branch brane was given in eq. (3.8), and has κ = 0. In the
hyperbolic coordinates of eq. (2.16) this becomes








As we discussed below eq. (4.15), for this non-conformal D3-brane u(ζ, τ) depends on τ .




2 in eq. (4.7) are
non-zero. For the first contribution, we plug eq. (4.19) into eq. (4.8) to find











ζ2 sinh3 u+ 2(∂ζu) sinh2 u
}
, (4.20)
where we used ω±(u) = +. In fact, we can show that this integral reduces to a boundary











ζ sinh u sin τ , (4.21)








ζ2 sinh3 u = εαβ∂αJβ − (∂ζu) sinh2 u , (4.22)
where εαβ is the 2d Levi-Civita symbol with εζτ = −ετζ = 1, and we defined
Jα ≡





The second term of the integrand in eq. (4.20) is also a total derivative, namely
2(∂ζu) sinh2 u = −∂ζ(u − sinh u cosh u) . (4.24)
We can thus finally write

























Figure 2. Left: contribution of the Coulomb branch D3-brane to EE, SCoul in eq. (4.29), divided
by N , as a function of Rv. Right: the quantity aCoul(R) defined in eq. (4.34) as a function of Rv.
The function is continuous but not analytic at Rv = 1.
A boundary only exists if Rv > 1, i.e. when the RT surface intersects the D3-brane. This
means that if Rv < 1 then S = 0.5 For Rv > 0, we can use Stokes’ theorem to evaluate the
first term in eq. (4.25) and the divergence theorem for the second term. We thus obtain





















, Rv > 1 ,
(4.26)
where we used uh ≡ u(1, τ) = cosh−1(Rv).




−1(Rv) , Rv > 1 , (4.27)
where we used fn(ζh)(∂ζuh) → 0 when ζh → 1.
The third and final contribution is S(bdy)2 in eq. (4.15). Expanding the embedding
u(ζ, τ) in eq. (4.19) near the horizon as in eq. (4.11), extracting the coefficients u(0)1 and

















Summing all three contributions in eqs. (4.26), (4.27) and (4.28), and denoting the















, Rv > 1 .
(4.29)
This is the first original result of this paper. As mentioned in section 3.2, SCoul depends
only on the dimensionless combination Rv. We plot eq. (4.29) in figure 2 on the left.

















In appendix A we show that eq. (4.29) agrees with a calculation using the RT method in
the fully back-reacted geometry describing the Coulomb branch, as discussed in section 3.2.
This agreement of course is only possible because S(bdy)2 in eq. (4.28), i.e. the boundary
term coming from the D3-brane’s equations of motion, is non-zero.
For a (3 + 1)-dimensional Poincaré-invariant QFT describing an RG flow from a UV
CFT with central charge aUV to an IR CFT with central charge aIR, the a-theorem is
the statement that unitarity requires aUV ≥ aIR [22, 25]. As discussed in section 3.2, the
Coulomb branch D3-brane describes an RG flow from a UV CFT, namely N = 4 SYM with
gauge group SU(N), to an IR CFT, namelyN = 4 SYM with gauge group SU(N−1)×U(1).
In the large-N limit we thus have aUV ≈ N2/4 and aIR ≈ (N −1)2/4 ≈ N2/4−N/2, where
we dropped terms of O(N0). Hence, the a-theorem is obeyed, as expected.
We can show that our SCoul in eq. (4.29) obeys the a-theorem, as follows. Eq. (4.29)
vanishes in the UV limit Rv ≪ 1. In that case the only contribution to the EE comes from













where ε is the UV cut-off. Eq. (4.30) has the form expected for a (3+1)-dimensional CFT.
The first term on the right-hand side is the area-law term, which is ε-dependent and hence
unphysical. The logarithm in the second term also depends on ε, however its coefficient is
independent of rescalings of ε and hence is physical. Indeed, that coefficient is −4 aUV.
In the IR limit Rv ≫ 1 we still have the contribution from the AdS5 × S5 background











, Rv ≫ 1 . (4.31)
At leading order, this has the CFT form of eq. (4.30), including an area-law term and
logarithm, but now with cutoff 1/v. This is intuitive: in the IR we expect the cutoff to be
the inverse W-boson mass, which is indeed ∝ 1/v. The probe D3-brane’s contribution to
the logarithm’s coefficient is 2N , hence we reproduce aIR = N2/4 − N/2, with the N2/4
from the AdS5 ×S5 background and the −N/2 from the probe D3-brane. Our results thus
obey the a-theorem exactly as expected.
However, a stronger version of the a-theorem exists, namely the entropic a-theorem












which in the UV limit R → 0 obeys a(R) → aUV, and in the IR limit R → ∞ obeys
a(R) → aIR. The entropic a-theorem is then the statement that strong subadditivity of
EE and the Markov property of a CFT vacuum require [27],

















The effective central charge a(R) in eq. (4.32) is an entropic a-function, defined not only
at the fixed points of the RG flow, but for all scales in between. The entropic a-theorem
is thus a constraint for all R, not just the UV and IR. However, when evaluated in the IR
limit R → ∞, eq. (4.33) reproduces the original a-theorem. Notice the entropic a-theorem
does not require a(R) to be monotonic in R, but simply imposes an upper limit.










, Rv > 1 ,
(4.34)














, Rv > 1 ,
(4.35)
which is clearly always ≤ aUV = N2/4, hence the entropic a-theorem is obeyed, as expected.
Figure 2 on the left makes clear that our SCoul is continuous and decreases monoton-
ically as Rv increases. However, although our entropic a-function a(R) in eq. (4.35) is
also continuous and decreases monotonically as Rv increases, it is not analytic at Rv = 1,
because SCoul in eq. (4.29) is only twice differentiable. The non-analyticity of our a(R) at
Rv = 1 is clear in figure 2 on the right, where we plot aCoul(R)/N = a(R)/N − N/4.
We can also show that SCoul obeys the four-dimensional “area theorem” of refs. [27, 68],
which in our notation states that 12R∂RSCoul(R) monotonically decreases as R increases.












, Rv > 1 ,
(4.36)
which indeed decreases monotonically from zero at R = 0 to −23Nv2 at R → ∞, thus
satisfying the area theorem. The boundary term S(bdy)2 is crucial for this. If we neglect the




]−1/2 for Rv > 1. This diverges to +∞ as Rv → 1+.
In that case, as Rv increases through Rv = 1, 12R∂RSCoul(R) jumps from zero to +∞.
Clearly that would not be a monotonic decrease, and the area theorem would be violated.
4.4 Screened Wilson line
The embedding of the D3-brane describing a screened Wilson line was given in eq. (3.9),
which in the hyperbolic coordinates of eq. (2.16) is given implicitly by
ζ sinh u =
κ
(√




ζ2 − 1 cos τ + ζ cosh u
. (4.37)





















2 in eq. (4.7) are non-
zero. Furthermore, also in this case we have ω±(u) = +. We evaluate S numerically. Some
details of our numerical evaluation appear in appendix C.2. The boundary term arising








κ2 + sinh4 uh
)
Rvκ cosh uh + sinh uh (κ − sinh uh)2
+ uh − cosh uh sinh uh
⎞
⎠ , (4.38)




cosh uh − Rv
. (4.39)
Eq. (4.39) has only one real and positive solution, which we will not write explicitly since
the expression is rather cumbersome. To compute the boundary term of the equations
of motion, S(bdy)2 , we start from u(ζ, τ) in eq. (4.37), perform the expansion in eq. (4.11)
with n = 1, extract u(0)1 (τ) = uh and u
(1)
1 (τ) (both of which are non-zero), plug these into








Rvκ sinh uh + cosh uh(Rv − cosh uh)2
. (4.40)
We denote this probe D3-brane contribution to the EE as S(1)A = Sscreen. We show in
figure 3 our results for Sscreen/(2N/3) as a function of Rv, for several values of κ. In all
cases this EE decreases monotonically as Rv increases. In contrast, the result for Sscreen in
ref. [56] had a maximum. The discrepancy is due to the boundary term from the equations
of motion, S(bdy)2 , which was neglected in ref. [56]. However, as mentioned in sections 1
and 3.3, we know of no physical principle that requires Sscreen to be monotonic in Rv.
Since the EE depends on R and v only through their product Rv, the R = 0 and v → 0
limits are equivalent. Hence, at small Rv we find that Sscreen approaches the EE of the
conformal Wilson line in eq. (4.18), Ssymm, which had v = 0. The inset in figure 3 shows
Sscreen near Rv → 0, which indeed approaches the non-zero value in eq. (4.18).
In the IR limit Rv → ∞, we expect Sscreen to approach the EE of the Coulomb branch
in the same limit, SCoul in eq. (4.31). As we move towards smaller Rv, we expect a different
set of finite-(Rv) corrections to those in SCoul. As mentioned in section 1, we have found
a simple and intuitive derivation of these corrections, up to order 1/(Rv), as follows.
As mentioned below eq. (4.31), on the Coulomb branch at large Rv the UV cutoff is
1/v, which is proportional to the inverse W-boson mass. In the holographic picture of the
Coulomb branch in figure 1b, the W-boson is a string stretched from the probe D3-brane
to the Poincaré horizon. In the Maldacena limit the mass of such a string is v/(2πα′) (in
our units where L ≡ 1). For the screened Wilson line of figure 1c, the mass of such a
string clearly increases upon approaching the Wilson line at ρ = 0. More specifically, such

















Figure 3. Our numerical result for the EE of the screened Wilson line, Sscreen/(2N/3), as a function
of Rv for κ = 0.5 (red), 1 (blue), and 1.5 (green). The inset shows that Sscreen/(2N/3) approaches
a non-zero value in the limit Rv → 0, namely the value for the conformal Wilson line in eq. (4.18).
terms, the W-boson acquires a position-dependent mass, hence the UV cutoff becomes
position-dependent. We thus introduce the position-dependent effective cutoff,




We then find numerically that if we start with the Coulomb branch result SCoul at large
Rv in eq. (4.31), make the replacement v → veff , and then expand in Rv ≫ 1, the result
agrees precisely with our Sscreen at large Rv, up to order 1/(Rv). Explicitly, for Rv ≫ 1,


























agrees with our numerical results for Sscreen up to order 1/(Rv). Indeed, in figure 4 on the
left we show our numerical results for
∆Sscreen ≡ Sscreen − SCoul +
2
3N(2κRv) , (4.43)
divided by 23N , which clearly approaches −κ2 as Rv → ∞, consistent with eq. (4.42).
Furthermore, at large but finite Rv we show in figure 4 on the right that 23N(−κ2 + 3κRv )
provides an even better approximation to ∆Sscreen than 23N(−κ2) alone.
We have not been able to resolve numerically whether the replacement v → veff re-





















Figure 4. Left: the dots are our numerical results for ∆Sscreen defined in eq. (4.43), divided by
2N/3, as a function of the region’s size Rv for κ = 0.5 (red), 1 (blue), and 1.5 (green). The solid




corrections, and the horizontal dashed
lines are −κ2. Right: the dots are our numerical results for ∆Sscreen/(2N/3) for Rv = 30, for various
κ. The solid blue line is −κ2 while the solid red line is −κ2 +3κ/(Rv). The inset is a close-up that
clearly shows the latter is a better approximation to our numerical results than the former.
reproduce Sscreen for all Rv. For example, as mentioned above, as Rv → 0 our Sscreen ap-
proaches the conformal Wilson line result Ssymm in (4.18), whereas SCoul with v → veff(R)
does not. Nevertheless, the fact that such a simple and intuitive replacement works at
large Rv up to order 1/(Rv) is surprising. In the next section we will see that a similar
replacement works for the spherical soliton EE.
4.5 Spherical soliton
In this section, we consider the spherical soliton discussed in section 3.4, whose embedding
in the hyperbolic coordinates of eq. (2.16) is given implicitly by
ζ sinh u =
κ
(√




ζ2 − 1 cos τ − ζ cosh u
. (4.44)
As we discussed below eq. (4.15), for this non-conformal D3-brane u(ζ, τ) depends on τ .
We discuss several features of eq. (4.44) in appendix C.3. Here we focus on what
happens when the RT surface, ζ = 1, intersects the D3-brane. Figure 5 is a cross section
of figure 1d showing the spherical soliton D3-brane as the green curve. We expect that
for sufficiently small Rv the RT surface will not intersect the D3-brane, as depicted by the
purple curve in figure 5. As we increase Rv we expect to find a critical value, (Rv)crit, at
which the RT surface is tangent to the D3-brane, as depicted by the red curve in figure 5.
For Rv > (Rv)crit we expect the RT surface to intersect the D3-brane at two points, as
depicted by the orange curve in figure 5.
To determine the intersection points, we set ζ = 1 in eq. (4.44), which gives
sinh uh =
κ cosh uh
Rv − cosh uh
. (4.45)






















Figure 5. Cross sections of RT surfaces of increasing Rv (purple, red, orange) and of the D3-brane
embedding (green) for κ = 0.5. When Rv < (Rv)crit, with (Rv)crit in eq. (4.46), the two do not
intersect (purple). When Rv = (Rv)crit, they are tangent (red). When Rv > (Rv)crit, they intersect
twice (orange).
where if Rv < (Rv)crit, then eq. (4.45) has no real solutions, and so the RT surface does
not intersect the D3-brane. If Rv > (Rv)crit, then the equation has two real solutions, so
the RT surface intersects the D3-brane twice, as expected. We denote these two solutions
as u1(κ, Rv) and u2(κ, Rv) such that 0 < u1(κ, Rv) < u2(κ, Rv). These correspond to
different orientations of the D3-brane, namely ω±(u1) = −1 and ω±(u2) = +1. For the
Coulomb branch D3-brane, which has κ = 0, we expect (Rv)crit = 1, which is indeed the
case when κ = 0 in eq. (4.46).





eq. (4.7) are non-zero. For the first contribution we find















The integral in the first line of eq. (4.47) is non-trivial for any value of Rv, while the one in
the second line, being a boundary term, is non-trivial only for Rv > (Rv)crit. We evaluate
the first line of eq. (4.47) numerically. In appendix C.3 we discuss in detail our numerical
evaluation for Rv > (Rv)crit, which is the most subtle case. In the appendix C.3, we also
show that the first line of eq. (4.47) diverges in the limit Rv → (Rv)+crit.6 To characterise

















the divergence, we take Rv = (Rv)crit + δ and expand the first line of eq. (4.47) around













δ) , Rv " (Rv)crit , (4.48)
which indeed diverges as 1/
√
δ as δ → 0. This divergence is cancelled by S(bdy)1 and S
(bdy)
2 ,
as we discuss below. The second line of eq. (4.47) reduces to boundary terms,
2
∫
dζ dτ ω±(u)(∂ζu) sinh2 u = −2π
∑
i=1,2
ω±(ui) (ui − sinh ui cosh ui) . (4.49)









κ2 + sinh4 ui
)
|κRv cosh ui − sinh ui(κ + sinh ui)2|
+ ω±(ui) (ui − sinh ui cosh ui)
}
, Rv > (Rv)crit .
(4.50)
The denominator of the first term in eq. (4.50) vanishes at Rv = (Rv)crit, hence S(bdy)1















, Rv " (Rv)crit . (4.51)
For the boundary contribution from the equations of motion, S(bdy)2 , we start from
u(ζ, τ) in eq. (4.44), perform the expansion in eq. (4.11) with n = 1, extract u(0)1 (τ) = uh
and u(1)1 (τ) (both of which are non-zero), plug these into eq. (4.15) for S
(bdy)
2 , and perform










|cosh ui(Rv − cosh ui)2 − Rvκ sinh ui|
. (4.52)
This term also diverges at Rv = (Rv)crit. Once again taking Rv = (Rv)crit + δ and













δ) , Rv " (Rv)crit . (4.53)




2 the divergences in eqs. (4.48), (4.50), and (4.53)























Figure 6. Our numerical results for Ssoliton/(2N/3) in eq. (4.54) as a function of Rv for (from
left to right) κ = 1 (blue), 2 (green), 3 (purple), 4 (orange), 5 (red). The dashed vertical lines
denote the location of the critical radius Rv = (Rv)crit defined in eq. (4.46). Each curve also has a
maximum at (Rv)max " (Rv)crit.
























κ2 + sinh4 ui
)
|κRv cosh ui − sinh ui(κ + sinh ui)2|










Θ(Rv − (Rv)crit) ,
where Θ is the Heaviside step function. Figure 6 shows our numerical result for
Ssoliton/(2N/3) as a function of Rv for several κ values. It is clearly finite and contin-
uous at (Rv)crit, which we indicate for each κ by a dashed vertical line.
One prominent feature of Ssoliton is very different from the previous cases. While SCoul
in section 4.3 and Sscreen in section 4.4 were monotonic in Rv, our Ssoliton has a maximum
at an Rv value (Rv)max slightly larger than (Rv)crit. In ref. [65], Schwarz interpreted the
spherical soliton as an infinitely thin shell with U(1) charge. Although our result for Ssoliton
does not show any “smoking gun” features characteristic of an infinitely thin interface, our
results are consistent with a charge distribution peaked at (Rv)max: if charges are entangled
with each other, then regions with a larger charge density will contribute more to the EE.
Furthermore, we will see below that in the limit κ, v → +∞ our Ssoliton may be interpreted

















Figure 7. Left: the black dots are our numerical results for Ssoliton/N in eq. (4.54) at the position of
its maximum (Rv)max as a function of (Rv)max. The solid red line is a fit to a function ∝ (Rv)1.2max.
Right: the black dots are our numerical results for Ssoliton/N at R = R0, with R0 = κ/v the
spherical soliton’s radius (and we set v = 1), as a function of κ. The solid red line is a fit to a
function ∝ κ1.3.
As mentioned in section 1, Schwarz in ref. [66] asked whether the EE of a sphere
coincident with the soliton might scale with surface area at large κ, similar to a black
hole’s Bekenstein-Hawking entropy. Recalling from section 3.4 that the spherical soliton’s
radius is R0 ≡ κ/v (in our units with L ≡ 1), Schwarz’s question becomes whether at
R = R0 and large κ we find Ssoliton ∝ κ2. Our numerical results suggest this is not the
case. Figure 7 on the left shows our numerical results for the value of Ssoliton/N at (Rv)max
as a function of (Rv)max. We also show a fit to a function ∝ (Rv)1.2max, which is clearly
better than a (Rv)2max fit, suggesting that the scaling is not with surface area. Figure 7 on
the right shows our result for Ssoliton/N at R0 (with v = 1) as a function of κ. To answer
Schwarz’s question: at large κ our results fit a function ∝ κ1.3 better than a function ∝ κ2,
suggesting again that the scaling is not with surface area.
In the IR limit Rv → ∞, we expect Ssoliton to approach the EE of the Coulomb branch
in the same limit, SCoul in eq. (4.31). As we move towards smaller Rv we expect a different
set of finite-(Rv) corrections to those in SCoul. Numerically we find











, Rv ≫ 1 . (4.55)
Indeed, figure 8 shows our numerical results for
∆Ssoliton ≡ Ssoliton − SCoul −
2
3N(2κRv) , (4.56)
divided by 2N/3, at large values of Rv and for several values of κ. In the figure, the









terms in eq. (4.55). We find very good agreement between the
two, showing that the behaviour of Ssoliton at large Rv is indeed given by eq. (4.55).
The large-(Rv) behaviour in eq. (4.55) up to order O((Rv)−1) consists of two contribu-
tions. The first contribution, in round brackets in eq (4.55), comes from the same “trick”






















Figure 8. The dots are our numerical results for ∆Ssoliton in eq. (4.56), divided by 2N/3, as a
function of Rv and for κ = 3 (orange), 4 (purple), 5 (green), 6 (blue), 7 (red). The solid lines are
the prediction from eq. (4.55). The horizontal dashed lines show the limit limRv→∞ ∆Ssoliton =
−κ2 + 2κ.
an effective position-dependent cutoff like that in eq. (4.41), but with κ → −κ,




In the large-(Rv) Coulomb branch result, SCoul in eq. (4.31), we then make the replacement
v → veff , and expand in Rv ≫ 1, obtaining the terms in the round brackets in eq. (4.55).
The fact that this “trick” works for both Sscreen and Ssoliton is remarkable, and suggests
this is neither a trick nor a coincidence, but a genuine physical effect: in these cases, at
large Rv, the UV cutoff is an inverse W-boson mass that has acquired position dependence
given by veff in eq. (4.41) or (4.57). The second contribution is 43Nκ. Recalling from
below eq. (3.7) that this D3-brane carries k = κ 4N/
√
λ units of string charge, this term
is κ 4N/3 = k
√
λ/3, which is precisely k S! with S! =
√
λ/3 from eq. (2.20). In other
words, this second contribution is that of a Wilson line in a direct product of k fundamental
representations. To summarise, we have shown that the Rv ≫ 1 result in eq. (4.55) is




, Rv ≫ 1 . (4.58)
We can in fact show that the k S! contribution comes from the part of the D3-brane
that reaches the Poincaré horizon. Consider the limits κ → ∞ and v → ∞ with the
soliton’s radius R0 ≡ κ/v fixed. In this limit, eq. (4.44) for the embedding reduces to
sinh u = R0
R
√
ζ2 − 1 cos τ + ζ cosh u
ζ
, (4.59)
which in Poincaré coordinates is simply a cylinder ρ = R0. Starting from figure 1d,
intuitively these limits correspond to sending the Coulomb branch part of the D3-brane

















Poincaré horizon, until all that remains in the limit is a cylinder of radius R0 extending
from the AdS5 boundary to the Poincaré horizon. This cylinder carries k units of string
charge, hence we interpret this solution as a uniform cylindrical distribution of k strings
that have expanded into a D3-brane via the Myers effect [81, 82].
This limit drastically alters the EE. In particular, we will show that the EE in this limit
diverges at R0, and when R → ∞ reproduces the k S! term in eq. (4.58) (and none of the
other terms). Such behaviour suggests this solution is dual to an infinitely thin spherical
shell of charge at R0 that at R → ∞ produces the EE of a Wilson line in the direct
product of k fundamental representations. A similar divergent behaviour in the EE can
also be found in boundary conformal field theories when the entangling region approaches
the boundary [83–86].
To demonstrate these features, we return to eq. (4.6) for the D3-brane action in the hy-
perbolic black hole background with arbitrary n, plug in the embedding given by eq. (4.59),
take large κ, and retain only the leading contribution, which is linear in κ. The result is










Crucially, the term involving C4 is subleading when κ → ∞, so we can safely ignore it.



























































































































where the prefactor is Nκ/3 = k
√
λ/3. Figure 9 shows S∞/(k
√
λ/3) as a function of R̃.
Clearly S∞ diverges at R̃ = 1, and S∞ → k
√






















Figure 9. Our result for S∞/(k
√
λ/3) from eq. (4.64) as a function of R̃ ≡ R/R0, with R0 ≡ κ/v
fixed as κ → ∞ and v → ∞. Clearly S∞ diverges at R̃ = 1, and approaches k
√
λ/3 as R̃ → ∞, as
indicated by the horizontal dashed line.
In the next section we compute the VEV of the Lagrangian for the screened Wilson line
and spherical soliton. For the latter we find large-R behaviour that can also be interpreted
as the contribution of a Wilson line in the direct product of k fundamental representations.
Furthermore, for the spherical soliton in the limits κ → ∞ and v → ∞ with R0 fixed we
find behaviour similar to that of S∞, namely a divergence at R0 and the large-(Rv) limit
of a Wilson line in a direct product of k fundamental representations.
5 Lagrangian and stress-energy tensor
In a gauge theory the one-point functions of single-trace gauge-invariant operators provide
a natural way to characterise the spatial profiles of objects like a Wilson line, screened or
not, or a spherical soliton. In this section we will consider two such operators. The first
is an exactly marginal scalar operator, namely the N = 4 SYM Lagrangian density, which
we denote OF 2 ≡ 1NTrFmnFmn+ . . . , where the . . . represents supersymmetric completion.
This operator is holographically dual to the dilaton. The second is the stress-energy tensor,
Tmn, which in a CFT can acquire a non-zero vacuum expectation value in the presence of
a conformal defect of codimension two or higher. This operator is holographically dual to
the metric. In each case we will consider a single probe D3-brane’s effect on the dilaton or
metric, so in the dual CFT, where the breaking SU(N) → SU(N − 1)×U(1) and large N ,
we will compute the order N contribution to ⟨OF 2⟩ or ⟨Tmn⟩, respectively.
Evaluating ⟨OF 2⟩ is straightforward for all cases discussed in this paper. However,
for ⟨Tmn⟩ a subtlety arises: in general we need to take into account the D3-brane’s back-
reaction on C4. As a simplification, we will only consider ⟨Tmn⟩ for the spherical soliton
in the limit κ → ∞ and v → ∞ with R0 = κ/v fixed, where the contribution of C4 is

















5.1 Expectation value of OF 2
We follow refs. [87–89] and compute ⟨OF 2⟩ holographically by computing the linearised
perturbation of the dilaton field generated by the D3-brane, and then reading ⟨OF 2⟩ from
its near-boundary behavior, per the standard AdS/CFT dictionary.
Let us first recall existing results for ⟨OF 2⟩ for the fundamental-representation Wilson
line, the symmetric-representation Wilson line, and the screened Wilson line. For the








For conformal Wilson lines, the dependence on ρ is fixed simply by dimensional analysis to
be 1/ρ4, as in eq. (5.1). The nontrivial information is therefore the dimensionless coefficient,√
λ



















which in the limit k ≪ N reduces to k⟨OF 2⟩!. For the screened Wilson line, ref. [56] was












































, ρv ≫ 1 .
(5.4)
As expected, in both the UV and IR limits, ρv ≪ 1 and ρv ≫ 1, respectively, we find 1/ρ4,
as required by scale invariance. For the dimensionless coefficient, the UV limit reproduces
the conformal Wilson line result in eq. (5.2), while the IR limit produces a factor ∝ κ2.
For the screened Wilson line, ref. [61] provided evidence for the screening in the form of
a quasi-normal mode spectrum, a feature characteristic of any screened impurity. Eq. (5.4)
provides more detailed information, as follows. Consider (3 + 1)-dimensional Maxwell
theory, which is a CFT, and in which a point electric charge Q produces an electric field
∝ Q/ρ2, and hence F 2 ∝ Q2/ρ4. Eq. (5.4) has the same form, including in particular
the IR limit ρv ≫ 1, where κ plays a role analogous to Q. Clearly, in the U(1) sector
the Wilson line is not screened in the IR, but rather survives and appears as a point-like
electric charge with strength κ.7 We thus learn that what appears in the UV as a Wilson
7Recall that our IR includes N = 4 SYM with gauge group U(1), so eq. (5.4) includes contributions

















Figure 10. Left: our numerical results for ⟨OF 2⟩soliton/N from eq. (5.5) as a function of ρ/R0
with R0 = κ/v for v = 1 and κ = 0.1 (red), 0.5 (blue), 1 (green), 1.5 (purple), 3 (brown), and 5
(orange). Right: our numerical results for ⟨OF 2⟩soliton/(Nκ) from eq. (5.5) as a function of ρ/R0
with κ = v and v = 1 (red), 5 (blue), 10 (green), and 20 (brown). The black curve corresponds to
the analytical solution in the v → ∞ limit given by eq. (5.10).
line of SU(N) becomes in the IR, where SU(N) → SU(N − 1) × U(1), a point charge of
the U(1) sector, and is completely screened in the SU(N − 1) sector.
Let us now consider the Coulomb branch spherical soliton. This case has not been
considered in the literature, so here our results are novel. The embedding for the D3-brane
dual to the spherical soliton in eq. (3.10) is of the same form as the embedding for the
D3-brane dual to the screened Wilson line in eq. (3.9), but with κ → −κ. As a result, we
can obtain an integral for ⟨OF 2⟩soliton simply by sending κ → −κ in eq. (5.3) and taking






























In general we must evaluate this integral numerically. Figure 10 on the left shows our
numerical results for ⟨OF 2⟩soliton/N as a function of ρ/R0, for various values of κ and
v = 1, and on the right shows our numerical results for ⟨OF 2⟩soliton/(Nκ) as a function
of ρ/R0, with κ = v, for various values of v. We can also obtain analytical results for
⟨OF 2⟩soliton in various limits, as follows.






, ρv → ∞ . (5.6)
Similarly to Ssoliton in the large-Rv limit of eq. (4.55), ⟨OF 2⟩soliton includes contributions of
order κ2 and κ. The order κ2 contribution to ⟨OF 2⟩soliton is identical to that of ⟨OF 2⟩screen
at large ρv in eq. (5.4). The order κ contribution is precisely that of a Wilson line in a
direct product of k fundamental representations [56]. We thus interpret the order κ2 term

















and the order κ term as a contribution from the SU(N − 1) sector, where the spherical
soliton looks like a Wilson line in the direct product of k fundamental representations.
When we approach the origin inside the spherical soliton, ρv → 0, we find that
⟨OF 2⟩soliton approaches a constant ∝ v4, unlike the screened Wilson line’s 1/ρ4 behaviour
in eq. (5.4). The power of v is fixed by dimensional analysis, but comes with a coefficient











sinh−1 κ + sinh−1 1
κ
)]
, ρv → 0 ,
(5.7)
where p8(κ) and p10(κ) are degree eight and ten polynomials, respectively,
p8(κ) = 105κ2(40κ6 − 204κ4 + 165κ2 − 20) ,
p10(κ) = κ10 − 120κ9 + 1072κ8 + 8790κ7 − 15624κ6 − 25179κ5 + 23380κ4 (5.8)
+ 10572κ3 − 4955κ2 − 384κ + 30 .












, κ → ∞ ,
ρv → 0 . (5.9)
As κ → 0 the spherical soliton’s charge and size vanish, and correspondingly ⟨OF 2⟩soliton at
ρv = 0 in eq. (5.9) vanishes as well. As κ → ∞, the spherical soliton’s radius R0 = κ/v → ∞
as we expect to recover the results of the SU(N) N = 4 SYM conformal vacuum, where
⟨OF 2⟩ = 0. Indeed, in that limit ⟨OF 2⟩soliton in eq. (5.9) vanishes.
As discussed in section 4.5 for the EE, our results for ⟨OF 2⟩soliton in general do not
exhibit “smoking gun” features characteristic of an infinitely thin interface. However,
figure 10 clearly shows that in general ⟨OF 2⟩soliton has a maximum, consistent with a
charge distribution peaked near R0. In particular, figure 10 on the left shows that if κ
is small then ⟨OF 2⟩soliton is peaked at ρ = 0, and as κ grows the peak moves to ρ ̸=
0. Clearly, some critical value κcrit exists where the peak first leaves ρ = 0. We can
determine κcrit by computing ∂2/∂ρ2 of ⟨OF 2⟩soliton at ρ = 0 and setting it to zero. This
results in a transcendental equation for κ with numerical solution κcrit ≈ 0.901. A natural
interpretation is that when κ < κcrit, the spherical soliton is a lump at ρ = 0, and as we
increase κ through κcrit the lump turns into an interface or bubble at ρ ̸= 0. A natural
question is whether any other observables exhibit similar behaviour.
As discussed at the end of section 4.5, when κ → ∞ and v → ∞ with κ/v ≡ R0
fixed, the D3-brane becomes a cylinder of radius R0 extending from the AdS5 boundary
to the Poincaré horizon. We saw that Ssoliton then exhibited a divergence at R = R0 and

















representations. The same occurs in ⟨OF 2⟩soliton: in the same limits, we find









z2 + (ρ − R0)2
]− 52 −
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which we show in figure 10 on the right as a black line. Clearly ⟨OF 2⟩soliton in eq. (5.10)
diverges at ρ = R0, and as ρ → ∞ approaches k times ⟨OF 2⟩! in eq. (5.1), as expected.
5.2 Stress-energy tensor
In this section we consider the one-point function of the stress-tensor, ⟨Tmn⟩, for the spher-
ical soliton. To compute it we will need to find the linearised back-reaction of the D3-brane
on the AdS5 metric. This can be done via the method of ref. [90]. One obtains the lin-
earised correction to the metric by integrating the graviton propagator against the probe
D3-brane’s stress-energy tensor, and then extracts ⟨Tmn⟩ from the metric’s near-boundary
behaviour, per the usual AdS/CFT dictionary [74, 91].8
A subtlety is that the D3-brane also sources C4. In general, we would need solve for
the linearised back-reaction of the D3-brane on both the metric and C4, since they satisfy
coupled equations of motion (see e.g. ref. [51]). We will avoid this issue by considering
only the limits introduced at the end of section 4.5, κ → ∞ and v → ∞ with the spher-
ical soliton’s radius R0 ≡ κ/v fixed. In these limits the D3-brane becomes a cylinder of
radius R0 extending from the AdS5 boundary to the Poincaré horizon, and only sources
components of C4 orthogonal to the non-zero components in the background solution in
eq. (3.2). The linearised equations of motion for the metric and C4 then decouple, mak-
ing it sufficient to consider the D3-brane’s back-reaction on the metric only. Similarly to
Ssoliton and ⟨OF 2⟩soliton, in these limits we expect ⟨Tmn⟩ to diverge at R0, and as ρ → ∞ to
look like the result for a Wilson line in a direct product of k fundamental representations,
as computed in refs. [67, 92]. We will see that is indeed the case.
Details of our computation appear in appendix D. Here we merely present the result,










































⟨Tφφ⟩ = ⟨Tθθ⟩ sin2 θ ,
(5.11)
8Note that we compute the D3-brane’s linearised back-reaction on the metric only in a near-boundary
limit, to extract ⟨Tmn⟩. Computing the D3-brane’s contribution to EE using the RT formula requires

















with all other components vanishing. This one-point function is finite as ρ → 0,


















+O(ρ4) , ⟨Tφφ⟩ = ⟨Tθθ⟩ sin2 θ .
(5.12)

























, ⟨Tφφ⟩ = ⟨Tθθ⟩ sin2 θ . (5.13)
In the large distance limit ρ → ∞, we expect to recover the result for ⟨Tmn⟩ in the




, ⟨Tij⟩ = −h
δij − 2ninj
ρ4
, ⟨Ttj⟩ = 0 , (5.14)
where h is a constant and ni = xi/ρ with xi, i = 1, 2, 3, the spatial Cartesian coordinates
















, ⟨Tφφ⟩ = ⟨Tθθ⟩ sin2 θ , (5.15)
which agrees with eq. (5.14) after changing from spherical to Cartesian coordinates, with
h = 2κTD3/3. Using κ = k
√




12π2 = k h! , (5.16)
where h! =
√
λ/12π2 is the value of h for a fundamental representation Wilson line at
large N and strong coupling [67, 92].
We have thus shown that in the limits κ → ∞ and v → ∞ with R0 ≡ κ/v fixed, all
three of Ssoliton, ⟨OF 2⟩soliton, and ⟨Tmn⟩ diverge at R0 and at ρ → ∞ approach the result for
a Wilson line in the direct product of k fundamental representations. Our interpretation
is that in these limits the spherical soliton becomes an infinitely thin shell of U(1) charge
at R0 that at large distances looks like a point charge in the U(1) sector and Wilson line
in the direct product of k fundamental representations in the SU(N − 1) sector.
6 Summary and outlook
We used holography to compute the EE of a spherical region of radius R in large-N ,
strongly coupled N = 4 SYM theory on the Coulomb branch where an adjoint scalar
VEV ∝ v breaks the gauge group from SU(N) to SU(N − 1) × U(1). We also considered

















SU(N) inside from SU(N −1)×U(1) outside. Each case is supersymmetric, BPS, and non-
conformal. The objects are described holographically by probe D3-branes in AdS5 × S5.
We used the Karch-Uhlemann method [53], i.e. Lewkowycz and Maldacena’s generalised
gravitational entropy [35] applied to probe branes, to compute the probe’s contribution to
the EE directly from the probe D3-brane action, without ever computing the D3-brane’s
back-reaction on the bulk fields.
For the Coulomb branch vacuum, we found the closed-form result for the EE, SCoul in
eq. (4.29). In this case, a fully back-reacted solution is available, so we could compare to
a calculation using the RT minimal-area prescription, in a probe limit. We found perfect
agreement. This agreement relied crucially on a certain boundary term in the probe D3-
brane’s action, our S(bdy)2 in eq. (4.28), that was neglected by Karch and Uhlemann [53]
and in previous calculations using their method [55–57].
Our result for SCoul vanishes when Rv < 1 and is a monotonically decreasing function
of Rv for Rv > 1. Our SCoul is consistent with the a-theorem [22, 25], its more stringent
entropic cousin [27], and the entropic area theorem [27, 68]. Our SCoul also has a square
root non-analyticity at Rv = 1, being continuous and monotonic in Rv but having a
discontinuous third derivative with respect to Rv at Rv = 1.
Such behaviour is strongly reminiscent of the potential experienced by a probe eigen-
value at a large-N matrix model saddle point, where the eigenvalues are distributed along
the branch cut of the matrix model’s resolvent function. On this branch cut, the force on a
probe eigenvalue is vanishing (or the potential is flat). Outside the branch cut the force is
non-zero and dictated by the non-analytic resolvent function. A natural question for future
research is whether this similarity is more than coincidence and could be made precise, for
example by generalising the calculation to include multiple branes, or groups of branes,
including back-reaction where necessary. More directly, in the field theory on hyperbolic
space we could attempt to compute an effective action for Coulomb branch VEVs using
perturbative methods and/or supersymmetric localisation.
Similar to our result for SCoul, our numerical result for the screened Wilson line EE,
Sscreen, was a monotonically decreasing function of Rv. In contrast, a previous attempt to
calculate the same EE in ref. [56] claimed to find a maximum. Crucially, ref. [56] overlooked
S(bdy)2 , the effect being the apparent, but false, maximum. This once again highlights the
importance of S(bdy)2 . In this case, no known physical principle, such as a monotonicity
theorem like the c- or a-theorems, requires the EE to be monotonic in Rv. Monotonicity
theorems have been proven for RG flows on certain defects or impurities in CFTs [94–98].
However, explicit examples of RG flows on line defects in (3 + 1)-dimensional CFTs show
that the spherical EE does not have to be monotonic in R [99]. Moreover, in our case a bulk
RG flow, from SU(N) to SU(N − 1) × U(1), actually triggers the RG flow on our Wilson
line. Our result raises the question of whether a monotonicity theorem for EE could be
proven in such cases. At the very least, our results do not rule out the possibility of such
a monotonicity theorem.
For the screened Wilson line we also computed the probe’s contribution to the one-
point function of the field theory’s Lagrangian density, which we denoted ⟨OF 2⟩screen. At

















revealed more detailed information about the screening, namely that what appears in the
UV as a Wilson line of SU(N) appears in the IR as a point charge in the U(1) sector, while
being completely absent, i.e. screened, in the SU(N − 1) sector.
Our numerical result for the EE of the spherical soliton, Ssoliton in eq. (4.54), has a
maximum just outside the soliton’s radius, R0 = κ/v, where κ determines the soliton’s
U(1) charge. Here again S(bdy)2 ̸= 0 is crucial: without it, the EE appears to diverge as
R → R+0 . Schwarz in refs. [65, 66] proposed that the spherical soliton is an infinitesimally
thin shell, i.e. a phase bubble or domain wall. In general we did not find clear evidence
for an infinitesimally thin shell. At least, our results were consistent with a shell of finite
thickness around R0. In fact, we computed ⟨OF 2⟩soliton in this case, and found a critical
value κcrit ≈ 0.901 such that when κ < κcrit the spherical soliton appears to be a lump
localised at the origin, rather than a shell, bubble, or domain wall. A natural question is
whether VEVs of other single-trace operators display similar behaviour. However, in the
limits v → ∞ and κ → ∞ with R0 fixed, we found that all three of Ssoliton, ⟨OF 2⟩soliton, and
the stress-energy tensor diverge at R0, consistent with an infinitesimally thin shell. This is
nicely consistent with the form of the D3-brane solution in these limits. In particular, the
D3-brane becomes a cylindrical shell with radius R0 and k units of string charge, stretching
from the AdS5 boundary to the Poincaré horizon.
Schwarz in refs. [65, 66] also asked whether Ssoliton at R0 scales for large κ with the
surface area, i.e. like R20, similar to a black hole’s Bekenstein-Hawking entropy. Our nu-
merical results suggest this is not the case: we found that Ssoliton at R0 scales for large κ as
R1.30 . Nevertheless, the spherical soliton has many features similar to an asymptotically flat
extremal black hole, such as a mass and radius proportional to its charge and a spectrum of
quasi-normal modes [69]. A natural question is thus to what extent this soliton, and other
similar QFT objects [100–104], can model aspects of black hole physics, and in particular
whether any could indeed have EE that scales with their surface area.
A tantalizing fact is that in the limits v → ∞ and κ → ∞ with R0 fixed, the probe
D3-brane becomes a cylindrical shell with radius R0 and k units of string charge, stretch-
ing from the AdS5 boundary to the Poincaré horizon. The D3-brane then resembles a
supertube [105], a cylindrical D2-brane solution with non-zero entropy whose microstates
have been counted explicitly [106, 107], and are simply BPS zero-mode deformations of
the supertube’s shape. A natural question is whether our D3-brane cylinder has similar
microstates, and if so, do they contribute to Ssoliton, or any other entropy?
Our result for SCoul at large R has the form of a (3 + 1)-dimensional CFT with cutoff
1/v. This makes sense, since in the IR the cutoff should be the inverse W-boson mass,
which is indeed ∝ 1/v. Remarkably, however, we find that the large-R asymptotics of
Sscreen and Ssoliton can be determined from SCoul as follows. As mentioned in section 1, the
shape of the D3-branes in figures 1c and d suggest that the W-boson mass, and hence the
cutoff, become position-dependent. We thus introduce an effective value of v,





















We found that, for Rv ≫ 1,











with S! the EE of a conformal Wilson line in the fundamental representation, eq. (2.20).
We thus find that at large Rv both Sscreen and Ssoliton approach SCoul. Indeed, in figure 1
all three D3-branes look the same at large Rv. However, the behaviour in eq. (6.2) captures
some of the 1/R corrections, some of which are difficult to explain otherwise. For example,
although SCoul at large R has the form of a (3+1)-dimensional CFT, including an area law
term ∝ (Rv)2 and a log(Rv) term, the corrections include a term ∝ Rv that does not look
like a CFT or an impurity entropy, which would be independent of R. Eq. (6.2) captures
the term ∝ (Rv), and others, in a simple and intuitive way.
For Ssoliton, we showed that the term k S! in eq. (6.2) comes from the part of the
D3-brane that reaches the Poincaré horizon. Indeed, when v → ∞ and κ → ∞ with R0
fixed, that part of the D3-brane becomes the cylindrical shell with charge k and radius R0.
We found also that in these limits ⟨OF 2⟩soliton and the stress tensor’s one-point function at
large distances take the form of k charges of the U(1) plus a Wilson line in a direct product
of k fundamental representations of SU(N − 1), consistent with eq. (6.2) in these limits.
Although we focused on probe D3-branes in AdS5 ×S5, the Karch-Uhlemann method,
upgraded to include S(bdy)2 , is of course applicable to practically any probe object in any
holographic space-time. We thus have an enormous number of possibilities for future
research. An obvious starting point is to re-visit previous calculations using the Karch-
Uhlemann method where S(bdy)2 was neglected [55–57]. More generally, RG flows and other
forms of conformal symmetry breaking are typically easier to study using probe branes,
whose equations of motion are usually easier to solve than Einstein’s equation. As a result,
the Karch-Uhlemann method, with S(bdy)2 included, could potentially be used to address
questions about EE, such as its behaviour with RG flows, defects, non-perturbative objects
like baryons and solitons, and so on, and more broadly questions about its relation to
monotonicity theorems, the emergence of probe actions from probe sectors of QFT, and
much more. We intend to pursue these and many related questions in the future, using
this paper as a foundation.
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A HEE of the Coulomb branch from back-reaction
In this appendix we consider the Coulomb branch D3-brane introduced in section 3.2, and
compute its contribution to the EE of a spherical region of radius R, using the RT formula,
eq. (2.5). More precisely, we consider the solution of type IIB supergravity describing the
back-reaction of the D3-brane and calculate the EE using the RT formula in a probe limit.
We then compare to our result computed directly in the probe limit eq. (4.29) (rather than
including back-reaction and then taking the probe limit). We find perfect agreement.
If we begin with N coincident D3-branes, with low-energy worldvolume theory SU(N)
N = 4 SYM, then a generic point on the Coulomb branch is described by multiple separate
stacks of D3-branes, say with NI D3-branes in each stack, breaking SU(N) → S [
∏
I U(NI)]




d⃗1 IN1 0 . . . 0
0 d⃗2 IN2 0 . . .
0 0 . . . 0
⎞
⎟⎟⎠ , (A.1)
with constants d⃗1, d⃗2, etc. The fully back-reacted solution of type IIB supergravity de-
scribing such generic points on the Coulomb branch is known [59]. Its metric is
ds2 = H(y⃗)−1/2ηmndxmdxn +H(y⃗)1/2δijdyidyj , (A.2a)




|y⃗ − d⃗I |4
, (A.2b)
where m,n label the four field theory directions, i, j = 1, . . . , 6 and gs is the string coupling.
We place N − M D3-branes at y⃗ = 0 and M at y⃗ = y⃗0. In the decoupling limit α′ → 0



















where we also used L2 = α′
√
4πgsN . Let us switch to polar coordinates in the y⃗ directions,
with radius |y⃗| = r and polar angle χ, orienting the axes such that y⃗0 points in the χ = 0




























The RT surface is extended along z, χ, and the S2 and S4, and thus is given by
































where ϵ is a small-z cut-off, and z∗ denotes the maximal extension of the surface into the
bulk, which in general will depend on χ.
We will work in the probe limit η ≡ M/N ≪ 1. For η = 0, the metric (A.4a) reduces
to that of AdS5 × S5. The RT surface is given by ρ =
√
R2 − z2 [33, 34], whose maximal
extension into the bulk is z∗|η=0 = R. The O(η) term in a small η expansion of the area
functional eq. (A.5) is the sum of three contributions, A = A1 + A2 + A3. Their origins
are, respectively:
1. A1 comes from the linearised change in the embedding ρ(z,χ) due to non-zero η. The
equation of motion for ρ(z,χ) reduces this contribution to a boundary term.
2. A2 comes from the change in z∗ due to non-zero η.
3. A3 comes from the explicit dependence of f(z,χ) on η.
We will consider each contribution in turn.
Contribution 1. If we write ρ(z,χ) =
√
R2 − z2 + η δρ(z,χ) +O(η2), then we find the

































The prefactor of δρ(z,χ) vanishes at z = R. If we require δρ(z,χ) to be regular, then the
contribution to eq. (A.6) from z = R vanishes. On the other hand, the prefactor diverges
as ϵ−2 near z = 0, and so we could get a contribution from small z, depending on the
near-boundary behaviour of δρ(z,χ). However, we find that the leading-order term in a
near-boundary expansion of δρ(z,χ) is O(z3). Concretely, δρ(z,χ) = −z3 vLR cosχ+O(z4),
so the small-z contribution to (A.6) vanishes as well. Thus, A1 = 0.
Contribution 2. The fundamental theorem of calculus implies that the change in
eq. (A.5) due to a small change in z∗ is given by η dz∗dη times the η = 0 integrand, evaluated
at z = z∗|η=0 = R. The η = 0 integrand is proportional to
√
R2 − z2, so A2 = 0. It is per-
haps unsurprising that this boundary term vanishes, since it arises purely from our choice
of coordinates on the RT surface. In particular, since the area functional is diffeomorphism
invariant we could instead choose coordinates in which the only boundary is the physical
one at z = 0, so we expect that all boundary contributions at z∗ must vanish.
Contribution 3. Since the first two contributions vanish, the O(η) contribution to the
entanglement entropy comes entirely from A3. By expanding the integrand in eq. (A.5) to
linear order in η and evaluating it on the unperturbed solution ρ(z) =
√



















4L(L2 + v2z2) cosχ − vz
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, Rv > 1 ,
(A.8)
where we have chosen units in which L ≡ 1. In these units, 1/GN = 2N2/π4. When
M = 1, the result in eq. (A.8) agrees perfectly with the one obtained by employing the
Karch-Uhlemann method eq. (2.13), namely eq. (4.29).
B Modification of C4 for n ̸= 1
In this appendix we discuss the gauge choice that we require for the Ramond-Ramond
4-form C4 to be non-singular at the hyperbolic horizon.
Consider C4 as given by eq. (4.2). When n = 1, the hyperbolic horizon is located at
ζ = ζh = 1, and the first term in C4 vanishes at the horizon. This behavior is a requirement
for regularity at the horizon. If we change n, then the location of the horizon changes to
ζh ̸= 1. This modification introduces a singularity in C4 that must be cancelled.
To make the discussion above more precise, it is convenient to make the following
coordinate transformation from (ζ, τ) to (x, y),
x =
√
ζ2 − ζ2h cos τ , y =
√
ζ2 − ζ2h sin τ . (B.1)
Here we take ζh to be arbitrary, i.e. not necessarily equal to one. The hyperbolic horizon
ζ = ζh now corresponds to x = 0 and y = 0. Using
dζ = x dx√
x2 + y2 + ζ2h
+ y dy√
x2 + y2 + ζ2h
, dτ = xdy
x2 + y2 −
ydx
x2 + y2 , (B.2)
eq. (4.2) becomes
C4 = −x
(x2 + y2 + ζ2h)(x2 + y2 + ζ2h − 1)
x2 + y2 sinh
2 u sin θ du ∧ dy ∧ dθ ∧ dφ
+ y (x
2 + y2 + ζ2h)(x2 + y2 + ζ2h − 1)
x2 + y2 sinh
2 u sin θ du ∧ dx ∧ dθ ∧ dφ
+ sinh
2 u sin θ(sinh u − cos θ cosh u)
cosh u − cos θ sinh u dx ∧ dy ∧ dθ ∧ dφ
− sinh u sin
2 θ
cosh u − cos θ sinh u dx ∧ dy ∧ du ∧ dφ .
(B.3)
If ζh ̸= 1, then the first two terms are singular at the horizon x = 0 and y = 0. Specifically,
the singular terms are
C4|sing = −x
ζ2h(ζ2h − 1)
x2 + y2 sinh




x2 + y2 sinh


















which in terms of (ζ, τ) become
C4|sing = −ζ2h(ζ2h − 1) sinh2 u sin θ du ∧ dτ ∧ dθ ∧ dφ . (B.5)
Crucially, C4|sing is exact everywhere but at the horizon, so we can perform a (singular)
gauge transformation to remove the singularity. Starting from the singular C4 in eq. (4.2),
we thus perform a gauge transformation that simply subtracts the C4|sing in eq. (B.5). The
result is the non-singular C4 in eq. (4.3), which we use throughout our calculations.
C Details of the HEE computation
In this section we discuss the integral S in eq. (4.8) in more detail. It consists of the sum
of two pieces. The term with sign(∂ζu) is a total derivative and thus straightforward to











κ2 + ζ4 sinh4 u
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which in most of the cases needs to be evaluated numerically. The general strategy is to
make a coordinate transformation that maps the embedding from hyperbolic coordinates
back to Poincaré coordinates. The embeddings are much simpler in the Poincaré patch,
and the problem is more tractable. However, a subtlety arises as we will see shortly. For
later convenience, we note the inverse transformation of eqs. (2.15),
ζ =
√
R4 + 2R2 (−ρ2 + t2 + z2) + (ρ2 + t2 + z2)2
2Rz , (C.2a)
sinh u = 2ρR√
R4 + 2R2 (−ρ2 + t2 + z2) + (ρ2 + t2 + z2)2
, (C.2b)
cos τ = R
2 − ρ2 − t2 − z2
√
R4 + 2R2 (−ρ2 + t2 − z2) + (ρ2 + t2 + z2)2
, (C.2c)
where we have set L ≡ 1, and for notational simplicity we drop the subscript E on the
Euclidean time in this appendix.
Let us begin by considering the integral S1 in eq. (C.1). For all the non-conformal
embeddings that we study, its integrand diverges at the horizon ζ = 1 like 1/(ζ2 − 1).
The divergence in the ζ-integration can be easily regularised, e.g. by introducing a cut-off.
Subsequently performing the integral over the Euclidean time τ , one finds that the leading-
order piece in ζ2 − 1 vanishes, and we can safely take the cutoff to zero. Nonetheless, this
singular behaviour makes the numerics unstable in the hyperbolic coordinates. For this
reason, our strategy will be to subtract and add the singular term. The integrand minus the
singular piece will be computed numerically in Poincaré coordinates, while the additional

















Employing the ansatz eq. (4.11), one can straightforwardly find the singular part of







































We now illustrate our method of subtraction of this singular part for the Coulomb branch
D3-brane. The resulting numerical evaluation of the EE agrees perfectly with the analytical
evaluation found in section 4.3. We will then give some details of the subtraction and
numerical evaluation for the screened Wilson line and the spherical soliton.
C.1 Coulomb branch
Recall that the Coulomb branch D3-brane reaches the hyperbolic horizon if Rv > 1. In
this case, expanding the solution eq. (4.19) near the horizon we find u(0)1 = cosh−1(Rv)
and u(1)1 (τ) = −
√
2














ζ2 − 1 , (C.4)
where ζ̃(τ) = Rv−cos τ
√
(Rv)2−sin2 τ
sin2 τ is the upper limit on the integration over ζ, arising from
the condition that cosh u(ζ, τ) in eq. (4.19) is ≥ 1. In order to deal with the singularity at
ζ = 1, we introduce a small cut-off such that the lower limit of integration is ζ = 1 + ϵ.
Evaluating eq. (C.4) for non-zero ϵ, and then sending ϵ → 0, we find S(sing)1 = 0.
Now consider changing coordinates in S1 from hyperbolic to Poincaré coordinates. The














We transform the divergent piece eq. (C.4) to Poincaré coordinates and subtract it from
























4R2v2 + 4R2v2F + F2 − 4Ff− + 2(3F − 2Ff+) + f2− + f2+
)





where we have defined
f+ ≡ (Rv + ρ)2 + t2 + 1 , f− ≡ (Rv − ρ)2 + t2 + 1 , F ≡ f+f− . (C.7)

































Figure 11. Comparison between the numerical integration of eq. (C.6) (blue dots) and the analyti-
cal expression eq. (C.8) (red curve). The numerical values agree perfectly with the analytical result.
found in section 4.3. Concretely, in figure 11 we show the numerical result (blue dots) and
the analytical answer (red curve). Evidently they agree very well.
C.2 Screened Wilson line




















which is obtained by substituting the solution in eq. (4.37) into eq. (C.1). In this case the




















Rvκ sinh u0 + cosh u0(Rv − cosh u0)2
. (C.11)
It is straightforward to show that again S(sing)1 = 0.












∣∣Rv κ cosh u+ sinh u(κ − ζ sinh u)2
∣∣
Rv κ2 z(ρ)2 , (C.12)
where z = z(ρ) is the embedding as given by eq. (3.9) (recall that r = 1/z for L ≡ 1). By
transforming the integral in eq. (C.9) to Poincaré coordinates and subtracting the singular



























Figure 12. Left: plot of the embedding eq. (4.44) at Rv = 3 and κ = 1. The two curves (red
and black) correspond to two different values of τ . The embedding reaches the horizon ζ = 1 at
two different values, u1 and u2. Right: behaviour of the integral S1 of eq. (C.21) near (Rv)crit at
κ = 0.5. The blue dots correspond to the numerical integration while the red curve represents the
analytical function eq. (C.26).
The functions Fκ,Rv and F singκ,Rv are





4R2v2κ2ρ2 + f2screen − 2R2v2
)2












4R2v2κ2ρ2 + f2screen + 2R2v2
))2
f4screen(ρ + 1)2 (4R2v2ρ2 − f2screen(ρ + 1)2)2
⎤
⎥⎦ ,
































2R2v2ρ2 (κ2(ρ + 1)2 (t2 − 1) + t2 + 1)
(ρ + 1)2 +R
4v4 (t2 + 1)2 + ρ
4 (κ2(ρ + 1)2 + 1)2
(ρ + 1)4 .
(C.16)
The results and plots in section 4.4 were obtained by numerically evaluating the integral
in eq. (C.13).
C.3 Spherical soliton
Finally, let us discuss the integral in eq. (4.47) for the spherical soliton case. When Rv <
(Rv)crit, where (Rv)crit is defined in eq. (4.46), the D3-brane does not reach the horizon

















Let us therefore focus on the more subtle case Rv > (Rv)crit. As anticipated in
section 4.5, the D3-brane embedding has two disconnected boundaries located at the hy-
perbolic horizon ζ = 1, corresponding to the two loci where the D3-brane intersects the RT
surface. In figure 12, we plot the embedding for κ = 1 and Rv = 3 for two different values
of τ = π/2±0.2 (in red and black, respectively). The embedding reaches the horizon ζ = 1
at two distinct points, u1 and u2, which are independent of τ . Their values are given by
the solution of eq. (4.45). Note also the qualitatively different behaviour of the two curves
in the (ζ, u) plane. Finally, we observe that u1 and u2 approach the same point in the limit
Rv → (Rv)crit. The reason is very intuitive: at the critical value the RT surface is exactly
tangent to the D3-brane.




















Applying the same procedure as above, we first find the singular part of the integrand.













ζ2 − 1 , i = 1, 2 . (C.18)
Here ζmax(τ) is the largest value of ζ that satisfies the embedding equation, as illustrated
on the left side of figure 12. It can be found numerically by solving 1/∂ζu = 0. The








Rv κ sinh ui − cosh ui(Rv − cosh ui)2
. (C.19)












dτ tanh−1 [ζmax(τ)] cos 2τ . (C.20)
Finally, we apply our usual trick: we subtract the singular piece in the form of eq. (C.18)
and add it again in the form of eq. (C.20). Transforming the full integral and the subtracted











































































































Note that the integral over ρ in eq. (C.21) splits into two parts, (0, ρ∗(t)) and (ρ∗(t),+∞).
This is because we have two boundaries at the horizon with different C(i)soliton(κ, Rv). The
value ρ∗(t) corresponds to ζmax in Poincaré coordinates, and it is given by the unique




4R2v2κ2(ρ + 1)2 + 1 − κ(ρ + 1)
2 = 0 . (C.25)
Before concluding this appendix, let us discuss the behaviour of the integral eq. (C.21)
near the critical point (Rv)crit. The integral must be evaluated numerically, and we find











+ . . . . (C.26)
On the right-hand side of figure 12 we plot the numerical result of the integral eq. (C.21)
(blue dots) for κ = 0.5 close to (Rv)crit. The red curve is given by eq. (C.26). We see that
the numerics agrees very well with the expression for the divergent behaviour. Eq. (C.26)
is the divergence we write in eq. (4.48).
Notice that the divergence in eq. (C.26) matches exactly the one coming from the
boundary term S(bdy)2 in eq. (4.53). This demonstrates the cancellation of the divergences
at (Rv)crit once all the contributions, i.e. S(bdy)1 , S
(bdy)
2 and S, are taken into account, as
mentioned below eq. (4.53).
D Stress-energy tensor one-point function
In this appendix we present details of the derivation of the one-point function of the stress

















is eq. (4.59). Our strategy will be to find the leading-order back-reaction of the probe




dt2E + dρ2 + ρ2dθ2 + ρ2 sin2 θ dφ2 + dz2
)
. (D.1)
From the linearised back-reacted metric gµν = g(0)µν +hµν we may then extract the one-point
function of the stress tensor by employing the standard AdS/CFT dictionary as outlined







Here, Gµν;µ′ν′ is the graviton propagator. It takes the form
Gµν;µ′ν′ =
(
∂µ∂µ′u ∂ν∂ν′u+ ∂µ∂ν′u ∂ν∂µ′u
)
G(u) + gµνgµ′ν′H(u) , (D.3)
where the variable u (not to be confused with the hyperbolic coordinate) is defined as
u ≡ (x − x
′)2
2zz′ (D.4)
= (tE − t
′
E)2 + (z − z′)2 + ρ2 + ρ′2 − 2ρρ′ [cos(θ − θ′) + sin θ sin θ′ (cos(φ − φ′) − 1)]
2zz′ .
The partial derivatives ∂µ and ∂µ′ are taken with respect to x and x′, respectively. For
d = 4, i.e. the present case of interest, the functions G(u) and H(u) in eq. (D.3) are

























From the DBI part of the action eq. (3.3), we find the on-shell D3-brane stress tensor
in the Euclidean space-time. In the κ → +∞ limit it reads
√
g Tµν = TD3
⎛
⎜⎜⎜⎜⎜⎜⎝
κ sin θ 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 κ sin θ
⎞
⎟⎟⎟⎟⎟⎟⎠
δ(ρ − R0) , (D.6)
where R0 ≡ κ/v. Since we are interested in the expansion for small z, it is convenient to
re-express the integral in eq. (D.2) in terms of the variable v ≡ 1/u (not to be confused
with the adjoint scalar VEV). Moreover, we change integration variables from t′E to v,













(x − x′)2 + (z − z′)2 , (D.7)

















Let us illustrate the computation by considering the simplest piece, which is the one













, T ≡ √gTµνgµν =
2TD3κ
z′2
δ(ρ′ − R0) .
(D.8)
We now change variables once more to ϖ = v/vm, and expand the integrand to 5th order























ρ2 +R20 − 2ρR0[cos(θ − θ′) + sin θ sin θ′(cos(φ − φ′) − 1)] + (z − z′)2
= 2zz
′
ρ2 +R20 − 2ρR0 cos θ′ + (z − z′)2
.
(D.10)
We used spherical symmetry to set θ = 0 in the second step. Evaluating the integrals in
















The contributions from the piece containing G(u) in eq. (D.3) can be found in a similar
way. The derivation is straightforward but tedious.9 We will skip it and only present the
















































































⎠ z +O(z3) .
(D.13)








(x − x′)µδν′z +
1
z



















In order to straightforwardly obtain the stress tensor from results presented in ref. [74], we











where we assumed that the metric is time-independent. To this end we perform an in-
finitesimal diffeomorphism
hµν → hµν + ∇µξν + ∇νξµ (D.15)
to remove the off-diagonal terms hρz = hzρ and hzz. Any ξµ with components





































































⎠ z2 +O(z4) ,















⎠ z2 +O(z4) .
(D.18)
The field theory stress-energy tensor is then given by [74]
⟨Tmn⟩ = 2h(4)mn , (D.19)
where we have written the metric as
hmn(z,x) = h(0)mn(x) + h(2)mn(x)z2 + h(4)mn(x)z4 +O(z6) . (D.20)
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