Abstract: A computer program is introduced that evaluates the parameters of binary copolymerizations from comonomer/copolymer composition data as obtained from polymerization experiments with finite monomer conversion. The program numerically integrates a given copolymerization equation in its differential form and can be applied to a broad variety of functions. Copolymerization parameters are obtained by minimizing the sum of square differences between measured and calculated polymer compositions with respect to the copolymerization parameters. Errors of the fitted parameters are estimated from the statistical error of the sum of square differences, as well as from a quadratic approximation of this sum in the vicinity of the optimized values of the copolymerization parameters.
Introduction
The primary result of a series of copolymerization experiments is a dataset containing the composition of the monomer feed and the monomer composition of the copolymer resulting from this feed. Since the monomer composition changes with monomer conversion whenever the copolymerization is not random (r 1 = r 2 = 1) or azeotropic (f 1 = F 1 (f 1 )), the monomer conversion is generally kept below 5 -15 %. Traditionally, the copolymerization parameters are obtained by applying linearized versions of the differential form of the Mayo-Lewis copolymerization equation to this data and fitting straight lines by graphical or numeric regression analysis [1] . Wellknown procedures of this kind are the Mayo-Lewis [2], the Fineman-Ross [3] as well as the Kelen-Tüdös method [4] . It has clearly been stated that all these methods are encumbered with statistical limitations inherent to the applied linearization, because the 'independent' variable of these linear equations is not really independent, and the variance of the dependent variable is not constant [5] . Hence, the statistically soundest method to determine r 1 and r 2 is to fit the copolymerization equation by means of non-linear least square difference procedures [1] . A widespread version of this method is the 'error-in-variable' model that performs a decent statistical analysis on the presented data and calculates error limits and confidence intervals of the obtained copolymerization parameters [6] .
However, even with very low conversions the differential form of a copolymerization equation may not accurately describe the relation between monomer feed and copolymer composition [7] . Furthermore, the conversion cannot be limited arbitrarily, since for analytical purposes measurable quantities of the polymer must be isolated, 1 or a detectable change in the monomer feed composition must occur [1] . For this reason the use of the integrated Lewis-Mayo equation has been recommended in combination to 'try-and-error' approaches to find r 1 /r 2 pairs that well reproduce the experimental data [8] . The present state of the art with respect to free radical copolymerisation mechanisms, copolymerization models, distinction of models and determination of copolymerization parameters is well summarized in refs. [9] [10] [11] [12] [13] .
Actual research on copolymerization is directed towards the dynamic description of copolymerization reactions by means of simulation calculations without assuming steady state conditions. Reviews on this important field are given in refs. [13] [14] [15] [16] . Most of the synthetic polymer chemists still prefer closed analytical expressions over computer simulations to describe their copolymerization diagrams. Hence, there is a need for simple tools to evaluate the respective parameter sets from the experimental data.
In this publication the computer program COPOINT is described that applies a numerical integration technique to copolymerization equations and systematically searches for the copolymerization parameters by minimizing the sum of square differences. COPOINT calculates the statistical error of this sum from the errors in compositional analysis of the copolymers and derives the confidence interval for each parameter. The numerical integration allows selecting the copolymerization equation under investigation (e.g., terminal model [2, 17] , penultimate model [18] , depropagation model [19] or complex participation model [20] ) without forcing the user to supply an integrated form. The accuracy of the numerical integration is discussed with the example of the Lewis-Mayo equation.
Results and discussion
When two monomers react to form a copolymer the monomer feed composition must vary with conversion whenever the composition of the copolymer is not identical to that of the initial monomer mixture. The experiment starts with a monomer feed that contains the molar fraction f 1,0 of monomer 1. A copolymer is formed that contains a molar fraction F 1,0 of the respective monomer. The more reactive monomer is incorporated faster than the comonomer and the monomer mixture becomes enriched in the less-reactive monomer. This law determines the direction of the compositional drift: In 'blocky copolymerizations' (r 1 < 1, r 2 > 1) the monomer composition changes towards f 1 = 1 while in azeotropic copolymerizations of the type r 1 < 1, r 2 < 1 the monomer composition will always drift away from the azeotropic point. Direction and extent of the monomer mixture's compositional drift can be obtained from [21] ) F (f p 1 1 dp
(f 1 = mole fraction of monomer 1 in the reaction mixture, F 1 = mole fraction of monomer 1 incorporated in the copolymer, p = monomer conversion).
At the end of the polymerization experiment the mole fraction of monomer 1 in the feed is f 1,e and F 1,e in the copolymer. Since the generated macromolecular material is a mixture of copolymers with all possible compositions between F 1,0 and F 1,e , any analysis of the polymer composition that is sensitive to the mole ratio of the incorporated comonomers yields an average value <F 1 > that is obtained from the differential copolymerization equation by means of the first average theorem of calculus (Eq. (2)). Fig. 1 schematically depicts this process and explains the relevant variables. 
(<F 1 > = average fraction of monomer 1 incorporated in the copolymer, f 1,0 = initial fraction of monomer 1 in the monomer feed, f 1,e = mole fraction of monomer 1 at the end of the reaction, F 1 (f 1 ) = copolymerization equation that relates the differential composition of the copolymer to f 1 , dp 1 = number of moles of monomer incorporated in the copolymer between f 1 and f 1 + df 1 ).
Note that f 1,0 , f 1,e , p and <F 1 > are interrelated by the stoichiometric balance equation:
(<F 1 > = average fraction of monomer 1 incorporated in the copolymer, p = molar monomer conversion, f 1,0 = initial fraction of monomer 1 in the monomer feed, f 1,e = mole fraction of monomer 1 at the end of the reaction.)
Although the direct evaluation of <F 1 > from Eq. (2) seems to be the most straightforward approach it is highly impractical since replacing the monomer conversion p against the monomer composition f 1 leads to highly complicated equations. Instead one integrates Eq. The general case of an arbitrary copolymerization cannot be solved analytically, hence the program COPOINT integrates Eq. (1) numerically within the integration limits f 1,0 and f 1,e :
(p = molar monomer conversion, f 1,0 = initial fraction of monomer 1 in the monomer feed, f 1,e = mole fraction of monomer 1 at the end of the reaction, N = number of summation steps, ω k = weight factors of the applied integration algorithm).
Care must be taken not to integrate over azeotropic points, since f 1 = F 1 (f 1 ) will force the program to terminate. Polymerizations in the vicinity of an azeotropic point are characterized by f 1,e -f 1,0 → 0 as well as opposite compositional drift directions on both limits of the integration interval: |df 1 /dp| f1<fazeotropic = -|df 1 /dp| f1>fazeotropic . Since azeotropic points cannot be crossed by a copolymerization reaction the selected copolymerization parameter must be erroneous whenever the integration area includes an azeotropic point. COPOINT integrates Eq. (5) numerically by applying either the closed sixth-order Newton-Coates equation for small integration intervals (f 1,e -f 1,0 < 0.25) or else by means of the trapezoidal algorithm [23] . Subsequently, the molar monomer conversion p is used to calculate the average copolymer composition <F 1 > from Eq. (3).
In a typical copolymerization experiment the final composition f 1,e of the monomer mixture is unknown and has to be calculated from the measured monomer conversion p. Note that mol-number counting analytical methods (e.g., NMR) yield the molar monomer conversion p, while with gravimetric experiments the weight conversion p µ is obtained. Under the assumption that no polymer is lost during isolation of the polymer from the reaction mixture, the polymer yield is identical to the total monomer conversion p µ . Taking into account the stoichiometric balance one obtains f 1,e from Eq. (6):
(<F 1 > = average fraction of monomer 1 incorporated in the copolymer, f 1,0 = initial fraction of monomer 1 in the monomer feed, f 1,e = mole fraction of monomer 1 at the end of the reaction, p = weight related total monomer conversion at the end of the reaction = m P /m 0 (m P = mass of polymer, m 0 = initial mass of monomers), r 1 and r 2 = copolymerization parameters, M 1 ,M 2 = molecular weights of monomers 1 and 2).
Tab. 1. Copolymerization equations and copolymerization parameters for binary copolymerizations as implemented in COPOINT
Model name Copolymerization equation Parameter set j r Case II , and conversions p i . If f 1,e (i) exceeds one or becomes smaller than zero the user is warned that the respective data point is erroneous and cannot be included in the procedure.
Subsequently, according to the selected copolymerization equation, a set of copolymerization parameters r is generated and used to calculate the average copolymer 5 [20] . In Tab. 1 the equations and their sets of copolymerization parameters are summarized. Note that the depropagation model can only be used with COPOINT as long as the monomer concentrations exceed their respective equilibrium (ceiling) concentrations [M ic ] [20] . Furthermore the Lowryand the Seiner-Litt equations contain parameters that depend on the absolute monomer concentration. Since at non-zero monomer conversions the concentrations must decrease, the COPOINT implementation corrects such parameters by a monomer conversion term (r x0 = K·[M x ] 0 becomes implemented as r x = r x0 · {1 -p i (exp) · <F i > (calc) }).
Tab. 2 illustrates the accuracy of numerical integration of the Lewis-Mayo equation to the analytical solution for the monomer pair r 1 = 0, r 2 = 4.5. Within the selected integration limits (f 1,0 = 0.2 to f 1,e = 0.9) not more then 30 summation steps are required to obtain an approximate value of the integral that deviates less than 0.12% from the exact solution.
Since COPOINT by default applies 101 summation steps per integration, the integration error is ensured to fall short of the experimental compositional error for one order of magnitude. Note that with the frequently found r 1 < 1, r 2 < 1 comonomer pairs the integration requires even less summation steps to achieve a similar accuracy. 
A square difference error sum Φ(r ) is obtained from the experimental and the calculated copolymer compositions according to Eq. (7), taking into account the different reliabilities of the experimental values of <F 1 > i . For each data point a weight factor w i is obtained from Eq. (8), depending on the experimental errors of <F 1 > i . The larger the estimated error of a data point, the lower its contribution to Φ( r ) as well as the final copolymerization parameters. The required errors δ<F 1 > i must be estimated from the standard deviations of repeated experiments and from the known accuracy of the applied analytical techniques.
<F 1 > i = experimental average fraction of monomer 1 in the copolymer, <F 1 > i (calc) = average fraction of monomer 1 calculated from Eq. (5), w i = weight factor of data point i, δ<F 1 > i = experimental error of <F 1 > i , n = number of experimental data points, r = set of copolymerization parameters required by the applied copolymerization equation.
COPOINT performs a grid-search by systematic variation of all copolymerization parameters within user-defined intervals and step widths to minimize the sum of square differences Φ( r ). The set of copolymerization parameters r (min) that defines the smallest obtainable value of Φ(r ) (min) at the current iteration step is used to setup a new grid with smaller search intervals and step sizes around r (min) to refine the result in the next iteration. The iteration is stopped if (a) the change of Φ( r ) from iteration i to iteration i + 1 falls short of 0.01%, (b) the step sizes of each copolymerization parameter become smaller than 0.001, or (c) more than 50 iterations have been performed. Condition (c) was introduced to avoid infinite program run times in case that the iteration cannot find an unequivocal solution of the minimization problem. The values r min at the global minimum Φ(r ) (opt) are identified with the copolymerization parameters r of the comonomer system.
Φ( r )
Fig . 2 . Determination of the copolymerisation parameters r and the respective error margins δr i Fig. 2 illustrates the principle that is implemented to estimate the accuracy of the copolymerization parameters from the statistical error δΦ(r ) of the square difference sum. In its global minimum a statistical error δΦ(r ) (opt) is calculated for the value Φ( r ) (opt) of the square difference error sum. The error intervals of each copolymerization parameter r j are defined by the intersections between the graph of the error sum δΦ( r ), and a horizontal line at Φ(r ) + δΦ(r ) (cf. Fig. 2 ).
This treatment is equivalent to the solution of Eq. (8) with respect to the limits of the error interval r
(1) = r -δ r (1) and r (2) = r + δr (2) . Note that there is no guarantee that the correct parameter values r are enclosed in the error interval, since the δr 
r = copolymerization parameter of the comonomer system, δr = error of the k th copolymerization parameter, Φ( r ) (opt) = global minimum value of the square difference sum, δΦ( r ) (opt) = error of the global minimum square difference sum.
There is no need for the existence of a symmetrical probable error range (δr (1) = δ r (2) ), hence any fitted parameter r j must be cited in the form: r k (1) < r k (opt) < r k
. An average symmetrical probable error range can be generated by replacing the square difference sum Φ(r ) by its quadratic approximation (Eqs. (12,13) ) and solving the quadratic equation (12) for the probable error range r k ± δr k .
(opt) = minimum value of the square difference sum, r = set of copolymerization parameters at the minimum of Φ, r k (opt) = value of the k th copolymerization parameter, δr k = error of the k th copolymerization parameter, h = 0.05.
The source code of a BASIC implementation of COPOINT is given in the Appendix.
Tab. 3 presents a set of hypothetical large-conversion copolymerization data that have been calculated from Eqs. (3) and (4) using r 1 = 0.750 and r 2 = 0.180. A LewisMayo evaluation of the data yielded r 1 = 0.790, r 2 = 0.277, with the Fineman-Ross equations r 1 = 0.747, r 2 = 0.260 was found, while a non-linear least square fit of the Lewis-Mayo equation in its differential form yielded r 1 = 0.78 and r 2 = 0.27. Although two out of five points were chosen in the vicinity of the azeotropic point (f 1,azeotropic = 0.766) and no statistical error was loaded on the data, the present compositional drift of the other data points impeded the 'differential' evaluation techniques to re-gain the copolymerization parameter precisely. Taking the monomer conversion into account, COPOINT came up with r 1 = 0.747 and r 2 = 0.183 (0.73 < r 1 < 0.79, 0.180 < r 2 < 0.19).
One application of COPOINT to real experimental data may show the capabilities of the program. Tab. 4 lists a set of copolymerization data that has been obtained by copolymerizing vinylidene fluoride and hexafluoropropene (HFP) in supercritical carbon dioxide at 50°C and 280 bar [24] . Since HFP cannot homopolymerize, r 2 must be close to zero and the content of HFP in the copolymer cannot exceed F 2 = 0. Because of experimental considerations (cf. ref. [24] ) the monomer conversions with HFP-poor mixtures were in the range of 20 -28 mol-%. The values of the final monomer mixture composition f 1,e and the weight factors as calculated by COPOINT are added in the last two columns. Fig. 3 depicts the respective copolymerization diagram. Black dotted arrows illustrate the compositional drift of the monomer feed from f 1,0 at the start of the reaction to f 1,e at its end. The figure also illustrates the weight factors of each data point that have been obtained from the experimental error of the copolymerization compositions. The instantaneous compositions obtained from four different copolymerization equations are also added to Fig. 3 .
The terminal model, as well as the two depropagation models yielded negligible polymerization parameters r 2 , in accordance with the experimentally established inability of hexafluoropropene to homopolymerize.
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The penultimate model assigned a nonzero r 2 value and yielded a slightly lower error sum Φ( r ) than the preceding models. However, setting r 2 and r 2 ' equal to zero by implementing the respectively modified penultimate equation as 'user-defined copolymerization function' in COPOINT, the following sets of parameters were obtained: Although it seems that the penultimate model with enforced r 2 = 0 yields the lowest error sum Φ( r ), the calculated errors δΦ(r ) show the experimental data not to be sufficient to distinct between the four models.
Note that elaborated statistical tests are required to distinguish between different models and underlying mechanisms, a task that cannot be solved by comparison of fit qualities based on small experimental data sets. However COPOINT enables the user to decide, which of the selected models give the best numerical approximation to the data set under investigation. This is essentially the result of the COPOINT error analysis.
Summary
COPOINT is a simple program that fits integrated copolymerization equations to experimental monomer / copolymer composition data. The program applies numeric integration techniques that allow the user to introduce a wide variety of copolymerization equations in their differential form. The applied grid search algorithm ensures to find the global minimum of the square difference sum within the user-defined search limits.
Although the mathematical treatment can be applied up to full conversion of the monomers, it is highly recommended not to exceed 20 -30 mol-%. One should bear in mind that large conversions may result in copolymer mixtures of rather different compositions [1, 7] . Such inhomogeneous polymers may show large differences in their physical properties; hence it is possible to loose parts of the polymer during work up. Furthermore, the copolymerization equations are based on simple reaction kinetics that may not be valid at high conversions [7] .
By evaluation of the statistical error of the square difference sum the probable error ranges of the fitted copolymerization parameters are estimated, which allows the user to estimate the reliability of the fit [5, [9] [10] [11] [12] [13] . Hence, COPOINT rapidly enables the user to decide which model equation approximates his data best, or if his set of data is sufficiently accurate.
[1] Odian, G.; "Principles of Polymerization", 3 rd edition, chap. 6-2f, 'Experimental Evaluation of Monomer Reactivity Ratios', pp. 467 -470, Wiley Interscience, New York 1991. DIM SHARED p(Np + 1), Pmin(Np + 1), Pmax(Np + 1), Popt(Np + 1) DIM SHARED dp(Np + 1), mP(Np + 1), Pju(Np + 1), Pjo(Np + 1) REM Number of data points to be used ' Selected copolymerization equation ' Np = 2 ' ONLY in case of user defined equations: set the number N$ = "Penultimate r2=0"
' of copolymerization parameters and name of ' Np and N$ will be adjusted automatically for already ' implemented equations (eq = 1...5) plt = 1 ' = 1: Plot data on screen sve = 1 ' = 1: save fitted parameter and copo-curve in file Name$ Path$ = "D:\QBASIC\DATA\" Name$ = "CopoCurv.DAT"
REM Number of integration steps per Copo-curve dPend = .001: REM Termination criterion: finish, if dp(j) < dpend dPmin = .0001:
REM Smallest permitted interval of P(j) SWemax = . 
PROGRAM COPOINT STARTS HERE -Users change here on their own risk No. mP(Np + 1) = 1 FOR j = 1 TO Np + 1 dp(j) = (Pmax(j) -Pmin(j)) / mP(j) NEXT j PRINT PRINT PRINT " Selected copolymerization equation:
p(1) = p(1) + dp(1) FOR j = 1 TO Np IF p(j) > Pmax(j) THEN p(j + 1) = p(j + 1) + dp(j + 1) 
