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ABSTRACT
This study presents a methodology for the identification of linear and nonlinear regions of operation for
a system that behaves almost linearly in the limit of extreme values of (a) certain parameter(s). An Euler-
Bernoulli cantilever beam with two nonlinear configurations is used to develop and validate the methodol-
ogy. One configuration consists of a cantilever beam with a cubic spring attached at a specific distance from
the beam root to achieve a smooth nonlinear effect. The other configuration is a cantilever beam undergo-
ing vibro-impact between symmetrically-spaced stops. Both systems have the property that, in the limit of
small and large values of a parameter, the system is almost linear and can be modeled with negligible error
as fixed-free or fixed-pinned, depending on the configuration. For the beam with a cubic spring attachment,
the forcing amplitude is the varied parameter. For the vibro-impact beam, the parameter is the clearance be-
tween the stops and the beam at static equilibrium. Proper orthogonal decomposition is employed to obtain
an optimal basis used to describe the systems with varying parameter values. The frequencies of the modes
that comprise the basis are estimated using the Rayleigh quotient. The variations of these frequencies are
studied to successfully identify parameter values for which the system is approximately linear and those for
which it is highly nonlinear. A criterion based on the Betti-Maxwell reciprocity theorem is used to validate
the existence of nonlinear behavior for the set of parameter values suggested by the described methodology.
It was found that transition regions in which the dynamics of the system shifted from one linear system
to the other exist and that these regions occur for different sets of parameter values for each mode. The
effect of heavy damping on proper orthogonal decomposition is found to be important, particularly for the
vibro-impact beam, due the method’s dependence on the system response. An attempt is also made to
isolate parameter values for which transient resonance capture occurs and prove its existence through use of
empirical mode decomposition and the Hilbert transform.
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1 INTRODUCTION
1.1 MOTIVATION
Most systems encountered in practice exhibit some degree of nonlinear behavior. Many times these
same systems are intentionally or unintentionally modeled simply as linear systems. However, important
dynamical behavior inherent in these nonlinear systems, such as the presence of more modes of vibration
than the number of degrees of freedom, is sometimes misidentified as noise or simply ignored. Other
times, the steep analytical and computational costs associated with the development of an accurate nonlinear
mathematical model are superfluous due to negligible nonlinear effects in the system’s regime of operation.
Previous work has focused on nonlinear system identification (NSI), which involves characterization and
parameter estimation of the properties of a system through mathematical analysis of experimental results.
Nonparametric NSI methods are particularly useful because they make no assumptions about the physical
model. In reference [1], Kurt et al. studied a linear cantilever beam with a cubic spring attached to its
free end and presented an NSI method capable of identifying nonlinear modal interactions between affected
cantilever modes. The major drawback of this and similar methods is the inability to generalize to a broad
class of nonlinear systems. An NSI methodology can only be applied to like systems due to the varied
complexity of nonlinear systems.
In this work, the time history response of a system with a local nonlinearity is used to develop mathe-
matical techniques for identifying parameter values for which the system behavior is almost linear and those
values for which the system is most nonlinear. The only assumptions made a priori are that, in the limits of
very small and very large parameter values, the system behavior is linear and the linear modes are known.
The algorithm developed is useful in that only the time histories of the system response are needed. The
obvious drawback of this method is the dependence on the response, which may be recorded for a period
of time in which the effects of nonlinearities are not captured. However, with proper data collection and
implementation, these tools can be successfully used to identify configurations for which nonlinear modal
interactions exist.
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1.2 CANTILEVER BEAM WITH LOCALIZED NONLINEARITIES
Two systems with local nonlinearities are considered. First, an Euler-Bernoulli cantilever beam with
a smooth nonlinear attachment is discussed. The smooth nonlinear attachment is a cubic spring with no
linear component and is thus essentially nonlinear. A half-sine force of very short duration is applied and
its amplitude varied. For strong forcing (large amplitudes), the restoring force generated by the spring is
very large and prevents comparatively large displacements from occuring. This is effectively a fixed-pinned
beam configuration and can be modeled as such. For weak forcing (small amplitudes), the restoring force
is almost nonexistent, and the system can be modeled as a fixed-free beam. Interesting dynamics occurs for
intermediate forcing amplitudes. Kurt et al. [1] studied this system as previously described.
The other system considered is a cantilever beam undergoing vibro-impact against very stiff stops. This
system was considered by Mane in reference [2]. In her work, Mane modeled a cantilever beam under-
going vibro-impact using the assumed modes method and used experimental results at various clearances
for validation. Indeed, much of her work served as the basis for validation of the modeling methods used
in this study. The modeling of impact as the switch to a cantilever beam with a linear spring and dashpot
attached at an offset defined by the clearance was used in that work. Other methods were also considered,
such as modeling impact as a prescribed displacement boundary condition, described by Quinn in reference
[3], but these proved difficult to implement. Thus, the method in reference [2] was used with suggestions
for identifying the contact and separation times inspired by reference [4]. In that work, Yigit et al. studied a
radially rotating beam undergoing vibro-impact. The simulation time step was reduced until the system was
within a prescribed tolerance from the impact point.
The varying parameter for the vibro-impact beam is the clearance between the stops and the beam at
static equilibrium. In the limit of small clearances, the system converges to the linear fixed-pinned beam.
Conversely, in the limit of large clearances, the system converges to the linear fixed-free beam. Intermediate
clearances result in impacts that affect the fixed-free modes of the cantilever beam.
In order to observe the system’s transition from a fixed-pinned beam to a fixed-free beam for both
systems, proper orthogonal decomposition is used to find the linear basis that on average contains the most
energy possible, called the proper orthogonal modes. Kerschen shows in reference [5] that for linear systems
that are unforced and undamped or unforced with modal damping and are possessive of a mass matrix that
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is proportional to the identity matrix, the proper orthogonal modes converge to the vibration modes. Thus,
proper orthogonal modes are attractive because they will converge to the modes of the fixed-pinned and
fixed-free beam for small- and large-enough parameter values. The frequencies associated with the proper
orthogonal modes can be estimated using the Rayleigh quotient. The variation of the estimated frequencies
allows for the identification of the parameter values for which the system can be modeled as linear and those
for which the system is highly nonlinear.
1.3 THESIS OVERVIEW
In Chapter 2, the mathematical modeling of a cantilever beam with local nonlinearities is discussed. The
cantilever beam with a cubic spring attachment is first presented, followed by a beam undergoing vibro-
impact. The assumed modes and finite element methods are presented and limitations are considered. The
mathematical techniques used in the analysis of these systems are then discussed.
In Chapter 3, the finite element method is used to generate numerical simulations of the aforementioned
cantilever beam configurations. Proper orthogonal decomposition is used to find an optimal basis of linear
modes. The frequencies associated with these modes are estimated via the Rayleigh quotient. Analysis
via this method successfully identifes parameter values for which nonlinear effects are most pronounced.
An attempt is made to identify the nonlinear energy exchange mechanism responsible for the dynamics
observed.
In Chapter 4, the aforementioned work is summarized with a short discussion of the findings. Sugges-
tions for future work are highlighted.
3
2 MODELING OF CANTILEVER BEAM WITH NONLINEARITIES AND
DESCRIPTION OF METHODS USED IN ANALYSIS
2.1 INTRODUCTION
In this chapter, the mathematical modeling of a cantilever beam with local nonlinearities is presented.
The two configurations considered are of interest because they allow convergence to a linear system with
the variation of a certain parameter. For certain small or large parameter values, the beam is essentially
fixed-free, while in the opposite extremes of these values, the beam is essentially fixed-pinned. Between
these values, the dynamics of the beam’s response is nonlinear.
Multiple modeling methods are considered for numerical simulations, namely the assumed modes method
and the finite element method. The assumed modes method is attractive because it can provide a measure
of nonlinearity by studying convergence using the eigenfunctions of the fixed-free and fixed-pinned modes.
For one set of small or large parameter values, fewer fixed-pinned modes will be needed to achieve conver-
gence, while more fixed-free modes will be needed, and vice versa. A point of maximum nonlinearity could
then be defined as the parameter value at which the most modes of either fixed-free or fixed pinned config-
urations are needed for to achieve convergence. Limitations of the assumed modes method are discussed.
The finite element is attractive as it allows for the discretization of the beam without the need to know its
eigenfunctions beforehand. Convergence can be assured by increasing the number of elements used.
Mathematical techniques are then discussed for analyzing solely the simulation responses. Proper or-
thogonal decomposition is introduced for generating an orthogonal basis, called proper orthogonal modes,
that can be used for response reconstruction. The frequencies of the proper orthogonal modes can be esti-
mated using the Rayleigh quotient, which will be discussed. By plotting these estimated frequencies against
the variation of the aforementioned parameter, the presence of interesting dynamics can be observed.
A combination of the intrinsic mode functions generated through empirical mode decomposition and
the Hilbert transform can be used to investigate energy exchanges between modes that are caused by the
nonlinearities in the system. The methodology is briefly discussed.
Finally, in order to pinpoint the aforementioned parameter value that ensures the system is most unlike
either limiting linear system (i.e., most nonlinear), the Betti-Maxwell reciprocity theorem can be invoked.
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2.2 ASSUMED MODES METHOD
The assumed modes method is an algorithm used to discretize distributed-parameter systems. It is related
to the Rayleigh-Ritz method by virtue of an identical final discrete model. The derivation of the method can
be found in reference [6]. It will suffice to state that the assumed modes method approximates a solution by
applying the principle of virtual work or Lagrange’s equations to produce a generalized equation of motion.
x
y,v(x,t)
L
E,I,ρ,A P(t)
ximp
Figure 2.1: Configuration of cantilever beam considered in this section.
For the cantilever beam of length L with uniform material properties and cross section in Figure 2.1,
using Euler-Bernoulli beam theory and assuming small transverse displacements, v, the equation of motion
can be written as
∂ 2
∂x2
(
EI
∂ 2v(x, t)
∂x2
)
+ρA
∂ 2v(x, t)
∂ t2
= 0 (2.1)
where E is the beam’s Young’s modulus, I is the area moment of inertia of the beam cross section, and x is
the axial distance on the beam from its root. The boundary conditions are
v|x=0 =
∂v
∂x
∣∣∣∣
x=0
= EI
∂ 2v
∂x2
∣∣∣∣
x=L
=
∂
∂x
(
EI
∂ 2v
∂x2
)∣∣∣∣
x=L
= 0 (2.2)
Assuming that the beam’s motion is synchronous, separation of variables can be used to rewrite y(x, t)
as
v(x, t) =V (x)T (t) (2.3)
Substituting equation (2.3) into equation (2.1), two equations can be found by isolating variables and real-
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izing that each side of the equation is equal to the same constant. Equation (2.1) can be rewritten as
− T¨
T
=
EIV ′′′′
ρA
= ω2 (2.4)
where an overdot denotes a derivative with respect to time, and ′ denotes a derivative with respect to x. The
sign of the constant ω is chosen in order to ensure that the solution to the temporal ordinary differential
equation
T¨ +ω2T = 0 (2.5)
is harmonic. This enables the spatial ordinary differential equation to constitute the eigenvalue problem
V ′′′′−λ 4V = 0 (2.6)
where
λ 4 =
ω2ρA
EI
(2.7)
The solution to equation (2.6) is
V (x) =C1 sinh(λx)+C2 cosh(λx)+C3 sin(λx)+C4 cos(λx) (2.8)
In order to solve for the constants C1,C2,C3, and C4, the boundary conditions of equation (2.8), can be
implemented. For a constant cross-section, these are
V |x=0 =
dV
dx
∣∣∣∣
x=0
=
d2V
dx2
∣∣∣∣
x=L
=
d3V
dx3
∣∣∣∣
x=L
= 0 (2.9)
This leads to a system of homogeneous algebraic equations for which the eigenvalues λn and corresponding
eigenfunctions Vn can be determined for n = 1,2,. . .,∞. The eigenfunctions, Vn(x), can then be found to
within a multiplicative constant Cn
Vn(x) =Cn
[
cosh(λnx)− cos(λnx)− cosh(λnL)+ cos(λnL)sinh(λnL)+ sin(λnL) (sinh(λnx)− sin(λnx))
]
(2.10)
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where λn is the nth root of the characteristic equation
cos(λnL)cosh(λnL)+1 = 0 (2.11)
Cn for both fixed-pinned and fixed-free configurations are arbitrary, but can be made unique by normal-
izing the eigenfunctions. For the beam, this amounts to
Cn =
1∫ L
0 ρAV 2n (x)dx
(2.12)
The orthonormalized eigenfunctions can now be referred to as φn(x). The solution of equation (2.1) can
be approximated as a finite series of N terms by
v(x, t) =
N
∑
r=1
φn(x)qn(t) (2.13)
Here, qn are computed from rewriting equation (2.5) as
d2qn(t)
dt2
+ω2n qn(t) = 0 (2.14)
The values ωn correspond to the natural frequencies of the system. The equation of motion for either the
fixed-free or the fixed-pinned configuration can be written in generalized coordinates as
d2qn(t)
dt2
+2ζnωn
dqn(t)
dt
+ω2n qn(t) =
1
ρA
P(t)φn(ximp), for r = 1,2, . . . ,N (2.15)
where ximp is the forcing location, P(t) is the applied force, and ζn are the modal damping coefficients.
Consideration must be given to the limitations of double-precision floating point numbers. According
to the IEEE Standard for Floating-Point Arithmetic (IEEE 754), a double-precision binary floating-point
number has 1 bit assigned to its sign, 11 bits assigned to its exponent, and 52 bits stored for its significand.
This allows for 15 significant decimal digits precision. Thus, a difference of 10−16 between two numbers is
not recognized when using double-precision format. In most programming languages, the aforementioned
difference would return 0 when double-precision is used.
Starting with the 13th cantilever mode, the difference between cosh(λnx) and sinh(λnx) near the tip is
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smaller than 10−15. φn(x) will consequently be evaluated as 0 near the tip. For higher modes, the arguments
of the hyperbolic functions will be evaluated as 0 for a longer distance from the tip due to the presence of x in
the argument. This is the exact phenomenon shown in Figure 2.2. Similarly, this occurs for the fixed-pinned
modes, starting with the 12th mode.
Figure 2.2: Selected eigenfunctions for the cantilever beam.
In reference [7], this behavior was observed by Junkins et al. Other admissible functions were tested as
a solution to the limitations caused by the eigenfunctions. However, caution was advised because numerical
convergence for the assumed modes method was found to be very slow, particularly for higher modes. This
can lead to false confidence in convergence studies.
The slow convergence of other admissible functions can be circumvented by employing a separate pack-
age or module that allows for higher precision. Of course, this can greatly increase the computation time
and has the added drawback that, for a high-enough mode, the same phenomenon described above will oc-
cur. As it is expected that modeling a vibro-impact beam will require significantly more than 12 modes, the
assumed modes method was not used for this work. However, it is mentioned so as to make the reader aware
of the drawbacks of using the assumed modes method for similar applications.
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2.3 FINITE ELEMENT METHOD
The finite element method (FEM) was used to model the dynamics of the cantilever beam. The FEM
formulation for use with the cantilever beam will not be covered here as it is beyond the scope of this work.
However, derivation and further comments can be found in reference [8]. It is sufficient to note that the
equation of motion of a cantilever beam excited by a forcing, P(t), as shown in Figure 2.1, is
Mv¨(t)+Cv˙(t)+Kv(t) = F(t) (2.16)
where M, C, and K are the global mass, damping, and stiffness matrices, respectively. F is a vector of zeros,
except for an entry corresponding to the node at which the force P(t) is applied.
Using Euler-Bernoulli assumptions, the element mass and stiffness matrices can be written as
me =
ρA`
420

156 22` 54 −13`
22l 4`2 13` −3`2
54 13` 156 −22`
−13` −3`2 −22` 4`2
 , ke =
EI
`3

12 6` −12 6`
6` 4`2 −6` 2`2
−12 −6` 12 −6`
6` 2`2 −6` 4`2
 (2.17)
where ` is the length of an element.
The global mass and stiffness matrices are assembled by superimposing the respective element matrices
appropriately. The formulation of the damping matrix will be presented shortly. First, it is necessary to
determine the eigenvectors (modes) of the discretized undamped system. To do this, equation (2.16) can be
partitioned as
M11 M12
M21 M22
v¨1(t)v¨2(t)
+
C11 C12
C21 C22
v˙1(t)v˙2(t)
+
K11 K12
K21 K22
v1(t)v2(t)
=
p1(t)p2(t)
 (2.18)
where the subscript 1 refers to the unconstrained degrees of freedom (DOF), while the subscript 2 refers to
the constrained DOF related to the boundary conditions. Now p2(t) is nonzero and consists of the reaction
forces brought about by the boundary conditions. To find the discretized modes, the damping and forcing
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terms are ignored, and only the unconstrained DOF are considered, as in
M11v¨1(t)+K11v1(t) = 0 (2.19)
Substituting v1(t) = φ i exp( jω2i t), i = 1,2, . . . ,N1, where j is the imaginary number
√−1, φi is the ith
mode, ωi is the natural frequency associated with the ith mode, and N1 is the number of unconstrained DOF,
into equation (2.19) and simplifying yields
(
K11−ω2i M11
)
φ i = 0, i = 1,2, . . . ,N1 (2.20)
The modes are made unique by normalizing each mode using the mass matrix, such that φTi Mφ i = 1. The
modes are then assembled into a modal matrix as
Φ=
[
φ 1,φ 2, . . . ,φN1
]
(2.21)
To determine the damping matrix, reference [2] was used to verify the finite element model accuracy.
Modal damping was assumed and found experimentally for a particular beam in reference [2]. Consequently,
modal damping is assumed here with the same modal factors as in reference [2]. These factors are presented
in Table 2.1.
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Mode ζi
(×10−3)
1 7.140
2 1.058
3 1.384
4 2.942
5 6.824
6 0.001334
7 7.346
8 1.767
9 2.316
10 1.497
Table 2.1: Modal damping factors used in reference [2]. Because modal factors for modes greater than 10
were not found experimentally, these were assumed to be 0.
Modal damping is expressed as
ΦTCΦ=
[
\ 2ωiζi \
]
(2.22)
Utilizing the mass orthogonality condition ΦTMΦ= I, where I is the identity matrix, it is found that
Φ−1 =ΦTM, Φ−T =MΦ (2.23)
The global damping matrix is then found as
C=Φ−T
[
\ 2ωiζi \
]
Φ−1 =MΦ
[
\ 2ωiζi \
]
(MΦ)T (2.24)
Because the modal damping factors are assumed to be zero for modes greater than 10, the damping
matrix can be computed with an abbreviated modal matrix consisting of just the first 10 modes. The resulting
global damping matrix C is fully populated. Returning to equation (2.18), the partitioned equation of motion
can be expanded to determine v1(t) from equation (2.25).
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M11v¨1(t)+M12v¨2(t)+C11v˙1(t)+C12v˙2(t)+K11v1(t)+K12v2(t) = p1(t) (2.25)
This can be solved in state space by setting
z=
z1z2
=
v1v˙1
 (2.26)
Thus,
z˙=
z˙1z˙2
=
 z2M−111 (−C11z˙2−K11z1+p1−M12v¨2−C12v˙2−K12v˙2)
 (2.27)
Equation (2.27) can be solved using an ordinary differential equation solver in any programming language.
For this work, the programming language Python was used. The integrate.ode module in Scientific Python
was imported and used.
MODEL VERIFICATION
The FEM results for v were compared against those from the assumed modes method for the system
described in reference [2]. Table 2.2 summarizes the geometric and material properties of the beam. For the
assumed modes method, the code, written in MatLab, described in reference [2] was used for simulations.
Ten cantilever modes were used as this was found to be sufficient for convergence for the linear system.
The finite element simulations used a time step of 2.0×10−7 s initially to capture the applied force
shown in Figure 2.3. After an initial period of 4×10−3 s, the simulation ran with a uniform time step of 1 s.
A total of 20, 50, and 100 elements was used in the simulations as shown in Figure 2.4. The displacements
at 1.185 m show agreement between the four models considered. For the linear system, it is sufficient to use
a larger time step of 10−5 s and 20 elements.
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Beam Properties Value
ρ 7850 kg m−3
A 3.57×10−4 m2
E 200×109 Pa
I 1.903×10−9 m4
L 1.311 m
ximp 0.4 m
xstop 1.185 m
Table 2.2: Material and geometric properties used in simulations.
Figure 2.3: Forcing function used for the simulations described in this section.
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Figure 2.4: Comparison of the displacement at 1.185 m when using 20, 50, and 100 elements in the finite
element formulation with the same result when using 10 modes in the assumed modes method.
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2.4 SMOOTH NONLINEARITY MODEL
x
y,v(x,t)
L
E,I,ρ,A P(t)
kNL
xstop
ximp
Figure 2.5: Configuration of cantilever beam with a nonlinear spring attached considered in this section.
Consider the beam in Figure 2.5. Here, the cantilever beam has an essentially nonlinear spring attached
at xstop = 1.185 m from the beam root. The equation of motion for this system is
Mv¨(t)+Cv˙(t)+Kv(t) = F(t)+FNL(t) (2.28)
where FNL(t) is a vector of zeros, with the exception of a value of −kNLv3stop corresponding to the node at
which the spring is attached. This essentially nonlinear spring is thus modeled as purely cubic.
Equation (2.28) can be solved by rewriting the equation in state-space form as
z˙=
z˙1z˙2
=
 z2M−111 (−C11z˙2−K11z1+p1+pNL−M12v¨2−C12v˙2−K12v˙2)
 (2.29)
where pNL is a vector of zeros, except for an entry of −kNLv3stop corresponding to the node where the spring
is attached.
The system was numerically integrated using Scientific Python’s integrate.ode module.
MODEL VERIFICATION
The geometric and material properties listed in Table 2.2 were used for numerical simulations. The
parameter kNL was chosen to be 5×107 N m−3. As 100 elements were satisfactory for convergence for the
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cantilever beam, this was chosen as the default number of elements used in the formulation.
Energy conservation was studied by tallying the energies associated with the system. The kinetic energy
for the beam can be shown to be in positive definite quadratic form, and thus can be written as
T =
1
2
v˙TMv˙ (2.30)
Equation (2.30) is valid for all time. The potential energy of the system must take into account the poten-
tial energy of the cubic spring. This is achieved by integrating the spring force, kNLv3stop, from its static
equilibrium point to the displaced value. Thus, we can write the total potential energy of the system as
V = vTKv+
1
4
kNLv4stop (2.31)
The energy dissipated through modal damping, EDM, can be computed by integrating the power dissi-
pated through modal damping. This can be written
EDM =
∫ t f
0
v˙TCv˙dt (2.32)
where C is defined by equation (2.24), and t f is the end simulation time.
The total energy in the system is written as the sum of equations (2.30), (2.32), and (2.31).
ET = T +V +EDM (2.33)
Figure 2.6 shows the energy evolution for various forcing amplitudes. The forcing took the form of
Figure 2.3, with a 6×10−4 s duration, but a varying amplitude. As a result, the initial input energies varied.
However, even in the limits of low and high energies, the total energy was conserved. The larger forcing
amplitudes used are not realizable in practice, but were considered to later seek convergence of higher
nonlinear modes to fixed-pinned modes.
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(a) 1 N forcing
(b) 1750 N forcing
Figure 2.6: Evolution of energy content in system.
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(c) 106 N forcing
(d) 1012 N forcing
Figure 2.6: Evolution of energy content in system.
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A time step convergence study was done by examining the displacement time histories at the spring
attachment for decreasing time steps. The largest time step considered was 10−4 s. This was sequentially
decreased by factors of 10 to 10−6 s. A uniform time step for the entire simulation time was imposed.
Figure 2.7: Convergence of the response when studying the effect of the time step. A forcing amplitude of
1012 N was imposed on this system.
Figure 2.7 shows an example of the effect of the time step. Even for the largest time step considered,
convergence was seen for the 0.5 s observed. The same phenomenom was observed for larger forcing as
well. Because simulations using a 10−5 s simulation time step over a 1 s simulation could comfortably be
generated, this was the chosen time step.
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2.5 VIBRO-IMPACT MODEL
x
y,v(x,t)
L
E,I,ρ,A P(t)
xstop
ximp
Figure 2.8: Configuration of cantilever beam with stops considered in this section.
Consider the beam in Figure 2.8, which is a cantilever beam with two stops placed symmetrically at a
distance xstop=1.185 m from the beam root. In order to model the beam’s interaction with the stops, various
methods can be employed. One way is to impose a fixed (zero displacement) boundary condition when
the beam is in contact with the stop. In this case, the contact is defined by the occurrence of a nonzero
normal force at the stop location. However, this method prevents the possibility of using a nonrigid stop.
For large-enough energy input, the stop will realistically move.
Another method is to impose a prescribed displacement as a boundary condition when the beam is in
contact with the stop. As described in reference [3], in this model, the region of deformation is confined
to a small volume around the point of impact, while the rest of the body is assumed to undergo rigid-body
motion. The impact is modeled using a massless spring and dashpot. The equations of motion can be
written for this system and the closed-form displacement can be estimated through use of the coefficient
of restitution, which can be found using a modified Kelvin-Voigt Model, as in reference [9]. The main
drawback of this method is that a closed-form solution of the displacement is difficult to acquire because the
dynamics of the beam are inherently flexible.
Instead, the method employed in this study is to model impact with a massless spring-dashpot, without
imposing any boundary conditions. When there is no contact, only the cantilever beam is modeled. When
contact occurs, the model switches to a cantilever beam with a stiff linear spring and a highly viscous
dashpot attached at xstop. This method has the added benefit of having been used previously in reference
[2], and reasonable estimates of values for the spring and dashpot can be assumed using previously found
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experimental results.
In reference [4], nonlinear spring and damping coefficients are similarly used to model impact in a
radially rotating beam. The model is switched by monitoring the distance between the stop and the beam.
Whenever this distance becomes smaller than a specified tolerance, the integration time step is reduced by
a factor nstop until the beam impacts or separates. Afterward, the original time step is used until impact or
separation occurs again.
In this study, a very similar approach is used with a factor nstop = 2. A simpler model is considered with
linear spring and viscous damping coefficients used as in reference [2]. As shown in that work, this model
agrees with experimental results. For impact, the distance between the stop and the beam is monitored.
When the distance approaches zero at time tk, the algorithm checks to see if the beam has passed the impact
point. If it has by a distance greater than the specified tolerance, then the pre-impact state at time tk−1 is
re-integrated using a time step that is 1/nstop of the value of the original time step. If, even with this smaller
time step, impact still has occurred by a distance greater than the tolerance, the process is repeated until
impact just occurs and the final distance between the beam and the stop is within the specified tolerance,
ε . Any pre-impact states are saved. Once impact occurs, the model is switched and a different equation of
motion is integrated numerically, as will be described shortly. The original time step is used afterward. For
separation, the process is repeated with separation within a value of ε as the criterion for switching back to
the cantilever model described in equation (2.27).
For the vibro-impact model, the stops are replaced with linear springs and dashpots at an offset equal to
the clearance of the stops. The equation of motion can be written as
Mv¨(t)+Cv˙(t)+Kv(t) = F(t)+Fstop(t) (2.34)
where M, C, K, and F(t) are the same as in equation (2.16). Here, Fstop(t) is a vector of zeros, except for an
entry corresponding to the node where the stops are located. This entry is−kspr(vstop−c)−cdampv˙stop, where
kspr is the linear spring coefficient, vstop is the transverse displacement of the beam at the stop location, c is
the clearance between the stop and the beam at static equilibrium, and cdamp is the stop’s viscous damping
coefficient.
Equation (2.34) is particularly convenient because Fstop can be simplified by adding kspr to the corre-
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sponding entry in the stiffness matrix K, and similarly adding cdamp to the damping matrix C. As was done
for the cantilever beam the equations of motion can be written in state space as
z˙=
z˙1z˙2
=
 z2M−111 (−C11z˙2−K11z1+p1+pstop−M12v¨2−C12v˙2−K12v˙2)
 (2.35)
where pstop is a vector of zeros, except for the entry of kspr(vstop− c) corresponding to the node at which
the stops are located horizontally. Note that K11 and C11 are different from those of equation (2.27) as
they contain the stiffness and damping values of the linear spring and dashpot, respectively, if the system is
undergoing impact.
Equation (2.35) can be solved using Scientific Python’s integrate.ode module. Note that the equations
are valid for contact with both the top and bottom stops. The stop location is used only to determine whether
impact or separation occurs so that the proper model can be used. If vstop is greater than the top stop clearance
and v˙stop is positive, then impact occurs and the impact model is used. If vstop is greater than the top stop
clearance and v˙stop is negative, then separation occurs and the cantilever model is used. Similarly, if vstop is
less than (more negative than) the bottom stop clearance and v˙stop is negative, then impact occurs and the
impact model is assumed. Finally, if vstop is less than the bottom stop clearance and v˙stop is positive, then
separation occurs and the cantilever model is used.
MODEL VERIFICATION
Various methods were used to ensure that the code written for the vibro-impact was not flawed. Simu-
lations were run using an initial time step of 2.0×10−7 s for 4.0×10−3 s to capture the forcing and 10−6 s
was used thereafter. Due to the small time step, the simulation end time was 0.2 s in order to allow for
postprocessing procedures to load the entire response into memory. The geometric and material properties
listed in Table 2.2 were used. Additionally, the values used for the spring and dashpot are listed in Table 2.3.
Parameter Value
cdamp 1000 N s m−1
kspr 5×107 N m−1
Table 2.3: Parameter values used for the linear spring and dashpot in the vibro-impact model.
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To ensure that the iterative procedure for determining a precise impact or separation time was properly
implemented, the beam’s transverse location was plotted at every iteration for various cases. From Figure
2.4, the maximum displacement for the system can be seen to be 5.9×10−3 m. Two values for clearance
were then chosen for comparison. One was a large clearance of 4×10−3 m that guaranteed larger dis-
placements of the beam at the axial stop location relative to the prescribed tolerance. Another was a small
clearance of 10−6 m that would ensure large displacements past impact to test the robustness of the algorithm
during separation. The tolerance was specified as 10−10 m.
Figure 2.9 shows examples of this iterative procedure at work. In Figure 9(a), impact occurs against
the top stop, which is 10−6 m from the beam’s static equilibrium point, vstop = 0. The algorithm detects
penetration of the stop at iteration 0. The configuration of the beam at this time instant is not saved. The
previous step’s configuration is used as the initial configuration for re-integrating the system numerically
with a smaller time step. The new configuration at iteration 1 does not show penetration and is outside the
tolerance limits defined by the dashed lines. The next time step at iteration 2 shows penetration outside
the tolerance limits, so integration is performed using iteration 1 as the initial condition. This is repeated
until, saving and discarding configurations as dictated by the tolerance limits, a configuration is found that
is within the specified tolerance, as in iteration 5. The process is similar for separation and impact against
the lower stop.
Convergence of the displacement time histories was verified by running simulations with 20, 50 and 100
elements. The same two cases of 10−6 m and 4×10−3 m were considered.
Figure 10(a) shows that for very small clearances, 50 elements are sufficient for convergence up to 0.2 s.
Fewer elements correctly capture all low frequency content, but the effects of higher modes are missed, as
shown by the more pronounced peaks found when using 50 and 100 elements. For larger clearances, as
in Figure 10(b), convergence in the response occurs with increasing number of elements used. Divergence
occurs after at least four impacts, with more sustained convergence occuring for smaller clearances. 100
elements appears adequate for a 0.2 s response. Computation time and power is ultimately limited, and the
choice of number of elements and time step must be made together. However, for even very small time
steps, 100 elements are acceptable and were consequently used for the remainder of this study.
The energy contained in the system and dissipated through damping was tabulated as another means
of model verification. When summed, the total energy must be constant for all time. Any discrepancies
23
2.5 Vibro-Impact Model
(a) 10−6 m clearance, 13th impact
(b) 4×10−3 m clearance, 5th impact
Figure 2.9: Examples of iterative procedure used for identifying the impact time. The dashed lines indicate
the tolerance limits that must be satisfied.
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(a) 10−6 m clearance
(b) 4×10−3 m clearance
Figure 2.10: Convergence study of displacement time histories at the stop location (1.185 m) using 20, 50,
and 100 elements. Note that the dashed lines indicate the clearance value.
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may indicate indexing errors when determining impact times, such as the use of a previous time step and
configuration, not the final set determined through impact iteration, as the initial configuration for further
numerical integration. Further errors are accumulated if integration using the incorrect initial configuration
is appended to the final configuration determined through impact iteration.
The kinetic energy of the system can be computed using equation (2.30) and is valid for all time. The
potential energy, however, must be considered at each time instance. This is because the potential energy
due to the linear spring must be added during the time instances during which there is contact between the
beam and a stop. The potential energy can be written
V =

vTKv, if |vstop|< c
vTKv+ 12 kspr(vstop− c)2, otherwise
(2.36)
The energy dissipated through modal damping can be found through equation (2.32). The energy dissi-
pated by the dashpot during impact, EDI , can also be found by integrating the power dissipated through the
dashpot.
EDI =
∫ t f
0
cdampv˙stop dt (2.37)
The total energy at any instant in time can be found as
ET = T +V +EDI +EDM (2.38)
For the previously considered cases of 10−6 m and 4×10−3 m, the energies are plotted across time in
Figure 2.11. Because the forcing is the same for both clearances, the total energies are equal as well. As can
be seen, the total energies are conserved.
Convergence of the response at the impact location, 1.185 m from the beam root, was checked to find an
acceptable time step to use for all simulations. A set of four clearances was considered. The largest time
step considered was 10−4 s. In all cases, the time step of the forcing was reduced further by a factor of 5.
Larger time steps would have been unable to adequately capture the forcing.
In Figure 2.12(a), the largest time step is not adequate for capturing high-frequency content, as shown
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(a) 10−6 m clearance
(b) 4×10−3 m clearance
Figure 2.11: Evolution of energy content in system.
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by the more pronounced peaks for smaller time steps. In Figure 2.12(b), divergence in the response is seen
relatively early. Even the smallest time step does not appear adequate for the entire simulation time. How-
ever, due to aforementioned limits in computation time and power, smaller time steps were not considered.
Interestingly, the responses using 1 s and 10−5 s are very similar, as the 10−6 s response is hidden by the
10−5 s response. This is ultimately due to a difference in the separation time and configuration occurring at
about 0.05 s. The smallest time step does not require any iterations, while the larger time steps do, creating
the discrepancy. For large clearances, the largest time step is adequate for a 0.2 s simulation, as seen in
Figure 2.12(d).
Due to discrepancies in response, the smallest time step, 10−7 m, was chosen for consequent simulations.
In order to minimize the amount of memory alotted to each clearance run, simulations were run until the
response in memory reached a certain size, at which point the data were transcribed to a temporary file. Only
the final time step was saved for continued simulation use. At the end of simulation, the entire response was
loaded into memory for certain postprocessing steps and to be saved in HDF5 format. An improved saving
algorithm will be beneficial to the largest reasonable simulation end time that can be achieved.
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(a) 10−6 m clearance
(b) 7×10−4 m clearance
Figure 2.12: Convergence of the response at xstop when studying the effect of the time step. Note that the
dashed lines indicate the clearance value.
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(c) 10−3 m clearance
(d) 4×10−3 m clearance
Figure 2.12: Convergence of the response at xstop when studying the effect of the time step. Note that the
dashed lines indicate the clearance value.
30
2.6 Proper Orthogonal Decomposition
2.6 PROPER ORTHOGONAL DECOMPOSITION
Proper orthogonal decomposition (POD) is a statistical procedure for analyzing multidimensional data.
It is also known as Karhunen-Loéve decomposition or principal component analysis in other disciplines.
It was proposed independently by several researchers, including Karhunen[10], Kosambi[11], Loéve[12],
Obukhov[13], and Pugachev[14] in the mid-1940s to early 1950s. The main goal of POD is to reduce
a large number of interdependent variables to a small number of uncorrelated variables. This is done by
providing an orthonormal basis for representing the given data optimally in a least-squares sense.
One important property of POD is that it does not assume any prior knowledge of the process that
generates the data. This is advantageous in data sets where there is insufficient a priori knowledge to choose
a certain basis.
The formulation of POD shown here follows that described by Kerschen [15], which in turn is based on
Chapter 3 of reference [16]. Consider a random field θ(x, t) on a domain Λ. This can be decomposed into a
time varying part, Θ(x, t), and a mean, µ(x).
θ(x, t) = µ(x)+Θ(x, t) (2.39)
A snapshot, θ(x, tk), of the system can be taken at tk. POD aims to obtain a basis function, ψ(x),
that maximizes the average of the inner products of an ensemble of snapshots between θ(x, tk) and ψ(x).
The basis function is made unique by constraining its modulus to be equal to 1. This is equivalent to the
following:
Maximize
〈∣∣∣∣∫ΛΘ(x, tk)ψ(x)dΛ
∣∣∣∣2
〉
with ‖ψ(x)‖= 1 (2.40)
where 〈·〉 denotes the averaging operation, ‖ · ‖ denotes the norm, and | · |denotes the modulus.
This definition for ψ(x) allows for the computation of a basis function that contains the greatest average
energy content among all possible basis functions. The corresponding functional for the normalization
constraint imposed to make ψ(x) unique (through the use of Lagrange multiplier, λ ) is
J[ψ(x)] =
〈∣∣∣∣∫ΛΘ(x, tk)ψ(x)dΛ
∣∣∣∣2
〉
−λ (‖ψ(x)‖2−1) (2.41)
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The functional derivative is set to zero to find the extremum. This condition reduces to the following
integral eigenvalue problem:
∫
Λ
〈
Θ(x, tk)Θ(x′, tk)
〉
ψ(x′)dx′ = λψ(x) (2.42)
Here, 〈Θ(x, tk)Θ(x′, tk)〉 corresponds to the average auto-correlation function.
The solution of equation (2.40) is a set of orthogonal functions ψi(x), called proper orthogonal modes
(POMs). The corresponding eigenvalues λi ≥ 0 are called the proper orthogonal values (POVs), which
provide a measure of the relative energy content of their respective POMs. Thus, the energy ratio, εi,
contained in a certain POM, ψi(x), as compared to the total energy in the system is
εi =
λi
N
∑
j=1
λ j
(2.43)
where N is the total number of POMs extracted.
The POMs can be used as a basis for decomposing the field Θ(x, t):
Θ(x, t) =
∞
∑
i=1
ai(t)ψi(x) (2.44)
where the coefficients ai(t) are uncorrelated and are found by setting ai(t) equal to the inner product of
Θ(x, t) and ψi(x).
In practice, data is discretized spatially and temporally. Thus, n observations of an m-dimensional vector
x are collected and arranged in a response matrix as follows.
X= [x1 · · ·xn] =

x11 · · · x1n
...
. . .
...
xm1 · · · xmn
 (2.45)
Because the data are discrete and likely have a non-zero mean, the averaged auto-correlation function
is replaced by the covariance matrix Σ = E
[
(x−µ)(x−µ)T], where E[·] denotes expected value. It is
assumed that the process is stationary and ergodic and that the number of time instants is sufficiently large,
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so that the sample covariance matrix, ΣS, can be used to estimate the covariance matrix:
ΣS =
1
n

{
n
∑
j=1
(
x1 j− 1n
n
∑
k=1
x1k
)2}
· · ·
{
n
∑
j=1
(
x1 j− 1n
n
∑
k=1
x1k
)(
xm j− 1n
n
∑
k=1
xmk
)}
...
. . .
...{
n
∑
j=1
(
xm j− 1n
n
∑
k=1
xmk
)(
x1 j− 1n
n
∑
k=1
x1k
)}
· · ·
{
n
∑
j=1
(
xm j− 1n
n
∑
k=1
xmk
)2}

(2.46)
The POMs and POVs thus come from the eigensolution of the sample covariance matrix in equation
(2.46). Note that if the number of degrees of freedom is considerably larger than the number of snapshots,
then the computation of the sample covariance matrix is best done using the method of snapshots, proposed
in reference [17]. As this was not the case in this study, the method of snapshots will not be presented, but
more information can be found in reference [18].
For the purposes of this study, the POMs and POVs can be computed through the use of singular value
decomposition (SVD). The response matrix X of dimensions m×n can be factorized as
X= USVT (2.47)
where U is an m×m orthonormal matrix containing the left singular values, S is an m×n pseudo-diagonal
and positive semi-definite matrix containing the singular values, and V is an n× n orthonormal matrix
composed of the right singular vectors.
Using SVD, it is seen that the left singular values, U, are equivalent to the POMs. Similarly, the POVs
are seen to be the squares of the singular values in S divided by the number of samples m. The right singular
values, V, contain the time modulation of the correspoding POMs, normalized by the singular values.
The use of SVD for computation is especially beneficial as its properties ensure that the oriented energy
measured in the direction of the kth singular vector is equal to the kth singular value squared. Thus, the
POMs are optimal with respect to energy content in a least-squares sense and capture more energy per mode
than any other set of basis functions. Additionally, the amount of relative energy contained in a particular
POM is determined through the relative value of its corresponding singular value.
The main drawback of POD is its dependence on the response time history of the system. If important
33
2.6 Proper Orthogonal Decomposition
dynamics of a system are not captured within the time frame considered, the POMs will also fail to include
these effects. Additionally, POMs are sensitive to excitations and the same system will yield a different set
of POMs for each excitation. Thus, it is not possible to provide a general physical interpretation of computed
POMs.
However, POMs are similar to the physical mode shapes of a system. It should be noted that POMs are
orthogonal with respect to each other, whereas mode shapes are orthogonal through the mass and stiffness
matrices. Thus, convergence of the POMs to the mode shapes can be shown for linear systems whose mass
matrix is proportional to the identity matrix, assuming that enough of the dynamics are captured and that
the effects of forcing are negligible. Further discussion, including the discussion of how a POM can be
considered the best linear representation of a nonlinear normal mode, can be found in reference [15].
EXAMPLE OF POD IMPLEMENTATION
Consider the system of three masses connected via springs shown in Figure 2.13, where kNL is an essen-
tially nonlinear spring with a cubic stiffness.
m1 m2 m3
k1 k2 k3 kNL
Figure 2.13: Three-DOF system. The nonlinear spring provides a restoring force that is cubic in x3.
The equations of motion of the system are
Mx¨+Kx+pNL = 0 (2.48)
where
M=

m1 0 0
0 m2 0
0 0 m3
 , K=

k1+ k2 −k2 0
−k2 k2+ k3 −k3
0 −k3 k3
 , pNL =

0
0
kNLx33
 (2.49)
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The system response, x = {x1, x2, x3}T, to a set of initial conditions can be computed through numerical
integration. As outlined in Section 2.6, the POMs, U, of the system can be computed from the response x.
The POMs are useful in that a reduced order model can be created if a subset of the POMs capture the
majority of the system energy. A good rule of thumb is to use the POMs that contain the most energy and
sum to 99.0% of the total system energy. This can be determined through the singular values.
For this system, a reduced order model can be defined by letting
x= Ury (2.50)
where Ur is a non-square matrix consisting of the subset of POMs that will be used for response reconstruc-
tion. Substituting equation (2.50) into (2.48), we can premultiply by (MUr)−1 to find
y¨+(MUr)−1KUry+(MUr)−1pNL = 0 (2.51)
In practice, the non-square matrix (MUr)−1 can be computed as a Moore-Penrose pseudoinverse. Addition-
ally, the (MUr)−1 pNL term is computed as kNLcry, where c is a column vector composed of the final column
of (MUr)−1 and r is a row vector composed of the final row of Ur. This stems from the fact that only the
final entry of pNL is non-zero. Equation (2.51) can be solved to find the time-dependent coefficients of the
time-independent POMs to be used in the response reconstruction.
Figure 14(d) shows the response of the system to initial conditions of x0 = {0, 2, -1}T and x˙0 = {0, 0, 0}T.
The response is reconstructed using the first two POMs, which cumulatively contain 76.9% of the energy,
as shown in Figure 2.14(a). Because more than 20% of the system energy is contained in the unused POM,
the reconstructed response does not agree well with the original response.
In Figure 2.15, the response of the system to initial conditions of x0 = {1, 0, -2}T and x˙0 = {0, 0, -1}T
is shown. From Figure 15(a), it is seen that the first two POMs (sorted by singular value) contain 95.9% of
the system energy. As a result, the reconstructed responses are closer to the responses found via numerical
integration of the original equations of motion.
This example highlights the effectiveness of POD in reduced order modeling as a reconstructed response
can capture most of a system’s response as long as the POMs used contain a significant portion of the
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(a) Singular Values (b) Displacement of m1
(c) Displacement of m2 (d) Displacement of m3
Figure 2.14: Response of system for initial conditions of x0 = {0, 2, -1}T and x˙0 = {0, 0, 0}T.
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(a) Singular Values (b) Displacement of m1
(c) Displacement of m2 (d) Displacement of m3
Figure 2.15: Response of system for initial conditions of x0 = {1, 0, -2}T and x˙0 = {0, 0, -1}T.
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energy. However, also highlighted by this example is the drawback that the POMs of a system will vary
depending on the excitation as well as the time period sampled. This is, again, simply because the POMs
are constructed from the system response.
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2.7 GUYAN REDUCTION
As stated in Section 2.3, the eigenvectors of the cantilever beam were computed using the finite element
method by eliminating the constrained degrees of freedom. For consistency and in order to compare to
the mode shapes, the POMs were computed using only the translational degrees of freedom and ignoring
the node corresponding to the beam root. Due to the presence of 101 nodes along the beam, the matrix
U containing the POMs was of size 100×100. Incompatibility arises when matrix multiplication is sought
using the POMs with the mass or stiffness matrices, which are of size 202×202.
This is solved by reducing the mass and matrices to match the dimensions of the POMs. Among the
methods studied to accomplish this, Guyan reduction, proposed in reference [19], was chosen for its sim-
plicity.
Guyan reduction is performed by considering the static system solution of the form
Kaa Kad
Kda Kdd
vavd
=
fafd
 (2.52)
where the subscripts a and d correspond to the DOF that are to be kept and discarded, respectively. It is
assumed that no forces are acting on the DOF to be discarded, so that fd=0, and
vd =−K−1dd Kdava (2.53)
A coordinate transformation is then performed, such that
vavd
=
 I
−K−1dd Kda
va (2.54)
The transformation matrix in (2.54) is
TGR =
 I
−K−1dd Kda
 (2.55)
Using equation (2.55), the mass and stiffness matrices can be reduced through
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MGR = TTGRMTGR (2.56)
KGR = TTGRKTGR (2.57)
In order to verify the proper implementation of the Guyan reduction method, eigenvectors were com-
puted for the cantilever and fixed-pinned beams using both the full and reduced matrices and were compared
to each other. Additionally, the natural frequencies for the two aforementioned systems were computed us-
ing the full and reduced systems and compared.
Mode Number Full [Hz] Reduced [Hz]
1 3.794 3.794
2 23.778 23.778
3 66.578 66.578
4 130.467 130.467
5 215.671 215.671
6 322.175 322.175
7 449.980 448.980
8 599.087 599.087
9 769.495 769.495
10 961.205 961.206
Table 2.4: Comparison of the eigenfrequencies
using the full and reduced models for the
fixed-free beam.
Mode Number Full [Hz] Reduced [Hz]
1 20.387 20.387
2 64.944 64.944
3 130.276 130.276
4 203.685 203.685
5 282.989 282.989
6 396.005 396.005
7 543.342 543.342
8 719.326 719.326
9 921.766 921.767
10 1149.252 1149.253
Table 2.5: Comparison of the eigenfrequencies
using the full and reduced models for the
fixed-pinned beam.
In Tables 2.4 and 2.5, the eigenfrequencies of the full and reduced models for the fixed-free and fixed-
pinned configurations are almost equal. The eigenfrequencies of the reduced system are slightly higher than
those of the full system, as becomes evident with increasing mode number. This is expected because the
reduced system is stiffer due to the reduced number of DOF. Stiffer systems will have higher eigenfrequen-
cies. Additionally, note the similarity between the ith fixed-pinned eigenfrequency and the (i+1)th fixed-free
eigenfrequency. This is because the stop is located relatively near a node of most of the fixed-free mode
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shapes.
In Figure 2.16, the mode shapes are also seen to be qualitatively similar. It also becomes apparent that
the ith fixed-pinned mode is similar to the (i+1)th fixed-free mode.
(a) Fixed-free
(b) Fixed-pinned
Figure 2.16: Comparison of mode shapes computed using the full and reduced models. The blue dot
corresponds to the stop location, 1.185 m.
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2.8 RAYLEIGH QUOTIENT
The Rayleigh quotient (RQ) is used to obtain an estimate of a natural frequency through use of a trial
vector. It is well suited for this work as estimates can be obtained for the frequency associated with a
particular POM. The derivation of the Rayleigh quotient is beyond the scope of this work, but can be found
in reference [6].
R(u) = ω2est =
uTKu
uTMu
(2.58)
Due to its construction, the RQ has the property that it has a minimum value at the fundamental modal
vector of the system under consideration (i.e., its lower bound is the system’s lowest eigenvalue). When
considering the lowest eigenvalue in practice, the static response resulting from the system being loaded
with forces proportional to the masses generally provides a good estimate.
The RQ is known to be insensitive to trial vector choice. Consequently, it is a good choice for analyzing
the frequency transition of a nonlinear system that is linear in the limits of a parameter value (i.e., a nonlinear
transition regime exists between two linear limits with an increase in a parameter value).
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2.9 EMPIRICAL MODE DECOMPOSITION AND HILBERT TRANSFORM
Resonances are manifested in linear systems at a specific frequency of oscillation, such as a natural
frequency, and in nonlinear systems also via internal resonances between nonlinear modes. Other resonances
can also occur. One type considered here is resonance capture, which is characterized by energy exchange
between different components or modes of a system.
In reference [20], Kerschen et al. studied transient resonance capture between an oscillator and a nonlin-
ear attachment through implementation of the Hilbert transform. Transient resonance capture is identified
through resonance of oscillators that have identical, but time varying, frequency for a time interval before
escape from resonance.
Transient resonance capture can also occur between modes via energy exchanges. This will be consid-
ered here by implementing empirical mode decomposition to identify intrinsic mode functions, each with
a single, dominant frequency. Making use of the Hilbert transform, as in reference [20], transient reso-
nance capture can be studied between modes, provided that the frequencies of the intrinsic mode functions
considered are equal to the modes of the system.
Empirical mode decomposition (EMD) is a method for decomposing a signal x(t) into intrinsic mode
functions (IMFs), which comprise a nearly orthogonal basis that characterize the signal. It was introduced
in reference [21]. It is especially useful in analyzing nonstationary and nonlinear time series. Applications
of EMD include damage detection, structural health monitoring, acoustics, and system identification, such
as in references [1], [22], and [23].
By construction, the IMFs of a signal satisfy two conditions:
1. The difference between the number of extrema and the number of zero crossings may not differ by
more than one.
2. The local mean between extrema is zero.
The IMFs are obtained through a sifting algorithm consisting of the following steps:
1. Identify all extrema of x(t).
2. Interpolate minima and maxima of x(t) by fitting splines to find two envelopes, emin(t) and emax(t).
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3. Compute the mean of these two envelopes, R(t)= emin(t)+emax(t)2 .
4. Extract the remainder, c(t) = x(t)−R(t).
5. Repeat the above steps until the residual R(t) is smaller than a set tolerance.
The result of successfully completing the steps above is a remainder c(t) that is considered the first IMF
of x(t) and contains the highest frequency content. The remainder R(t) is then taken as the new signal x(t)
and the process is repeated to obtain further IMFs of lower frequencies. Ideally, the process ends when the
remainder of the ith iteration is zero for all time or is realistically within a set tolerance.
The wavelet transform, which is a time-frequency analysis tool that involves a windowing technique
with regions of varying size to perform a multiresolution analysis in the identification of frequency evolution
across a time history, can be used to determine the frequencies associated with each IMF. The main drawback
of EMD is that it does not generate a unique set of IMFs. Mode mixing can also occur in IMFs as is
evidenced by IMFs whose wavelet transform reveals strong participation of more than one frequency. This
can be remedied through use of masking signals as described in reference [24]. Additionally, the IMFs are
not orthogonal to each other and cannot be considered a basis for the signal x(t). However, when correctly
applied, it can provide useful information that can be used for signal analysis. More information regarding
EMD can be found in [21].
The Hilbert transform is a linear operator that produces a companion function with the same amplitude
spectrum and autocorrelation function as the original signal. It is used to extend the signal to the complex
plane and can be implemented to study nonlinear interactions among modes, such as resonance capture.
First, consider a signal x(t) and its Hilbert transform, H[x(t)]. It can be rewritten as
X(t) = x(t)+ jH[x(t)] = A(t)exp( jφ(t)) (2.59)
with
A(t) =
√
x(t)2+H[(x(t)]2, φ(t) = arctan
H[x(t)]
x(t)
(2.60)
Here, A(t) and φ(t) are the instantaneous amplitude and instantaneous phase, respectively. An instantaneous
frequency can also be defined as the time derivative of the instantaneous phase.
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This method is used to obtain the instantaneous phases of two signals, φ1(t) and φ2(t), respectively. The
phase difference of the two signals can be defined as
φ12(t) = aφ1(t)−bφ2(t) (2.61)
The factors a and b in equation (2.61) are present to take into account resonance capture between modes of
different frequencies. Due to this, it is imperative that a and b be integers. These would likely correspond
to the modes under consideration. The ratio a/b would correspond to the ratio of the frequency of the IMF
corresponding to φ2(t) over the frequency of the IMF corresponding to φ1(t). This is done so that the phase
difference φ12(t) takes into account only disturbances from a common frequency.
As shown in reference [20], transient resonance capture can be identified in the time modulation of φ12(t)
via non-time-like behavior for a time interval, followed by time-like behavior, which would indicate escape.
Additionally, the phase trajectory indicates transient resonance capture via a spiraling trajectory about a
point, followed by escape.
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2.10 BETTI-MAXWELL RECIPROCITY THEOREM
A B
y,v
Figure 2.17: Static cantilever beam.
Consider the linear, elastic beam in Figure 2.17. The displacement at B due to a force FA at A is labeled
vB. Conversely, denote the displacement at A due to force FB at B as vA. The Betti-Maxwell Reciprocity
Theorem states that
FAvA = FBvB (2.62)
If FA = FB, then vA = vB. Thus, for linear systems, the displacement at a point A due to a force F at point
B is equal to the displacement at point B due to the same force F at point A. This provides an additional
check for the code that simulates the linear cantilever beam discussed in Section 2.3.
In Figure 2.18, the displacement time histories due to forcing at 0.2 m and 0.4 m from the beam root are
shown. The forcing is shown in Figure 2.3, while the beam’s geometric and material properties are listed
in Table 2.2. The time step used was 1.0×10−7 s. Agreement in the displacement time histories further
validates the code used for simulations.
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Figure 2.18: Displacement time histories at 0.2 m and 0.4 m from the beam root, with forcing applied at
reciprocal locations.
The ‘failure’ of the Betti-Maxwell reciprocity theorem can provide a quantitative measure of the global
point of maximum nonlinearity. This is accomplished by integrating the difference in two signals across
their duration and normalizing by the signal strength. This is further discussed in the next chapter.
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3 APPLICATION OF NONLINEAR QUANTIFICATION TOOLS TO SIMULATION
DATA
3.1 INTRODUCTION
In this chapter, the finite element method is used to generate response time histories of a cantilever beam
with local nonlinearities. The mathematical techniques introduced in the previous chapter are employed to
analyze the time histories and identify configurations that are least linear. An attempt is made to classify the
nonlinear interaction(s) responsible for the interesting dynamics that are observed.
Certain parameters of the beam will remain unchanged throughout this chapter, such as the geometric
and material properties listed in Table 2.2. Additionally, when modal damping is present in the beam, the
modal damping values listed in Table 2.1 are employed.
For all simulations, the Scientific Python module integrate.ode is used. The solvers used for the equa-
tions of motion are real-valued variable-coefficient ordinary differential equation (ODE) solvers, with fixed-
leading-coefficient implementations. Specifically, the solver VODE was used for solving the equations of
motion for the beam with the cubic spring attached. This same solver was used in the vibro-impact problem
to solve the equations of motion during the period in which the beam was not in contact with the stops. The
equations of motion were assumed stiff due to the potentially large amplitudes of the impulsive load. A
second ODE solver was needed to solve the equations of motion during the period of contact. However, two
variants of VODE are not allowed during a single run, so the ODE solver LSODA was implemented during
contact.
VODE and LSODA are both variants of LSODE (Livermore Solver for ODEs). LSODA uses an algo-
rithm for nonstiff problems initially in order to decide which method to use. It is consequently convenient
to use when the stiffness is not known beforehand. Details regarding its implementation can be found in ref-
erence [25]. VODE has an added algorithm for saving and reusing the Jacobian matrix in order to enhance
efficiency. For stiff problems, the backward differentiation formulas are additionally implemented, as they
are more efficient and accurate for such problems. Further details can be found in reference [26].
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3.2 BEAM WITH SMOOTH NONLINEARITY
METHODOLOGY FOR NONLINEAR QUANTIFICATION OVERVIEW
In generating the response time histories of the beam with a cubic attachment, as shown in Figure 2.5, a
time step of 10−5 s was used to generate a history lasting 1.0 s. The stiffness of the spring was taken to be
5×107 N m−3. As described in Section 2.3, 100 elements were used to compute the response at 101 points
along the beam. Besides the transverse displacements, the rotations were also computed at each node.
In Figures 3.1-3.4, the response at various points along the beam is shown for various forcing amplitudes.
These show how the participation of higher-frequency modes increases with increasing forcing amplitudes.
It can also be seen that the high-frequency content is significant only near the stop. Figures 3.1(e)-3.3(e)
show the displacements at the attachment point. Here, higher-frequency content is more significant than at
other locations along the beam.
The responses due to forcing of 2.03×108 N shown in Figure 3.3 is very similar to the responses due to
forcing of 1012 N shown in Figure 3.4. The amplitude of the response is the only significant difference. As
will be seen, this is not coincidental.
The cantilever beam with a cubic spring attachment is of interest in this study because, in the limits of
weak and strong forcing, the system is essentially linear. If the forcing amplitude of the form in Figure 2.3
is small, the restoring force generated by the cubic spring is very small due to the small displacements, and
the system behaves like a cantilever beam. If the forcing amplitude is very large, the restoring force is very
large and the system behaves like a fixed-pinned beam.
As explained in Section 2.6, it would be reasonable to expect the POMs of the system to converge to
the fixed-free modes with decreasing forcing. Similarly, the POMs of the system with very large forcing
should agree with the fixed-pinned modes. In between these two extremes, the system is nonlinear and no
generalizations can be made.
A system with a very weak forcing amplitude of 10−2 N was simulated and the POMs computed as
outlined in Section 2.6. The frequencies of these POMs were estimated using the Rayleigh quotient as in
equation (2.58) with the POM, which was normalized by the mass matrix, as the trial vector. In Table 3.1,
the lowest five estimated frequencies are compared to the corresponding natural frequencies of the fixed-free
beam. As can be seen, there is good agreement between the frequencies. The percent difference between
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(a) Displacement at 0.249 m (b) Displacement at 0.498 m
(c) Displacement at 0.747 m (d) Displacement at 0.997 m
(e) Displacement at 1.185 m (f) Displacement at 1.311 m
Figure 3.1: Response of beam with modal damping and smooth nonlinear attachment due to a forcing
amplitude of 10 N.
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(a) Displacement at 0.249 m (b) Displacement at 0.498 m
(c) Displacement at 0.747 m (d) Displacement at 0.997 m
(e) Displacement at 1.185 m (f) Displacement at 1.311 m
Figure 3.2: Response of beam with modal damping and smooth nonlinear attachment due to a forcing
amplitude of 5.12×104 N.
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(a) Displacement at 0.249 m (b) Displacement at 0.498 m
(c) Displacement at 0.747 m (d) Displacement at 0.997 m
(e) Displacement at 1.185 m (f) Displacement at 1.311 m
Figure 3.3: Response of beam with modal damping and smooth nonlinear attachment due to a forcing
amplitude of 2.03×108 N. The displacement at 1.185 m is shown for half the duration of the other
displacements to show more detail.
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(a) Displacement at 0.249 m (b) Displacement at 0.498 m
(c) Displacement at 0.747 m (d) Displacement at 0.997 m
(e) Displacement at 1.185 m (f) Displacement at 1.311 m
Figure 3.4: Response of beam with modal damping and smooth nonlinear attachment due to a forcing
amplitude of 1.0×1012 N. The displacement at 1.185 m is shown for half the duration of the other
displacements to show more detail.
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the natural and estimated frequencies is computed by
% Error =
∣∣∣∣ωnat−ωestωnat
∣∣∣∣×100% (3.1)
The algorithm used to perform POD via SVD sorts the singular values in descending order. Conse-
quently, the POMs are sorted by singular value, or how much relative energy is contained in a particular
POM. For the excitation of this system, lower modes tend to contain more energy than higher modes. How-
ever, higher modes are not necessarily sorted by frequency if the relative energies contained in two POMs
are small and similar. The POMs were sorted by estimated frequency rather than singular value to focus on
the lower modes. This extra postprocessing step is performed in all cases considered.
Because the singular values provide insight into the energy contained by a POM, but their values are not
physically meaningful, a better representation of the singular values is
σi =
si
m
∑
j=1
s j
×100%, for i=1,2,...,m (3.2)
where si is the singular value for the ith POM, and m is the number of POMs computed. This measure relates
how much energy a particular POM contains as a percentage of the system energy computed through POD.
Figure 3.5(a) compares the POMs for the system with weak forcing against the fixed-free modes. As
suggested by their estimated frequencies, the POMs qualitatively agree well with the corresponding mode
shapes. Additionally, the singular values are shown on a logarithmic scale in Figure 3.6(a). The fourth POM
corresponded to the fifth singular value and the fifth POM corresponded to the fourth singular value.
For the case of a strong forcing amplitude of 1012 N, the estimated frequencies of the computed POMs
agree with the natural frequencies of the corresponding fixed-pinned modes as shown in Table 3.2. Because
the cubic spring is not infinitely stiff, the estimated frequency of the lowest-order POM is below that of the
lowest fixed-pinned mode, but still above the global minimum of the first cantilever mode.
Figure 3.5(b) shows good qualitative agreement between the POMs for the system with strong forcing
and the fixed-pinned modes. The singular values in Figure 3.6(b) suggest two dominant POMs and six
POMs that contribute at least 1% of thte total system energy. A similar trend is seen for the weak-forcing
case. However, for intermediate forcing values, it is expected that the energy will be more spread out among
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the POMs and more POMs will contain at least 1% of the total system energy. Nonlinearities are known to
spread energy among the modes of a system.
Mode Number Natural Frequency [Hz] Estimated Frequency of POM [Hz] % Difference
1 3.794 3.805 0.290
2 23.778 23.768 0.042
3 66.578 66.544 0.005
4 130.467 130.764 0.227
5 215.671 217.006 0.619
Table 3.1: Comparison of the natural frequencies of the fixed-free beam to the estimated frequencies of the
POMs computed for the case of weak forcing of 10−2 N.
Mode Number Natural frequency [Hz] Estimated frequency of POM [Hz] % Difference
1 20.387 20.238 0.731
2 64.944 64.614 0.508
3 130.276 130.932 0.504
4 203.685 212.651 4.402
5 282.989 285.776 0.985
Table 3.2: Comparison of the natural frequencies of the fixed-pinned beam to the estimated frequencies of
the POMs computed for the case of a strong forcing of 1012 N.
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(a) 10−2 N Forcing (b) 1012 N Forcing
Figure 3.5: Comparison of POMs to mode shapes. In (a), POMs for a weak-forcing case are compared to
the fixed-free modes. In (b), POMs for a strong-forcing case are compared to the fixed-pinned modes. The
dashed black lines represent the beam at static equilibrium and the blue dots are the location of the
nonlinear attachment.
(a) 10−2 N forcing (b) 1012 N forcing
Figure 3.6: Singular values for the systems with weak forcing (a) and strong forcing (b).
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EFFECT OF VARYING ENERGY INPUT
In order to study how the system transitions from one linear limit to another, the forcing amplitude was
varied, while all other parameters were kept constant. A large range of forcing amplitudes was considered.
A total of 706 forcing amplitudes were used, ranging from 10−2 N to 1012 N, with the densest collection
of values occurring for amplitudes greater than 10 N. For every forcing amplitude considered, simulations
were run for 1.0 s.
For each case, the displacement time histories at all simulated points along the beam were used to
compute the respective POMs. The time length of the response used in this computation had to be carefully
chosen. Due to the beam’s modal damping, the modes of the beam exponentially decay at varying rates. If
a mode’s participation became essentially nonexistent due to damping within a small percentage of the total
simulated time, the corresponding POM would be incorrect due to the longer zero bias. When computing
the POMs for frequency estimation, it is consequently important to consider a time window small enough
to capture the participation of all modes of interest before they are damped out. On the other hand, the time
window must be large enough to contain enough of the response of the mode with the lowest frequency. A
half-period of this global minimum is sufficient for computation. In the case of the beam considered in this
study, the frequency of the lowest cantilever mode is 3.794 Hz, which requires 0.13 s of response.
One way to determine the time window for which the effects of damping are negligible is to project the
time series response onto the known linear modes of the system and isolate the envelope of the projection.
The projection of the response is completed via
η =ΦTMv (3.3)
where Φ are a set of linear modes of the system, M is the mass matrix, and v is the computed system
response. The envelope of η can be computed using a peak-detection algorithm, or through use of the
Hilbert transform if the signal is oscillatory. The latter was chosen in this study.
Figure 3.10 shows the projection of the response using 10 N forcing onto the fixed-free and fixed-pinned
modes. Because this weak-forcing case is nearly linear, with correspondence to the fixed-free modes, the
computed envelopes for the projection onto the fixed-free modes are essentially exponentially decaying. For
reference, the first time instances for which 25% of the initial energy (energy at 10−3 s) remains is shown.
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For the approximately linear cases, these are the ideal durations to be used for POD in order to ensure
accuracy. However, as these time lengths are shorter than the aforementioned requisite 0.13 s, they cannot
be used. Instead, 0.2 s is proposed in order to maximize the time sample. This is enough to capture the first
mode, and ensures that there is still a detectable influence of the higher modes of interest.
For higher forcing amplitudes as in Figures 3.11-3.13, projections onto both bases must be considered in
order to observe trends and predict an appropriate duration to capture the corresponding nonlinear modes.
Additionally, the shift from fixed-free to fixed-pinned can be observed as the envelopes go from exponen-
tially decaying to sinusoidally varying, and back to exponentially decaying. All modes show a degree of
participation at 0.2 s, which supports its choice as the time length to use. The projection onto the linear
bases is only used to determine a time window length. Caution should be observed in using this method for
further analysis as lack of correspondence to modes can be mistaken for modal interactions.
With an appropriate time window chosen for POD, the POMs for all simulated cases were computed.
The estimated frequencies of each POM were then found through the Rayleigh quotient. Figure 3.7 shows
the evolution of the estimated frequencies for varying forcing levels. Each forcing level corresponds to an
energy level through the response using equation (2.33). These energy levels are featured on the horizontal
axis. The green horizontal dashed lines correspond to the natural frequencies of the fixed-free system, while
the blue horizontal dashed lines correspond to the natural frequencies of the fixed-pinned system. These
are labeled by mode order and are designated as ω and Ω for the fixed-free and fixed-pinned systems,
respectively.
For low energy levels, the estimated frequencies of the POMs agree with the natural frequencies of
the fixed-free beam. This is further confirmed in Figure 3.10 as explained before. For high energy levels,
the lowest three estimated frequencies, sorted by Rayleigh quotient, correspond to the fixed-pinned natural
frequencies. The fourth through sixth POMs show close, but not exact, correspondence. This is also seen
in the projections in Figure 3.13(d). The higher-order POMs appear to interact. The 8th POM increases
and decreases in estimated frequency at the same rate as the 9th decreases and increases for large energy
input. A transition region, which will be defined as the continuous region for which the POMs do not
show correspondence to either fixed-free or fixed-pinned modes, exists for each POM as they approach the
two linear limits. These regions show similar interactions and have no isolated deviations from a smooth
transition.
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As described in Section 2.3, modal damping employs the modal matrix of the cantilever beam. As a
result, damping has a more pronounced effect as the system deviates from the fixed-free system. In order to
study this, simulations were also run without damping in the system for the same input energy levels as in
the set of simulations with modal damping. The frequency vs. energy plot for the damped system is shown
in Figure 3.7. The frequency vs. energy plot for the system without modal damping is shown in Figure
3.8. It is seen that modal damping disrupts higher frequency modes that approach the fixed-pinned system
much more than the lower modes. This is exacerbated by the relatively minimal energy content in these
higher-energy modes. One odd feature of Figure 3.8 is the lack of convergence of some POMs, such as the
8th, to the fixed-free modes. This requires further investigation.
It is also seen that, for weak forcing, the 8th POM does not appear to converge to the 8th fixed-free
mode shape. This pattern was observed for various time windows for POD. Upon closer inspection, it is
seen that the offending POM is ranked 12th by singular value and contains under 0.2% of the total system
energy for weak forcing. The discrepancy is likely due to relatively strong nonlinear effects due to the weak
participation of the mode in the response. However, the computed POM is ultimately qualitatively similar
to the mode shape as seen in Figure 3.9.
In both systems with and without modal damping, the transition region is not smooth. Due to the
nonlinearities, energy is spread across the frequency spectrum. Nonlinear energy transfer can occur via
internal resonance between modes. Internal resonances occur in nonlinear systems when frequencies are
commensurate, or nearly commensurate, to each other. Examples of such are frequencies that are an integer
multiple of another or a linear combination of others. Existence of internal resonances depends on the
order of the nonlinearity in the system. The mathematical analysis of internal resonances can be found in
references [27] and [28].
In order to verify the existence of the nonsmooth transition region with established signal analysis tech-
niques, the fast Fourier transform (FFT) and wavelet transform (WT) were computed for various energy
levels along the transition regions for the system without modal damping. These are shown in Figures
3.14-3.25. Commencing with weak forcing in Figure 3.14, the frequencies of the sytem are distinct and
correspond to the fixed-free natural frequencies. In Figure 3.15, the frequency vs. energy plot shows a
deviation in the first and second modes. This is seen as frequency spreading for the first two modes in the
FFT and WT. Similarly, in Figure 3.17 the first three modes appear to be affected in the frequency vs. en-
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ergy plot. The FFT and WT show the deviation from the fixed-free modes for the two lowest frequencies,
with energy spread in modes lower than the fourth fixed-free. In Figure 3.20, at least the first ten modes
are in their respective transition regions, with the first two seemingly having converged to the fixed-pinned
modes. The FFT and WT also show strong correspondence between the two lowest modes and the two low-
est fixed-pinned modes. Finally, for large forcing amplitudes, as in Figure 3.25, the frequency vs. energy
plot suggests that the nine lowest modes have converged or are similar to the corresponding fixed-pinned
modes. This is confirmed by the distinct peaks in the FFT and narrow bands in the WT.
Figure 3.7: Estimated frequency vs. energy plot for the beam with the cubic spring attachment and modal
damping.
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Figure 3.8: Estimated frequency vs. energy plot for the beam with the cubic spring attachment and no
modal damping.
Figure 3.9: Comparison of the 8th fixed-free mode with the 8th POM, sorted by estimated frequency. The
forcing amplitude used for POM computation was 2474 N and no modal damping was assumed.
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(a) Fixed-free modes (b) Fixed-pinned modes
(c) Fixed-free modes (d) Fixed-pinned modes
(e) Fixed-free modes (f) Fixed-pinned modes
Figure 3.10: Projection of the response to 10 N forcing onto the linear bases for the beam with a cubic
spring attachment. Red dots signal the times at which 25% of initial energy is left in a mode.
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(a) Fixed-free modes (b) Fixed-pinned modes
(c) Fixed-free modes (d) Fixed-pinned modes
(e) Fixed-free modes (f) Fixed-pinned modes
Figure 3.11: Projection of the response to 1.02×105 N forcing onto the linear bases for the beam with a
cubic spring attachment. Red dots signal the times at which 25% of initial energy is left in a mode.
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(a) Fixed-free modes (b) Fixed-pinned modes
(c) Fixed-free modes (d) Fixed-pinned modes
(e) Fixed-free modes (f) Fixed-pinned modes
Figure 3.12: Projection of the response to 1.01×107 N forcing onto the linear bases for the beam with a
cubic spring attachment. Red dots signal the times at which 25% of initial energy is left in a mode.
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(a) Fixed-free modes (b) Fixed-pinned modes
(c) Fixed-free modes (d) Fixed-pinned modes
(e) Fixed-free modes (f) Fixed-pinned modes
Figure 3.13: Projection of the response to 1012 N forcing onto the linear bases for the beam with a cubic
spring attachment. Red dots signal the times at which 25% of initial energy is left in a mode.
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(a) Frequency vs. energy
(b) FFT (c) WT
Figure 3.14: FFT and WT of response at xstop to 10 N forcing for the beam with a cubic spring attachment.
The blue dots in the frequency vs. energy plot correspond to the energy level. The green dashed lines in the
FFT and WT correspond to the fixed-free natural frequencies.
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(a) Frequency vs. energy
(b) FFT (c) WT
Figure 3.15: FFT and WT of response at xstop to 2.47×103 N forcing for the beam with a cubic spring
attachment. The blue dots in the frequency vs. energy plot correspond to the energy level. The green
dashed lines in the FFT and WT correspond to the fixed-free natural frequencies.
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(a) Frequency vs. energy
(b) FFT (c) WT
Figure 3.16: FFT and WT of response at xstop to 6.23×103 N forcing for the beam with a cubic spring
attachment. The blue dots in the frequency vs. energy plot correspond to the energy level. The green
dashed lines in the FFT and WT correspond to the fixed-free natural frequencies.
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(a) Frequency vs. energy
(b) FFT (c) WT
Figure 3.17: FFT and WT of response at xstop to 1.44×104 N forcing. The blue dots in the frequency vs.
energy plot correspond to the energy level for the beam with a cubic spring attachment. The green dashed
lines in the FFT and WT correspond to the fixed-free natural frequencies.
69
3.2 Beam with Smooth Nonlinearity
(a) Frequency vs. energy
(b) FFT (c) WT
Figure 3.18: FFT and WT of response at xstop to 3.05×105 N forcing for the beam with a cubic spring
attachment. The blue dots in the frequency vs. energy plot correspond to the energy level. The green
dashed lines in the FFT and WT correspond to the fixed-free natural frequencies, while the blue dashed
lines correspond to the fixed-pinned natural frequencies.
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(a) Frequency vs. energy
(b) FFT (c) WT
Figure 3.19: FFT and WT of response at xstop to 1.25×105 N forcing for the beam with a cubic spring
attachment. The blue dots in the frequency vs. energy plot correspond to the energy level. The green
dashed lines in the FFT and WT correspond to the fixed-free natural frequencies, while the blue dashed
lines correspond to the fixed-pinned natural frequencies.
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(a) Frequency vs. energy
(b) FFT (c) WT
Figure 3.20: FFT and WT of response at xstop to 8.17×105 N forcing for the beam with a cubic spring
attachment. The blue dots in the frequency vs. energy plot correspond to the energy level. The green
dashed lines in the FFT and WT correspond to the fixed-free natural frequencies, while the blue dashed
lines correspond to the fixed-pinned natural frequencies.
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(a) Frequency vs. energy
(b) FFT (c) WT
Figure 3.21: FFT and WT of response at xstop to 2.09×106 N forcing for the beam with a cubic spring
attachment. The blue dots in the frequency vs. energy plot correspond to the energy level. The green
dashed lines in the FFT and WT correspond to the fixed-free natural frequencies, while the blue dashed
lines correspond to the fixed-pinned natural frequencies.
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(a) Frequency vs. energy
(b) FFT (c) WT
Figure 3.22: FFT and WT of response at xstop to 8.38×106 N forcing for the beam with a cubic spring
attachment. The blue dots in the frequency vs. energy plot correspond to the energy level. The green
dashed lines in the FFT and WT correspond to the fixed-free natural frequencies, while the blue dashed
lines correspond to the fixed-pinned natural frequencies.
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(a) Frequency vs. energy
(b) FFT (c) WT
Figure 3.23: FFT and WT of response at xstop to 2.54×107 N forcing for the beam with a cubic spring
attachment. The blue dots in the frequency vs. energy plot correspond to the energy level. The green
dashed lines in the FFT and WT correspond to the fixed-free natural frequencies, while the blue dashed
lines correspond to the fixed-pinned natural frequencies.
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(a) Frequency vs. energy
(b) FFT (c) WT
Figure 3.24: FFT and WT of response at xstop to 1.02×108 N forcing for the beam with a cubic spring
attachment. The blue dots in the frequency vs. energy plot correspond to the energy level. The green
dashed lines in the FFT and WT correspond to the fixed-free natural frequencies, while the blue dashed
lines correspond to the fixed-pinned natural frequencies.
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(a) Frequency vs. energy
(b) FFT (c) WT
Figure 3.25: FFT and WT of response at xstop to 5.88×108 N forcing for the beam with a cubic spring
attachment. The blue dots in the frequency vs. energy plot correspond to the energy level. The green
dashed lines in the FFT and WT correspond to the fixed-free natural frequencies, while the blue dashed
lines correspond to the fixed-pinned natural frequencies.
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Similar to internal resonances, resonance captures, as described in Section 2.9, are nonlinear phenom-
ena that trigger energy exchange between participating system components or modes. Along with internal
resonances in the system, transient resonance capture may be responsible for various features of the fre-
quency vs. energy plots. Particularly, a perceived coalescence of estimated frequencies may indicate energy
exchange between participating modes. In order to check this, the methods described in Section 2.9 were
implemented.
These methods were first applied to the beam response to a forcing amplitude with no perceived nonlinear
exchange, such as a weak forcing amplitude of 10 N. Due to the concentration of energy in the lower
modes, the response at the attachment location, 1.185 m from the beam root, was filtered through a low
pass, Butterworth filter with a cutoff frequency of 200 Hz. The signal was then decimated to minimize
computation. Comparisons of the original data with the filtered and decimated signals are shown in Figure
3.26. EMD was then performed on the decimated signal, as outlined in Section 2.9, to extract a set of
IMFs. This was accomplished through the use of masking signals to isolate each IMF individually. The
most effective masking signal was found to be one with an amplitude approximately 1.6 times that of the
signal and with a frequency equal to the sum of the frequency of interest and the expected frequency of the
mode immediately preceding it in order. The resulting IMFs and their WTs are shown in Figure 3.27. As
can be seen in the WTs, no mode mixing occurs. The IMFs are computed with the higher frequency IMFs
extracted first, resulting in lower-order IMFs of higher frequency. The code used for this computation is the
same as was used in reference [29].
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(a) Filtered signal (b) Decimated signal
Figure 3.26: Comparison of the filtered and decimated signals to the original signal for the case of 10 N
forcing and modal damping for the beam with a cubic spring attachment.
The Hilbert transform was employed on each IMF to obtain their respective phases. The difference in
the phases was computed as φ12 in equation (2.61). Different integer values were used for a and b, the most
reasonable being the approximate ratios in frequencies between modes. The resulting phase modulations
and trajectories are shown in Figure 3.28. In Figures 3.28(a), 3.28(c), and 3.28(c), the phase modulation
shows time-like behavior for the entire time period. Additionally, the phase trajectories do not reveal a
sustained interaction between modes. A single circling about a particular point in the phase trajectory does
not indicate transient resonance capture.
A case was selected in which there was an indication of transient resonance capture, namely a forcing
amplitude of 1.37×105 N and with modal damping. The location on the frequency vs. energy plot is
indicated in Figure 3.29(a). It is seen that the estimated frequencies of the second and third POMs almost
coalesce to identical frequencies. The WT of the response at the location of the nonlinear attachment is
shown in Figure 3.29(b). The domination of a set of decreasing frequencies with increasing time can be
observed by the strong influence of a frequency of about 80 Hz for the initial 0.2 s, followed by a shift in
strength to a frequency of 60 Hz from 0.2 s to 0.6 s, and finally achieving strong participation of a frequency
of about 24 Hz for the remaining time. This irreversible flow of energy suggests transient resonance capture
for these periods of time.
The signal was filtered as before to a cutoff frequency of 400 Hz, as relatively insignificant interactions
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occur at frequencies above this. The signal was then decimated to save computation time. The comparison
of the filtered and decimated signals to the original signal is shown in Figure 3.30. The IMFs, shown in
Figure 3.31, were then computed and their respective phases found via the Hilbert transform. Difficulty was
encountered in avoiding mode mixing between IMFs. As a result, mode mixing was allowed to occur among
higher modes, as seen in the first IMF in Figure 3.29(b), because these were not of interest. The modulations
and trajectories of the phase differences are shown in Figure 3.32.
From the WT of the response, a transfer of energy is seen from a mode with a frequency of 82 Hz to
another of a frequency of 58 Hz. This transfer commences at the beginning of the response, with the majority
of the energy transferred by 0.4 s. There appears to be a short diminuition of energy transfer around 0.2 s.
The 82 Hz and 58 Hz frequencies correspond to IMFs 2 and 3 , respectively. Utilizing a frequency ratio of
3:4, the phase modulation of the phase difference between IMFs 2 and 3 in Figure 3.32(b) shows non-time-
like behavior for the period 0 Hz to 0.15 s, followed by brief time-like behavior, and ending with non-time-
like behavior again until about 0.45 s. This suggests closely spaced instances of transient resonance capture.
Unfortunately, the corresponding phase trajectory shows spiraling about non-concentric points, suggesting
that the modes are not in- or out-of-phase during the periods of perceived transient resonance capture.
A mode appears at 45 Hz that bridges the transfer of energy from the mode at 58 Hz to a lower mode
at 24 Hz. This energy transfer begins shortly after the 58 Hz mode becomes dominant, around 0.3 s, and
weakens greatly upon the diminuition of the 58 Hz mode, around 0.65 s. In the phase modulation of IMFs 3
and 4 in Figure 3.32(c), non-time-like behavior is observed for the majority of this time period, with a brief
interlude at about 0.4 s. The phase trajectory does support transient resonance capture in this case because
of the concentric spiraling, suggesting in- or out-of-phase interactions. Additionally, the oscillations in the
phase modulation from 0.25 s to 0.35 s and 0.45 s to 0.6 s occur with the phase difference, as their averages
differ by 2pi , suggesting escape from transient resonance capture and immediate re-entry.
Finally, interactions between a mode at 45 Hz and another at 24 Hz is seen in the WT. These modes
correspond to IMFs 4 and 5, respectively. The interaction appears to begin after 0.5 s and remains sustained
until the end of the simulation time. This corresponds to the non-time-like behavior seen in Figure 3.32(e)
for the same time period and the concentric spiraling seen in the phase trajectory in Figure 3.32(f). While this
further strengthens the case for transient resonance capture among various modes, further investigation is
required regarding this phenomenon due to the unclear picture painted by the aforementioned inconclusivity
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in analysis between IMFs 2 and 3 as well as by the fact that the oscillations in the phase modulations that
are promising do not occur at multiples of pi , suggesting neither in-phase nor out-of-phase interactions and,
therefore, a lack of resonance interactions to begin with.
While the physics behind the energy exchange between modes requires further investigation, the al-
gorithm behind the generation of the frequency vs. energy plots in Figures 3.7 and 3.8 does lead to the
identification of regions of nonlinearity for each mode. The question of the point of maximum nonlinearity
can thus be answered one of two ways. Interest in an energy level for which each mode is separately most
unlike any linear basis will dictate that a smooth spline be fit onto each POM curve. The point of maximum
nonlinearity would be the point at which the derivative of the spline reaches a maximum. This point would
vary from mode to mode and would increase in energy level with increasing mode order.
However, if a global point of maximum nonlinearity is sought, the Betti-Maxwell reciprocity theorem
can be invoked. By forcing the system at two points using the same forcing function and measuring the
response at the reciprocal points, a measure of nonlinearity can be defined. For linear systems, the response
at each point will be the same, and the difference between the two responses will yield zero for all time. For
a nonlinear system, nonzero values are expected. The integral of the difference squared would thus provide
insight into the point of maximum nonlinearity. Normalization can be performed through the product of the
root mean squares of both responses.
Thus, the criterion can be defined as
δ =
1
T
∫ T
0 (vi− v j)2 dt√
1
T
∫ T
0 v
2
i dt
√
1
T
∫ T
0 v
2
jdt
(3.4)
where T is the end simulation time and vi and v j are the responses at the reciprocal points.
The value for δ is difficult to interpret, but its qualitative implications are great. The global point of
maximum nonlinearity can be defined as energy level at which δ is at its global maximum. It is expected
that, at low and high energy levels, δ is close to zero due to the relatively linear nature of the system.
Simulations were run using the same configurations as before with modal damping, but with the forcing
located at 0.1 m and 0.2 m from the beam root. The response at 0.4 m for these two cases was used to
measure the ‘failure’ of the Betti-Maxwell reciprocity theorem.
Figure 3.33 shows the evolution of δ when vi corresponds to the response at 0.2 m with forcing at 0.4 m
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and v j corresponds to the response at 0.4 m with forcing at 0.2 m. The global maximum occurs just above
the energy level at which the first POM is most nonlinear according to its maximum slope. This is because,
for all forcing energy levels, the first mode contains more energy than all other modes. Thus, the global
maximum is influenced most by the higher-energy modes, as would be expected.
In Figure 3.34, δ is computed for vi corresponding to the response at 0.1 m with forcing at 0.4 m and
v j corresponding to the response at 0.4 m with forcing at 0.1 m. Using these responses, the ‘failure’ of
the Betti-Maxwell reciprocity theorem occurs for a similar energy level as in Figure 3.33. An interesting
feature of both plots is the presence of a large number of decreasing maxima with increasing energy level.
Similarly, a set of maxima occurs for energy levels below that of the global maximum. In the former case,
the local maximum of a set of closely-spaced maxima will correspond to the point of maximum nonlinearity
for a higher mode. Other maxima are likely to be at energy levels for which internal resonances and other
exchanges due to the nonlinearities occur. This explanation is also likely for the maxima that precede the
global maximum in energy level. These may be more pronounced due to the involvement of lower-order (and
thus higher-energy) modes. This last case is supported by interactions of the two lowest modes. However,
further investigation is required.
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(a) IMF 1 (b) WT of IMF 1
(c) IMF 2 (d) WT of IMF 2
(e) IMF 3 (f) WT of IMF 3
Figure 3.27: IMFs as a function of time and their respective WTs for forcing of 10 N and modal damping.
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(a) Modulation of phase difference between IMFs 1
and 2. The frequency ratio used was 1:3.
(b) Phase trajectory of phase difference between IMFs
1 and 2. The frequency ratio used was 1:3.
(c) Modulation of phase difference between IMFs 2
and 3. The frequency ratio used was 1:6.
(d) Phase trajectory of phase difference between IMFs
1 and 2. The frequency ratio used was 1:6.
(e) Modulation of phase difference between IMFs 2
and 3. The frequency ratio used was 1:16.
(f) Phase trajectory of phase difference between IMFs
1 and 2. The frequency ratio used was 1:16.
Figure 3.28: Phase difference modulations and trajectories for 10 N forcing and modal damping for the
beam with a cubic spring attachment.
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(a) Frequency vs. energy (b) WT of response at axial attachment location
Figure 3.29: Location of 1.37×105 N forcing on frequency vs. energy plot and WT of response for the
beam with a cubic spring attachment.
(a) Filtered signal (b) Decimated signal
Figure 3.30: Comparison of the filtered and decimated signals to the original signal for the beam with a
cubic spring attachment, 1.37×105 N forcing, and modal damping.
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(a) IMF 1 (b) WT of IMF 1
(c) IMF 2 (d) WT of IMF 2
(e) IMF 3 (f) WT of IMF 3
Figure 3.31: IMFs as a function of time and their respective WTs for forcing of 1.37×105 N and modal
damping.
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(g) IMF 4 (h) WT of IMF 4
(i) IMF 5 (j) WT of IMF 5
Figure 3.31: IMFs as a function of time and their respective WTs for forcing of 1.37×105 N and modal
damping.
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(a) Modulation of phase difference between IMFs 2
and 3. The frequency ratio used was 3:4.
(b) Phase trajectory of phase difference between IMFs
2 and 3. The frequency ratio used was 3:4.
(c) Modulation of phase difference between IMFs 3
and 4. The frequency ratio used was 2:3.
(d) Phase trajectory of phase difference between IMFs
3 and 4. The frequency ratio used was 2:3.
(e) Modulation of phase difference between IMFs 4
and 5. The frequency ratio used was 1:2.
(f) Phase trajectory of phase difference between IMFs
4 and 5. The frequency ratio used was 1:2.
Figure 3.32: Phase difference modulations and trajectories for 1.37×105 N forcing and modal damping for
the beam with a cubic spring attachment.
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Figure 3.33: ‘Failure’ of the Betti-Maxwell reciprocity theorem for forcing at 0.2 m and 0.4 m. Modal
damping is included.
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Figure 3.34: ‘Failure’ of the Betti-Maxwell reciprocity theorem for forcing at 0.1 m and 0.4 m. Modal
damping is included.
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3.3 VIBRO-IMPACT BEAM
METHODOLOGY FOR NONLINEAR QUANTIFICATION OVERVIEW
The cantilever beam undergoing vibro-impact was simulated using a time step of 10−7 s. The resulting
simulations were limited to 0.2 s in order to minimize the output file sizes. This time sample was sufficient
for capturing the lowest cantilever mode for postprocessing purposes. The parameter values for the spring-
dashpot stop model are listed in Table 2.3. A total of 100 elements was used to compute the transvere
displacements and rotations. The forcing amplitude used for all simulations was 2000 N, as shown in Figure
2.3.
Figures 3.35-3.38 show the response at various points along the beam for various clearances. As in the
system with a smooth nonlinear attachment, the signficant high-frequency content is localized to the stop
impact region. It is also evident for very small clearances that significant penetration occurs due to the nature
of the model, as seen in Figure 3.35(e).
The beam undergoing vibro-impact tends toward the fixed-free beam in the limit of large clearances.
Indeed, for a large-enough clearance, no impacts occur and the system is linear. On the opposite end of
the specrum, the vibro-impact beam tends toward the fixed-pinned beam in the limit of small clearance.
However, due to the nature of the model, another consideration for the linear limit is a fixed-restrained beam
with a linear stiffness equal to that in the vibro-impact model. The large amount of energy dissipation (large
viscous damping coefficient) caused by the dashpot limits further motion at the stop location, meaning the
limiting frequencies of the system will actually lie between those of the two linear systems (fixed-restrained
and fixed-pinned). In any case, Table 3.3 and Figure 3.39 show how similar the mode shapes and natural
frequencies of the two systems are. The percent difference is computed through equation (3.1). Because the
fixed-pinned beam is associated with larger natural frequencies, it will be considered the linear limit.
The POMs computed for the case of a very small clearance of 1.0×10−7 m are shown against the fixed-
pinned modes in Figure 3.40(a). As suggested by the quantitative agreement in natural frequencies in Table
3.2, the POMs and mode shapes are qualitatively alike. Similarly, the response of the beam with a large
clearance of 5.8×10−3 m (a clearance of 5.9×10−3 m results in no impacts) approaches the linear system.
The estimated frequencies are close to the fixed-free natural frequencies and there is strong qualitative
agreement in the POMs and mode shapes.
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(a) Displacement at 0.249 m (b) Displacement at 0.498 m
(c) Displacement at 0.747 m (d) Displacement at 0.997 m
(e) Displacement at 1.185 m (f) Displacement at 1.311 m
Figure 3.35: Response of beam undergoing vibro-impact and a stop clearance of 1.0×10−7 m. The dashed
lines indicate the stop location for the displacement at 1.185 m.
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(a) Displacement at 0.249 m (b) Displacement at 0.498 m
(c) Displacement at 0.747 m (d) Displacement at 0.997 m
(e) Displacement at 1.185 m (f) Displacement at 1.311 m
Figure 3.36: Response of beam undergoing vibro-impact and a stop clearance of 5.0×10−5 m. The dashed
lines indicate the stop location for the displacement at 1.185 m.
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(a) Displacement at 0.249 m (b) Displacement at 0.498 m
(c) Displacement at 0.747 m (d) Displacement at 0.997 m
(e) Displacement at 1.185 m (f) Displacement at 1.311 m
Figure 3.37: Response of beam undergoing vibro-impact and a stop clearance of 7.5×10−4 m. The dashed
lines indicate the stop location for the displacement at 1.185 m.
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(a) Displacement at 0.249 m (b) Displacement at 0.498 m
(c) Displacement at 0.747 m (d) Displacement at 0.997 m
(e) Displacement at 1.185 m (f) Displacement at 1.311 m
Figure 3.38: Response of beam undergoing vibro-impact and a stop clearance of 5.8×10−3 m. The dashed
lines indicate the stop location for the displacement at 1.185 m.
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Mode Number Fixed-Restrained Nat. Freq. [Hz] Fixed-Pinned Nat. Freq. [Hz]
1 20.386 20.387
2 64.939 64.944
3 130.273 130.276
4 203.243 203.685
5 281.100 282.989
6 393.141 396.005
7 539.441 543.342
8 714.068 719.326
9 915.004 921.767
10 1141.410 1149.253
Table 3.3: Comparison of the natural frequencies of the fixed-restrained beam using a stiffness coefficient
of 5.0×107 N m−1 to the natural frequencies of the fixed-pinned beam.
Figure 3.39: Comparison of the fixed-restained modes with the fixed-pinned modes.
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Figure 3.41 shows the distribution of energy among the POMs. In the two close-to-linear cases consid-
ered, the energy is concentrated in 5 or 6 POMs that each contain at least 1.0% of the total system energy. As
in the case with the smooth nonlinear attachment, the nonlinearity caused by impact in this system spreads
energy among more modes, resulting in more POMs containing at least 1.0% of the total system energy.
Mode Number Natural Frequency [Hz] Estimated Frequency of POM [Hz] % Difference
1 3.794 3.998 5.377
2 23.778 23.734 0.185
3 66.578 66.584 0.0.009
4 130.467 131.031 0.432
5 215.671 216.213 0.251
Table 3.4: Comparison of the natural frequencies of the fixed-free beam to the estimated frequencies of the
POMs computed for the case of a large clearance of 5.8×10−3 m.
Mode Number Natural frequency [Hz] Estimated frequency of POM [Hz] % Difference
1 20.387 20.249 0.677
2 64.944 64.639 0.470
3 130.276 130.702 0.327
4 203.685 207.622 1.933
5 282.989 282.320 0.236
Table 3.5: Comparison of the natural frequencies of the fixed-pinned beam to the estimated frequencies of
the POMs computed for the case of a small clearance of 10−7 m.
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(a) 1.0 m clearance (b) 5.8×10−3 m clearance
Figure 3.40: Comparison of POMs to mode shapes. In (a), POMs for a small clearance case are compared
to the fixed-pinned modes. In (b), POMs for a large clearance case are compared to the fixed-free modes.
The dashed black lines represent the beam at static equilibrium and the blue dots are the location of the
stops.
(a) 1.0×10−7 m clearance (b) 5.80×10−3 m clearance
Figure 3.41: Singular values for the systems with small clearance (a) and large clearance (b).
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EFFECT OF VARYING CLEARANCE
For the vibro-impact system, the clearance between the beam at static equilibrium and the stops was
varied to achieve a system that shifted from one linear system to another. A total of 1053 clearances was
used, ranging from 1.0×10−7 m to 5.9×10−3 m. For every clearance considered, simulations were run for
0.2 s, which is enough time to capture the lowest fixed-free mode. The forcing used was exactly that shown
in Figure 2.3, with a 2000 N amplitude.
As was done for the beam with a nonlinear attachment, the responses were projected onto the two linear
modal matrices via equation (3.3) to observe the evolution of the generalized-coordinate envelopes. This was
repeated because it was not known beforehand what effect the dissipative impact force had on the modes.
The resulting projections are shown in Figures 3.42-3.45.
For a clearance of 1.0×10−7 m, there is close correspondence with the first three fixed-pinned modes,
suggesting the system is nearly linear. These play a significant role throughout the simulated response.
It is the higher modes, particularly those with frequencies above 500 Hz, that do not seem to survive the
entirety of the simulated response. A fitting time window for POD would be 0.05 s, which is unfortunately
too small for a window to capture reliable POMs for the lowest fixed-free mode. This same pattern is
observed for larger clearances, though the resulting envelopes are more difficult to interpret due to their lack
of correspondence with the linear modes. Time windows of 0.1 s and 0.15 s were used to check the accuracy
of the estimated frequencies, but the lower modes appeared to be affected. Consequently, the entire time
history, excluding the initial 0.6×10−3 s duration of the forcing, was used to compute the POMs. This
ensures accuracy of the lower modes, but brings doubt to higher modes, particularly those with estimated
frequencies above 500 Hz.
With the time window chosen, the POMs and their estimated frequncies were computed for all clearances
simulated. The resulting frequency vs. clearance plot is shown in Figure 3.46. The lower POMs show
convergence to their respective linear systems. Transition regions appear at different sets of clearances for
each mode. As mentioned, the higher POMs, particularly those with frequencies above 500 Hz, do not
show convergence to linear modes. Focusing on the lower POMs, interactions between modes similar to
what was seen for the beam with a cubic spring attached are observed. This suggests that the same nonlinear
processes occuring for the beam with the cubic spring are also occuring for the vibro-impact beam. However,
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this requires further investigation.
As was done for the beam with cubic spring, the Betti-Maxwell criterion described by equation (3.4)
was used to verify the existence of the transition regions suggested by the frequency vs. clearance plot.
Simulations were run with forcing at 0.2 m to compare with those with forcing at 0.4 m. The responses at
0.4 m and 0.2 m, respectively, were used as vi and v j in the Betti-Maxwell criterion. The resulting plot of
the criterion, δ , vs. clearance is shown in Figure 3.47. Large variation is seen in the criterion due to the
varying degrees of nonlinear energy exchange among the clearances. However, a peak at about 1.2×10−3 m
is seen through the average variation of the δ . This suggests a global point of maximum nonlinearity at
this clearance for this vibro-impact configuration. This clearance is also near the clearance of maximum
nonlinearity of the first and second POMs, which could be found by fitting a monotonic spline onto the
estimated frequencies and locating the clearance for each mode that has the greatest slope. The criterion
verifies the existence of the transition region suggested by the frequency vs. clearance plot.
An idiosyncracy encountered with this system is that large variation in δ could be encountered with
very small variation in the clearance. This is due to the superposition of modes in the linear response as
seen most dramatically in Figure 3.48. At approximately 0.035 s, the response at the stop location reaches
a local minimum before rebounding temporarily. After a short traverse upward, the beam again begins its
downward motion, surpassing the previous local minimum before reaching a global minimum (in the simu-
lated response). A small change in clearance from just smaller than the absolute value of the local minimum
(5.16×10−3 m) to just greater than that minimum (5.24×10−3 m) results in a response that appears less
linear (due to a larger impact and separation velocity), despite the larger clearance. This is reflected in the
POMs and through the Betti-Maxwell reciprocity criterion. In the latter case, this explains the development
of a new peak near 5.2×10−3 m. The complexity of the vibro-impact system thus makes interpretation
more difficult than in the case with a cubic spring (smooth nonlinearity), but the trends observed are similar.
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3.3 Vibro-Impact Beam
(a) Fixed-free modes (b) Fixed-pinned modes
(c) Fixed-free modes (d) Fixed-pinned modes
(e) Fixed-free modes (f) Fixed-pinned modes
Figure 3.42: Projection of the response for a 1.0×10−5 m clearance onto the fixed-free and fixed-pinned
bases. The red dots signal the time instants at which 25% of the initial energy is left in a mode.
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3.3 Vibro-Impact Beam
(a) Fixed-free modes (b) Fixed-pinned modes
(c) Fixed-free modes (d) Fixed-pinned modes
(e) Fixed-free modes (f) Fixed-pinned modes
Figure 3.43: Projection of the response for a 2.5×10−4 m clearance onto the fixed-free and fixed-pinned
bases. The red dots signal the time instants at which 25% of the initial energy is left in a mode.
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3.3 Vibro-Impact Beam
(a) Fixed-free modes (b) Fixed-pinned modes
(c) Fixed-free modes (d) Fixed-pinned modes
(e) Fixed-free modes (f) Fixed-pinned modes
Figure 3.44: Projection of the response for a 9.7×10−4 m clearance onto the fixed-free and fixed-pinned
bases. The red dots signal the time instants at which 25% of the initial energy is left in a mode.
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3.3 Vibro-Impact Beam
(a) Fixed-free modes (b) Fixed-pinned modes
(c) Fixed-free modes (d) Fixed-pinned modes
(e) Fixed-free modes (f) Fixed-pinned modes
Figure 3.45: Projection of the response for a 5.8×10−3 m clearance onto the fixed-free and fixed-pinned
bases. The red dots signal the time instants at which 25% of the initial energy is left in a mode.
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3.3 Vibro-Impact Beam
Figure 3.46: Estimated frequency vs. energy plot for the vibro-impact beam.
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3.3 Vibro-Impact Beam
Figure 3.47: ‘Failure’ of the Betti-Maxwell reciprocity theorem for the vibro-impact beam using forcing at
0.2 m and 0.4 m.
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3.3 Vibro-Impact Beam
Figure 3.48: Displacement at xstop for the linear cantilever beam.
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4 CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK
A cantilever beam with local nonlinearities was modeled using the finite element method. Two nonlinear
configurations were considered, namely a beam with a cubic spring attached at xstop = 1.185 m with varying
forcing amplitude and a beam undergoing vibro-impact with a stop axially located at xstop and a varying
clearance. Proper orthogonal decomposition was used to obtain a basis of proper orthogonal modes that
is optimal in average energy content. The frequencies of these POMs were estimated using the Rayleigh
quotient. The variation of these estimated frequencies was studied to identify the parameter values for which
the system was approximately linear and those for which it was highly nonlinear.
For the beam with a cubic spring attached, sets of input energies for which the dynamics of the system
were nonlinear and transitioned from approximately fixed-free to approximately fixed-pinned were discov-
ered for each mode. The forcing values for which the transition zone exists vary for each mode. In fact, the
input energy level (forcing amplitude) at which the transition region commences increases with increasing
mode number. Additionally, the transition region tends to be longer, signifying that convergence is slower,
with increasing mode number. In the transition region, nonlinear dynamics play an important role and spread
energy more evenly among the modes. Energy exchange between the modes is consequently possible.
The ‘failure’ of the Betti-Maxwell reciprocity theorem was employed to determine the energy level at
which the system was most nonlinear. A consequence of this was further validation of the existence of
transition and linear regions, as the energy levels for which the responses were least similar corresponded to
the energy levels of the transition regions of the lower modes. It was seen that the energy levels for which
the system was most unlike the fixed-free and fixed-pinned was most influenced by the lower modes as these
consistently contained the largest percentage of the total system energy.
An attempt was made to identify transient resonance capture, a nonlinear form of energy exchange from
one mode to another observed in certain operating regions of nonlinear systems. Empirical mode decom-
position was employed to compute the intrinsic mode functions corresponding to the dominant frequencies
in the system. The Hilbert transform was used on these functions to compute their phases. Analysis of the
phase differences between frequencies of interest was unable to conclusively prove the existence of transient
resonance capture, though the tentative results were promising.
For the cantilever beam undergoing vibro-impact, transition regions were also observed as the clearance
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was varied from small (fixed-pinned) to large (fixed-free). Convergence to the fixed-pinned modes was
much slower than to the fixed-free modes, as with the cantilever beam with a cubic spring. These transition
regions varied from mode to mode. Use of the Betti-Maxwell reciprocity theorem confirmed the existence
of these transition regions and again showed the influence of the lower modes (that carried the most energy)
on the ‘amount of nonlinearity’ in the system.
Limitations in the use of POD for nonlinear quantification were observed. Due to the dependence on the
response time history, POMs were affected by the amount of damping in the system. For the cantilever beam
with a cubic spring attachment, the light modal damping in the beam enabled a proper time window to be
found for POD analysis. However, this proved much more difficult for the cantilever beam due to the large
amount of damping associated with impact. This affected higher modes first, resulting in unreasonably small
time windows. Such small time windows were not sufficient for proper computation of POMs associated
with the lowest cantilever mode. As a result, higher modes were ignored and the study focused on those
modes with the largest contributions, namely the lowest six.
The methodology presented was successful in identifying parameter values associated with nonlinear
transition regions through use of nothing but the response time history. The only information known a priori
was that the nonlinear systems would converge to linear systems with extreme values of a certain parameter.
This is useful for comparative purposes, in order to validate the methodology developed. However, in a
more general system, this is unnecessary. Sustained convergence of the estimated frequencies to a set of
frequencies may be grounds for convergence to a linear system. Again, consideration must be given to the
amount of damping present in the system in order to avoid false confidence.
Improvements to the methodology were not accomplished. Future work might further study the effect
of damping on the vibro-impact system. If accuracy of higher modes is desired, a more detailed study on
an effective time window for POD is required. Of course, the merit in this must first be evaluated through a
study of the relative energy content of each mode for a large sweep of clearance values.
Another solution to this problem may be through use of different time windows for the computation of
each POM separately. This can be accomplished by ensuring the lowest POM is computed accurately and
subtracting its projection onto the response from the response. Higher modes can then be computed through
this process from the remainders using different time windows.
There may be merit in the use of a prescribed displacement boundary condition for the vibro-impact
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model, so further investigation is encouraged. Improvements in the numerical methods used to simulate the
vibro-impact beam can likely be achieved in order to increase simulation times.
A study of the time evolution of the POMs may provide further insight into the physical processes at
work in the transition region. Energy exchange through transient resonance capture or internal resonances
may be observed through coupled alterations in shape between POMs in the undamped system. This can also
be observed through changes in the relative energy content of these POMs as seen in their singular values.
The effect of damping can also be studied in this manner. The loss of certain POMs with increasing time
will identify an appropriate time window for those POMs. Of course, difficulty will arise with maintaining
a large-enough time window to capture lower modes.
Another technique that can potentially be used instead of POD in the presented methodology is EMD.
EMD can be performed on the spatial domain in a fashion similar to POD for further validation of the
presented work. Improvements are also needed to the techniques presented to study transient resonance
capture as the results were inconclusive.
Definitive proof of nonlinear energy exchanges can be achieved through the construction of a nonlinear
frequency vs. energy plot. This can be achieved by computing the amplitude of each nonlinear normal
mode and plotting it as a function of its energy. While the POMs may provide a linear representation of
the nonlinear normal modes, it is only through the computation of the nonlinear normal modes that their
effects on the system will be revealed. More information regarding nonlinear frequency vs. energy plots and
nonlinear normal modes can be found in reference [28].
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