Abstract. We introduce a novel approach, multiresolution collision detection, for fast and exact interference detection on continuous level-of-detail (LOD) representations of arbitrary triangle meshes undergoing rigid-body motion. A new algorithm, active bounding tree (AB-Tree), is presented to accelerate interference queries of three-dimensional models, which dynamically change LODs at runtime. The idea behind the approach is to selectively adjust the LODs of objects in a virtual environment to maintain an overall low complexity of collision detection (CD), therefore guaranteeing an interactive frame rate. On one hand the utilization of computational resources is maximized; on the other hand a consistent and realistic virtual environment is presented to the user. We also introduce a LOD selection method for CD. Our implementation of the CD algorithm demonstrates significant performance improvement over existing algorithms for static LOD meshes. The complexity of the algorithm is analyzed and proved. Measurements are taken to compare with the analytical results of three sample models and strong agreements are achieved.
Introduction
The increasing expectation for immersive and interactive entertainment in computer graphics applications requires fast high-fidelity physics simulation [Hecker 00 ]. Collision detection (CD), as the core of physics simulation, is often a bottleneck in interactive applications such as video games. Typically, low detailed meshes are used for real-time collision detection. They are decoupled from high detailed meshes used for visual rendering, which leads to inconsistency in physics simulation. The running time of existing CD algorithms depends on the complexity of input models and the output collision configuration. Therefore, setting the resolution of the meshes for collision detection in building a virtual environment becomes an engineering trade-off between speed and accuracy. Those algorithms cannot handle the situation when the resolutions of the meshes are changed at runtime due to mesh refinement.
In this paper, we present a new CD approach which takes advantage of multiresolution technique to dynamically adjust the complexity of CD at runtime. For each geometric model, the level of simplification depends on the availability of the computational resources at instance such as CPU and memory, and how realistic or consistent a simulation the user expects on the object in the virtual world. Thus desired performance is achieved.
Background
The primary focus of this section is to summarize the collision detection methods and the multiresolution techniques, and set the context for readers who are interested in implementing the presented CD algorithm.
Collision Detection
Many important CD methods have been developed for rigid models. Recent surveys of these methods can be found in [Jiménez et al. 01, Lin and Gottschalk 98] . Algorithms with the current best runtime for convex polytope collision queries take linear time. If the objects are not moving swiftly, the best runtime can be roughly constant.
The algorithms for collision queries between general nonconvex polygonal models are dominated by the BVH strategy. The time cost is mainly determined by the complexity of input model, the choice of bounding volume (BV), and the contact configuration of two models. Sphere-trees [Hubbard 96, Bradshaw and O'Sullivan 04] , oriented bounding box (OBB) trees [Gottschalk et al. 96] , axis-aligned bounding box (AABB) trees [van den Bergen 97], discrete orientation polytope (k-dop) trees [Klosowski et al. 98] , swept sphere volume (SSV) trees [Larsen et al. 99] , and CLOD [Otaduy and Lin 03] are examples.
In time-critical collision detection, the BVH provides higher precision as the collision query search moves down the hierarchy and allows output precision to be adapted to the computing time available [Hubbard 96 ]. However, spatial inaccuracy is inherent due to the lack of exact collision queries on primitives. This is especially important when contact normal and contact points are required to compute a plausible collision response.
Mesh Simplification and Multiresolution Data Structures
Previous mesh simplification works fall into two categories: multiple static LODs and single LOD with multiresolution. The idea of the multiresolution mesh or continuous LOD [Gross et al. 96, Taubin and Rossignac 98, Hoppe 96] is to create a data structure that can be employed to dynamically produce a mesh with any desired resolutions lying between the highest and the lowest number of polygons from the original mesh. Recent works have been focused on view-dependent simplification, which take into account viewing parameters in mesh simplification to speed up graphics rendering further [Luebke and Erikson 97, Hoppe 97, Xia et al. 97] . A general reference to LODs and mesh simplifications can be found in [Luebke et al. 02] .
Many works for general polygonal models are related to progressive meshes (PM). PM is proposed by Hoppe for accelerating graphics rendering [Hoppe 96] . A triangle mesh can be represented at multiple LODs by performing a series of refinement operations. He has also developed a view-dependent simplification algorithm for progressive meshes [Hoppe 97 ]. Xia et al. [Xia et al. 97] have introduced a merge tree, which is built upon progressive meshes to enable real-time view-dependent rendering. Luebke and Erikson [Luebke and Erikson 97] define a tight octree called vertex tree, which enables hierarchical view-dependent simplifications. Taubin et al. [Taubin and Rossignac 98] demonstrate a surface partition scheme for progressive encoding of surface.
By applying multiresolution meshes to collision detection, the accuracy of CD can be adjusted at runtime and the collision queries can be potentially accelerated. However, very few algorithms have been proposed to handle the multiresolution collision detection. One possible solution would be to apply CD to static LODs. However, auxiliary data structures, high computational cost, and the substantial amount of required storage are some of the limitations of this solution. proposed a multiresolution hierarchy for haptic collision detection. Otaduy and Lin [10] proposed a "dual hierarchy" that serves both as a BVH for accelerating collision queries and a multiresolution representation of the original model for computing contact information. However, they do not apply to massive and large-scale virtual environments. The CD approach presented in this paper is under the context of large-scale virtual environment. Therefore, our focus is to globally refine a large number of relatively less complex models in the virtual environment, rather than view-dependently refine a few very large and complex models with millions of polygons, such as a terrain model.
Collision Detection Algorithm and Data Structure
In this paper, we present a time-critical collision detection approach for multiresolution models. It is based on a new algorithm, active bounding tree or AB-Tree. We demonstrate this approach by applying the CD algorithm to PM, the most often used format for efficient representation of a mesh in a progressive multiresolution data structure. The AB-Tree, based on AABB BVH, serves not only as a BVH for rapid interference detection between meshes at instant resolutions but also as a tool for tracking the current active faces in the original mesh and efficiently refitting the BVH structure. SOLID is a programming library for collision detection between polygonal models using AABB BVH [van den Bergen 02]. Another CD library, RAPID, can be used as a starting point to implement our approach on OBB, a more tight-fitting BV [Gottschalk et al. 97] . We assume the collision detections are performed on triangle meshes. The generation of multiresolution three-dimensional models takes advantage of the PM and quadric error metrics [Garland and Heckbert 97] . The PM has advantages over some other multiresolution representations. It supports progressive transmission, progressive refinement, viewdependent refinement, surface crease preserving, and crack preventing. The quadric error metrics is a method to efficiently generate multiresolution representations of triangle meshes in an arbitrary nonmanifold topology. We use the QSlim 2.0 mesh simplification package to create PM representations [Garland 04] . Some original models used in the experiments (bunny, cow, bones, etc.) are collected from [Garland 04 ]. The multiresolution CD algorithm is composed of two parts: mesh refinement and collision queries. The mesh refinement is operated on a vertex hierarchy data structure. In this section, we focus on the collision queries and introduce the AB-Tree data structure and the BVH algorithm. To illustrate the AB-Tree, we present it under the PM context as an example. We therefore start with a brief introduction to the PM. It should be noted that the new inverse of all performed edge collapses (vertex splits) in a sequence of vertex split records vsplit i . Thus, a PM is generally represented as (M 0 , {vsplit 0 , . . . , vsplit n−1 }). At runtime the PM is loaded into the vertex hierarchy, which is a multiresolution data structure similar to the "vertex tree" proposed by Luebke and Erikson in [14] . The vertex tree is a tight octree used in the dynamic mesh simplification algorithm for accelerating graphics rendering. Each tree node maintains one or more vertices. When the screen-space projection of a cell in the tree is too small, all the vertices in that cell are collapsed to one vertex. The polygons for rendering are maintained in an "active list." "Active tree" is a subtree of a vertex tree. It maintains a set of tree nodes whose vertices are already split. Vertex split operations are performed on the leaves of the active tree. The vertex hierarchy is composed of a vertex forest (a set of binary trees plus a vertex list) as shown in Figure 1 and a primitive list. Each tree node contains a vertex split record. We borrowed the idea of "active list" and use a vertex list to track the already split tree nodes. Any required mesh resolution can be obtained by performing a sequence of vertex splits or edge collapses on the vertex forest from the leftmost leaf node to the rightmost leaf node or vise versa. The data structure definition of the vertex hierarchy can be found online at the website listed at the end of this paper.
Active Bounding Tree
An AB-Tree is a BVH building upon a multiresolution mesh model. The ABTree data structure plus a series of operations upon it makes our CD algorithm support fast collision queries on multiresolution meshes, which are dynamically refined at runtime. Previously proposed BVH algorithms assume that mesh geometry and topology do not change at runtime. Our CD algorithm, however, breaks this constraint by efficiently refitting the BVH when the geometry and topology of the underlying triangle mesh are changed. Therefore, the CD algorithm can provide necessary performance. A detailed description of the AB-Tree data structure and the pseudocode of the operations are available online at the website listed at the end of this paper.
Data Structure
The AABB tree is introduced in [van den Bergen 97]. It provides a fast way to perform exact collision detection between complex models. Basically, it is a binary tree structure. A node x in the tree has four fields: an AABB which bounds all AABBs of the leaves in the subtree rooted at x, range [x] ; a link to the left child of x, left [x] ; a link to the right child of x, right [x] ; and a label to indicate the type of the node (leaf or internal), label [x] . The AABB of an internal node bounds the AABBs of its children nodes. The AABB of a leaf node bounds a geometric primitive. We use triangle face as the primitive to demonstrate our approach. The following property allows the cost of refitting an AABB in an AABB tree to be independent of the number of nodes in the tree.
Property Let S be a set of primitives. S+ and S− are subsets of S. S+ ⊆ S, S− ⊆ S, S+ ∪ S− = S. If B+ and B− are the smallest AABBs of S+ and S−, respectively, and B is the smallest AABB enclosing B+ and B−, then B is the smallest AABB of S [van den Bergen 97]. Assume that range[x]
is defined as [t 1 , t 2 ], with low (x) = t 1 (the low endpoint) and high(x) = t 2 (the high endpoint). Then following the above mentioned property, we have
max(high(lef t[x]), high(right[x])
) .
An AB-Tree T augments an AABB tree with additional information stored in tree nodes and an indexed list as illustrated in Figure CD algorithms supporting multiple resolutions require fast locating a leaf and all of its ancestors in a BVH given that the primitive bounded by the leaf is known. In an AABB tree, this may require searching several paths topdown due to the possible overlaps between the bounding boxes of the sibling nodes. However, in an AB-Tree, the index of the primitive can be used as a key to the indexed list so that a leaf, which bounds the primitive, can be located instantly. The parent field can then be used to find all the ancestors of the leaf in a bottom-up tracing. Compared with the AABB tree, it is clear that the AB-Tree has better performance. The purpose of the status field is discussed in the next section.
Operations
One of the key features of the PM is that only a few primitives of the original mesh are affected in each refinement. This means only a small number of bounding boxes in a BVH need to be refitted for collision detection. To quickly locate these bounding boxes, a bottom-up approach can be much faster than a top-down approach given that the affected primitives are known from the PM refinement as discussed in the last paragraph. The indexed list and the parent pointer in the AB-Tree are designed for this purpose. Once a node is located, the status field is used to identify those bounding boxes to be refitted. The status field has three possible values: deformed means that the bounding box needs to be refitted; inactive means that the bounding box is temporarily removed; active means that there is no change. Initially all nodes in the AB-Tree are set to active. All those deformed nodes form a small subtree as we can see in the following paragraphs. When a top-down traverse is performed on the subtree, the refitting is applied to each deformed bounding box. Comparing with the AABB tree, which requires a traverse on the whole tree, our AB-Tree algorithm is much faster. An AB-Tree maintains a set of dynamically changed bounding boxes of a BVH. Before we describe the detailed operations, we need to introduce some notations.
P is a PM. T and T ' are two AB-Trees. x is a node in T . 1. ACTIVE-BUILD(P ) returns an AB-Tree T . An AB-Tree is constructed top-down, by recursive subdivision. The operation first defines all primitives stored in P as a set. The smallest bounding box of the set is computed. The set is then split by ordering the primitives with respect to a well-chosen partitioning plane. The smallest bounding boxes for the two subsets are computed and the two subsets are then further partitioned. This recursive process terminates when each subset contains one element. The partitioning plane is chosen orthogonal to the longest axis of the bounding box and intersecting at a partitioning coordinate on the axis. The heuristic used in choosing a partitioning coordinate is subdividing the set of primitives into two sets of equal size. Thus, the AB-Tree T becomes an AVL tree. If the original set has n primitives, the AB-Tree T has n leaves. Another heuristic proposed in [van den
Bergen 97] is to choose the median of a bounding box as the partitioning coordinate. However, when the geometric primitives are not distributed uniformly within their bounding box, this approach may construct an unbalanced tree. We show in the following section that an unbalanced AB-Tree does not perform very well in a BVH refitting process. The field leaf of every element in the list F is set to link to a leaf in the tree T , which bounds the primitive. The index field of the leaf is set to link to the corresponding element in F . operation is that when no primitive bounded by a node or by its descendants is in the mesh at the current resolution, the bounding box of the node cannot be used in collision query. Therefore, the node is set to inactive. When a primitive bounded by a node or by its descendants is to be inserted into or deformed in the mesh at the current resolution, the bounding box of the node needs to be refitted before the collision query is performed. Therefore, the node is set to deformed. Figure 3 (b). The status of any nodes in T is either active or inactive. Collision query is applied to only those nodes whose status is active. Therefore, when the resolution of the mesh becomes coarser, the number of nodes whose status fields are active is decreased. The running time cost of the collision detection is reduced.
ACTIVE-MARK(I,
R
ACTIVE-UPDATE(I, R, D, T ) calls ACTIVE-MARK(I, R, D, T ) to mark the AB-Tree T . Then it calls ACTIVE-WALK(x)
to refit the subtree T s of T . The purpose is to refit the BVH.
ACTIVE-INTERSECT(T , T ) performs an intersection test between
two AB-Trees T and T . For each visited pair of nodes, if the status field of each node is active, the two bounding boxes are tested for overlap. Only the nodes for which the bounding boxes overlap are further traversed. If both nodes are leaves and their primitives intersect, the indices of the two leaves are returned.
Complexity Analysis The new operation we need to analyze is ACTIVE-UPDATE(I, R, D, T ).
The pseudocode is given in Algorithms 1-3. 
Algorithm 1. (ACTIVE-UPDATE (I, R, D, T ))
1: T s ← ACTIVE-MARK(I, R, D, T ) 2: x ← root [T s ] 3: ACTIVE-WALK(x) 4: return T i i "jgt" -
ACTIVE-WALK(lef t[x])
3:
ACTIVE-WALK(right[x])

4:
ACTIVE-REFIT(x) 5: end if 6: return
The complexity of operation ACTIVE-REFIT(x) is not affected by the total number of nodes in T. Hence, we consider the cost of this operation as a constant. The following theorem gives a proof that ACTIVE-UPDATE(I, R, D, T ) takes O(k(log n − log k + 2)) time in the worst case to refit an AB-Tree. 
Theorem 1. Let T be an AB-Tree. L is the set of all leaves in the tree T whose primitives are in a mesh that tree T is built upon. If I, R, and D are
ACTIVE-UPDATE(I, R, D, T ) takes O(k(log n−log k+2)) time in the worst case, where n is the total number of leaves in T , k is the number of primitives to be deformed in, removed from, or inserted into the mesh. Furthermore, if
k is set to be in a range [1, K] , where K is a constant and K << n, then the call takes O(log n) time.
Proof. We consider the maximum number of calls to ACTIVE-REFIT(x) as the worst-case running time of the algorithm. The main idea of the proof is to find out the maximum number of nodes whose field status is deformed. Let T 1 be the running time of ACTIVE-UPDATE(I, R, D, T ). Let k 1 be the size of R, k 2 be the size of I, and k 3 be the size of D, then k = k 1 +k 2 +k 3 . The total number of for loops in ACTIVE-MARK(I, R, D, T ) is k. In the second for loop of lines 15-20, when k 1 = 0, the maximum number of loops is k. Since an AB-Tree T is an AVL tree and n is the number of leaves in T , T has height O(log n). For the first loop, the maximum number of assignments in line 17 is (log 2 n + 1). For the second loop, the maximum number of assignments in line 17 is (log 2 n + 1) − 2 0 . For the third and the fourth loops, the maximum number of assignments in line 17 is (log 2 n + 1) − 2 1 . By induction, when k = 2 b , where b is a nonnegative integer, the maximum number of operations in line 17, measured as the running time of ACTIVE-UPDATE(I, R, D, T ), is
If k is set to be in a range [1, K] , where K is a constant and K << n, then the call to ACTIVE-UPDATE(I,R,D,T ) takes O(log n) time.
Using an AB-Tree, time-critical collision detection can be performed on models in multiresolution representation. In Section 4, we introduce the adaptive LOD selection method for multiresolution collision detection.
Adaptive LOD Selection
LOD selection (or LOD management) for real-time rendering of large-scale virtual environment and related perceptual issues have received a lot of attention since the mid-1970s. LOD management deals with assigning LODs to objects based on a series of criteria. At runtime, visually less important objects are assigned low LODs and vice versa. . The accuracy of a computed collision response is directly dependent on the LOD to which a collision detection algorithm applies. A lower LOD results in more perceivable inconsistency in physics simulation. For example, one of the possible consequences of reducing the accuracy of CD is that objects bounce off each other at a distance, leaving a perceivable gap. Therefore, maintaining the level of collision detection detail as close to the LOD for rendering as possible can generate a visually more realistic simulation. Based on their observation, we present a LOD selection method for collision detection. The purpose is to accelerate collision detection and maintain a physically plausible animation system.
Selection Criteria
By studying the different factors that affect the believability of simulation, we can assign a measure of importance to different objects in a scene. More important objects are allocated more LODs in high priority, thus more accurate CD is achieved. The accuracy of CD for less important objects is sacrificed for saving processing time of CD for the entire scene, thus a target frame rate is obtained. In our implementation, the measure of importance is affected by three factors.
1. Viewing distance: Based on human vision perceptional capability, collisions happening on near objects attract more attention than those happening on far objects. Therefore, we give an object low priority as it moves away from the viewpoint and give high priority to the object as it moves toward the viewpoint.
Application context:
The idea is to classify each object by its context in an application. Collisions will attract more attention when they happen on important objects. Therefore, more important objects are assigned higher priority. For example, in a video game, collisions of human avatars with other objects attract the most attention from the viewer, therefore the objects have the highest priority, other moving ob- 3. Motion: Objects that are moving quickly across the screen appear blurred and can be seen for only a short amount of time. A viewer may not be able to see them clearly. In implementation, we determine the effect of blur on the viewer by simply measuring the length of motion path of objects in screen space of previous frames. Higher priority is assigned to less blurred objects.
LOD Selection Model
We present a LOD selection model based on the above mentioned observation in the form of heuristic, aiming at finding a combination of continuous LODs and the AB-Tree algorithm for all objects in a scene that produces the most realistic collision simulation within a target animation frame. The model is formulated as following. In a virtual environment, the frame time T for collision detection can be expressed as
where T R is the time for mesh refinement, T B is the time for BVH refitting, T Q is the time for collision queries, and T LOD is the time for LOD selection. T R is proportional to the number of vertex split (or edge collapse) operations needed to refine a mesh from one LOD to another. When LODs do not change drastically between neighboring frames, T R is roughly a small constant and T B is in the order of logarithm of the size of the full meshes. T Q is determined by not only mesh resolution but also collision configurations. T may be set fixed or variable depending on the stability of the costs of other tasks in an animation frame. The LOD for each object has to be selected during T LOD . The LOD selection model calculates LODs in linear time to the number of objects in the scene.
An object is defined as O (α, β, γ, LOD1, LOD2) , where α is its current viewing distance, β is its application context, γ is the length of the twodimensional projection of its motion path in previous frames, LOD1 is the LOD of the previous frame, and LOD2 is the LOD of the current frame. In preprocessing, each object is classified by its application context into three categories: most important (Q1), where β = 1, less important (Q2), where β = 2, and not important (Q3), where β = 3. In each frame, the measured time for CD T in the previous frame is compared with T . The result falls into one of the following three cases. In Case 1, the LODs for the current frame are to be increased exponentially. In Case 2, the LODs are to be reduced exponentially. In Case 3, the LODs remain unchanged. We deal with the first two cases differently. Let (0, D) be visible range, W be the diagonal length of screen space, and ∆LOD be the number of vertex split or edge collapse operations. In our implementation, ∆LOD equals the total number of the operations of a model divided by 50, and t equals 10% of T . A smaller ∆LOD means visually the accuracy of CD is changed more smoothly. In Case 1,
In Case 2, the time cost for CD needs to be reduced quickly in order to guarantee an interactive rate. Therefore, we simplify the calculation of LODs and accelerate the reduction of LODs in comparison with Case 1: 2, 3 , ..., n, and j = 1, 2, 3, ..., n 2 0 , i − j < β, i = 1, 2, 3, ..., n, and j = 1, 2, 3, ..., n , 2, 3 , ..., n, and j = 1, 2, 3, ..., n 2 0 , 2j 2, 3, ..., n, and j = 1, 2, 3, ..., n , where i is the index of the current frame, n is the total number of frames, and j is the index of the closest previous frame of i with a condition that in frame j+1, the case is changed from 1 or 3 to 2, or from 2 or 3 to 1. The function g(i, j, β) is illustrated in Figure 4 , in which j is 5. In order to maintain the time cost of collision queries in a frame to be above a threshold, the resolution for each model has to be changed dynamically. In system initialization phase, each model is refined to the coarsest resolution. Then if computational resources are available, the models are refined to higher resolution by following the LOD selection method introduced in this section. In such a way, the gap between the LOD for rendering and the LOD for collision detection is reduced.
Implementation and Results
In this section, we describe the implementation of AB-Tree and demonstrate our simulation results.
System Demonstration
We have applied our collision detection approach to PM on a variety of models listed in Table 1 . We have performed three demonstrations with the listed models on a Pentium4 2.8 GHz processor PC with 510 MB memory, an NVIDIA GeForce FX5200 graphics card, and Windows XP OS. Our implementation uses C++ and the OpenGL library for physics simulation and graphics rendering. Interference detection using BVH has been studied exten- Assign LOD to object models in the scene based on LOD selection method
for each model do
7:
Perform edge collapses or vertex splits to refine the PM
8:
Update AB-Tree on refined mesh 9:
end for 10:
Do broad phase collision detection
11:
Do pairwise collision query
12:
Calculate rigid-body movement in the next frame 13: end while sively in the literature. In this paper, we focus on analyzing the complexity of refitting a BVH at runtime and measuring the CPU time cost of this task. A framework of PM interference detection is given in Algorithm 4.
Runtime Performance
We have successfully applied our approach to PM interference detection on the benchmarks given in Section 5.1. A benchmark model is shown in Figure 5 . The performance of a demonstration is determined by the complexity of the geometric models and the granularity of the continuously refined LODs.
We have performed a measurement in CPU time of the collision detection task on both the static LOD representations and the PM representations at the same resolution. We do not observe a performance loss of the PM models, which use a complex data structure in comparison with a simple data structure used by the static LOD. On the other hand, when the resolution of a PM decreases, the performance of the PM interference detection is improved significantly. When a PM gets coarser, the number of pairwise BV interference detections and the number of pairwise primitive interference detections are decreased. Therefore, the running time is decreased.
We have also performed a complexity analysis on the dynamic BVH refitting algorithm described in Section 3.2 and compared the theoretical result with experimental results. Figure 6 shows a comparison between the running time cost given in Equation (1) and the CPU time of the BVH refitting for each model listed in Section 5.1 when the PMs are refined at different granularity. It is not difficult to see that the CPU time is increased nearly proportional to the analytical results when k, the number of leaves to be marked in the BVH, increases except for the cases when k is very close to n. Typically k is set to be less than a constant which is much smaller than n. Therefore we believe that strong agreements are achieved. Furthermore, we observe that when k is smaller than 10% of the total number of faces in the original mesh, the updating operation requires less than 15% query time. In practical computer simulation and animation applications such as video games, the context of the models does not change very often and the movement configuration of the models does not change swiftly. The granularity of the continuously refined LODs is not too large relative to the number of faces in a mesh, which means k is relatively small. Therefore, our collision detection approach can perform fast and robustly in these applications. In comparison to existing time-critical approaches for static LODs, our new approach has the following advantages.
1. Physically more accurate simulations are generated because collision response calculation is on instantaneous impulse mesh models rather than BVs of the mesh primitives.
2. The computational cost is substantially reduced by partially refitting BVH with a worst-case complexity in the order of logarithm when the LODs of objects do not change drastically.
3. Since the BVHs are dynamically refitted according to the adaptively refined LOD, perceptual inconsistency is removed successfully. In addition, our approach can handle nonmanifold triangle meshes in arbitrary topology.
