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We define the isomorphism and canonical invariant problems as queries on finite structures, 
and show that they are first-order definable on binary string structures that include the hit 
predicate. Applying our results to the parallel complexity theory of queries, we prove a unique 
correspondence between complexity-derived query classes and parallel complexity classes 
closed under constant parallel time reducibility. This directly extends a similar theorem of 
Chandra and Hare1 originally proved for sequential complexity classes closed under 
logarithmic space reducibility. c 1992 Academrc Press, Inc 
1. INTRODUCTION 
History 
In their paper on the structure and complexity of database queries Chandra and 
Hare1 consider Q(C), the set of queries computable in the complexity class C 
[C&H]. It is standard to assume that C is closed under logarithmic-space reduc- 
tions when studying models of sequential computation. Under this assumption, 
they prove that there is a tight relationship between the stratification of complexity 
classes and their correspondingly induced query classes: 
CGC’~>Q(C)EQ(C’). (*) 
This result is important because it says that if the query classes collapse, so do the 
corresponding complexity classes. In other words, we lose no separation informa- 
tion by translating our domain of discourse from machines and binary strings to 
queries and relational structures-providing ourselves with a sound foundational 
basis for studying the classical (sequential) computational complexity of queries. 
Prior to this, the non-deterministic polynomial-time queries Q(W) had been 
characterized as C: , the existential second-order definable queries [Fag]. This 
correspondence was extended to match queries in the polynomial hierarchy Q(PH) 
with SO, all queries expressible in second-order logic [Sto]. 
Subsequently, logical characterizations of tractable complexity classes were 
discovered when finite structures are augmented by a total ordering. Under this 
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hypothesis, it has been shown that the polynomial-time queries Q(P), are exactly 
IND, the queries expressible in a least-fixed-point logic [Im4, Var], and that the 
logarithmic-space queries Q(L) are exactly DTC, the queries expressible in a deter- 
ministic transitive-closure logic [ImS]. Detailed surveys by Neil Immerman can be 
found in either [Im2] or [Im3]. 
More recently, Immerman has relined his techniques and applied them to models 
of parallel computation, revealing a close connection between logically definable 
queries and parallel-time computability. By assuming that every structure comes 
not only with a total ordering, but also a bit predicate which relates numbers to 
their binary representation, he shows that the queries computable in constant 
parallel time Q(CP), are precisely FO, the queries expressible in first-order logic 
[Iml]. This tight correspondence led us to believe that (*) could be strengthened 
to encompass complexity classes for models of parallel computation (those closed 
under constant parallel-time reductions). 
Upon closer investigation, the author discovered an even more fundamental 
problem in finite model theory whose solution had a direct bearing: the logical 
complexity of computing canonical invariants for finite structures. Therefore, one 
main contribution of this paper is to provide query-theoretic formulations of the 
structure isomorphism and canonical invariant problems. These queries represent the 
basic problems of determining respectively: 
(1) if two structures are the same (isomorphic), and 
(2) a canonical invariant for each isomorphism type. 
To apply our ideas to the parallel complexity theory of queries, we concentrate 
specifically on binary string structures--finite structures which are themselves 
representations of binary strings. 
Outline of Paper 
This introductory section gives some historical background and outlines the 
paper. 
The isomorphism problem is defined formally as a Boolean query in Section II, 
where it is also shown that the isomorphism query for binary string structures 
(defined preliminarily as ordered structures with a unary relation) is not first-order 
definable. Expanding to ordered arithmetical structures (supplementation by addi- 
tion, multiplication, and exponentiation relations) is discussed, along with the bit 
predicate. The final definition of binary string structures contains the bit predicate, 
and their isomorphism problem is restated. First-order axioms for the bit predicate 
finish this section. 
Section III begins with a discussion of invariants for graphs. The canonical 
invariant problem is delined formally, and is also stated specifically for the special 
case of binary string structures augmented by the bit predicate. Following this is 
our main theorem, in which it is shown that the invariant query for binary string 
structures With bit is first-order definable. 
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Next, we apply our results to the parallel computation of queries in Section IV, 
where we begin by discussing the binary encoding of structures and go on to define 
sequential and parallel complexity classes. We then define the computational com- 
plexity of queries, and discuss some basic known correspondence results between 
query classes defined syntactically (using logical formulas) and complexity classes 
derived semantically (using resource-bounded machines). After a couple of lemmas, 
we finish this section by extending 
to hold for all parallel complexity classes C and C’ which are closed under constant 
parallel-time reductions. 
The concluding section, Section V, gives open problems and summarizes the 
paper. 
II. BACKGROUND MATERIAL AND MOTIVATION 
The Isomorphism Problem 
We begin by giving a query-theoretic definition of the isomorphism problem for 
relational structures, Note that in our discussions, we do not distinguish the symbol 
R, of a language from a relation which instantiates it. 
DEFINITION 2.1. Let K be a class of finite structures in the common language of 
predicate symbols L = {R,, . . . . Rk}. Then the isomorphism problem for K is the 
Boolean query ISO, on pairs of structures from K with a common domain such 
that for all (A, R,, . . . . Rk) and (A, R’,, . . . . Rh) in K: 
(A, R,, . . . . Rk, R;, . . . . R;) k ISO, 
0 
(A, R,, . . . . Rk) 2 (A, R;, . . . . R;). 
We shall always drop the subscript K because context will make it self-evident. 
Graph Isomorphism 
EXAMPLE 2.2. In the case of a single binary (edge) relation, L = {E), we have 
a query-theoretic formulation of graph isomorphism: 
(V, E, E’) k IS0 
(V,E)r(V, E’). 
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For finite graphs, IS0 is easily in NP, but it is not known whether IS0 is 
in P or even if IS0 is NP-complete [G&J]. Furthermore, general structure 
isomorphism is no harder than graph isomorphism (to within a first-order factor) 
[Lin]. So general graph isomorphism is the most difficult situation (of highest 
complexity). 
By restricting the graphs admitted into K, the isomorphism problem can become 
easier. If we restrict ourselves to trees or even forests, the isomorphism problem falls 
easily into P (in fact, into L [Lin2]). This is also true for graphs of bounded degree 
and other similar restrictions (see [R&C] for a survey with a comprehensive 
bibliography). Going to an extreme, if K is the class of all graphs with empty edge 
relations (i.e., sets with = ) then IS0 is always true. 
We shall attempt to formulate the easiest non-trivial instance of ZSO, by carefully 
choosing K to be the set of all graphs whose edge relations lie in between strict and 
non-strict total orders, viewing (< ) and (G ) as binary relations: 
(<)sEr:(<). 
Another way to constrain E is to say that it satisfies all axioms of a total order 
without placing any restrictions on self-loops (reflexivity). By imagining the 
presence or absence of a self-loop as indicating a 1 or a 0, we can interpret E as 
a binary string. If E = (< ), it represents a string of all O’s, and if E = (G ), it 
represents a string of all 1’s. As a less trivial example, Fig. 1 can be interpreted as 
the string 1010. 
Binary String Isomorphism 
One of the most significant features of our definition of IS0 is that it provides 
a good formulation of the isomorphism problem for binary strings. In ordinary 
parlance, two binary strings are isomorphic if and only if they are equal-a trivial 
problem. A subtle difference appears if we consider isomorphism in the more 
general context of Definition 2.1. Moving away from using the edge relation of a 
graph leads us to a more conventional definition of binary string structures as finite 
ordered structures with a single unary relation. 
FIG. 1. Graphical representation of a binary string. 
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DEFINITION 2.3 (Preliminary). A binary string structure is a tuple 
where A is a finite set totally ordered by <, and U is a unary relation on A (which 
represents the location of ones in a binary string). Later on, in Definition 2.6, this 
representation is augmented by an enhanced version containing the hit predicate. 
EXAMPLE 2.4. The structure ((a,,a,,a,,a,}, <, {a,,~,}), with u,<u2< 
a3 < a49 represents the binary string 1010 (black dots indicate where U is true) 
(Fig. 2). 
In this context, binary string isomorphism expresses itself elegantly as 
(A, <, U, <I, U’) + IS0 
(A, <, U)z (A, <‘, U’), 
where < and <’ are both total orders of A, and U and U’ are arbitrary unary rela- 
tions on A. This statement of the problem is non-trivial because even though the 
domains of the two strings are shared, their underlying orderings are not necessarily 
equal. 
The Isomorphism Query for Binary Strings Is Not First-Order Definable 
Binary string isomorphism is easy enough to compute in logarithmic-space. But 
by using games we can show that it is not first-order definable. 
THEOREM 2.5. The isomorphism problem for binary strings, us defined above, is 
not first-order definable. 
Proof. Suppose towards a contradiction that IS0 can be expressed by a first- 
order formula of quantifier-depth k. We want to find two structures, A b IS0 and 
B k IS0 that satisfy the same first-order sentences of quantifier-depth k. This is 
done by using the technique of Ehrenfeucht-FrdissC games, in which two players, 
I and II, take turns choosing elements of opposite structures [Ehr, Fra]. Player I 
chooses an element in either structure, then Player II must play in the opposite 
structure, attempting to retain a partial isomorphism between the substructures 
induced by the elements that Players I and II have chosen so far. If Player II 
succeeds in this endeavor for k rounds, against all strategies of Player I, the two 
a2 a4 
FIG. 2. A binary string structure without the bit predicate. 
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structures are said to be k-equivalent. Then, the well-known theorems of 
Ehrenfeucht-Frai’sst imply that A and B satisfy the same first-order sentences of 
quantifier depth k written 
To begin, consider two structures of size n = 2k + ’ 
A= (A,<l, Ul,<z, U,), B= (B,<;, U;,<;, U;) 
with the following characteristics: 
A B 
A = {a,, . . . . a,} B= {b,, . . . . 6,) 
a1 <I ... <, a, b, <; ‘.. <; 6, 
a, -cz ... -cz a, b,,<;... <;b, 
Ul = U2= (h/2, a,,2+Il U; = U; = (b,,z-1, bn/z). 
On each structure, the two orderings are the reverse of each other, and the two 
unary relations are equal. And although the unary relations on both structures 
contain the (n/2)th element of their respective domains, on A they contain the 
(n/2 + 1)st element, whereas on B they contain the (n/2 - 1)st element. See Fig. 3. 
The importance of this construction is that A is like a palindrome, since an,2, 
an,* + I straddle the middle of the string. So (A, < 1, U,) is isomorphic to 
(A, ~2, U, ) and hence 
A k ISO. 
On the other hand, B is not like a palindrome, since b,,_ 1, b,,, lie just a little to 
one side of the middle of the string. So (B, <;, U;) is not isomorphic to 
(B, <;, U;) and hence 
B F ISO. 
It now remains to be shown that A and B are in fact k-equivalent by playing a 
game with k moves and showing that the resultant substructures of k elements each 
are isomorphic. Dropping the prime mark (‘) for notational clarity, we observe that 
by construction, both A and B satisfy 
WWYY) (xzY~cx<1Y++Y<zx1) 
so that by respecting one order we are automatically respecting the other. Also by 
construction, both A and B satisfy 
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A B 
U*k+l 0 0 b$+l 
0 v 0 
0 0 
a2k+l 0 middle 0 
U2k 0 line 0 b2k 
0 ??bk 0 o 2-1 
v * 
0 0 
a1 0 0 b1 
apalindrome not a palindrome 
FIG. 3. Two binary string structures which are slightly different 
So it suffices to play a game which respects only two relations, call them < and U. 
In Fig. 3, open circles represent elements of the domain, solid circles show where 
U is true, and < orders elements bottom-up. 
We sketch a fairly standard bisection argument which shows that A and B are 
k-equivalent. Remember that at the end of the game, the only thing that matters is 
the relative order of the moves with respect to <, and that corresponding moves 
match U. Using induction we can show that Player II always has a winning 
strategy. 
Consider first k = 1 (Fig. 4). When Player I picks a move in either structure, then 
Player II chooses the same color in the other structure. The resulting substructures 
of one element each are obviously isomorphic. 
Next consider k + 1, assuming a winning strategy for k. Divide the possible 
moves into four equally sized areas: I, II, III, and IV. Since the total number of 
elements is 2k+1, each area contains 2k-’ elements. If Player I takes his first move 
in areas I or IV, then Player II duplicates that element in the same corresponding 
position in the other structure. If Player I moves in areas II or III, then Player II 
A B 
0 0 
0 0 
0 0 
0 0 
FIG. 4. Ehrenfeucht-Fraksk game: basis case 
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A B 
8 
match 
8 
1 : 
0 0 
0 
II 0 
offset 
:18 
:YZP: 
8 match 
FIG. 5. Ehrenfeucht-Frakst game: inductive case. 
chooses the same element offset by one position as shown in Fig. 5. The game con- 
tinues inductively, where Player II has a winning strategy for the game with k 
moves in the smaller structure formed by regions II and III. For moves that lie 
outside of the smaller structure, Player II just duplicates the moves of Player I. 
It is left to the reader to see that this strategy always results in a win for Player II. 
Q.E.D. 
The Importance of Arithmetic 
The binary string isomorphism problem will be first-order definable provided 
that we allow the logical equivalent of random-access addressing by including a bit 
predicate in the structure. It should be clear that an ordering is crucial to the 
representation of binary strings. What is not so obvious is that arithmetic relations 
will improve the accessibility of this representation. These relations are addition 
( + ), multiplication ( x ), and weak exponentiation (7, with the exponent bounded 
by log n) on the domain (0, 1, . . . . n - I} ordered by -C (all operations are modulo 
n). Assuming that our structures are augmented by these auxiliary relations will 
expand our ability to express queries in first-order logic since we can use formulas 
containing the predicate symbols -c, +, x, and 7, In fact, equivalent expressive 
power can be achieved with just a total linear ordering, <, and a single binary 
predicate satisfying 
bit(i, j) o the jth bit in the binary expansion of i is 1, 
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where both i and j are specified with respect to <. Often, we refer to the set 
I= {j:bit(i, j)) 
as the binary expansion of i. 
To see that bit is no more powerful than arithmetic, suppose we are on a finite 
structure with domain (0, 1, . . . . n - 1) totally ordered by <. Given +, x , and 7, 
we can define bit as 
bit(i,j)o(idiv2fj)mod2=1, 
where div (the quotient) and mod (the remainder) are easily defined from + and 
x (note that j < log n). This formula is another way of saying that Li/2’_1 is odd. 
The other direction, of defining +, x , and t from bit, is substantially more tedious, 
and the reader is referred to [BIS] for a proof sketch. 
Binary String Structures-the Isomorphism Problem Revisited 
Arithmetic plays an important role in our main results, so we include the bit 
predicate in finalizing our definition of binary string structures (compare with 
Definition 2.3.). 
DEFINITION 2.6 (Final). A binary string structure is a tuple 
<A, <, bit, W, 
where A is a finite set, < is a total order, bit gives the binary expansion of any 
element with respect to < as explained above, and U is an arbitrary unary relation 
(representing the location of ones in a binary string). 
The revised isomorphism problem for binary strings now says that for all binary 
string structures (A, <, bit, U) and (A, <‘, bit’, U’) with valid linear orders and 
bit predicates: 
(A, -c, bit, U, <I, bit’, U’) /= IS0 
(A, <, bit, U) z (A, <‘, bit’, U’) 
(A, <, U) G (A, <‘, U’). 
In contradistinction to the original formulation, the results presented in Section III 
prove that this isomorphism problem is first-order solvable. 
First-Order Axiomatizability of the Bit Predicate 
It is simple to check if an arbitrary structure with two binary relations is a valid 
binary string structure. 
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FACT 2.7. The binary string structures are first-order definable. 
ProoJ This fact follows from a first-order axiomatization of the binary relations 
< and bit (all axioms are universally quantified). 
To say that < is a strict total linear order is easy: 
l(X<X) irreflexive 
(XfY)-‘C(X<Y)” (Y<X)l total 
C(X<Y) A (Y<Z)l --+(x<z) transitive. 
The axioms for bit are not much harder: 
1 bit(O, x) the binary expansion of 0 is all zeroes 
x+l=y-+X+l=Y a description of how to add 1 in binary, 
where x + 1 = y can be expressed as 
[x<y]/\ 1(3z)[x<z<y] 
and where X+ 1 = Y means that X= (z:bit(x, z)} (the binary expansion of x) 
added to { 0} (the binary expansion of 1) gives Y = {z : bit( y, z)} (the binary 
expansion of y). This can be expressed using the formula 
(Vz) c Y(z) ++ [X(z) 0 ((VW < z) Ww))ll 
which simply expresses how to add one in binary. 
Note that the validity of bit depends on the validity of <, since the former 
requires the latter in its axioms. So together, these axioms provide us with a 
Boolean first-order query which when given a finite structure with two binary 
relations and one unary relation tells us if the first relation is a total linear order 
and if the second relation is a valid bit predicate. Q.E.D. 
III. MAIN RESULTS 
In order to prove a stronger and more useful result for technical purposes, we 
must resort to an enhanced version of the isomorphism problem, called the 
invariant problem. Here the problem is to output a unique isomorphism invariant 
for every structure in K. This problem, though harder, is related intimately as we 
shall see. 
Graph Invariants 
We shall describe and define invariants for graphs first, and give the definitions 
for arbitrary finite structures in full generality later on. 
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DEFINITION 3.1. We say that f is a coding function if for all finite graphs G and 
H, f(G) and f(H) are (ordinary) binary strings satisfying [Karl 
Gr H*f(G)=f(H) 
f(G) is called a complete invariant for G, since it describes G uniquely up to iso- 
morphism. Note that computing coding functions is at least as hard as determining 
isomorphism. 
EXAMPLE 3.2. Let f(G) be the lexicographically least bit-table for the edge rela- 
tion of G. Then f is a coding function for finite graphs. Using the graph of Fig. 1 
would result in the string 0000 1001 1111 1001. 
A complete invariant need not be a binary string, but could itself be a labeled 
copy (using numbers) of the original graph. It is to this possibility that we turn to 
next. 
Graph Numberings 
To avoid problems that one-way functions could produce, we shall also insist 
that a coding function be easily invertible, so that given f(G) it is easy to produce 
an isomorphic copy of G. Example 3.2 satisfies this property, since it is relatively 
easy to reconstruct a graph from its bit-table. One particularly nice way of ensuring 
invertibility is to makef(G) a labeled copy of G, rather than a binary string. This 
is called a canonical labeling function, which takes as its argument a finite graph 
G and produces a labeled graph isomorphic to G that is also a complete invariant 
for G (i.e., a coding function). We always assume that the labels are ordered, and 
hence can just be thought of as numbers. 
DEFINITION 3.3. A function f is a numbering function for graphs if for all finite 
graphs G and H, f(G) and f(H) are labeled graphs satisfying 
Gr H=>f(G)=f(H) 
& 
G rf(G). 
There are many functions which can satisfy these properties, and hence there is not 
a single way to number a graph. But the result of applying f to G results in such 
a convenient and well-behaved complete invariant for G that we callf(G) a canoni- 
cal inoariant for G. For this paper, we are interested only in such invariants. 
Canonical Invariants 
To express canonical invariants as a graph query will require some special care. 
For a query to assign numbered labels to a graph, it must be given an ordering on 
which to express these numbers. 
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DEFINITION 3.4. A binary query ZNV is a canonical invariant query for graphs if 
when given a graph G = ( V, <, E) ordered arbitrarily, ZNVG satisfies 
(V,E)g(V,ZNVG) 
and for all total orderings <’ of V 
(V, <, ZNV<“,‘3E>) z (V, <‘, ZNVC”-“,E)). 
In other words, the graph ( V, <, ZNV) is a labeled copy of the original graph 
(V, E). Also, ZNV satisfies the further property of isomorphism invariance 
simultaneously for both of its relations E and <. As a result, (V, <, ZNV<Y’<,E>) 
is always isomorphic to ( V, E) and independent of < (up to isomorphism). 
Note that two structures are isomorphic if and only if their canonical invariants 
are identical with respect to any common ordering: 
(V,E)r(V,E’) 
0 
(V, <, ZNV <v.<J>) = (V, <, ZNV<“.‘,E’>) 
for any one choice of <. 
There may be many canonical invariant queries which satisfy Definition 3.4. As 
in Example 3.2, we may choose ZNV to be the smallest binary relation which 
satisfies (V, E) z ( V, ZNVG), where smallest is defined lexicographically with 
respect to the ordering <. In order to actually compute this invariant there may be 
up to n ! relations to consider, where exhaustive consideration is given to every 
possible ordering of the vertices, placing it in A, of the polynomial hierarchy. For 
the graph in Fig. 1, it would be numbered in the order 4, 2, 1, 3 where 1 is the 
leftmost vertex. 
General Numbering 
The general definition for computing canonical invariants of arbitrary finite 
structures is quite similar-the main difference being that ZNV is a collection of 
queries of the proper arities. 
DEFINITION 3.5. Let K be a class of finite structures in the language (RI, . . . . Rk} 
of predicate symbols, where Ri has arity ai. A collection of queries {ZNV,}, 
i=l , . . . . k, each of arity ai, are canonical invariant queries for K if for any arbitrarily 
ordered structure A = (A, <, R, , . . . . Rk ) from K 
(A, R,, . . . . Rk) z (A, ZNV;Q, . . . . ZNV,A), 
and for any other ordering <’ of A, A’ = (A, c’, R,, . . . . Rk) 
(A, <, ZNVf, . . . . ZNV;) z (A, <I, ZNV:‘, . . . . ZNV;‘). 
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Note that ZNV,, . . . . ZNVk must satisfy these isomorphism conditions simul- 
taneously, a situation which did not arise in the single relation case of graphs. 
A First-Order Solution to the Invariant Problem for Binary Strings 
Canonical invariants for binary strings take on a particularly simple form. In fact, 
if it where not for the query-theoretic setting we place ourselves in, the identity 
function would serve as a canonical invariant for binary string structures by simply 
using the built-in ordering to “number” the elements of the domain. But logical 
restrictions force us to present a numbering of the binary string on a different 
ordering. As we saw earlier in Section II, the isomorphism problem for binary 
string structures without the bit predicate is not first-order, implying that any 
coding function for binary string structures without the bit predicate is also not 
first-order. Let us see what happens when we not only supplement the ordering in 
the binary string structure with the bit predicate (Definition 2.6), but also throw in 
a bit predicate for the arbitrary order that is subsequently attached to the structure 
(Definition 3.5). The necessity of adding bit for a fine analysis of parallel complexity 
situations (essentially to allow the equivalent of random-access addressing) has 
been recognized before [ Im 11. 
DEFINITION 3.6. The canonical invariant query for the class of binary string 
structures in the language ( <, bit, U} is the unary query ZNV on structures of the 
form A = (A, <, bit, U, <I, bit’) defined as satisfying 
(A, <, bit, U) r (A, <‘, bit’, ZNVA). 
Note that <’ is an arbitrary ordering, having no connection with the ordering < on 
the given structure (cf. the isomorphism problem for binary string structures right 
after Definition 2.6). Also, note that ZNV is specified uniquely without any addi- 
tional assumptions (cf. Example 3.2, where we needed to specify lexicographically 
smallest), since binary string structures have no non-trivial automorphisms (due to 
their built-in linear order). 
Main Result 
THEOREM 3.7. The query ZNV for binary string structures, as defined above, is 
first-order definable. 
Proof: Consider the input structure 
(A, -c, bit, U, c’, bit’ ), 
It s&ices to find a first-order formula which witnesses the isomorphism, h, between 
(A, < > and (A, <‘>, 
h(x)=x’oI{aEA:a<x}l=({a’EA:a’<‘x’}l, 
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which means that x in the ordering < is at the same place as x’ in the ordering <‘. 
From h we could then define 
IA-P-(x’) 0 (3x) [(h(x) = x’) A U(x)] 
which would complete the proof. 
To start, realize that the [log, nlth element of either order can be defined easily: 
z 2 log n 0 (Vx)(Vy) [bit(x, y) + y < z]. 
In order to define h, the major trick to realize is that 
h(y) 
uniquely determines (Fig. 6) 
for all y <log n 
by the formula 
h(x) for all x<n 
h(x) = x’ 0 (Vy < log n)(3y’) [h(y) = y’ + [bit(x, y) c--) bit’(x’, y’)]]. 
This just says that x and x’ correspond if and only if the binary expansions in their 
respective orders correspond bit for bit. Repeating this trick again, we really only 
need to determine h for y < log log n. No finite number of repetitions of this trick 
will ever bound y by a constant, so something completely different must be done. 
Given y < log log n, we now consider the set Z = (z : z -C y > consisting of the first 
y elements of the structure (A, <) in the context of the “other” structure, (A, <I), 
in which these elements may be spread all throughout (Fig. 7). 
But by using a combinatorial number-theoretic lemma appearing in [DGS], we 
can injectively map Z into the first log n elements of (A, <‘) using only first-order 
quantification and modular arithmetic. 
A A 
0 0 
0 0 
v i h i 
0 0 
logn i 
{ 0 0 
FIG. 6. The isomorphism between two different orderings 
determined by the isomorphism between short initial segments. 
‘V 
> 
log n 
of the same domain can be uniquely 
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FIG. 7. The image under the identity function of the first log n elements ordered by < are scattered 
all throughout the elements ordered by <‘. 
LEMMA 3.8. Let n be sufficiently large. For every Z G { 0, 1, . . . . n - 1 1, 
(Zj < log”3 n, there exist u < n and v <log n such that 
x#y~(xmodu)modv#(ymodu)modv jar every x, y E Z. 
Proof: See Lemma 3 in Section 1 of [DGS]. 
Since log log n is asymptotically less than log”3 n, we can take advantage of this 
lemma for our set Z, computing all residues using <’ and bit’. Two quantifiers 
suffice to find u and v, together with a formula for checking if the induced map 
g: z --+ {O’, 1’) . ..) log’ n - 1 } given by g(z) = (z mod’ u) mod’ u is injective. For 
proper u and v, the resultant set 
Z’ = g[Z] = {(z mod’ u) mod’ u : z E Z} 
will have the same size as Z (Fig. 8). 
Using a result in [BIS] we can actually calculate the size of Z’ precisely using 
the bit’ predicate, since Z’ c (0, . . . . log’ n - 1 }. 
A 
0 
0 
; ‘v 
k: 
0 
0 
> 
log n 
0 
FIG. 8. Injective mapping of a sparse set of elements ordered by <’ into a short initial segment using 
a “double mod.” 
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LEMMA 3.9. Let bitsum(x, y) be true iffy is equal to the number of ones in the 
binary representation of x. Then bitsum is first-order expressible in the presence of -C 
and bit. 
ProoJ: See Lemma 8.2 of [BIS]. 
Using bitsum’, we can find IZ’( on the ordering <’ by summing the bits of a 
number w whose binary expansion under bit’ is Z’: 
y’ = IZ’I o (3~) [(.x : bit’(w, x)} = Z’] A bitsum’(w, y’). 
The result of this calculation, y’, is the yth element of the ordering <‘. 
In summary, once we are given y < log log n, the yth element of the ordering <, 
we are able to calculate y’, the yth element of the ordering <‘. And hence the 
function 
h(y) = Y' for all y <log log n 
is determined. As shown before, this yields the entire isomorphism h(x) for every x. 
Q.E.D. 
IV. CONSEQUENCES 
Binary Encodings of Finite Structures 
In order to discuss any connections with parallel complexity theory, it is 
necessary to encode finite structures as real binary strings so that we can consider 
machine computations of queries. We wish to impress upon the reader that the 
computational complexity of an abstractly specified combinatorial problem (e.g., a 
graph property) depends not only on the machine architecture under consideration 
but also upon the particular method used to encode instances of the problem (e.g., 
a finite graph) into binary, the language of the machine. For combinatorial 
problems described as queries on finite structures, there will be in general many 
possible binary encodings of a single finite structure (even a binary string struc- 
ture !). We desire an encoding scheme in which it is easy to determine (requiring 
O(1) parallel time) whether or not a given relation holds for specified arguments in 
the structure. The most convenient way to do this is to assign individual bits 
indicating whether R(j, k) is true or false, where R is one of the relations of the 
structure, and j and k are numbered elements of the domain. 
One such method is to expand each finite structure A by an arbitrary total 
ordering <. For a structure of size n, there are n ! such expansions. To facilitate 
our description, rename the elements of (A, <) as A = (0, . . . . n - 1) according to 
the order induced by -C on the domain of A in the obvious way. We consider each 
relation R of A as a multi-dimensional Boolean matrix of dimension equal to its 
arity, and write this matrix out as a binary string in the standard way. 
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DEFINITION 4.1. A bit table for a relation R of arity a > 1 on the finite domain 
D = (0, 1, . . . . n - 1) ordered by < is the binary string j?<,,,<>(R) of length na such 
that 
the [(x,_, ...~~x~x~)~~~~~]th bit is a 1 o R(x, _,, . . . . x,), xie D, 
where (x,_~..~x~x,x~)~~~~~=~~~‘~x,~,+ ... +n2~xz-t-n~.u,+~~u,,. 
If u = 0, then ficn, ,,(R) = 1 if the nullary relation R is true, and 0 otherwise. 
We shall also need to write individual elements of the domain in binary, again 
done in a perfectly conventional way using the bit predicate. 
DEFINITION 4.2. The binary representation of a constant c on the finite domain 
D = (0, 1, . . . . n - 1) ordered by < is the binary string ycD,.+(c) of length [log, nl 
such that 
the ith bit is a 1 o bit(c, i), iE {0, . . . . [log, nl - 1 f. 
Next, consider the binary string that encodes all the relations and constants of 
a finite structure in their order of appearance. 
DEFINITION 4.3. A binary encoding of the finite relational structure with con- 
stants A = (A, R,, . . . . Rk, cl, . . . . c,), where A is ordered by the external ordering <, 
is the binary string a,(A) where 
the concatenation of the bit-tables for each R, and the binary representations of 
each c,. 
There is nothing special about this particular encoding scheme, and any other 
choice of an encoding scheme would do equally well, provided that all the informa- 
tion contained in the finite structure could be retrieved in constant parallel time. 
EXAMPLE 4.4. For the case of a graph G = ( V, E, c) with an identified con- 
stant, where V = (0, 1, . . . . n - 1 } is ordered externally by <, t( ,(G) would be the 
binary string of length n2 + log n whose kth bit is one if and only if 
E(k div n, k mod n) v bit(c, k-n’). 
The first n* bits are the table for E, and the remaining log n bits are c in binary, 
where V is ordered by <. Consider the graph in Fig. 9 whose vertices are ordered 
as shown. Then c1< (G) = 1111001100110000 01 (spaces inserted for clarity). 
Sequential Complexity Classes 
For our purposes, a (uniform) complexity class C should be thought of as a set 
of binary languages accepted by machines with specific resource bounds, 
C = {L, : M is a resource bounded machine}, 
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G= 
FIG. 9. Arbitrarily ordered graph. 
where L, is the set of binary strings accepted by A4. By convention, we assume that 
the empty and full languages are always present: 0, { 0, 1 > * E C. Typical resource 
bounds studied include polynomial-time and logarithmic-space on Turing machines 
[H&U], deterministic and non-deterministic logarithmic-time on random access 
Turing machines [Bus], and constant time on parallel random access machines 
[S&V]. In this paper, we do not concern ourselves with non-uniform models of 
computation, such as Boolean circuits. 
To compare the difficulty of different problems, we define a way to reduce one 
problem to another by way of a transducer. For sequential computation, the most 
commonly studied transductions are those computable in logarithmic-space. 
DEFINITION 4.5. A functionf: (0, I}* + { 0, 1 } * is logarithmic-space computable 
if it can be computed by a Turing machine with a read-only input tape, a 
logarithmically space bounded read-write work tape, and a write-only output tape. 
We define complexity classes for sequential computation to be closed under 
logarithmic-space transductions. 
DEFINITION 4.6. A set C of binary languages is a sequential complexity class if 
LEC=>f_‘[L]={w:f(w)EL}EC 
for all logarithmic-space computable functions f: (0, 1 } * -+ (0, 1 } *. 
EXAMPLE 4.7. Familiar (and tractable) complexity classes include logarithmic- 
space itself and polynomial-time, 
L = SPACE(log,(,,n) 
P = TIME(nO”‘), 
as determined by a sequential model of computation-the Turing machine. Note 
that linear space is not a sequential complexity class according to our strict detini- 
tion, since it is not closed under polynomial-size changes in the length of the input. 
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Parallel Complexity Classes 
Our parallel model of computation is a CRAM, a random-access machine with 
polynomially many processors and the ability to concurrently read and write into 
a global memory (write conflicts are resolved by letting the lowest numbered 
processor succeed). The only difference between a CRAM and the more familiar 
CRCW PRAM model is the inclusion of a shift instruction which allows each 
processor to shift an operand over by any number of bits in one time unit, 
permitting quick address computation for memory access [Iml]. 
Especially important are functions that are computable in a bounded amount of 
parallel time, independent of the size of their input. 
DEFINITION 4.8. A function f: { 0, I} * + { 0, 1) * is constant-time computable if it 
can be computed by a CRAM operating in 0( 1) parallel time. 
This definition is quite standard, but it is worth noting that since we are dealing 
here with unbounded parallelism on a polynomial number of processors, a 
constant-time function can produce output strings which are polynomially longer 
than the input string. 
It makes sense to choose the weakest reduction possible in order to achieve the 
finest resolution between problems, and constant-time reducibility appears to be the 
smallest one with decent closure properties [CSV]. Furthermore, constant-time 
reductions are a strict refinement of logarithmic-space reductions since the parity 
function is in the latter but not the former [FSS]. 
A parallel complexity class is defined as a complexity class that is closed under 
constant-time reductions. Hence, every sequential complexity class will be a parallel 
complexity class. 
DEFINITION 4.9. A set of binary languages C is a parallel complexity class if 
LEC=>f-‘[L]={W:f(U’)EL}EC 
for all constant-time computable functions f: { 0, 1) * + { 0, 1 } *. 
EXAMPLE 4.10. Two common parallel complexity classes are constant-time itself 
and logarithmic-time, 
CP=TIME(O(l)) 
LP= TIME(log,(,, n), 
as determined by our parallel model of computation-the CRAM. Note that linear 
parallel time is not a parallel complexity class according to our definition, since it 
is not closed under polynomial-size changes in the length of the input. 
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The Computational Complexity of Queries 
A query takes as input a finite structure (of the specified type) and produces as 
output a relation (of the specified arity) on that structure. We define the computa- 
tion of a query to be the process of determining if a tuple is in the output relation 
for a given input structure. Since the output relation is polynomially bounded in 
size with respect to the size of the input structure, this decision problem will have 
the same computational complexity (modulo logarithmic-space or constant-time 
reductions) as computing the entire output relation. 
We define the computational complexity of a query q to be the complexity of a 
binary language L,, which is constructed by taking the set of all encodings of all 
true instances of the decision problem for q. 
DEFINITION 4.11. Let q be a query of arity 1 for the predicate symbols R,, . . . . Rk, 
and let (A, cl, . . . . c,) denote the expansion of the structure A = (A, R,, . . . . Rk) by 
the constants ci, . . . . c,. Then q is said to be computable in the complexity class C 
if 
L, = (a < (A, ~1, . . . . c,) : where < orders A & A j= q(c,, . . . . c,)} EC. 
Let Q(C) = (q : L, E C} denote the set of queries which are C-computable. 
Correspondence Results 
Although not essential to our discussion, the reader should realize that natural 
syntactic characterizations of tractable resource-bounded complexity classes have 
been made. References [Im2] and [Im3] are very good surveys of these corre- 
spondences. We shall mention only the three most prominent results. 
Letting ZND, denote the queries expressible syntactically in an inductive fixed- 
point logic augmented by an ordering, it has been established [Im4, Var] that 
Q(P) = ZND,. 
In a similar fashion, letting DTC, denote the queries expressible syntactically in a 
deterministic transitive closure logic augmented by an ordering yields [Im5] 
Q(L) = DTC,. 
The constant-time computable queries, Q(U), are particularly interesting 
because of their close connection with first-order logic. Let FO,,,, denote the set 
of queries expressible in first-order logic augmented by an ordering and a bit 
predicate. The following result is due to Immerman, and was originally stated 
slightly differently. 
THEOREM 4.12. Q(U) = FO,,,,. 
Proof There is only one change in the proof given in [Iml] that requires 
explanation. He follows the same convention as we do for viewing a (real) binary 
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string w as a unary relation on a finite ordered structure with bit of size 1~1, so that 
a binary language decision problem is translated into a Boolean query on such 
structures. But in the other direction (t), he is concerned only with binary string 
queries, and encodes these finite structures using the built-in ordering on the struc- 
ture. For example, a binary string structure A would be encoded directly into the 
binary string w of length JIAIJ it represents, and not as one of a multitude of strings 
ix<(A) like we do (viewing A as simply another structure with two binary relations 
and one unary relation, cf. [Im3, Sect. 51). But even for queries which are not over 
binary string structures, it turns out that this does not matter since his CRAM 
simulation of first-order sentences does not pay any attention to how the structure 
is encoded, and assumes only that each fact on the structure is accessible in 0( 1) 
parallel-time. In particular, a comparison x < y of elements of the domain can be 
done by looking at the appropriate positions in the bit-table of the input string 
(instead of just comparing processor numbers as would have been done before). 
Only this detail (of the basis case) was missing from the original proof [Iml, Im3]. 
Connections with Parallel Complexity Theor) 
We are now ready to apply our results regarding the first-order solvability of the 
invariant problem for binary strings with bit. The corollary we are interested in 
relates parallel complexity classes to query classes on finite structures, and states 
C, s C,* Q(C,, G Q(C,) 
for parallel complexity classes C, and C,. It was proved originally for sequential 
complexity classes by Chandra and Hare1 [C&H]. We first begin with a counter- 
part to Definition 4.3. 
DEFINITION 4.13. If w= wO. ... . w,, _~ 1 is a binary string, then let 
A,, = ((0, . . . . n - 11, <, bit, U), where U= (ien : w,= l}, 
be the binary string structure for w. Observe that /IA,,. (/ = 1~~1. See Fig. 2 for an 
example (without bit ). 
Decoding Binary Encodings in Constant Time 
We continue with a couple of lemmas. The first lemma says that the decoding 
function which maps encodings of binary string structures to the binary strings they 
represent is constant-time computable. So even though the composition of Delini- 
tions 4.13 and 4.3 is not the identity, there is a “fast” way to convert from any one 
of the binary encodings of the binary string structure for w back to the original UJ: 
Lem. 4.14 M’-==+ A,,,- cc<,(A.,)- ~1. 
The following proof relies on the fact that together with the permuted information 
for U, GI,~(A,.) also contains the permuted information for < and bit. The key to 
success is an application of our main result, Theorem 3.7. 
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LEMMA 4.14. For any total linear ordering, <I, of (0, . . . . n - 1 } let tl,, (A,,) be a 
binary encoding of A,. Then the map 
f(~<~(Aw))=w 
is constant-time computable. 
Proof: Expand out the binary string a,.(A,) according to Definitions 4.3 and 
4.13 to examine its structure: 
= (bit table for <) (bit table for bit) (bit table for U) 
all with respect to <‘. 
Each bit table contains the appropriate information from A,, but jumbled up (dis- 
ordered) by <‘. So all the bits of U are in the bit-table for U, just not in their 
original order. The purpose of the bit-table for < is to provide us with that original 
order, and the purpose of the bit-table for bit is to speed up the parallel computa- 
tion of that order. Unscrambling a,.(A,) in a constant amount of (parallel) time 
is non-trivial because we must determine the permutation which takes < to <‘. We 
shall assume that the binary string a,,(A,) has been placed one bit at a time in the 
first ~a,~(A,)~ = 2n2 + n global memory locations of the CRAM. 
The first thing to note is that the domain and relations of A,,, are all constant- 
time accessible within a,.(A,) by simple arithmetic calculations (here variables 
range over machine addresses): 
XE (AloO<x<n- 1, where jcr,,(A,)I = 2n2 + n 
XC yo the (nx+ y)th bit of cc,,(A,) is 1 
bit(x, y) o the (n’+ nx + y)th bit of cr,,(A,) is 1 
U(x) o the (2n2 + x)th bit of a,,(A,) is 1. 
Note carefully that this does not provide us with the original domain of elements 
(A,1 = (0, 1, . . . . n - 1 } ordered by <. The new domain (signified by IAl above) is 
actually the first n memory locations of the machine (assuming one bit per memory 
location) ordered by address (which is in fact <‘). This makes the relation <’ 
trivially computable in constant time. Similarly, the relation bit’ is computable in 
constant time by use of the shift operation on processor ID numbers in the CRAM. 
To recover the string w is now the same as solving the invariant problem for A, 
on <‘, since by Definition 3.6 
is actually isomorphic to U when interpreted on the machine’s domain ordered 
by <’ 
(A, -e, bit, U> g (A, <I, bit’, U’> 
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and hence is precisely w. By our main result, Theorem 3.7, U’ is first-order definable 
and hence computable in constant time by Theorem 4.12. Q.E.D. 
Constant- Time Equivalence 
An additional lemma regarding the constant-time equivalence of two similar 
languages is necessary. 
LEMMA 4.15. Let L c (0, 1}* be a binary language. Consider the language 
L’ = {cc,s(Aw,) : <’ is any order & WE L}. 
Then L’ and L are constant-time inter-reducible. It is crucial to note here that 
c(,, (A,,.) is any binary encoding of A,. and that <’ has no relationship to the < inside 
of A,,. 
ProojI Consider the functions f: (0, 1) * -+ (0, 1 } * and g: {O, I} * -+ { 0, 1) * 
defined as 
f(w’) = w if w’ = tl,, (A,) is an encoding of the valid 
binary string structure for w 
= -?(J otherwise, for any z0 4 L 
g(“t’)=r<(Aw.) where < is the same as the ordering inside A,.. 
In g, note that the ordering used to define the encoding is the ordering of the 
structure. By definition, f reduces L’ to L, and g reduces L to L’: 
w’EL’of(w’)EL 
weLog(w)eL’. 
It remains to be shown that f and g are constant-time computable. For f, this 
amounts to recognizing a valid binary string structure in constant time, which 
follows directly from Theorem 4.12 (all first-order queries are constant-time com- 
putable) applied to Fact 2.7 (binary string structures are first-order axiomatizable). 
And if w is indeed the binary encoding of a valid binary string structure, then S is 
constant-time computable by Lemma 4.14. 
To compute g, we simply note that since the encoding is defined with respect to 
the ordering already inside of the structure 
g(w) = B<{O,...,n- ,l,,>(<).B<10 ,..., .-,i.,,(bit).B<io . . n- Ii,,,(U 
=u< . Ubir ’ WV where u,(n.i+j)ei<j and ub,(n’i+ j)-=bit(i, j), 
which is clearly computable in constant time since it involves mere arithmetic 
calculation and transcription of W. 
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Therefore, the languages L and L’ are constant-time equivalent since 
L’=f-‘[L]={w:f(w)EL} 
& 
L=g-‘CL’]= {w: g(w)EL’) 
via the reductions f and g, respectively. Q.E.D. 
Unique Correspondence Between Query Classes and Complexity Classes 
We are ready to present the result promised at the beginning of the paper. 
COROLLARY 4.16. Let C, and C, be parallel complexity classes. Then 
C,~G--Q(C,,EQ(W 
ProoJ (a) This is obvious from Definition 4.11. 
(e) Suppose towards a contradiction that there is a binary language 
LE C1\C2. By convention (see just before Definition 4.5), Lc (0, l}*. Now 
consider the Boolean query q on binary string structures which satisfies 
which is to say that a binary string structure satisfies the query q if and only if the 
(real) binary string it represents is in the language L. Define q to be false on struc- 
tures in the same signature which are not valid binary string structures. Looking at 
Definition 4.11 and Lemma 4.15 we see that 
L,= {cr<,(A):A + q}= {a<.(A,): WEL}=L’. 
By Lemma 4.15, the language L’ is constant-time equivalent to L, which implies 
that L’ E C,\C2 since C1 and C2 are both closed under constant-time reductions 
(Definition 4.9 of parallel complexity classes). So by Definition 4.11 of query com- 
putability, L, E C, implies q E Q(CI), and Lq# C2 implies q# Q(C,). Hence the 
Boolean query q on binary string structures satisfies qE Q(C,)\Q(C,), a contra- 
diction. Q.E.D. 
V. CONCLUSIONS 
Open Problems 
It would be interesting to have a proof similar to that of Theorem 2.5, showing 
that the isomorphism problem for binary string structures with just <, +, and x 
(without weak 7) is not first-order definable. Along opposite lines, it would be 
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interesting to probe the complexity of strong modular exponentiation (where the 
exponent may range all the way up to n). If it too is constant-time computable, this 
would have interesting implications on the uniformity of log-depth circuits for 
binary division. See Theorem 2.2 of [I&L] for a good discussion of this problem. 
Summary 
We have presented query-theoretic formulations of the isomorphism and canoni- 
cal invariant problems on finite relational structures, along with careful statements 
of these queries as they relate to binary string structures. We have shown the 
necessity and suffkiency of including the bit predicate to achieve a first-order 
definable solution to these problems. As an application, we have also shown that 
the complexity classes for queries have the same partial ordering under set inclusion 
as the standard parallel complexity classes--extending a theorem in the sequential 
case of Chandra and Harel. 
ACKNOWLEDGMENTS 
The author expresses his gratitude to many people for their assistance in completing this work: Sheila 
Greibach and Yiannis Moschovakis for listening about finite ordered arithmetic structures and the graph 
invariant problem when this work germinated; Ashok Chandra for listening and commenting on a rough 
proof that required first-order logic plus counting; Neil Immerman, David Mix Barrington, and Sam 
Buss for their invaluable discussions and help in locating references for completing the results; and 
Eric Allender for discovering the error of a hastily drawn inference in the final draft. 
REFERENCES 
[BIS] D. A. M. BARRINGTON, N. IMMERMAN, AND H. STRAUBING, “On Uniformity within NC”,” 
revised version, University of Massachusetts COINS Technical Report 89-88. 
[Bus] S. R. Buss, The Boolean formula value problem is in ALOGTIME, in “19th ACM STOC 
Symp. 1987,” pp. 123-131. 
[C&H] A. CHANDRA AND D. HAREL, Structure and complexity of relational queries, J. Compuf. System 
Sci. 25, No. 1 (1982), 99-128. 
[CSV] A. CHANDRA, L. STOCKMEYER, AND U. VISHKIN, Constant depth reducibility, SfAM J. Compu/. 
13, No. 2 (1984), 423429. 
[DGS] L. DENENBERG, Y. GUREVICH, AND S. SHELAH, Definability by constant-depth polynomial-size 
circuits, Inform. and Control 70 (1986), 216240. 
[Ehr] A. EHRENFEUCHT, An application of games to the completeness problem for formalized 
theories, Fund. Math. 49 (1961), 129-141. 
[Fag] R. FAGIN, Generalized first-order spectra and polynomial time recognizable sets, in 
“Complexity of Computation” (R. Karp, Ed.), Proc. SIAM-AMS No. 7, pp. 43-73, 1974. 
[Fra] R. FRAISS~, “Sur les Classifications des Systems de Relations,” Publ. Sci. Univ. Alger I, 1954. 
[FSS] M. FUR~T, J. B. SAXE, AND M. SIPSER, Parity, circuits, and the polynomial-time hierarchy, 
Math. Sysrems Theory 17 (1984), 13-27. 
[G&J] M. R. GAREY AND D. S. JOHNSON, “Computers and Intractability-A Guide to the Theory of 
NP-Completeness,” Freeman, New York, 1979. 
[H&U] J. E. HOPCROFT AND J. D. ULLMAN, “Introduction to Automata Theory, Languages. and 
Computation,” Addison-Wesley, Reading, MA, 1979. 
410 
Pm11 
Crm21 
Pm31 
Pm41 
Pm51 
Pm61 
WLI 
[Karl 
[Lin] 
[LinZ] 
STEVEN LINDELL 
N. IMMERMAN, Expressibility and parallel complexity, SIAM J. Comput. 18, No. 3 (1989), 
625-638. 
N. IMMERMAN, Expressibility as a complexity measure: Results and directions, in “Proceedings 
of the second Annual Conference of Structure in Complexity Theory,” pp. 194-202 (a broader 
survey without proofs). 
N. IMMERMAN, Descriptive and computational complexity, in “Computational Complexity 
Theory” (J. Hartmanis, Ed.), Proc. Symp. in Applied Math., Vol. 38, American Mathematical 
Society, pp. 75-91, 1989 (a narrower survey with proofs). 
N. IMMERMAN, Relational queries computable in polynomial time, Inform. and Control 68 
(1986), 86-104. 
N. IMMERMAN, Languages that capture complexity classes, SIAM J. Comput. 16 (1987), 
760-778. 
N. IMIMERMAN, ondeterministic space is closed under complementation, SIAM J. Comput. 17, 
No. 5 (1988), 935-938. 
N. IMMERMAN AND S. LANDAU, The complexity of iterated multiplication, in “Proceedings of 
the 4th Annual IEEE Conference on Structure in Complexity Theory,” pp. 104-l 11. 
R. M. KARP, Probabilistic analysis of a canonical numbering algorithm for graphs, in 
“Proceedings of Symposia in Pure Mathematics,” Vol. 34, pp. 365-378, 1979. 
S. LINDELL, “The Logical Complexity of Queries on Unordered Graphs,” Ph.D. dissertation, 
University of California at Los Angeles, 1987. 
S. LINDELL, “A Logspace Algorithm for Tree Canonization,” preprint manuscript, 1991. 
[R&C] R. C. READ AND D. G. CORNEIL, The graph isomorphism disease, J. Graph Theory 1 (1977), 
339-363. 
Wol L. STOCKMEYER, The polynomial-time hierarchy, Theoret. Compur. Sci. 3 (1977), l-22. 
[S&V] L. STOCKMEYER AND U. VISHKIN, Simulation of parallel random access machines by circuits, 
SIAM J. Comput. 13, No. 2 (1984), 409422. 
[Var] M. Y. VARDI, Complexity of relational query languages, in “Proceedings of the 14th ACM 
Symposium on the Theory of Computing, May 1982,” pp. 137-146. 
