We discuss several versions of a set theoretic -language as a reasonable prototype for \nested" data base query language where data base states and queries are considered, respectively, as hereditarily -nite sets and set theoretic operations. In a previous work such a language exactly corresponding to PTIME-computability was introduced. It is supposed that HF-sets are naturally presented by vertices of acyclic graphs. Here we consider a number of languages for Sub-PTIME computable set operations via corresponding graph transformers. Two such languages lead to a notion of NLOGSPACE and, respectively, DLOGSPACE computable queries over HF which appear the most natural, at our present knowledge, among others considered here. Unlike the \ at" relational data bases the problem of nding su ciently good corresponding approach for HF proves to be more intricate and, furthermore, gives rise to some interesting questions in nite model theory (cf. Section 13).
Sets which may be axiomatized (of course, non-categorically) without any reference to the powerset operation. The tractability of corresponding -languages considered in 30]{ 39] and below is achieved quite straightforward. Also some approach to types within this framework oriented to nested databases was outlined in 34].
We con ne the discussion on the connection of HF-sets with data bases to the above references and to a general note that nested and HF-like complex data structures seem conceptually very natural for a direct representation of any deeply structured information (cf. 34] for more details). This may be compared e.g. with natural numbers or nite strings of symbols or even \ at" relational structures which are more low-level notions. This paper is mainly concerned with computational and complexity-theoretic aspect of querying over HF, speci cally, with an attempt to capture the class of (N)LOGSPACE-computable queries.
It is a crucial problem how to represent HF-sets both in a real computer and in any mathematical model of computation such as Turing machine. I.e.
we must have some encoding : Codes ! HF of the abstract data structure HF. A general theory of computability over any domain D wrt some encoding : Codes = Natural Numbers ! D is presented in 9] as so called numbering theory. However, this approach was not originally concerned with complexity of computations. So, we must take into account subtle distinctions between many encodings which would be considered there as equivalent. In particular, we decide here and in the previous works to represent hereditarily-nite sets by vertices of nite well-founded (= acyclic in the nite case) graphs G with edges u ! G v corresponding to the membership relation 2 in HF. Previously considered versions of -language describe exactly the class of all PTIME-computable operations over HF-sets wrt corresponding (regular 37, 35, 39] ) coding of sets, in particular, wrt the graph encoding. (It is unclear which coding and which version of -language are most \genuine"; cf. Concluding Remarks in 34]).
Note, that analogous representation of sets (of sets of sets : : :) by graphs was also used in 6, 7] and 2]. However, in 2] it is considered rather unusual set theory with Antifoundation Axiom which says that arbitrary, even nonwell-founded (and possibly in nite) graph with a distinguished vertex denotes a uniquely de ned set in so called anti-well-founded universe of sets 1 . We consider corresponding approach in 36] .
Unfortunately, it is rather expensive to recognize in general if any two vertices v 1 ; v 2 of a graph G denote the same set in the universe HF. (This computational problem proves to be in PTIME but perhaps not in (N)LOGSPACE PTIME due to its PTIME-completeness 6]. Such a procedure was one of the basic tools of PTIME realization of corresponding -language 32, 34, 36] .) That is why we are attempting here to nd a reasonable restriction) of this graph transformation approach for realizing a version of -language without numerous identi cations of vertices denoting the same set.
In particular, we restrict ourselves to extensional acyclic graphs where no such identi cation is possible, and de ne several notions of a \computable" transformation of such graphs (what may be considered as a kind of evolving algebra approach 15]) allowing to realize e ectively, actually in (N)LOGSPACE, corresponding versions of the -language. Our present task is to nd such a -language and encoding of sets which would correspond to (N)LOGSPACE as better as possible.
After a number of intermediate results in Sections 5{8 we present in Sections 9 and 12 some reasonable solution of this task as Main Results, respectively, for the case of NLOGSPACE and (deterministic version of) LOGSPACEcomputability over HF. More precisely, we have to con ne ourselves to a class of (N)LOGSPACE-computable operations over HF satisfying some sufciently natural and actually unavoidable additional requirements (de ned also in terms of (N)LOGSPACE-computability). In particular, we get exactly all (N)LOGSPACE-predicates over HF without any restriction. However, the syntax of corresponding versions of -language, being e ective, has somewhat arti cial form. It is interesting question, whether it can be presented as some extension of by nite number of some operations or schemes (like primitive recursion) so that, moreover, all the constructs could be mutually axiomatized.
The Main Results of Sections 9 and 12, as well as those (5{11) of Section 8 and examples in Section 11 (based on some technical considerations on de nability of linear order in Section 10), are new in comparison with the previous version of this paper 38] ).
The expressive power of many other versions of -language considered in this paper is also faithfully characterized in terms of corresponding classes of graph transformers, however less natural. So, even if exactly NLOGSPACE (with no restrictions such as mentioned above) is captured in (9, 10) , Section 8), the class of described operations is probably not closed under arbitrary compositions (unlike the approach presented in the Main Result). This is because in our encodings of HF-sets there is an essential di erence between the codes of ntuples of sets and n-tuples of codes of the same sets from the point of view of Sub-PTIME-computability. It proves that de ning Sub-PTIME-computability over HF and corresponding notion of de nability is more problematic task than in the case of \ at" data bases 14, 17, 18] . More precisely, our reduction of the \nested" case to the \ at" one involves some peculiar technical problems and considerations, especially for the case of Sub-PTIME. The main reason for this is a higher abstract level of HF-sets in comparison with the rst-order nite structures.
In fact, we reduce various versions of -language to the language of rstorder logic with a transitive closure operator FO over nite graphs. It was shown by N. Immerman 17] that in the presence of a linear order ( ) this language (even closed under negations 18]; cf. also 41]) exactly corresponds to NLOGSPACE. It is also used an analogous description of DLOGSPACE, i.e.
deterministic LOGSPACE 17] .
The description of PTIME-computability over HF mentioned above is based on a similar approach to PTIME in terms of recursive \global" function(al)s in nite segments f0; 1; : : :; 2 ? 1; 2g of natural numbers 14, 27, 28] or, essentially equivalently, in terms of recursive global predicates over nite linear ordered rst-order structures 16, 24, 42] . The last version is usually symbolized as FO + LFP = PTIME where denotes any linear ordering of a nite domain and LFP (instead of above) is a least xed point (i.e. recursion) operator. Note, that primitive recursion over f0; 1; : : :; 2 ? 1; 2g corresponds to DLOGSPACE 14] .
Many considerations of this paper (which do not use < HF , a canonical linear order on HF) are also applicable to any reasonable set theoretical universe V, possibly containing in nite sets. However, in this case, instead of (N)LOGSPACE-computability, we must consider only de nability in the language FO and its versions like above FO , FO + LFP, etc.
The origins of -language are as follows. A rather weak but natural and elegant class of set theoretic operations, so called basic 5, 25, 28] ). Bounded Set Theory and its class of -de nable or, equivalently, provably computable operations over sets exactly correspond to PTIME-computability over HF. In this paper we consider the basic language of R.Gandy under the same name and several its extensions corresponding to (N)LOGSPACEcomputability.
Preliminaries and Technical Introduction
Remember that the universe HF of \pure" hereditarily-nite sets is de ned inductively as the least class of sets such that ; 2 HF and if x 1 ; : : :; x n 2 HF then fx 1 ; : : :; x n g 2 HF Actually, for real data base applications we have to consider, as in 34], a more general universe HF(A; U) with urelements U (or atoms) and attributes A: let U HF(A; U) and if x 1 ; : : :; x n 2 HF(A; U) and A 1 ; : : :; A n 2 A then fA 1 : x 1 ; : : :; A n : x n g 2 HF(A; U) where A i : x i are elements x i labeled by the attributes A i 2 A. ( We may take A = U = a set of some or all nite strings in an alphabet.) However, for simplicity we restrict ourselves here to the pure HF-sets. PTIME-and, respectively, (N)LOGSPACE denote computability by a Turing machine in the time polynomial in the length of the input and, respectively, by a (nondeterministic) Turing machine using the working tape of the length logarithmic in the length of the input. The typical inputs and outputs for a Turing machine are nite strings in a nite alphabet or, slightly more general, nite graphs, etc. For de niteness we may use the denotation DLOGSPACE for (deterministic) LOGSPACE. It is well-known that DLOGSPACE NLOGSPACE PTIME and it is an open question whether are, in fact, proper inclusions here 12].
There is a problem of some ambiguity of the notion of Nondeterministic LOGSPACE-computability of functions in contrast to predicates: di erent nondeterministically chosen ways of computation may give di erent results. There is a reasonable direct approach to de ning what is NLOGSPACE-computable function. However, we will actually work in terms of an equivalent notion of FO -de nability described below.
The key notion for this paper is the following de nition of (say, PTIME-or In general, let C denote some notion of computability over Codes, for example corresponding to some complexity class. More precisely, C is a recursive set of programs in a reasonable programming language, such as the language of Turing machines. We associate with C the corresponding class of transformers Codes ! Codes. Then de ne C (1) as the class of C-computable one-place operations (and predicates) over HF with respect to . Some approaches to de ning the class C = m C (m) of C-computable many-place operations will be discussed soon.
Note, that for any given algorithm Q : Codes ! Codes (from a xed class C), it may be problematic to decide whether there exists (actually, unique) q making the above diagram commutative. We say that the class C of computable operations q over HF has an e ective syntax if (at least) there exists a recursive (not necessary C-computable) family of programs Q 2 C, = 0; 1; : : :, with all corresponding q 2 C existing and exhausting the class C . (Here the programs Q may not exhaust C.)
Alternatively, we may let to range over formal expressions of a language L, instead of natural numbers. In this case q and Q may be considered, respectively, as denotational and operational semantics of any expression (program) in this language. In contrast to C, each L-program will have a corresponding q.
In this paper we shall take in the role of L suitable versions 0 of a natural settheoretic language (cf. Section 3) with a clear denotational semantics and with tractable operational semantics, say, in terms of NLOGSPACE-computability. general not the best one because for a reasonable we cannot guarantee that the predicates (c) = (d) and (c) 2 (d) on c; d 2 Codes are C-decidable for a lower complexity class C, which is a very desirable condition. Nevertheless, it is possible that for some Codes 2 6 = Codes 2 and 2 6 = 2 the corresponding (formally one-place) predicates ( 2 (c)) 1 = ( 2 (c)) 2 and ( 2 (c)) 1 2 ( 2 (c)) 2 are C-decidable on c 2 Codes 2 . Here (-) i denotes i-th projection of a tuple. Even if we are lucky in this choosing 2 It proves reasonable (and even inevitable!) to consider also some inessentially restricted version C 0 of C so that C 0 would be a better, more natural HF-analogue of C than C , having all closure properties we need. 2 It is this way, via some C 0 , we shall approaching the notion of C-computability over HF for the case C = (N)LOGSPACE. Corresponding C 0 will be denoted (in Section 9) as
An important example of Codes for HF is the class of all nite acyclic pointed graphs (AG), i.e. graphs G with no cycles and with a distinguished point (vertex) p in each. We often consider an m-tuple of points distinguished, what corresponds to our choice of Codes m in this case. Then C will de ne a class of computable graph transformers. Let : AG ! HF (or even : G ! HF for any class G of graphs; cf. a generalization below) be Mostowski's general collapsing operation (an encoding of HF-sets by graphs) which assigns a set (G; p) 2 HF to each AG hG; pi in such a way that (G; p) = f (G; p 0 ) : p 0 ! G p for some (predecessor to p) point p 0 of Gg: In particular, if p has no predecessors in G then (G; p) = ;. E.g. for G consisting just of three edges p 1 ! p 2 ! p 3 and p 1 ! p 3 we have (G; p 1 ) = ;, (G; p 2 ) = f;g and (G; p 3 ) = f;; f;gg. We shall also write p 2 G q instead of p ! G q and de ne formally any graph G as a rst-order structure hjGj; 2 G i with jGj its set of vertices and with the binary relation 2 G for its edges. Sometimes we will apply to graphs with several kinds of edges (of various \colours"), i.e. with additional relations (such as a linear order G on jGj), where 2 G is just the main graph relation. Even more general, we may consider that (G; p) is de ned also for any graph, not necessary acyclic. Just apply to the initial acyclic (or well-founded) part of G, denoted as WF(G). Here WF(G) * ) hW; 2 G j W i with W jGj the least set of vertices such that if for any xed vertex y 2 jGj all its predecessors x ! G y are in W then we must have also y 2 W.
Let G be any class of nite pointed graphs, quite arbitrary or a special one such as EG, AG, EAG , EAG < or EAG , etc. de ned below. Then the restriction of to G de nes corresponding encoding of HF-sets with Codes = G which will be called a graph encoding de ned by G. So, we could specify explicitly only G.
We de ne extensional nite graphs (EG) as those for which the ordinary set-theoretic extensionality axiom holds: G j = 8v 2 x(v 2 y)&8v 2 y(v 2 x) ) x = y; or, equivalently, di erent vertices v 1 Note, that if G = hjGj; 2 G ; = G i is any AG with = G an equivalence relation identifying exactly those vertices which denote the same HF-sets in T G] according to the general collapsing then the latter may be not a congruence. However, we can easily de ne an extensional acyclic graph (EAG) G 0 = hjG 0 j; 2 G 0; = G 0i isomorphic to T G] (up to = G 0) so that jG 0 j = jGj, and = G 0 = = G is a congruence relation wrt 2 G 0. Just take x 2 G 0 y * ) 9x 0 2 G y(x = G x 0 ). A transitive subgraph of a graph G with the main binary relation 2 G is its full subgraph hA; 2 G j A i for any subset A jGj satisfying the closure property u 2 G v & v 2 A ) u 2 A. This is a direct analogy to the ordinary notion of transitive (sub)set of the universe hHF; 2i. We will denote transitive sets in HF as T; T 0 , etc. For any nite AG the set T G] * ) f (G; p) : p 2 jGjg is transitive in HF. Evidently, any nite extensional acyclic graph (EAG) G is 2-isomorphic (via general collapsing) to a unique transitive set T = T G] 2 HF. We will often identify arbitrary EAG G with T G].
It can be shown that 2 and = over HF are PTIME-computable wrt encoding : AG ! HF. (More precisely, wrt 2 .) However, they are hardly computable in (N)LOGSPACE (due to PTIME-completeness of the corresponding problem We may consider also deterministic version of transitive closure which works as for any formula '( x; y) when it de nes a (partial) mapping x 7 ! y. Otherwise, applying gives, say, the false predicate (or, alternatively, preliminary corrects ' to make it \deterministic"). It is proved in 17] that the notion of de nability in FO + positive in nite linear ordered structures is equivalent to NLOGSPACE-computability. Moreover, FO + positive has the same expressive power in these structures as the full FO + , i.e. as FO 18] . This result is equivalent to the statement CoNLOGSPACE = NLOGSPACE (cf. also 41]) which have been widely believed previously as false. The same holds for FO and DLOGSPACE (where the equivalence of and positive is rather trivial). In particular, we have FO DLOGSPACE. Therefore, we may freely interchange the notions FO = and (N/D)LOGSPACE where denotes a linear order.
We will need also an extension FO + LFP of the rst order language by the least xed point construct the-least P: P( x) $ '( x; P( x))] with P occurring in ' positively. This construct is based on an iterative computation the least predicate P satisfying the condition in the brackets and actually subsumes and . It was shown in 16, 42] that de nability in FO +LFP over nite (linear ordered) models exactly corresponds to PTIME-computability.
Finally, we will use the abbreviations like EAG , EG , etc. also with superscript and subscript to designate that the graphs considered involve additional relations for the transitive closure 2 G of the main graph relation 2 G and, respectively, for any linear order on the vertices of a graph. The subscript < denotes the canonical linear order on any EAG G which is inherited from the linear order < HF de ned below in Section 3 (due to isomorphism of G and T G] HF).
-Languages of Set Theoretic Operations
De ne inductively -formulas and -terms by the clauses h -termsi ::= hvariablesi j fa; bg j a j ft(
where ' and are any -formulas, a; b and t are any -terms and x is a variable not free in a. The brackets around mean that there are two versions of the membership relation: 2 and its transitive closure 2 . Then 0 -formulas are de ned as those -formulas involving only atomic terms (i.e. just variables). We write ( 0 ) when is not used at all. The sublanguage corresponds to the basic 11] or rudimentary 20] operations. Note, that our using the term is not completely xed in our di erent papers. In general, let 0 denote some reasonable, still \bounded", extension of the class of basic operations. For example, the unrestricted powerset operation is considered as intuitively \unbounded".
We shall use -terms and formulas both as syntactic objects and as denotations of their values in HF. For example, -separation fx 2 a : '(x)g for ' 2 gives the set of all x in the set a for which '(x) holds and is a partial case of the construct ft(x) : x 2 a&'(x)g = \the set of all values of t(x) such that : : :". Also x 2 fa; bg i x = a or x = b, x 2 a i 9z 2 a(x 2 z) and 2 is a transitive closure of the membership relation 2 on HF, i.e. x 2 y i x 2 y i x 2 x 1 2 x 2 2 : : : 2 x n 2 y for some n 0 and x 1 ; : : :; x n in HF. The meaning of logical symbols & (\and"), _ (\or"), : (\not"), 8 (\for all"), 9 (\exists") is well known. Note, that -formulas involve only bounded quanti cation 8x2 ( ) a and 9x2 ( ) a. That is why, according to traditions of mathematical logic, we use the name for our language and 0 , etc. for various its versions. These bounded quanti ers have the same meaning as unbounded ones except the variable x ranges only over the set (denoted by) a. It follows that any 0 -term t( x) de nes a set-theoretic operation x:t( x) :
HF n ! HF. For example, we may de ne the transitive closure of a set y as TC(y) * ) fx : x 2 yg. Let us identify the values true and false respectively with sets ; and f;g. Then formulas '(x) may be also considered as a kind of set theoretic terms (operations). So, we could write '( x) = y for y 2 HF a truth value. More precisely speaking, any 0 -formula ' may be represented in this sense as 0 -term if ' then f;g else ; where, in general, if ' then t 1 else t 2 * ) fz 2 ft 1 ; t 2 g : (' ) z = t 1 )&(:' ) z = t 2 )g: Let us denote by y 2 a:t( y) the graph of a function t( y) of arguments y restricted to the set a. More formally, y 2 a:t( y) is de ned as the set in HF of ordered pairs fhh yi; zi : y 2 a&z = t( y)g if y is nonempty list of variables.
Otherwise, we let it coincide with t = t(). Ordered singletons, pairs, triples, etc.
are de ned in as hui * ) u, hu; vi * ) ffugfu; vgg and hu; v; wi * ) hhu; vi; wi, etc. It follows that hh yi; zi = h y; zi. Note, that hu; vi = fu; vg and for any set of ordered pairs r the set of all the components of these pairs is de ned in as eld(r) * ) r. 5 Then corresponding projections satisfying (hu; vi) 1 = u and (hu; vi) 2 = v are -de nable by (w) 1 * ) fx 2 w : 9y 2 w:w = hx; yig and symmetrically for (w) 2 . Also let dom(r) * ) f(w) 1 : w 2 eld(r)g and range(r) * ) f(w) 2 : w 2 eld(r)g: In particular, dom( y 2 a:t(y)) = a.
For any list of 0 -terms and 0 -formulas t( y) = t 0 ( y); t 1 ( y); : : :; t n ( y) we abbreviate y 2 a: t( y)] * ) y 2 a:t 0 ( y); y 2 a:t 1 ( y); : : :; y 2 a:t n ( y) :
If is graph of a function then we write, as usually, (x) = a instead of hx; ai 2 and y 2 (x) instead of 9a 2 eld (y 2 a&a = (x)). If x is actually a tuple h xi then we write ( x) instead of (x) = (h xi). It is easy to de ne -term Apply( ; x) whose value is (x). As in 34], we may de ne in the -language many other useful operations on sets, e.g. the cartesian product A B, cartesian power A k and disjoint unions A + B and P i2I A i of any two sets A and B and of a family of sets A i , etc. (We shall use some of these notions also in a more general context that a 0 -language.)
As usual, any set g of ordered pairs may be considered as a (directed) graph with a pair hu; vi 2 g playing the role of an edge u ! g v connecting the vertices u and v. Any pair hg; pi 2 HF with g a graph and p its vertex is just a pointed graph in the framework of set theory. is the least transitive set containing x as a subset.
A quasi-ordinal is either the empty set ; or a singleton whose transitive closure consists only of singletons and ;:
Quasiord(x) * ) 8y 2 fxg(y 6 = ; ) 9!z(z 2 y)): Quasi-ordinals may be identi ed with the natural numbers by letting 0 * ) ; and n + 1 * ) fng. Any arithmetical operation on natural numbers induces corresponding operation on quasi-ordinals via this bijection. Quasi-ordinals constitute a transitive class.
More popular in the classical set theory is the notion of ordinal. This is a transitive set whose all elements are also transitive sets. All nite ordinals may be obtained from ; by the \successor" operation x 0 = x fxg.
However, there are notions which are hardly de nable in . For example, consider canonical or lexicographical linear ordering < HF on HF uniquely de ned by the Axiom for < HF .
x < y , 9u 2 y n x(fv 2 x : u < vg = fv 2 y : u < vg) :
This ordering evidently coincides with that de ned by the Ackerman's bijection Ack : N ! HF, the most popular encoding of the universe HF: m < N n , Ack(m) < HF Ack(n) where < N is the ordinary linear ordering of the set of natural numbers N and Ack(2 n1 + 2 n2 + : : : + 2 nj ) = fAck(n 1 ); Ack(n 2 ); : : :; Ack(n j )g for any j 0 and n 1 > n 2 > : : : > n j 0. (In particular, Ack(0) = ;.) Note, that very simple singleton operation x 7 ! fxg corresponds to the arithmetical exponential operation k 7 ! 2 k with respect to Ack, which is surely intractable.
It follows that we must consider other encodings for the universe HF like collapsing described in the Section 2.
We may extend also by a set-theoretic collapsing operation C : HF ! HF which is a restriction of the general collapsing to the case of (pointed) EAG's considered as elements of the universe HF. So, C(hg; pi) is the set in HF corresponding to the point p of g under . If g is not an extensional or an acyclic graph then let C(hg; pi) = ;. In particular, it is de nable in + C whether any g 2 HF presents an acyclic graph.
We will need two other versions of C, strong and weak: C * ) j EG (= ; for non-EG's), Ĉ (hg; < g ; pi) * ) C(hg; pi) if < g is the canonical linear order on the vertices of EAG g, and * ) ;, otherwise. I.e.Ĉ, unlike C, is properly de ned only on EAG < 's HF, i.e. on the canonically ordered EAG's. Another particularly important construct is recursive 0 -separation Rec:
the-least p: p = fx 2 a : '(x; p)g]:
It must be considered as a term which denotes the least solution p a of the equation in the square brackets (for ' 2 0 satisfying a reasonable \positivity" condition for the variable p). We will also consider an extension of -language by a new kind of terms r (instead of formulas, as for the case of FO in Section 2) to denote the \horizon-tal" transitive closure of any relation (set of pairs) r. It will be called , with corresponding -terms and -formulas. Evidently, is de nable by Rec. 6 Deterministic version of is formally de ned as r * ) D(r) where D(r) * ) fhx; yi 2 r : 9!z(hx; zi 2 r)g:
Analogously, we use denotations < or < if the primitive predicate symbol < for < HF is included in the language. 
Simply Computable Graph Transformers
Now we turn to Sub-PTIME-computability. Only extensional acyclic nite graphs G = hjGj; 2 G i will be considered below as codes of sets in HF (with several explicitly mentioned exceptions). Bearing in mind this approach to computability over HF in terms of abstract EAG's we prefer to deal directly with corresponding transitive sets T = T G] due to some technical advantages. 6 Strictly speaking, we must write instead of because does not cover the full strength of . So, TC is not de nable even in + Rec because TC 6 2 PT IME 0 for some speci c version 0 of (cf. 34, 37]) such that, moreover, PT IME 0 is exactly the class of operations over HF which are de nable in a corresponding extension of + Rec.
Let us represent any n-tuple of sets 2 HF by (n + 1)-tuple hT; i where 2 HF and T 2 HF is an arbitrary transitive set such that 2 T. Then HF-set hT; i may be also considered as a graph g T = fhu; vi : u 2 v 2 Tg with the distinguished vertices . Evidently, the result of applying the encoding (or its set-theoretical version C) to this graph and its distinguished vertices will give the same HF-sets : C(hg T ; i) = .
Let also any (general or restricted) notion of computable transformations of such tuples (graphs) hT; i 7 ! hT 0 ; 0 i be given. Then we say that f : HF n ! HF is (respectively) computable, if there exists computable transformation F :
hT; i 7 ! hT 0 ; 0 i such that, independently on any transitive T 3 , we have 0 = f( ).
This de nition of computability over HF is just a reformulation of that based on the commutative diagram in Section 2 with EAG 0 s as Codes. Note, that this is slightly di erent from the encoding because we are considering here only extensional acyclic graphs (i.e. those arising from transitive sets T). This difference is inessential for considering PTIME-computability, however it is indeed crucial for the case of (N)LOGSPACE.
In this and the next sections we consider some class of simple DLOGSPACEcomputable transformations which exactly corresponds to -language. Then in Sections 6 and 7 both the class of transformations and -language will be extended twice inside NLOGSPACE with preserving this correspondence, the last step giving rise to transformations de nable by the First-Order Logic with Transitive Closure operator FO . Developing further these considerations in Section 8 we capture for the rst time the notion of NLOGSPACE-computability over HF, however not so naturally as desired, and obtain some other variations of the mentioned results. Finally, the Main Results of Section 9 and 12 presents our best achievement in approaching to set-theoretic NLOGSPACEand DLOGSPACE-computability.
Consider any rst-order formula '(x; y), y = y 1 ; : : :; y s , possibly with unbounded quanti ers, in the language f2; 2 ; =g, i.e. FO -formula in the language f2; =g. It de nes the following restricted powerset operation applied to any transitive set T P ' (T) * ) ffx 2 T : ' T (x; y)g : y 2 Tg where ' T is the result of replacing all quanti ers 8v and 9v, respectively, by 8v2 T and 9v 2 T with the natural interpretation in T of the language f2; 2 ; =g.
The restricted powerset consists of all subsets of T de nable by the formula '(x; y) of x with parameters y ranging over T. We associate with '(x; y) a formal construct denoted as x; y:'] ] with bounded variables x and y (playing di erent roles). This de nes also an elementary transformation of the rst kind of arbitrary (nonempty) transitive sets T with any sequence of distinguished elements = 1 ; : : :; k of a xed length k (for the input set T):
x; y:'] ] : hT; i 7 ! hT P ' (T); fx 2 T : ' T (x; )g; i :
Here the output transitive set T 0 is T P ' (T) which has fx 2 T : ' T (x; )g 2 P ' (T) as an additional distinguished element de ned by formula '. We need all the old distinguished elements i to be preserved with an agreement that they are substituted for y i , respectively. In the case the length of is less than the length of y, the empty set ; 2 T is substituted for the extra y i 's. Evidently, for any SIMPLE transformer F : hT; : : :i 7 !hT 0 ; : : :i we have T T 0 . We will see in Section 9 that this \in ationary" (and also some \coherent") character of graph transformers is inevitable in a precise sense.
Note that, because we interpret any FO -formula in transitive sets T, the formula 8v(v 2 x $ v 2 y) gives just the ordinary equality relation x = y in T. We shall often use such useful observations implicitly. For other kinds of formulas relativized to T it depends on T whether their meaning in T coincide with the expected one. Therefore, we usually should take care of including in T su ciently many elements to guarantee this coincidence. It may be proved immediately that so de ned simply computable transformations considered in terms of EAG 's are DLOGSPACE-computable. However, we will demonstrate a more strong fact that these transformations are FO-computable (de nable; cf. the de nition in Section 2).
More precisely, consider the rst-order language h=; 2; 2 ; ;; f;g; i where symbols =; 2; 2 are interpreted as binary relations with the natural meaning in any EAG G so that = G is an identity or even a congruence relation wrt 2 G (and therefore 2 G and the constants ;; f;g; = 0 ; : : :; k are interpreted respectively as the \empty-set"-object, the \singleton-set"-object and arbitrary \set"-objects of G. vs. SIMPLE Now we will consider -de nability over HF and respectively generalized class of SIMPLE -transformers. Here, instead of FO -formulas, i.e. formulas in the language FO(2; 2 ; =) we will use formulas in the language FO (2; =). We need not 2 because it is de nable as 2 .
As above, it may be proved that each SIMPLE transformation of EAG's is NLOGSPACE-computable (instead of DLOGSPACE for SIMPLE transformations of the previous section) and, moreover, FO -computable (de nable). Then Theorem 2 also can be extended to the present case. Let consider rather special extension +external C of -language by the collapsing operation C(hg; vi) (cf. Section 2) such that it may occur in any term t only as its head (i.e. as t = C(t 0 ) with no C in t 0 ), if any. It is an open question whether this restriction is indeed essential for the expressive power of the full + C. Unfortunately, only for the above restricted version of this language we are able to get the following characterization. It remains to note, that if some terms t = t 1 ; : : :; t n have a unique corresponding FO -de nable transformation hT; i 7 ! hT ; t( )i and an operation g(x 1 ; : : :; x n ) also has corresponding such transformation then the same holds for the composition t = g(t 1 ; : : :; t n ). Finally, take g = C and n = 1.
Conversely, let f( ) be any n-ary operation over sets FO -computable by a graph transformer F. We consider that F : HF ! HF. Then it can be represented as the following ( + external C)-de nable operation, in fact a composition (applied from the right to the left) f = C F G where G is an n-ary -de nable operation over sets transforming any n input sets x 1 ; : : :; x n into their well-founded extensional graph representation (with the distinguished n-tuple of vertices):
G(x 1 ; : : :; x n ) = h2j TC(fx1;:::;xng) ; x 1 ; : : :; x n i ;
F is evidently also -de nable by imitating in its FO -description. (Input graph for F is considered as set of a speci c kind; corresponding output graph is de ned by using -de nable notion of cartesian product and by imitating unbounded quanti ers of FO and the logical construct by bounded quanti ers and set-theoretic version of in .) Finally, collapsing operation C serves tò extract' a resulting set from its graph representation. 2
Further Results
Remember, that any class of nite pointed graphs G de nes corresponding graph encoding of HF-sets with Codes = G. Given any 0 (10) Here brackets surrounding the superscript to`EAG' mean that may be equally omitted because its presence does not matter for the case of SIMPLE or FO -transformers. Question marks in (4) denote that it is an open question whether NLOGSPACE may indeed stay there by analogy with (1) (despite it is known that the class of FO -transformations of unordered graphs is properly contained in those of the complexity NLOGSPACE, as well as for FO + LFP and PTIME in (1)).
Instead of proving each of these results we give some brief comments su cient to recover all the details. The proof (and formulations) of (5) and (6) extends those of (2) and (3) by including in the language of SIMPLE transformers the predicate relation < for the canonical linear order, by noting that < HF becomes trivially SIMPLE computable because, at present, the input graphs must involve corresponding ordering < and by FO-de nable extending the relation < from the input to the output graph (say, under any elementary transformation) according to the Axiom for < HF in Section 3. Analogously, the proofs of (7{10) are obtained from that of (4) (i.e. of Theorem 4). So, as in the case of FO -formulas de ning the operation C, it is respectively de nable a natural graph transformer hG; pi 7 ! hG 0 ; p 0 i computing C (orC). It just extracts from G a \horizontal" graph hG 0 ; p 0 i de ned by the vertex p as an \ordered pair" consisting of a \set of pairs (edges)" and a \point" (in the sense relativized to G) corresponding, respectively to 2 G 0 and p 0 . However, in the case of (8) or (9), unlike (10), while computing the collapsing C or C by such a graph transformer, we are able to obtain only some linear order on the resulting graph (whose vertices comprise a subset of those of the input graph) by the corresponding restriction of <. Unfortunately, it is unknown to the authors how to transform in NLOGSPACE any linear ordering on EAG to the canonical one. A di erence between the types of input and output graphs is the price for the result like (9) in comparison with (1{6) and (10) .
In the cases of (7,8 and 9) we cannot realize the collapsing operation C or C by a graph transformer of the type EAG (<) ! EAG (<) because in FO and, respectively, in FO we cannot de ne and, respectively, canonical order < and check in FO whether a graph is acyclic. However, we can easily check extensionality property of a graph in FO to recognize whether it belongs to the (proper) domain EG HF ofC, before passing this graph to the output.
In (9,10) we actually have an identity of the classes FO = NLOGSPACE of corresponding graph transformers due to the presence of a linear order on EAG < 's. Therefore we could say that < + external C (Ĉ) corresponds to NLOGSPACE-computability over HF, if to ignore an essential drawback that using the collapsing operation has a strange restriction in the language. (On the other hand, it seems that in real applications we need to use collapsing not so frequently.) Evidently,Ĉ is expressible in < + external C (by using a -operation which \forgets" the linear order on EAG < 's) and the class of operations over HF from (10) is contained in that from (9). We do not know whether this inclusion is proper.
Only for (1,2,3,5,6) we can guarantee that corresponding classes of settheoretic operations are closed under composition without any restrictions. However, in these cases, except (1), graph transformers do not constitute any computational complexity class. In (4) and (10) the closure under composition may be shown only for one-place operations because it is unknown to the authors whether, given several EAG (<) 's, we can FO -de ne a unique EAG with transitive subgraphs isomorphic to the original EAG's (that is we do not know how to identify by the allowed means the vertices of di erent EAG (<) 's which denote the same HF-set).
If we are interested only in NLOGSPACE-computable predicates over HF, then we need no collapsing and have the following version of (6,9,10):
-ftrue, falseg (11) where for this kind of transformers SIMPLE HF FO = NLOGSPACE due to the presence of linear order. It seems that (6) and (10) are the most natural solutions in this Section of our initial problem to nd a version of -language de ning a class of set-theoretic operations (queries) which constitute a natural Sub-PTIME complexity class. This is witnessed in the case of (6) by the statement (11), by FO -decidability whether a graph is an EAG ( ) < (with the canonical ordering <; cf. also Note 4 below for a proof of even more strong statement) and by good closure properties. A witness in the case of (10) is a description of \all" NLOGSPACE-computable set-theoretic operations (under corresponding encoding of HF-sets by EAG < 's) so that one-place operations are closed under compositions. Of course both these descriptions appear not su ciently satisfactory in comparison with (1). However, Section 9 gives yet another and more natural approach, intermediate between those of (6) Again, no syntactic dependence on the distinguished vertices of G 1 and G 2 is allowed.
As usually, IC-FO -transformers of EAG < 's de ne a class of respectively computable operations over HF which we denote as IC-NL or as IC-FO < .
A natural motivation for introducing these technical notions is given in the following theorem.
Let 0 be any extension of the language < by a family of operations over HF with no such restriction on the syntax as in the case of external C.
Theorem 5 Suppose that all 0 -de nable operations q : HF ! HF are computable by some FO -de nable transformers between EAG < 's. Then they are also computable by IC-FO -transformers. 11 Proof For any 0 -de nable q it is evidently de nable in < +q 0 The following proposition plays a crucial role in our searching for a reasonable notion of NLOGSPACE-computability over HF and in proving the corresponding Main Result (the statement (12) The class of such operations F over HF is denoted as IC-NL 0 . 12 12 Essentially, IC-NL 0 coincides with IC-FO = IC-NL, if to consider that input and output graphs of any IC-FO -transformer are just HF-sets of a special kind. However, even in this case we must carefully use di erent notations for them because they play di erent roles: as a special class of set-theoretic operations and as a class of graph transformers which may compute some other set-theoretic operations.
Proof We only outline how the operation T 7 ! T 0 = F 0 (T) is computable by some in ationary FO -transformer hT ; <; Ti 7 ! hT ; <; T 0 i with transitive T ,T , T 2 T , T 0 2T and T T . In fact, we could show that this transformer is also FO -coherent and, moreover, can be extended to the required one which computes the whole operation F. We left this (and also recovering other lacking details) to the reader as an exercise.
So, we must FO -de ne in terms of hT ; 2j T ; <j T ; =j T i (in a suitable cartesian power of T , up to a generalized isomorphism) the transitive setT together with FO -de nable relations 2 jT , < jT , = jT and embedding T , !T . We may consider that T T k+1 , according to the natural embeddings T 0 , ! T k f;g and T 0 , ! T k fTg for each considered transitive set T 2 T . Due to FO -coherency of the transformer F we can FO -de ne a linear preorder on T such that corresponding quotient of this linearly preordered disjoint sum will be isomorphic to hT ; 2jT ; jT i. ThenT may be represented as the union of this subset T T k+1 with the set of all (k + 1)-tuples of the kind h s; Ti, each representing the set T 0 as an element ofT . Linear preorder on T may be easily further extended by an FO -formula to these new elements of T k+1 so that the corresponding quotient will be isomorphic to hT ; 2jT ; jT i. hT; <; i 7 ! hT; <; t( )i:
(We need no -terms here as in the above versions of the General Statement because we can use, instead, the fact thatT does not depend on 2 T and that t( ) 2T for all 2 T.)
In the case if each t i ( y) is a variable y ji take suitable elementary transformation of the second kind (withT = T).
Let t 1 ( y) be f(a 1 ( y); : : :; a n ( y)). Then, by induction hypothesis, there exists an IC-FO -transformer hT; <; i 7 ! hT 0 ; <; a 1 ( ); : : :; a n ( ); t 2 ( ); t 3 ( ); : : :]i:
By f 2 IC-NL there exists also an IC-FO -transformer hT 0 ; <; a 1 ; : : :; a n ; t 2 ; t 3 ; : : :i 7 ! hT ; <; f(a 1 ; : : :; a n ); t 2 ; t 3 ; : : :i:
The required transformer is obtained by composing these two. hT; <; ; xi 7 ! hT 0 ; <; ; xi and hT; <; i 7 ! hT 00 ; <; i Here T T 0 T 00 , ! T k so that there exist also corresponding FO -formula ( x; y; z) over hT; 2; <; =i having the natural meaning` x in T k represents some A goal for further research. It would be important to replace in this theorem the countable family IC-NL 0 by some nite number of IC-NL-operations or schemes like fs(x) : x 2 a&'(x)g. Then we could say that we really have a good version of -language describing IC-NL, i.e. language corresponding to a natural notion of NLOGSPACE-computability over HF. Cf. also Section 11 for some examples of IC-NL-operations.
The following simple Proposition con rms that there is some concordance in our approaches to PTIME-and NLOGSPACE-computability over HF.
Proposition 4 PT IME = IC-NL i PTIME = NLOGSPACE: Proof If PTIME = NLOGSPACE then, evidently, PTIME = IC-NL as the classes of graph transformers. Therefore, for corresponding set-theoretic versions PT IME = IC-NL holds.
Conversely, PT IME = IC-NL implies that arbitrary PTIME-computable predicate P(x) over HF is also computable in NLOGSPACE. In particular, this is true for the predicate P(x) * )`HF-set x represents an AG with two distinguished vertices which denote the same set according to the general collapsing '. By PTIME-completeness of the corresponding problem for AG' Analogously, we may consider, in place of HF , corresponding canonical preorder relation G on arbitrary acyclic nite graph G with its canonical equivalence relation u v (, u v&v u) induced from HF by the general collapsing operation. (We usually omit subscript G in the relation symbols G , G and 2 G .) Moreover, the proof of the above Proposition may be easily obtained from the proof of the following Proposition on acyclic graphs G and a relative FO -de nability of a restricted G on such graphs. For any subgraph K G let K;G and K;G denote the restricted relations k x and k x, respectively, for k 2 jKj and x 2 jGj. Also let x be the restriction of the canonical linear preordering G on any x 2 jGj, in fact, on the set fz 2 jGj : z 2 G xg. Proposition 6 The restricted canonical preordering K;G is FO -de nable in terms of K;G , 2 G , K, and k , where K is any transitive subgraph of G. Proof Let corresponding generalized membership and subset relations < ? and v and also set-minus operation nn be de ned as x < ? y * ) 9x (In the case of a transitive set T or an extensional acyclic graph G these relations ; < ? ; v; nn coincide, respectively, with the \ordinary" equality, membership, subset relations =; 2; and set-minus operation n. Then we evidently have x v y ) x y, x 2 y ) x < y and also x < k , 9k The last equivalence is proved as follows. Quasiord(x) * ) 8y((y 2 x _ y = x)&9z(z 2 y) ) 9!z(z 2 y)):
To extend the canonical linear order from T to the resultingT T it su ces to de ne the relation k x (and x k * ) :(k x) _ k = x) between any quasi-ordinal k and arbitrary set x, both inT, becauseT n T contains only quasi-ordinals. In fact, this can be done for arbitrary transitive set (T orT) by using only 2-relation (and even for the case k and x are ranging over di erent sorts). Cf. Proposition 6 and Note 3.
There is also more simple FO -de nition than in Proposition 6 for this special case of quasi-ordinals in acyclic graphs: To extend the canonical linear preordering from T 1 +T 2 toT 1 +T 2 it su ces to de ne the required relation x T 1+T2 y when x or y is a quasi-ordinal, becausẽ T i n T i contains only quasi-ordinals. To this end we use here the above de ned relation k x in FO (cf. also Proposition 6 and Note 3) and its symmetric counterpart x k * ) :(k x) _ k x and also FO -de nability of the relation k x (cf. Note 3). 2
For any < -de nable operation f : HF k ! HF we have the inequality rank(f(x 1 ; : : :; x k )) max(rank(x i )) + Const, with a constant independent on x. The operation + does not have this property, and therefore is not < -de nable. It is easy to extend the above considerations to the case of multiplication operation on quasiordinals. Analogously, we have in IC-NL the operations of addition and multiplication on ( nite) ordinals. Only for and + on the ordinals we must rede ne
Next(x; y; x 0 ; y 0 ) * ) x fxg = x 0 &y fyg = y 0 : Also, the operation rank(x) = k, giving a quasi-ordinal (or ordinal) k of the same rank (i.e. the depth of \nesting") as the set x, is in IC-NL. Note, that FO -de nition of the corresponding extensionT uses the canonical linear order on T. This rank operation is also not de nable in < because any such de nable operation must be based on a xed number k of applications of restricted powerset operation. Therefore, it adds no more than k of new (quasi)ordinals to the initial transitive set T. However, T may have an arbitrary high rank, but contain a few (even only two) (quasi)ordinals.
Deterministic Case
The above Main Result may be easily adopted for the case of DLOGSPACEcomputability over HF. First we have to replace the \horizontal" transitive closure construct by its deterministic version . Further, we have to consider graphs from the class EAG < (instead of EAG < ) as codes of HF-sets because the construct seems does not allow to express the \vertical" transitive closure 2 G which is used for DLOGSPACE-computability of the -operation TC : HF ! HF.
Note 4 Fortunately, we can keep up (as in the Note 2) the correctness of the input and output codes, i.e. to check the membership relation \G 2 EAG < " by FO and even FO-means. (This is used to show that the class IC-DL 0 of graph transformers considered below has an e ective syntax.) Extensionality and all axioms of a strict linear and canonical ordering < are evidently expressible by FO-formulas. Then acyclicity of any nite graph G follows from an additional axiom x 2 y ) x < y which, of course, must hold on EAG < 's. This allows to use 2-induction in proving that < is uniquely de ned by these axioms on any EAG < . Finally, the relation 2 G is completely characterized on all the structures satisfying these axioms by the formula x 2 y , x 2 y _ 9z 2 y(x 2 z) also by using 2-induction (on y).
As above, we can de ne (identical) \deterministic" classes of transformers IC-FO = IC-DL of EAG < 's and their set-theoretic version IC-DL 0 and also the class IC-DL IC-DL 0 of operations over HF computable by these transformers. Also, we can prove Main Result on DLOGSPACE-computability over HF IC-DL HF < + IC-DL 0 HF EAG < IC-FO IC-DL -EAG < : (13) Note, that the operation + for quasi-ordinals which was shown to be in IC-NL actually lies in IC-DL. Essentially, we must change the formal FOde nition of the canonical preorder relations k x (for k quasi-ordinal) in any EAG (or disjoint sum of EAG's) from Section 11. Just replace by and x 0 2 x in < by \x 0 is the maximal wrt element of the set x". This makes new version of < single-valued relation (D(<) = <) and, on the other hand, reduces the de nition of k x to three place relation x 1 x x 2 where x 1 ; x 2 2 x and x is the restriction of to the set x. It proves that such a reducing su ces.
