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Let X(t) = j’,f( t - s) dZ(s) be a symmetric stable moving average process of index a, I< u/K 2. It is 
proved that when f has a jump discontinuity at a point or when f(x) + 0 slowly as x LO, then almost 
every sample function of X(t), f+f$ ; IS a Janik (/,) function with infinite y-variation, y E [ 1, CY). 
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1. Introduction 
Let X(t), t E R, R is the set of real numbers, be a measurable nonanticipating moving 
average stable stochastic process of index (Y, 1< (Y G 2, over a probability space 
(0, 5, P) taking values in R, namely 
I 
I 
X(t)= _mf(t-WZ(4, PER, (1.1) 
where f: R + [w is a deterministic function which is zero on (--cc, 0), and 
1: If( t)l” dt < 00. In (l.l), Z(t), t E R, is the real a-stable noise generated by Lebesgue 
measure over (0, 3, P), and the stochastic integral is defined in the weak sense, 
Cambanis and Soltani (1984). There are extensive studies on the behaviour of sample 
functions of stable Processes, see Rosinski (1986), Nolan (1989) for the references. 
In order to study the sample functions of moving average processes, different authors 
have looked on the local behaviour of the function J: Rosinski (1986, Theorem 5.1) 
proved that continuity off is necessary for the almost sure continuity of sample 
functions of the process X(t). Our main object in this article is to study the local 
fluctuations of sample functions of the process X(t). We will prove that when the 
function f has a jump discontinuity or when f(x) + 0 slowly as x LO a continuous 
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version of local time exists. y-variations of the sample functions are infinite and 
Holder condition of certain order is satisfied at no points, details are in Theorem 
3.4 and Theorem 4.2. The work is organised as follows; next section contains 
preliminaries, The main theorem is in Section 3, and Holder conditions and y- 
variations of the sample functions are discussed in Section 4. 
2. Preliminaries and notations 
Let F(t), 0 c t s 1, be a real Bore1 function and let I = [a, b] be a closed interval 
in [O, I], For t E Z, Put 
where A is the Lebesgue measure on the real Bore1 g-field %([O, I]). The measure 
p,( t, . ) is called the occupation measure and p, (t, B) may be interpreted as the 
amount of time spent by F’ in B during the time period [a, t]. If p, (b, . ) is absolutely 
continuous with respect to m, the Lebesgue measure on s(R), we call a,(f, x) = 
d,u,(t, x)/dm(x), t E Z, -CO< x < 00, the local time of F on I. For I = [0, 11, the 
occupation measure and the local time on I are denoted by b( t, .), a( t, x) respec- 
tively. The notion of local time was first introduced by Paul Levy for studying the 
Brownian trajectories. The theory of local time is well developed. A review of results 
until 1980 is contained in the work of Geman and Horowitz (1980). In Section 3 
we will make use of Geman’s results in Geman (1976). Indeed if the function F 
has a local time cr(t, x) on [0, l] which is continuous in t for a.e. x, then by theorem 
A of Geman, 
(4 ap-l,i$(F(s)-F(r))/(s-f)J=+a, for a.e. tc[O, 11, 
(b) L, = {s t [0, l] (F(s) = F(t)} is uncountable for a.e. t E [0, 11. 
For the definition of approximate limit (ap-lim) see Geman and Horowitz (1980, 
p. 22). If (a) is satisfied then F is called a Jarnik function (J,), and for a.e. t E [0, 11, 
F fails to have finite derivatives or approximate derivatives Geman and Horowitz 
(1980, p. 15). 
If X( t, a), t E [0, 11, is a stochastic process, then for each w E Q the trajectory 
t + X( t, w) is a Bore1 function and the occupation measure p, (f, . ) and the occupa- 
tion density a,( t, x) (if it exists) depend on w. In Geman (1976) it is also proved 
that if for a stochastic process X(t, w), t E [0, 11, o E 0, 
I 
d:~-ln‘~P(JX(r)-X(t)l~~)ds<m for a.e. t E [0, 11, (2.1) 
then with probability one, X(t, w) has a local time which is continuous in t for a.e. 
x. In the Gaussian case (2.1) is equivalent to 
I 
1 
o [E(X(r) _x(z))21112<~ for a.e. te [O, 11, 
ds 
(2.2) 
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which is implied by 
ds dt 
0 [E(X(t)-X(s))2]“2CCC0. 
(2.3) 
The latter is the Berman’s sufficient condition for the existence of a square integrable 
(w.r.t. dx) local time, Berman (1969a, p. 283). 
When X( t, w) is a symmetric stable process of index LY, 1 < (Y G 2, the characteristic 
function of each X(t) - X(s) is given by 
E eiv(X(O-X(c)) = e-llX(r)~X(s)ll”lul~ a 
Cambanis and Soltani (1984), and therefore (2.1) becomes equivalent to 
and if 
ds dt 
IlX(t)-X(S)I;,ia7Y 
(2.4) 
(2.5) 
then (~(1, x) is in L’(dx), Berman (1969, p. 283). 
Conditions (2.2) through (2.5) are in terms of the variances (or c-u-norms) of the 
increments. We will use them indirectly in Theorem 3.4 to exhibit that for the moving 
average processes the local behaviours of the function f have influences on the 
existence of local time. 
3. Local times for stable moving average processes 
With the same notations as in Section 2, let us first start with the following lemma. 
Lemma 3.1. Let X( t, w), t E [0, 11, be a stochastic process and 6, 0 < 6 s 1, be a jixed 
real number. Suppose for any given interval I c [0, 11, A (I) s 6, with probability one, 
X( t, w) has a local time a( t, x) on I which is continuous in t E I, for a.e. x. Then with 
probabilty one X(t, w) has a local time on [0, l] which is continuous in t for u.e. x. 
Proof. By the assumption for each I = [0, l] with h(1) d 6 there is A,, P(A,) = 1, 
such that for each w E A,, and every t E I, 
pr(t, B) = a,(t, x) dx, BE B(R). 
B 
Let J={io,... , iN} be a partition of [0, l] for which io= 0, i, - iJ-l = 6, 
j=l,..., N-l, iN-iN_, < 6. Then for w in,?=, A,,, 
~(1, B)= : P,,($, B), BE B(R), 
i=l 
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where I, = [i,-, , i,]. Therefore ~(1, x) = dp(I, x)/dx =I;“=, cu,,(i,, x), which is a local 
time for X( Z, o) on [0, I]. Moreover for each t,~ [0, 11, there is a j* with tog Z,*, 
and therefore 
,*-1 
4(“, x) = c c.ur,GJ, xl + a,:((“> xl. 
j=l 
If to is an interior point of I,*, then the assertion follows by the continuity of 
a,:( t, x). If t, is a boundary point of I,*, namely t = i,*_, , then for a.e. x, 
J*-I ;*-I 
lim a(t, x) = 1 a,,((, x)+ lim cup(t, xl = 1 a,,((, x) = act”, x), 
Ml;; j=l r-t: ,=I 
because (Y,:( t,, x) = 0 for a.e. x. Also by the continuity of a,,._ ,( t, x), lim,,,, a( t, x) = 
a(t,, x) for a.e. x. Now since J is a finite set we obtain that a((, x) is continuous 
in t for a.e. x E R. The proof is complete. 0 
Now consider the stable moving average process X(t), t E R, given by (1.1). The 
following assumptions on the function f will appear in proceeding theorems, thus 
are stated here separately: 
Assumption 3.2. The function f is discontinuous at a point 1,~ R, f(ti) and f(t,) 
exist and are finite and distinct. 
Assumption 3.3. The function f is continuous at zero and lim,l, x’+‘~“lf(x)l” > 0 
for small 7) > 0. 
Theorem 3.4. Suppose X(t), t E R, is a stable moving average process of index a, 
1 < LY c 2, given by (1.1). Zfthe function f satisjies Assumption 3.2 or 3.3, then almost 
every sample function of X(t), t EL%, has a local time a((, x) on [0, I] which is 
continuous in t, 0 C t d 1 for a.e. x E R. 
Proof. First let f satisfy Assumption 3.2, and t,, E (0, CO), by our assumption f( t,‘) 
and f(ti) exist, are finite and f(ti)#f(t,T). Let ~<Jf(ti)-f(ti)l. There are 6,>0, 
6,>0 such that lf(t;)-f(y)J<le for y~(t,-a,, to) and jf(ti)--f(y)/<$e for YE 
(t,, t, + &). Let S = min( 6,) a,), then for each y, and y, with t,, - 8 < y, < to, to < y, < 
t, + 6, 
l(f(y*)-f(Y,))-(f(tot)--f(tJ)l<e. 
This gives that 
If(G) -f(G)1 - e < lf(Y,) -f(Y,)l< e + If(toi) -f(G)/, (3.1) 
for to-6<yy,<t,<y,<to+6. 
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Now for the moving average process given by (l.l), 
(x(r)-x(s)ll:=~~:lf(v+l~-ri)-f(~)l.. dv+[;‘-“I_ ft_v)l” dy 
2 
I 
O~II(~+l~-rl)-.f(~)l” dy 
3 ,‘;,,_., MY + Is - rl) -f(v)l” dy. 
II 
Butnotethatify~(to-~Is-f~,ro),theny+Is-t(~(to,t,+Is-~~).AlsoforIs-tl<6, 
wehave(t~-~Is-t~,r,)~(t,,-~,ro),(r~,r~+~~-r~)~(r~,t,+6).Therefore,byapply- 
ing (3.1) it follows that 
5 
‘0 
I~(Y +ls - 4) -f(~)l” dy> IIf(G) -fWl -&la Is - 4 f,~~,s~,, 
as long as Is-l)<& This gives that for Is-rlc6, 
Il~~~~-~~~~Jl::~~lf~~~~-f~~~~l-~lUI~--l. (3.2) 
Now let Z = [a, b] be an interval in [0, l] with 6 -a < 6. Then for every r E Z, 
I 
h 
(1 ,lxGm 
s[If(rof)-f(t;)l-&I-’ Ib Js-rj-“a ds 
(I 
=~[~.f(~~)-f(r~)~-~]-‘[(r-~)‘~‘~~+(h-r)~-”~] 
which is finite for every r E I. Therefore (2.4) is satisfied with [0, 11 replaced by Z 
and the conclusion for roE (0, 00) follows by applying Geman’s theorem (Geman, 
1976, Theorem B), on Z and using Lemma 3.1. 
Next assume to = 0. then by our assumption, ]j(O')l > 0, and for E < ]f(O’)] there 
is 6>0 such that ]f(O’)]-s <If(y)], w h enever O<y < 6. Therefore for each s, 
r E [0, 11 with Js - t] < 6 we have 
IIW) -W4ll: 3 {l”’ Ift~)l” dy 2 Is - 4[lf(o+)l- &lo. 
- a < 6, and 
(3.3) 
=[a, 
[]f(O+)] - ~1-l 1’ (S - t]-“” ds 
a 
which is finite for every 
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Next let Assumption 3.3 be satisfied, i.e. lim,,,+ ~‘+‘-~jf(x)(~ > 0. This implies 
that for any x E (0,6), If(x > Kx~-‘-~ for some 6 > 0 and constant K > 0. This 
gives that for Is - tl < 6, 
,lx(r)-x(i),,:pl^~“Itiy)Y dya((cr -+‘K)s-?I*-? 
0 
(3.4) 
Therefore for any interval [a, 61 E [0, l] with b - a < 6, and every t E [a, b], 
J 
h h 
a ,,X(l)dSX(S),,.. ss a J [I 
)-II 
‘f(Yr dy ds 0 1 
-I/a 
5 (a _ rl)‘/aK -‘in 
J 
uh Is _ tl-‘-‘)/a & 
=(~+)(a-T])‘-aKP”a[(t-a)7’,+(b-t)”’U] 
which is finite for every t E [a, b]. Again we are in a position to apply both Geman’s 
theorem and Lemma 3.1 to conclude the result. The proof of the theorem is 
complete. q 
Corollary 3.5. Let X(t), t E R, be a stable moving average processes of index a, 
1< LY s 2, given by (1.1). If the function f satisfies Assumption 3.2 or 3.3, then with 
probability one every X( t, w), t E R, is a Jarnik function (5,) and the set {s E R; 
X( t, w) = X(s, w)} is uncountable for ae. t E R. 0 
Amplification. As it was suggested by a referee and follows from the proof of 
Theorem 3.4, this theorem remains valid if Assumptions 3.2 and 3.3 are replaced 
by the following weaker assumption. Namely there is a point t, E R and 0 < r) < (Y 
such that 
fjm$q’z- t,l ““-“lf(t2)-f(tl)la>0. (3.5) 
,l<,&,* 
4. HSlder conditions and y-variation 
Let F(t), 0~ t s 1, be as in Section 2, following Berman (1969b), the y-variation 
(y 2 1) of the function F(t) on I = [a, b], 0~ a < b s 1, is defined as 
n-l 
lim sup c IF(t,+,) -F(t,)lY. n+co o-zr,s-..sr,,sh ,=, 
the function F(t), 0 5 t s 1, is said to satisfy a Holder condition of order q at to in 
[0, l] if there are positive constants c and E such that IF(t) - F(t,)l s c/t - toIs 
whenever 1 t - toI s E. 
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The following theorem in the Gaussian case is due to Berman (1969b, Theorem 
5.1). It is straighforward to modify Berman’s proof to the stable case. Indeed Berman 
first developed a theory on local times of functions and applied it to a Gaussian 
process X( t, w) by means of the following formula: 
E 
I 
+cc lul” lg(u)12 du 
--oo 
= C(P) 
J/ 
[E(X(s)-X(t))2]P’p+1)‘2ds dr, ~20, (4.1) 
I I 
where g(u, o) = 1, ei”X(r,w) dt, -cc < u <cc, and C(p) is a constant depending only 
on p. When X( t, o), t E Z, is symmetric stable process of index cq 1< LY c 2, (4.1) 
becomes 
E J +OcI 14”ld412 du -Lx 
= K(P) JJ 11X(t)-X(s)\l,“‘+“dsdt, ~20. I I (4.2) 
Theorem 4.1. Let X( t, w) be a symmetric stable process of index a, 1~ (Y s 2, on 
[0, 11. If the integral on the right-hand side of (4.2) isJinite for an interval I c [0, l] 
then for almost all w; 
(a) The y-variation of X(. , co) on the interval I c [0, l] is infinite for y = p + 1. 
(b) X( . , o) nowhere satisfies a Holder condition of order 2/(p + 1) on I. 0 
The following theorem is concerned with the Holder condition and -y-variation 
of sample paths of moving average processes. 
Theorem 4.2. Let X(t), t E R, be the symmetric stable moving average process, of index 
a, 1 < LY c 2, given by (2). Then: 
(A) If Assumption 3.2 is satisfied then for almost all w: 
(a) The y-variation of X( ., w) on any interval I E [0, l] is infinite for any 
YE [I, a). 
(b) X( *, w) nowhere satisfies a Holder condition of order q > 2/a. 
(B) If Assumption 3.3 is satisfied, then for almost all o: 
(a) The -y-variation of X(. , w) on any interval I E [0, l] is infinite for any 
YE [I, a/(o - 17)). 
(b) X(. , w) nowhere satisfies a Holder condition order q > 2(1- T/(Y). 
Proof. (A) Under Assumption 3.2 it follows from (3.2) and (3.3) that there is 6 > 0 
for which for any interval I E [0, l] with h(I) s 6, 
JJ [(X(t)-X(~)]],‘~+“ds dt<q (4.3) I I
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as long as p+ 1 <(Y. Now (A)(a), (A)(b) f or such intervals are followed by Theorem 
4.1. But [0, l] can be covered by finite number of intervals of length less than 6, 
which gives the desired result. 
(B) Under Assumption 3.3, it follows from (3.4) that (4.3) is satisfied as long as 
p + 1 < CI/(LX - 7). This with a similar argument as in part (A) gives the result. The 
proof of the theorem is complete. 0 
Part (A)(b) (resp. (B)(b)) of Theorem 4.2 can be amplified by using Theorem 2.1 
in Geman and Horowitz (1980) which gives that, under the same assumptions, for 
every t, and every c > 0, the density of the set {t: IX(t) -X( t,)] s cl t - tOlq} is zero 
for q > 2/ (Y (resp. q > 2( 1 - q/a)). This implies even no approximate Holder condi- 
tion at to. Also note that part (B) also follows from assumption (3.5) which is a 
weaker assumption. 
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