I analyze the role of real and monetary shocks on the exchange rate behavior using a structural vector autoregressive model of the US vis-à-vis the rest of the world. The shocks are identi…ed using sign restrictions on the responses of the variables to orthogonal disturbances. These restrictions are derived from the predictions of a two-country DSGE model. I …nd that monetary shocks are unimportant in explaining exchange rate ‡uctuations. By contrast, demand shocks explain between 21% and 37% of exchange rate variance at 4-quarter and 20-quarter horizons, respectively. The contribution of demand shocks plays an important role but not of the order of magnitude sometimes found in earlier studies. My results, however, support the recent focus of the literature on real shocks to match the empirical properties of real exchange rates.
Introduction
The explanation of the sources of real exchange rate ‡uctuations is one of the most challenging issues in international economics. From a theoretical standpoint, the literature has focused on the leading role of monetary policy shocks in accounting for real exchange rate movements. The empirical evidence, however, has not shown much support that monetary policy shocks are important in determining the real exchange rate. This paper combines the predictions of a standard DSGE openeconomy macro model with recent econometric developments to examine the impact of real and monetary shocks on real exchange rate behavior.
The theoretical focus on monetary shocks as a main driver of the real exchange rate has a long tradition in international economics. This refers not only to the seminal work by Dornbusch (1976) but also to the large body of literature that developed afterward, including DSGE models of the real exchange rate (see Beaudry and Devereux, 1995, and McGrattan, 2002, among others) . Overall, the belief that monetary policy plays a dominant role in explaining real exchange rate ‡uctuations has long been an accepted fact in economics. Such is the case that Rogo¤ (1996, p. 647) 
highlights:
"Most explanations of short-term exchange rate volatility point to …nancial factors such as changes in portfolio preferences, short-term asset price bubbles, and monetary shocks."
Although this quote re ‡ects the "consensus" that nominal shocks are the main drivers of exchange rate ‡uctuations, the empirical evidence has not provided much support for this idea. In a seminal paper, Clarida and Galí (1994) estimate the e¤ect of various shocks on real dollar bilateral exchange rates. They …nd that the contribution of monetary shocks to the variance of the real exchange rate is less than 3% for the UK and Canada. By contrast, demand shocks explain more than 95% of the movement of the real exchange rate both at short and long horizons. Eichenbaum and Evans (1995) study the e¤ects of monetary policy shocks using three di¤erent models. Their results show that the mean contribution of monetary policy shocks is less than 25%.
In a recent study, Steinsson (2008) challenges the focus of the theoretical literature on monetary shocks and shifts the analysis to the role of real shocks as drivers of the real exchange rate. He shows that in response to real shocks the real exchange rate exhibits a dynamic that matches the data in terms of volatility and persistence.
By contrast, monetary shocks are unable to match the empirical persistence of real exchange rates.
Motivated by the previous literature, I analyze the impact of both real and monetary shocks on the real exchange rate. To do this, I …rst study the e¤ects of productivity, demand, and monetary shocks using the richly speci…ed two-country DSGE model developed by Ferrero, Gertler and Svensson (2008) . I analyze the predictions of the model for a standard parameterization, which yields robust responses of key macroeconomic variables. These responses allow me to derive identifying assumptions to estimate a VAR model based on sign restrictions.
The selection of a VAR model approach to address this type of question is a natural one. In fact, most empirical work on the sources of exchange rate ‡uctuations builds on the use of an sVAR method to identify monetary policy shocks. However, consensus is lacking on the results; part of the disagreement originates in the choice of the estimation method. The identi…cation strategies in use vary from study to study, and the ones that rely on conventional estimation techniques are subject to some criticism. Those using zero short-run restrictions (Eichenbaum and Evans, 1995) identify shocks of interest based on some assumptions that may be di¢ cult to reconcile with a broad range of theoretical models. For example, the assumption of zero contemporaneous impact of a monetary policy shock on output is in contrast with some general equilibrium models (see Canova and Pina, 1999) . Faust and Rogers (2003) show that when "dubious" assumptions are relaxed, the e¤ects of monetary policy shocks on the exchange rate are small. Although long-run restrictions are often better justi…ed by economic theory, in some cases substantial distortions can arise due to the presence of a small-sample bias (Faust and Leeper, 1997) or a lag-truncation bias (Chari et al., 2007) .
The empirical work based on the use of sign restrictions, such as that of Scholl and Uhlig (2006) is not subject to the criticism of relying on arbitrary assumptions given that the identifying restrictions are derived from a theoretical model. In these studies, the identi…cation of the shock of interest -a monetary policy shock -is achieved by imposing sign restrictions on impulse responses while being agnostic about the response of the key variable of interest -in this case, the exchange rate.
However, as shown by Paustian (2007) , the procedure used by Scholl and Uhlig (2006) does not guarantee that the identi…cation of structural shocks is exact because multiple matrices de…ne the linear mapping from orthogonal structural shocks to VAR residuals.
To more precisely estimate impulse responses, the sign restrictions method can be generalized to identify more than one shock (see Peersman, 2005, and Fry and Pagan, 2007) . In this case, the estimation is more precise because the range of reasonable impulse responses is narrowed. To see this, note that when only one shock is identi…ed -for example, a monetary policy shock -impulse responses that satisfy the sign restrictions of the monetary policy shock are accepted even if the responses to other shocks are unreasonable. This issue is avoided when more than one shock is identi…ed because only the set of impulse responses that jointly satisfy all sign restrictions for all shocks is accepted. An example of this method is illustrated in Farrant and Peersman (2006) , who analyze whether the real exchange rate is a shock absorber or a source of shocks for a series of dollar bilateral exchange rates using a sign-restriction method that identi…es various shocks of interest. They …nd the real exchange rate is important as a shock absorber, mainly of demand shocks.
In an attempt to overcome the limitations previously mentioned, this paper analyzes the e¤ects of productivity, demand, and monetary shocks on the real exchange rate. This approach represents a departure from most of the empirical literature which focuses on the estimation of monetary shocks that leaves potential sources of exchange rate ‡uctuations unexplained. 1
In the baseline speci…cation I estimate a VAR on quarterly data for the US vis-à-vis an aggregate of the rest of the world (ROW) and impose a stringent set of sign restrictions. I …nd that the contribution of monetary policy shocks to the variance of the real exchange rate ranges from 5% to 3% at 4-and 20-quarter horizons, respectively. By contrast, demand shocks explain 21% of the variance of the real exchange rate at a 4-quarter horizon and 37% at 20 quarters.
Sensitivity analysis suggests that my …ndings are robust to alternative sign restrictions. In particular, I experiment by leaving the response of the real exchange rate to a demand shock unrestricted. I also examine the robustness of my results to a subsample analysis and to di¤erent exchange rate measures. Overall, I …nd that the results are robust to these alternative speci…cations. I also check the sensitivity of my results to di¤erent estimation methods. When the identi…cation strategy is based on a recursive approach, I …nd that monetary policy shocks explain only 3% of the movement of the real exchange rate at all horizons. Interestingly, this identi…cation strategy yields a signi…cant "puzzle", thus casting doubt on its validity. To evaluate the results using zero long-run restrictions I estimate the Clarida and Galí (1994) model using my data and sample period. I …nd that monetary shocks are unimportant in explaining exchange rate ‡uctuations and that demand shocks explain around 87% of exchange rate variance at 4-to 20-quarter horizons. The contribution of demand shocks imposing the zero long-run restrictions approach is signi…cantly larger 1 Important exceptions include the work of Clarida and Galí (1994) and generally the literature based on estimation using long-run restrictions. A recent contribution by Enders, Müller and Scholl (2008) that focuses on the role of …scal policy on the real exchange rate also estimates a set of shocks.
than the sign-restriction approach. Indeed, this could be driven by an aggregation of multiple shocks (Faust and Leeper, 1997) . These results suggest that model size and estimation method do matter.
The remainder of the paper is organized as follows. Section 2 outlines the theoretical model. Section 3 contains the empirical methodology based on a structural VAR framework with sign restrictions. The results of the baseline model are presented in Section 4, and I describe a battery of robustness tests in Section 5. Section 6 concludes.
Theoretical model
I estimate an sVAR using restrictions derived from the theoretical predictions of the model by Ferrero et al. (2008) , which is a richly speci…ed two-country DSGE model in the tradition of Obstfeld and Rogo¤ (2007) .
The model consists of two countries, home (H) and foreign (F ). Each economy has a representative household that behaves competitively and consumes tradable and nontradable consumption goods. Tradable consumption goods consist of both domestic and foreign-produced goods. Each economy also has a production sector for tradable goods and one for nontradable goods. Each sector has …nal and intermediate goods …rms. Final goods …rms behave competitively and produce an homogeneous good using di¤erentiated intermediate goods with a CES production function. Intermediate goods …rms are assumed to be monopolistic competitors and set prices on a staggered basis.
Financial markets are incomplete: Home bonds, denominated in home currency, are traded internationally but foreign bonds, denominated in foreign currency, are not. Monetary policy follows a feedback rule with interest rate smoothing.
Finally, each country's system is driven by three exogenous shocks: (i) tradable sector productivity, (ii) preference or demand, and (iii) monetary. In this paper, I refer interchangeably to "preference" shocks and "demand" shocks.
The following subsection outlines the loglinear approximation of the model around a deterministic steady state. A fully microfounded model that yields these equations can be found in Ferrero et al. (2008) . I depart from their original formulation in three ways. First, the original model considers technology and preference shocks. My version here allows for tradable sector productivity, preference, and monetary shocks.
The addition of a sector-speci…c shock and a monetary shock is straightforward. Second, for simplicity I assume that the productivity shock follows an autoregressive process rather than the combination of two autoregressive processes studied by Fer-rero et al. (2008) . 2 Finally, although the focus of Ferrero et al. (2008) is on current account dynamics, I am interested in the theoretical impulse responses of key macroeconomic variables to the three shocks described previously. I use these theoretical restrictions to derive empirical sign restrictions and consequently abstract from my analysis the study of current account adjustment.
Loglinear model
The world economy consists of two symmetric countries: home (H) and foreign (F ).
The derivation below is for the home country, and foreign country variables are represented with an asterisk. Domestic output is a linear combination of home tradable and nontradable output denoted as
where is the preference share for tradables.
The demand for home tradables can be expressed as
where represents the home bias in tradables; is the elasticity of substitution between home and foreign tradables; t is the terms of trade de…ned as p F t p Ht ;
x t and x t are the relative prices of nontradable goods to tradable goods in the home and foreign countries 3 respectively; c t is aggregate consumption in the home country; and c t is aggregate consumption in the foreign country.
The demand for nontradables is given by
Aggregate consumption evolves according to the following intertemporal Euler equation:
where E t c t+1 is expected future consumption, i t E t t+1 is the real interest rate, and b t is the time-varying discount factor, which is de…ned as:
where & t is a preference shock that follows an AR(1) process of the form
The evolution of the terms of trade is
where q t is the rate of change of the real exchange rate, which is de…ned as q t = p t e t p t (price of domestic goods in terms of foreign goods); e t is the nominal exchange rate; F t and Ht denote in ‡ation in foreign and home tradables, respectively.
The relative price of nontradables to tradables evolves according to
where N t is home in ‡ation in nontradables.
Let home in ‡ation in tradables be
The superscript denotes the ‡exible price equilibrium of a variable,
, where ' is the inverse of the Frisch elasticity of labor supply, is the elasticity of substitution between intermediate inputs, is the probability that a price does not adjust, and a t denotes a tradable productivity shock given by
In ‡ation in nontradables is
where y N t = 0.
CPI in ‡ation depends on tradables in ‡ation, nontradables in ‡ation, and terms of trade in ‡ation, denoted as
The central bank sets nominal interest rates according to a feedback rule with interest rate smoothing:
where is the long-run in ‡ation semi-elasticity of short term interest rates and u mt denotes a zero mean i:i:d: monetary policy shock.
Uncovered interest parity holds so the expected real exchange rate change must be o¤set by the real interest rate di¤erential:
Net exports are de…ned as
where = 2 (1 ) > 0 and b Rt is the di¤erence between the home and foreign time varying discount factors.
Net foreign indebtness evolves according to
where b t is debt normalized by trend output.
I am interested in the model predictions regarding the sign of the responses of key macroeconomic variables to tradable productivity, preference and monetary shocks.
To compute the responses of a set of variables to these three shocks the model is calibrated. The following subsection outlines the parameter values used to simulate the model and describes the theoretical predictions.
Calibration
The calibration of the model follows Ferrero et al. (2008) . Bernard, Eaton, Jensen and Kotrum, 2003; and Hooper, Johnson and Marquez, 2000) . I calibrate it to be equal to 2 in line with Obstfeld and Rogo¤ (2007) and Ferrero et al. (2008) . 4 The parameters on the lower panel describe the calibration of shocks. As it was noted by Corsetti, Dedola and Leduc (2008) and will be discussed below, the e¤ects of a productivity shock are sensitive to the persistence of the autoregressive process. Thus, I calibrate the productivity shock for two cases: one in which a t is a "near" unit root process ( a =0.999) and another case in which it is less persistent ( a = 0:94). and monetary shocks. 6 The shocks originate in the home country, but I focus on the e¤ects on relative variables (home with respect to foreign) because I am interested in the behavior of the real exchange rate, which is a relative variable.
The predictions of the model are the following. In response to a tradables productivity shock (both in the case of a "near" unit root process and a less persistent shock), relative output and relative consumption increase. Relative prices decrease because the shock raises the supply of domestic goods and relative interest rates decrease. The productivity shock does not generate unambiguous responses on the real exchange rate. For a particular calibration, when the shock is highly persistent ( a =0.999), the exchange rate appreciates. This result is driven by the increase in the relative price of nontraded goods. By contrast, when the shock is assumed to be 4 Given the uncertainty regarding the appropriate parameter value and the key role that it may play in open economy models, I simulated the model for values ranging from 0.5 to 2. The simulations suggest that varying the elasticity from 0.5 to 2 does not have a major e¤ect on the results. 5 The response of some of the variables to a producitivy shock depends on the assumption of the persistence parameter. Thus, I experiment with these two calibrations to derive the sign restrictions.
6 The shock's size is 1%.
less persistent ( a =0.94), the increase in the relative price of nontraded goods is very small and as a consequence the real exchange rate depreciates. Overall, the e¤ects of a productivity shock on the real exchange rate are ambiguous and depend on the calibration used. 7 The response of the trade balance is sensitive to the behavior of the real exchange rate. In the case of a highly persistent shock, the real exchange rate appreciates and the trade balance deteriorates. In the second case real exchange rate depreciates and the trade balance improves.
The e¤ects of a preference or demand shock are in line with the textbook version of the Mundell-Fleming model: A demand shock leads to an increase in relative consumption and relative output. The increase in relative demand pushes relative prices higher, relative interest rates increase and the real exchange rate appreciates.
The exchange rate appreciation and the rise in home demand both for domestic and foreign tradables generate a worsening of the trade balance.
Finally, an expansionary monetary shock induces a reduction in relative interest rates that leads to an increase in relative consumption, relative output, and relative prices. In addition, the interest rate decrease causes a depreciation of the real exchange rate given that UIP holds. Note that in the case of the monetary shock, two forces a¤ect the trade balance in opposite directions. Home output increases as a result of the monetary expansion. As a consequence, import demand rises, which, ceteris paribus, would induce a deterioration of the trade balance; this is the income-absorption e¤ ect. At the same time, the exchange rate depreciation implies a reduction in the price of home tradables which generates an increase in the foreign demand of home tradables and an improvement of the trade balance; this is the expenditure-switching e¤ ect. Which of the two forces dominates depends on certain parameter values. In particular, the value of the elasticity of substitution between home and foreign tradables is crucial. In the calibration I assumed the value of 2 (as in Ferrero et al., 2008; and Obstfeld and Rogo¤, 2007) . With this parameter value the expenditure-switching e¤ect dominates the income-absorption e¤ect. Hence, the trade balance improves. 8
7 The response of the real exchange rate to a productivity shock is controversial in the literature. In a recent study, Corsetti, Dedola and Leduc (2008) show that for a particular calibration the real exchange rate appreciates after a productivity shock. The authors highlight that for an alternative calibration the model predicts the opposite.
8 If I assume that is lower (say, between 0.5 and 1), then the result would be a deterioration of the trade balance. The calibration results for alternative values of are not presented here to preserve space but are available upon request.
3 Identi…cation using short-run sign restrictions
Motivation
Researchers have noted that conventional methods to estimate VARs have a series of shortcomings. Estimation based on zero long-run restrictions, for example, su¤ers from distortions related to small-sample biases and measurement errors (Faust and Leeper, 1997) . Chari et al. (2007) show that a lag-truncation bias can be present in VARs with long-run restrictions. This happens because the available data require a VAR with a small number of lags, which is a poor approximation of the in…nite-order VAR of the observables from the model. In a related study, Christiano, Eichenbaum, and Vigfusson (2007) …nd that long-run identi…ed VARs can be useful for discriminating among competing economic models.
Conventional methods involving zero short-run restrictions, such as the Choleski decomposition, have also been questioned on various grounds. Firstly, such restrictions are usually derived from some assumptions that may be di¢ cult to reconcile with theoretical models. For example, the assumption of zero contemporaneous impact of a monetary policy shock on output is in contrast with some general equilibrium models (see Canova and Pina, 1999) . Second, they sometimes yield counterintuitive impulse response functions of key endogenous variables that are not easily rationalized on the basis of conventional economic theory. An example is the so-called price puzzle, which refers to the increase in prices after a monetary tightening (see Sims and Zha, 2006; Christiano et al., 1999; Kim and Roubini, 2000) . Third, as noted by Sarno and Thornton (2004) , the results are often sensitive to the ordering of the variables.
To overcome the potential problems of the previous methods, I use an alternative identi…cation procedure based on sign restrictions. Faust (1998) , De Nicolò (2002), and Uhlig (2005) use sign restrictions to identify one shock-a monetary policy shock. Since I am interested in identifying a full set of shocks, I employ a methodology that extends the sign restriction approach to identify more than one shock. In particular, I apply the method described in Peersman (2005) .
VAR model with sign restrictions
Consider the reduced-form VAR
where c is an N 2 matrix of constants and linear trends, Y t is the N 1 vector of endogenous variables; B(L) is a matrix polynomial in the lag operator L; t is an N 1 vector of structural innovations; and u t = A t are the residuals. The six endogenous variables that I include in the VAR are the same as the ones analyzed in the previous section.
The usual problem of the VAR is the decomposition of the residuals u t to obtain meaningful structural innovations. I identify the structural shocks using a signrestriction approach. Because the shocks are assumed to be orthogonal, so that 
where (m,n) indicates that the rows m and n are being rotated by the angle .
In a 6-variable model we have a 6 6 rotational matrix Q and 15 bivariate rotations. 9 The angles = 1 ; :::; 15 ; and the rows m and n are rotated in Eq. (18).
My estimation is performed as follows. 
where R j;t+k is the matrix of impulse responses at horizon k. To identify the shock v of interest, sign restrictions can be imposed on p 5 n variables over the horizon 9 In general terms, we have a total of [N (N -1)]/2, where N is the number of variables. 1 0 In this case M =12, which implies 12 15 possible rotations. the response of relative output, relative consumption, and relative prices to be nonnegative for 4 quarters, the response of the relative interest rate to be nonpositive for 1 quarter, and the exchange rate not to appreciate for 1 quarter.
[Insert Table 2 
Estimates of the baseline model
I now turn to the empirical …ndings by presenting the benchmark results from implementing the VAR described in Section 3. Figure 3 shows the impulse responses of relative output, relative consumption, relative in ‡ation, relative interest rates, the real exchange rate, and the trade balance to the three shocks of interest. The impulse responses suggest that a productivity shock generates a persistent increase in relative output and relative consumption. By contrast, relative prices and relative interest rates decline and the trade balance exhibits a continuous deterioration. The response of the real exchange rate is insigni…cant.
After a demand shock, there is a rise of around 0.4% in relative output and an increase in relative consumption. Relative prices go up by 0.1% on impact and relative interest rates increase persistently. The real exchange rate appreciates 1% on impact and it continues to rise. The trade balance worsens for about 8 quarters and thereafter the response is not statistically signi…cant.
Finally, a monetary policy shock induces a decrease in relative interest rates and a temporary depreciation of the US dollar. After an initial depreciation of about 0.5%, the real exchange rate reaches its minimum value after 4 quarters and then reverts to equilibrium (consistent with PPP), showing no statistically signi…cant reaction after 7 quarters. This result supports the delayed overshooting conclusion given that the peak is not immediate as predicted in Dornbusch (1976) . A monetary shock also leads to a temporary positive e¤ect on relative output and relative consumption. By contrast, relative prices exhibit a persistent rise. Table 3 reports the variance decomposition of the real exchange rate. The results suggest that the contribution of monetary policy shocks to the variance of the real exchange rate is very small. Indeed, at a 4-quarter horizon the contribution of monetary policy shocks to real exchange rate ‡uctuations is 5% and at a 20-quarter horizon it is only 3%. By contrast, demand shocks explain a substantial proportion of the variance of the real exchange rate both at short and long horizons. Their contribution is 21% and 37% at horizons of 4 quarters and 20 quarters, respectively. The results also show that supply shocks play a moderate role in explaining real exchange rate ‡uctuations. In particular, I …nd that supply shocks explain 14%, 10%, and 9% of the movement in the real exchange rate at 4 quarters, 12 quarters, and 20 quarters, respectively.
[Insert Table 3 here]
In summary, when sign restrictions are used the …ndings indicate that demand shocks have been an important determinant of real exchange rate ‡uctuations both at short and long horizons. Supply shocks play a moderate role and monetary shocks are unimportant in explaining real exchange rate ‡uctuations.
Robustness and extensions
Empirical results often depend on modeling assumptions and variable de…nitions.
Thus, in this section I assess the robustness of my results to di¤erent VAR speci…ca-tions, variable de…nitions, and estimation methods.
Alternative sign restrictions
In this subsection I assess the robustness of my results to estimating the VAR without imposing a sign on the response of the real exchange rate to a demand shock. This allows the data to "speak" and assessment of whether the exchange rate responds in line with the theoretical model when it is left unrestricted. Table 3 presents the variance decomposition of the real exchange rate using the alternative sign restrictions. Again, the results are in line with those of the baseline model. When the alternative sign restrictions are used, the contribution of productivity and demand shocks to explaining the real exchange rate variance is reduced.
Subsample analysis
Financial markets in the G7 countries have witnessed substantial changes over the sample period. For example, capital controls were gradually eliminated during the 1980s. These changes may have a¤ected the way monetary policy shocks are transmitted into the economy. Thus, I divide the period into two subsamples (1976-1989 and 1990-2007) and estimate the impulse responses for each to check whether regime shifts change the results. The advantage of dividing the sample is that it avoids mixing periods with di¤erent structural characteristics. However, this comes with a cost.
The estimation of the impulse responses is more likely to be imprecise and the shocks more di¢ cult to detect. I choose 1990 as the date to split the two samples because it could be de…ned as the starting point for the recent wave of …nancial globalization. 14 Impulse responses are shown in …gures 5A (1976) (1977) (1978) (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) and 5B (1990-2007) . Some interesting di¤erences emerge when dividing the sample period. The e¤ect of monetary shocks on the real exchange rate is larger in the second subsample. In fact, the contribution of monetary shocks to the exchange rate variance ranges from 10% to 4% at 4-quarter and 20-quarter horizons, respectively. By contrast, for the [1976] [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] period the contribution of monetary shocks is no larger than 4% for the entire forecast horizon. Interestingly, in the …rst subsample monetary shocks lead to an insigni…cant response of the trade balance, but in the second subsample the trade balance deteriorates. This implies that in the second subsample the expenditure-switching e¤ect dominates.
Alternative exchange rate measures
I test for the sensitivity of the results by using the real e¤ective exchange rate from the US Federal Reserve Board statistics instead of the one from the IFS. This index is CPI based and includes a wider set of countries. Figure 6 compares the impulse responses of the real e¤ective exchange rate for the baseline model shown in Figure   3 (solid line) with the ones obtained using the alternative exchange rate measure (hatched and dashed lines). The impact of each shock on the real exchange rate is only marginally a¤ected. In particular, the response of the real exchange rate is slightly attenuated when using the alternative real e¤ective exchange rate index. The variance decomposition of the real e¤ective exchange rate (not presented but available upon request) is very similar to that of the baseline speci…cation.
In the analysis of my benchmark model, I used the real e¤ective exchange rate of the United States vis-à-vis its trading partners while the ROW series are an aggregate of the other G7. One caveat is that the main trading partners of the United States are highly heterogeneous in many regards, in particular in their exchange rate regimes.
About 50% of US trade today takes place with G6 economies and the other 50% with emerging market economies. While the former have had mostly freely ‡oating exchange rates against the US dollar, the latter largely have had …xed or managed regimes over the sample period. Therefore, as a robustness check I estimate the VAR using the real e¤ective exchange rate of the US dollar vis-à-vis the other G7
economies. Figure 7 shows the impulse response functions for the three structural shocks. The results are highly robust and little changed.
Other methods
To gain a further understanding of the sources of real exchange rate ‡uctuations, it is informative to identify the shocks using other methods. In particular, I examine the impact of monetary shocks using the Choleski decomposition in the same fashion as Eichenbaum and Evans (1995) and zero long-run restrictions as in Clarida and Galí (1994) . Figure 8 shows the impulse responses using the Choleski decomposition. I identify the monetary policy shock with innovations in the interest rate di¤erential. The order of the variables in the VAR is the same as in the …gure.
Choleski decomposition
The results show that in response to a monetary expansion all the variables except prices respond in line with the predictions of the model. In particular, the real exchange rate exhibits a temporary depreciation, and relative output and relative consumption increase. Interestingly, prices decrease for nine quarters and increase afterward. This response of prices to a monetary expansion resembles the so-called price puzzle noted by Sims (1992).
In terms of variance decomposition, one point to highlight is that according to the recursive approach, monetary policy shocks explain only around 3% of the movement of the real exchange rate at all horizons. These results are in line with those of the baseline model.
Clarida and Galí analysis revisited
In this subsection I estimate the standard 3-variable VAR of Clarida and Galí (1994) . Table 4 shows the variance decomposition. In line with the …ndings of Clarida and Galí (1994) , using long-run restrictions I …nd that monetary shocks are unimportant and demand shocks explain almost all of the variance of the real exchange rate. By contrast, using sign restrictions on the 3-variable VAR I …nd that although monetary policy shocks are not the main drivers of the real exchange rate, they are nevertheless important. The range for their short-horizon contribution is 38% to 48%.
There is some contrast among the baseline sign restrictions, the Clarida-Galí approach and the 3-variable sign restriction results. Both the baseline sign restrictions in Section 4 and long-run restrictions imply that monetary policy shocks account for very little of the exchange rate ‡uctuations. However, it is relevant to emphasize one di¤erence between these two estimations. Long-run restrictions imply that demand shocks account for 87% of real exchange rate variance, but when the baseline sign restrictions are used the contribution ranges from 21% to 37%. This di¤erence is somewhat explained by construction. Note that VARs estimated with the zero longrun restrictions method are exactly identi…ed. Hence, in a 3-variable model with 3
shocks, 100 % of the variance decomposition is explained by the shocks of the model.
A potential drawback of this method is that the shocks identi…ed may be the result of a multiple aggregation of shocks, as discussed by Faust and Leeper (1997) As a consequence, model size and estimation method matter. 17
[Insert Table 4 here]
Conclusion
The explanation of the sources of real exchange rate ‡uctuations is still an open area. There has been a widespread belief that monetary policy is the main driver of exchange rate movements. Much of the theoretical literature has focused on con…rming this belief. However, the empirical evidence on the role of monetary policy 1 6 An example of the multiple aggregation of shocks is described in Rogers (1999) . 1 7 Ideally, the researcher would like to estimate a VAR with more variables. However, as more variables are added, the researcher faces the well-known problem of the course of dimensionality. In addition, the estimation outcome becomes more imprecise with a higher-order VAR using sign restrictions. This happens because the shocks are more di¢ cult to identify. The 6-variable VAR may not be capturing some important aspect of the economy analyzed but seems to provide a good summary of the key macroeconomic variables.
shocks has not provided clear-cut answers on the link between monetary policy and exchange rate movements. In addition, such work often has been criticized for its lack of credible identifying assumptions. This paper has focused on one speci…c question: How important are real and nominal shocks as drivers of the US real exchange rate? To address this question, I begin by analyzing the e¤ects of productivity, demand, and monetary shocks on a set of macroeconomic variables using a two-country DSGE model. The predictions of this model are used to derive empirical sign restrictions that are then applied to the estimation of a VAR model. I …nd that real shocks play a dominant role as drivers of exchange rate ‡uctuations and that monetary shocks are unimportant.
This conclusion is robust to a battery of sensitivity tests.
These …ndings have important implications. First, they reveal that, in contrast to results based on zero long-run restrictions, the contribution of demand shocks plays a key role but not of the order of magnitude sometimes found in the earlier literature.
This implies that the aggregation of multiple shocks can have an important e¤ect.
Second, the …nding that monetary policy shocks are unimportant suggests that the recent focus of the literature on real shocks to match the empirical properties of real exchange rates is well founded. A next step could be to examine the potential contribution of risk premia as a driver of exchange rate ‡uctuations. 1976 1979 1982 1985 1988 1991 1994 1997 1976 1979 1982 1985 1988 1991 1994 1997 1976 1979 1982 1985 1988 1991 1994 1997 
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Notes:
The …gure compares the impulse responses to productivity, demand, and monetary shocks using the baseline sign restrictions of Figure 3 (solid lines) with the ones obtained using alternative sign restrictions (hatched and dashed lines). The alternative speci…cation relaxes the restriction on the real exchange rate in the case of productivity and demand shocks. Notes: The …gure shows the impulse responses to supply, demand, and nominal shocks using zero long-run restrictions. The solid lines are point estimates and the dashed lines represent the 16th and 84th percentile error bands.
