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　今月も「科学技術動向」をお届けします。
　科学技術動向研究センターは、約 2000 名の産学官から成る科学技術人
材のネットワークを持ち、科学技術政策において重要な情報あるいは意
見の収集を行い、また科学技術予測に関する活動も続けております。
　月刊「科学技術動向」は、科学技術動向研究センターの情報発信手段
の一つとして、2001 年4月以来、毎月、編集・発行を行っています。意
識レベルの高い科学技術関係者の方々、すなわち、科学技術全般に関し
て広く興味を示し、また科学技術政策にも関心をお持ちの方々に読んで
いただけるものを目指しております。「トピックス」では最近の科学技術
および政策から注目される話題をとりあげ、また、「レポート」では各国
の動向や今後の方向性などを加えてさらに詳しく論じています。これら
は、科学技術動向研究センターの多くの分野のスタッフが学際的な討議
を重ねた上で執筆しています。「レポート」については、季刊の英語版の
形で海外への情報発信も行っています。
　今後とも、科学技術動向研究センターの活動に有効なご意見を読者の
皆様からお寄せいただけることを期待しております。
　　　　　　　　　　　　　　　　　　文部科学省科学技術政策研究所
　　　　　　　　　　　　　　科学技術動向研究センター　センター長
　　　　　　　　　　　　　　　　　　　　　　　　　　奥和田　久美
【連絡先】〒１００－００１３　
　　　　  東京都千代田区霞が関３－２－２ 中央合同庁舎第７号館東館１６Ｆ
【電　話】０３－３５８１－０６０５【FAX】０３－３５０３－３９９６
【 U R L】http://www.nistep.go.jp
【E-mail】stfc@nistep.go.jp
文部科学省科学技術政策研究所
科学技術動向研究センター
　このレポートについてのご意見、お問い合わせは、下記のメールアドレスまたは電話
番号までお願いいたします。
　なお、科学技術動向のバックナンバーは、下記のURLにアクセスいただき「科学技術
動向・月報一覧」でご覧いただけます。
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本文は p.9 へ
科学技術動向
概　要
研究と実践のはざま
─東海地震予知をめぐって─
　30 年以上も前から「いつ起きてもおかしくない」と言われ続けてきた東海地震であるが、
このごろでは、単独では起きない故、暫くはむしろ安泰であろうという空気が広まってい
た。このような中、2009 年 8 月 11 日、駿河湾にM6.5 の地震が発生し、東海地震の雲行
きが俄かに騒がれるようになった。
　地震予知の実践は、1979 年気象庁に東海地震を対象とした判定会が設置されたことに
始まる。当初の実践体制は、研究成果がストレートに反映されたものであり、研究と実践
の関係は、大きくずれてはいなかった。ところがこの 10 年間で、東海地域には当初予期
されなかった多くの事象が発生し、また、予知の論拠を覆しかねない新説が相次いで発表
された。判定会による直前予知は、プレスリップ（地震としての高速滑りに先行する低速
助走滑り）の検出に依拠しているが、プレスリップの存在自体にも疑問符が付される状況
である。こうして、最初は同一線上にあったはずの研究と実践の位置づけが徐々に乖離し、
双方のはざまは、もはや単純な里程の差では測れなくなっている。
　直前予知に焦点を合わせた判定会の役割は現在もなお明確であるが、一方で、東海の状
況の複雑さを顧みれば判定会の守備範囲は限定的であるとも言える。「東海地震予知に関
する研究と実践のはざま」を意識するならば、判定会とは異なる立場にある研究者の果た
すべき役割は大きい。幅広い推論とそれをめぐる議論の盛んになることが期待される。
図表　最近10年間で東海地域周辺に起きた異常事象や新たに発見された事象
　　　（破線は東海地震想定震源域、3個の囲みは、推定アスペリティ）
科学技術動向研究センターにて作成
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概　要
数値シミュレーションにおけるソフトウェア研究開発の動向
─並列分散型のハードウェアとソフトウェア自動チューニング─
　コンピュータの性能向上は、CPU（中央演算処理装置）の動作周波数の向上に依存し
てきたが、発熱・消費電力やリーク電流増大の問題で頭打ち傾向になった。そのため、
近年では、マルチコアプロセッサを用いた並列処理によるコンピュータの性能向上が中
心課題とされている。
　並列化されたハードウェアの性能を引き出すためには、ハードウェアアーキテクチャ
に合わせた計算アルゴリズムを選択し、実効効率が向上するようにプログラムを調整し
なければならない。この作業はソフトウェアチューニングと呼ばれ、高性能なソフトウェ
ア開発では不可欠な要素である。しかし、ハードウェアアーキテクチャの複雑化により、
実効効率の高い数値シミュレーションソフトウェア開発は格段に難しくなっている。
　そうした背景から、ソフトウェアの自動チューニング技術を基盤技術として実用化す
る提案がなされている。ソフトウェア自動チューニングとはハードウェアに合わせたソ
フトウェアの調整を自動的に行い、実効効率を向上させることである。現在は、行列演
算などの数値計算ライブラリを中心にソフトウェア自動チューニングの研究と応用が進
められているが、一般の数値シミュレーションで応用するには未だ研究課題は多い。
　日本国内では米国と比較しても遜色のない研究が行われていると思われるが、研究か
ら最終的な数値シミュレーションへの応用、実用化までのロードマップ作成や研究者間
での役割分担やリソース共有を十分に行えていない。特に今後、日本国内の研究組織に
は、基盤技術研究と応用研究を効率的に行うための研究マネージメントの再考を期待し
たい。
䊙䊦䉼䉮䉝㪚㪧㪬 ታ㛎 䉼䊠䊷䊆䊮䉫᧦ઙ䉕⸳ቯ䈚䈩䉸䊐䊃䉡䉢䉝䉕ታⴕ᷹ቯ ታ㛎⚿ᨐ䈎䉌᷹ቯ㗄⋡䉕᳞䉄⹏ଔ㑐ᢙ䉕▚಴ಽᨆ ᷹ቯ㗄⋡䇮⹏ଔ㑐ᢙ䈎䉌ᕈ⢻䊝䊂䊦䉕ផቯ᳿ቯ ᦨㆡ䈭䉼䊠䊷䊆䊮䉫᧦ઙ䉕᳿ቯ䉸䊐䊃䉡䉢䉝⥄േ䉼䊠䊷䊆䊮䉫ቇ⠌䉼䊠䊷䊆䊮䉫᧦ઙ䈱⥄േୃᱜ⤘ᄢ䈭䉼䊠䊷䊆䊮䉫᧦ઙ䉕⥄േ⊛䈮᳿ቯ = ലᨐ• 㜞ᕈ⢻䉸䊐䊃䉡䉢䉝䈱ല₸⊛䈭㐿⊒• 䊊䊷䊄䉡䉢䉝䈮ㆡว䈚䈢䉼䊠䊷䊆䊮䉫䈱⥄േൻ䊶䊶 ⢛᥊䉮䊮䊌䉟䊤䈱ᦨㆡൻᛛⴚ䈪䈲ਇน⢻䈭ㇱಽᚻേ䉼䊠䊷䊆䊮䉫䈪䈲᳢↪ᕈ䈏ૐ䈒㜞䉮䉴䊃
㜞ᕈ⢻䉸䊐䊃䉡䉢䉝㐿⊒䈮䈍䈔䉎㔍ᤃᐲ䈱Ⴧᄢ㪞㪧㪬䊓䊁䊨䉳䊆䉝䉴䊒䊨䉶䉾䉰 ਗ೉ಽᢔ䉲䉴䊁䊛䊙䊦䉼䉮䉝㪚㪧㪬䉲䊮䉫䊦䉮䉝㪚㪧㪬 䊓䊁䊨䉳䊆䉝䉴ਗ೉ಽᢔ䉲䉴䊁䊛䋨䊙䊦䉼䉮䉝㪚㪧㪬㪂㪞㪧㪬䋩䊓䊁䊨䉳䊆䉝䉴ਗ೉ಽᢔ䉲䉴䊁䊛䋨䊙䊦䉼䉮䉝㪚㪧㪬㪂䊓䊁䊨䉳䊆䉝䉴䊒䊨䉶䉾䉰䋩
図表　高性能ソフトウェア開発における難易度の増大とソフトウェア自動チューニング
参考文献9、20、26、30 ～ 33）を基に科学技術動向研究センターにて作成
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トピックス1　国際協力により皮膚弛緩症の原因遺伝子を同定
　シンガポール、ドイツなど 13カ国、15施設の病院が研究チームを組織し、老化様現象が急速に進行
する皮膚弛緩症の発症原因が、PYCR1遺伝子の変異にあることを突き止めた。皮膚弛緩症は、患者数
が全世界に非常に少なく、原因の解明が困難であったが、この共同研究により、すべての患者の特定の
PYCR1遺伝子に変異があり、これが発症の原因であると判明した。PYCR1遺伝子はアミノ酸の 1つで
あるプロリンの生合成に関与しており、皮膚弛緩症でみられる老化様現象は、代謝異常と深く関わるこ
とが示唆された。この遺伝子は老化様現象が進行する過程でのミトコンドリアの形状にも深く関与して
いることから、正常な加齢における老化共通の課題を説明する鍵にもなる可能性があると期待される。
今回の国際共同研究の成功は、希少な遺伝病の病因解明の今後の研究の方向性を示したものと言える。
　 シンガポール の Agency for Science, Technology 
and Research（A＊STAR）の Institute of Medical Biol-
ogy（IMB）の Reversade 博士らの国際研究チームは、
皮膚弛緩症（autosomal recessive cutis laxa）として知
られる遺伝子疾患の原因が、PYCR1と呼ばれる1 つ
の遺伝子の変異に起因することを突き止めた。
　この研究は、シンガポール、ドイツをはじめとする
13 カ国、15 施設の病院が研究チームを組織し、皮膚
弛緩症患者 22 家系計 35 患者の遺伝子サンプルを分
析することによって行われた。
　皮膚弛緩症は、通常生後 6 ヶ月から 2 年という幼年
期に発症し、皮膚のたるみやしわの増加、骨密度の減
少、頭髪脱毛という老化様現象が急速に進行すること
で知られている。患者数は全世界でも非常に少なく、
遺伝子の変異が原因であることが判っているが、どの
部位の変異によって起こるのか、複数遺伝子の変異か
単独遺伝子の変異かなどの詳細は、わずかな患者の
症例研究での解明は困難である。今回、シンガポ ルー、
ドイツをはじめとする、患者を抱える世界の臨床施設
が研究チームを組み、より多くの症例を集めることによ
って、初めて解析が可能になった。
　その結果、すべての皮膚弛緩症患者の第 17 番染色
体上にあるPYCR1 遺伝子の数ヶ所に変異があり、こ
れが発症の原因であることが判明した。さらに、
PYCR1 遺伝子は、正常細胞内のミトコンドリアで発現
していることが確認され、患者の変異した PYCR1 が
発現するとミトコンドリアの形状が大きく変化し、細胞
死が誘導されるというメカニズムによって発症すること
が見出された。
　PYCR1 遺伝子はアミノ酸の1つであるプロリンの生
合成に関与している。PYCR1 遺伝子の変異が皮膚弛
緩症の原因となっていることから、皮膚弛緩症でみら
れる種々の老化様現象は、代謝異常と深く関わること
が示唆される。
　PYCR1 遺伝子は細菌、植物、昆虫、脊椎動物など
に広く存在している。そこで、魚のパラバイオーシス（併
体接合）モデルを作製し、実験に用いた。パラバイオ
ーシスモデルとは、遺伝子の正常個体と異常個体が同
一循環器系を持って繋がった状態の実験動物である。
この系で正常個体と PYCR1 遺伝子欠損させた個体の
成長過程へ及ぼす影響を比較した結果、正常個体で
も皮膚細胞のミトコンドリアの機能が顕著に変化し細
胞死が増加することとともに、骨の成長の抑制や骨密
度の低下することが観察され、PYCR1 遺伝子が皮膚
弛緩症の原因遺伝子であることが証明された 1）。
　論文の中で研究者らは、この遺伝子は老化様現象
が進行する過程でのミトコンドリアの形状に深く関与し
ていることから、正常な加齢における老化共通の課題
を説明する鍵にもなる可能性があると示唆している。
　シンガポールのA＊STAR は、希少な症例のサンプ
ルを国際研究により統合した結果初めてもたらされた
成果であると、その研究意義をプレスでコメントしてい
る 2）。この国際共同研究の成功は、希少な遺伝病の病
因解明に、国際的協力が有効な方法であることを示し
たものであり、今後の研究の方向性を示すものと言え
よう。
参　考
1）　Reversade B. et al., Mutations in PYCR1 cause cutis laxa with progenoid features, Nature Genet. 41, 1016─1021
（2009）
2）　Press release 1 Sept. 2009  SCIENTISTS UNLOCK SECRET TO YOUTHFUL SKIN
http://www.news.gov.sg/public/sgpc/en/media_releases/agencies/astar/press_release/P-20090901-1/
AttachmentPar/0/file/Press%20Release_IMB_Nature%20Genetics_1Sep09.pdf
 ライフサイエンス分野 TOPICS Life Science
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トピックス2　ぶつからずに群走行するロボットカー
　日産自動車（株）は、2009年10月、ぶつからずに群走行するロボットカーの技術を発表した。センサー
技術に周囲状況の認識判断技術を組み合わせて、複数の車がぶつからずに群走行するようにした。認識
判断アルゴリズムには、群れをなして泳ぐ魚の習性から抽出した行動ルールを用い、車からの距離に従っ
て 3種類のエリアを設けてそれぞれに異なる行動ルールを適用する。制御動作もエリアの大きさ・形状
も実際の車の走行特性や衝突余裕時間を考慮して定める。現在、7台までの群走行を実現している。車
とロボットを融合する技術により、運転者の負担が軽減され、事故防止のほか、効率的な運転や渋滞緩
和への効果が期待される。
　日産自動車（株）は、ぶつからずに群走行するロボット
カーを CEATEC JAPAN 2009（10 月 6 ～10 日開催）
で技術発表した 1）（図表 1）。ロボットカーが 2 種類の
センサーを使って周囲の車や障害物を把握し、無線通
信を使って周囲の車の速度や旋回方向などほかの車の
走行情報を得て、衝突や接触することなく群れをつくっ
て走行する。ロボットカーは高さ約 50cm、重量約
13kg、最高時速 1.4km／hで広い場所における群走行
から狭路走行に移り、また障害物を回避して走行する
ことが可能である。現在、7 台までの群走行が実現し
ている。
　周囲状況の認識判断アルゴリズムに、群れをなして
泳ぐ魚の習性から抽出した行動ルールを用いている。
行動ルールは、衝突回避、並走（距離を一定に保つ）、
近接（仲間から離れすぎたときに近づく）の 3 種類であ
り、車からの距離に従って 3 種類のエリアを設けて異
なる行動ル ルーを適用する（図表 2）。ほかの車や道路、
障害物の検知には、魚の視覚と側線感覚に対応させ
て 2 種類のセンサーを使い分ける。ごく近距離の衝突
回避には側線感覚に相当するセンサ とーしてレーザ レー
ンジファインダーを、並走や離れた車の位置を把握す
る視覚に相当するセンサ とーして UWB（超広帯域）無
線を、用いる。また、UWB 無線では近傍の車間でデ
ータ通信も行い、ほかの車の速度や旋回方向などの走
行情報を得て、群走行に用いる。各エリア内での回避
量や追従の仕方などの制御動作は実際の車社会にお
ける車の動きを考慮して、また、各エリアの大きさや形
状は車速に依存するTTC（Time to Collision：衝突余
裕時間）に基づいて、決められた。
　近年、進められている車とロボットを融合する技術
の1つである。このような技術が実用化すれば、運転
参　考
1）　日産自動車株式会社 ニュースリリース：日産自動車「CEATEC JAPAN 2009」出展概要　2009年 10月 1日
 情報通信分野 TOPICS Information & Communication
図表 1　ぶつからずに群走行するロボットカー
出典：参考文献1）
参考文献1）を基に科学技術動向研究センターにて作成
図表 2　行動ルールと群走行の様子ޣࠛ࡝ࠕ೎ⴕേ࡞࡯࡞ޤ#4'#ψⴣ⓭࿁ㆱ
஥✢ᗵⷡ㧦࡟࡯ࠩ࡯࡟ࡦࠫࡈࠔࠗࡦ࠳࡯߇ਥߦᜂᒰ#4'#ψਗ⿛#4'#ψធㄭ
ⷞⷡ㧦79$ή✢߇ᜂᒰ㨩㕖ᬌ⍮㗔ၞㅴⴕᣇะ
群走行 狭路走行 障害物回避
者の負担を軽減する安全で効率的な運転が可能とな
り、交通渋滞の緩和や事故防止の効果が期待される。
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トピックス3　高耐熱バイオプラスチック生産実証プラントが稼動
　2009年 9月17日、帝人（株）は高耐熱バイオプラスチック生産実証プラントの稼動を発表した。ポリ
乳酸は、植物由来の原料から製造できるカーボンニュートラルなプラスチック素材として注目されている。
同社は、従来のポリ乳酸の課題であった耐熱性や耐加水分解性などを改善した高耐熱ポリ乳酸を開発し、
ポリブチレンテレフタレートと同等の耐熱性を実現した。年産 200トン規模のパイロットプラントを用い
て研究開発を進めてきたが、今回、1,000トン規模の実証プラントを稼動させた。今後、実用規模での
生産技術を確立した上で、2011年には年産 5,000トンを目指す。地球温暖化問題に対応するため、脱石
油依存を進める技術が求められる一方、食料と競合せずに安定して入手できる原料の探索が必要である。
　地球温暖化問題に対応するため、脱石油依存が進
められている。その中で、従来の石油系プラスチック
に代わる素材として、植物由来の原料から製造できる
カーボンニュ トーラルなプラスチック素材であるポリ乳
酸が注目されている。しかし、耐熱性や耐加水分解性
などの観点から、用途が制限されるため、石油系素材
との混合などにより、その機能向上が図られていた１）。
　2009 年 9月17日、帝人（株）は、高耐熱バイオプラ
スチック生産実証プラントの稼動を発表した 2）。
　同社が開発した高耐熱ポリ乳酸では、従来のL型
ポリ乳酸ポリマ とー、その光学異性体であるD型ポリ
マーが対となる、ステレオコンプレックス構造と呼ばれ
る強固な結晶構造を安定的に形成することで、課題で
あった耐熱性を改善した。高耐熱ポリ乳酸の融点は
210℃と、従来のポリ乳酸より40℃高く、一般的な耐
熱プラスチックであるポリブチレンテレフタレ トーと同等
な耐熱性を有している（図表 1）。これにより、フィルム
や樹脂などの高温成形プロセスへの適合や繊維製品
のアイロンがけも可能となる（図表 2）。また、従来の
ポリ乳酸は、高温・高湿度環境においてポリマーが加
水分解を起こしやすく、使用条件に制約があった。同
社の保有するポリマー技術に加え、分子レベルで反応
を制御することにより、耐加水分解性を発現させ、石
油由来のポリエチレンテレフタレ トーと同程度の耐久性
を実現した。これらの特性改善により、衣料、自動車、
電気・電子分野などへの適用が期待されている。
　同社では、ラクチド（乳酸から生成される化合物）段
階からバイオプラスチックを製造するパイロットプラント
（年産 200トン規模）を用いて研究開発を進めてきた。
今回、乳酸段階から製造する実証プラント（1,000トン
規模）を稼動させ、実用規模での生産技術を確立する。
その上で、2011年には年産 5,000トンへのスケ ルーアッ
プを、さらに将来的には数万トン規模の設備を計画し
ている。
　脱石油依存の観点から、このような技術の一層の推
進が求められる一方、ポリ乳酸は通常トウモロコシや
ジャガイモなどのデンプンから製造されるため、食料
と競合せず、かつ安定して入手可能な原料の探索も進
める必要がある。
参　考
1）　河本洋、「植物由来プラスチックスの研究開発動向」、科学技術動向、No.65、2006年 8月号
2）　帝人（株）プレスリリース：http://www.teijin.co.jp/news/2009/jbd090917.html
 環境分野 TOPICS Environmental Science
図表 1　熱特性比較（示差走査熱量測
　　　　定結果）
出典：帝人（株）提供資料
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図表 2　アイロンテストによる比較
出典：帝人（株）提供資料
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トピックス4　高強度鋼を用いた大地震でも無損傷な建築物のプロジェクト
　ナノテクノロジー・材料分野の府省連携プロジェクト「革新的構造材料を用いた新構造システム建築
物」の研究開発が 2008年度末に 5ヵ年の開発期間を終了し、2009年 7月に研究開発成果報告会が開
催された。プロジェクトは、経済産業省・国土交通省が助成事業等で支援をし、国土技術政策総合研究
所や関連団体、鉄鋼・建設等の民間会社 21社が参加した。鉄骨構造建築物における、「震度 7クラス・
無損傷の建築」「省資源生産による建築」「長期耐用の長寿命建築」を開発目標に設定し、高強度鋼の開
発から設計施工指針案や性能評価手法の開発を総合的に行った。
　2004 年度に、ナノテクノロジー・材料分野の産業発
掘の推進のため府省連携プロジェクトとしてスタ トーし
た「革新的構造材料を用いた新構造システム建築物」
の研究開発が 2008 年度末に5ヶ年の開発期間を終了
し、2009年7月に研究開発成果報告会が開催された1）。
このプロジェクトは、経済産業省・国土交通省が助成
事業等で支援をし、国土技術政策総合研究所・（社）新
都市ハウジング協会・（社）日本鉄鋼連盟・（社）日本鋼構
造協会および、鉄鋼・建設等の民間会社 21社が研究
開発に参加した。（社）日本鉄鋼連盟・（社）日本鋼構造協
会が高強度鋼や部材開発・部材接合技術の開発を主
に担当し、（社）新都市ハウジング協会が設計施工法開
発や事業化の検討を主に分担した。国土技術政策総
合研究所は性能評価手法の開発や、新システムの既
存建築物への活用手法の開発を行った。
　建築物には複合機能化・内部構造可変化・長寿命
化など一般的な社会ニーズがある。それらをふまえ、
具体的な研究開発目標を、鉄骨構造建築物において、
①「震度 7クラス・無損傷の建築」、②「省資源生産に
よる建築」、③「長期耐用の長寿命建築」に設定した。
　まず、①「震度 7クラス・無損傷の建築」では、目標
とする耐震性を満足させるために、引張強度が従来の
鋼材強度の約 2倍となる800 N/mm2 級の高強度鋼を
鉄鋼連盟加盟の鉄鋼大手 4 社が開発した。現行の建
築物では、建築基準法で定めている稀に発生する地震
（数十年に1度程度）に対して、無損傷だが、それを超
える極めて稀に発生する地震（数百年に1度程度、震
度 6強程度 1））に対して、人命保護の観点から倒壊し
ないが損傷を許容する設計となっている。従来の鉄骨
構造建築物では400 ～ 500 N/mm2 級の鋼材を使用
した部材の塑性化によって地震力を吸収していたが、
新構造システム建築物ではダンパーを組み合わせ開発
した800 N/mm2 級の鋼材を弾性領域で使用すること
により、震度 7クラスの地震を受けても建築物はほと
んど無損傷で、地震後もそのまま使い続けることがで
きる。
　次に②「省資源生産による建築」については、強度
が 2倍になることで厚みはおよそ半分になり、薄い鋼
板で柱・梁の製造ができる。柱と梁等の接合部を溶
接ではなくボルト接合とすることで、建物の供用途中
での骨組みの可変性を確保するとともに、供用終了後
のリユ スーを容易とした。従来のボルトでは使用本数
が多くなり接合部が大型化してしまうため、1800 N/
mm2 級の高強度のボルトも開発した。
　さらに、③「長期耐用の長寿命建築」については、
震度 7クラスの地震に対しても健全であり適切な維持
管理を行えば、200 年程度の長期供用は可能と考えら
れる。その間の建物用途の変更も可能とするため、耐
震性を確保しつつ着脱可能なプレキャストRC床板の
鉄骨梁との接合システム等も開発された。
　また、この新構造システム建築が広く建築物に適用
されるよう設計施工指針案が策定された。
　開発に当たった民間会社は、新技術による建築物の
コスト上昇を1割程度に抑えることを目指しており、事
業化検討を開始している。
参　考
1）　革新的構造材料を用いた新構造システム建築物研究開発プロジェクト　成果報告書　2009.3
 ナノテク・材料分野 TOPICS NanoTechnology & Materials
図表　開発鋼の応力ひずみ関係の例
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トピックス5　ビー ムステアリング技術を用いた合成開口海中ソナー
　2009年 8月、（独）海洋研究開発機構海洋工学センターの澤隆雄技術研究主任らは、音波を用いて広範
囲の海底を詳細に探査するビームステアリング合成開口ソナーを開発した。海底の状況を明瞭な音響画
像として捉えることができ、深海巡航探査機「うらしま」に搭載し、世界で初めて実用化試験に成功した。
従来型のソナーと比較して、分解能は約 3倍、ノイズは 1/8になった。この技術により、海洋探査の効
率向上が期待されるほか、海洋資源探査への活用も期待できる。
　2009 年 8月、（独）海洋研究開発機構海洋工学センタ
ーの澤隆雄技術研究主任らは、音波を用いて広範囲
の海底を詳細に探査することができるビームステアリン
グ技術を併用した合成開口ソナーを開発し、深海底に
おける実用化試験に世界で初めて成功した 1）。この技
術は、国家基幹技術の海洋地球観測探査システムの
一部として開発されたものである。
　海中では光や電波は透過しにくいが、音波は良好な
透過性を持っているため、海中探査には音波を利用す
るソナーが用いられている。ソナーは計測目標が発す
る音波、または目標自体に音波を照射し、その反射音
を計測することで探査を行う。ソナーの性能は、探査
目標までの距離が長くなるほど分解能が低くなり、ま
たノイズの影響も大きくなる。それを補うためには、ソ
ナーを大型化するか目標へ接近するしかない。大型ソ
ナーは探査機への搭載や運用が難しく、深海探査で
は目標への接近も容易ではない。
　これらの問題を解決するため、上記の研究チームは、
レーダーにも用いられている合成開口技術をソナーへ
適用した。合成開口技術では、ソナーが移動しながら
目標に何度もビームを照射して、その反射信号をコンピ
ュータに蓄積し相関処理することで分解能を向上させ
る。仮想的に巨大な受信機を合成することから、合成
開口技術と呼ばれる。
　合成開口技術はソナーが直線状に移動し、目標へ
信号を送受信した位置情報を正確に把握する必要があ
る。これまでは、波や潮流等の影響でソナーが動揺し
画質が落ちる問題とともに、分解能の向上に伴って処
理演算量が大幅に増えるという問題があった。澤主任
らは、ソナーを搭載する探査機の動揺を周波数解析し
仮想的な位置を算出し、受信信号の遅延時間補正を
行う技術を開発した。さらに、従来は分解能の要求精
度よりもはるかに高いサンプリング周波数が必要であ
ったが、受信信号を相関処理する際の sinc関数のピー
ク値近傍を二等辺三角形状に直線近似することで、デ
ータ量を大幅に削減する新たなアルゴリズムを開発し
て、従来の数十倍以上の高速処理を実現した。これら
により、目標に対して受信機を常に向け続けること（ビ
ームステアリング）が可能となり、海底からの反射音波
情報を位相を含めて正確に取得し、合成開口すること
が可能となった。深海巡航探査機「うらしま」に新型ソ
ナーを搭載し、駿河湾の水深 1400 ｍの深海底で廃船
を観測したところ、従来より、分解能は約 3倍、ノイ
ズは1/8となった。データ処理は、探査機が帰還後、
データを回収し行っている。
　従来のソナーは海底面から戻ってくる音波の強弱で
海底地質を推定していたが、新型ソナーは合成開口処
理のため海底面からの音波の位相変化を記録する。し
たがって、海底面に鉱物などが存在すると位相が変化
することから海洋資源探査への活用も期待できる。
参　考
1）　（独）海洋研究開発機構プレスリリース　http://www.jamstec.go.jp/j/about/press_release/20090806/#a1
2）　特許公報、特開 2006-234478、合成開口処理システムにおけるプラットフォーム動揺補正方法、公開日 2006.9.7
 フロンティア分野 TOPICS Frontier
図表 1　合成開口ソナーイメージ
参考文献1）を基に科学技術動向研究センターにて加工
図表 2　動揺補正イメージ
参考文献2）を基に科学技術動向研究センターにて加工
ソナーが潮流等の影響で直
線的に進行しないことによ
る目標までの距離を補正す
ることで、音波を照射し、
受信する時間を算出する遅
延時間補正が可能となり、
正確な目標データを取得す
ることができる。
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1   はじめに
科学技術動向研究
研究と実践のはざま
─東海地震予知をめぐって─
松村　正三
客員研究官
　2009 年 8 月 11 日の早朝、駿河
湾内に震源をおくＭ（マグニチュー
ド）6.5 の地震が起き、御前崎市や
焼津市などで震度 6 弱の揺れが記
録された。静岡県では 30 年以上に
わたって「東海地震」の脅威が喧伝
されてきたため、「とうとう来た
か？」と感じた人が多く、東海地震
ではないと判明した後は、「東海地
震を誘発するのではないか？」とい
う不安が広まった。これは当然出
てくる疑問であり、それに対して
地震を研究する者はなんらかの回
答を迫られるわけであるが、現実
の対応は、こうした期待を満足さ
せる状態とは言い難い。
　どのような分野であれ、研究の
結果が社会に還流し、実際の生活
に反映される、すなわち成果が実
践に結びつくまでには、実効性の
見定めや具体的な手法のマニュア
ル化といった克服すべきいくつも
の階梯が存在する。それゆえ、研
究とその実践との間には常に一定
の隔たりが生じるわけであるが、
双方の隔たりが埋まることはない
としても、通常は、研究の進展に
伴って実践も併行して進むと思わ
れる。
　ところが、ここで取り上げる地
震予知の分野には、こうしたイメー
ジがあてはまらない。そもそも明
確な成功例のない地震予知に対し
て「実践」を議論すること自体、現
実的かどうかはあやしい。一般的
な意味で、地震予知はきわめて困
難である。世界中を見渡しても科
学的な検証を経た実例のないこと
は、筆者の既レポートでも解説し
た 1）。しかし、「東海地震予知」に
限っては、珍しい例ではあるもの
の紛れもなく「実践」という範疇に
数えられる。では、「東海地震予知
における研究と実践」の現実は、ど
のような状況にあるのだろうか。
　東海地震予知に関わる組織は図
表 1 に挙げたように多岐にわたる
も、それぞれが役割を棲み分けて
おり、その中で「予知の実践組織」
と言えるのは、1979 年気象庁に設
置された「地震防災対策強化地域判
定会（以下、判定会）」である。他方、
1969 年に発足した地震予知連絡会
は、大学や国立研究機関の研究者
が集って討議する場である。判定
会の前身が当時の地震予知連絡会
の中に設けられた「東海地域判定
会」であったことからも分かるよう
に、東海地震予知に関する「研究」
と判定会による「実践」との間には、
もともと大きな懸隔はなかった。
ところが、ここ 10 年くらいの間で
予想外の事象が相次いで観測され、
東海地震をめぐる意外な話題が取
り沙汰されるようになった。東海
地震そのものに対する研究者の認
識も単純なものではなくなってい
る。しかし、新たな見方や考え方
が出たからといって、その都度、
実践体制を軽々しく改変するわけ
にはいかない。結果的に、最初は
図表 1　東海地震予知に関わる組織・所管機関・主な役割
科学技術動向研究センターにて作成
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2   東海地震の研究と実践の推移
2─1
予知体制のスタート
　東海地震が世上に登場するきっ
かけとなったのは、1976 年秋の地
震学会において石橋克彦が発表し
た「駿河湾地震説」2）である。ただ
し、東海地域に大地震が迫ってい
ると指摘したのは、これが初めて
ではない。茂木清夫は 1970 年の論
文 3）で遠州灘沖に大地震発生のポ
テンシャルがあると指摘した。図
表 2 に示したように、国土地理院
による明治（1883 ～ 1904）と昭和
（1948 ～ 1964）の測量結果の差から
解析された歪のパタンが、フィリ
ピン海プレート北縁に沿う相模湾、
紀伊半島、室戸岬のいずれにおい
ても「伸び」であったのに対し、遠
州灘のみ「縮み」になっていたから
である（図表 2 の逆向き矢印）。つ
まり、前3者では2回の測量の間で、
1923 年関東地震、1944 年東南海
地震、1946 年南海地震が発生して
圧縮歪が解消されていたのに対し、
遠州灘では起きるべき地震がまだ
起きていない、と解釈したのであ
る。GPS 観測の発達した今から見
れば粗い観測に基づいていたもの
の、この解釈は分かり易く説得力
があった。
　これに続いて石橋は、遠州灘に
起きる地震の繰り返しと思われた
1854 年安政東海地震と 1944 年昭
和東南海地震の震源域を比較し、
後者では駿河湾周辺が割れ残って
おり、結果としてこの部分の歪が
臨界状態のままにある、という仮
説を提唱した。この説を重大視し
た当時の中央防災会議は、1978 年、
石橋説に準じた東海地震想定震源
域を設定し（図表 4 の長方形枠）、
また、東海地震対策法とも言うべ
き「大規模地震対策特別措置法」を
制定した。これをきっかけとして、
気象庁に判定会が発足し、名実と
もに国家戦略としての地震予知実
践体制がスタートした。
　予知の根拠とされたのは、これ
も茂木（1984）4）によって発掘され
た 1944 年東南海地震直前の異常傾
斜変化である（図表 3、掛川市近く
の水準測量区間で地震前日から急激
な傾斜変化が観測された）。これは、
東南海地震直前の助走滑り、すなわ
ちプレスリップであったと解釈され、
この考え方が、現在もなお東海地震
予知戦略の柱となっている。
図表 2　測地測量による日本列島 60 年間のひずみ
参考文献3） を基に科学技術動向研究センターにて作成 出典：参考文献4）
図表 3　東南海地震直前に静岡県掛川市付近で
観測された異常地殻傾斜
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同一線上にあった研究と実践の位
置づけが徐々に乖離し、双方のは
ざまは、もはや単純な里程の差で
は測れないほどになってしまった。
このような状況が、地震によって
被害をこうむるだろう当の地域社
会に正確に伝わっていないという
ことも問題である。
　本論は、東海地震予知をめぐる
研究と実践の現状に焦点をあて、
そのはざまを明らかにすることで
当事者間の認識を新たにし、また
同時に関係する地震研究者らへの
要望と期待を表明することを目的
とする。まず、東海地震予知のレ
ビューとして、第 2 章に判定会が
形作られてきた経緯を、第 3 章に
東海地震説に対する反論・疑問を、
第 4 章に新たに見つかった事実や
現象を、そして、第 5 章にさまざ
まな推論を紹介する。最後に、第
6 章では 2000 年代初頭にあった研
究者による警告事件を引いて、地
震予知に関わる研究者の姿勢に対
しての筆者の所感を述べたい。
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参考文献5）を基に科学技術動向研究センターにて作成
図表 4　見直された想定震源域
長方形枠は、石橋説に基づいた最初のもの。破線囲
みは新たに設定された震源域
参考文献5、32、33）を基に科学技術動向研究センターにて作成
137 138 139
34
35
36
図表 5　中央防災会議による想定アスペリティ（左図の
6 個の方形）と、観測データから推定されたア
スペリティ（右図の 3 個の囲み、右図楕円は、
過去の東海地震の強震動発生域）
アスペリテイ
破壊開始点 1
破壊開始点 2
35°N
138°E
　このように法律を制定したうえ
での国家的措置が採られるまでに
なったのは、発表された研究成果
とそれに基づいた指摘や警告の内
容がシンプルで分かり易く、大き
な曖昧さがなかったためであろう。
これは、研究成果がストレートに
実践へと結び付いた事例と言える。
以下に紹介するように、この後、
さらに二度にわたって、東海地震
研究の成果が、実践としての予知
戦略に反映されることとなった。
2─2
想定震源域の見直し
　石橋が「駿河湾地震説」を提唱し
た当時、その説をサポートすべき
観測データはまだ十分ではなかっ
た。しかし法律制定後、東海地域
の観測体制整備はめざましく、例
えば、当初はほとんど見えていな
かった静岡県下のフィリピン海プ
レートの沈み込みも、その後の微
小地震データに明瞭に映し出され
るまでになった。また、国土地理
院 が 張 り 巡 ら し た GPS 観 測 網
（GEONET）によって、固着沈み込
みによる地殻歪の進行がリアルタ
イムでモニターできるようになっ
た。これらの新たな観測・解析結
果に基づいて、中央防災会議は、
2001 年、東海地震の想定震源域を
23 年ぶりに改訂した 5）（図表 4 の
太破線、図表 5 左図の茄子形）。こ
れは、微小地震データと地殻変動
データから、フィリピン海プレー
ト上面の固着エリアをより実際的
な形に描き出すことができたから
である。さらに同会議は、想定震
源域内に 6 個のアスペリティ（プ
レート間のひっかかり、本質的な
固着部を言う。図表 5 左図の方形）
を想定することで、震度予測と被
害想定を導き出し、さらにその結
果に基づいて地震防災対策強化地
域の見直しを行った。ただし、こ
こで想定されたアスペリティは震
度予測マニュアルに従って人為的
に決めたものであり、後述するよ
うな観測・解析の成果から導かれ
たものではない。
2─3
判定会招集基準の見直し
　判定会が設けられると同時にそ
の招集のための基準も定められた。
その後 2004 年になって、この招集
基準は新たなものに改変された（上
垣内修・束田進也、2006）6）。気象
庁から発信される情報は、異常の
度合いに応じて、観測情報→注意
情報→予知情報と段階を踏む。こ
の内、2 箇所の歪計で同時に異常
変動が捉えられた場合に出される
注意情報が、実質的な意味で判定
会招集に結びつく。従来基準との
明瞭な違いは、当初の基準では地
殻変動と地震活動の双方が異常判
定の対象とされていたのに対し、
新基準では異常地震活動という判
定を廃したことである。地震活動
は地殻変動よりも多彩な情報をも
たらすが、同時に、起きている現
象に対して一意的な解釈ができな
い、という欠点を有するからであ
る。つまり、異常か異常でないか
の判断が人によって分かれること
があり、このため、マニュアルに
従って緊急時の行動を規定するた
めの判断材料には向いていないと
いうことである。これは、東海地
震予知に関する研究と実践のはざ
まにある問題のひとつと言えよう。
　一方、異常地殻変動に関する招
集基準は、一段と厳格化された。
これには、体積歪計の増設と解析
技術の進歩とがあいまって検知能
力が飛躍的に向上すると同時に、
プレスリップ判定のためのシミュ
レーション技術が発達したことが
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3   東海地震説への疑問
　「ほとんど疑いの余地がない」と
一時は全面的に認められるまでに
なった東海地震説も、最初の警告
から 30 年を経た現在、いくつもの
疑問が呈されるようになった。中
でも、もともとの筋立てに問題が
なかったか、という基本に立ち返
る視点からの議論が目立つ。
3─1
南海トラフ地震系列の連動
（東海地震単独発生の否定）
　図表 1 中の地震調査研究推進本
部の下にある地震調査委員会から
出された報告書「活断層及び海溝型
地震の長期評価結果一覧」8）による
と、2009 年から数えて 30 年以内の
東海地震（想定マグニチュード M8
程度）の発生確率は 87％（参考値）
とされている。これは、過去 4 回
の東海地震（1498 年明応、1605 年
慶長、1707 年宝永、1854 年安政）
から、平均発生間隔を 118.8 年とし
て統計的に算出した数値である。
東南海地震（Ｍ 8.1、30 年以内の確
率は 60 ～ 70％程度）、南海地震（Ｍ
8.4、同 50 ～ 60％程度）の場合とは
違って、東海地震の発生確率が参考
値とされているのは、明応や慶長と
いった古い時代の東海地震の性格
がよく分からず、それらの地震で駿
河湾まで破壊が及んだかどうかも
不明だからである（石橋、1981）9）。
　過去の地震発生の履歴は、まず
は、古文書の記載等からたどるこ
とになるが、これらには、時代に
よって記録の洩れや滅失がある。
寒川旭 10）は、遺跡発掘の現場で発
見された液状化痕から過去の地震
発生を推測する方法（地震考古学）
を考案し、これによって東南海、
南海地震の記録洩れのいくつかを
補填することに成功した。また、
海岸近くの湖底・池底に残された
津波堆積痕から古い時代の海溝型
大地震の存在が発掘された例もあ
る。これらの結果、東南海、南海
地震については過去の発生が規則
的であったことが分かっている。
これに引きかえ、東海地震の過去
は不鮮明であり、平均発生間隔を
100 年程度とした場合は、発生確
率が過大評価となるおそれがある。
また、少なくとも歴史記録を見る
限り、東海地震が東南海・南海地
震から孤立して単独で起きた例は
ない。後述するシミュレーション
研究でも、東海地震を単独で発生
させることはかえって難しいとさ
れている。仮に東海地震が単独で
は起き得ないとすれば、その発生
確率が東南海・南海地震よりも高
くなるわけにはいかず、逆に言え
ば、次回東南海地震の発生まで、
すなわちここ 10 ～ 20 年はむしろ
安泰であるということにもなる。
3─2
プレート相対速度の評価と
伊豆マイクロプレート説
　地震調査委員会が下した「東海地
震の平均発生間隔は、約 120 年」と
いう判断は現実的だろうか。この
問いに対する鍵は、駿河湾から静
岡県下にもぐりこむフィリピン海
プレートのユーラシアプレートに
対する相対速度である。例えば、
瀬野徹三（1993）11）のプレートモデ
ルに従って計算すると、静岡県下で
は、N50 度 W の方向に約 40 mm／
年となる。この速さで推移すれば、
120 年間で蓄積される「相対ずれ」
は 5 m 近くとなり、M8 地震を起
こす原動力として不足はない。ち
なみに、活断層に対して適用され
る松田式（松田時彦、1975）12）を使っ
て評価した M8.0 地震のスリップ量
（相対ずれ）は 6.3 m、石橋 9）による
安政東海地震（M8.4）の平均スリッ
プ量は 4.0 m である。ところが、
静岡付近でのフィリピン海プレー
トの動きは、上記のような単純な
ものではないとする説が現れた。
Mazzotti ら（1999）13）は、伊豆半島
を含むフィリピン海プレートの北
端部が、本体から切り離された小
断片（マイクロプレート）となって独
自の動きをしている、と主張した（図
表 6 の陰影部分）。彼らの説に基づ
くと、駿河湾でのプレート相対速度
は、せいぜい 20 ～ 25 mm／年とな
り、4.0 m のスリップを蓄積するに
は 160 ～ 200 年かかることになる。
　静岡県下の歪が現時点で既に満
期になっているためには、少なく
とも 30 mm／年のプレート相対速
度が必要となる。しかし、地下で
のプレートの動きを知ることは難
しい。この問いに解を見出す方法
のひとつに、地表の地殻変動から地
下でのプレート境界面上の動きを
逆に解く「バックスリップ解析」と呼
ばれる手法がある。バックスリップ
解析の結果についてはすでにいく
つかの報告があるが、扱うデータの
選択や計算手法によって結果が異
なり、これまでのところ、相対速度
大きく寄与している。加藤尚之・
平澤朋郎（1996）7）の 2 次元モデルに
よれば、プレスリップから本破壊
に至るまでの時間的余裕は、従来
想像されていたよりもずっと短い
とされ、これに基づいて異常検出
のしきい値を従来の 1/10 に引き下
げる結果となった。
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の値は、20 mm ～ 40 mm／年とい
う幅がある。これらの中央値をと
るとほぼ 30 mm／年となるが、バッ
クスリップ解析手法自体にも疑問
点が指摘されており、結果の信頼
度は未だ不十分である。他方、近年、
精力的に解析されるようになった
固着域よりも深部側に起きる低周
波地震・微動・短期的スロースリッ
プの情報からも、フィリピン海プ
レートの相対速度が見積もられて
いる。小林昭夫ら（2006）14）による
と愛知県東部下では 2000 年以降 39
～ 49 mm／年、小原一成（2009）15）に
よれば 2004 年以降 43 mm／年、と
なっている。いずれも、瀬野ら 11）
による理論速度に近いか、これを
やや超える値である。さらに松原
誠ら（2006）16）は、浜名湖下に検知
した相似地震（マグニチュードに関
わらず同じ波形を持つ地震）のス
リップ量から 30 ～ 40 mm／年と推
定した。
　以上を総合すると、東海地震の
繰り返し間隔については、今のと
ころ 100 ～ 200 年の幅での曖昧さ
を考慮する必要がある。
3─3
掛川異常傾斜変動への疑問
　2─1 節で述べたように、判定会
による東海地震予知の実現性を支
える唯一の根拠となったのは、
1944 年東南海地震直前に掛川市で
発見された異常地殻傾斜である。
ところが、この測量結果の真偽そ
のものへの疑問が出された。鷺谷
威（2004）17）は、日本地震学会 2004
年秋季大会で、｢ 地震直前に傾斜
変化が生じた可能性は依然として
高いが、これらが単なる作業ミス
の結果である可能性も否定できな
い ｣ と述べた。もしも異常傾斜が
真の地殻変動であるならば、プレ
スリップが存在した可能性が高い。
ところが、感度の高い観測網が展
開された近年になっても、現実の
大地震の直前にプレスリップが検
知された報告は皆無である。小笠
原ら（2009）18）が南アフリカの金鉱
山で行っている至近距離での小地
震の観測においても、プレスリッ
プは見つかっていない。現在のと
ころ、プレスリップの存在は、実
験室かシミュレーションの場でし
か確かめられていないのである。
もっとも、東南海地震のプレスリッ
プが否定されてしまったわけでは
ない。Linde and Sacks（2002）19）は、
震源域の深部延長部分に 2m 程度
の滑りを想定すれば掛川市の異常
傾斜を解釈することができると主
張し、異常傾斜変動がプレスリッ
プによるものであった可能性を印
象づけた。
　以上からも分かるように次回の
東海地震を占う上で、前回の東南
海地震の様相は重要な意味を持つ。
ところが、その震源域、特に東海
地震との境をなす東端部がどこま
で延びていたかが今もなお議論の
的となっている。1944 年東南海地
震の震源域の拡がりについては、
金森博雄（1972）20）をはじめとして
10 例に近いモデルが提案されてい
るが、決定打はまだない。この結
果によっては、東海地震の存在そ
のものも不確実なものとなる。鷺
谷（2007）21）は、震源域を横断する
水準測量の結果を説明するために
は、プレート境界ではなく掛川市
近在の分岐断層が滑ったとする必
要があるとした。この主張は、プ
レスリップの存在を否定するもの
ではないが、東南海地震による破
壊域の同定の曖昧さ、ひいては東
海地震の存在に関わる問題をあら
ためて提起したことになる。
出典：参考文献13）
図表 6　Mazzotti らが提唱した伊豆マイクロプレート
中央下の陰影部、この部分が、フィリピン海プレートから切り離さ
れて独立に動くとした
科 学 技 術 動 向　2009年 11月号
14
4   東海地域の地殻活動の現状
　ここでは、東海地域で最近 10 年
間くらいに発見された事象や、目
立った、あるいは異常と思われた
活動を列挙する。
4─1
地震・火山活動
　① 1996 年 10 月、静岡県川根町
（現・島田市）の直下に M4.3 の地震
が発生した。地震の規模としては
珍しいものではなかったが、普段
は起きないプレート境界地震で
あったことから、東海地震との関
係性が論議を呼んだ。
　②東海地震の推定固着域では、
プレート境界をはさんで上下に位
置する地震発生層の活動が、1990
年代後半から微弱ではあるものの
明瞭な静穏化を示し、スロースリッ
プとの関係が議論された（松村、
2002）22）。特に、島田市の直下に顕
著な静穏化域が見出され、ここで
は特徴的な相似地震群が発見され
た（松原ら、2006）16）。
　③2000 年6月から8月にかけて、
三宅島・新島・神津島を囲む領域
で M6 地震を含む活発な群発地震
活動が続いた。併行して、三宅島
では火山活動が始まり、カルデラ
形成を伴う 17 年ぶりの大噴火へと
発展した。地震活動は、マグマ貫
入による地震とプレート内せん断
破壊による地震とが入り混じった
複雑なプロセスを経て同年 8 月に
終息したが、9 月には富士山直下
で低周波地震活動が活発化した。
　④ 2004 年 9 月、紀伊半島南東沖
に M7.4 の地震が発生した。震源は
南海トラフに近いが、東南海地震
を起すプレート境界地震ではなく、
フィリピン海プレート内、および
上盤の地殻内地震であった。この
地震によって静岡県から三重県に
かけての広いエリアが南進した。
この地震の東海地震への影響評価
は難しいが（瀬野、2006）23）、トラ
フ軸近辺に起きるこうした非定常
的地震は、本命であるプレート境
界地震の前触れであるとの見方も
ある。
　⑤沈み込んだフィリピン海プ
レートが深さ 30 ～ 40 km に達す
るあたり、四国から紀伊半島、さ
らに伊勢湾をまたいで愛知県・長
野県南部に至る細長い帯状領域で、
通常の地震とは異なる「低周波微
動」あるいは「低周波地震」と呼ばれ
る活動のあることが小原（2002）24）
により、また、西出則武ら（2000）25）
によって発見された。同様の現象
は、北米でも発見されているが、
全てのプレート沈み込み帯で起き
ているわけではなく、例えば、太
平洋プレートでは見つかっていな
い。メカニズムとしては、沈み込
んだ岩石から脱水した水が関わっ
ていると推察されている。その後、
より低周波の地震（深部超低周波地
震）が同時に発生していることも発
見された（伊藤喜宏ら、2007）26）。
　⑥前項の深部低周波地震とは別
に、トラフ軸近くのごく浅い場所
で「浅部超低周波地震」が発生する
ことが分かった。これは、プレー
ト境界面から立ち上がる分岐断層
上に起きる地震であると推察され
ている（伊藤・小原、2006）27）。
　⑦ 2009 年 8 月 11 日早朝、静岡
市沖合の駿河湾内で M6.5 の地震が
発生した（冒頭で紹介した「駿河湾
の地震」）。この地震は、フィリピ
ン海プレート内部を破壊しており、
東海地震とはメカニズムが異なる。
およそ 40 年間隔で静岡市周辺に起
きてきた M6 級の「静岡地震」のひ
とつと見ることもできるが、次の
東海地震の引き金となる可能性も
懸念されている。
4─2
地殻変動
　国土地理院は、1990 年代後半か
ら全国に張り巡らせた GPS 観測網
（GEONET）の運用を開始したが、
その中で、浜名湖を中心とした地
域にこれまでとは異なる動きのあ
ることを発見した。逆解析の結果、
これは、浜名湖下のプレート境界
でプレート運動に逆行する緩慢な
滑り（スロースリップ）の進行であ
ることが分かった。この滑りは
2005 年頃まで続き、中心部の滑り
は約 25 cm に達した。すなわちプ
レートの引き摺りのほぼ 10 年分が
解消されたことになる。この発見
を基に、山本英二ら（2005）28）が傾
斜データ、小林ら（2004）29）が潮位
データの過去に遡った結果、同種
のスロースリップは、以前から約
10 年間隔で繰り返し起きてきたと
いうことが分かった。普段は固着
していながら、時に固着が外れて
滑るという意味で、ゆっくりでは
あるがこれも一種の地震と見るこ
とができる。
　一方、これよりもやや深いプレー
ト沈み込みの奥側では、前節で紹
介した低周波微動・低周波地震・
深部超低周波地震が発見されてい
たが、同時に、これらは、プレー
ト境界の微弱な滑り、すなわちス
ロースリップに伴うものであるこ
とが分かった。前項で取り上げた
スロースリップは数年間継続する
滑りであるのに対し、こちらは数
日で停止し、およそ半年の間隔で
再開するものである。両者を区別
して、前者を長期的スロースリッ
プ、後者を短期的スロースリップ
研究と実践のはざま
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と呼称する。こうしたスロースリッ
プの存在は、川崎一朗（2006）30）に
よって予測されていたが、実際に
現れた現象は予測を超える多様な
症状を呈するものとなった。
4─3
地下構造
　東海地域にフィリピン海プレー
トの固着沈み込みがあるというこ
とは、観測事実として、もはや疑
いの余地はない。しかしその微細
構造に関しては、まだ議論の余地
が残る。フィリピン海プレートの
形状に関しては複数個のモデルが
提出されており、大きな差はない
ものの、場合によってはその微妙
な差が争点となる。例えば、静岡
県浜岡原子力発電所直下における
プレート境界面の深さは、モデル
によって 10 ～ 20 km の範囲で違
いがあり、今もなお決着がついて
いない。また、フィリピン海プレー
トの実質的な沈み込み口が駿河湾
内ではなく、伊豆半島の底を通過
して相模湾側に抜けるという説も
ある。プレート形状を探査する方
法としては、人工地震による反射
法探査や、自然地震波の特殊な解
析手法（レシーバー関数解析など）
があるが、駿河湾では未だ明確な
結果が得られていない。
　一方、遠州灘では反射法探査が
行われており、新たな成果も提出
されている。御前崎の直下あたり
では、沈み込んだフィリピン海プ
レートの上部が厚く膨らんでいる
ことが発見された。小平秀一ら
（2003）31）は、これが、南海トラフ
に平行して何列も存在する海底の
皺の内の一列が沈みこんだもので
あろうと推測した。現在、遠州灘
沖に見られるのは、銭州海嶺と呼
ばれる皺であるが、御前崎下のも
のは「古銭州海嶺」であり、プレー
ト進行方向のさらに奥側には「古々
銭州海嶺」があるのではないかと推
察されている。いずれにせよ、こ
うしたプレート境界地形の凹凸が
ひっかかり、歪を集中させ、ここ
にプレート境界地震のアスペリ
ティを形成するという考え方が広
く受け入れられている。
4─4
事象のまとめ
　前節までに挙げた事象をまとめ
て全体を眺めたものが図表 7 であ
る。想定震源域とその内部にある
推定アスペリティ（3 個の囲み領
域）を囲んで、4─1 節、①静岡県中
部の地震、②相似地震群、③三宅・
神津・新島群発地震、④紀伊半島
南東沖地震、⑤低周波地震（低周波
微動）、⑥浅部超低周波地震、⑦駿
河湾地震、4─2 節、⑧長期的スロー
スリップ、⑨短期的スロースリッ
プ、が散在する。
　⑧の長期的スロースリップは想
定震源域の端部で進行し、⑨短期
的スロースリップは、これよりも
深い側で進行する。さらに深い側
ではおそらく固着することなく、
ずるずると滑っているのであろう。
①静岡県中部の地震および②相似
地震群は、ここでは珍しいプレー
ト境界地震と認識されているが、
その存在場所は局所的である。③
三宅島付近の群発地震と④紀伊半
島南東沖地震の東海地震に対して
の位置づけは明瞭でないが、その
発生時期は、それぞれ長期的スロー
スリップの開始と停止の時期に近
接しており、何らかの形でスリッ
プの制御に関わっていたものと推
図表 7　最近 10 年間で東海地域周辺に起きた異常事象や新たに発見された事象
科学技術動向研究センターにて作成
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　現在までのところ、発見された
さまざまな事象の全てを関連させ
て説明できるような統合的な解釈
には遠いものの、いくつかの推論
がなされている。
5─1
アスペリティの推定
　想定震源域の改訂と同時に、被
害想定のため、図表 5 の左図に示
したようなアスペリティが想定さ
れた。この想定は、地震動予測の
ためのマニュアルに沿って導かれ
た結果である。置かれたアスペリ
ティの数は 6 個とやや過多にも見
えるが、最悪事態を考える被害想
定のためにはこれでよい。しかし、
地震予知を実践するという観点か
ら言えば、事実に即さない想定で
は困る。異常地殻変動を検知した
時、それがプレスリップであると
判定するためには、アスペリティ
に関して実態に近いイメージを
持っていることが必須だからであ
る。従って、たとえ想定にすぎな
いとしても、観測データに基づい
た実際的なアスペリティ情報を提
供することが求められる。筆者ら
（2008）32）は、地震活動変化および
GPS 網で実測された歪分布から、
静岡県中部に 3 個の歪集中域を特
定し、これを推定アスペリティと
した（図表 5 の右図）。一方、神田
克久ら（2004）33）は、1854 年安政東
海地震による被害記録から、地震
の際の強震動発生位置を特定した。
さらに 1707 年宝永地震についても
同様の特定を行った。描かれた強
震動発生領域は、図表 5 右図の楕
円に示したとおり、2 個の地震と
もに静岡県中部のほぼ同じ場所と
なる。この結果は、過去の東海地
震のアスペリティ位置を示唆する
ほとんど唯一の情報と言えるが、
同図に描かれた推定アスペリティ
の位置ともほぼ一致する。
5─2
シミュレーション
　前回の東海地震である 1854 年安
政東海地震から得られる情報は限
定的であり、特に 4─4 節にまとめ
たような事象の羅列が、その当時
にもあったかどうかを確かめるこ
とはほとんど不可能である。その
意味では、次の東海地震が起こっ
たとき、初めて我々は東海地震と
それにまつわる地殻活動の全容を
知ることになる。そしてその経験
は、次々回の東海地震の予知に役
立つだろう。しかしそれを待って
今回は手を拱いている、というわ
けにはいかない。そこで登場する
のがシミュレーションである。こ
れは、コンピュータ上にヴァーチャ
ルな東海地震を作りだし、その発
生の過程を仔細に観察しようとす
るものである。
　シミュレーションのベースとな
る基礎方程式としては、現在、
Ruina（1983）34）が提唱した摩擦構
成則が多く用いられる。これによ
ると、2 個の微分方程式を連立さ
せるだけで、地震間のゆっくりと
した応力蓄積過程と地震時の高速
滑りが、交互に、かつほぼ周期的
に出現する様子が模倣できる。
　例えば、2─3 節で取り上げた新
しい判定会招集基準の根拠となっ
たのは、加藤・平澤（1996）7）によ
る 2 次元シミュレーションの結果
であり、このシミュレーションに
現れたプレスリップとその形態に
基づくことによって判定基準の改
訂が行われた。堀高峰ら（2006）35）
は、南海トラフに沿う東海・東南
海・南海地震の 3 次元シミュレー
ションを行い、地震発生の周期や
順序を実態にあわせようとすると
地震の発生の仕方に一定のパタン
が生じることから、結果的に東海
地震の単独発生が困難であること
を示した。弘瀬冬樹ら（2008）36）は、
より実際に近い 3 次元プレートモ
デルによる東海地震シミュレー
ションの開発を進めた。このシミュ
レーションでは、浜名湖下の長期
的スロースリップも再現されてい
る。スロースリップをシミュレー
ションで再現するにはパラメー
ターの微妙な調整が必要とされる
が、これを最初に作り出したのは、
吉田真吾・加藤尚之（2002）37）であ
る。芝崎文一郎・布樹輝（2007）38）は、
短期的と長期的、双方のスロース
リップを同時に作り出すことに成
功した。興味深いのは、どのシミュ
レーションでも、東海地震の発生
前に数次にわたって長期的スロー
スリップが繰り返す、という結果
が示されたことである。
5   さまざまな推論
測される。
　以上のとおり、東海地震想定震
源域の周辺では、この 10 年で新た
に発見されることとなった事象の
ほぼ全てが集中して起きてきた。
これらの中には観測技術の進化に
よって初めて発見されるに至った
事象も混じっているが、これだけ
集中する例はほかの地域には見ら
れない。臨界状況にあるかどうか
は別としても、東海が特異な状況
にあることは間違いない。
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5─3
臨界状況の判定
　3─2 節でも述べたように、現在、
東海地震発生の臨界状況にあるか
どうかは曖昧なままである。これ
を判断するためには、すでに蓄積
された応力や歪がどのくらい限界
に近いかを知る必要がある。しか
し、年々の蓄積分を評価すること
は可能だとしても、既に蓄積され
た応力の絶対値を知ることはでき
ない。こうした中、間接情報では
あるが注目されるのは、地震活動
の潮汐依存性から診断する方法で
ある。田中佐千子ら（2002）39）は、
世界中のプレート沈み込み帯で起
きている地震活動を調べ、プレー
ト境界の大地震が起きる前には小
さな地震の発生に潮汐の影響が現
れる、ということを発見した。数
MPa の応力を解放する地震に対し
て、たかだか数 KPa にすぎない潮
汐応力が影響するというのは、一
見、不思議に思えるが、臨界状況
にある場合には最後の一押しの効
果をもつ、と解釈されている。さ
らに、田中ら（2004）40）は日本中の
微小地震活動の潮汐依存性を調べ、
潮汐依存度が高い 10 個の領域を選
び出した。そのうち 4 個では既に
M6 以上の地震が発生しており、
東海地域は残る 6 個の領域のひと
つに数えられている。
5─4
昭和の南海トラフ地震系列
　3─1 節で述べたように、南海ト
ラフ地震系列は、「連動」が基本と
見られている。前回の昭和系列で
は、2 年の時差をおいて東南海、
南海地震の順に発生した。前々回
の安政系列では、東海・東南海地
震が同時、南海地震は 1 日遅れで
引き続いた。さらに 1 回前の宝永
では、すべてが同時に起こった。
では、前回の昭和系列では、何故、
東海地震だけが連動しなかったの
だろうか？　この問いに対して、
Pollitz and Sacks（1995）41）は、活断
層地震としては最大級の 1981 年濃
尾地震（M8.0）が影響したと答えて
いる。彼らのモデル計算によると、
濃尾地震による応力再配分によっ
て東南海地震の発生が早められた
一方、東海地震は抑制され、その
発生は本来よりも約 20 年遅らされ
たという。数値評価の妥当性はと
もかく、昭和の系列のみ連動のサ
イクルが狂わされたと見ることに
なる。この考えを積極的に推し進
めるならば、東海地震は昭和系列
に属することになり、今後の単独
発生も否定しきれないことになる。
今の段階で、東海、東南海の連動
発生を前提とした判断に偏ってし
まうことは行き過ぎであろう。
5─5
応力集中の現状
　浜名湖下の長期的スロースリッ
プは約 10 年間隔で繰り返してきた
ようである。2000 年頃にスタート
した最新のスロースリップは、2005
年頃でほぼ停止したかに見え、その
限りでは、このスロースリップも、
東海地震の前に数回起きると予測
された中の 1 回であったと結論でき
る。しかし、仔細に見るとスリップ
は完全には停止していない。一旦停
止したかに見えたスリップは、2007
年以降、浜名湖から長野県南部およ
び愛知県東部へと場所を移して微
弱ながらも再スタートを切ってい
る。また、これと同期して静岡県西
部では微小地震の活性化が見られ
る（ 松 村、2009）42）。 図 表 8 に は、
2000 年三宅島付近の活動に端を発
し、推定アスペリティを取り囲むよ
うにスロースリップが進行してき
た様子を描いた（小林ら（2005）43）、
および国土地理院（2009）44）を参考
にした）。スリップ速度が全体とし
て遅くなったのは、アスペリティ群
を囲い込んでのプレート境界固着
の再編成がほぼ完了したためと見
ることもできる。地震活動からはア
スペリティへの応力集中が以前に
も増して進んでいるとみなされ、
従って、今回のスロースリップを過
去からの単なる繰り返しのひとつ
と結論づけてしまうわけにはいか
ないということになる。
参考文献43），44）を基に科学技術動向研究センターにて作成
図表 8　想定震源域内の推定アスペリティ（点線囲み）を取り
囲むように進行したスロースリップの移動
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　2000 年代の初め、複数の研究者
によって東海地震の発生に関する
警告が相次いで発表された。五十
嵐丈二（2000）45）は、臨界間近い物
理現象に観察される振動周期の漸
減という現象に注目し、掛川―浜
岡間の水準測量データの振動する
動きから、東海地震の発生を 2004
年半ばと結論づけた。川崎・岡田
（2001）46）は、震源核の成長に関す
る理論式を案出し、掛川─浜岡間
の水準測量データに適用すること
で、発生時期が 2001 年初頭になる
とした。山岡耕春ら（2001）47）は、
浜岡に設置された GPS の動きか
ら、破壊に向かう加速度変化の表
式（Time-to-Failure）を適用するこ
とで 2002 年半ばに臨界に達すると
推論した。瀬野（2003）48）は、アス
ペリティ分布の変容過程に対する
モデル化を行い、掛川─浜岡のデー
タから発生時期は 2007 年半ばにな
るとの見積もりを示した。筆者
（2002）22）は、推定アスペリティ領
域のスケールから見て、応力維持
の限界は 2006 年頃までであろうと
推察した。こうしてほぼ同時期に
発表された東海地震発生時期の推
測結果は、マスコミやインターネッ
ト上でも注目され、その時点では
世上にいくばくかの緊張感を醸成
したものの、結果的には何事も起
こらないまま警告の刻限が過ぎた。
　結局、東海地震は起きなかった
という結果からみれば、これらの
警告はことごとく失敗に終わった
ことになるが、筆者自身が関わっ
たことでもあり、研究者によるこ
のような行為の適否について考え
てみたい。まず、この時期一斉に
警告が出たのは偶然なのか、それ
とも何らかの下地があったのか、
ということであるが、異常状況は
確かにあった。それは、前章まで
に紹介した長期的スロースリップ
である。結局は、今回のスロース
リップも東海地震に繋がらない、
つまり、幾度となく繰り返すスロー
スリップのひとつでしかなかった
という結論に落ち着くかもしれな
い。しかし、そうだとしても、そ
れは結果論でしかなく、スロース
リップの開始時点で東海地震に発
展するかもしれないという警告を
出すのはむしろ妥当な判断だった
と思われる。あえて言えば、今の
我々の知識で具体的な発生時期に
言及することに無理があったとい
うことだろう。さらに言うならば、
今後、多少時期がずれたとしても
上記の警告が「当たり」に変わる可
能性は残るのである。
　当の研究者たちにとっては苦い
経験となってしまったが、筆者は
むしろ、研究者たちがこれに懲り
て推論や推測の発表に慎重になり
すぎることを懸念する。現行の学
会発表では、観測事実やデータ解
析結果の報告が大部分を占める。
解析結果から必然的に導かれる推
測は別にして、それ以外の推論は
スペキュレーション（この場合は、
「空論」や「臆測」という意味）である
として避けられる傾向にある。事
実確認と状況分析は、科学的アプ
ローチの基本であるのに対して、
予測を混じえた推論に踏み込むこ
とは、曖昧さを内包し、ミスリー
ディングにつながりかねないから
である。しかしながら、確定事実
の報告に終始するだけでは地震予
知は実現しない。
　筆者は、地震予知に関わる研究
者は、常に予測に立ち向かうとい
う明確な意志を持つべきであると
考える。何らかの解析を行う際に
は、発生した事象の分析にとどま
らず、それが意味する内容を推察
し、将来の予測にまで言及する、
という姿勢を意識的に貫いてもら
いたいと思う。例えば、4─1 節④
紀伊半島南東沖地震の評価を採り
上げれば、この地震については、
事後の海底地震観測も含め、地震
の起き方や性格に関していくつも
の報告がなされている。その反面、
それが東海地震や東南海地震の発
生にどう影響するかを推察した議
論はなかなか見当たらない。瀬野
（2006）23）が述べたように、後に起
きる地震への影響がプラス側かマ
イナス側かの判定さえ困難である
というのが実情であろう。しかし、
筆者は、決して断定的な結論を求
めているわけではない。むしろ、
さまざまな推察が提示され、それ
をめぐる活発な議論が起きること
を期待するのである。
　ひとつのモデルケースとして
2007 年 1 月に名古屋大学で開かれ
た東海地震に関する研究会「徹底討
論！！！次の東海地震はどこだ！？」49）
を紹介しておこう。これは単なる
研究発表会ではなく、公開された
パネルディスカッションの下、5
人の研究者がそれぞれの研究成果
を披露すると同時に、いくつかの
課題を掲げて議論を交わし、認識
を統合していこうとする珍しい研
究会であった。東海地震の発生時
期については結論に至らなかった
ものの、課題を明示して議論しよ
うとするその姿勢が筆者の目には
新鮮に映った。
　このような研究会を学会の主導
で組織しようということもひとつ
の提案として掲げることはできる。
しかし、筆者が真に求めるものは
それ以前の段階にある。予測に関
して確かなことは誰にも言えない。
その場合でも、それぞれの研究者
が自らの研究事跡を通して想像を
めぐらし、研究者としての推論を
述べることならばできるはずであ
る。統一見解が得られなくても構
6   研究者の役割
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わない。大事なことは、多様な推
論があって、それをめぐる議論が
活発に交わされることである。そ
して、そうした議論の過程が社会
に正確に伝えられることである。
　予知・予測に踏み込む場合には、
それがどのように簡単なものであ
れ、結果的に誤りとなる可能性を
避けることはできない。それを承
知した上で、誤った説をなすとい
う謗りをも辞さない、という一種
の覚悟が必要となろう。東海地震
に関わる、あるいは地震予知に関
わる研究者には、その道にある研
究者の役割としてこの覚悟をもつ
ことを望みたい。
　「2009 年駿河湾の地震」の翌日、
新聞報道各紙の社説は一斉に東海
地震に備える防災体制について書
きたてた。中でも日経新聞は、「科
学的検証があいまいなまま、行政
や学界の都合で決めた想定や前提
が一人歩きする愚は避けたい」と、
現在の判定会体制に批判的な主張
を展開した。プレスリップの出現
を前提とした予知の科学的検証が
曖昧な状態にあることは事実であ
る。しかし、プレスリップの存在
が否定されたわけではない。判定
会が「実践としての東海地震予知」
においてプレスリップの出現に依
拠するのは、現実的判断として間
違っていない。「見逃しはない」と
言い切った当初の見得が、今では
もはや通用しなくなったという変
節はあるが、これについても、「東
海地震といえども見逃す可能性は
ある」という言い換えを通じて、判
定会の予知情報に全面的に依存す
ることの危険性がすでに世の中に
周知されている。そうした限定条
件の下で、たとえ 50％以下の予知
率であるとしても判定会体制には
今日的意義がある。
　むしろ判定会に関わる問題があ
るとすると、それは、東海地震予
知の一切が判定会に委ねられてい
ると誤解することである。学会で
の東海地震に関する発表が決して
活発とは言えないことから、研究
者自身にすらこのような思い込み
があるのではないかと疑われる。
東海の状況の複雑さから見れば、
判定会が下す判断の領域は、きわ
めて限定的と言わねばならない。
今般の駿河湾の地震に直面して判
定会が出したコメントは「東海地震
と直接の関連はない」というもので
あった。東海地震の直前予知に限
定した判定会の判断としては妥当
である。しかし社会は、それだけ
では納得しない。予測に関する物
言いが常に曖昧であり、時として
間違いもある、ということは承知
の上で、それでも、駿河湾の地震
と東海地震がどうつながるかを知
りたいのである。
　研究者には各自がそれまで築い
てきた知識と判断力に基づいて、
どう推論するかが求められている。
「東海地震予知に関する研究と実践
のはざま」を意識するならば、判定
会とは異なる立場にある研究者の
果たすべき役割は重く大きい。
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1   はじめに
科学技術動向研究
　コンピュータの性能向上は半導
体プロセスの微細化による CPU
（中央演算処理装置）の動作周波数
に依存してきたが、2005 年頃から
発熱・消費電力やリーク電流増大
の問題で頭打ち傾向になった。そ
のため、近年では、動作周波数を
抑え、汎用処理を実行するコアを
複数もつマルチコアプロセッサを
用いた並列処理によるコンピュー
タの性能向上が中心課題とされて
いる 8）。2000 年以降、マルチコア
CPU や高速数値演算の可能な GPU
（Graphics Processing Unit）、 お よ
び、汎用処理に対応するコアと数
値演算に特化したコアを組み合わ
せたヘテロジニアスプロセッサが
市販されている。こうした並列化
によるハードウェアの高性能化が
実現される一方、皮肉なことに、
実効効率の高い数値シミュレー
ションソフトウェア開発は格段に
難しくなった。
　並列化されたハードウェアの性
能を引き出すためには、ハードウェ
アアーキテクチャに合わせた計算
アルゴリズムを選択し、実効効率
が向上するようにプログラムを調
整しなければならない。この作業
はソフトウェアチューニングと呼
ばれ、高性能なソフトウェア開発
では不可欠な要素である。しかし、
最近のハードウェアアーキテク
チャがあまりにも複雑になり、人
手によってソフトウェアをチュー
ニングすることは作業負荷の問題
だけでなく技術的にも困難になり
つつある。また、開発したソフト
ウェア資産を維持していくために
は、ハードウェアアーキテクチャ
の世代交代が早いので、その都度、
アーキテクチャの変更に合わせて
ソフトウェアの修正とチューニン
グを行わなければならない。その
ために、維持コストが高くなると
いう問題もある。このようにソフ
トウェアをハードウェアアーキテ
クチャの変化に合わせて修正する
作業は、数値シミュレーション研
究開発を効率的に進める上での大
きな障害である。
　本稿ではまず、ハードウェアアー
キテクチャとソフトウェアアプリ
ケーションの動向を述べ、次に高性
能数値シミュレーションのための
並列分散型のソフトウェア構成を
概観する。そして、今後さらに高性
能ソフトウェア開発で重要な役割
を果たすであろう自動チューニン
グについて詳述する。最後に、ソフ
トウェア基盤技術の研究推進体制
の新しい動きについても述べる。
2   ハードウェアアーキテクチャとソフトウェアアプリケーションの動向
2─1
多様化するコモディティ
プロセッサとその変遷
　コモディティプロセッサとは、
パーソナルコンピュータやサー
バー、ゲーム機用に大量生産され
る低価格なプロセッサである（マイ
クロプロセッサ、MPU ともいう）。
近年では、科学技術計算用の高性
能コンピュータでもコモディティ
プロセッサを用いた並列分散シス
テムの採用が増えてきている。
　図表 1（a）～（d）に代表的なコ
数値シミュレーションにおける
ソフトウェア研究開発の動向
─並列分散型のハードウェアとソフトウェア自動チューニング─
　　　　　
　　　　　
古川　貴雄
推進分野ユニット
野村　稔
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注1： GPUで扱うことのできる浮動小数点データが単精度から倍精度に拡張され、さらに、IEEE754浮動小数点
演算標準に準拠したことで計算精度が要求される数値シミュレーションでも利用しやすくなった。
注2： IBM社の PowerXCellTMは、Cell/B.E.の倍精度浮動小数点演算を高速化した製品である。
図表 1　コモディティプロセッサのアーキテクチャ
参考文献 9、20、26）を基に科学技術動向研究センターで作成
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モディティプロセッサのアーキテ
クチャを示す。（a）シングルコア
CPU 、（b）マルチコア CPU は汎用
処理用に設計され、命令数も多く
複雑な処理が可能な処理装置コア
1 とデータを格納するメモリから
構成される。例えば、積の計算と
いった 1 つの命令を連続に配置さ
れたデータに適用して演算を高速
化する機能や、依存関係のない処
理を独立に実行して処理全体を高
速化する機能をもつ。
　下 段 の（c）GPU や（d）Cell/B.E.
（Broadband Engine）TM では特定の
数値演算に特化した処理装置であ
るコア 2 を中心にした構成が採ら
れている。当初、（c）GPU や（d）
Cell/B.E. は 3 次元コンピュータグ
ラフィックスで多用されるベクト
ルの内積・外積計算や映像・音声
データ圧縮符号化・復号化処理の
数値演算を独立に実行して、CPU
に負荷を与えないことを目的に開
発されていた。しかし、近年では、
数値演算能力の高さが注目され、
（c）GPU や（d）Cell/B.E. をコアと
して数値シミュレーションを行う
例が増えている注 1）。
　ヘテロジニアスプロセッサの一
つである図表 1（d）の Cell/B.E. 注 2）
は、通常の CPU と比較して、以下
の改良がなされている 9、28）。
◦プロセッサ内データ転送効率の
改善
　処理速度向上の点で、メモリ上
のデータ読み込み・書き込みとコ
ア間のデータ転送速度がボトル
ネックとなる。そこで、高速デー
タ転送を実現するために、数値演
算の速いコア 2 間の接続に二重の
高速リング状ネットワークを用い
ている。
◦汎用処理用コアと数値演算用コ
アを用いた処理の効率化と省電
力化
　処理内容に応じて汎用処理を行
うコア 1 と数値演算を担当する複
数のコア 2 に処理を分けることで
実効効率を向上させ、かつ、消費
電力を低減している。また、CPU
のトランジスタ数の増加は、素子
の消費電力増加だけでなくチップ
の冷却に使用される電力も増やす
ことになるため、複雑な汎用処理
に対応したコア 1 を増やすのでは
なく、数値演算を行うコア 2 を増
やすことでチップ全体のトランジ
スタ数を抑えている。
　図表 2 にハードウェアアーキテ
クチャの変化と高性能ソフトウェ
ア開発の関係を示す。コンピュー
タの心臓部である演算処理をつか
さどる CPU は、過去長期にわたっ
て、シングルコア CPU が全盛で
あった。その後、マルチコア CPU
の登場、そして、GPU とマルチコ
ア CPU をともに使用するなどさま
ざまなアーキテクチャが採用され
てきた。さらに機能の異なるコア
が 1 つのチップ上で構成されるヘ
テロジニアスプロセッサが現れた。
そして、これらのアーキテクチャ
を混在させて並列化するヘテロジ
ニアス並列分散システムへと変化
しつつある。現状は、以上述べた
さまざまなハードウェアアーキテ
クチャが混在されて使用されてい
る。そしてこの混在傾向は継続す
るといえる。
　ヘテロジニアスプロセッサは、
IBM 社の Cell/B.E.TM だけでなく
AMD 社 の StreamComputing21）、
Intel 社の Larrabee23）の動向から、
今後さらに広く普及することが予
想される。しかし、現在のアーキ
テクチャでは CPU─GPU 間のデー
タ転送がボトルネックになりがち
である。必ずしもすべてのアプリ
ケーション領域で言えるわけでは
ないが、短期的には CPU と数値計
算の高速な GPU、もしくは、ヘテ
ロジニアスプロセッサを混在させ
たヘテロジニアス並列分散システ
ムによる数値シミュレーションが、
同一 CPU から構成されるホモジニ
アス並列分散システムを用いた場
合より費用対効果の点でも優れて
いるとも言われている。
　これらのソフトウェア開発面で
の難易度について述べれば、シン
グルコア CPU と比較して、ヘテロ
ジニアス並列分散システムの高性
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能ソフトウェア開発は極めて難し
い。並列分散システムでは、プロ
セッサ間のデータ分割・統合処理
やデータ転送速度などの処理が実
効効率に与える影響が大きくなり、
これらを意識したソフトウェア開
発が求められるからである。特に、
機能の異なるコアが組み合わされ
たヘテロジニアスプロセッサを用
いた並列分散システムでは、各コ
アの処理を効率的に連携させない
と十分な性能が得られず、高性能
ソフトウェア開発は一層難しいも
のとなっている。
2─2
数値シミュレーション
ソフトウェアの寿命
図表 2　ハードウェアアーキテクチャの変化と高性能ソフトウェア開発における
　　　　難易度の増大
参考文献 9、20、26）を基に科学技術動向研究センターで作成
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　数値シミュレーションソフト
ウェアの寿命は、ハードウェアの
寿命に比較すれば長いと言える。
図表 3 には代表的な数値シミュ
レーションソフトウェアとコモ
ディティプロセッサを中心とした
ハードウェアの変遷を示す。現在
でも利用されている代表的な数値
シミュレーションソフトウェアは
約 40 年の歴史がある。一方、コモ
図表 3　数値シミュレーションソフトウェアとハードウェアの変遷
参考文献 11 ～ 16）を基に科学技術動向研究センターで作成
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注3：PARATECで実効効率が約 55%と例外的に高いのは、計算の大部分を占める FFT（Fast Fourier Transform）
が並列処理により高速化されているためである。
ディティプロセッサは短期間に
アーキテクチャが変更され続けて
いる（ここでは、これをハードウェ
アの寿命が短いとしている）。数値
シミュレーションソフトウェアの
寿命を延ばすために、言い換える
と、同じソフトウェアをアーキテ
クチャが変更されたハードウェア
でも使い続けるために、新たなハー
ドウェアに合わせてソフトウェア
をその都度修正しながら使用して
いる。例えば、主な構造解析用や
計算化学用の数値シミュレーショ
ンソフトウェアは、1960 年代後半
に登場し、機能拡張をしながら現
在まで使用され続けている。
2─3
並列分散システムにおける
数値シミュレーションソフト
ウェアの実効効率
　並列分散システムでは、一般に数
値シミュレーションソフトウェア
の実効効率が極めて低いことが知
られている。実効効率とは理論性能
を 100% とした場合の実効性能の比
である。図表 4 に、Oliker ら 5）が評
価した数値シミュレーションソフ
トウェアとその実効効率の関係を
まとめる。対象としたのはさまざま
な科学技術領域から選択した以下
に示す問題である。（　）内に実効効
率を調べるために使用された数値
シミュレーションソフトウェアの
名称を示す。
◦ 係数行列が密行列の線形方程式
系（LINPACK）
◦第一原理計算（PARATEC）
◦プラズマ核融合（GTC）
◦流体力学（ELBM3D）
◦ 高エネルギー物理学
　（BeamBeam3D）
◦ ガスダイナミクス
　（HyperCFlow）
　図表 4 に示した実効効率は AMD
社の Opteron プロセッサ 512 個を
用いた並列分散システムで得られ
た結果である。実効効率は、高性
能コンピュータの性能測定に使用
されるベンチマークプログラムで
ある LINPACK で 70% 以上になる
が、PARATEC を除いた数値シミュ
レーションソフトウェアの実効効
率は 25% にも満たないことが、図
表 4 の例からわかる注 3）。このよう
に並列処理を導入しても数値シ
ミュレーションソフトウェアの実
効効率が低いことがあるのは、逐次
処理を前提に作成されている場合、
処理の依存関係により並列化され
ない部分が残るためである。さらに、
仮に並列化が可能であっても、並列
分散システムの場合には、プロセッ
サへのデータ転送の遅延や負荷分
散の問題により実効効率を向上さ
せることがさらに困難になる。この
ように、ハードウェアの高性能化に
対して、数値シミュレーションソフ
トウェアの進歩が必ずしも追いつ
いていないのが実情である。
図表 4　並列分散システムにおける数値シミュレーションソフトウェアの実効
　　　　効率（AMD社Opteron プロセッサ 512 個を用いた並列分散システム
　　　　による計算結果）
実効効率 %
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参考文献5）を基に科学技術動向研究センターで作成
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　数値シミュレーションの構成要
素は非常に多くからなり、これら
を整理すると、図表 5 に示す理論、
数値モデル、アルゴリズム、ソフ
トウェア、ハードウェアの 5 階層
として表される 17）。
　図表 5 の左側には従来の構成要
素を、そして右側には新たに考慮
すべき構成要素を示している。こ
こで、ソフトウェア基盤技術とは、
ソフトウェア階層に分類される要
素で、ハードウェアと連携する機
能のように複数の数値シミュレー
ション間で共通的に利用されるも
のを指す。
　図表左側の「従来の数値シミュ
レーションの構成要素」に示すよう
に、従来からも各階層でさまざま
な要素を考慮して数値シミュレー
ションソフトウェアの開発をする
必要があったが、ソフトウェアが
図表 5　数値シミュレーションの構成要素
参考文献 9、17 ～ 25）を基に科学技術動向研究センターで作成
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注4：Khronos Groupで策定しているマルチコア CPU, GPU, Cell/B.E.を統一的に扱うことのできる API（Application 
Program Interface）の仕様である。ただし、OpenCL 1.0では各種アーキテクチャに特化したプログラムを独自に記述
する必要がある。
逐次処理中心の場合には、複雑な
並列分散処理を行うプログラムを
作成する必要がなかった。しかし、
並列分散システム上で動く数値シ
ミュレーションが求められるよう
になると、アルゴリズムはもちろ
ん、場合によっては数理モデルや
理論もハードウェアアーキテク
チャを意識して考えなければなら
ない状況になっている。つまり、
かつては各階層の独立性が高かっ
たが、並列分散システムの利用が
進むことで各階層が密接に関係す
るように変化してきている。
　図表右側の「新たに考慮すべきソ
フトウェア・ハードウェアの構成
要素」としては、ハードウェア階層
での、GPU、ヘテロジニアスプロ
セッサ、これらを用いたヘテロジ
ニアス並列システムの登場が挙げ
られる。ソフトウェアの階層では、
これらに対応した並列プロセッサ
用 の SDK（Software Develop-
ment Kit）と し て CUDA20） や
MARS24）、統一規格の OpenCL25）
が加わる注 4）。さらに、並列分散処
理 フ レ ー ム ワ ー ク に MPI・
OpenMP の併用やグリッドコン
ピューティング用ミドルウェアも
新たな要素として追加される。
　新しいハードウェアの性能を引
き出す高性能数値シミュレーショ
ンソフトウェアの開発では、これ
らの要素を考慮しなければならな
い。このような状況のため、高性
能ソフトウェア開発においてソフ
トウェア自動チューニング関連技
術が基盤技術として、より重要な
役割を担うようになっている。こ
れらについては、以降で詳述する。
3   数値シミュレーションの構成要素とソフトウェア基盤技術
数値シミュレーションにおけるソフトウェア研究開発の動向
27Science & Technology Trends   November  2009
4   ソフトウェア自動チューニング
4─1
数値シミュレーションにおける
ソフトウェア自動チューニング
　ソフトウェアチューニングは、
ハードウェアの性能を限界まで引
き出すようにソフトウェアを調整
する作業である。数値シミュレー
ションにおけるソフトウェア自動
チューニングとは、ハードウェア
に合わせたソフトウェアの調整を
自動的に行い、手間のかかる手動
チューニングをせずに実効効率を
向上させることである。
　図表 6 に、ソフトウェア自動
チューニングの概要について例を
挙げて説明する。例としては、偏
微分方程式で記述される基礎方程
式を有限要素法で解く場合を考え
る。この場合、数値シミュレーショ
ンでは線形方程式を解くことにな
る。ここで、計算速度や計算精度
に影響を与える要因として図表 6
の下段に示す項目が存在し、これ
らがチューニング条件となる。
チューニング条件は、シミュレー
ションモデル、線形方程式の数値
的性質、求解アルゴリズム、ソフ
トウェア品質、コンピュータシス
テムに分かれ、それぞれについて、
さらに影響を与える要因がある。
これらの要因を図表では矢印付き
の記述として示している。
　基本的なソフトウェア自動チュー
ニングのプロセスは以下の 5 つのプ
ロセスから成る。
（1）　 実験　チューニング条件を設
定してソフトウェアを実行す
ること
（2）　 測定　実験結果から測定項目
を求め評価関数を算出するこ
と
（3）　 分析　測定項目、評価関数か
ら性能モデルを推定すること
（4）　 学習　チューニング条件を自
動修正すること
（5）　 決定　最適なチューニング条
件を決定すること
　実際には（1）～（4）を繰り返して
チューニング条件を変化させなが
ら性能を向上させ、最終的に（5）で
最適なチューニング条件を求める。
なお、これらチューニング条件の
うち、一部は従来のコンパイラの
最適化技術によって自動化できる
項目もあるが、アルゴリズム選択
やパラメータ調整までは対応がで
きない。そこで、数値シミュレー
ションの計算速度等の評価関数を
設定して最適化問題を解くことに
より最適なアルゴリズム選択やパ
ラメータ調整といったチューニン
グの自動化が可能になる。 
　次に、ソフトウェアチューニン
グの効果と自動チューニングの必
要性を、サイズが 400×400 の行列
積計算を例にとり説明する。図表
7 のヒストグラムは、400×400 の
行 列 積 計 算 で 16,129 通 り の 全
チューニング条件について計算速
度を求め、同一の計算速度となる
結果をカウントしたものである。
この場合、計算速度の最大値は
1459MFLOPS であるが、ヒストグ
ラムには 1300, 1175, 1100MFLOPS
に同一速度となるチューニング条
件数のピークが存在し、計算速度
を評価関数とした場合の最適解が
容易には得られないことを示して
いる。また、チューニング条件に
よって計算速度が大きく変化する
ため、最大計算速度の 1/2 にも満
たない 600MFLOPS 付近にも小さ
なピークが存在する。探索空間を
すべて調べれば最適解は得られる
が、チューニングの計算コストが
大きくなってしまう。そこで、膨
大なチューニング条件の候補から
性能が最大化される条件を効率的
に見つけ出す自動チューニング手
法が必要になる。
　ソフトウェア自動チューニング
は、静的な自動チューニング、動
的な自動チューニング、高度な自
動チューニングの機能に分けられ
る。自動チューニング機能付き数
値計算ライブラリや自動チューニ
ング機能付き数値シミュレーショ
ンソフトウェアはこれらの機能を
用いて作成される。そして、自動
チューニング機能の開発では、自
図表 6　ソフトウェア自動チューニングの概要
参考文献30～ 33）を基に科学技術動向研究センターで作成
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動チューニング統合環境、自動
チューニング言語拡張機能など適
用する開発環境が異なる。これら
の関係を図表 8 に示す。
　過去の開発経緯を述べると、最初
にソフトウェア自動チューニング
が適用されたのは数値計算ライブ
ラリのハードウェア依存部分で
あった。これは、現在、静的な自動
チューニングと呼ばれている。次に、
数値計算の入力データ依存性に注
目して最適化を行うようになり、こ
れを現在は動的な自動チューニン
グと呼んでいる。動的な自動チュー
ニングには、静的なチューニング機
能に加えて行列のサイズや非零要
素の分布を調べて適切なチューニ
ング条件を自動的に決定する機能
が含まれる。この動的な自動チュー
ニング機能を実現するためには、開
発環境としてプログラミング言語
の機能拡張（言語機能拡張）を行う必
要があった。さらに高度な自動
チューニングを行うために、数理最
適化手法やデータベースが利用さ
れるようになり、現在も性能改善効
果の検証を含めた自動チューニン
グソフトウェアのための統合開発
環境を構築する研究が行われてい
る。しかし、適用範囲は今のところ
数値計算ライブラリに限定されて
おり、今後は、行列計算や信号処理
に帰結しない数値シミュレーショ
ンでも適用可能な自動チューニン
グ研究の進展が期待されている。
4─2
自動チューニング機能付き
数値計算ライブラリ
　数値シミュレーションでは行列
演算や信号処理の数値計算ライブ
ラリの使用頻度が高く、これらの
数値計算ライブラリに依存する計
算が数値シミュレーションのボト
ルネックとなり性能を左右するこ
とが多い。そこで、線形方程式系・
固有値問題・FFT などの数値計算
ライブラリに自動チューニング機
能を組み込むことで、これらのラ
イブラリを用いた数値シミュレー
ション性能は改善できる。
　自動チューニング機能付き数値
計算ライブラリも、ハードウェア
依存部分を対象とした静的な自動
チューニング機能付き数値計算ラ
イブラリと、入力データに依存す
る部分を含めた動的な自動チュー
ニング機能付き数値計算ライブラ
リに分類される。これら自動チュー
ニング機能付き数値計算ライブラ
リのチューニング方法の特徴を以
下に示す注 5）。
（a）　 静的自動チューニング機能付
き数値計算ライブラリ
　◦ インストール時にプロセッサ
のコア数やデータ転送速度な
どのハードウェア性能を評価
して、性能が最大化されるよ
うにライブラリの計算パラ
メータを調整する。
（b）　 動的自動チューニング機能付
き数値計算ライブラリ
　◦ 行列のサイズや疎行列の非零
要素の分布によって線形方程
式や固有値問題のアルゴリズ
ムや計算パラメータを選択す
る。
図表 7　自動チューニング条件と行列積演算の速度分布
参考文献40）を基に科学技術動向研究センターで作成
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図表 8　ソフトウェアの種類とソフトウェア自動チューニングの機能
参考文献 30 ～ 33）、40、42）を基に科学技術動向研究センターで作成
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注5：線形方程式系と固有値計算問題では、アルゴリズムや使用される初期値やパラメータによっては反復計算で
収束せず、解が得られないことがある。このような場合にも、適切な初期値やパラメータを決定する自動チューニ
ング機能付き数値計算ライブラリは有用である。
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　◦ 動的に割り当てられるプロ
セ ッ サ や コ ア 数 に 応 じ て
チューニングを行う。
　これらの自動チューニング機能付
き数値計算ライブラリの開発動向の
歴史と今後予想される発展を図表 9
にまとめる。PHiPAC, ATLAS は
静的な最適化を行う密行列演算用
ライブラリである。信号処理用の
FFTW, SPIRAL, 行 列 演 算 用 の
OSKI, ILIB, ABCLib, Xabclib は、
並列分散システムに対応した動的
自動チューニング機能付き数値計
算ライブラリである。ILIB が機能
拡張されて ABCLib になり、さら
に、実行時の数値計算アルゴリズ
ム選択と通信方式のチューニング
が強化されて Xabclib になってい
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参考文献32、33、38、39、43） を基に科学技術動向研究センターで作成
図表 9　自動チューニング機能付き数値計算ライブラリの開発動向
図表 10　研究開発されている自動チューニング機能付き数値計算ライブラリ
参考文献32、33、38、39、43）を基に科学技術動向研究センターで作成
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30
る 33）。個々の自動チューニング機
能付き数値計算ライブラリの開発
動向を図表 10 に示す。図表 10 で
わかるように多くの研究組織が、
この自動チューニング機能付き数
値計算ライブラリの研究に取り組
んでいる。
　総じて、最適化手法の改善によ
る性能向上、新しいハードウェア
ア ー キ テ ク チ ャ に お け る 自 動
チューニングが今後の研究課題と
言える。新しいアーキテクチャと
して代表的なヘテロジニアス並列
分散システムについては、人手に
よるチューニングですら研究段階
にあり 35、36）、今後の自動チューニ
ングへの移行が期待される。
4─3
自動チューニングのための
言語機能拡張・統合開発環境
　前述したように、動的な自動
チューニング機能を実現するため
に、既存のプログラミング言語に自
動チューニング用の言語機能拡張
が行われている。さらに、高度な自
動チューニングのためには、性能評
価や解析機能を含む自動チューニ
ングの支援ツールが統合開発環境
として利用されることになる。また、
自動チューニング機能を含めた
ソースコードを作成しておけば、並
列分散システムの規模が変化した
場合にも、その変化に応じた性能改
善が容易にでき、結果としてハード
ウェア依存性が抑えられてソフト
ウェアのポータビリティが向上す
るという利点もある。
　図表11にソフトウェア自動チュー
ニングのための言語機能拡張と統
合開発環境の開発の歴史と今後予
想される開発動向 31、33、40 ～ 43）をま
とめる。ここで、＊のついたものが
統合開発環境で、残りが言語機能拡
張である。ROSE, Active Harmony
は各種プログラミング言語で記述
されたソースコードに、自動チュー
ニング用の性能計測機能を追加す
る機能をもつ言語機能拡張ツール
である。POET, CHiLL はそれぞれ
ROSE, Active Harmony と組み合わ
せることで、ソフトウェア自動
チューニングの各種パラメータを
最適化する機能を持つ統合開発環
境である。ABCLibScript は自動
チューニング用の言語機能拡張で
多機能であるが、対応プログラミ
ング言語は現時点で FORTRAN の
みという問題があり、C 言語対応
が予定されている。VisABCLib は
ABCLibScript に対応したソフト
ウェア自動チューニングの統合開
発環境で、ソフトウェア性能の可視
化機能が充実しているという特徴
がある。また、SPRAT はマルチコ
アCPU用とGPU用のCUDAのソー
スコードを生成する機能をもつ言
語機能拡張であり、ハードウェアの
性 能 に 応 じ て、 自 動 的 に CPU、
GPU の計算を切り替えることで高
性能化を実現している 34）。
　自動チューニング用の言語機能
拡張・統合開発環境で高性能数値
計算ライブラリが開発されている
が、一般の数値シミュレーション
で自動チューニング機能を適用す
るには行列演算や信号処理とは異
なった課題が残る。例えば、流体
と剛体や弾性体との相互作用や、
分子間の動力学的な相互作用など
のシミュレーションでは、反復計
算のループ内に条件分岐が存在す
ることが多く、高性能数値計算ラ
イブラリ用の自動チューニング手
法では十分に対応ができない。そ
こで、このような一般的なシミュ
レーションの自動チューニングを
前提にしたソフトウェア開発が研
究課題となっている。
　図表 12 に示すように、言語機能
拡張・統合開発環境についても、
多くの研究機関で研究に取り組ん
でいる。
　ソフトウェア自動チューニング
は、数値計算ライブラリの高性能
化から研究が始められたという経
緯がある。そのため、線形方程式
系や固有値問題など数値計算ライ
ブラリの高性能化に重点が置かれ、
現状では、一般的な数値シミュレー
ションソフトウェアへの応用が積
極的に行われているとは言い難い。
5   ソフトウェア自動チューニング応用に向けた新しい動き
図表 11　自動チューニング用の言語拡張・統合開発環境の開発動向
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図表 12　研究開発されている自動チューニング言語機能拡張・統合開発環境の特徴
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一つの理由として、ソフトウェア
自動チューニングを研究する計算
機科学研究者と、各分野の数値シ
ミュレーション研究者の連携が不
十分であることが挙げられる。こ
の連携を進める例として、米国エ
ネルギー省科学局の SciDAC─ 2
（Scientific Discovery through 
Advanced Computing）というプロ
グラムに、自動チューニングを含
むソフトウェア性能工学を中心に
研究を行っている PERI（Perfor-
mance Engineering Research 
Institute）45）というプロジェクトが
ある。以下ではその活動内容を紹
介する。
　PERI が開始された背景は次の
通りである。2001 年に開始された
SciDAC─1 というプログラムでは
PERI の前身にあたる PERC（Per-
formance Evaluation Research 
Center）というプロジェクトで、高
性能数値シミュレーションプログ
ラムのベンチマーク・解析と性能
のモデル化・最適化研究を行い、
その応用では気候予測モデル・プ
ラズマ乱流・加速器シミュレー
ションを行っていた。これらの研
究と応用から、2 章で述べたよう
な問題、すなわち、ソフトウェア
に対してハードウェアの寿命が短
く、新しいハードウェアに対応さ
せるソフトウェア修正が研究を円
滑に進める上で障害であることが
明らかになった。また、数値シミュ
レーション研究者はソースコード
の移植に関する情報を示さず、一
方、計算機科学の研究者は既存ソ
フトウェアを移植するツールに興
味を持たないという、それぞれの
研究者の問題も指摘された。この
ような問題を考慮しつつ、PERC
の後継プロジェクトとして PERI
というプロジェクトが開始された。
　現在、米国エネルギー省科学局
の ASCR（Advanced Scientific 
Computing Research）というプロ
グラムに SciDAC、INCITE（Inno-
vative and Novel Computational 
Impact on Theory and Experi-
ment）の両プログラムが含まれる。
SciDAC─2 は数値シミュレーショ
ンのソフトウェア基盤技術に関す
る研究を行うプログラムであり、
一方、INCITE は主に数値シミュ
レーションのための高性能ハード
ウェアと計算リソースを提供する
プログラムである。
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5─1
SciDAC─2における
数値シミュレーション
基盤ソフトウェアの研究
　SciDAC─2 は、図表 13 に示すよ
うに基盤技術の研究・基盤技術の
実用化・数値シミュレーションを
担当する 3 つの組織に大別される。
図表 14 に 2009 年の SciDAC─2 の
各プロジェクトと研究テーマをま
とめる。SciDAC─2 内には、研究
成果の公開などの Outreach セン
ターという支援組織も存在するの
が特徴である。この Outreach セン
ターがプロジェクトの情報公開だ
けでなく、ユーザーサポートやト
レーニングを担当し、プロジェク
ト間の連携を積極的に進める上で
重要な役割を果たしている。
5─2
PERIというプログラムに
おけるソフトウェア性能
工学の研究
（1）　PERI の役割
　SciDAC─ 2 プログラムの中で、
他のプロジェクトで進められてい
る数値シミュレーション研究に高
性能ソフトウェア開発技術を提供
することが PERI（ソフトウェア性
能 工 学 研 究 所 ）の 目 的 で あ る。
PERI は、以下の研究開発を担当し
ている。
◦ 数値シミュレーションの性能モ
デル化
　 開発したソフトウェアで得られ
る処理速度を正確に予測する。
◦ ソフトウェア自動チューニング
の研究開発
　 研究者が行うプログラミングの
負担を軽減するという難易度が
高い長期的な研究目標を立てて
いる。
◦ アプリケーション連携
　 PERI の研究成果を SciDAC─ 2
内の他プロジェクトが研究開発
している数値シミュレーション
に応用する。
（2）　PERI の組織と運営
　PERI の組織と運営に着目する
と、その特徴は、図表 5 に示した
数値シミュレーションの構成要素
を包括的に捉え、ソフトウェア基
盤技術におけるソフトウェア性能
工学の研究開発を中心にして、生
産性の高い組織を構成し運営して
図表 13　SciDAC─2 プログラムとその中のPERI プロジェクトの構成
参考文献45）を基に科学技術動向研究センターで作成
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いる点にある。具体的には、研究
開発の目的を共有し、個々の基礎
研究と応用研究開発を有機的に機
能させることで、結果として実用
化までの障害を早期に取り除くと
いう点で優れていると考えられる。
　図表 13 に示したように、PERI
の中にはソフトウェア性能工学の
研究を進めるグループと数値シ
ミュレーション応用などの共同研
究を支援するグループが含まれて
いる。図表 15 には、その両方を同
時に行う 4 つの国立研究所と 8 大学
の担当課題を示す。各プロジェクト
の研究開発内容だけでなく、PERI
内の組織、SciDAC─ 2, INCITE な
ど他のプロジェクトとの連携を含
めた活動が決められているのが特
徴と言える。共同研究を支援する
組織にはプラズマ核融合シミュ
レーションへの応用（GTC）、流体
シミュレーション（S3D）、性能デー
タベース構築、他のプロジェクト
との共同研究における窓口となる
リエゾンも含まれる。ただし、リ
エゾンはソフトウェア性能工学の
研究を進めるグループのメンバー
と重複した体制をとっている。
　PERI の全体会議は毎年開催し、
隔週で電話会議を行うことで連携
を緊密にし、予定外の会議は月曜
の午前に開催するといった取り決
めも公開されている。さらに、限
られたリソースを重要な SciDAC─
2 プロジェクトに集中させ、ソフ
トウェア性能工学とは関係のない
一般の計算機科学や数学の研究組
織とならないように注意が払われ
ている。このように、効率的な研
究マネージメントが行われ、さら
に、組織としては SciDAC─2 プロ
ジェクトの支援を行う Outreach セ
ンター、および、PERI 内のリエゾ
ンが、研究成果の数値シミュレー
ション応用を円滑に進める役割を
担っている。
図表 14　SciDAC─2 プログラムに含まれる組織と課題
参考文献45）を基に科学技術動向研究センターで作成
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参考文献46）を基に科学技術動向研究センターで作成
数値シミュレーションにおけるソフトウェア研究開発の動向
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　これまで述べたように、コモディ
ティプロセッサを用いた並列分散
システム上での数値シミュレー
ションが増えつつあるが、これらの
ハードウェアの性能を活かす高性
能ソフトウェア開発が極めて難し
くなっている。そのため、今後の高
性能ソフトウェア開発では自動
チューニング技術を中核にしたソ
フトウェア基盤技術が重要な役割
を担っている。特にヘテロジニアス
並列分散システムについては自動
化以前のチューニング自体が研究
段階にあり、自動チューニングの実
用化を目指した研究を進める必要
がある。
　日本国内でも数値計算を専門と
する大学、および、企業の研究者を
中心に、自動チューニング研究会が
発足しており、自動チューニング技
術に関する課題調査の報告 48）と自
動チューニング記述言語 OpenA-
TLib での API（Application Progr-
am Interface）の仕様策定を行って
いる。また、2006 年以降に自動
チューニング研究会が開催してい
る 国 際 ワ ー ク シ ョ ッ プ iWAPT
（International Workshop on Auto-
matic Performance Tuning）は海外
の研究者からも注目されている。
　このように日本国内では米国と
比較しても遜色のない研究が行わ
れていると思われるが、その推進
体制には課題が残る。日本では、
研究者を中心に組織が組まれてい
るため、研究から最終的な数値シ
ミュレーションへの応用、実用化
までのロードマップ作成や研究者
間での役割分担やリソース共有を
十分に行えていない。特に大学や
公的研究機関で行うソフトウェア
基盤技術の研究開発は、米国の
SciDAC─ 2 やその中の PERI のよ
うに関連する応用プロジェクトを
俯瞰した上で、研究と応用を並行
して進めるのが最も効率がよいと
考えられる。今後、日本国内の研
究組織には、基盤技術研究と応用
研究を効率的に行うための研究マ
ネージメントの再考を期待したい。
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6   日本国内における研究推進のための課題
ABCLib：Automatically Blocking and Communication-adjustment Library
APDEC：Applied Partial Differential Equations Center
ASCR：Advanced Scientific Computing Research
ATLAS：Automatically Tuned Linear Algebra Software
CACAPES：Combinatorial Scientific Computing and Petascale Simulations Institute
CEDPS：Center for Enabling Distributed Patascale Science
CScADS：Center for Scalable Application Development Software
ESG：Earth System Grid Center for Enabled Technologies
FFT：Fast Fourier Transform
FFTW：the Fastest Fourier Transform in the West
FIBER：Framework of Install-time Before Execute-time, and Run-time auto-tuning
GPU：Graphics Processing Unit
GTC：Gyrokinetic Turbulence Code
HPC：High Performance Computing
ILIB：Intelligent Library
INCITE：Innovative and Novel Computational Impact on Theory and Experiment
ITAPS：Interoperable Technologies for Advanced Petascale Simulations Center
iWapt：International Workshop on Automatic Performance Tuning
OSKI：Optimized Sparse Kernel Interface
PARATEC：Parallel Total Energy Code
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科学技術動向研究センターのご紹介
　2001 年 1 月より内閣府総合科学技術会議が設置され、従来以上に戦略性を重視する政
策立案が検討されています。科学技術政策研究所では、戦略策定に不可欠な重要科学技術
分野の動向に関する調査・分析機能を充実・強化するため 2001 年 1 月より新たに「科学
技術動向研究センター」を設立いたしました。当センターでは、「科学技術基本計画」の
策定に資する最新の科学技術動向に係る情報の収集や今後の方向性についての調査・研究
に、下図に示すような体制で取り組んでいます。
　センターがとりまとめた成果は、適宜、総合科学技術会議、文部科学省へ政策立案に資
する資料として提供しております。
　センターの具体的な活動は以下の 3 つです。
適宜 （2009 年 6月1日現在）
ライフサイエンスユニット
情報通信ユニット
環境・エネルギーユニット
ナノテクノロジー・材料ユニット
推進分野ユニット ものづくり技術、社会基盤、フロンティアの3分野
総括ユニット
 　　　「科学技術専門家ネットワーク」に
よる科学技術動向分析
　我が国の産学官の研究者を「専門
調査員」に委嘱し、インターネット
を利用して科学技術動向に関する幅
広い情報を収集・分析する「科学技
術専門家ネットワーク」を運営して
います。このネットワークを通じ、
専門調査員より国内外の学術会合、
学術雑誌などで発表される研究成果、
注目すべき動向や今後の科学技術の
方向性等に関する意見等を広く収集い
たします。
　これらの情報に、センターが独自
に行う調査・研究の結果を加え、毎
月 1 回、「科学技術動向」としてま 
とめ、総合科学技術会議、文部科学
省を始めとした科学技術関係機関等
に配布しています。なお、この資料は
http://www.nistep.go.jp に お い て
も公開しています。
　　  重要科学技術分野・領域の
　　  動向の調査研究
　今後、国として取り組むべき重点
事項、具体的な研究開発課題等を明
確にすることを目的とし、重要な科
学技術分野・領域に関するキーテク
ノロジー等を調査・分析します。
　さらに、重要な科学技術分野・領
域ごとの科学技術水準を欧米先進国
と比較し、我が国の科学技術がどの
ような位置にあるのかについての調
査・分析も行います。
　　  技術予測に関する調査研究
　当研究所では、科学技術の長期的
将来動向を総合的に把握するため、
デルファイ法を中心とする科学技術
予測調査をほぼ 5 年ごとに実施して
います。2005 年には 2 年間にわたっ
た「科学技術の中長期的発展に係る
俯瞰的予測調査」を報告しました。
科学技術動向研究センターとは
