Differential entropy and log determinant of the covariance matrix of a multivariate Gaussian distribution have many applications in coding, communications, signal processing and statistical inference. In this paper we consider in the high dimensional setting optimal estimation of the differential entropy and the log-determinant of the covariance matrix. We first establish a central limit theorem for the log determinant of the sample covariance matrix in the high dimensional setting where the dimension p(n) can grow with the sample size n. An estimator of the differential entropy and the log determinant is then considered. Optimal rate of convergence is obtained. It is shown that in the case p(n)/n → 0 the estimator is asymptotically sharp minimax. The ultra-high dimensional setting where p(n) > n is also discussed.
Introduction
The determinant of a random matrix is an important functional that has been actively studied in random matrix theory under different settings. See, for example, [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11] . In particular, central limit theorems for the log-determinant have been established for random Gaussian matrices in [1] , for general real i.i.d. random matrices in [11] under an exponential tail condition on the entries, and for Wigner matrices in [9] . The determinant of random matrices has many applications. For example, the determinant is needed for computing the volume of random parallelotopes, which is of significant interest in random geometry (see [12, 13] ). More specifically, let Z = (Z 1 , . . . , Z p ) be linearly independent random vectors in R n with p ≤ n. Then the convex hull of these p points in R n almost surely determines a p−parallelotope and the volume of this random p−parallelotope is given by n,p = det(Z T Z) 1/2 , the squared root of the determinant of th random matrix Z T Z.
The differential entropy and the determinant of the covariance matrix of a multivariate Gaussian distribution play a particularly important role in information theory and statistical inference. The differential entropy has a wide range of applications in many areas including coding, machine learning, signal processing, communications, biosciences and chemistry. See [14, 15, 16, 17, 18] . For example, in molecular biosciences, the evaluation of entropy of a molecular system is important for understanding its thermodynamic properties. In practice, measurements on macromolecules are often modeled as Gaussian vectors. For a multivariate Gaussian distribution N p (µ, Σ), it is well-known that the differential entropy H(·) is given by
In this case, estimation of the differential entropy of the system is thus equivalent to estimation of the log determinant of the covariance matrix from the sample. For other applications, the relative entropy (a.k.a. the Kullback-Leiber Divergence), which involves the difference of the log determinants of two covariance matrices in the Gaussian case, is important. The determinant of the covariance matrices is also needed for constructing hypothesis tests in multivariate statistics (see [19, 20] ). For example, the likelihood ratio test for testing linear hypotheses about regression coefficients in MANOVA is based on the ratio of the determinants of two sample covariance matrices [19] . In addition, quadratic discriminant analysis, which is an important technique for classification, requires the knowledge of the difference of the log determinants of the covariance matrices of Gaussian distributions. For these applications, it is important to understand the properties of the log determinant of the sample covariance matrix. The high-dimensional setting where the dimension p(n) grows with the sample size n is of particular current interest.
Motivated by the applications mentioned above, in the present paper we first study the limiting law of the log determinant of the sample covariance matrix for the highdimensional Gaussian distributions. Let X 1 , . . . , X n+1 be an independent random sample from the p-dimensional Gaussian distribution N p (µ, Σ). The sample covariance matrix iŝ
A central limit theorem is established for the log determinant ofΣ in the high-dimensional setting where the dimension p grows with the sample size n with the only restriction that p(n) ≤ n. In the case when lim n→∞ p(n) n = r for some 0 ≤ r < 1, the central limit theorem shows log detΣ
The result for the boundary case p = n yields
In particular, this result recovers the central limit theorem for the log determinant of a random matrix with iid standard Gaussian entries. See [1] and [11] . We then consider optimal estimation of the differential entropy and the log-determinant of the covariance matrix in the high dimensional setting. In the conventional fixed dimensional case, estimation of the differential entropy has been considered by using both Bayesian and frequentist methods. See, for example, [18, 14, 21] . A Bayesian estimator was proposed in [14] using the inverse Wishart prior which works without the restriction that dimension is smaller than the sample size. However, how to choose good parameter values for the inverse Wishart prior remains an open question when the population covariance matrix is nondiagonal. A uniformly minimum variance unbiased estimator (UMVUE) was constructed in [21] . It was later proved in [18] that this UMVUE is in fact dominated by a Stein type estimator and is thus inadmissible. The construction of an admissible estimator was left as an open problem in [18] .
Based on the central limit theorem for the log determinant of the sample covariance matrixΣ, we consider an estimator of the differential entropy and the log determinant of Σ and study its properties. A non-asymptotic upper bound for the mean squared error of the estimator is obtained. To show the optimality of the estimator, non-asymptotic minimax lower bounds are established using Cramer-Rao's Information Inequality. The lower bound results show that consistent estimation of log det Σ is only possible when p(n) n → 0. Furthermore, it is shown that the estimator is asymptotically sharp minimax in the setting of
The ultra-high dimensional setting where p(n) > n is important due to many contemporary applications. It is a common practice in high dimensional statistical inference, including compressed sensing and covariance matrix estimation, to impose structural assumption such as sparsity on the target in order to effectively estimate the quantity of interest. It is of significant interest to consider estimation of the log determinant of the covariance matrix and the differential entropy in the case p(n) > n under such structural assumptions. A minimax lower bound is given in Section 4 using Le Cam's method which shows that it is in fact not possible to estimate the log determinant consistently even when the covariance matrix is known to be diagonal with equal values. This negative result implies that consistent estimation of log det Σ is not possible when p(n) > n over all the collections of the commonly considered structured covariance matrices such as bandable, sparse, or Toeplitz covariance matrices.
The rest of the paper is organized as follows. Section 2 establishes a central limit theorem for the log determinant of the sample covariance matrix. Section 3 considers optimal estimation of the differential entropy and the log-determinant of the covariance matrix. Optimal rate of convergence is established and the estimator is shown to be asymptotically sharp minimax when In this section, we consider the limiting distribution of the log determinant of the sample covariance matrixΣ and establish a central limit theorem for log detΣ in the high dimensional setting where p(n) can grow with n under the restriction that p(n) ≤ n. For two positive integers n and p, define the constant τ n,p by
where ψ(x) = ∂ ∂z log Γ(z)| z=x is the Digamma function with Γ(z) being the gamma function, and define the constant σ n,p by
We have the following central limit theorem for log detΣ.
. Suppose that n → ∞ and p(n) ≤ n. Then the log determinant of the sample covariance matrixΣ satisfies
where the constants τ n,p and σ n,p are given in (5) and (6) respectively.
Note that Theorem 1 holds with either p fixed or p(n) growing with n, as long as p(n) ≤ n. The assumption in Theorem 1 is generally mild. For example, it does not require that the limit of the ratio
exists. In particular, the theorem covers the following four special settings: (1) Fixed p; (2) lim n→∞ p(n) n = r for some 0 ≤ r < 1; (3) p(n) < n and lim n→∞ p(n) n = 1; (4) The boundary case p(n) = n. It is helpful to look at these special cases separately. Case (1) with fixed p is the classical setting. In this case, asymptotic normality of the determinant detΣ has been well studied [19, 20] . For completeness, we state the result for log detΣ below.
Corollary 1 (Case (1): Fixed p) If p is fixed, then the log determinant ofΣ satisfies
We now consider Case (2) where lim n→∞ p(n) n = r for some 0 ≤ r < 1. It is easy to verify that in this case the constants τ n,p and σ n,p satisfy
It can be seen easily that τ n,p → −∞ at the rate O(n) when 0 < r < 1. We have the following corollary for Case (2) , which reduces to [22] .
n = r for some 0 ≤ r < 1, then the log determinant log detΣ satisfies
Case (3) is more complicated. Unlike the other three cases, it cannot be reduced to a simpler form than the original Theorem 1 in general. We consider two interesting special settings: (a).
n → 1 and n − p(n) → ∞; (b). n − p(n) is uniformly bounded. In case (a), the central limiting theorem is of the same form as in Corollary 2. In case (b), the central limiting theorem is of the same form as the boundary case of p(n) = n which is given as follows.
Corollary 3 (Boundary Case: p(n) = n) If p(n) = n, the log determinant log detΣ satisfies
It is interesting to note that the result given in (11) for the boundary case p(n) = n in fact recovers the central limit theorem for the log determinant of a random Gaussian matrix Y = (y ij ) n×n with iid N (0, 1) entries
See, for example, [1] and [11] . This can be seen as follows. When p = n, it can be verified directly that the log determinant log detΣ satisfies
where Y is an n × n random matrix whose entries are independent standard Gaussian variables. Thus Corollary 3 yields
which is equivalent to (12).
Estimation of Log-Determinant and Differential Entropy
As mentioned in the introduction, the log-determinant of the covariance matrix and differential entropy are important in many applications. In this section, we consider optimal estimation of the log-determinant and differential entropy of high-dimensional Gaussian distributions. Both minimax upper and lower bounds are given and the results yield sharp asymptotic minimaxity. Suppose we observe X 1 , . . . , X n+1 iid ∼ N p (µ, Σ). Based on the central limit theorem for log detΣ given in Theorem 1, we consider the following estimator for the log determinant T = log det Σ of the covariance matrix Σ,
and the corresponding estimator of the differential entropy H(Σ) given by
Here the constant τ n,p as defined in (5) can be viewed as a bias correction term. The estimators (15) and (16) have been studied in [21, 18] in the fixed dimensional setting. It was shown to be a UMVUE in [21] and inadmissible in [18] . When the dimension p is fixed, the bias correction term τ n,p is of order 1 n and is thus negligible. In particular, the log-determinant of the sample covariance matrix log detΣ is asymptotically unbiased as an estimator of log det Σ. Here we consider the estimator in the high dimensional setting where the dimension p can grow with n under the only restriction p(n) ≤ n. The bias correction term τ n,p plays a much more prominent role in such a setting because as discussed in Section 2, τ n,p is of order n when lim n→∞ p(n) n = r for some 0 < r < 1. In this section, we focus on the asymptotic behavior and optimality of the estimatorsT and H(Σ). We establish a non-asymptotic upper bound for mean square error, a minimax lower bound and the optimal rate of convergence as well as sharp asymptotic minimaxity for the estimatorsT and H(Σ) in the following two subsections. Since the log determinant log det Σ and the differential entropy H(Σ) only differ by a constant in the Gaussian case, the two estimation problems are essentially the same. We shall focus on estimation of log det Σ in the rest of this section.
Upper Bound
We begin by giving a non-asymptotic upper bound for the mean squared error of the estimatorT .
Theorem 2 (Non-Asymptotic Upper Bound) Suppose p ≤ n. Let the estimatorT be defined in (15) . Then the risk ofT satisfies
The proof of this theorem is connected to that of Theorem 1 as it can be seen intuitively that
which yields the dominate term in (17) . The higher order term on the right hand side of (17) can be worked out explicitly using Taylor expansion with the remainder term. The detailed proof including derivation of the higher order term is given in Section 5.
Asymptotic Optimality
Theorem 2 gives an upper bound for the risk of the estimatorT . We now establish the optimal rate of convergence for estimating log det Σ by obtaining a minimax lower bound using the Information Inequality. The results show that the estimatorT is asymptotically sharp minimax in the case lim n→∞ p(n) n = 0.
iid ∼ N p (µ, Σ). Suppose p ≤ n. Then the minimax risk for estimating log det Σ satisfies
where the infimum is taken over all measurable estimators δ and the supreme is taken over all the possible positive definite covariance matrix Σ.
The proof of Theorem 3 is given in Section 5. A major tool is the Cramer-Rao Information Inequality. Together with the upper bound given in (17), we have the following asymptotic optimality result.
and the estimatorT defined in (15) is asymptotically sharp minimax.
Assume lim n→∞ p(n) n = r ∈ [0, 1). In the case of r = 0, Theorem 4 shows that the optimal constant in the asymptotic risk is 2 and that the estimatorT given in (15) attains both the optimal rate and the optimal constant asymptotically. It is thus asymptotically sharp minimax. When 0 < r < 1, the theorem also shows that the minimax risk is non-vanishing and is bounded between 2r and −2 log(1 − r). It is thus not possible to estimate log det Σ consistently under the squared error loss in this case.
Remark 1
We have focused on the case 0 ≤ r < 1 in Theorem 4. When r = 1, Theorem 3 shows that lim
So consistent estimation of log det Σ under mean squared error is not possible. If r = 1 and n − p is uniformly bounded, then
for some positive constant c, which can be taken as 2 as n → ∞.
In terms of estimating the differential entropy H(Σ), the entropy estimator H(Σ) defined in (16) is asymptotic optimal when p(n) n → 0, which means that in the asymptotic sense, H(Σ) is the optimal minimax estimator.
Discussions
In this paper, we have focused on estimating the log determinant in the "moderately" high dimensional setting under the restriction that p(n) ≤ n. The lower bound given in Theorem 3 shows that it is not possible to estimate the log determinant consistently when p(n) n → r > 0. It is a common practice in high dimensional statistical inference to impose structural assumption such as sparsity on the parameter in order to effectively estimate the quantity of interest. In the context of covariance matrix estimation, commonly considered collections include bandable covariance matrices, sparse covariance matrices, and Toeplitz covariance matrix. See, for example, [23] , [24] , and [25] . It is interesting to see if the log determinant can be well estimated in the high dimensional case with p(n) > n under one of these structural constraints. The answer is unfortunately negative.
For any constant K > 1, define the following collection of p-dimensional bounded diagonal covariance matrices,
When p(n) > n, the following minimax lower bound shows that it is not possible to accurately estimate the log determinant even for the simple diagonal matrices in D K .
Theorem 5 (Minimax Lower Bounds
The minimax risk of estimating the log determinant of the covariance matrix Σ over the collection D K of bounded diagonal matrices satisfies,
for all n, p, where C K is a constant satisfies 0 < C K ≤ 2.
The proof of this minimax lower bound is given in Section 5 using Le Cam's method. Theorem 5 shows that when p(n) > n it is not possible to estimate consistently the bounded diagonal matrices in D K . Since all the reasonable collections of covariance matrices including the three collections mentioned earlier contain D K as a subset, it is thus also impossible to estimate log det Σ consistently over those commonly used collection of covariance matrices when the dimension is larger than the sample size. In addition to the differential entropy considered in this paper, estimating the log determinant of covariance matrices is needed for many other applications. One common problem in statistics and engineering is to estimate the distance between two population distributions based on the samples. A commonly used measure of closeness is the relative entropy or the Kullback-Leiber Divergence. For two distributions P and Q with respective density functions p(·) and q(·), the relative entropy between P and Q is
In the case of two multivariate Gaussian distributions P = N p (µ 1 , Σ 1 ) and Q = N p (µ 2 , Σ 2 ),
From (26), it is clear that estimation of the relative entropy involves estimation of the log determinants log det Σ 1 and log det Σ 2 . The results given in this paper can be readily used for this part of the estimation problem.
The estimation results obtained in the present paper can also be applied for testing the hypothesis that two multivariate Gaussian distributions P = N p (µ 1 , Σ 1 ) and Q = N p (µ 2 , Σ 2 ) have the same entropy,
For any given significance level 0 < α < 1, a test with the asymptotic level α can be easily constructed using the central limit theorem given in Section 2, based on two independent samples, one from P and another from Q. Knowledge of the log determinant of covariance matrices is also essential for the quadratic discriminant analysis (QDA). For classification of two multivariate Gaussian distributions N p (µ 1 , Σ 1 ) and N p (µ 2 , Σ 2 ), when the parameters µ 1 , µ 2 , Σ 1 and Σ 2 are known, the oracle discriminant is
That is, the observation z is classified into the population with N p (µ 1 , Σ 1 ) distribution if ∆ > 0 and into N p (µ 2 , Σ 2 ) otherwise. In applications, the parameters are unknown and the oracle discriminant needs to be estimated from data. One of the importantr quantities in (28) involves the log determinants. Efficient estimation of log det Σ 1 − log det Σ 2 leads to a better QDA rule.
Proofs
We give the proofs of the main results in this section. We begin by collecting two basic but important lemmas for the proof of Theorem 2.
iid ∼ N p (µ, Σ) with p ≤ n. Denote the sample covariance matrix byΣ. Then log detΣ − log det Σ = log detÎ (29)
is the sample covariance matrix for independent and identically distributed p-variate Gaussian random variables Y 1 , . . . , Y n iid ∼ N p (0, I), I is the identity matrix.
Proof. Note that the distribution ofΣ =
See, for example, [19] . Define
A variant of the well-known Bartlett decomposition [19] in multivariate statistics implies the following lemma on the distribution of the determinant of the sample covariance matrix.
Lemma 2 The law of log det nÎ is the same as the sums of p-independent log χ 2 distribution, namely
where χ 2 n , . . . , χ 2 n−p+1 are mutually independent χ 2 distribution with the degrees of freedom n, . . . , n − p + 1 respectively.
Proof of Theorem 1
The proof of Theorem 1 relies on the above two lemmas, the following Lemma 3 and an analysis of the characteristic functions.
Lemma 3
r n,p = p k=1 log(n + 1) − log(log n + 1) → 0 (31) uniformly in p(n) as n → ∞, where p(n) can grow with n, p(n) ≤ n.
Proof. We consider the following two scenarios (1) when n − p(n) ≥ log n. (2) when n − p(n) ≤ log n. For case (1), the equation (31) can be bounded in the following way r n,p = p k=1
For case (2) , the equation (31) can be bounded in the following way
log(n + 1) − log(log n + 1) .
Thus, we have the following bound for r n,p uniformly in p(n) r n,p ≤ max 1 log n + 1 ,
log(n + 1) − log(log n + 1) → 0, as n → ∞.
Basically we show this sequence converges to 0 uniformly faster than the O(1/ log n) rate.
It follows from Lemmas 1 and 2 that
Thus,
Inspired by [22] (where a special case of our theorem has been proved under much stronger conditions) and using the fact of the independence and the characteristic function of the logarithm Chi-square distribution, the characteristic function of Z is
.
Thus we have,
Using Taylor expension of Gamma and Digamma function [26] , we have
Thus for each term in above characteristic function, we have
The characteristic function φ 0 (t) of
under n → ∞ and p ≤ n. Thus, when n → ∞, φ 0 (t) → e (it) 2 2 and the result follows.
Proof of Theorem 2
It follows from the variance of the logarithm Chi-square distribution and the Taylor expansion for TriGamma function that
for z ≥ 1 and 0 < θ < 1. Hence,
Since p k=1
Proof of Theorem 3
We first recall the biased version of Cramer-Rao Inequality in multivariate case. Let Θ 1×p be a parameter vector and let X ∼ f (Θ), where f (Θ) is the density function. Consider any estimatorT (X) of the function φ(Θ) with the bias
Now consider the diagonal matrix subfamily, Σ = diag (θ 1 , θ 2 , ..., θ p ), with p parameters, θ 1 , ..., θ p . We wish to estimate φ(Θ) = p i=1 log(θ i ) = log det(Σ). For a random sample X 1 , ..., X n iid ∼ N p (0, Σ), the Fisher information matrix and the partial derivative of the φ(Θ) are given by
It then follows from the assumption n − p → ∞ that
When r = 0, −2 · log 1 − p n ∼ 2 · p n and the upper bound follows. For the lower bound, Theorem 3 implies
This completes the proof.
Proof of Theorem 5
The proof uses a two point hypothesis testing argument due to Le Cam (see [28] page 79-80).
Lemma 4 (Le Cam's Lemma) Letθ be any estimator of θ based on an observation from a distribution in the collection {P θ 0 , P θ 1 }, suppose |θ 0 − θ 1 | ≥ 2s, then
where P ∧ Q = (p ∧ q)dµ, is affinity between probability measures.
The total variance affinity can be lower bounded in terms of the χ 2 distance.
Lemma 5 (Pinsker's Inequality)
where T V (P, Q) = 1 2 |p − q|dµ is the total variation distance, KL(P, Q) is the KullbackLeiber divergence, χ 2 (P, Q) is the χ 2 distance.
We use the follow lemma, which is a direct consequence of Lemma 2 in [29] , to bound the χ 2 distance.
Lemma 6 For i = 0 and 1, let P i be the joint distribution of n independent p-dimensional Gaussian variables with the covariance matrix Σ i . The χ 2 distance χ 2 (P 0 , P 1 ) satisfies The χ 2 distance is upper bounded away from infinity, thus the affinity term is lower bounded away from 0. At the same time, the parameters are well separated away with a distrance s = 
for all p, n as long as np > max{ 
Thus combining two parts, we can pick C K = min{c K , c}, which completes the proof.
