explored the black-box modelling tool of artificial neural network (ANN) technology for use in modelling evapotranspiration by providing an explicit equation with four independent variables (solar radiation, R s , air temperature, T a , relative humidity, RH, and wind speed at 2 m above the ground, u 2 ) and one dependent variable (evapotranspiration, ET 0 ). Equation (5) in Aytek et al. (2008) is the general representation of the proposed model. Equation (9) together with equation (10) is the explicit way showing the link between the dependent and independent variables. The up-to-date application of the NN technology allows modelling by black-box NN tools, whilst Aytek et al. (2008) provided an explicit neural network formulation (ENNF). The ENNF uses daily climatic data from the California Irrigation Management Information System (CIMIS) database. One of the most important conclusions achieved is the simplicity of the developed ENNF. It is so simple that it can be used by anyone, even if not familiar with neural networks (NNs), in a spreadsheet on a PC, or even on a hand-held calculator, if the input variables are available to the user. Validated on the CIMIS model, the ENNF gives a fast and practical formulation to obtain accurate results for ET 0 and seems to be beneficial in other aspects of water engineering studies, such as rainfall-runoff-sediment transport modelling (although as an alternative ET 0 formulation it offers only a marginal gain in skill compared with simpler linear techniques).
2. Again, in the second paragraph, the discussers say that CIMIS-ET 0 is outdated and alternative methods for computing estimates of reference evapotranspiration exist. We agree with the discussers that alternative computing methods are available. It is also true that alternative computing methods are being developed continuously. However, we should emphasize that we do not agree with the discussers that the CIMIS-ET 0 is outdated; see recent references, such as Alexandris & Kerkides (2003) , Temesgen et al. (2005) , Allen et al. (2005) , Hidalgo et al. (2005) , Alexandris et al. (2006) , Kisi (2006) , Aksoy et al. (2007 Aksoy et al. ( , 2008 , Aytek (2008) and Senay et al. (2008) . The method is still in use but it is correct that the method by Doorenbos & Pruitt (1977) has been replaced by that of Allen et al. (1998) Aytek et al. (2008, p. 899) ." We agree with the discussers that missing observations were denoted by a double dash. In the data set there also are data points remarked as "ignored" (I), "far out of normal range" (R); "not collected" (C or N); "missing data" (M); "not in service" (S); "hourly missing or flagged data" (H); "related sensor missing" (Q), and "moderately out of range" (Y). We consider not only the "double dash" but also the above listed remarks that reduced the total number of data used to 12 540. However, it can easily be said that results would not be so different if 12 718 data points have been used instead of 12 540. It is clear that such an amount of data is big enough to develop a data-driven equation. 5. The discussers say: "Davis (6) and Calipatria (41) in our records had maximum air temperatures of 34.1°C and 39.1°C; Aytek et al. (2008, p. 898) 
in contrast reported a global ceiling of 33.2°C. This disagreement will impact on processing operations since the highest number is out-of-bounds in terms of the stipulated input ranges for ENNF."
The differences in air temperature values stated by the discussers is an outcome of using a different number of data, we had employed 12 540 records while the discussers have utilised 12 718. The difference in the maxima and minima is due to two different time series. We considered only data with no remark at all. We think that the higher maxima and lower minima of the discussers were accommodated in the time period we have not considered in our study because of their inappropriateness (see response to the above question.) 6. The discussers express their concern over standardisation of the data set and say: "The permitted range in such cases is ±1 but, as stated in their paper, linear standardisation was implemented to produce an intermediate range: reported as ±0.95 in the text but tested and confirmed as ±0.9 using the tabulated coefficients provided in Aytek et al. (2008, p. 898) ( Table 4) ." It is known that when a tangent-hyperbolic transfer function (equation (8) in Aytek et.al., 2008) is used in neural network (NN) modelling, the training and testing data should be standardized between ±1, since the tangent-hyperbolic function has asymptotes at +1 and -1. The NN toolbox used in this study standardizes the training data in the range of ±0.95, leaving some ±0.05 differences between the minimum/maximum standardized data points and the so-called asymptotes. However, there is no strict statement that the maximum standardized data point should be a value fixed at 0.95, it can well be 0.92 or 0.90. The NN toolbox makes the standardization in such a way that all data points stay in the selected range (±0.95 in our case). It should be noted that the term "normalization" in Aytek et al. (2008) The ENNF has been presented in such a simple manner that it could be used by everyone, utilising the raw data values. To make it even easier to understand, we present the equation here in a matrix form. Using the data presented in Table 5 in the Discussion, ET 0 was calculated by using: Quite reasonable outcomes (not in the high eighties as argued by the discussers) were obtained (see Table 1 provided in Table 1 and corresponds to Fig. 1 in the Discussion. Apparently, the ENNF has been misinterpreted by the discussers. 9. Finally, the discussers raise their concerns about "… typographical errors, …wrong derivation of the equation, …wrong extraction of the parameters." To assure the discussers, we have re-tested the model by utilising the data from three new climatic stations which were not employed in the original paper. The climatic stations are located in the State of California and are Pomona (78), Fresno State (80) and Santa Rosa (83). Statistical characteristics of the stations are tabulated in Table 2 (in this Reply) and results of re-testing are illustrated in Fig. 2 . In the development process of the model, the maximum and the minimum air temperature values used were 33.2°C and -2.8°C, respectively. The maximum and minimum air temperatures utilised in retesting the model are 35.3°C and -17.4°C, respectively, which are both out of the range employed before. Even under these circumstances, the results illustrated graphically in Fig. 2 show that the proposed ENNF can be considered very good.
