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Abstract—Kanker payudara adalah penyakit non kulit 
yang berasal dari sel kelenjar, saluran kelenjar, dan 
jaringan penunjang payudara. Paper ini menggunakan 
metode K Nearest Neighbor untuk mengklasifikasi dataset. 
K Nearest Neighbor adalah metode untuk melakukan 
klasifikasi terhadap objek berdasarkan data pembelajaran 
yang jaraknya paling dekat dengan objek tersebut. Pada 
penelitian ini penghitungan jarak kemiripan menggunakan 
jarak  minkowski, Jarak minkowski adalah jarak di dalam 
ruang vektor yang telah ditentukan yang bisa dianggap 
sebagai generalisasi dari kedua jarak Euclidean dan jarak 
Manhattan. Dengan metode KNN diperoleh hasil paling 
akurat sebesar 93%.  
Kata Kunci—Kanker Payudara, K Nearest Neighbor 
(KNN), Minkowski. 
I. PENDAHULUAN 
Kanker payudara adalah penyakit non kulit berbahaya 
yang paling umum dialami oleh wanita, penyakit tersebut 
disebabkan oleh beberapa faktor yaitu dari sel dan 
saluran kelenjar hingga jaringan penopang payudara, 
kecuali kulit dari payudara. Kanker payudara juga 
termasuk penyebab nomor dua kematian terbanyak 
akibat kanker pada wanita setelah kanker serviks, dan 
cenderung terus meningkat setiap tahunnya [1]. 
Kanker payudara ini secara umum dibagi menjadi 
2,yaitu benign atau biasa disebut jinak dan malignant atau 
biasa disebut juga ganas, biasanya kanker payudara jinak 
ditandai dengan berbentuk benjolan kecil bulat, dan 
lembut[1]. Kanker payudara dalam tingkat jinak biasanya 
akan mempunyai keadaan dan pertumbuhan yang tidak 
bersifat kanker. Kanker ini bisa terdeteksi tetapi tidak 
akan menjalar dan merusak jaringan di dekatnya[2]. Pada 
kanker payudara dalam tingkat ganas ditandai dengan 
bentuk yang tidak simetris, kasar, terasa nyeri, dan 
lainnya[1]. biasanya kanker payudara menjalar dan 
merusak jaringan dan organ lain yang ada di dekatnya[2]. 
Orang yang terkena kanker payudara biasanya 
ditandai dengan ciri-ciri psikologis seperti keterkejutan 
mental, rasa takut, depresi, dan rasa panik[3]. Penyebab 
terjadinya kanker payudara hingga saat ini belum dapat 
diketahui secara pasti, diduga penyebabnya yaitu 
multifaktorial. Berbagai upaya dilakukan seperti upaya 
pencegahan seperti upaya pendidikan kepada masyarakat 
dan upaya pembenahan yang perlu dilaksanakan sesuai 
kebutuhannya masing-masing untuk menyelesaikan 
masalah kanker payudara, dikarenakan insiden kanker 
pada tahun 2008 sampai pada tahun 2012 mengalami 
kenaikan sampai 14,2 juta kasus dari sebelumnya 12,7 
juta kasus menurut World Health Organization (WHO) 
tahun 2013 dalam Depkes RI (2015)[4]. 
Menurut peneliti bernama Perry et al, faktor-faktor 
resiko yang dapat menyebabkan kanker payudara ada tiga 
yakni hormonal, intrinsik, dan faktor yang didapat. 
Faktor hormonal atau yang biasa juga disebut faktor 
reproduksi merupakan eksposur hormone steroid. Lalu, 
faktor intrinsik merupakan faktor yang berkaitan dengan 
genetik. Selanjutnya, faktor yang didapat disini 
maksudnya seperti faktor lingkungan di sekitar atau pola 
hidup seseorang. Menurut Perry dan Potter, ada pola 
hidup seperti aktivitas dan tingkah laku yang dapat 
memberikan dampak buruk terhadap kesehatan manusia 
seperti merokok, makan berlebihan, nutrisi yang buruk, 
minum-minuman beralkohol, pola hidup dan stres akibat 
krisis kehidupan. Perilaku tersebut dapat memicu sel-sel 
ganas dalam tubuh. seperti merokok, Seorang perokok 
dibandingkan dengan yang tidak merokok tujuh kali 
lebih beresiko terkena berbagai macam penyakit kanker 
termasuk juga kanker payudara[5].  
Kanker payudara harus cepat diobati apalagi jika 
telah terkena kanker payudara dalam tingkat ganas. 
dikarenakan jika kanker payudara tidak cepat diobati 
karena akan berakibat buruk kepada penderita bahkan 
bisa menyebabkan kematian sehingga pemeriksaan dan 
pengobatan dini sangat penting untuk keselamatan 
penderita kanker payudara. Dengan mengetahui jenis 
kanker payudara yang diderita sejak dini, tindakan 
pencegahan dan pengobatan dapat segera dilakukan 
sesuai dengan penyakit kanker payudara yang 
diderita[2]. 
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Banyak penelitian tentang klasifikasi kanker 
payudara dengan metode yang beragam. Pada satu 
penelitan dengan menggunakan metode Naive Bayes 
menghasilkan tingkat akurasi sebesar 85%[6], pada 
penelitian dengan metode Convolutional Neural 
Networks menghasilkan akurasi sebesar 82-85%[7], pada 
penelitian lainnya dengan metode Support Vector 
Machine (SVM) menghasilkan akurasi sebesar 81-
92%[1].  
Pada penelitian ini, kami melakukan klasifikasi 
penyakit kanker payudara dengan metode KNN. Metode 
KNN memiliki beberapa keunggulan, yaitu pelatihan 
yang sederhana, cepat,  mudah dimengerti, dan efektif 
apabila ukuran data pelatihan besar. Namun, KNN ini 
juga terdapat kelemahan, yaitu nilai k bias[8]. 
II. METODOLOGI 
A. Dataset 
 Dataset pada penelitian ini merupakan dataset tentang 
kanker payudara yang diambil dari sklearn[9]. Dataset ini 
memiliki 30 atribut dan 569 baris. 
 Pada 30 atribut terdapat atribut radius, tekstur, 
perimeter, area, kelembutan, kepadatan, kecekungan, 
titik cekung, simetri dan faktral dimensi yang masing-
masing memiliki nilai  rata-rata,  nilai error dan  nilai 
terburuk yang nilainya bervariasi. Seperti pada Gambar 
1. 
 
Gambar 1. Boxplot data dari 30 atribut dataset 
B.Menghitung jarak Kemiripan (K) 
 Pada penelitian ini penghitungan jarak kemiripan 
menggunakan   minkowski. Minkowski atau biasa disebut 
jarak mikowski adalah jarak di dalam ruang vektor yang 
telah ditentukan dan bisa dianggap sebagai generalisasi 
dari kedua jarak Euclidean dan jarak Manhattan[10]. 
Jarak Minkowski digunakan untuk menghitung jarak 
dua buah atau lebih vektor (x, y), yang didalamnya 
terdapat variasi nilai p. Seperti pada persamaan (1) . 
𝑑(𝑥, 𝑦) = (∑ |𝑥௜ − 𝑦௜|௣௡௜ୀଵ )
ଵ ௣ൗ ........(1) 
Pemgukuran jarak minkowski meliputi 
Manhattan/City Block distance dan Euclidean distance, 
Manhattan/City Block distance (p=1), seperti pada 
persamaan (2). 
𝑑(𝑥, 𝑦) = ∑ |𝑥௜ − 𝑦௜|௡௜ୀଵ ...................(2) 
 
Euclidean distance (p=2), seperti persamaan (3). 
    𝑑(𝑥, 𝑦) = ඥ∑ (𝑥௜ − 𝑦௜)ଶ௡௞ୀଵ ................(3) 
C. Klasifikasi dengan KNN 
Perhitungan KNN dimulai dengan menentukan 
jumlah tetangga yang akan kita perhitungkan K, misal 
tetangga terdekat yang ditentukan yaitu 11 maka K=11. 
Selanjutnya, bagi data uji dan data latih sesuai presentase 
yang diinginkan. Setelah itu, hitung jarak setiap tetangga 
terhadap kanker tersebut kemudian urutkan hasilnya 
berdasarkan range, dari yang terkecil hingga ke yang 
terbesar. Kemudian, ambil 11 (n) tetangga yang paling 
dekat, lalu lihat masing-masing dari tetangga tersebut 
apakah termasuk jenis kanker payudara jinak atau ganas. 
Jika dari 11 tetangga mayoritasnya merupakan jenis jinak 
maka kanker tersebut termasuk ke dalam kanker payudara 
jenis jinak. Jika dari 11 tetangga mayoritasnya merupakan 
jenis ganas maka kanker tersebut termasuk ke dalam 
kanker payudara jenis ganas. 
Flowchart klasifikasi dengan KNN dapat dilihat pada 


















Gambar 2. Flowchart klasifikasi KNN 
III. HASIL 
Dalam paper ini, menggunakan metode klasifikasi  
KNN dengan software python. 
Untuk menentukan  K terbaik, menggunakan teknik 
validasi. Disini kami menguji K dengan teknik validasi 
dari nilai 1 sampai 100, lalu didapatkanlah bahwa nilai K 
Mulai 
Tentukan Jumlah Tetangga 
Terdekat K 
Bagi Data Uji dan Data 
Latih 
Kelompok Data Uji 
Ditentukan Berdasarkan 
Label Mayoritas Pada K 
Urut Data Berdasarkan Data 
Yang Mempunyai Jarak 
Euclidean terkecil 
Selesai 
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terbaik adalah  3. Dimana pada k=3 memiliki nilai MSE 
paling rendah, dapat dilihat pada gambar 3. 
 
Gambar 3. Misclassification Error 
Sedangkan akurasi terbaiknya yang telah kami uji dari 
1 sampai 40 terdapat pada k=3 yaitu sebesar 93%, Dapat 
dilihat pada Gambar 4. 
Lalu lakukan penentuan K (K=3) sebagai tetangga 
terdekat. Kemudian dilakukan metode klasifikasi dengan 
KNN pada atribut tertentu yang telah dibagi menjadi 
beberapa subset. Jadi dapat memprediksi atribut ganas 
dan jinak seperti yang ditunjukkan pada gambar 5.         
 
Gambar 4. Akurasi Uji 
 
Gambar 5. Klasifikasi Kelas 
Tabel 1. Akurasi kanker menggunakan metode KNN 




Seperti yang pada gambar 5, kanker dideteksi dengan 
melihat klasifikasi yang ada, jika atribut kanker berada 
didekat dengan tetangga-tetangga dari  kelas 1 (jinak), 
jenis kanker  tersebut adalah jinak, dan jika berada dekat 
dengan tetangga-tetangga dari kelas 0 (ganas), jenis 
kanker tersebut adalah ganas. 
Selanjutnya, Confusion Matrix digunakan sebagai 
indikasi dalam peraturan klasifikasi. Confusion Matrix 
merupakan sebuah metode untuk pertimbangan yang 
menggunakan tabel matriks. Pada tabel 1, dari dataset 
yang ini memiliki dari  label yaitu satu kelas dianggap 
positif dan yang lainnya dianggap negatif. Pertimbangan 
dengan confusion matrix menghasilkan nilai akurasi, 
error, presisi, recall dan specificity. 
Kemudian data dibagi menjadi dua bagian, yaitu data 
latih dan data uji dengan presentase sebanyak 80% untuk 
data latih dan 20% untuk data uji. 
Disini didapatkan akurasi dari metode KNN 
mencapai pada 93% Akan tetapi, dalam perawatan medis 
tetap dibutuhkan keahlian dokter dalam menganalisis 
kemungkinan jinak dan ganasnya kanker. Jika seorang 
pasien yang kemudian didiagnosis positif kanker ganas 
harus segera diobati dengan baik. Walaupun dalam kasus 
kanker jinak, kanker ini dapat membahayakan nyawa 
pasien apabila dibiarkan tanpa pengobatan. Disinilah 
peran dokter yang sangat penting dalam menentukan 
validitas kondisi pasien.. 
IV. KESIMPULAN 
Dalam paper ini, prediksi jenis kanker, jinak atau 
ganas,  digunakan metode KNN dengan perhitungan 
indikasi yang salah (error). Dengan referensi dari 
berbagai makalah yang telah terdaftar, metode KNN 
dengan klasifikasi memperoleh hasil paling akurat 
sebesar 93%.  
Ada banyak metode lain yang dapat dikombinasikan 
dengan pekerjaan paper ini, untuk menghasilkan nilai 
yang lebih akurat. Keterbatasan dataset dan jumlah 
dimensi dataset juga dapat diperluas atau ditambahkan 
sehingga memungkinkan variasi dalam nilai prediksi di 
paper lain. Selanjutnya, penerapan metode ini ke dataset 
lain juga dapat digunakan untuk pekerjaan masa depan. 
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