Random sample selection method in backpropagation results in convergence on the error (root of mean squared error, RMSE) surface. These problems, which are caused by the extreme (worst-case) errors, can be solved by a different sample selection strategy. A sample selection strategy has been proposed, which provides lower maximal errors and a higher confidence level on the expense of slightly increased RMSE. Applications are presented in the field of spectroscopic ellipsometry (SE), a sensitive, non-destructive but indirect analytical technique. Demonstrative example shows feature common to simulated annealing in the sense of escaping local minima.
Introduction
Multivariable functions can be well approximated by feedforward neural networks. Some of those networks are trained by the so-called Backpropagation (BP) algorithm [1, 2] . Training is accomplished by presenting input-output pairs to the network. The network calculates its output(s) according to its state variables (the so-called weights). These weights are then modified after each sample presentation, by propagating the error, e.g. the difference between the desired output and the output calculated by the network, back. The samples are seiected for training in random order from a set. All the samples are selected in each cycle. "Cycle" will be used for one complete presentation of the whole set. The scheme of one BP training cycle can be seen in Fig. 1 .
We propose a modification of the sample selection strategy. Its basics are treated in Section 2. In Section 3 it is demonstrated by a toy problem how the proposed strategy of sample selection helps in escaping from local minima. 
Worst-case sample selection strategy basics
The sketched standard method concludes in an (at least locally) optimal solution of the input-output mapping.
This means an optimum in the statistical sense, which is a minimal error value when considering mean of squared errors.
Sometimes, however, it is more advantageous to yield a limited error value or a strong estimate of the expected error of a trained network. Training for root of mean squared error (RMSE) reduction does not end up in such a limit. The distribution of the expected errors of the network for the trained output space is a Gaussian. Thus there is a calculated confidence level for any given expected error value.
Many authors [3-51 reported speeding up training by selecting those samples for training, which show an error value above a certain threshold.
It was observed that after training by standard BP there are usually a few 016%9002/97/%17.00
Copyright 0 A BP simulation software has been written which facilitates both traditional and the newly introduced, so-called worst-case learning.
A threshold value was used which was determined in the previous cycle, as the highest error value multiplied by an arbitrary factor (between 0 and 1). The used scheme is shown on Fig. 1 . Threshold is obtained from the previous cycle's highest error value:
The syntax of the algorithm is depicted in Fig. 1 . Results proved that the modification is effective in the sense of maximal error reduction.
The term "highest error" was intentionally used so far. The following examples illustrate how the highest error is calculated for threshold determination:
The error is calculated as Pythagorean sum of output errors. This approach means an N-dimensional hyperellipsoid in the N-space of output errors: E = (k,ls~l,k~lszl,k~le,l, -.. k,lE,4)T.
Every output error is used when determining the threshold (every output will have its own threshold). Maximal errors determine an N-dimensional brick-shape, even if k's are equal (distribution self-aligned surface).
Simulations prove that the modified strategy always has to start with a short standard training in order to move the weights to the appropriate region in weight space.
A Toy-problem
Let us consider the two-variable mapping presented in Fig. 2(a) . It has a statistically non-significant feature (which can be seen as a crest). A BP network structure of two inputs, four hidden neurons and one output was trained by both the standard and the modified strategy. After the same number of training steps the performances of the networks were compared (Figs. 2(b) and (c) ). Results are summarised in Table 1 . The comparison shows obvious superiority of the proposed method.
Application for Spectroscopic Ellipsometry (SE)
SE is a non-destructive analytical method [6] in which the material parameters (e.g. thickness and concentrations of layers) show up in a non-linear implicit functionality in the observed spectra. The parameter evaluation is performed by iterative simulation on estimated structural parameters.
A non-linear gradient-descent fitting algorithm is able to find a minimum in the space of material parameters.
Unfortunately, this fitting will frequently stick in the local minima if the initial estimation is too far from the actual parameters.
Neural networks can be useful for the first guess [7] . The sample set of spectra is obtained from a selected b C Fig. 3 . Two-dimensional surface (a), and its approximations: using standard lb) and worst-case (c) sample yclection region of material parameters by simulation using the optical model of the material structure. Training is performed on such a set. As our aim is a close first estimate of parameters, we train for maximal errors. If the resulting maximal error is too high, we have the possibility of successive approximation by partitioning the parameter region. as the maximal error is known. Maximal errors for a global training set and the derived subregions can be seen in Table 2 . Note. that the RMSE value have risen. In most real-world mappings this is the case. So a trade-off must be made.
The presented procedure can also be applied e.g. in sensor systems, where the response is dependent on circumstantial parameters, and limiting the maximal error is aimed rather than decreasing the RMSE.
Conclusion
A modification of only the sample selection strategy in BP can help to train networks for different aims than RMSE reduction.
In multidimensional output spaces error distributions of hyperparallelepiped. hypercube, hypersphere.
etc. can be obtained. Many other error 
