Abstract. Layered neural networks are feedforward structures that yield robust parallel and distributed pattern recognition. Even though much attention has been paid to pattern retrieval properties in such systems, many aspects of their dynamics are not yet well characterized or understood. In this work we study, at different temperatures, the memory activity and information flows through layered networks in which the elements are the simplest binary odd non-monotonic function. Our results show that, considering a standard Hebbian learning approach, the network information content has its maximum always at the monotonic limit, even though the maximum memory capacity can be found at non-monotonic values for small enough temperatures. Furthermore, we show that such systems exhibit rich macroscopic dynamics, including not only fixed point solutions of its iterative map, but also cyclic and chaotic attractors that also carry information.
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interest because they yield exact predictions of their macroscopic dynamics via layerto-layer iterations [5] .
As shown in [5] , the purely feedforward layered network is a paradigmatic topology because, even though not an usual thermodynamic object, the statistical mechanics formalism can be applied at the limit of many units per layer. These networks exhibit an input layer, a set of transmission (intermediary) layers and potentially an output layer. Thus, although we cannot speak of attractors in the strict sense, given that the activity is flowing from layer to layer, throughout this work we refer as 'attractors' the fixed points and the cyclic or chaotic orbits, as they all appear in the macroscopic dynamics of the time evolution map describing the network's activity flow. Furthermore, these systems are information channels by definition, and thus naturally suitable for an information content description.
This work is divided in three parts: first, we introduce the model and the associated activity flow; second, we present a detailed analysis of the zero temperature limit of feedforward networks composed of non-monotonic elements, in which the transfer function become deterministic, and also introduce a measure for the Information Content (IC) per site; third, we introduce a positive temperature analysis and show how the relative areas occupied by the different information carriers shrink until only the nonrecovery trivial phase is left.
Model
We study here an extension of the feedforward layered network proposed by Domany et al [5] . The state of the system is described by a set of variables ∈ {− } S 1, 1 i l , where = … i N 1 and = … l M 1 are, respectively, the node and layer indexes. In the absence of noise, the state of site i in layer l + 1 is generated deterministically after computing the state of all sites in layer l, according to 
is the simplest odd binary non-monotonic transfer function. Here h i l denotes the local field over site i at layer l and θ is a global non-monotonicity parameter. This parameter controls the shape of the transfer function such that: in the limit θ → ∞, the function becomes a monotonic step function; for θ → 0, the function becomes an inverted step function; and for intermediary values, a non-monotonic shape is achieved. See figure 1 for an example.
The local field over node i at layer l + 1, generated by the states of all elements from layer l, is given by 
where β = T 1/ is a thermal-noise parameter (the inverse of temperature T ) and ⋅ ⟨ ⟩ denotes a thermal average. For an example of the general shapes of the functions f (h) and F(h), see figure 1. We argue that
l 1 is a convenient choice for a transfer function because, even though very simple, it already yields complex dynamics. Nevertheless, the analytical approach that follows only requires an odd transfer function and uncorrelated patterns [5] .
The feedforward topology is set to adjacent layers only (see equation (4)) for the sake of analytical tractability and fast implementation. Furthermore, the model studied is heterogeneous, because there is a special layer (l = 0) that does not depend on dynamics, reflecting only the initial conditions. The dynamics of all following layers (l > 0) are defined by the connectivity matrix and the state of their previous layers. and
where By iterating equations (10) and (11), we observe the macroscopic dynamics of the system layer-by-layer, for every pair of θ and α = p N / . Remember that, throughout this work we use terms as 'fixed points' and 'orbits' to describe the solutions of this iterative map for different parameters and initial conditions, although the actual dynamics is feedforward.
The resulting dynamics at zero temperature is summarized in the α θ × phase diagram shown in figure 2 and, complementarily, by figures 3, 4, 6, D2 and D3, where we show examples of dynamics and bifurcations. This network model exhibit two broad types of solutions: non-recovery solutions, also known as zero solution, with m = 0; and recovery solutions, with > m 0 | | . These broad groups can be subdivided in more specific solutions, namely: non-recovery fixed point (NF); non-recovery cyclic/chaotic (NC); recovery fixed point (FP); recovery cyclic/chaotic (C); recovery flipping (F). Notice that, as indicated in figure 2, there is coexistence of solutions. In particular, the nonrecovery solutions permeates the whole phase space.
There are two types of stable zero solutions, one fixed point solution, with m = 0 and ∆ 2 constant, and one cyclic/chaotic solution with varying ∆ 2 , see figure D3 . These two types of solutions only coexist in a small the region situated at θ < < 0.26 0.35 below the dashed orange line in figure 2, see figure 3(f) for an example. Apart from this range, the former covers the whole pahse space around the doted-dashed line in figure 2 , that exhibits mainly non-recovery cyclic/chaotic solutions. The bifurcation between NF and NC is period doubling. Notice that, the period doubling cascade will create a variety of At θ ≈ 0.49 there is a transition to NC, see panels (e) and (f); after a region of right periodicity, a period halving cascade leads to a bifurcation between NC and NF at θ ≈ 1.48. (e) and (f) θ was lowered from two to zero and raised from zero to two, both starting from the NF solution, i.e. m 0 = 0. Lowering the parameter, at θ ≈ 1.48 a period doubling cascade starts, marking a first bifurcation between NF and NC, after a region of high periodicity, there is a period halving cascade leading to a new bifurcation between NC and NF. Raising θ from zero leads to a prolong NF solution for small θ. The green segment indicated the part that differs between the two data sets (coexistence of non-recovery solutions). doi:10.1088/1742-5468/2015/07/P07022
J. Stat. Mech. (2015) P07022
only non-recovery solutions, they mark the maximum memory capacity for every θ, here denoted 'critical α' or α θ ( ) c . Fixed point stable recovery solutions (FP) are present below the orange solid line in figure 2 , surrounding the region C, i.e. it does not coexist with recovery cyclic/chaotic solutions (C). Notice that, below θ ≈ 0.75, the FP region rapidly contract to the orange solid line and its basin of attraction also reduces dramatically, see figure D1 . Thus, it is virtually not present for θ < 0.75. This region can be divided in two subregions, one that intersects with NC and one that does not. Both exhibit only three stable solutions with ∈ {− } m a a , 0, , where a is a constant representing the quality of the recovered memory. The resulting m = 0 solution will be a fixed point or a cyclic/chaotic solution depending if it takes place over the intersection with NC region or not (where the zero fixed point loses stability). Notice that, due to the symmetry of the transfer function and learning rule, if a state can be recovered, its anti-state can always be recovered. Thus, for every predefined ξ ν stored pattern, we have a ξ ξ = − µ ν stored pattern that was not explicitly stored. The resulting state depends on the initial conditions, roughly speaking: for
; and for
. The value a and the size of the basin of each attractor depends on the values of α and θ. As expected, the quality of the recovery does depend on the fraction of encoded patterns (α), because more patterns implies a larger configurational noise. Figure 6 (a) shows this effect, in which the overlap m decreases continuously and monotonically until the transition to NF. The bifurcation between FP and NF is characterized as a subcritical pitchfork bifurcation with a fifth order stabilizing term, see figure D2 . We observe that this type of bifurcation does not depend on the θ value, occurring all along the line dividing FP and NF. The transition between FP and NC is slightly different because, even though the recovery solutions behaves in the same way, the fixed point zero solution looses stability as soon as it enters the region NC, i.e. after the bifurcation point the fixed point is unstable and, thus, the NC solutions is reached instead. Consequently, reversing a control parameter would follow the NC type of solution until the bifurcation point with NF. Furthermore, the transition between FP and C is characterized by a period doubling bifurcation cascade that eventually became chaotic. Interestingly, in the recovery region, there is an increased maximum memory capacity for θ < < 1. 47 3, when compared to the monotonic case. In its optimal value at θ = 1.86 there is an increment of approximately 6.7% respective to the monotonic network. Furthermore, for large θ (θ > 3) the system becomes effectively monotonic and the resulting dynamics is identical to that previously described in [5] .
The flipping region F exhibits a cyclic solution that switches between a state and its anti-state at each iteration, coexisting with a NF (all region) and also with NC (for θ < < 0.26 0.35). This process can be better understood in the limit of θ → 0 and α → 0, where the transfer function is an inverted step function and the dynamics exhibit
Thus, starting from a state with m = 1, all sites in the next layer will assume the opposite value as in the original monotonic case due the negative sign in front of the step functions, yielding m = −1. In its turn, the layer after that will receive all inverted inputs, so the argument is simply the opposite as it would be, that now is corrected by the negative sign outside the function, yielding m = 1, and so forth. For small but positive θ we observe a decrease in memory capacity since not all sites are inverted properly, i.e. not all sites agree in which state to recovery, increasing . The value a and the basin of each attractor depends on the values α and θ, see figure D1 for details. The transition between F and NF, similarly to the transition FP-NR, is pitchfork-like. Even thought it oscillates, it mechanistically behaves in the same way, before and after the bifurcation point. For instance, the unstable solutions are also flipping and their signs coincide with the signs of the stable solutions. In particular, at θ = 0, the solutions can be mapped one to one to the monotonic case, not only qualitatively, but also quantitatively, i.e. if one would consider only the odd layers, the fixed point values would be identical. Furthermore, transitions between F and NC, similarly to what happens to the FP-NC transition, is abrupt, because after the bifurcation point the zero solution is already unstable.
The cyclic/chaotic solutions (C) as their names indicate, exhibit cyclic solutions with different periods and chaos (in m and ∆ 2 ). They coexist only with NC and have, as mentioned before, a period doubling bifurcation with FP. The transition between C and NC is marked by an abrupt end irreversible change, in which the cyclic/chaotic solution cease to exist and the only solution present is a non-recovery cyclic/chaotic. Reversing the change in the control parameter will follow the NC solution until it reaches the bifurcation point with NF.
In order to better visualize all types of cyclic/chaotic and flipping solutions, we present in figure 4(a) Noticed that, similarly to the FP region, due to the system symmetry, all solutions must have a conjugated solution with a negative sine.
Interestingly, these cyclic and chaotic phases typically exhibit large positive overlaps (see figures 3(a) and 4(b)), and thus carry quantifiable amounts of information. For this network topology, the associated normalized IC per site is given by
see appendix C for a step-by-step derivation. To evaluate the information content, here we consider two related quantities: the IC per site I of the fixed point solutions; and the IC per site time-(layer-) average of cyclic and chaotic solutions, denoted as I l l ⟨ ⟩ , where I l denotes the information per site measured at layer l. Noticed that for fixed point solutions, after transients, I l = I l+1 and we can thus omit the upper index l, Figure 5 shows three main properties related to IC as functions of θ, namely: the maximum memory capacity α c ; the maximum information per site I l l ⟨ ⟩ that can be achieved (for every given θ); and the value of α in which it is achieved α I . We found
that, considering the whole diagram, the maximum of information is recovered in the monotonic limit, even though the maximum number of patterns that can be partially recalled is found at θ = 1.86. This happens because the information content measures the total amount of information that can be recovered taking into account the quality of recovery, i.e. more recoverable patterns may provide less information if the recovery quality becomes too low. To illustrate this effect, figure 6 compares those quantities as functions of α for two different parameter values, θ = 1.86 and θ = 4, respectively, the θ exhibiting the maximum memory capacity and the maximum information content. Notice that while the quality of recovery can only decrease as more patterns are added (by increasing configurational noise), I takes into account the number of stored patterns (multiplicative α term in equation (13)). Therefore, it starts at zero and increases until the configurational noise overcompensates this effect. Figure 6 also shows that the recovery quality m and information content I are always equal or larger for the monotonic case until the abrupt phase transition to NF, where → m 0, that happens earlier for θ = 4 than for θ = 1.86.
We also found that for all θ the maximum I is always found at a value, denoted α I , exhibiting either a fixed point solution (θ > 0.64) or exhibiting a period two F solution (θ < 0.64), as indicated by a comparison between figures 2 and 5. Moreover, in figure 5 , α I exhibits a discontinuous drop when decreasing θ. This occurs because, to the right of the discontinuity, the largest I 

Finite temperature analysis (β ∈ ℜ +
)
After characterizing the possible zero-temperature dynamics and the associated information flow, we now study the robustness of memory retrieval and information content under different thermal noise levels. The dynamics is now computed directly from equations (6) and (7) through numerical integration.
In the previous section we focus in demonstrating the large variety of possible dynamics at zero temperature. Here we will take a step back and focus only in two aspects: the phase transition between recovery phases in general (R) and non-recovery (NR) at different temperatures and the maximum information for a given θ. In this section we make no distinction between the different recovery phases (FP, F and C), just taking into account the measure of their α c and I.
The effect of the temperature on memory retrieval is summarized in figure 7 . It shows how when the temperature increases the fraction of parameter space exhibiting only non-recovery solutions (m = 0) also increases, with all regions smoothly transiting to a single non-recovery phase at finite temperature. Figure 7 is a two dimensional representation of a three dimensional plot, see figures D4 and D5 in appendix D. The implicit third axis is the inverse of temperature β = T 1/ and is represented via a color code, from black to faint yellow, the higher the temperature the lighter the color, with the exception of white that represent the non-recovery phase. In particular, the lowest temperature (β = 5) is represented by black and the highest (β = 1) by light yellow. At β = 1 the recovery phase is virtually non-existent. Because lower temperatures (dark With the increasing temperature, the overall phase diagrams rather degenerates to the NR phase than changes their shapes. That is, in figure 7(a) : the region at the far left still exhibit mainly flipping solutions (F); the recovery phase R is predominant for θ > 1.5; the cyclic solutions may be found roughly between θ > 0.5 and θ < 1.5; for every θ the critic α continuously decrease towards zero as temperature is increased (not shown).
In which concerns the maximum memory capacity, the increment in capacity found for intermediary values of θ at zero temperature (β = T 1/ ) persists for a wide range of thermal noise intensity (β > 1.9), with its maximum always close to its original value at α = 1.86. Below this threshold, this effect disappear and the maximum memory capacity value coincides with the one at the monotonic limit. Moreover, for all β, the θ exhibiting the maximum memory capacity only exhibits NR and FP phases for all α.
The information content is calculated without changes from equations (8), (9) and (13). Equation (13) is a simple function of m, computed numerically, so any influence of temperature is already taken into account in m. Likewise the results in the zero temperature limit, figure 7(b) shows that the maximum I value always coincides with the one found at the monotonic limit (effectively monotonic θ), independently from the temperature. Nonetheless, the thermal noise increases the number of bit errors, decreasing the quality of recovered information for all θ until, for small enough values of β, no recovery is possible and thus IC becomes zero.
Discussion
In summary, we have macroscopically characterized the activity flow across the simplest layered network of non-monotonic two-states nodes at the thermodynamic limit The quality of recovery decreases as more patters are added due to configurational noise; (b) I is a concave down curve that grows almost linearly until α = 0.07. As previously shown in figure 5 , the overall maximum I (considering all α values) is found at the monotonic limit. The recovery quality (m) and the I are always equal or larger for the monotonic case until the abrupt transition to that happens earlier for θ = 4;
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under the Hebbian learning rule. We found that, independently of the temperature, the maximum information content is always found at the monotonic limit, i.e. at θ → ∞. Interestingly, the maximum memory capacity may be found at intermediary values of θ, for small enough temperatures, β > 1.9. In particular for T = 0, the increment in memory capacity is about 6.7% at its optimal value θ = 1.86. Furthermore, given any fixed temperature, at the θ exhibiting the maximum memory capacity only two types of solutions have been observed, independently of α: fixed point solutions with m > 0; and the trivial solution with m = 0. Therefore, for such particular values, incremental changes in α will not cross any region exhibiting other types of attractors in phase space, that is, adding more patterns will not lead to a new set of attractor types.
We also found that this particular type of system exhibits a rich selectable dynamics with quantifiable amounts of information. The dynamics is selectable because, for a large range of α, after generating a connectivity matrix for stable attractor dynamics at large θ, a variety of non-trivial solutions (cyclic, chaotic) are accessible through a change in a single global parameter θ, keeping the matrix untouched (horizontal transition in figure 2 ). Notice that vertical transitions requires a complete revision of the connectivity matrix, − × l N ( 1) ( ) 2 parameters. Our results thus macroscopically characterizes, through the measure of overlaps and information content, dynamical systems with interesting real world applications, e.g. classifiers and neural controllers. These systems exhibit predictable complex dynamics selectable through one global parameter. We hope that with this work we had contributed for a better understanding of emergent dynamics in layered networks in general, specially in discrete dynamical systems. Throughout this work we assumed that all patterns are uncorrelated, such that only one patter can be recovered a time. We also assumed without loss of generality that such pattern is pattern number one, ξ { } i l 1 . As mentioned in section 2, the main measure of interest is the so called overlap introduced in equation (7), a measure of how close the network state is to a chosen patter ν. As the method's name suggests, we here take the limit → ∞ N , while carefully separating noise terms from signal terms in the argument of the activation function. Our aim is to derive a set of recurrence equations that iteratively produce the dynamics of the system, layer-by-layer.
We first approximate equation (7) by its thermal and configurational averages, respectively indicated by ⋅ and by a horizontal overline. Assuming an error of order Because thermal averages do not have any effect over the predefined patterns, by substituting equations (1), (3) and (4) Because f is an odd function and ξ i1 can only assume the values + 1 ou −1, we can move ξ i1 to the argument of f and rearrange its argument in a more convenient form, separating all terms with subindex 1 (recovered pattern) from the others, We still have to derive the new equation for the variance. All we must do is to find a explicit expression for equation (A.15). The first derivative of f now has the following form: 
And analytically performing the integral, 
Appendix C. Information content
In this section we show how to calculate the information content per site on the model introduced in section 2. As defined, all patterns are uncorrelated and the activity of all patters are set to 0.5. Therefore, (a) , where the third axis shows the temperature. At the bottom, a bilinear interpolation improving the mesh with 10 additional intermediary points in the α-axis for every pair of points. The color code represents the β-axis for this new smoother mesh (not shown) used to determine the colors.
