Abstract-This paper considers multiple mobile agents moving in Euclidean space with point mass dynamics and with asymmetric coupling weights. Using a coordination control scheme, we can make the group generate stable flocking motion. The control laws are a combination of attractive/repulsive and alignment forces, and the control law acting on each agent relies on the position information of all agents in the group and the velocity information of its neighbors. By using the control laws, all agent velocities become asymptotically the same, collisions are avoided between the agents, and the group final formation minimizes all agent global potentials. Moreover, we show that the velocity of the center of mass (CoM) is invariant and is equal to the final common velocity. Finally, we study the motion of the group when the velocity damping is taken into account, and prove that the common velocity asymptotically approaches zero. In this case, we can properly modify the control scheme to generate the same stable flocking. Numerical simulations are worked out to illustrate our theoretical results.
I. INTRODUCTION
Flocking motion can be found everywhere in nature, e.g., flocking of birds, schooling of fish, and swarming of bees. Understanding the mechanisms and operational principles in them can provide useful ideas for developing distributed cooperative control and coordination of multiple mobile autonomous agents/robots. Recently, distributed control/coordination of the motion of multiple dynamic agents has emerged as a topic of major interest in intelligent control [1] . This is partly due to recent technological advances in communication and computation, and wide applications of multi-agent systems in many engineering areas including cooperative control of unmanned aerial vehicles (UAVs), scheduling of automated highway systems, coordination/formation of underwater vehicles, attitude alignment of satellite clusters, and congestion control in communication networks [2] . There has been considerable effort in modelling and exploring the collective dynamics, and trying to understand how a group of autonomous creatures or manmade mobile autonomous agents can cluster in formations without centralized coordination and control [3] - [10] .
Stimulated by the simulation results in [3] , Tanner et al [4] studied a swarm model that consists of multiple mobile agents moving on the plane with double integrator dynamics. They introduced a set of control laws that enable the group to generate stable flocking motion, and provided theoretical justification. In this paper, we investigate the collective behavior of multi-agent systems in n-dimensional space with point mass dynamics. In [4] - [5] , the authors used undirected graphs to describe the neighboring relations between agents, which means that they assume the neighboring relations are mutual. In other words, they only considered the case with bidirectional information exchange between agents. Moreover, they only considered all-identical or reciprocal coupling patterns in the swarm models. However, in some cases, the information exchange is not mutual, e.g., not all agents have the same sensing range, and due to the agent differences and the complexity of the interindividual interactions, the interaction strength between agents may vary from one pair to another, depending on relative distances of the individuals or other factors. Hence, the influence intensities between two agents might be different and even their information can not be exchanged with each other at all. For example, for a group of agents with spherical sensing neighborhoods but with different radii of the neighborhoods or for a group of agents with conic sensing neighborhoods, the information exchange among agents might be unidirectional. In this paper, the results in [4] - [5] are extended to directed graphs. We consider the stability properties of the group in the case with directed information exchange. We will investigate the motion of the group with fixed information topology and asymmetric coupling matrix. In order to generate stable flocking, we introduce a set of control laws such that each agent regulates its velocity based on the velocities of a fixed set of "neighbors" and regulates its position such that its global potential becomes minimum. This paper is organized as follows: In Section II, we formulate the problem to be investigated. We analyze the system stability with some specific control laws in Section III. Some numerical simulations are presented to further illustrate our results in Section IV. Finally, we briefly summarize our results in Section V.
II. PROBLEM FORMULATION
Consider N agents moving in an n-dimensional Euclidean space, each has point mass dynamics described bẏ
where
T ∈ R n is its velocity vector, m i > 0 is its mass, and (force) control input acting on agent i. x ij = x i −x j denotes the relative position vector between agents i and j.
Our aim is to make the entire group move at a common velocity and maintain constant distances between the agents. We first consider the ideal case, that is, we ignore the velocity damping. In this case, in order to achieve our control objective, we try to reduce the velocity differences between agents, and at the same time, regulate their distances such that their global potentials become minimum. Hence, we choose the control law u i for agent i to be [4] 
where α i is used to regulate the potentials among agents and β i is used to regulate the velocity of agent i to the weighted average of its "neighbors". α i is derived from the social potential fields which is described by artificial social potential function, V i , which is a function of the relative distances between agent i and its flockmates. Collision-free and cohesion in the group can be guaranteed by this term. In fact, α i indicates the tendency of collision avoidance and cohesion of the flocks, whereas β i reflects the alignment or velocity matching with neighbors among agents.
Certainly, in some cases, the velocity damping can not be ignored. For example, objects moving in viscous environment and mobile objects with high speeds, such as supersonic aerial vehicles, are subjected to the influence of velocity damping. Then, in this case, the model in (1) should be in the following forṁ
where k i > 0 is the "velocity damping gain", −k i v i is the velocity damping term, and u i is the control input to agent i. Here we assume that the damping force is in proportion to the magnitude of velocity and the damping gains k i , i = 1, · · · , N are not equal to each other. In order to achieve our control objective, we need to compensate for the velocity damping. Hence, we modify the control scheme to be
III. MAIN RESULTS
In this section, we investigate the stability properties of multiple mobile agents with point mass dynamics described in (1) . We will present explicit control input in (2) for the terms α i and β i . We will employ matrix analysis and algebraic graph theory as basic tools for our discussion. Some concepts and results can be found in [11] - [12] .
Due to the complexity of the agent interactions, we will define two kinds of information topologies to describe the information flows between the agents. Throughout this paper, we assume that each agent is equipped with two onboard sensors: the position sensor which is used to sense the position information of the flockmates and the velocity sensor which is used to sense the velocity information of its neighbors, and assume that all sensors can sense instantaneously. Correspondingly, we define two kinds of graphs to describe the neighboring relations between the agents. We will use an undirected graph G to describe the position sensor information flow and use a weighted directed graph D to describe the velocity sensor information flow. Following [4] , we make the following definitions.
Definition 1: (Position neighboring graph) The position neighboring graph, G = (V, E), is an undirected graph consisting of a set of vertices, V = {n 1 , · · · , n N }, indexed by the agents in the group, and a set of edges, E = {(n i , n j ) ∈ V × V|n j ∼ n i }, containing unordered pairs of vertices that represent the position neighboring relations.
Definition 2: (Velocity neighboring graph) The velocity neighboring graph, D = (V, E, W), is a weighted directed graph consisting of a set of vertices, V = {n 1 , · · · , n N }, indexed by the agents in the group, and a set of arcs, E = {(n i , n j ) ∈ V × V|n j ∼ n i }, containing ordered pairs of vertices that represent the velocity neighboring relations.
N ×N is the weight matrix which consists of the interaction coefficients between the agents.
In D, an arc (n i , n j ) represents an unidirectional velocity information exchange link from n i to n j , which means that agent i can obtain the velocity information of agent j. Let I = {1, · · · , N}. Denote the set N i {j | a ij > 0} ⊆ I\{i} which contains all velocity neighbors of agent i, i.e., agent i can only sense the velocities of the agents which are contained in N i , where a ij is the weight of arc (n i , n j ).
Assumption 1: G is complete and D is weakly connected. In order to make the final potential of each agent be global minimum, and at the same time, ensure collisionfree in the group, we assume that the position neighboring graph is complete. This means that each agent can obtain the position information of all the other agents in the group. In this paper, we consider a group of mobile agents with fixed topology, so D is weakly connected and does not change with time.
Definition 3: [4] (Potential function) Potential V ij is a differentiable, nonnegative, radially unbounded function of the distance x ij between agents i and j, such that V ij ( x ij ) → ∞ as x ij → 0, and V ij attains its unique minimum when agents i and j are located at a desired distance.
One example of such potential functions is
, where a and b are some positive constants. It is easy to see that V ij attains its unique minimum when x ij = b/a. By the definition of V ij , the total potential of agent i can be expressed as
A. Ideal Case
In this case, we take the control law u i to be
where w ij ≥ 0, and w ii = 0, i, j = 1, · · · , N represent the interaction coefficients. w ij > 0 if agent i can obtain the velocity information of agent j, and is 0 otherwise. We denote W = [w ij ] as the interaction coefficient matrix (coupling matrix) associated with the velocity neighboring graph D. Hence, by the connectivity of D, W + W T is symmetric and irreducible. The control law in (5) implies that we adopt the local velocity regulation and the global potential regulation to achieve our control objective. Such a regulation is due to the complexity of the interactions between agents (or particles) in nature.
In the discussion to follow, we will need the concept of weight balance condition defined below: Weight Balance Condition [8] : consider the weight matrix
Let D be a weighted directed graph such that the weight balance condition is satisfied. Then D is strongly connected if and only if it is weakly connected.
Proof: We only need to prove that if D is weakly connected, then it is strongly connected. We will prove it by contradiction. The proof follows a similar line as in the proof of Lemma 2.6.1 in [12] . Assume that D is weakly connected, but not strongly connected, then we denote all strongly connected components of D as * can not contain any cycle since otherwise the number of strongly connected components of D will be equal to or less than m−1. Hence, there is a strongly connected component D i0 such that any arc ending on a vertex in it must start at a vertex in it. Since D is weakly connected, there must be at least one arc starting in D i0 and ending on a vertex not in D i0 . Thus, in D i0 , the sum of in-degree of all vertices is less than the sum of out-degree. This means that there must be a vertex in D such that the weight balance condition can not be satisfied. Thus we obtain the contradiction. This completes the proof.
Throughout this paper, we assume that the coupling matrix satisfies the weight balance condition. Hence, if D is weakly connected, then it must be strongly connected.
1) Stability Analysis: Lemma 1: Let A ∈ R n×n be any diagonal matrix with positive diagonal entries. Then Aspan{1} ⊥ ∩ span{1} = 0, where 1 = (1, · · · , 1)
T ∈ R n , span{1} is the space spanned by vector 1, and span{1}
⊥ is the orthogonal complement space of span{1}.
Proof: Let p ∈ Aspan{1} ⊥ ∩ span{1}. Then p ∈ span{1} and there is some q ∈ span{1} ⊥ such that p = Aq. It follows that q T Aq = q T p = 0. Since A is positive definite by assumption, we have q = 0 and hence p = 0.
Theorem 1: By taking the control law in (5), under Assumption 1, all agent velocities in the group described in (1) become asymptotically the same, collision avoidance can be ensured between all agents, and the group final configuration minimizes all agent global potentials.
Proof: Choose the following positive semi-definite function
It is easy to see that J is the sum of the total artificial potential energy and the total kinetic energy of all agents in the group. Define the level set of J in the space of agent velocities and relative distances Ω = {(v i
∂x j , and therefore
Calculating the time derivative of J along the solution of system (1), we havė
and (L + L T ) ⊗ I n is the Kronecker product of L + L T and I n , with I n the identity matrix of order n.
By the definition of matrix L and the weight balance condition, it is easy to see that L + L T is symmetric, each row sum is equal to 0, the diagonal entries are positive, and all the other entries are nonpositive. By matrix theory [11] , all eigenvalues of L + L T are nonnegative. Hence, matrix L + L T is positive semi-definite. By the connectivity of D, it follows that L + L T is irreducible and the eigenvector associated with the single zero eigenvalue
ThusJ ≤ 0, andJ = 0 implies that all agents have the same velocity vector, that is, the vector
, which is composed of all the corresponding kth components v
It follows thatẋ ij = 0, ∀(i, j) ∈ I × I. We use LaSalle's invariance principle to establish convergence of the system trajectories to the largest positively invariant subset of the set defined by E = {v|J = 0}. In E, the agent velocity dynamics iṡ
and therefore it follows thaṫ
where M = diag(
mN ), and B is the incidence matrix of G.
By matrix theory and the connectivity of G, we have range(MB) = M span{1} ⊥ , and therefore,v k ∈ M span{1} ⊥ , k = 1, · · · , n. On the other hand, in any invariant set of E, by v k ∈ span{1}, we havev k ∈ span{1}. Hence, by Lemma 1, we getv k ∈ (M span{1} ⊥ ) ∩ span{1} ≡ 0, k = 1, · · · , n. Thus, in steady state, all agent velocities no longer change and from (9), the potential V i of each agent is globally minimized. Collision-free can be ensured between the agents since otherwise it will result in V i → ∞. Remark 1: Note that, in the velocity neighboring graph, if the nonzero interaction coefficients all equal 1, then the weight balance condition implies that, for each vertex, the number of arcs starting at it is equal to the number of arcs ending on it. The graphs satisfying such properties have been defined as the balanced graphs [7] .
2) Common Velocity: In this section, we will show that the final common velocity can be obtained by the initial velocities of all agents.
The position vector of the CoM of system (1) is defined as
. By the symmetry of function V ij with respect to x ij and the weight balance condition, we getv * = 0. This means that, by using the control law in (5), the velocity of the CoM is invariant. Therefore, combining Theorem 1 and the analysis above, we have the following theorem.
Theorem 2: By taking the control law in (5), under Assumption 1, the final common velocity is equal to the initial velocity of the CoM, that is, the final velocity v f is v f = (
is the velocity value of agent i at initial time t = 0, i = 1, · · · , N.
Remark 2: Note that, by the calculation above, we can see that the final common velocity of all agents is determined by the masses and the initial velocities of all agents, and does not rely on the neighboring relations and the magnitudes of the interaction coefficients. Even if the velocity neighboring graph is not connected, under the weight balance condition, the velocity of the CoM is still invariant by using control law (5). However, in this case, the final velocities of all agents might be different.
Remark 3: Using the control law in (5), from Theorems 1 and 2, we obtain that if the initial velocity of the CoM is zero, the CoM will not drift. All agents adjust their positions and velocities to minimize the total potential, and the final common velocity of all agents is zero.
Definition 4:
The average velocity of all agents is defined as v = (
Remark 4:
If we modify the control law u i to be
by choosing Lyapunov function J = 1 2
, we can still get the results as in Theorem 1. Since the proof is similar to the proof of Theorem 1, we omit the details. Moreover, by using control law (10), the average velocity of all agents in the group is invariant and therefore the final velocity of the group is the average of the initial velocities of all agents, that is,
is defined as before. Hence, the final common velocity does not rely on the agents' masses, the neighboring relations, or the magnitudes of the interaction coefficients.
3) Convergence Rate Analysis: From (7), it is easy to see that the coupling coefficients can influence the decaying rate of the energy function J, hence, it can also influence the convergence rate of the system. In what follows, we will present some qualitative analysis
We consider the dynamics of the error system. From the discussion above, the velocity of the CoM of system (1) 
Hence, the error dynamics is given bẏ
By the definitions of V ij and e i , we get
. By using the control law in (5), we obtaiṅ
Choose Lyapunov function
which is the energy function of the error system. (V * ) i is the potential of agent i in the error system, and it equals V i by the definition of potential function V ij . Calculating the time derivative of J * , we haveJ
T , and L and I n are defined as before. Using the same analysis method as in Theorem 1, we haveJ * ≤ 0, andJ * = 0 implies that e In other words, if there exist two agents with different velocities, the energy function J * is strictly monotone decreasing with time. Certainly, before the group forms the final tight configuration, there might be the case that all agents have the same velocity, but due to the regulation of the potentials among agents, it instantly changes into the case that not all agents have the same velocity except when the group has achieved the final stable state. Hence, the decaying rate of energy is equivalent to the convergence rate of the system. It is easy to see that when all agents have not achieved the common velocity, for any solution of the error system (11), e v must be in the subspace spanned by eigenvectors of (L+L T )⊗I n corresponding to the nonzero eigenvalues. Thus,J * ≤ − T . Therefore, we have the following conclusion: The convergence rate of the system relies on the second smallest real eigenvalue of matrix L + L T with L defined as in (8).
B. Nonideal case
In this case, if we still take the control law in (5), what will be the motion of the group? In fact, the total force acting on the ith agent is
The following theorem shows the motion and the final configuration of the group. Theorem 3: By taking the control law in (5), under Assumption 1, all agent velocities in the group described in (3) become asymptotically the same, all agents finally stop moving, collision avoidance can be ensured between the agents, and the group final configuration minimizes all agent global potentials.
Proof: Taking the Lyapunov function in (6) . We can show analogously that the set Ω = {(v i , x ij )|J ≤ c, c > 0} is compact. Calculating the time derivative of J,
It is easy to see that H is positive definite. Using the same analysis method as in Theorem 1, we obtain thatJ ≤ 0, andJ = 0 implies that
We denote E * = {v|J = 0}. Hence, in E * ,v i = 0 for all i ∈ I, which means that the agent velocity no longer changes in steady state. All agents will finally stop moving, and the final configuration minimizes all agent global potentials. Furthermore, during the course of motion, collisions can be avoided between the agents.
Remark 5: From Theorem 3, we know that due to damping, all agents eventually stop moving. This is because when all agents eventually move ahead at a common velocity, control input (5) equals zero.
In order to make the group have the same properties as in ideal case, the control laws should contain the velocity damping term. Hence, we modify the control scheme to be (4) , where α i and β i are defined as in (5) . Following Theorems 1 and 2, we can easily obtain the same stable flocking motion and the final common velocity.
IV. SIMULATIONS
In this section, we will present some numerical simulations for the system described by (1) in order to illustrate the theoretic results obtained in the previous sections.
These simulations are performed with ten agents moving on the plane whose initial positions, velocities and the velocity neighboring relations are selected randomly, but they satisfy: 1) all initial positions are chosen within a ball of radius R = 15[m] centered at the origin, 2) all initial velocities are set with arbitrary directions and magnitudes in the range of (0, 10)[m/s], and 3) the velocity neighboring graph is connected. All agents have different masses to each other and they are set randomly in the range of (0, 1)[kg]. Since G is complete, we will not describe it. In the following figures, we only present the velocity neighboring relations.
Figs. 1-6 show the results in one of our simulations, where the control laws are taken in the form of (5) with the explicit potential function
The interaction coefficient matrix W is generated randomly such that 10 j=1 w ij = 10 j=1 w ji , w ii = 0, and the nonzero w ij satisfy 0 < w ij < 1 for all i, j = 1, · · · , 10. We run the simulation for 200 seconds.
It can be seen from Figs. 2 and 3 that, during the course of motion, all agents regulate their positions to minimize their potentials and regulate their velocities to become the same. Fig. 5 depicts the motion of the CoM, where the star represents the initial position of the CoM, and it can be seen from it that the velocity of the CoM is invariant. Fig. 6 is the velocity plot, where the solid arrow indicates the tendency of velocity variation, and it distinctly demonstrates that all agent velocities asymptotically approach the same. For the case that the initial velocity of the CoM is zero, we also perform some simulations. Fig. 7 is one of them and we run its associated simulation for 3000 seconds. In Fig. 7 , the star represents the position of the CoM. In the simulation, the CoM is always stationary, the final configuration no longer changes, and all agents finally stop moving.
Numerical simulation also indicates that stable flocking motion can be achieved by using the control law in (5). 
V. CONCLUSIONS
We have investigated the collective behavior of multiple dynamic agents moving in the space with point mass dynamics, and presented a set of control laws which enable the group to generate stable flocking motion. The group dynamic properties are characterized in two different cases. When the velocity damping is negligible, using a coordination control scheme, we can make the group generate stable flocking motion. The control laws are a combination of attractive/repulsive and alignment forces, and they ensure that all agent velocities become asymptotically the same, collisions can be avoided between the agents, and the final tight formation minimizes all agent global potentials. Moreover, we analyzed the magnitude and direction of the final velocity, and showed that the final common velocity is equal to the initial velocity of the CoM of the system under the proposed control laws. When the velocity damping is taken into account, we can properly modify the control scheme in order to generate the same stable flocking motion. Numerical simulation agrees very well with the theoretical analysis.
