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离散 H oP fie ld 神经网络是一个比较典型的联想记忆神经 网络模型 [lj
.
它是将联想记忆看














































































H o p fi el d 网络中到底有多少系统吸引子可以用于存储记忆信息(即联想记忆的存储容量





































o p fi e ld 神经 网络
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f (x) 一 武 x ) 表示该网络为单
极神经元网络
,
f (x ) 一
s g n( x) 表示该网络为双极神经元网络
.
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由式 (2 ) (3 ) 可见























o p fi el d 网络的临界存储
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, q 分别是样本的重量 (即样本分量中
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且样本的重量 m 应为神经元数 N 的一半
,
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一 d 二 /2
,




的任一位 (设第 k 位 ) 发生错误的信息夕
犷
为网络系统式 (I) 的起
始输入信号 S (O )
,
即 由式 (2 )(3 ) 可得
:
* ‘一 习艺 (25 : 一 l) (2 5犷一 1 )S了
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的第 k 位发生错误 义
’








一 1 ) (w 一
1 ) ;若所有其它存储样本的第 ‘位为 义 一 时
,
式 (6 ) 的第二项为 h
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的第 k 位发生错误为 义
’
一 。~ S梦一 1 时
,









(w 一 l ) 一 (P 一 l) ( !w 一 d
。
」+ 1 ) 全 O
一 (w 一 1 ) + (P 一 l) ( !w 一 d
o



















a m ar d 码字[6] 做为网络的存储样本夕
,
有 w 一 d
H 一 N /2
,
则该网络能纠一位错




























厂 二二 1 十 下- - - - - - 了- 下- 1
~ , 几
}乞习 一 “川 十 乙
(1 1 )
如果类似地选取 H ad
am ar d 码字做为该网络的存储样本 夕
,
则该网络保证能纠任意一位错的









极限 (N ~ co ) 下存储随机样本的最大容量 P (约 0
.















































f (x ) 一
。g n (x ) 的双极神经元网络
,
可得 式 (4 ) 稳定 系数 为
:
R : 掣N 士 冬(
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一 1’ 的概率 (即样本的重量 w ) 无关
.
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