Abstract. We describe a problem of André-Oort type, à la Edixhoven-Richard, in dimension two, one of these dimensions being arithmetic, the dimension of the base . We corner the supersingular case, in varying characteristic, as the non-trivial sub-case. We solve our problem, approaching the issue via some equidistribution properties, in the spirit of Michel, but uniformly in the characteristic. We shift the problem into bounds on Fourier coefficients of some theta series of ternary quadratic forms, and related modular forms. We then rely on two arguments. On the one hand on the work of Iwaniec, Duke and Schulze-Pillot on sub-convexity bounds together with a Petersson norm estimate of Duke for ternary theta series. On the other hand on an ad hoc argument, combining Hermite systole bound with Dirichlet bounds on binary theta series.
In dimension one, the André-Oort conjecture is trivial. The easiest non trivial case occurs in dimension two, the product of two modular curves. André's theorem [1] answers it unconditionally. Edixhoven's [12] answered too, by another method relying on the generalised Riemann hypothesis (GRH) for quadratic fields.
In prime characteristic, the naive analogue is trivially false. Every point algebraic over the prime field is a special point, whereas, in dimension at least two, a generic sub-variety is non special.
Still, a natural analogue was recently found in [14] for prime characteristic. Rather than considering individual special points, the authors consider reductions of CM points as finite subsets. We call them here "special 0-cycles". They established their analogue for the case of a product of two modular curves by Edixhoven's method, hence relying on GRH.
Here we extend their setting into the "arithmetical" setting. The characteristic of the special 0-cycles may vary. Another two dimensional case arises, that of the modular curve 1 of relative dimension one, over the base of dimension one. This simplest case turned out to be challenging.
Summary. We tackle here this two dimensional arithmetic problem, which we quickly make precise in section 1. The section 2 carries out the global structure of the proof, covering the easy cases, and cornering a last difficult case; it proceeds with reformulating the problem at hand into an equidistribution property. The next section 3 transforms this problem into proving uniform upper bounds for some arithmetic multiplicities. In section 4 quadratic forms make their appearance, and we complete the proof relying on appropriate estimates on representation numbers of some ternary quadratic forms. One of these estimates is due to Duke, relying on work of Iwaniec, Duke and Schulze-Pillot, now coined as sub-convexity; the other estimate, more elementary, is established in the last section 5.
An appendix recalls some invariants of Gross lattices attached to some Brandt algebras, and extends a result of Duke and Schulze-Pillot for the case at study.
Statement of the problem and Main result
The following notations are standard. We denote an algebraic and algebraically closed extension of . For each prime we denote a prime field of characteristic and an algebraic and algebraically closed extension thereof, and 2 the quadratic extension of in . The underlying subsets of the , for varying primes, are chosen disjoint. 1 We also denote the ring of algebraic integers of . Here is our main definition. We refer to [14] for a similar setting. Definition 1.1. For a negative discriminant number Δ, we denote (Δ) the subset of of singular invariants of discriminant Δ. A special 0-cycle is a set = red ( (Δ)) obtained by reduction of some (Δ) at some prime via any reduction map red ∶ → . It may depend on Δ and but does not depend on the reduction map.
Such (Δ) is known to be a -orbit (see [38, §C.11, Th. 11.2 (Weber, Fueter)]), and hence correspond to a point Δ in 1 ⊆ 1 . We call its closure { Δ }, in 1 , the singular section 2 (of discriminant Δ).
We are interested in the Zariski closure in 1 of families of special 0-cycles. Obvious subsets arise this way, such as:
(1) special 0-cycles, (2) singular sections, (3) fibres 1 over a prime , (4) the ambient space 1 itself, (5) or finite union thereof.
The content of these problems lies in the inverse statement, which is our main result. Theorem 1.2. Let Σ be a set of special 0-cycles as defined above, and denote ⋃ Σ the Zariski
Then ⋃ Σ falls into the last case 5 above.
Easy cases and Tricky case
The global structure of the proof is an argumentation by cases, all but one being easy. Note that by the nature of the main statement, we can always partition Σ into finitely many subsets and treat each of these subsets separately. For instance, the case of a finite family being tautological, removing finitely many special 0-cycles from Σ is permissible.
2.1.
Coming definitions will help us distinguish meaningful sub-cases. Definition 2.1. The characteristic of a special 0-cycle is the 3 prime number such that ⊆ . The degree of a special 0-cycle is its cardinal. A special 0-cycle is either made of only ordinary invariants, or only supersingular invariants. We call it ordinary or supersingular accordingly.
Observe that the degree of a special 0-cycle red ( (Δ)) is bounded by ℎ(Δ) = | (Δ))|, hence finite (cf. 2.2.4.1, (2.1)) 2.2. We do some reductions by covering the easy cases. 2.2.1. Bounded characteristic. The case of bounded characteristic is easy. This is a problem of Krull dimension one, and it is trivial. (By decomposing Σ further we may even assume the characteristic is fixed). See [14] for an encompassing result, though conditional.
2.2.2. Divergent subsequence. The case where Σ contains an infinite subsequence with divergent characteristic and divergent degree is easy. Let us prove that the closure ⋃ Σ is then the ambient
Proof. Let be the union of the irreducible components of ⋃ Σ which are of prime characteristic: contained in some fibre 1 . As the characteristic is divergent along our subsequence, only finitely many special 0-cycles from this sequence are contained in . We cast away these special 0-cycles, as we may. It follows the Zariski closure ⋃ Σ is "of characteristic 0", that is 4 "flat over ".
Hence ⋃ Σ is a finite section 5 (of relative dimension 0) of some generic degree , or the ambient space. The latter case agrees with the claim. It is enough to see the former case cannot happen. Indeed the fibres of ⋃ Σ over a prime have at most points, hence can only support cycles special 0-cycles of bounded degree. This contradicts an assumption: the divergence of the degree along our subsequence.
2.2.3. Reduction step. We may assume that Σ does not contain an infinite subsequence with divergent characteristic and divergent degree. It follows that Σ can be partitioned into two families, one of bounded characteristic, one of bounded degree. We may argue with each subfamily separately. We already treated the first case. We may henceforth assume elements in Σ have bounded degree ; and moreover assume that the characteristic is divergent: there are only finitely many special 0-cycles of bounded degree in each characteristic.
We reduced the problem to the case of a sequence of special 0-cycles of bounded degree, and divergent characteristic.
As in the proof above, we may furthermore assume that ⋃ Σ is of characteristic 0: a finite section or the ambient space. 2.2.4. Ordinary case. We partition Σ into ordinary and supersingular special 0-cycles and treat each case independently.
The case of ordinary cycles is not hard. We use that they are unramified in the following sense. Definition 2.2. A special 0-cycle is said to be unramified if it is the fibre of { Δ } over a prime for a singular invariant Δ which is unramified at ; equivalently: We also use the following fact. 3 Special 0-cycles are non empty. The fields were assumed disjoints. 4 The generic points of its irreducible components are sent to the generic point of Spec( ). 5 The closure of finitely many points of 1 , the sum of degrees of which is . [23, §22.4] . By a more precise result [37] of Siegel, the degree follows the asymptotic
Unramified special 0-cycles of bounded degree at most, say, , have each an unramified lift of degree at most , and an unramified lift will have bounded discriminant at most Δ( ) ≈ 2+ (1) . We will write our proof in terms of a slightly weaker property. Definition 2.3. A family of special 0-cycles is said to have property, say, P if any subsequence of divergent characteristic and bounded degree arise as reduction from special sections of bounded discriminant.
In a formula, for such sequence ( ) ≥0
. We now prove the theorem for a family Σ with property P.
Proof. We already reduced the theorem to the case of a subsequence of bounded degree and divergent characteristic.
We may apply property P to our sequence. Our special 0-cycles arise as reduction from special sections of bounded discriminant. We are left with finitely many discriminants, and everything occurs in a finite union of singular sections. This is again a problem of Krull dimension one, and is again trivial. (We can decompose further and assume the discriminant is fixed, in which case we are in a single, irreducible, singular section).
Trickiest case.
We have cornered a last case, the case of supersingular special 0-cycles of bounded degree and unbounded characteristic. We are done with the proof above provided we can prove the following. The rest of this note is devoted to answer this case. Theorem 2.4. The set of supersingular special 0-cycles satisfies property P. Namely, for every upper bound < ∞, there exist ( ) < ∞ and Δ( ) < ∞ such that the following holds.
For every special 0-cycle of degree at most , its characteristic is at most ( ), or otherwise there is a discriminant Δ at most Δ( ), such that is the reduction of (Δ) in characteristic .
We do not know an easy proof. This article cites elaborate results to prove this last statement. 2.3.1. Let us warn that the tempting closely related statement
does not hold, even for ordinary reduction. It is because of the invariance phenomenon
A counter example would be Δ = −3 2 with red ( (Δ)) = red ( (−3)) = {0 (mod )}. 2.3.2. We setup some definitions to discuss more precisely the case we cornered. We begin with standard definitions, some of which we already used. Definition 2.5. A discriminant number is an integer of the form Δ = 2 − 4 , that is with quadratic residue modulo 4. Its conductor is the biggest integer
is a discriminant. A discriminant of the form Δ f. , that is of conductor 1, is called fundamental.
In terms of quadratic orders, Δ is a discriminant if and only if
is an algebraic integer, that is  Δ = [ Δ ] is an imaginary quadratic order. We characterize (Δ) by  Δ = + (Δ)⋅ (
Here is the custom definition we aimed at.
Definition 2.6. Let be a prime.
We say that Δ is -fundamental if its conductor is prime to . We denote Δ -f. = Δ f. ⋅ 2 where is the prime-to-part of (Δ), the most negativefundamental discriminant number dividing Δ. Proposition 2.7. A special 0-cycle is the reduction of (Δ) for some -fundamental Δ.
Proof. Iterating equality (2.3) to reduce the discriminant, we end up by Fermat descent with
2.3.3. Limit formula. We will prove the following. This is a strengthening of theorem 2.4, as we prove that we can take as Δ any -fundamental discriminant. This shows that phenomenon (2.3) is the ultimate obstacle to the validity of (2.2).
Theorem 2.8. For every upper bound < ∞, there exist ( ) < ∞ and Δ( ) < ∞ such that the following holds. For every prime > ( ) and -fundamental discriminant Δ > Δ( ), the reduction of (Δ) in characteristic has more than elements.
Equivalently
The divergence of Δ is obviously necessary. The divergence of on top of that of Δ is necessary for supersingular special 0-cycles: for a fixed prime
where ( ) denotes the supersingular locus. This follows for instance from effective sparse equidistribution result [26, Th. 3] .
Upper bounds Strategy
For each prime we embody the choice of a place of over by its reduction map red ∶ → .
Setting. We denote
the set of supersingular invariants of characteristic , and the set of singular invariants of discriminant Δ. We are interested in lower bounds for the cardinal
where we can assume that Δ is -fundamental.
3.2.
We denote [ (Δ)] the standard cycle on the finite set (Δ), seen, depending on taste, as the counting measure, or the unity density function. We consider its direct image
on . It is supported on the image red ( (Δ)) and its density reflects the cardinal of the fibres of the restricted reduction map (Δ) → .
3.3.
We wanted to take into account these multiplicities to convoke the obvious bound
where ℎ(Δ) = | (Δ)| denotes the class number. Roughly speaking, our strategy to ensure that (Δ) visits many places of is to check that it does not stay too long in each place. Our problem has shifted into getting upper bounds for these multiplicities red ⋆ [ (Δ)](̄ ).
3.4. Namely: By virtue of (3.1), one reduces (2.4) to the following. Proposition 3.1. With above notations, the following equivalent statements are true
3.5. Note that in the ordinary case, the -fundamental discriminants are precisely those giving rise to unramified special 0-cycles. We have then
We will restrict our attention henceforth to supersingular special 0-cycles.
Quadratic forms Approach
For every supersingular invariant̄ there is a "Gross lattice" ̄ , which is an euclidean lattice well defined up to isomorphism 7 . It is of rank 3, with co-volume covol( ̄ ) = 4 √ 2 (Hessian determinant ( ) = 2 (4 ) 2 ) and level 4 . It has furthermore the property that for every primitive representation of a positive integer −Δ one can attach an element̃ in (Δ -f. ) with red (̃ ) =̄ (Deuring's lift), and that everỹ arises this way (Deuring's reduction of endomorphisms). In particular one has the bound
where
is the number of primitive representations, resp. of representations, of the integer |Δ| by the euclidean lattice ̄ .
We refer to [16] for a detailed treatment of this. This owes notably to the work of Brandt, Deuring, Eichler, and Gross. Similar is [15, Lem. 3.2] , which considers solely fundamental discriminants.
It is enough for our purpose to establish a uniform bound
It will be done in two ranges, according to whether Δ or is large compared to the other.
Dirichlet-Hermite bound.
A first result is not a deep one. We defer its proof until the next section. We establish in proposition 5.1 that there is some constant 1 < +∞ and exponent > 0 such that, for → any positive definite integral ternary quadratic form of co-volume ,
in which the (1) notation abbreviates explicit arithmetic functions and do not depend on . Applied to = ̄ , together with Siegel estimate, this gives us
. 7 Let be an elliptic curve over with modular invariant ( ) =̄ . Then = End( ) is an order in a quaternion algebra, and we denote 0 the sub-lattice of pure quaternions in . We have a reduced norm form, and ̄ is obtained by its restriction to ∩ 0 where is the order = + 2 .
Here the exponent (1) of Δ still does not depend on but is ineffective: it relies on Siegel's theorem. The asymptotic of the first term is in accordance with (4.1). As for the second term it agrees with (4.1), for any > 0, provided
which includes the range (4.2) log( ) ≥ log |Δ|.
A Conditional bound.
Let us mention the work [20, 19] , which produces an effective equidistribution bound, for those willing to rely on GRH L-series of Dirichlet and of modular forms of weight 2. Unfortunately, it is only provided for fundamental discriminants.
By [20, Th. 1.9] , there is a constant ( ) such that for all prime and all Δ ≥ ( ) 14+ a fundamental and -supersingular discriminant,
This establishes (2.4) in the range
This suffices to, conditionally, establish our results, for fundamental discriminants.
The approach of the above-mentioned work is similar to the arguments below.
Subconvexity bound.
As for the second result, it will involves both upper and lower bounds on representations numbers (|Δ|, ̄ ), though we ultimately only want upper bounds on primitive representation numbers ′ (|Δ|, ̄ ). We first remark the relation (we recall that Δ ≠ 0)
which is prone to Möbius inversion
in which the sum has at most
terms ([2, §13.10 p 296] for a more thorough bound of 0 , [31, p.6, footnote] for a quick argument.) 4.3.1. We first use a result of [10] : with = 11∕2 and = 1∕28, and for square-free Δ
Here (|Δ|, ( ̄ )) is the sum of all the representations of |Δ| by the representatives of the genus of ̄ , weighted by the inverse of the number | ( )| of automorphs, which only depends on . The coefficient , is the total maß (measure, weight) of the genus (which seems to be = ( − 1)∕48, or ( − 1)∕24 for the weights 1∕| ( )|).
4.3.1.1. This is again valid for any integral ternary quadratic form instead of ̄ . The bound is uniform with respect to the euclidean lattice ̄ , hence uniform in in our setting.
4.3.1.2. square-free integers cover odd fundamental discriminants. This is extended to all discriminant numbers with (A.13). 
where ′ (|Δ|, ( ̄ )) is the weighted sum of primitive representations. We will see in §4.5
The first term of (4.6) which agrees with (4.1). The second terms agrees with (4.1) in the range
which contains the domain
By choosing and
′ so that ∕ < ( ∕ − ′ )∕2, which is blatantly possible, we cover all cases with our both ranges (4.2) and (4.8). This ends our proofs.
4.5.
As remarked 8 in [15] , we can equate the series ( (
High characteristic Bound
5.1. The Bound. Let be a positive definite, ternary, integral, quadratic form: that is we can write
, with integer coefficients ( , ) 1≤ ≤ ≤3 , and the Hessian matrix = ( ) 1≤ , ≤3 , which is symmetric with integral entries and even diagonal, is positive definite. The Hessian determinant of is denoted ( ) = det( ). The co-volume covol( ) of is √ ( )∕8. We wish to bound the number ( , ) of representations of an integer by , that is of integer solutions to = . To this effect we introduce the following variant
8 We believe that only the equality of the ratios 1 ( ( ̄ ); ) = 12 − 1 ( ) does holds, not that of the numerators and denominators as implied in the reference [15, (3. 3)]. The important part for us, their argumentation using the canonicity of the Eisenstein/cuspidal decomposition, remains unharmed. We believe proportionality factor 4 is needed: compare (2 − 1)∕12 with the number 48 of automorphs of the corresponding Gross lattice. A factor 2 at least if one restrict to the 24 automorphs in ( ). The genus theta series is a sum over the type number of a quaternion algebra, and Gross series is a sum over the class number, roughly twice as many elements. It seems that supersingular elliptic curve with modular invariant over the prime field have twice as many automorphs in the corresponding group ( ) than automorphisms coming from unit of the quaternion order. A likely candidate for the extra automorph is conjugation by the Frobenius endomorphism. Proposition 5.1. There is an exponent = 1∕6 > 0, and a constant = 6, such that for every positive definite integral ternary quadratic form of Hessian determinant ,
.
An important point for us is the negative polynomial dependency on the determinant.
The Slices method.
For a sub-lattice Π of rank 2, let = ↾ Π be the restriction of to this sub-lattice. This is a positive definite binary integral quadratic form. Let covol( ) its co-volume, let = 4 ⋅ covol( ) 2 be its Hessian determinant, and Δ( ) = − its discriminant. We assume that Π is primitive and denote = (mod Π) the quotient euclidean lattice 3 ∕Π. We have then
Each element of correspond to a coset of Π in 3 , a "slice". The restriction of on the real affine (hyper)surface through , written in any affine basis of , is a quadratic polynomial of the kind studied in next section: it is positive, and integer valued on . We partition the integers solutions of = according to the slices and get
We bound the number of slices with non zero ( , ). Every slice containing a solution of = will be, as an element of , of norm at most . The number of elements of norm at most in the rank one euclidean lattice is 1 + 2 ⌊ √ covol( ) ⌋ elements. The first term 1 corresponds to the origin coset = Π of norm 0.
Let us bound the terms. We note that the quadratic part of is determined by , and hence its discriminant is Δ( ) = −4 ⋅ covol( ) 2 . For the coset = Π we use the original Dirichlet bound (5.2)
According to the proposition 5.2, the other terms are uniformly bounded by
Assembling these bounds yields
As the dependency on Δ( ) is inexpensive, we achieve most improvement by maximising covol( ), or equivalently minimising covol( ). Hermite-Rankin's constant , of order and dimension is such that for any Euclidean lattice of rank of co-volume 1 there is a sub-lattice of rank and co-volume at most , . Scaling by > 0, if has co-volume , then has co-volume at most , . Here, for = 3 and = 2 we take = ( 3 , ), then 3 = |det( )|, and has co-volume at most
By some duality, the constant We take Π = . We detail
⌋. Substituting in (5.1) we end up with
5.3. Quadratic polynomials -A Dirichlet bound. Before it was generalised by Siegel, Dirichlet gave an exact formula for the total number ( ) of representations of an integer by the genus of a positive definite integral binary quadratic form ([18, §11.2 (11.9)]. From his formula follows (5.2) ( ) ≤ ⋅ 0 ( ) in which ∈ {2; 4; 6} is the number of automorphs, and > 0.
A fortiori, the number of representations by an individual form in the genus is bounded similarly. We are interested in similar bounds for a more general form, that of a binary quadratic polynomial ( , ) = 2 + + 2 + + + , which we assume to take positive values at real coordinates. Its quadratic part
is then definite positive. Our assumption involving the coefficients is that takes integer values at integer coordinates; we will see a posteriori that the coefficients of will need to be half integers, and a couple of them integers. Our goal is the following. (1) ,
is the number of automorphs of .
NB: the representation numbers ( , ) are coefficients of a theta series [36] [18, §10.3], which satisfies transformations of a modular form of weight 1, for which one has Ramanujan-Petersson bounds [6, Corollaire 4.2] . This yields the correct asymptotic as diverges. But, for our purpose, we want, for modular forms arising as such theta series, uniformity results in terms of . 5.3.1. We first prove our claim on the coefficients of . . Moreover , ∈ .
Proof. Evaluating at the origin we find = (0, 0) ∈ . The affine form = ( + 1, ) − ( , ) = 2 + + + takes integer values. on 2 Evaluating at the origin we find + = (0, 0) ∈ . Taking differences again, and evaluating at the origin, yields (0, 0) = 2 ∈ , (0, 0) = ∈ . We deduce 2 ∈ − 2 = .
Similarly, arguing with ,
Example. The triangular numbers
are known to be integers for integers values of . Nevertheless the coefficients aren't integers but half-integers. As for
its coefficient is integral. 5.3.2. We now turn to the proof of our proposition. This is a reduction to Dirichlet bounds for the quadratic part of , by translating the origin at the rational point where is minimal, and rescaling to get rid of denominators. As Dirichlet bounds are already very economical, we did not seek to optimise the proof (notably the dependency upon Δ.)
Proof. Let ( , ) = 2 + + 2 be the quadratic part of ( , ). It is associated to the symmetric bilinear form is
As is assumed to be positive definite, ( − 2 ∕4) is non zero. We write
so that we have
We complete the square
The minimum of on
We are interested in the number of solutions ( , ), in 2 , of
This ( , ) is the number of solutions, in 2 + ( , ), of = − + ( , ) = − .
As we have
, we may bound
Scaling, the later becomes the set of solutions in 2 to
We conclude with Dirichlet bound (5.2)
Appendix A.
We return to the Gross lattice = ̄ (see A.1.1, [16, (12.7)]), which is positive definite, and consider its theta series, written as a series indexed by negative discriminant numbers Δ,
This is the Fourier series of a (holomorphic) modular form in the space (Γ 1 ( )) of integer and a half weight = 3∕2, and of level = 4 . The theory of half integer weight modular forms owes to [35] (See [21] or [4] for a treatment.) We refer to these for definitions, and the finer notion of modular form with character .
See the case = = 3 of [4, Corollary 14.3.24] for the invariants , , of in terms of the invariants ( ), ( ) of . We compute the latter in §A.1 below.
We remark that ∕4 = is square free: we can apply the theory of [22] , and the remark of [27, Prop. 3.1.5] about absence of unary theta series (see also [33, p. 312] in terms of unicity of spinor genus.)
A.1. Invariants of Gross' lattice. Let us recall Gross' construction of = ̄ associated with̄ .
A.1.1. We let be a Brandt algebra (a quaternion algebra over ) whose reduced discriminant [39, Déf. p 58-59] is the ideal = ( ) ⊆ . Then, [8] , the endomorphism ring of an elliptic curve over with ( ) =̄ is isomorphic to a maximal order of . We denote the canonical anti-involution ↦ , the reduced norm ( ) = ⋅ ∈ (the normalisation ( ) = − ⋅ is also found) and the reduced trace ( ) = + ∈ . Then is the sub-lattice, of rank 3, described by the pure quaternions (a.k.a. traceless elements) in the order + 2 , endowed with the restriction ↾ ∶ → of the reduced norm form (i.e. the reduced norm as a quadratic form). A.1.2. Our aim is to recall how to compute two invariants of , for which references were not found: its Hessian determinant ( ) and its level We rely on [4] for some interpretation of these invariants and [39] for computations of related invariants. Of note, a forthcoming good reference is [40] . A.1.3. Archimedean prime. As is definite, the norm form on is positive definite and its Hessian determinant ( ) is positive. The level is positive by convention.
A.1.4. Reduced discriminant of . As = ( ) − ∈ + , any order = is invariant under the anti-involution. In particular it has the same dual ♯ = { ∈ | ( ) = ( ) ⊆ } with respect to the two bilinear forms
The reduced discriminant ( ) of , defined in [39, Déf. p. 24] , is the ideal of such that, as fractional ideals, 
(Concerning the sign we actually have − ( 1 ) = ( 2 ) > 0.)
With definition [4, 14.3.15] , the level of satisfies
As for the Hessian determinant we have, by [4, Lem. 14.
We will compare the two formulas (A.5) and (A.6) with (A.7) and (A.8) at odd places. Also, the centre has dual
,, Hessian matrix (2) of determinant ( ) = 2, and level ( ) such that ( ( )) −1 = ( ( ♯ )) = (1∕4). A.1.5. Odd Places. Let = ⊗ and = ⊗ . Assume 2 is invertible in . We have + 2 = and a decomposition ↦ (( + )∕2, ( − )∕2) ∶ ≃ ⊕ which is orthogonal with respect to the bilinear forms (A.4). On the center these bilinear forms are equal, whereas the two are opposite when restricted to pure quaternions.
It follows duals can be computed component-wise:
As fractional ideals of , we have ( ( )) = 4 = (1) and
Hence ( ) = = 4 . The Hessian determinant of an orthogonal sum is the product of the Hessian determinants.
. As ideals of , we have
It follows
A.1.6. Even, finite, place. We end up with a direct computation at the prime = 2. We recall that the local models of are the matrix algebras End( 2 ) at primes ≠ , and given by [39, II §1 Th. 1.3] at . In particular, at = = 2, it is the local model of the order of Hurwitz quaternions. As both ( ) and ( ) can be computed locally, it will suffice to consider these two examples.
We compute directly with these two examples: the Hurwitz quaternions with = (2) and the matrix algebra End( 2 ) with = . Recall the reduced norm forms
The Hessian discriminant and the level can be computed on the Hessian matrix of these forms in any explicit basis. A basis of is 2 , 2 , + + and A.2. General discriminant numbers. Here we obtain bounds the like of (4.5), but including fundamental discriminants which are even, and then discriminants which are not fundamentals. The references we use for the odd fundamental discriminants (square-free discriminants) might work for all fundamental discriminants instead of merely square-free numbers, but the part of the proofs which should imply this are not detailed enough to ascertain the uniformity we need, and some limitations on the conductor are anyway present.
A.2.1. We consider the operator 4 acting on (Γ 1 ( )), which is given on -expansion by
, and on half-period ratio coordinate by
This is also the square 2 2 of the "U operator" often denoted 2 . A construction of 4 , in the halfintegral weight context, and that it preserves weight, level (and character), is explained in [21, This bound is uniform in , in particular in . In our case, we might improve the polynomial exponent with the sharper bound ( ) ≈ We can apply to Duke's results [9] , in the form given by [11, Lemma 2] , in the case of square free = = ′ : with 0 = 1 and = {}, in their notations. For square-free we do not need the hypothesis on the Shimura lift, as is seen in their proof; yet this hypothesis actually holds in our case: in (4 ) the subspace spanned by unary theta series [29, §2] , is zero, [27, Prop. 3.1.5 (Kohnen) ].
The invoked results give the domination, for some constant 3 ( ) depending only on > 0 (and not on our quadratic module , or the choice of ), for all square-free , Proof. The first assertion contains two informations: the invariance | , which follows from the property of group actions; its measurability (resp. holomorphy), which was assumed in the setting.
The In order to prove (A.22) we may assume ‖ ‖ (Γ ′ ) < +∞. Let be a fundamental domain for Π.
We then have, in 2 ( , ), the triangle inequality
