Abstract: Railway infrastructure maintenance is of fundamental importance in order to ensure a good service in terms of punctuality, safety and efficiently operation of trains on railway track and also for passenger comfort. Track maintenance covers a large amount of different activities such as inspections, repairs, and renewals. In this paper, we address the NP-hard problem of scheduling the preventive railway maintenance activities in order to minimise the overall cost of these activities. Given the complexity of the problem, we propose two meta-heuristics, a variable neighbourhood search (VNS), and an ant colony optimisation (ACO) based on opportunities to deal with this problem. Then, we develop a hybrid approach combining ACO with VNS. The performance of our proposed algorithms is tested by numerical experiments on a large number of randomly generated instances. Comparisons with optimal solutions are presented. The results show the effectiveness of our proposed methods.
Introduction
Railway infrastructure maintenance is very important to obtain an efficient transportation system. The actual maintenance work consumes very large budgets, since it is complicated to organise and has numerous challenging planning problems. There exist several maintenance categories including corrective maintenance, preventive maintenance and predictive maintenance. The corrective maintenance is a reactive action of repairing the assets after the failure. The preventive maintenance aims to prevent sudden failures and/or reduce their consequences. An efficient preventive maintenance plan ensures a good daily service in terms of punctuality and safety (Baldi et al., 2016) . The predictive maintenance focuses on early detection and forecasting of failures through condition monitoring techniques (Camci, 2015) .
In this study, we are interested in the preventive maintenance of the railway infrastructure. In fact, the track maintenance covers a large amount of different activities such as inspections, repairs, replacement of failed components or modules and renewals.
The focus of this paper is on solving the problem of scheduling different preventive maintenance activities by grouping them on a single track in order to reduce the maintenance costs and the disturbance of the railway traffic.
Several studies have addressed railway maintenance planning. A recent state of art in the area of railway maintenance is proposed in Lidén (2014 Lidén ( , 2015 . Cheung et al. (1999) studied the railway track possession assignment problem (RTPAP) using constraint satisfaction techniques. The problem is modelled as a resource allocation problem in which railway tracks are to be assigned to maintenance tasks according to a set of specified constraints. The aim of the RTPAP is to produce a plan that maximises the assignment of jobs on the basis of priorities. Budai et al. (2006) considered a preventive maintenance scheduling problem (PMSP) in which small routine activities and larger projects were scheduled within a given time horizon by minimising possession costs. They determine how to cluster track maintenance activities on a single track segment in order to reduce the disturbance of railway traffic. The authors proved that PMSP is NP-hard problem and they proposed two mixed integer linear programming models. In the two models, the objective function consists in minimising the sum of the possession costs, the maintenance costs, and the penalty costs of the early execution of maintenance activities. In addition, they develop two heuristic techniques for each model. Budai-Balke (2009) tackled the same problem using genetic and memetic algorithms. Although the PMSP considers one rail link only, it can be extended to a network using the concept of the single track grids (STGs) presented in Van Zante-de Fokkert et al. (2007) . Albrecht et al. (2013) consider scheduling both trains and track possessions in the same model. The authors propose the problem space search (PSS) meta-heuristic in order to create 'good' timetables in which both train movements and scheduled track maintenance are simultaneously considered. Khalouli et al. (2016) proposed an ant colony optimisation (ACO) method based on opportunities to solve the PMSP. Recently, a mixed integer programming formulation and a variable neighbourhood search (VNS) algorithm have been presented in Macedo et al. (2017) to solve the scheduling preventive railway maintenance activities with resource constraints.
In this paper, we first study two new meta-heuristic algorithms based on the VNS and an ACO to solve the PMSP. We also propose a hybrid approach combining ACO with VNS. The remainder of this paper is organised as follows. Section 2 is dedicated to the description of the PMSP and the mathematical formulation of the considered problem. In Section 3, we describe the proposed VNS, ACO and the hybrid of these latter methods to solve the PMSP. Computational results are provided in Section 4. In Section 5, final concluding remarks are given.
Problem formulation
The preventive maintenance activities are divided into short routine maintenance activities and projects. The routine maintenance activities have small durations and are periodic in nature (such as inspections, cleaning operations and small repairs). They are done frequently from once per month to once in a year. The projects include large amount of works and also the renewal works (for examples, the rail grinding, the ballast injection ...). They are carried out once or twice every few years. In order to reduce costs and to limit the possession of tracks for maintenance, the different activities should be clustered as much as possible in the same period. Thus, our aim is to propose a scheduling for preventive maintenance activities in a finite horizon that minimises the track possession costs and the maintenance costs.
In this section, we recall the mathematical model proposed in Budai et al. (2006) to illustrate the PMSP. The model parameters are as follows:
T the planning horizon P set of projects R set of routine maintenance works are the earliest and latest starting date of i respectively δ i,j = 1 if the work i ∈ A is combinable with the work j ∈ A, zero otherwise
cycle length of the routine work i ∈ R g i number of periods elapsed since routine work i ∈ R was in the past (before the planning horizon starts) for the last time carried out (age) The following binary decision variables are defined:
u t equals to one if the track is used for preventive maintenance work at time t ∈ T, zero otherwise i t x equals to one if activity i ∈ A is assigned to period t ∈ T, zero otherwise i t y equals to one if the execution of project i ∈ P starts at time t ∈ T, zero otherwise i t z equals to one if activity i ∈ R is carried out for the last time in the planning horizon at time t ∈ L i , zero otherwise.
The PMSP can now be formulated as follows:
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The objective function (1) is composed of the sum of the possession costs, the sum of the maintenance costs and the sum of the penalty costs. These latter are paid if the last execution of the routine works is carried out too early in the planning horizon compared to the end of horizon. Constraints (2) ensure that each work is carried out at least once in the possible truncated first planning cycle. Constraints (3) guarantee that the works until the end of planning horizon are scheduled at most l i time periods from each other. The length of the last interval is defined by the constraints (4) and (5). So, if in the last planning cycle there are two or more executions of the same work i ∈ R then i t z is set to one for only one time period t that results in the shortest remaining interval until the end of planning horizon. Constraints (6) ensure that on the same link and at the same time only combinable activities can be carried out. Each project is executed only once is ensured by constraints (7). Furthermore, the constraints (8) specifies that each project is assigned to the right number of time periods and the starting time for performing the projects is in the interval [ , ] . Constraints (9) ensure that time period t ∈ T will be occupied for preventive maintenance work if and only if for that time period on this segment at least one work is planned. Finally, the decision variables are binary as in constraints (10). The PMSP was shown to be NP-hard in Budai et al. (2006) . To illustrate the problem, let us consider a PMSP where a set of five routine works and two projects. We further assume that the two projects are not combinable. The planning horizon for the example is one year (|T| = 52). The aim is to find a feasible schedule for all the maintenance activities that minimises the objective function. The routine works and projects parameters are respectively described in Tables 2 and 3 . l i is the planning cycle of the routine activity i ∈ {1, …, 5}. Thus, the interval between two executions of a same routine activity i is at most equal to l i . Likewise, the first execution of each routine can be carried out at time period and its execution time is d i . The optimal solution for the PMSP model is shown in Figure 1 . As mentioned before, the aim is to cluster the different works as much as possible in same period. So, we can observe in Figure 1 that the different executions of the routine activities and the projects are regrouped in same periods. For example, at time period t = 24 we have the executions of the routine works r 1 , r 2 , r 3 and r 5 . We can also remark that every routine maintenance activity i ∈ R is performed with non-regular intervals (≤l i ).
Solving the PMSP to optimality for more than 15 routine maintenance activities can require a large amount of time. Consequently, the development of heuristic and/or meta-heuristic approaches to solve it is well justified. Thus we propose, in this paper, two meta-heuristics based approach, a VNS and an ACO in order to solve the PMSP problem.
Proposed meta-heuristics for solving the PMSP
The aim of the PMSP is to find a feasible schedule for the preventive maintenance activities such that these latter are clustered as much as possible in the same period. Performing a group of different routine activities at the same period can be represented by an opportunity (see Budai et al., 2006) . Thus, in order to solve the PMSP, we propose to create a list of opportunities. The maintenance activities execution times are chosen as much as possible according to these opportunities (see Figure 2) . In this section, we first present two meta-heuristics based on opportunities list: a VNS and an ACO. Then, we propose a hybrid approach which combines the proposed ACO and VNS algorithms. 
VNS for solving the PMSP
The VNS is a simple and effective meta-heuristic approach for combinatorial optimisation problems proposed by Mladenović and Hansen (1997) and Hansen and Mladenović (2001) . A considerable number of successful applications of the VNS have been reported (Hansen et al., 2010) . This method uses two or more neighbourhoods, instead of one as for the most local search heuristics. The basic idea of VNS approaches is to avoid poor local optima by systematically changing neighbourhood in order to explore an increasingly larger region of the solution space. There are many different variations of that the basic VNS scheme, such as variable neighbourhood descent (VND), reduced variable neighbourhood search (RVNS) or the general variable neighbourhood search (GVNS). Several VNS variants can be found in Hansen et al. (2016) .
Our proposed approach is based on general VNS that comprises of a perturbation scheme, named shake procedure, and local search procedures. In our implementation, the solution of the PMSP problem is represented by a list of opportunities of |T| time periods (see Figure 2 ). In what follows, the main components of the proposed algorithm are described: the generation of an initial solution, the set of neighbourhood structures, the shake procedure and the set of local search procedures.
Generation of initial solution
An initial solution can be generated randomly or using greedy procedure. However it is obvious that a good initial solution is a crucial parameter of any local search and also for VNS algorithm. Thus, the initial solution of our VNS is produced by the most frequent first work heuristic (MFWF) proposed by Budai et al. (2006) . Then, a reduced VNS is used to improve the solution obtained by MFWF heuristic.
Neighbourhood structures
The performance of the VNS algorithm significantly depends on the efficiency of the neighbourhood structure. In a local search algorithm, a neighbourhood structure represents a set of moves that can be performed to transform one solution to another. The following neighbourhood structures and their corresponding specific local search are employed in this study:
• Single shift forward opportunity (N 1 ): the single shift forward opportunity operator chooses an opportunity in position t, moves it (if it is possible) to the next position (t + 1) [see Figure 3 (a) ]. All the other executions remain unchanged. Then, we compute the objective function of the resulting solution. If we observe the first improvement, the associated sequence is accepted and the procedure restarts. If not, we choose another opportunity from the set of the other opportunities. The whole procedure is repeated as long as no improvement is obtained.
• Single shift backward opportunity (N 2 ): the single shift backward opportunity operator is similar to the previous one. In this case, we move one opportunity (if it is possible) in position t to position (t -1) [Figure 3(b) ].
• Add a new opportunity (N 3 ): the addition opportunity operator selects a non-opportunity position from the current solution and adds a new opportunity [ Figure 4 (a)]. If an improvement is found, the new list is accepted as the incumbent one. The operator repeats this process for all possible non-opportunities.
• Remove an opportunity (N 4 ): this remove operator selects an opportunity from the current list of opportunities, removes it [see Figure 4 (b)]. If an improvement is found, the new list is accepted as the incumbent one. The operator repeats this process for all possible opportunities.
• Remove a non-opportunity (N 5 ): the removal of a non-opportunity operator consists of selecting a non-opportunity from the current solution, removes it. The following executions will be carried out earlier [see Figure 5 (a)]. If we observe the first improvement, the associated sequence is accepted and the procedure restarts. If not, we choose another non-opportunity. The whole procedure is repeated as long as no improvement is obtained.
• Insert a non-opportunity (N 6 ): the insertion of a non-opportunity operator consists of selecting a position t from the current solution and inserts a non-opportunity in this position. The following executions will be carried out later [see Figure 5 (b)]. If we observe the first improvement, the associated sequence is accepted and the procedure restarts. If not, we choose another position. The whole procedure is repeated as long as no improvement is obtained.
• Insert an opportunity (N 7 ): the insertion of an opportunity is similar to the previous procedure. In this case, we insert an opportunity ( Figure 6 ). 
Shaking procedure
The proposed VNS algorithm is equipped with a shake function outside the inner loop (see Algorithm 1). The shaking procedure is used for diversifying the search and to escape local optimum. In this work, the shake procedure is of a five-step operation invoking randomly one of these simple neighbourhood structures: N 1 , N 2 , N 3 or N 4 . So, the procedure selects a random solution from the selected neighbourhood structure in the following manner:
• Neighbourhood N 1 : choose randomly an opportunity in position t, move it (if it is possible) to the next position (t + 1).
• Neighbourhood N 2 : choose randomly an opportunity in position t, move it (if it is possible) to the previous position (t -1). (k) to π′ to achieve a solution π″; • Neighbourhood N 3 : select randomly a non-opportunity position from the current solution and add a new opportunity.
• Neighbourhood N 4 : select randomly an opportunity from the current list of opportunities and remove it.
Local search procedure
There are several variations of the VNS structure. In our VNS version, we use a complete local search with the proposed seven neighbourhood structures. So, the neighbourhoods are applied on a randomly generated sequence order S. For example, if the sequence S = {N 3 , N 5 , N 7 , N 2 , N 4 , N 1 , N 6 } then the search procedure start from N 3 and ends at N 6 .
Proposed VNS algorithm
The process of VNS pseudo code is illustrated in Algorithm 1. In the local search, we look for the best neighbour within the current neighbourhood. If no improvement of the current best solution can be found through a predetermined number of iterations t ni , a new starting solution is generated randomly. We terminate the VNS search after a specific amount of time or a maximum number of iterations.
ACO for solving the PMSP
The ACO algorithms form a class of meta-heuristic based on a natural phenomenon: the behaviour of ants in their cohabitation in colonies. In fact, some observations have shown that ants, although they individually have limited capacities, can find the shortest path from a food source to their nest without visual cue. To perform complex tasks, a colony of ants uses a chemical substance called 'pheromone', which they secrete as they move along. The pheromone provides ants with the ability to communicate with each other. Being very sensitive to this substance, an ant chooses in a randomly way the path comprising a strong concentration of this substance. Thus, when several ants cross the same space, an emergence of the shortest path is obtained. ACO meta-heuristics use multi-agent system formed by several artificial ants. Each ant uses the collective experience to find a solution to the problem. An artificial ant is different from a natural counterpart by the following characteristics:
• It (i.e., an artificial ant) is not completely blind. Indeed, it uses a value called visibility or heuristic value which finds information about the specific problem. This value can influence the choice of the ant and guided it differently.
• It has a memory which is used to store the search history.
• It can manage the deposited quantity of pheromone according to the quality of the solution.
They have been successfully used for solving a range of combinatorial optimisation problems such as, travelling salesman problem, the vehicle routing problem, and the quadratic assignment problem. Likewise, the ACO algorithms have been applied to miscellaneous scheduling problems and maintenance problems (cf. Khalouli et al., 2010; Fetanat and Shafipour, 2011; Keskinturk et al., 2012) . Thus, it is natural to use the ACO to solve the PMSP problem. The first ACO algorithm is called ant system (AS) (Colorni et al., 1991) . Then, AS was improved and extended. The improved versions include the ant colony system (ACS) (Dorigo and Gambardella, 1997) and the MAX-MIN ant system (MMAS) (Stützle and Hoos, 1997) .
The proposed ACO method is an extended version of our ACO algorithm presented in Khalouli et al. (2016) . The implementation of the ACO approach is quite simple. In this latter, a solution is a binary vector of |T| time periods. Therefore, artificial ants search for the value of each element t of the vector which indicates whether at the period t there is an opportunity or not.
At the decision stage for the value of an opportunity, the ants use only the pheromone information. Once an ant completes the decision for all the values of all the period times, a solution is produced to the problem. Then, according to this solution a maintenance schedule is developed. The maintenance schedule is represented by a two dimensional array in which an element (i, t) equals one if the routine work i is planned in time period t.
In what follows, we expose the different components of our proposed ACO Algorithm 2 called ACOLS. 
Constructive procedure Creation of the opportunity list
To construct a feasible solution, each ant builds independently a sequence of opportunities by performing the construction step. So, for each position t, each ant chooses an opportunity k ∈ {0, 1}. To select the next opportunity, we apply the following probability state transition rule:
, o t h e r w i s e
where τ(k, t) is the pheromone trail associated with assigning a value k ∈ {0, 1} to position t; q is a random number uniformly distributed in [0, 1] and q 0 ∈ [0, 1] a parameter that determines the relative importance between exploitation and exploration. Indeed, the system tends to carry out an intensification if q ≤ q 0 , and consequently the algorithm exploits more information, collected by the system. Otherwise, the system tends towards a diversification; k* is a random variable determined by the probability distribution given below:
The procedure is repeated until all the opportunities are selected. The selected opportunities are successively stored into a tabu list which is used to record the chosen opportunities of the current schedule.
Creation of the maintenance schedule
In order to create a feasible maintenance schedule, we must check the obtained list of opportunities as follow:
• Check whether the gap between the first opportunity and the beginning of the time period is smaller than t min = min{l i -g i : ∀i ∈ R}. If not, then at time period (t min -1) a new opportunity is created.
• Check whether all the gaps between two consecutive opportunities are smaller than l min = min{l i : ∀i ∈ R} (the smallest planning cycle for all routine maintenance activities). If not, then for each gap larger than l min a new opportunity is repeatedly created at (l min -1) periods from the beginning of the gap.
• Check if the last opportunity is in the interval [|T| -l min + 1, |T|]. If not, a new opportunity is repeatedly created at (l min -1) periods from the beginning of the last opportunity.
Then, according to the obtained opportunity list we schedule all the maintenance activity in the following way:
• For each routine maintenance activity and according to its planning cycle choose the last allowed opportunity in the opportunity list.
• Choose a project i from set P with the earliest possible starting time. In the allowed time interval T i the best time moment for performing it together, as much as possible, with already scheduled routine maintenance works.
Pheromone updating mechanism
As in Dorigo and Gambardella (1997) , the mechanism of updating pheromone is used to simulate the changes in the amount of pheromone according to the new pheromone deposited by ants and pheromone evaporation. Two kinds of pheromone updating strategies are used.
• Local pheromone updating rule: after an ant has completed the selection of opportunities for all the periods t ∈ T, the corresponding pheromone is updated by applying the local pheromone update rule as follows:
where τ 0 is the initial pheromone level and ρ ℓ ∈ [0, 1] is the pheromone evaporating parameter. The effect of the local pheromone update rule is to make the choice of putting the value k in position t less desirable for other ants to achieve diversification. Consequently, this rule is used to favours the exploration of different opportunities solutions.
• Global pheromone updating rule: the pheromone trail is also updated at the end of each iteration. Only the best solution is globally updating. The pheromone global updating rule is defined as follow:
0, otherwise
In the above equation, Q is a constant, f * is the value of the best solution of the schedules and ρ g ∈ [0, 1] is the pheromone evaporating parameter of the global updating rule. According to these equations, global updating rule is applied to intensify the pheromone levels on the links belonging to the best solution.
Local search
The local search plays an important role in ACO (Dorigo and Gambardella, 1997) . It is used to reduce the chance of getting stuck in local optima. To improve the obtained solution, a local search strategy is included to our ACO approach. The proposed local search strategy is based on the aforementioned neighbourhood structures N i with (1 ≤ i ≤ 7). We randomly apply one of these operators with a certain probability (p LS ).
A hybrid ACS-VNS approach for solving the PMSP
In the previous subsection, the proposed ACOLS algorithm uses a local search in order to improve the best solution obtained by the ants. The local search is performed to explore the neighbourhood of a generated solution for better ones. In our proposed hybrid method, we replace the local search in the ACOLS algorithm by the VNS approach. We call the proposed hybrid algorithm ACO-VNS. The VNS is used as an improvement procedure after the creation of a set of solutions by the ants. Unlike the ACOLS method, we do not employ a restriction probability for the application of the VNS algorithm.
Experimental design and computational results
In this section, we present the results of a series of computational experiments conducted to evaluate the effectiveness of the considered approach for solving the scheduling preventive railway maintenance problem. The platform of our experiments is a personal computer with an Intel (R) Core (TM) i5 CPU-2.27 GHz and 3.89 Go of RAM. The VNS, ACOLS and ACO-VNS methods have been developed in Java language.
The computational tests are performed on 40 random instances adopted from Budai et al. (2006) . The parameters data for generating instances are listed in Table 4 .
Table 4
Values of the used parameters for the PMSP instances
Parameter Level
Planning horizon |T| 104 The notation of each instance is represented by the number of routine activities, the possession cost and the number of the instance. For the tests we assume that each routine activity can be combined with the other routine activities and projects. The projects cannot be combined with the other projects.
The algorithms parameters tuning
In order to test these problems with our proposed VNS, ACOLS and ACO-VNS algorithms, we have to determine all the parameters of these latter. For the VNS, the stopping criterion is set to 1,800 seconds. The maximum number of iteration without improvement of the best solution t ni is equal to 150. The parameters setting for the ACOLS and ACO-VNS have a great impact on the quality of the solution (Dorigo and Gambardella, 1997) . These parameters are: q 0 , τ 0 , ρ ℓ , ρ g , Q, p LS and the number of the ants NbAnts. Some preliminary tests have been conducted to determine the appropriate parameter settings (see Table 5 ). For the proposed algorithms, we set a maximal computational time equal to 1,800 seconds as a stopping criterion for the difficult problems. The number of iterations of the VNS method in the ACO-VNS algorithm is set to five.
Table 5
Values of the used parameters in the ACOLS and ACO-VNS algorithms
NbAnts -10
Experimental results
Tables 6 and 7 contain the results of the presented algorithm. We have computed the solutions using CPLEX solver, VNS, ACO proposed in Khalouli et al. (2016) , ACOLS and the hybrid ACO-VNS. For each problem, a set of ten replicates are solved and the best objective value of these replications is reported in the tables. The best computational time (CPU) in seconds are also given for each instance and each method. Each algorithm's performance is measured by computing the average relative percentage deviation (RPD):
where V alg is the best solution value of the objective function obtained for a given algorithm. V Op is the optimal value of the PMSP or the best value found by solving the MIP with CPLEX 12.5 (see Section 2). 5,249.38 1,078.67 5,249.40 9,278.11 7,333.47 9,270.94 1,081.67 -0.089 9,273.58 257.5 -0.058 9,270.94 1,083.57 -0.089 9,270.70 1,086.6 -0 10,703.43 9,021.42 10,686.79 1,440.93 -0.1777 10,705.15 386.33 0.016 10,689.21 1,440.52 -0.153 10,686.75 1,444.94 -0.1776 Notes: With 25 routine activities. *No optimal solution could be found within 3h. **Time is limited to 1,800 seconds.
According to the computational results in Tables 6 and 7 , the following conclusion can be derived:
• CPLEX and the hybrid ACO-VNS solved 65% of the instances to optimality. In addition, we can remark that the hybrid ACO-VNS significantly outperforms the exact method in both solution quality and the computation time. Indeed, there is no test instance where ACO-VNS offered worse solution than the exact method. The CPU times consumed by the exact method for each instance is more important than the CPU time spend by the ACO-VNS. In this work, the CPU times is limited to 10,800 seconds for the exact method and 1,800 seconds for the others proposed meta-heuristics.
• The VNS and ACOLS found the optimal solution for 62.5% of the instances, while ACO found the optimal solution for 52.5%.
• CPLEX did not prove the optimality of 14 instances. For 12 of them, VNS, ACOLS and ACO-VNS found better solutions. Concerning the ACO method, it found seven better solutions of these 14 instances.
• ACO-VNS performs better than the other algorithms in terms of solution quality, but can consume more CPU times.
• The VNS, ACOLS, and the ACO-VNS outperform the ACO.
• All the proposed VNS, ACOLS and ACO-VNS approaches provide solutions within reasonable time limit and with a very small percentage deviation.
• We observe the increasing of the CPU times when the problem size increases and/or the possession cost increases.
Conclusions
Maintenance plays an important role in many industries areas such as the railways, roadways, electricity distribution networks. Therefore, it has become a common practice to schedule maintenance periodically in many of these industries. In this paper, we consider the PMSP for railway infrastructure by grouping the different preventive maintenance activities (which are periodic in nature) on a single track. The objective is to reduce the maintenance costs and the time of the track possession for maintenance activities. The main contribution of this paper is to study an ACO algorithm, a VNS method and the hybridisation of these two latter approaches for solving the PMSP. For the implementation of these methods, a representation based on opportunities list is used. Experimental results show the effectiveness, in the number of problems solved, and efficiency, in computational time, of our VNS, ACOLS and hybrid ACO-VNS approaches. The hybridisation of ACO with VNS outperforms the other presented methods. In fact, it is known that to improve the quality of an ACO solution, it is recommended to use a local search algorithm. In our work, we propose the VNS meta-heuristic to enhance the balance between the exploitation and exploration of the ACO method. From our analysis, we have noticed that the performance of the ACOLS depends on setting the right parameter values. Likewise, we have shown, for the VNS, the impact of the initial solution in the quality of the solution. Further work may include the using of the presented methods for other scheduling problems with periodic maintenance such as the hybrid flow shop or the flexible job shop. Another suggestion could be the consideration of extended applications of the PMSP model for a complete network rail.
