Introduction
It is well known that prime numbers play a central role in number theory. It has been known, since Riemann's famous memoir in 1860, that the distribution of prime numbers can be described by the zero-free region of the Riemann zeta function ζ(s). This function is a meromorphic function of the complex variable s. It has infinitely many zeros and a unique pole at s = 1 with the residue 1. It is customary to denote s = σ + it. For σ > 1, the Riemann zeta fucntion can be defined by Throughout this article, we shall use notations P for the set of all prime numbers, P N that of the all prime powers, N = {1, 2, 3, . . .} that of natural numbers, R that of the real numbers, and C that of the complex numbers. We also use the notation R + for the set of all positive real numbers. We shall use the symbol ǫ ∈ R + for an arbitrary small positive real number, not necessarily the same at each occurrence in a given statement. Suppose that g(x) and h(x) are complex functions of the variable x and f (y) is a positive real-valued function of y. The notation g(x) = h(x)+O f (y) represents the fact that |g(x)−h(x)| ≤ Bf (y) with some absolute sconstant B > 0 whenever y is sufficiently large or y ≥ y 0 for some fixed positive number y 0 . For convenience, we also use the notation f (x) = h(x) ¡ g(y) for the statement |f (x) − h(x)| ≤ |g(y)|. The notations C, C 1 , C 2 , . . . denote suitable absolute positive constants, and C(x) denotes the positive constant dependent on x, whatevery x represents for.
It is not very difficult to show that nontrivial zeros of ζ(s) are located in the strip 0 < σ < 1. Other results in this direction are zero-free regions in the form of
where h(t) with 1/2 ≤ σ < 1 is a decreasing function of t. This function h(t) may be
. See any standard literature, or [5] and [7] . Define Dirichlet's symbol as the following arithmetic function
Let x ≥ 2. We define ψ-function, as in the literature, and ̟ are defined by
where n is running through the set of positive integers not greater than x. The notation ∈ n≤x f (n) means that we adopt half-maximum convention to the sum function of the arithmetic function f (n). Therefore, ψ(x 0 ) = 1 2
It is well known that zero-free region of ζ(s), in the form of σ > h(t) and |t| ≥ 3, implies the prime number theorem in the following equivalent ψ-form and ̟-form:
with an absolute constant B, where the function H(x) is connected to h(t) in a certain way. Less known is that the converse is also true. Actually, Turán proved in 1950 that the above ψ-form of the prime number theorem with H(x) =??? implies the above zero-free region of ζ(s) with h(t) =???. See [7] and [16] .
Corresponding to the definition of ̟(x) in (1.6) and the estimate on ̟(x) in (1.7), we study the function
The series in (1.8) is convergent when σ > 1. For σ > 0, we have
where ⌊v⌋ is the integer part of v or the greatest integer less than or equal to v. One may notice that s = 1 is a pole for ζ(s) having residue 1. It is well known that (1.10)
where Z is the set of nonstrivial zeros for the Riemann zeta function and γ 0 ≈ 0.577215 is the Euler constant. The function Γ(s) has neither zero nor pole for σ > 1. Note that the pole of −
and ζ(s) at s = 1 is canceled. The set Z is the same as the set of other poles for the function −
. Henceforth, we let θ ≥ 2 be a fixed constant and denote
where (1.13) x j = max x>e (3.1 + j/8) log log x = log x , and (1.14) t j = max 29753, max
It is obvious that x j > x j−1 and H j (x) ≥ H j−1 (x) for x > x j . Xavier Gourdon uses an optimization of Odlyzko and Schönhage algorithm in [10] and has verified in [6] and |t| ≤ 29753, which is verified in [9] by Meller in 1958. For our application in [3] , we prove the following theorem.
to be valid for a j ∈ {0} ∩ N. constant θ, we have both the functions Z(s) and ζ(s) are regular and ζ(s) do not vanish when σ > 1 − h j (t).
In iterm (ii), our zero-free region is wider than Turán's in [16] when j is sufficiently large. The items (i) and (ii) of Main Theorem are equivalent. It is straightforward to see that the item (i) of Main Theorem implies the iterm (ii) of that. To the contrary we assume that there were a zero ρ in the region σ > 1 − h j (t). It would follow from (1.
has a pole in the same region. By the definition (1.8) with (1.9) and (1.10), one sees that the function Z(s) would have a pole for σ > h j (t), which contradicts the convergence of the series in In order to prove the iterm (i) and (ii) of Main Theorem, we first prove that the iterm (ii) of Main Theorem implies the item (i) of that and then prove that the iterm (ii) of Main Theorem. After that, we prove the iterm (iii) of Main Theorem.
Proof of the Main Theorem
First, we show the Main Theorem by contradiction. We denote ρ = β + iγ henceforth. Assume to the contrary that there is a nontrivial zero
From now on, we let δ be a constant such that 1 2 < δ ≤ 1 with the value of δ being determined at the end of Section 5. Also, let a, b, c, u, x, y, and λ be constants such that a > 1, 0 < c < b < log γ ′ /4, c(log a − log(a − 1)) < 1, u > 0, x > max{2, ua(1 − β ′ )}, y > 1, and λ > 0 whose values will be determined in Section 5 with respect to the two cases: (i)
We choose θ ≥ 3 to be a fixed real number such that
Then, we let
where
Therefore,
By the argument in Section 3 and 4, we show that
Here τ (0) = log log T 0 / log T 0 < 1/8 or 1/4 if good enough.
In Section 5, we use the estimate in (2.9), apply a lemma from Turán's power sum method, and acquire
(4 log 2 + 2 + log(1 + λ)),
in which,
With suitable choices of the above-mentioned constants at the end of Section 5, we get
. From (2.9) and (2.13), we reach
which is a contradiction to (2.2). Therefore, the proof of item (ii) of Main Theorem is finished.
Implication from the Remainder
Concerning (2.9), we prove the following estimate
for σ > 1, under the assumption (1.15). We shall use the following lemma, which is from [15] .
To apply Lemma 3.1, we consider
where N = ⌊W ⌋ + 1 and
where N j = 2 j−1 N for all j ∈ N. Applying the partial summation method, one sees
.
Here, we use the assumsption (1.15) in item (ii) of Main Theorem or its equivalence -the first equation in (1.7) . It results
since H(x) is a decreasing function of x. The sum of the first three terms in the last expression is equal to
n it by the partial summation method. Therefore, (n + 1)
, with z = (1 − it) log(1 +
It follows that (3.6)
from (2.8). As for the last sum in (3.5), we note
We apply the mean value theorem to the difference in the last expression, getting e it log(1+
1 n e im with 0 < m ≤ t log(1+
n
). Note again that log(1 + u) ≤ u for 0 < u < 1. Hence,
Putting (3.6) and (3.7) in (3.5), we obtain (3.8)
recalling (2.8) with γ ′ being replaced by t. It follows that
Recalling (3.3), we acquire (3.10)
Now, we state the following lemma from the context in [16] .
Lemma 3.2. Let W ∈ R + \Q and k ∈ N + 3.
From (3.10) and (3.11), one has
(3.12)
By Lemma 3.1, one obtains (3.1). Replacing s by s 0 and mutliplying (3.1) by W (s 0 ) where and τ being defined in (2.12), recalling the designation of σ 0 in (2.3).
Estimates on Sums
In this section, we estimate the sum
Here, H 0 = Z and
Note that H 0 = H ∪ H 1 ∪ H 2 ∪ H 3 with the union being disjoint so (4.1) is justified.
To estimate S 0 , we recall (2.3) and (2.6). It follows that (4.4)
where τ ′ is defined in (2.12). We also have (4.5)
?? (should be okay) noting that k ≥ 4 and
≤ 2 and γ ′ ≥ 2 and W ≥ 1621. With (3.13), (4.4), and (4.5), we get
where B =?? and τ 0 = min{τ, τ ′ , 1} with τ and τ ′ being defined in (2.12).
For the estimate of S 1 , we divide it into two subsums. One is over the set {ρ ∈ Z : γ ≥??γ ′ + c}; another over the set {ρ ∈ Z : γ ≤ γ ′ − c}. One may estimate both subsums similarly with the same upper bound, therefore, we only give the details for the first one.
Recall from [13] that
and Q(T ) = 0.137 log T +0.443 log log T + 1.588. From this formula, we derive
We use the mean-value theorem to get
Therefore, we have the following lemma. By this lemma, one sees that the number of zeros ζ(s) for γ ′ + n ≤ γ ≤ γ ′ + n + 1 is not greater than 7 22 log(γ ′ + n) so that
Note that
log n ≤ n, and
where C = and τ 1 is defined in (2.12). As for estimate of S 2 , we recall the definition of H 2 in (4.3) and using (4.8) with d = x−u(σ−β ′ ) and γ ′ ≥??? again, we get
where τ 2 is defined in (2.12) and τ (0) whereafter, noting log γ
for γ ′ ≥ T 0 . Similarly, we get
We finish the proof of (2.9) by collecting (4.6), (4.9), (4.10), and (4.11).
Applying the power sum method lemmas
Turán invented the power sum method while investigating the zeta function and he first used the method to prove results about the zeros of the zeta function. Using his power sum method, Turán proved the following two lemmas in [16] .
Lemma 5.1. Let L ∈ N + 1 and z 1 , z 2 , . . ., z L be complex numbers with
Then for all D ∈ R + such that D ≥ 1,
The next lemma is a slightly revised version, with less restriction on D and improved constant in the lower bound, of Lemma III on page 49 in [16] . We shall prove Lemma 5.2 in Section 6, involving using the above lemma.
. ., L, and z l ∈ C satisfy the condition
We apply these two lemmas by letting L be the number of zeros ζ(s) in the region H, one sees
Let l be a one-to-one map from H to {1, 2, . . . , L} such that l = l(ρ) and denote
We have two cases.
log γ ′ . The inequality (2.13) follows with κ being defined in (2.12).
Case (ii).
We apply Lemma 5.1. Note that
where M ′′ is defined in (2.15). The condition (5.1) with M being the value in the last expression is satisfied. Now, we have L ≤ 21 a 44 log γ ′ . The inequality (2.13) is validified with κ being defined in (2.12).
Finally, we take δ = 17 19 . With this choice, we choose a = , b = , c = , u = , x = , y = , and λ = to make (2.16) to be valid.
Proof of a power sum method lemma
In this section, we prove Lemma 5.2. First of all, note that we may assume M 0 = 1, where M 0 = max 1≤j≤L |z j | henceforth, without loss of generality. To justify this claim, we only need to apply the lemma with respect to the assumption that M 0 = 1 to the case in which M 0 > 1 and using z j /M 0 in place of z j for j = 1, 2, . . ., L.
Secondly, we may assume that D is an integer with M 1 being replaced by M 2 , where
One may justify that the lemma is valid for any D ∈ R + by using the integer part ⌊D⌋ in place of D and noting that
We also may assume that z j 's for 1 ≤ j ≤ L are all distinct. Otherwise, we justify the lemma by constructing an infinite sequence of the list [z 1k , z 2k , . . . , z Lk ] with respect to all k ∈ N such that the sequence converges to [z 1 , z 2 , . . . , z L ] and all z jk 's are distinct for any fixed k and use lim k→∞ max D+1≤ν≤D+L |z
Lk |, as in [17] . Therefore, we only need to prove the lemma under the assumption that z j 's are all distinct for j = 1, 2, . . ., L, M 0 = 1, and D is an integer with M 1 being replaced by M 2 .
We first use a lemma in [14] from analytic theory of polynomials.
Lemma 6.1. Let w ∈ C and f (w) = L j=1 (w −z j ) and M ∈ R + . Then for any prescribed U ∈ R + the inequality |f (w) ≥ U L holds outside at most L discs |w − z j | ≤ r j such that r 1 + r 2 + . . . + r L ≤ 2eU. By Lemma 6.1, we have |f (w)| ≥ U L on a circle |w| = r such that (6.1) 0 < U < 1 4e
and 0 < 1 − 4eU ≤ r.
From |w − z j | ≤ 2 for every j = 1, 2, . . ., L, we see that
on |w| = r for every choice of {i 1 , i 2 , . . . , i λ } from {1, 2, . . . , L}.
and rearrange the set {1, 2, . . . , L} so that we have two cases.
Case (I).
Here, we use Lemma 5.1 but with M 1 being replaced by M 2 , which is valid when D ∈ N from [16] . With M = 1 − 4eU in this lemma, one gets (6.3)
Noting that 1 + , we justify (5.4).
For the coefficients of the polynomial P (w), we have
The following lemma is a classical result from the theory of Newtoninterpolation, see page 48 in [16] . Lemma 6.2. Let w ∈ C and C be a simple closed curve consisting of analytic arcs on the w-plane and G(w) a regular function outside and on C so that G(w) → 0 uniformly if |w| → ∞. Let l ∈ N, w 1 , w 2 , . . ., w l be different points outside C, and f (w) be a polynomial of degree l − 1. If g(w) = G(w) when w = w j for all j = 1, 2, . . ., l, then It follows from the definition of P (w) and Q(w) and z j = z k for j = k that R(z j ) = 1 for j = 1, 2, . . ., l and R(z j ) = 0 for j = l + 1, l + 2, . . ., L. Replacing 1 by R(z j ) for all j = 1, 2, . . ., l in (6.13) and adding the results together, one gets (6.14) M 2 D+L j=D+1 |d j | ≥ 1.
By (6.13) with (6.12) and (6.5), we obtain (6.15)
from which and (6.14), we conclude (6.16)
We conclude Lemma 5.2 in case (ii) similarly as in case (i); the lower bound is valid for any value of λ. This finishes the proof of Lemma 5.2.
