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Abstract
In UML 2.0 sequence diagrams have been considerably extended but their expressiveness and semantics remains problematic
in several ways. In other work we have shown how sequence diagrams combined with an OCL liveness template gives us a much
richer language for inter-object behaviour speciﬁcation. In this paper, we give a semantics of these enriched diagrams using labelled
event structures. Further, we show how sequence diagrams can be embedded into a true-concurrent two-level logic interpreted over
labelled event structures. The top level logic, called communication logic, is used to describe inter-object speciﬁcation, whereas
the lower level logic, called home logic, describes intra-object behaviour. An interesting consequence of using this logic relates
to how state-based behaviour can be synthesised from inter-object speciﬁcations. Plans of extending the Edinburgh Concurrency
Workbench in this context are discussed.
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1. Introduction
One of the major changes made to UML 2.0 with respect to its previous versions concerns sequence diagrams which
have been extended to include a number of features borrowed from message sequence charts (MSCs) [6] and, to a
limited extent, live sequence charts (LSCs) [5]. As a consequence, UML’s sequence diagrams are now more expressive
and fundamentally better structured. However, there are still several problems with their informal description in the
UML 2.0 speciﬁcation [11].
A major change in sequence diagrams is that interactions can be structured using so-called interaction fragments.
There are several possible fragments, for example, alt (alternative behaviour), par (parallel behaviour), neg (forbidden
behaviour), assert (mandatory behaviour—though we will mention some ambiguities in the speciﬁcation concerning
this fragment), and so on. Compared to LSCs, sequence diagrams in UML 2.0 can still not adequately distinguish
between mandatory and possible behaviour. For instance, it is still not possible to distinguish between a message that if
sent may or must be received, or to enforce progress of an instance along its lifeline. To address this limitation we have
proposed in [2] to enrich a sequence diagram with liveness constraints expressed in UML’s object constraint language
(OCL) using an OCL template deﬁned in [1]. In this way, we obtain a lightweight extension of UML 2.0 sequence
diagrams with a comparable expressiveness not only to LSCs, but more recent MSC extensions including triggered
MSCs [13] and template MSCs [4], where MSCs are extended with an assume-guarantee mechanism, and additional
approaches like speciﬁcation diagrams [14].
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The contribution of the present paper is twofold: on one hand we provide a semantics to UML 2.0 sequence diagrams
(aswell as liveness enriched sequence diagrams) and on the other hand provide ameans for reasoning about the speciﬁed
inter-object behaviour. We envisage veriﬁcation of scenario-based inter-object behavioural models with respect to
state-based behavioural models. For this purpose we are currently extending the Edinburgh Concurrency Workbench
(CWB). 1 We discuss the extension at the end of the paper.
In this paper, we give a semantics to sequence diagrams using labelled event structures [15]. We show how to
obtain such a model from a sequence diagram. Event structures allow us to describe distributed computations as event
occurrences together with relations for expressing causal dependency (causality) and nondeterminism (conﬂict). From
these relations a further one denoting concurrency can be derived, that is, events not related by causality or conﬂict
are necessarily concurrent. The causality relation implies a partial order among event occurrences, while the conﬂict
relation expresses how the occurrence of certain events excludes the occurrence of others. Essentially, event structures
constitute a simple and very natural model to capture the behaviour speciﬁed in a sequence diagram. Further information
in a sequence diagram can be attached to the formal model in the form of labels (messages, state invariants, etc.).
Further, the interaction captured by a sequence diagram can be speciﬁed as a collection of formulae in a true-
concurrent two-level logic interpreted over labelled event structures. The top level logic, called communication logic,
is used to describe inter-object speciﬁcation. It can be understood as modelling an observer of the interaction who
notices, for example, that whenever a message is sent it is always eventually received, or that certain interactions are
happening concurrently. By contrast, the lower level logic, called home logic, describes intra-object behaviour. It can
be used to capture local state invariants, interaction constraints, and the interaction from a local perspective.Additional
liveness constraints are translated into our communication/home logic depending on whether they correspond to a
global (observer viewpoint) or a local (instance viewpoint) constraint.
The paper is structured as follows. In Section 2, we give an overview of sequence diagrams in UML 2.0. In Section 3
we introduce our underlying semantic model, namely labelled event structures, and show how to build a model for
a given sequence diagram. In Section 4, we describe a simple distributed concurrent logic for reasoning about the
speciﬁed inter-object behaviour and imposing further interaction constraints. The paper ﬁnishes with a discussion on
related and future work.
2. Sequence diagrams in UML 2.0
Graphically, a sequence diagramhas twodimensions: an horizontal dimension representing the instances participating
in the scenario; and a vertical dimension representing time.Objects have a vertical dashed line called lifeline. The lifeline
represents the existence of the instance at a particular time; the order of events along a lifeline is signiﬁcant denoting,
in general, the order in which these events will occur.
A message is a communication between two instances which can cause an operation to be invoked, a signal to be
raised, an instance to be created or destroyed. Messages are shown as horizontal arrows from the lifeline of one instance
to the lifeline of another instance. A message speciﬁes not only the kind of communication between instances, but
also the sender and receiver event occurrences associated to it. For an example of a sequence diagram using UML 2.0
constructs see Fig. 1 given in Section 3.
UML 2.0 sequence diagrams may contain sub-interactions called interaction fragments which can be structured and
combined using interaction operators. There are several possible operators, for example, alt (alternative behaviour),
par (parallel behaviour), neg (forbidden behaviour), assert (mandatory behaviour), loop (repeated behaviour), and so
on. Depending on the operator used, an interaction fragment consists of one or more operands. In the case of neg,
assert and loop the fragment has exactly one operand, whilst for most other operators it has several.
The semantics of an interaction fragment with a given operator is described informally in the UML 2.0 superstructure
speciﬁcation [11]. Below we give the meaning of some operators used in this paper according to [11]:
alt designates that the fragment represents a choice of behaviour. At most one of the operands will execute. The
operand that executes must have a guard expression that evaluates to true at this point in the interaction.
1 For information on the tool see http://www.lfcs.inf.ed.ac.uk/cwb/.
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par designates that the fragment represents a parallel merge between the behaviours of the operands. The event
occurrences of the different operands can be interleaved in any way as long as the ordering imposed by each
operand as such is preserved.
seq designates that the fragment represents a weak sequencing between the behaviours of the operands, i.e. the
ordering of event occurrences within each of the operands are maintained whereas event occurrences on
different lifelines from different operands may come in any order, and event occurrences on the same lifeline
from different operands are ordered such that an event occurrence of the ﬁrst operand comes before that of
the second operand.
neg designates that the fragment represents traces that are deﬁned to be invalid. All interaction fragments that are
different from negative are considered positive meaning that they describe traces that are valid and should be
possible.
assert designates that the fragment represents an assertion. The sequences of the operand of the assertion are the
only valid continuations.
We borrow two concepts introduced in LSCs which are missing in sequence diagrams, but are useful semantically,
namely location and temperature. Locations are the points in the lifeline of an instance which correspond to the
occurrence of events. In this paper and for sequence diagrams, we consider that all instances have at least two locations:
an initial location (corresponding to the beginningof the diagramor instance creation) and aﬁnal location (corresponding
to the end of the diagram or instance destruction). Further locations are associated with the sending and receiving of
messages, the beginning and the end of interaction fragments, and conditions (more on conditions below). The locations
along a single lifeline and within an interaction operand are ordered top-down; therefore, a partial order is induced
among these locations determining the order of execution. Notice that locations from different operands of an alt or
par fragment are not ordered in any way. In the ﬁrst case they are part of different execution traces whereas in the
second case they are to be executed in parallel.
Every element in an LSC has a temperature which can be either hot or cold. This is used to distinguish between
possible (cold) and mandatory (hot) elements and behaviour. In the context of sequence diagrams, an element can
be a location, a message or an interaction fragment. Consequently, if a location is hot/cold it must/may be reached;
if a message is hot/cold it must/may be received after it has been sent; and if a fragment is hot/cold it describes a
sub-interaction that must/may happen.
Sequence diagrams can only express the possibility that a certain scenario occurs. That is, sequence diagrams model
behaviour in the form of possible interactions, i.e. communication patterns that may occur between a set of instances.
Furthermore, sequence diagrams, in their current setting, seem to be able to express necessity only to a very limited
extent. In particular, it is not clear whether the intention of the new assert operator is to specify mandatory behaviour.
The superstructure speciﬁcation is ambiguous in the deﬁnition of this operator, and it is not obvious from the text
whether this operator enforces the whole sub-interaction to happen or it is simply “expected” to happen (see [11, pp.
412, 442]).
Using the notion of temperature instead, and regardless of the actual intention of the assert operator in the UML
superstructure speciﬁcation, mandatory behaviour can be captured through hot interaction fragments. By default, all
elements are cold, that is interaction fragments and, at the local level, single messages and locations. If sent a message
may be received, but it does not have to be. Similarly, any location in a sequence diagram may be reached but it does not
have to be. This reﬂects that an instance is not actually forced to progress along its lifeline. Consequently, the semantics
of messages and locations can be changed with the notion of temperature. A hot message corresponds to a message
that if sent must be received, and a hot location corresponds to a location that must be reached.
Note, however, that notationally sequence diagrams inUML2.0 cannot address the dichotomy between must and may
behaviour as the notion of temperature as described above does not exist.A lightweight extension of sequence diagrams
addressing this has been suggested in [2] using constraints given in an extension of OCL with liveness proposed in
[1]. The idea is that by default a sequence diagram only reﬂects possible behaviour (except for the assert operator) or
forbidden behaviour (given by the neg operator). To impose additionally that a location must be reached or a message
must be received, we have to enrich the model with corresponding liveness constraints written in an appropriate OCL
template. A more powerful version of the template can also be used to express global liveness. For instance, that after a
sequence of interactions has occurred, another sequence of interactions must occur.We omit further details on the OCL
constraints in this paper as they are not essential. It sufﬁces to understand that the OCL liveness constraints change the
temperature of associated locations/messages/fragments from cold to hot.
206 J. Küster-Filipe / Theoretical Computer Science 351 (2006) 203–220
UML2.0 provides two kinds of conditions in sequence diagrams, namely interaction constraints and state invariants.
An interaction constraint is a boolean expression shown in square brackets covering the lifeline where the ﬁrst event
will occur, positioned above that event inside an interaction operand. A state invariant is a constraint on the state of
an instance, for example, on the values of its attributes. The invariant is assumed to be evaluated during run time
immediately prior to the execution of the next event occurrence: If it is true the trace is a valid trace; otherwise, the
trace is invalid. Notationally, state invariants are shown as a constraint inside a state symbol or in curly brackets, and
are placed on a lifeline.
Finally, in previous versions of UML it was not possible to express that, at any time, a speciﬁc scenario should not
occur. In UML 2.0 negative behaviour can be speciﬁed using the new operator neg.
In the next section, we give a semantics to sequence diagrams. Our semantics is only deﬁned for sequence diagrams
which do not contain neg or assert interaction fragments. The reason for this is that there is no real need to use either
interaction fragments to indicate forbidden or mandatory behaviour. To capture forbidden behaviour it sufﬁces to use a
false state invariant at the end of an interaction fragment and liveness constraints forcing the fragment to complete and
the state invariant to be evaluated (in other words, the fragment and the location associated to the state invariant are
hot). Further, mandatory behaviour can be indicated by a hot interaction fragment (regardless of the speciﬁc operator).
Additionally, we show how undesired or mandatory behaviour can be captured as logical formulae in Section 4. To
simplify the presentation of the semantics we also do not consider loop even though it can be integrated.
3. The model
We recall some basic notions on the model we use, namely labelled prime event structures [15].
Prime event structures, or event structures for short, allow the description of distributed computations as event occur-
rences together with relations for expressing causal dependency and nondeterminism. The ﬁrst relation is designated
causality, and the second conﬂict. The causality relation implies a (partial) order among event occurrences, while
the conﬂict relation expresses how the occurrence of certain events excludes the occurrence of others. Consider the
following deﬁnition of event structures.
Deﬁnition 1. An event structure is a triple E = (Ev,→∗, #) where Ev is a set of events and →∗, # ⊆ Ev × Ev are
binary relations called causality and conﬂict, respectively. Causality →∗ is a partial order. Conﬂict # is symmetric and
irreﬂexive, and propagates over causality, i.e., e#e′ →∗ e′′ ⇒ e#e′′ for all e, e′, e′′ ∈ Ev. Two events e, e′ ∈ Ev are
concurrent, e co e′ iff ¬(e →∗ e′ ∨ e′ →∗ e ∨ e#e′).
From the two relations deﬁned on the set of events, a further relation is derived, namely the concurrency relation co.
As stated, two events are concurrent if and only if they are completely unrelated, i.e. neither related by causality nor
by conﬂict. Moreover, an event structure is called sequential if the concurrency relation co is empty.
In our approach to inter-object behaviour speciﬁcation, we will consider a restriction of event structures sometimes
referred to as discrete event structures. An event structure is said to be discrete if the set of previous occurrences of an
event is ﬁnite.
Deﬁnition 2. Let E = (Ev,→∗, #) be an event structure. E is a discrete event structure iff for each event e ∈ Ev, the
local conﬁguration of e given by ↓ e = {e′ | e′ →∗ e} is ﬁnite.
The ﬁniteness assumption of the so-called local conﬁguration is motivated by the fact that system’s computations
always have a starting point, which means that any event in a computation can only have ﬁnitely many previous
occurrences.
Consequently, we are able to talk about immediate causality in such structures. Two events are related by immediate
causality if there are no other event occurrences in between. Formally, if ∀e′′∈Ev(e →∗ e′′ →∗ e′ ⇒ (e′′ = e∨e′′ = e′))
holds. If e →∗ e′ are related by immediate causality then e is said to be an immediate predecessor of e′ and e′ is said to
be an immediate successor of e. We may write e → e′ instead of e →∗ e′ to denote immediate causality. Furthermore,
we also use the notation e →+ e′ whenever e →∗ e′ and e 
= e′.
Hereafter, discrete event structures are designated event structures for short.
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Deﬁnition 3. Let E = (Ev,→∗, #) be an event structure and C ⊆ Ev. C is a conﬁguration in E iff it is both (1)
conﬂict free: for all e, e′ ∈ C, ¬(e#e′), and (2) downwards closed: for any e ∈ C and e′ ∈ Ev, if e′ →∗ e then e′ ∈ C.
A maximal conﬁguration denotes a run. A run is sometimes called life cycle.
Finally, in order to use event structures to provide a denotational semantics to languages, it is necessary to link the
event structures to the language they are supposed to describe. This is achieved by attaching a labelling function to the
set of events. A generic labelling function is as deﬁned next.
Deﬁnition 4. Let E = (Ev,→∗, #) be an event structure, and L be an arbitrary set. A labelling function for E is a total
function l : Ev → L mapping each event into an element of the set L.
An event structure together with a labelling function deﬁnes a so-called labelled event structure.
Deﬁnition 5. Let E = (Ev,→∗, #) be an event structure, L be a set of labels, and l : Ev → L be a labelling function
for E. A labelled event structure is a pair (E, l : Ev → L).
Usually, events model the occurrence of actions, and a possible labelling function maps each event into an action
symbol or a set of action symbols. We see next how to use event structures for sequence diagrams in UML 2.0 and
what labelling function we need in this case.
3.1. Event structures for sequence diagrams
Consider the sequence diagram in Fig. 1 used to illustrate our semantics for sequence diagrams.

































Fig. 1. An example of a sequence diagram in UML 2.0.
Deﬁnition 6. A sequence diagram SD is given by a tuple
SD = (I, Loc, Locini, Mes, E, Path, XI ) where
• I is a set of instance identiﬁers corresponding to the objects participating in the interaction described by the diagram;
• Loc is a set of locations;
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• Locini ⊆ Loc is a set of initial locations;
• Mes is a set of message labels;
• E ⊆ Loc × Mes × Loc is a set of edges where an edge (l1,m, l2) represents a message m sent from location l1 to








• {Xi}i∈I is a family of I-indexed sets of constraint symbols.
• Path is a given set of well-formed path terms for the diagram used to capture the relative positions of locations within
a diagram (more details later).
with additional functions and conditions over SD as given in the table below.
loc : I → 2Loc (1) ∀i,j∈I,i 
=j loc(i) ∩ loc(j) = ∅
(2) ∀i∈I loc(i) ∩ Locini 
= ∅
(3) ∀i∈I,l1,l2∈loc(i)∩Locini l1 = l2
time : Loc → N0 (4) ∀l∈Locini t ime(l) = 0
(5) ∀i∈I∀l1,l2∈loc(i),l1 
=l2 t ime(l1) 
= t ime(l2)
(6) ∀i∈I∃lmax∈loc(i)∀l∈loc(i)time(l) time(lmax)
loc_const : loc(i) → (Xi)
scope : Loc → Path (7) ∀e=(l1,m,l2)∈E scope(l1) = scope(l2)
(8) ∀i∈I∃l1∈loc(i)scope(l1) = .o(n) iff
∃l2∈loc(i)scope(l2) = .o(n).o(n)
temp : E ∪ Loc → boolean (9) ∀e=(l1,m,l2)∈E temp(e) = temp(l2)
(10) ∀e=(l1,m,l2)∈E temp(e) = true ⇒
temp(l1) = true
comm_synch : E → boolean (11) ∀e∈E comm_synch(e) = true ⇒
temp(e) = true
A few explanations regarding this deﬁnition. The conditions on edges state that (i) an edge cannot start and end at the
same location, and (ii) two arbitrary and distinct edges have all locations distinct as well. Essentially, these conditions,
imply that a location can only be the source or target of at most one edge. The function loc associates to each instance
a set of locations. According to condition (1), loc(i) gives the locations along the lifeline of i and these are unique for
i. Each instance in a diagram has at least one initial location in Locini (condition (2)) and with condition (3) we further
assume that each instance has a unique initial location corresponding to the start point of its lifeline.
The function time associates to each location a natural number (according to its position along a lifeline in the
diagram) and is assumed given. Initial locations have associated time value 0 (condition (4)). Further, all locations of
a particular instance have necessarily different time values (condition (5)), but locations of different instances can still
have the same time value. Notice that time here does not necessarily mean occurrence time but visual time according
to the diagram. Visual time, or time as given in the diagram, progresses from top to bottom. Consequently, given two
locations on the same lifeline, the location positioned above the other in the diagram has a lower time value. However,
such locations can still be concurrent (if they belong to different operands in a par fragment) or in conﬂict (if they
belong to different operands in an alt fragment). Further, as stated in condition (6), each instance has a (unique)maximal
location.
As we have mentioned, in a sequence diagram we may ﬁnd simple constraints associated to locations, namely
interaction constraints or state invariants. Further, we assume here that these constraints are always local to a particular
instance. Consequently, we introduced Xi as a set of constraint symbols local to i ∈ I to be able to refer to such
constraints. In UML, these constraint symbols typically correspond to integer-typed local variables or attributes XInti ,
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or state namesXsti and we therefore consider here thatXi = XInti ∪Xsti .We assume that for a set of constraint symbols
Xi , constraints  ∈ (Xi) are of the form
 := xc | cx | x = c | x < c | c < x | y |  ∧ ,
where x ∈ XInti , c is an integer constant, y ∈ Xsti is a state name. The partial function loc_const associates to a
location of i a constraint over Xi as given in the diagram. In an alt interaction fragment, each operand has a guard
which corresponds to a location. Thus, the guard denotes the constraint associated to the location. For example, the
constraint associated to location l5 in Fig. 1 is given by loc_const(l5) = 0x where x ∈ XIntj .
Further, we assume a function scope that associates to each location in a diagram a path term. We do not deﬁne
here the grammar for generating Path terms. It sufﬁces to understand that path terms are given in such a way that it is
possible to distinguish between a location that:
(1) is inside the main fragment of the diagram. Here a path term has the form .name where  is a path term, possibly the
empty term , and name is the name of the sequence diagram (given after the keyword sd). For example, locations
l0, l1 in Fig. 1 have scope(l0)=scope(l1)=sdia.
(2) marks the beginning of an interaction fragment. Here a path term has the form .o(n) for an interaction fragment o ∈
{alt, par, seq} with n ∈ N operands. For example, locations l2, l4 have scope(l2)= sdia.par(2), and scope(l4)=
sdia.par(2)#1.alt(2) (see item below for the intermediate part of the term).
(3) is inside an operand of an interaction fragment. Here a path term has the form .o(n)#k where 1kn indicates
that the location is within the kth operand of the interaction fragment o. For example, scope(l3)= sdia.par(2)#1
and scope(l5) = sdia.par(2)#1.alt (2)#1. All locations inside an operand have the same scope. For example,
scope(l5)=scope(l6).
(4) marks the end of an interaction fragment. Here a path term has the form .o(n).o(n). In particular, choices
made within the interaction fragment are not recalled. For example, scope(l11) = sdia.par(2)#1.alt(2).alt (2)
and scope(l13)=sdia.par(2).par(2).
(5) marks the end of the interaction diagram. Here a path term has the form .name. Only maximal locations can have
this scope. For instance, scope(l14) = sdia.par(2).par(2).sdia.
Essentially, scope associates to each location in a diagram a path term with enough information on previous inter-
action fragments and where the location currently is. Nested fragments are, however, not recalled as we can see from
case (4) above.
Additionally, we assume deﬁned a function pre_scope : Loc × Loc → boolean that returns true if the scope of
the ﬁrst location is a preﬁx of the scope of the second. Notice that the scope of a location inside an operand of
an interaction fragment does not constitute a preﬁx of the scope of the location marking the end of that
fragment. For example, scope(l12)= sdia.par(2)#2 is not a preﬁx of scope(l13) and thus pre_scope(l12, l13) does
not hold.
Condition (7) states an important property on edges, namely that the locations involved must belong to the same
scope. This is due to the fact that by deﬁnition, messages in a sequence diagram cannot cross borders of operands or
interaction fragments (cf. [11]).
Moreover, condition (8) indicates that for each location in loc(i) marking the beginning of an interaction fragment
there is a corresponding location marking the end of the same fragment and vice versa.
The function temp, deﬁned on edges and locations, returns true if the edge (that is, its underlying message) or the
location is hot, and false if it is cold. Condition (9) states that the temperature of an edge is always the same as the
temperature of the receive location of the edge. To understand the need for this condition, assume there is an edge not
satisfying it, that is, the temperatures of the edge and receive location are different. In case the receive location is hot
and the edge (message) is cold, it implies on one hand that the receive location must be reached (and its instance be able
to progress beyond that location) and thus the message must be received, which may not actually happen since the edge
(and associated message) is cold. Conversely, in case the edge is hot but the receive location cold, it implies on the other
hand that the message must be received and for it to happen the associated receive location must be reached, which
may not actually happen since the receive location is cold. Both cases therefore may lead to a conﬂicting scenario.
Condition (10) states that if an edge is hot then its send location must be hot. This is intuitive, since a message that
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must be received must have been sent. Note that the converse is not true. A send location may be hot without the edge,
and thus its associated message, being hot.
In the previous section, we mentioned that temperature applies to messages, locations and interaction fragments.
The function temp is, however, only deﬁned on edges and locations. We assume, that the temperature of an interaction
fragment is given by the temperature of its start and end locations. An interaction fragment is therefore hot if and only
if all start and end locations (of all instances participating in the sub-interaction) are hot.
A further function on edges is comm_synch which returns true if the communication is synchronous and false
otherwise. Further, as stated in condition (11), a message denoting synchronous communication is always hot.
Before we deﬁne an event structure model for an instance participating in the interaction described by a sequence
diagram, and further the event structure model for the entire diagram, we need to introduce a few additional auxiliary
functions. A local function pre_loc : loc(i) → 2loc(i) that for a location of an instance returns the set of immediate





∅ ⇐ l ∈ Locini
{l′} ⇐ (time(l) = time(l′) + 1 and pre_scope(l′, l)) or
(scope(l) = .o(m)#k, scope(l′) = .o(m)
and for all l′′ 
= l, scope(l′′) = scope(l)
implies time(l′′) > time(l))
{lk | 1km} ⇐ scope(l) = .o(m) with o ∈ {par, alt},
time(lk) < time(l), scope(lk) = .o(m)#k
and for all l′ 
= lk, scope(l′) = scope(lk)
implies time(l′) < time(lk)
The function returns a set rather than a single location, because a sequence diagram may describe several alternative
scenarios or contain concurrent executions, which implies that a location may have several immediate predecessors.
An initial location has no previous locations. For example, pre_loc(l0) = ∅. Any location that does not mark the
end of a par or alt only has one previous location, namely the one that is above it (given by the time function) or, in
case the location is in the beginning of an operand, the location marking the beginning of the fragment. For example,
pre_loc(l6) = {l5} and pre_loc(l8) = {l4}. In case l marks the end of an alternative or parallel fragment, then it has as
many previous locations as there are fragment operands, and from each operand we take as a previous location of l the
one with greatest time value. For example, pre_loc(l11) = {l7, l10} and pre_loc(l13) = {l11, l12}. It is easy to see that a
location is not contained in its set of previous locations, i.e. l /∈ pre_loc(l).
A further local function is alt_occ : loc(i) → N that given a location returns the number of possible alternative




1 ⇐ l ∈ Locini
alt_occ(l′) ⇐ pre_loc(l) = {l′}∑
lk∈pre_loc(l) alt_occ(lk) ⇐ scope(l) = .alt (m)∏
lk∈pre_loc(l) alt_occ(lk) ⇐ scope(l) = .par(m)
The function is recursively deﬁned, with the base case given by initial locations. If a location only has one previous
location, then the number of alternative scenarios of the location is identical to the number for its previous location. If a
location marks the end of an alt fragment then we sum the number of alternative scenarios for each one of its previous
locations. In case of a par we multiply it. For example, take locations l11 and l13 of Fig. 1.We can calculate the number
of alternative scenarios that may lead to these locations, and obtain alt_occ(l11) = alt_occ(l7)+ alt_occ(l10) = 2 and
alt_occ(l13) = alt_occ(l12) × alt_occ(l11) = 1 × 2 = 2, and so on.
The previous function tells us how many alternative scenarios may lead to a particular location l in a sequence
diagram. In particular, if l is maximal it tells us how many alternative scenarios are represented in the sequence diagram
for the associated instance.We now want to consider the set of locations from the same lifeline that are involved in each
scenario. The set of locations building a path across the diagram and leading to l is what we call an l-leading scenario.
This is given in the following deﬁnition.






















Fig. 2. An example with nested fragments.
Deﬁnition 7. Let SD = (I, Loc, Locini, Mes, E, Path, XI ) be a sequence diagram, i be an instance in I and l ∈ loc(i).
An l-leading scenario is a subset of locations S ⊆ loc(i) satisfying
(1) l ∈ S,
(2) for all l1 ∈ S, if scope(l1) = .alt (m) for some m ∈ N then there is one and only one l2 ∈ pre_loc(l1) such that
l2 ∈ S else pre_loc(l1) ⊂ S, and
(3) no further locations, other than derived from (1) and (2) above, belong to S.
Notice that the second condition enforces scenarios to be closed on previous locations. This is better illustrated with
an example. Consider Fig. 2 where only locations along the lifeline of one instance are shown.
Consider location l7 of case (a). According to the deﬁnition, if S1 is an l7-leading scenario then necessarily l7 ∈ S1.
Since scope(l7) = sdia.par(2).par(2) we also have pre_loc(l7) = {l5, l6} ⊂ S1, and since scope(l6) = sdia.par(2)#2
we have pre_loc(l6) = {l1} ⊂ S1. Further, since pre_loc(l5) = {l3, l4} and scope(l5) = sdia.par(2)#1.alt(2).alt (2),
then either l3 ∈ S1 or l4 ∈ S1 but not both. Assume l3 ∈ S1, then further pre_loc(l3) = {l2} ⊂ S1, and so on. There are
only two sets of l7-leading scenarios for case (a), namely S1 = {l0, l1, l2, l3, l5, l6, l7} and S2 = {l0, l1, l2, l4, l5, l6, l7}.
In particular, notice that the l5’s previous locations l3 and l4 are not in the same set, that is, l3 ∈ S1, l3 /∈ S2 and
l4 /∈ S1, l4 ∈ S2.
For case (b), let S1 be an l7-leading scenario. Then necessarily l7 ∈ S1. Since scope(l7) = sdia.alt(2).alt (2) and
pre_loc(l7) = {l5, l6} either l5 ∈ S1 or l6 ∈ S1 but not both. Assume l5 ∈ S1. Since scope(l5) = sdia.alt(2)#1.alt
(2).alt (2) and pre_loc(l5) = {l3, l4} we also have either l3 ∈ S1 or l4 ∈ S1 but not both. Let l3 ∈ S1. Since scope(l3) =
sdia.alt(2)#1.alt(2)#1 we have pre_loc(l3) = {l2} ⊂ S1, and so on. In this case, we actually have three possible l7-
leading scenarios. The sets are S1 = {l0, l1, l2, l3, l5, l7}, S2 = {l0, l1, l2, l4, l5, l7} and S3 = {l0, l1, l6, l7}. Notice that
in this case, the previous locations of l7, namely l5 and l6, never appear in the same scenario: l6 ∈ S3, l6 /∈ S1, l6 /∈ S2
and l5 ∈ S1, l5 ∈ S2, l5 /∈ S3. Similarly for the previous locations of l5.
It is not hard to see that the number of existing l-leading scenarios is given by alt_occ(l). Again in the two cases of
Fig. 2, we have (a) alt_occ(l7) = alt_occ(l5)×alt_occ(l6) = 2×1 = 2; (b) alt_occ(l7) = alt_occ(l5)+alt_occ(l6) =
2 + 1 = 3.
The notion of a location leading scenario as well as the functions pre_loc and alt_occ help us deﬁne an event structure
model for an instance in a sequence diagram. The idea is that alt_occ(l) gives us the number of events that have to be
associated to location l in order to preserve the deﬁnition of prime event structure (more details later). Further, from
the notion of location leading scenario we can infer conﬂict and immediate causality on associated events. To illustrate
the idea prior to introducing the deﬁnition, consider again the two cases of Fig. 2. We give the intuition behind the
corresponding models given in Fig. 3.
In case (a), since alt_occ(l7) = 2 and alt_occ(l5) = 2 we have two events associated to locations l5 (e51 and e52)
and l7 (e71 and e72), whilst all other locations only have one associated event (e0, e1, and so on). By contrast, in case
(b) since alt_occ(l7) = 3 we have three events associated to location l7 (e71, e72 and e73), whilst all other locations

























Fig. 3. Instance j models for cases (a) and (b) of Fig. 2.
have the same events as for case (a). For the conﬂict relation the idea is the following: all events associated to the same
location must be in conﬂict, because they denote alternative ways to reach the location (e71#j e72#j e73 and e51#j e52).
Further, any two locations that never appear in the same l-leading scenario for an arbitrary location l have all their
events in conﬂict. We have seen, that this is the case for locations l3 and l4 and we thus have e3#j e4. Initially, it is
easier to think about immediate causality. If a location l only has one previous location l′ then for each event associated
to l′ there is a unique event associated to l so that these events are in immediate causality. For example, in both cases
(a) and (b), we have e1 →j e2 and e2 →j e3. If a location l has pre_loc(l) = {l1, . . . , lk} and l marks the end of a
par fragment with k operands where t ime(l1) < · · · < time(lk), then for each tuple of events (e1, . . . , ek) associated
to the corresponding previous locations of l there is a unique event e associated to l such that e1 → e, …, ek → e.
For example, for l7 in case (a), since pre_loc(l7) = {l5, l6} and time(l5) < time(l6) we have for each (e51, e6) and
(e52, e6) a unique event associated to l7 in immediate causality. For instance, one possibility as shown in Fig. 3 (a) is
e51 →j e71, e6 →j e71, e52 →j e72, and e6 →j e72. Finally, if a location l has pre_loc(l) = {l1, . . . , lk} and l marks
the end of an alt fragment with k operands, then for each event in the set of events associated to locations in pre_loc(l)
has a unique event associated to l such that these events are in immediate causality. For example, for l7 in case (b),
since pre_loc(l7) = {l5, l6} we have that each event in {e51, e52, e6} has a unique event associated to l7 (namely e71,
e72 or e73) such that the events are in immediate causality. For instance, one possibility is as shown in Fig. 3(b), where
e51 →j e72, e52 →j e73 and e6 →j e71.
We now deﬁne a model associated to an instance participating in the interaction described by a sequence
diagram.
Deﬁnition 8. Let SD = (I, Loc, Locini, Mes, E, Path, XI ) be a sequence diagram and i be an arbitrary instance
in I. A model for i is a labelled event structure Mi = (ESi , i ) where ESi = (Evi,→∗i , #i ) with Evi such that
there is a function ev_map : loc(i) → 2Evi deﬁned as ev_map(l) = {el1 , . . . , elm} where alt_occ(l) = m and
satisfying
(a) for all l1, l2 ∈ loc(i), if l1 
= l2 then ev_map(l1) ∩ ev_map(l2) = ∅, and
(b) for every e ∈ Evi there is a l ∈ loc(i) such that e ∈ ev_map(l).
For arbitrary e1, e2 ∈ Evi , e1#ie2 iff either
(i) there is an l ∈ loc(i) such that e1 
= e2 ∈ ev_map(l), or
(ii) there are l1 
= l2 ∈ loc(i) such that e1 ∈ ev_map(l1), e2 ∈ ev_map(l2), and for all l ∈ loc(i) there is no l-leading
scenario S such that l1, l2 ∈ S.
For all l ∈ loc(i) with O the set of l-leading scenarios, the immediate causality relation →i is as follows:
(1) If pre_loc(l) = {l′} and l′ ∈ S for all S ∈ O, then there is an injective mapping s_mapl : ev_map(l′) → ev_map(l)
where s_mapl (e′) = e implies e′ →i e.
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(2) If pre_loc(l) = {l1, . . . , lk} ⊂ S with S ∈ O and time(l1) < · · · < time(lk) then there is an injective mapping
p_mapl :
∏k
j=1 ev_map(lj ) → ev_map(l) where p_mapl (e1, . . . , ek) = e implies e1 →i e, . . . , ek →i e.
(3) If pre_loc(l) = {l1, . . . , lk} and there are S1, . . . , Sk ∈ O such that lj ∈ Sj and lj /∈ Sm for all m 
= j ∈ {1, . . . , k}
then there is an injective mapping a_mapl :
⋃k
j=1 ev_map(lj ) → ev_map(l) where a_mapl (e′) = e implies
e′ →i e.
Further, the local causality →∗i corresponds to the reﬂexive and transitive closure of →i . Events which are not in
conﬂict or related by causality are concurrent. Further, concurrent events have to satisfy the following requirement
e1 co e2 where e1 ∈ ev_map(l1) and e2 ∈ ev_map(l2) iff for all e′1 ∈ ev_map(l1) and e′2 ∈ ev_map(l2), e′1 co e′2.




(m, s) ⇐ exists w = (l, m, l1) ∈ E with e ∈ ev_map(l)
(m, r) ⇐ exists w = (l1,m, l) ∈ E with e ∈ ev_map(l)
 ⇐ loc_const(l) =  and e ∈ ev_map(l)
⊥ ⇐ otherwise
As we have seen in the models of Fig. 3, in general a location in a diagram cannot correspond to a unique event in
the event structure. This is the case for locations denoting the end of an alt interaction fragment and all subsequent
locations. If such a location would be associated to one event only, then the deﬁnition of prime event structure would be
violated. In prime event structures, the conﬂict relation is irreﬂexive and propagates over causality, that is, two events
that are in conﬂict have all their subsequent events also in conﬂict. Therefore, a unique event associated to the end of
an alt interaction fragment would be in conﬂict with itself which is impossible. In order to respect this, a location l has
associated a set of events where the number of events in the set corresponds to the value of alt_occ(l). Naturally, all
events associated to one location are in conﬂict.Also events associated to locations that belong to alternative operands in
an alt interaction fragment are in conﬂict. More generally, all events associated to two locations that do not participate
in any scenario simultaneously are in conﬂict.
Concerning causality, we ﬁrst deﬁne immediate causality →i making use of the function pre_loc. In principle, we
expect the events associated to previous locations and those associated to the location to be related by causality in some
way. For each location l and set of previous locations pre_loc(l) only one of three cases are possible, that is, pre_loc
contains (1) sequential, (2) parallel or (3) alternative locations. From each case we derive some immediate causality
between events. Notice that if deﬁned s_mapl , p_mapl and a_mapl are total.
We have seen how immediate causality was obtained for the two cases in Fig. 2. Now consider the example of
Fig. 1. Locations l11 and l13 each have associated two events given by ev_map(l11) = {e111, e112} and ev_map(l13) =
{e131, e132}, whilst all other locations have associated a single event. For location l13 we have pre_loc(l13) = {l11, l12}
and the following l13-leading scenarios:S1 = {l0, l1, l2, l3, l4, l5, l6, l7, l11, l12, l13} andS2 = {l0, l1, l2, l3, l4, l8, l9, l10,
l11, l12, l13}. Since pre_loc(l13) ⊂ S1, S2, case (2) applies with possible function values p_mapl13(e111, e12) = e131
and p_mapl13(e112, e12) = e132. This leads to the causality relations: e111 →j e131, e12 →j e131, e112 →j e132 and
e12 →j e132. For location l12 we have pre_loc(l12) = {l2} and the following l12-leading scenario: S = {l0, l1, l2, l12}.
Case (1) applies and we have e2 →j e12. For location l11 we have pre_loc(l11) = {l10, l7} and the following l11-
leading scenarios: S1 = {l0, l1, l2, l3, l4, l5, l6, l7, l11} and S2 = {l0, l1, l2, l3, l4, l8, l9, l10, l11}. Since l7 ∈ S1, l7 /∈ S2
and l10 ∈ S2, l10 /∈ S2, case (3) applies with total mapping a_mapl11 : ev_map(l7)∪ ev_map(l10) → ev_map(l11) and
possible function values a_mapl11(e7) = e111 and a_mapl11(e10) = e112. This leads to the following causality relations
between events: e7 →j e111 and e10 →j e112. These events and their relations can be seen in Fig. 4 just looking at the
events for instance j.
Finally, the labelling function is deﬁned for an event e if this event is associated to one of the following kinds of
locations: a send location (the label is (m, s) where m is the message being sent); a receive location (the label is (m, r)
where m is the message being received); a condition location, that is, a location which has associated an interaction
constraint or a state invariant.
Notice that according to the above deﬁnition several models can be obtained for an instance reﬂecting the different
choices of event mappings which lead to immediate causality. These models are, nonetheless, isomorphic.
Proposition 9. An instance model as deﬁned in Deﬁnition 8 is a well-deﬁned labelled prime event structure.
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Proof. We need to prove that causality →∗i is a partial order and conﬂict #i is irreﬂexive and propagates over causality.
Causality →∗i : All we need to prove is that for all e, e′ ∈ Evi , if e 
= e′ and e →i e′ then e′ie, and it follows
that →∗i is a partial order. Assume we have e 
= e′ ∈ Evi, e →i e′ and e′ →i e. From the deﬁnition of ev_map, there
exist l, l′ ∈ loc(i) such that e ∈ ev_map(l) and e′ ∈ ev_map(l′). From e →i e′ we know that l ∈ pre_loc(l′) whereby
l 
= l′ and time(l) < time(l′). Additionally, from e′ →i e we know that l′ ∈ pre_loc(l) and time(l′) < time(l′) which
is impossible.
Conﬂict #i : To prove that #i is irreﬂexive, by deﬁnition e1#ie2 iff either there is a l ∈ loc(i) with e1, e2 ∈ ev_map(l)
and by deﬁnition e1 
= e2 or there are l1 
= l2 ∈ loc(i) such that e1 ∈ ev_map(l1) and e2 ∈ ev_map(l2). According
to condition (a), ev_map(l1) ∩ ev_map(l2) = ∅ and necessarily e1 
= e2. For the propagation it sufﬁces to prove
that if e1#ie2 and e2 →i e3 then e1#ie3 (where all events are necessarily different). The general case for causality
can be proved by induction on the number of events between e2 and e3. Given e1#ie2 assume that case (i) holds,
that is, there is a l ∈ loc(i) such that e1, e2 ∈ ev_map(l). Given e2 →i e3 we know that there is a l3 ∈ loc(i) with
e3 ∈ ev_map(l3) and l ∈ pre_loc(l3). Further, for each case (1), (2) or (3), we know that for an arbitrary event in
ev_map(l) there is a unique associated event in ev_map(l3), consequently e1ie3. Further, e3 →i e1 is also not
possible, because that would mean that l3 ∈ pre_loc(l) which contradicts with l ∈ pre_loc(l3). Finally, e1 coi e3 is
not possible because e2 ∈ ev_map(l) and since ¬(e2 coi e3) then, by deﬁnition, we also have ¬(e1 coi e3). Now
assume that e1#ie2 comes from case (ii), that is, there are l1 
= l2 ∈ loc(i) with e1 ∈ ev_map(l1), e2 ∈ ev_map(l2)
and for an arbitrary location l, and any l-leading scenario S, l1 and l2 can never simultaneously belong to S. Given
e2 →i e3 we know that there is a l3 ∈ loc(i) with e3 ∈ ev_map(l3) and l2 ∈ pre_loc(l3), and there is at least
one l3-leading scenario S2 such that l2 ∈ S2. Now assume that e1 →i e3 then similarly there would exist an l3-
leading scenario S1 such that l1 ∈ S1. Further, since l1, l2 ∈ pre_loc(l3) we can apply case (3) and there is an
injective mapping a_mapl3 whereby a_mapl3(e1) 
= a_mapl3(e2). Consequently e1ie3. Assume that e3 →i e1,
then there is an l1-leading scenario S1 such that l3 ∈ S1 and because l2 ∈ pre_loc(l3) there must be an l1-leading
scenario S such that l1, l2, l3 ∈ S which cannot be according to case (ii). Finally, assume e1 co e3. Then there must
exist a location l ∈ loc(i) (for instance the ﬁnal location) and an l-leading scenario such that l1, l3 ∈ S. Because
e2 →i e3, there is also necessarily an l-leading scenario such that l1, l3, l2 ∈ S which again cannot be according
to case (ii). 
We generalise Deﬁnition 7 of an l-leading scenario to an L-leading scenario where L is a subset of locations such
that there is at most one location per instance.
Deﬁnition 10. Let SD = (I, Loc, Locini, Mes, E, Path, XI ) be a sequence diagram, and L ⊂ Loc such that for all
l1 
= l2 ∈ L, l1 ∈ loc(i) and l2 ∈ loc(j) for some i 
= j ∈ I . An L-leading scenario is a subset of locations S ⊆ Loc
such that S = ⋃l∈L Sl where Sl is an l-leading scenario, and satisfying: for all l1, l2 ∈ S, if scope(l1) = .alt(m)#k
and scope(l2) = .alt(m)#n then k = n.
As expected, an L-leading scenario consists of the union of consistent l-leading scenarios for each location l ∈ L,
where by consistent we mean scenarios that only have locations from the same operands in alt interaction
fragments.
From the models of the instances involved in the interaction we can obtain a diagram model. The set of events is
obtained from the instance events and may be given as pairs if they indicate synchronisation. We will need to introduce
further events to model messages being lost. These events are called external and are only deﬁned over locations
denoting the asynchronous send of a cold message. Let the set of such locations be given by Lcsend ⊂ Loc. Formally
Lcsend is such that for each l1 ∈ Lcsend there exists a w = (l1,m, l2) ∈ E such that comm_synch(w) = false and
temp(w) = false. External events are then given byExLcsend = {Exl}l∈Lcsend , a family ofLcsend-indexed sets of external
events where Exl = {gl1 , . . . , glk | alt_occ(l) = k}. The idea is that apart from the local causality that propagates to
the diagram model level, additional immediate causality is derived from asynchronous messages. For hot asynchronous
messages, namely, messages that if sent must be received, the causality is between events from the instances involved
in the communication. By contrast, for cold asynchronous messages we additionally model the possibility of messages
being lost. This corresponds to immediate causality between an instance event and an external event. A diagram model
is deﬁned next.
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Deﬁnition 11. Let SD = (I, Loc, Locini, Mes, E, Path, XI ) be a sequence diagram, and Mi = (ESi , i ) be a model
for each i ∈ I . A model of the diagram is given by M = (ES, ) where ES = (Ev,→∗, #) and Ev is deﬁned as
follows:
Ev = {e ∈ Evi | e ∈ ev_mapi (l) for some l ∈ loc(i) such that
¬∃w∈E((w = (l1,m, l) ∨ w = (l, m, l1)) ∧ comm_synch(w) = true)}⋃{(e1, e2) ∈ Evi × Evj | e1 ∈ ev_mapi (l1), e2 ∈ ev_mapi (l2) for some
l1 ∈ loc(i), l2 ∈ loc(j) such that ∃w=(l1,m,l2)∈Ecomm_synch(w) = true}⋃
ExLcsend
such that for all (e1, e2), (e3, e4) ∈ Ev, e1 = e3 iff e2 = e4.
Let l1 ∈ loc(i) and l2 ∈ loc(j) for some i 
= j ∈ I . For all w = (l1,m, l2) ∈ E with comm_synch(w) = false, the
following injective mappings:
(i) c_mapl1 : ev_mapi (l1) → ev_mapj (l2) is deﬁned for all l1 ∈ Loc, and(ii) x_mapl1 : ev_mapi (l1) → Exl1 is deﬁned for all l1 ∈ Lcsend .
For arbitrary e 
= e′ ∈ Ev, e#e′ iff one of the following cases holds
(1) e, e′ ∈ Evi for some i ∈ I and e#ie′.
(2) e ∈ Evi , e′ ∈ Evj for some i 
= j ∈ I , e ∈ ev_mapi (l1), e′ ∈ ev_mapj (l2), and for all L ⊂ Loc (satisfying the
condition in Deﬁnition 10) there is no L-leading scenario S such that l1, l2 ∈ S.
(3) e ∈ Evi for some i ∈ I and e′ = (e1, e2) with e1 ∈ Evj , e2 ∈ Evk for some j 
= k ∈ I and either:
(a) (i = j ∧ e#ie1) or (i = k ∧ e#ie2)
(b) e and e1 satisfy condition (2) above.
(4) e = (e1, e2) and e′ = (e′1, e′2) with e1 ∈ Evi, e2 ∈ Evj , e′1 ∈ Evp, e′2 ∈ Evq for i 
= j ∈ I and p 
= q ∈ I . e1
and e′1 satisfy the above condition (1) or (2).
(5) e, e′ ∈ Exl for some l ∈ Lcsend .
(6) e ∈ ev_mapi (l), l ∈ loc(i) ∩ Lcsend , x_mapl (e′′) = e′ for an arbitrary e′′ 
= e.
For arbitrary e 
= e′ ∈ Ev, e → e′ iff one of the following cases holds
(a) e, e′ ∈ Evi for some i ∈ I and e →i e′.
(b) e ∈ Evi for some i ∈ I and e′ = (e1, e2) with e1 ∈ Evj , e2 ∈ Evk for some j 
= k ∈ I , and (i = j ∧ e →i e1) or
(i = k ∧ e →i e2) hold.
(c) e = (e1, e2) with e1 ∈ Evi, e2 ∈ Evj for some i 
= j ∈ I and e′ ∈ Evk for some k ∈ I (i = k ∧ e1 →i e′) or
(j = k ∧ e2 →j e′) hold.
(d) e = (e1, e2) and e′ = (e′1, e′2) with e1 ∈ Evi, e2 ∈ Evj , e′1 ∈ Evp, e′2 ∈ Evq for i 
= j ∈ I and p 
= q ∈ I . One
of the following holds: (a) i = p and e1 →i e′1; (b) j = p and e2 →j e′1; (c) i = q and e1 →i e′2 or (d) j = q and
e2 →j e′2.
(e) w = (l1,m, l2) ∈ E andc_mapl1(e) = e′.(f) w = (l1,m, l2) ∈ E, l1 ∈ Lcsend and x_mapl1(e)= e′.
Further, causality →∗ corresponds to the reﬂexive and transitive closure of →.




m ⇐ e = (e1, e2), e1 ∈ Evi, e2 ∈ Evj , i (e1) = (m, s)and
j (e2) = (m, r)
i (e) ⇐ e ∈ Evi
⊥ ⇐ otherwise
To summarise, the above set of events Ev is such that it contains all the local events of the instance models except for
those that belong to locations participating in a synchronous communication—for which pairs of events are built (the
ﬁrst argument for the send event, the second for the receive event). Concerning the relations, local relations propagate
to the global level. Events are in conﬂict at the diagram level if they are associated to locations that are within the
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scope of different operands of an alt interaction fragment (or if they have a predecessor that does). More generally,
two events are in conﬂict if and only if there is no global scenario which contains the locations associated to the events.
Events are related by causality if they were related by causality in the instance model (case (a)) or if they are obtained
from events that were related by causality in the instance model (cases (b), (c) or (d)). New events are added to the
causality relation, namely those that are associated to an asynchronous message (case (e)). Here, a distinction is made
between hot asynchronous messages and other messages, namely, for hot messages we require that a message sent
must be received, that is, in event terms there must exist a unique receive event causally related to the send event
and given by the function c_map. Further, if an event is associated to a location denoting the asynchronous send of a
cold message, then it is also in immediate causality with an external event associated to the send location (case (f)).
This models asynchronous messages being possibly lost. Finally, the labelling function is such that a synchronous
communication pair of events is labelled by the message exchanged, and all other events are labelled with the local
label (an asynchronous message send/receive, a set of interaction constraints or state invariants).
Proposition 12. A diagram model as deﬁned in Deﬁnition 11 is a well-deﬁned labelled prime event structure.
Proof. We need to prove that causality →∗ is a partial order and conﬂict # is irreﬂexive and propagates over causality.
Causality →∗: All we need to prove is that for all e, e′ ∈ Ev, if e 
= e′ and e → e′ then e′e, and it follows that →∗
is a partial order. The proof is done for all cases of immediate causality. Here, we only take a few interesting cases. Take
case (b) where e ∈ Evi and e′ = (e1, e2) with e1 ∈ Evj , e2 ∈ Evk and j 
= k. By deﬁnition either (i = j ∧ e →i e1)
or (i = k ∧ e →i e2). Take the ﬁrst case. We want to make sure that (e1, e2)e. If (e1, e2) → e then the only
possibility is that e1 →i e because → can only be derived from local causality or asynchronous communication (not
applicable for event pairs as these denote synchronous communication already). This is impossible as shown in the
proof of Proposition 9. Take case (e) where e ∈ ev_mapi(l1), e′ ∈ ev_mapj (l2) and c_mapl1(e) = e′. From the
deﬁnition of c_map we know that there exists w = (l1,m, l2) ∈ E. It follows by deﬁnition of an edge that there is no
w′ = (l2,m′, l1) ∈ E and consequently e′e.
Conﬂict #: # is irreﬂexive by deﬁnition. For the propagation it sufﬁces to prove that if e1#e2 and e2 → e3 then
e1#e3 (where all events are different). The general case for causality can be proved by induction on the number of
events between e2 and e3. Again we have to consider all possible cases of conﬂict and immediate causality. We only
consider two distinctive cases. Given e1#e2 take case (3), where e1 ∈ Evi , e2 = (e21, e22) with e21 ∈ Evj and
e22 ∈ Evk . Further take case (a) with i = j and e1#ie21. Let e3 ∈ Evp. From e2 → e3 it follows that p = j or
p = k. For the case p = j the proof follows immediately from local conﬂict propagation, so take p = k and we have
e1#ie21 and e22 →k e3. From e1#ie21 it follows that there is no l-leading scenario S for an arbitrary l ∈ loc(i) with
l1, l2 ∈ S for e1 ∈ ev_mapi (l1) and e21 ∈ ev_mapi (l2). Let e22 ∈ ev_mapk(l′2). Since (e21, e22) ∈ Ev it means that
scope(l2) = scope(l′2) and there exists an L-leading scenario containing l2, l′2 l3 where e3 ∈ ev_mapk(l3) (because
e22 →k e3). So there is no L-leading scenario containing both l1 and l3. Consequently, e1#e3. As another case, let
l ∈ loc(i)∩Lcsend and e1, e2 ∈ ev_mapi (l). By deﬁnition we have e1#e2. Let x_map(e2) = e3 and we know e2 → e3.
Then from case (6) it follows that e1#e3. 
Consider Fig. 4, it shows an event-based model for part of the interaction from the diagram of Fig. 1 involv-
ing instances j and k. It shows the two possible traces in the interaction. Only some labels are included for in-
creased readability: instances j and k synchronise at event (e3, g2) with message m2, and at event (e6, g4) with
message m3. Event e10 denotes the sending of a cold message m8 and event g5 (gl10 ) denotes the message being
received (lost).
4. A concurrent communication logic
We describe brieﬂy the main idea of our logic, the distributed temporal logic MDTL, and how it can be used to specify
interactions. More details on the logic, including the semantics, can be found in [9,8].
An instance involved in the interaction described by a sequence diagram SD, as deﬁned in the previous section,
has a home logic to describe internal properties (for example, state invariants and interaction constraints) or describe
interactions from a local point of view. Further, a communication logic describes interactions between several instances.




























Fig. 4. An event structure for the example interaction between j and k.
To some extent, the communication logic describes an observer of the interaction. The abstract syntax of MDTL, where
i and k are instances and obs stands for an observer, is given as follows (in a simpliﬁed variant for our purposes):
MDTL ::= {i.Hi}i∈I | C
Hi ::= ATOMi | ¬Hi | Hi ⇒ Hi | Hi U∀ Hi | Hi U∃ Hi | Hi
C ::= i.Mes!k ↔ k.Mes?i | i.Mes!k → k.Mes?i | Hobs
ATOMi ::= true | (Xi) | Mes!k | Mes?k
The home logic Hi is basically an extension of CTL (notice that U∀ corresponds to all paths, whilst U∃ corresponds to
the existence of a path) with a concurrency operator . From ¬ and ⇒ we can derive the other usual connectives (e.g.,
 ∧  ≡ ¬( ⇒ ¬)). Similarly, further temporal operators can be derived from the weak until U with  ∈ {∃,∀}.
The intuition of a formula i.(1 ∧2) is that from the point of view of instance i, 1 holds and 2 holds concurrently.
The set of message labels Mes is used to capture message terms where Mes!k denotes sending a message to k and Mes?k
denotes receiving a message from k. In the communication logic C, ↔ is used for synchronous communication and
→ and for asynchronous communication, and in both cases for denoting hot messages, that is, a message that if sent
must be received. Notice that the communication logic can refer to Hobs where obs is a placeholder for any instance in
I which the observer can see, and the observer can thus see beyond communication, for example, observe concurrent
executions, and so on. (Xi) is the constraint logic introduced earlier in Section 3.1.
The logic is interpreted over labelled event structures. Further, for a sequence diagram SD with model M = (ES, )
and instance models Mi = (ESi, i ) for each i ∈ I , the satisfaction of a formula  at an event e ∈ Ev is denoted by
M, e. In particular, M, e  i. iff Mi, e  i for i ∈ I and e ∈ Evi . Here, we only give the satisfaction rules for the
temporal operators and the concurrency operator as the others are standard.
(1) Mi, e  i U∀  holds iff for each life cycle in ESi containing e there is some event e′ ∈ Evi , with e →+ e′ such
that Mi, e′  i holds, and there is a ﬁnite chain {e1, . . . , en} ⊆ Evi such that e = e1 → · · · → en = e′ where
Mi, ep,  i holds for each ep with 1 < p < n.
(2) Mi, e  i U∃  holds iff for some life cycle in ESi containing e there is some event e′ ∈ Evi , with e →+ e′ such
that Mi, e′  i holds, and there is a ﬁnite chain {e1, . . . , en} ⊆ Evi such that e = e1 → · · · → en = e′ where
Mi, ep  i holds for each ep with 1 < p < n.
(3) Mi, e  i holds iff there is an event e′ ∈ Evi such that e co e′ and Mi, e′  i holds.














Fig. 5. Semantics of the until operator in a life cycle.
The ﬁrst two rules give a weak deﬁnition of the (for all and exists) until operator. Unlike its usual (linear) semantics
for sequential life cycles as in [3], we have to consider concurrency within a life cycle. Fig. 5 illustrates the meaning
of the operator in an instance life cycle.  U  holds at event e with  ∈ {∀, ∃}, if there is an event in the future of
e, namely e′, where  holds, and there is a sequence of events (e1 → e2 . . . e5 → e6) where  holds at the events in
between (e2, e3, e4 and e5).
The third rule talks about concurrency. Using a par fragment we can express concurrency within an interaction
which in the logic is captured by means of the concurrency operator. In Fig. 5, holds at e′′, as there is a concurrent
event, for instance e2, where  holds. We may additionally deﬁne a dual operator for  as follows: ∇ ≡ ¬¬. The
meaning is as follows, ∇ holds at event e iff for any event e′ concurrent to e  holds.
We can use MDTL to describe the complete interaction speciﬁed in a sequence diagram. Furthermore, we can impose
constraints on the interaction, describe the forbidden behaviour associated to an interaction or that a certain collection
of communications is mandatory. For example, let  denote an interaction from the point of view of an observer, if the
interaction is forbidden then we write  ⇒ f alse. By contrast, if the interaction is mandatory we write ¬ ⇒ f alse.
Imagine that we want to state that an asynchronous hot message if sent must always be received. Take the sequence
diagram of Fig. 1 and assume that message m1 is hot. The corresponding communication logic formula is i.m1!j →
j.m1?i.
To illustrate the home logic, consider the next formula describing the alt interaction fragment from the point of view
of j (where X∃ is the next temporal operator which can be derived from our weak until U∃).
j.((m3!k ∧ X∃(m4!i) ⇒ x0) ∨ (m7?i ∧ X∃(m8!k) ⇒ x < 0))
In the logic, we can distinguish between hot and cold elements, or equivalently, between must and may behaviour, using
the different temporal operators. In this way, we can express if j receives m1, j may eventually send m2 as j.(m1?i ⇒
(true U∃ m2!k)) whereas if j receives m1, j must eventually send m2 is given by j.(m1?i ⇒ (true U∀ m2!k)). The
formula j.(m2!k∧m5?i) states that from the point of view of j, sending message m2 and receiving message m5 happens
concurrently (in either order or at the same time). Finally, after i receives m7, i eventually reaches State1, which can
be used to denote internal liveness (i.e. i must progress along its lifeline) is given by i.(m7?j ⇒ (true U∀ State1)).
5. Discussion
We have given a semantics to sequence diagrams in UML 2.0 based on labelled event structures. The presented
semantics given is not complete as we have not considered all interaction fragments permitted in UML (for example
strict and loop). Extending the presented model with such fragments is straightforward.
We have presented a concurrent distributed temporal logic and showed how interactions and various constraints can
be described in this logic. There are essentially two ways in which we can use this logic. Firstly, to capture some
interaction properties (e.g. forbidden behaviour, liveness properties, state invariants, etc). In this case we can check
whether the inter-object behavioural model (a labelled event structure) satisﬁes the properties. Secondly, to capture the
entire interaction of a sequence diagram as a set of formulae. An interesting consequence of this case is that we can
verify the sequence diagram against the state-based behavioural model directly through model checking.
We are currently working on the integration of our concurrent logic into the Edinburgh Concurrency Workbench
(CWB). Ultimately, our aim is to establish a connection between UML 2.0 and CWB enabling the veriﬁcation of
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scenario-based models. The veriﬁcation of a scenario-based model, in our case a UML 2.0 sequence diagram with
additional OCL liveness constraints (which semantically can also be given by a notion of temperature over locations
and messages), should be supported at two levels. On one hand, the scenario-based model (given in a textual format)
can be translated into a value passing CCS speciﬁcation which is further translated into CCS and used in the workbench.
The obtained CCS speciﬁcation can be analysed with respect to a state-based model also given in CCS to check whether
the state-based model meets the minimal requirements imposed by the speciﬁcation. The partial behaviour given by
the scenario-based model should constitute a preorder of the executable state-based model. On the other hand, the
scenario-based model can be translated into formulae in our concurrent logic. Here, a state-based model given as a CCS
speciﬁcation is checked against the formulae. In order to achieve the latter, we need to incorporate the concurrent logic
into the workbench as it currently only allows veriﬁcation of modal mu-calculus. Moreover, in order not to lose the
true-concurrency aspect of the semantics deﬁned here we need to consider a noninterleaved interpretation of CCS. This
can be done considering either transition systems with independence or asynchronous transition systems (c.f. [10]).
Such extensions to CWB are nontrivial but required for a truly concurrent workbench.
Sequence diagrams originate from message sequence charts (MSCs). There are many variants of MSCs and high-
level MSCs as well as work on providing a formal semantics to them. Some MSC extensions consider some form of
liveness essentially given through an assume-guarantee mechanism (e.g. LSCs [5], triggered MSCs [13,7] and template
MSCs [4]) but the semantics given to these approaches differs from ours as they do not, in general, consider concurrent
executions or a true-concurrent semantic model. In particular, LSCs have a well-deﬁned operational semantics and
have an associated tool called Play-Engine [5]. The tool allows a user to construct LSCs by playing-in scenarios and
checking these through a complementary play-out mechanism. However, the considered semantics and tool do not
consider concurrent interactions and veriﬁcation. A semantics based on Petri nets with unfoldings deﬁned as event
structures is given in [12] for simple networks of basic MSCs. By contrast, our approach is based on the most recent
version of sequence diagrams of the standard UML 2.0—which includes among other things alternative and parallel
interactions—and uses OCL 2.0 constraints for additional liveness properties if required. We do not know of other
work which addresses the latest extension of sequence diagrams in UML 2.0 or explores the powerful combination of
sequence diagrams and OCL constraints.
A different graphical approach to model sequences of interactions formally is given through speciﬁcation diagrams
[14]. Interestingly, speciﬁcation diagrams offer most of the new constructs available in UML 2.0 and further provide
a formal operational semantics. Liveness and safety properties can also be asserted diagrammatically which makes
speciﬁcation diagrams closer to our combined use of sequence diagrams and OCL constraints. The essential difference
in our approach is the true-concurrent semantics. We believe that the semantics given here as well as the embedding
onto a true-concurrent logic as ours is novel and offers interesting perspectives concerning synthesis and veriﬁcation
which we will explore in the future. Fundamentally, not all properties for concurrent systems can be expressed and
veriﬁed without considering true-concurrency.
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