Recent progress in the fabrication of quantum dots using silicon opens the prospect of observing the Kondo effect associated with the valley degree of freedom. We compute the dot density of states using an Anderson model with infinite Coulomb interaction U , whose structure mimics the nonlinear conductance through a dot. The density of states is obtained as a function of temperature and applied magnetic field in the Kondo regime using an equation-of-motion approach. We show that there is a very complex peak structure near the Fermi energy, with several signatures that distinguish this spin-valley Kondo effect from the usual spin Kondo effect seen in GaAs dots. We also show that the valley index is generally not conserved when electrons tunnel into a silicon dot, though the extent of this non-conservation is expected to be sample-dependent. We identify features of the conductance that should enable experimenters to understand the interplay of Zeeman splitting and valley splitting, as well as the dependence of tunneling on the valley degree of freedom.
I. INTRODUCTION
Experimentation on gated quantum dots (QDs) has generally used GaAs as the starting material, due to its relative ease of fabrication. However, the spin properties of dots are becoming increasingly important, largely because of possible applications to quantum information and quantum computing. Since the spin relaxation times in GaAs are relatively short, Si dots, with much longer relaxation times [1, 2, 3, 4] , are of great scientific and technological interest [5] . Recent work has shown that few-electron laterally gated dots can be made using Si [6] [7] , and single-electron QDs are certainly not far away.
There is one important qualitative difference in the energy level structures of Si and GaAs: the conduction band minimum is two-fold degenerate in the strained Si used for QDs as compared to the non-degenerate minimum in GaAs. Thus each orbital level has a fourfold degeneracy including spin. This additional multiplicity is referred to as the valley degeneracy. For applications, this degeneracy poses challenges -it must be understood and controlled. From a pure scientific viewpoint, it provides opportunities -the breaking of the degeneracy is still poorly understood.
Previous experimental work has shown that in zero applied magnetic field the splitting of the degeneracy is about 1.5 ± 0.6 µeV in two-dimensional electron gases (2DEGs) [8] and that it increases when the electrons are further confined in the plane [8] . Surprisingly, the splitting increases linearly with applied field. Theoretical understanding of these results has historically been rather poor, with theoretical values much larger than experimental ones for the zero-field splittings [9] [10] and theory also predicting a nonlinear field dependence [11] .
Recent work indicates that consideration of surface roughness may resolve these discrepancies [13] . In Si QDs, a related issue is also of importance: what is the effect of valley degeneracy on the coupling of the leads to the dots? The spin index is usually assumed to be conserved in tunneling. Is the same true of the valley index?
Recent measurements of the valley splitting in a quantum point contact show a valley splitting much larger than in the 2DEGs, about 1 meV in quantum point contacts [8] . A QD in a similar potential well is expected to produce a valley splitting of the same order of magnitude. The overall picture of the degeneracy is as shown in Fig. 1 for a single orbital level of a Si QD. Of particular interest is the fact that a level crossing must occur, and the rough value of the applied field at this point is B cr ≈ 2.5 T, given a reasonable zero-field valley splitting of 0.5 meV, and the valley-spin slope of magnetic field for the "o ↑ " state to be 0.1 meV/T, as it is in Hall bars.
The aim of this paper is to study the Kondo effect in the context of transport through a Si dot. The Kondo effect was originally discovered in dilute magnetic alloys. At low temperatures, the electron in a single impurity forms a spin singlet with electrons in the conduction band, thus causing an increasing resistance as the temperature is reduced to zero. Since the first observations of the Kondo effect in GaAs QDs, there has been considerable experimental and theoretical work done, mainly because QDs provide an excellent playground where one can tune physical parameters such as the difference between energy levels in QDs and the Fermi level, the coupling to the leads, and the applied voltage difference between the leads. The level of scientific understanding of this purely spin Kondo effect in QDs is on the whole quite satisfactory. The basic phenomena are as follows. At temperature T ≤ T K , where the Kondo effect appears, a zero-bias peak in the dot conductance is observed. An applied magnetic field splits the peak into two peaks separated by twice the Zeeman energy 2gµ B B. These linear peak energy dependencies on the applied magnetic field have been observed in GaAs QDs [14] . The Kondo effect only occurs when the occupation of the dot is odd. Clearly, Si dots will have a much richer phenomenology. There are multiple field dependencies as seen in Fig. 1 , and the additional degeneracy can give rise to several Kondo peaks even in zero field. Furthermore, the Kondo temperature is enhanced when the degen-eracy is increased. We build on previous work on the orbital Kondo effect. For example, an enhanced Kondo effect has been observed due to extra orbital degree of freedom in carbon nanotubes (CNTs) [15] [16] and in a vertical QD, with magnetic field-induced orbital degeneracy for an odd number of electrons and spin 1/2 [17] . More complex peak structure in their differential conductance suggests entangled interplay between spin and orbital degrees of freedom. We also note that a zero-bias peak has been observed in Si MOSFET structures [18] .
Our goal will be to elucidate the characteristic structures in the conductance, particularly their physical origin, and their temperature and field dependencies. Once this is done, one can hope to use the Kondo effect to understand some of the interesting physics of Si QDs, particularly the dependence of tunneling matrix elements on the valley degree of freedom. This paper is organized as follows. In Sec.II, we determine whether valley index conservation is to expected; in Sec. III, we introduce our formalism; in Sec. IV, we discuss the effect of valley index non-conservation; in Sec. V, we present our main results; in Sec. VI we summarize the implications for experiments.
II. TUNNELING WITH VALLEY DEGENERACY
The basic issue at hand is the conductance of a dot with valley degeneracy, and the influence of the Kondo effect on this process. The dots we have in mind are separated electrostatically from 2DEG leads on either side. These 2DEGs have the same degeneracy structure. Thus before we tackle the issue of the conductance we need the answer to a preliminary question: is the valley index conserved during the tunneling process from leads to dots? Non-conservation of the valley index will introduce additional terms in the many-body Hamiltonian that describes the dots, and, as we shall see below, it changes the results for the conductance. In this section, we investigate the question of valley index conservation in a microscopic model of the leads and dots. We do this in the context of a single-particle problem that should be sufficient to understand the parameters of the many-body Hamiltonian that will be introduced in Sec. III.
If we have a system consisting of leads and a QD in a 2DEG of strained Si, then both the leads and the dot will have even and odd valley states if the interfaces defining the 2DEG are completely smooth. The valley state degeneracy is split by a small energy. If the valley index is conserved during tunneling, then the even valley state in the lead will only tunnel into the even valley state in the dot. On the other hand, if the valley index is not conserved, then the even valley state in the lead will tunnel into both the even and odd valley states in the dot; similarly for the odd valley state in the lead. We can estimate the strength of the couplings between the various states in the leads and the dot by calculating the hopping matrix elements between them.
Consider a system of a lead and a dot in a SiGe/Si/SiGe quantum well, separated by a barrier of height V b . If V b = ∞, there will be no tunneling between the lead and the dot and the eigenstates of the whole system can be divided into lead states |Ψ 
where V kn = k 0 |H ′ |n 0 is the hopping or tunneling matrix term.
If we further assume that the tunneling Hamiltonain conserves spin and that only one orbital state need be considered on the QD, we can expand the perturbed even valley lead wavefunction (with tunneling) as
Usually, in a perturbation problem, the unperturbed wavefunctions and the hopping matrix elements are known and used to find the perturbed wavefunction. However in the present case we use a model to compute the perturbed and unpertubed wavefunctions and use these to determine the unknown hopping matrix elements V e,e V e,o . These will be needed in later sections.
From the above equation,
The perturbed and the unperturbed wavefunctions and the corresponding energies are calculated by using an empirical 2D tight binding model with nearest (v z ) and next nearest neighbor interactions (u z ) along the z (growth) direction and the nearest neighbor interactions (v x ) along the x direction (in the plane of the 2DEG). Potential barriers and edges of the quantum well are modeled by adjusting the onsite parameter (ǫ) on the atoms. This is an extension of the 2-band 1D tight binding model outlined by Boykin et al. [9, 10] , considering only the lowest conduction band of Si. This is a single particle calculation with the magnetic field B = 0. Note that the parameters from the Boykin et al. model are chosen precisely so as to reproduce the two-valley structure of strained Si.
The single-particle Hamiltonian for the system is
The parameters defining the system are as follows: the lead is 80 atoms long, the barrier between the lead and the dot is 16 atoms wide along x and 0.3 eV high, the QD is 38 atoms (≈ 10 nm) wide along x and 38 atoms wide along z, the barrier along z defining the quantum well is 20 atoms wide on each side and its height is 0.3 eV. The nearest and next nearest neighbor interaction terms along z are v z = 0.68264 eV, and u z = 0.611705 eV, and that along x is v x = −10.91 eV. The schematic of the system is shown in Fig. 2 We consider two kinds of 2DEGs, one with no interface roughness at the interface and the other with a miscut of about 2
• . We find that the valley index is conserved in the case of smooth interfaces. We model the miscut interface as a series of regular steps of one atom thickness and width defined by the tilt, e.g., a 2
• tilt corresponds to a step length of about 30 Si atoms. In this case, the valley index is no longer conserved. Strengths of the coupling between the e − e and e − o valley states is found to depend strongly on the relative distance between the edge of the closest step and the edge of the quantum dot. In Fig. 3 , we plot the hopping matrix elements as a function of this relative distance. The terms show oscillations that have a period equal to the step size in this case.
The coupling strengths are also found to depend on the tilt of the substrate on which the 2DEG is grown. We show in Fig. 4 , the hopping matrix elements as a function of the stepsize (∝ 1/ tilt) and find that the hopping terms vary rapidly at small step sizes (i.e large tilts) but slowly at larger stepsizes (i.e., smaller tilts).
In a quantum well, the phases of the rapid oscillations of the electron wavefunctions (along the z-direction) are locked to the interface and in a well with smooth interfaces, the phase remains the same for a particular valley throughout [12] . But in a miscut well, the phases are different for electrons localized at different steps even for the same valley eigenstate.
The resultant valley splitting is due to interference of phase contributions from all the steps.
Hence the valley splitting can be very different in the lead and the dot. The same argument explains the conservation of the valley index across the barrier in the lead-dot system. In the case of a smooth interface, the e eigenstate in the lead has same phase of the z-oscillations as the e eigenstate in the dot, and is 90
• out of phase with the o eigenstate in the dot. Hence, there is a finite overlap between the e − e wavefunctions, while the e − o overlap cancels out due to interference. This preserves the valley index during the tunneling.
In the case of a miscut well, we can no longer strictly label the eigenstates e or o, but let us continue to do so just for convenience. Here, because e in the lead does not really have a single phase along z but is composed of different phases at each step and similarly for o in the dot, there is a fair chance that there will be a non-cancellation of the phases between the e, o wavefunctions depending up the the extent of tunneling. This will give rise to a finite hopping matrix term between all the dot and lead states and the valley index o, e can longer be said to be conserved.
The results show that the conservation or non-conservation of the valley index depends sensitively on fine details of the dot morphology such the proximity of a step edge to the edge of the dot on atomic scales. It is not likely that good control at this level can be achieved, and thus some sample dependence must be expected. This means that it will normally be necessary to include hopping terms that do not conserve valley index into the Hamiltonian in order to understand the Kondo effect in realistic Si QDs, where the interfaces are rarely smooth. 
III. EQUATION-OF-MOTION APPROACH IN THE U → ∞ LIMIT
Sec. II has given us some insight into the nature of the tunneling between the leads and the dot. We now introduce a Hamiltonian to describe the full many-body problem, and discuss the computational method we will use to solve it. This Hamiltonian must include the single-particle energy levels of the leads and the dot, the tunneling matrix elements that connect these levels, and the Coulomb interaction between electrons on the dot. We shall use the Anderson impurity model:
Here σ indicate two-fold spin 1/2 and m two-fold valley indices.m means the opposite valley state of m. The operator c + ikmσ (c ikmσ ) creates (annihilates) an electron with an energy ε k in the i lead, i ∈ L, R, while the operator f + mσ (f mσ ) creates (annihilates) an electron with an energy ε mσ in the QD, connected to the leads by Hamiltonian couplings V 0,ik and V X,ik which correspond to an electron tunneling between the same valley states and different valley states, respectively. We assume that the V 0(X),ik do not depend on spin index σ. U is the Coulomb interaction on the dot. It is assumed to be independent of m. Previous studies on the orbital Kondo effect have mostly assumed conservation of orbital indices [20] .
Recent theoretical work has found that a transition occurs from SU(4) to SU(2) Kondo effect by allowing violation of conservation of orbital index in CNTs [16, 19] or in double QDs [21] . For Si QDs, we have shown from the previous section that tunnelings between different valley states have to be taken into account.
Experiments measure the current I as a function of source-drain voltage V sd . The differential conductance G = dI/dV sd is given by the generalized Landauer formula [22] 
where D is the bandwidth and
functions calculated with chemical potentials µ L and µ R with µ L = µ R + eV sd . In the following argument, we assume a flat unperturbed density of states and
With these approximations we may differentiate this equation and we find dI/dV sd ∼ −Im[G mσ (eV sd )]/π = density of states(DOS). Here G mσ (w) is the retarded Green's function:
where α = w + iδ. Here {, } and <, > denote the anti-commutator and statistical average of operators, respectively. Hence our task is to compute G mσ (w). Although the approximation of a flat density of states is not likely to be completely valid, we still expect that sharp structures in G mσ (w) will be reflected in the voltage dependence of dI/dV sd .
Several approximate solution methods for this type of Hamiltonian have been used successfully: numerical renormalization group, non-crossing approximation(NCA), scaling theory, and equation-of-motion (EOM) approach. In this paper, we use the EOM approach to investigate the transport through a Si QD at low temperature, in the presence of magnetic field. The EOM approach has several merits. The most important for our purposes is that it can produce the Green's function at finite temperature, and works both for infinite-U and finite-U. We basically follow the spirit of the paper by Czycholl [23] which gives a thorough analysis of EOM in the large-N limit(N is the number of energy level degeneracy) and provides a suitable approximation for finite-U systems. Though in the present case N is 4, the Green's function obtained from EOM should give a reasonable picture in the case of a weak hybridization and relatively large U. The approximation starts from the equations of motion for G mσ (w) in the frequency domain:
This can be obtained by integrating Eq. 6 by parts. The detailed derivation for the Green's function G mσ is given in the Appendix. We truncate higher-order Green's functions by using a scheme adopted by [24, 25, 26] . The higher-order Green's functions are of the general forms ≪ f + cc, f + ≫ and ≪ f c + c, f + ≫ (we drop indices for the sake of generalization)
which we decouple by replacing them with
We combine Eq. A.1, A.2, A.17, and A.18 and take the limit U → ∞. We obtain coupled Green's functions expressed by
where Mm σ ≡≪ fm σ , f + mσ ≫ is the correlation function between different valley states. We denote z = w − ε mσ + ε l =mσ andz = w − εm σ + ε p =mσ . The propagators R(z),R(z) and P (z),P (z) are defined as follows
Note that l = mσ, p =mσ. The various functions in R(z),R(z), P (z), andP (z) are defined in Eq. A.19-A.28 in the Appendix. Moreover, they can be self-consistently computed. We proceed to solve for G mσ and Mm σ
P (z),P (z) express the correlations between "mσ" and "mσ" states. If V X = 0, then P (z) = 0, Coupled Eqs. 7 are decoupled and reduced to the Green's function with conserved valley index. Furthermore, when V X = 0, peak structure will alter since the function Σ d (w)
in P (z),P (z) has a second-order logarithmic divergence at the Fermi level. Now we have a set of self-consistent equations for G mσ from Eq. 8, sinceÃ mσ (z), < n mσ >, < f + mσ fm σ > and other terms such asĨ mσ (w),F mσ (w),J mσ (z) are integrals over G mσ and Mm σ themselves.
We solve by taking an initial guess for G mσ and Mm σ of the forms
These have the expected structure of a broad peak of width NΓ (N = 4) centered around the energy ε mσ for G mσ and εm σ for Mm σ , and the narrow Kondo peak(s) around the Fermi level. We then iterate to self-consistency, at each stage determining the occupation numbers < n mσ > and expectation values < f
Here f F D is the Fermi function.
IV. EFFECTS OF NON-CONSERVATION OF VALLEY INDEX
Consider all four-fold valley and spin levels to be degenerate, meaning no magnetic field and no zero-field valley splitting. We have R(z) =R(z), P (z) =P (z) and z =z = w. We define the Kondo temperature as the temperature at which the real part of the denominator of the Green's function vanishes. As discussed by Hewson [28] , this definition gives the temperature that controls the thermodynamics. We rewrite Eq. 8 in order to explicitly express two contributions from G mσ ,
We hence find two Kondo temperatures corresponding to the solutions of ReR(w) + ReP (w) = 0, and
To second order in the V 's, these equations are
In general each equation has three solutions, but only one of them lies above the cut −D < w < 0 on the real axis. To find T K , we set w = k B T K , ε F = 0 and assume k B T K ≪ D. As the temperature tends to zero, T K 's satisfy
where
Define V 0 = V cos φ, V X = V sin φ, β = sin 2φ, with 0 ≤ β ≤ 1. β = 0 implies valley index conservation, while β = 1 means that tunnelings between same valley states and different valley states both take place.
We express Γ 1 , Γ 2 as The inset in (c) shows the peak corresponding to T K2 (β = 1). Note that the blue dashed curve is more pronounced than the red dot-dashed curve because T K1 > T K2 as β > 0.
There are two important observations from the above result: first, the Kondo temperature depends exponentially on β; secondly, there are two Kondo temperatures which split when β > 0. For the case β = 0 (conservation of valley index) we find T K1 = T K2 = D exp (πε mσ /3Γ), as expected from the EOM approach. When 0 < β < 1, meaning either This enhancement of the Kondo peak and hence the Kondo temperature is caused by interference between two tunnelings, one with valley index conserved, and the other without. This is evident from the fact that the T K 's depend on the relative sign of V 0 and V X .
Constructive interference increases the Kondo temperature whereas destructive interference decreases it. This β-dependent Kondo temperature is somewhat different from that in [19] , where the authors use slave-boson mean field theory. It would be interesting to investigate the difference between these two approaches. It should be mentioned that T K (β = 0) acquired by the EOM approach underestimates the true Kondo temperature T * K which is
This is certainly a deficiency of the EOM approach, and it has been discussed in the literature [24] . The underestimation of the Kondo temperature from the EOM approach leads to its failure in determining, for example, the local spin susceptibility in the Kondo regime [26] .
However, as we see in the following, the disappearance of Kondo peak structure suppressed by the temperature and the magnetic field is only scaled by the Kondo temperature T K1(2) (β) and hence the EOM approach faithfully captures the Kondo effect.
V. DENSITY OF STATES
In Fig. 1 we showed the level structure of a single orbital on the QD. The four energy states suffer both Zeeman splitting and valley splitting. We now formally define these ener-
, where ε d is the bare energy of the dot and B is the applied magnetic field. ∆ is the zero-field valley splitting. Experiments in 2-DEGs also show that the valley splitting increases linearly with the magnetic field [8] .
For a QD the valley splitting slope depends on the size of the dot. A small Si QD can have µ v relatively comparable to gµ B ∼ 0.1 meV/T, with g = 2.
In the following, we consider four different situations with different values of the three parameters B, β, ∆ and in each discuss the peak structure in the DOS in full detail. We have chosen the parameters Γ = 0.2 meV, D = 10 meV and ε d = −2 meV. This leads to rather low Kondo temperatures, but is favorable for illustration purposes.
A. B = 0 and ∆ = 0.
This is the case considered in the previous section. ∆ = 0 is probably not achievable in experiments, but this case is still important to understand, since it allows us to isolate the effect of valley index non-conservation. We showed in the previous section that there are two β-dependent Kondo peaks coming from the two terms of Eq. 10, the first term corresponding to T K2 , the second term corresponding to T K1 . The DOS can be similarly partitioned, and we plot each piece separately together with their sum. Fig. 5 shows the Kondo peak structure at β = 0, 0.5, 1. We plot each graph at temperature T = 0.6 T K1 (β).
When β = 0 (valley index conserved), T K1 = T K2 , the two Kondo peaks overlap with the peak position at T K1 , each contributing to half of the total weight. As β increases and tunnelings between different valley states become allowed, T K1 (β) increases with β, while T K2 (β) decreases, according to Eq. 11 and 12. Since we set the temperature T slightly smaller than T K1 (β), but much larger than T K2 (β = 0.5, 1), we expect to see one pronounced peak shift left and sit at energy T K1 (β), and the other much suppressed peak shifts right towards T K2 (β), as shown in Fig. 5 . Therefore, when tunnelings between different valley states are allowed, it will enhance exponentially one Kondo peak with the Kondo temperature T K1 , and suppress exponentially the other Kondo peak with the Kondo temperature T K2 . T K1 overshadows T K2 except in the neighborhood of β = 0.5, where two peaks are relatively well separated and both sizable. As stated above, it is probably difficult to achieve ∆ = 0 experimentally. However, even if ∆ is small, we expect an enhancement of the upper Kondo temperature, making the features in the DOS associated with this T K easier to observe. In this sense, Si is more favorable than GaAs for observation of the Kondo effect.
B. B = 0, β = 0.
We now consider what happens when there is a finite valley splitting at zero field. We find that there are three peaks in the DOS (and hence in the nonlinear conductance) instead of the usual two. There is a central peak at zero energy and side peaks at ±∆. This is shown in Fig. 6 . Furthermore, there is no energy cost in the spin-flip transition at the same valley, since spin degeneracy is still preserved, so the corresponding peak locates itself at the Fermi level (blue solid curve in the schematic). This is basically the same scenario as traditional spin-1/2 GaAs QDs. Fig. 7 shows that increase of temperature suppresses these three Kondo peaks equally, demonstrating that they are scaled by the same Kondo temperature.
We further calculate the Kondo temperature with ∆ = 0. Since β = 0, we reduce the real part of the denominator of G mσ to Consider "mσ" = "o ↑ " energy state with the energy ε o,↑ = ε d − ∆/2. As T → 0, Eq. 13 can be rewritten as . We obtain
Thus using EOM, we find T K (∆) ∼ 1/∆ 2 . Eto in his paper [29] evaluates theoretically the Kondo temperature in the QDs with two orbitals and spin-1/2 as a function of ∆, the energy difference between the two orbitals. He considers the case β = 0 so the two Kondo temperatures coincide. Using "poor man's" scaling method, he finds that within the region where T K (∆ = 0) ≪ |∆| ≪ D, T K (∆) decreases as ∆ increases, according to a power law where γ = 1. The discrepancy of Eq. 14 from Eto's power law is again due to the deficiency of EOM approach to find the true Kondo temperature.
Interestingly, as ∆ becomes larger, the side peaks shift further away from the Fermi level and we recover the conventional spin-1/2 Kondo effect, with one Kondo peak at the Fermi level. This is in agreement with Eto's analysis [29] .
This is now the more general case of finite field and valley splitting, but still assuming that valley index is conserved. Now the peak structure in the DOS becomes more complicated.
As already seen in Fig. 6 , at B = 0 and ∆ = 0, there are three peaks at w = 0, ± ∆. By applying a magnetic field, hence breaking spin degeneracy, as shown in Fig. 8 , the central peak splits into two peaks with peak positions at ±2gµ B B by Zeeman effect. In Fig. 8 This is the case where tunneling between same valley states and different valley states are equally strong. When the magnetic field is zero, there are three peaks near the Fermi level which we have explained in subsection B. However, as can be seen in Fig. 9 , the central peak is more pronounced than the other two side peaks. This is due to extra contribution from tunnelings between different valley states. The effect of non-conservation of valley index can be seen more clearly when we apply a magnetic field. When B = 0 and assuming the zero-field valley splitting ∆ = 0, we saw eight peaks since spin and valley states are no longer degenerate. Surprisingly, as shown in Fig. 9 , when the valley index is no longer conserved, we not only see the previous eight peaks as in Fig. 8 when the valley index is conserved, but also see an extra peak at the Fermi level that is independent of the magnetic field, meaning it can only be suppressed by increasing the temperature. This peak comes from a logarithmic divergence in the function Σ d (w) (cf. Eq. A.22) and is thus more pronounced as β becomes larger. It also indicates that through cross-valley couplings V X , "mσ" and "mσ" form a bound state through exchanging electrons with the leads. The schematic in Fig. 9 demonstrates that this kind of transition through cross-valley couplings can occur without any energy cost. Consequently its peak sits at the Fermi level and has no dependence on the magnetic field. This is in some sense the most characteristic signature that could be sought of the valley Kondo effect, since it results from a bound state of different valley states rather than different spin states.
VI. CONCLUSIONS AND IMPLICATIONS FOR EXPERIMENTS
Silicon quantum dots show a much richer phenomenology than GaAs dots due to the additional valley degree of freedom. The initially fourfold degenerate level is split at zero applied magnetic field by interface effects and there is additional splitting at finite fields.
We have computed the density of states on the dot in the large-U limit using an equation of motion method that has been shown to give reasonable results in related problems. This function should closely mimic the non-linear conductance through the dot as a function of voltage.
The nonlinear conductance near zero bias of a Si QD with a single electron is sharply different from that of a GaAs QD in the Kondo regime:
1. At B = 0 we expect three peaks near zero bias at eV = 0, ±∆, where ∆ is the valley splitting. The central peak is the spin Kondo peak while the other peaks correspond to inter-valley conduction processes.
2. For B > 0, the side peaks further split into three peaks, the two split-off peaks corresponding to spin-flip processes and the middle corresponding to spin conserving processes.
3. For B > 0, the central peak splits into two peaks if the valley index is conserved and three if it is not conserved, the latter corresponding to a valley-Kondo ground state.
4. The temperature dependence can be complex, since there are two Kondo temperatures in the problem.
5. The conservation or non-conservation of valley index depends quite sensitively on the precise details of the junctions and is therefore likely to be sample-dependent and difficult to control.
We hope that some or all of these phenomena will be observed in future experiments.
The basic equations of motion for the Green's functions are
Note that l, p are shorthand for valley plus spin indices, unlike m that means only the valley index. Furthermore if l = mσ,l =mσ. The bar means exchanging only the valley index.
From now on we simplify the calculation by changing V 0(X),ik → V 0(X) . From the above four coupled equations of motion we can obtain
The higher-order terms give rise to
Next, we proceed to obtain equations of motion for the higher-order functions appearing on the right-hand side of Eq. A.3 and Eq. A.4
Note z = w − ε mσ + ε l =mσ andz = w − εm σ + ε l =mσ . If we take U → ∞, Eq. A.9-A.11 and Eq. A.14-A.16 vanish, as do correlators And the rest involving two annihilation operators on the dot like ≪ f + l flf mσ , f + mσ ≫ also vanish as U → ∞. After we truncate the higherorder Green's functions, we will encounter related integrals that by simple manipulation we transform into integrals over Green's functions ≪ f mσ , f + mσ ≫ (G mσ ) and ≪ fm σ , f + mσ ≫ (Mm σ ). Thus the set of EOM terminates after truncation and the Green's function G mσ can be solved for. The equations are
XBm σ,mσ (z) + V 0 V X (B mσ,mσ (z) +Bm σ,mσ (z))).
XBm σ,mσ (z)
+V 0 V X (B mσ,mσ (z) +Bm σ,mσ (z))).
(V 0Bmσ,mσ (z)) + V XBmσ,mσ (z)).
(V 0Bmσ,mσ (z)) + V XBmσ,mσ (z)). 
XBl,l (z) +V 0 V X (B l,l (z) +Bl ,l (z))).
(A.21) Combining Eq. A.1, A.2, A.17, A.18, and taking the limit U → ∞, we obtain Eq. 7 in the main text.
and < f + mσ fm σ > when iterating the computation to determine their values. However, note that the value < f + mσ fm σ > should be approximately of order O(βΓ < n mσ >). Since the stability doesn't reach at < f + mσ fm σ >∼ O(βΓ < n mσ >), we first stablize < n mσ > by setting < f + mσ fm σ >= 0 in a sense that we treat < f + mσ fm σ > perturbatively. Afterwards we iterate to determine < f + mσ fm σ > and stop when it reaches a value ∼ βΓ < n mσ > and take both values to plot the DOS.
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