Released flammable chemicals can form an explosible vapour cloud, posing safety threat in both industrial and civilian environment. Due to the difficulty in conducting physical experiments, computational fluid dynamic (CFD) simulation is an important tool in this area. However, such simulation is computationally too slow for routine analysis. To address this issue, a meta-modelling approach is developed in this study; it uses a small number of simulations to build an empirical model, which can be used to predict the concentration field and the potential explosion region. The dimension of the concentration field is reduced from around 43,421,400 to 20 to allow meta-modelling, by using the segmented principal component transform-principal component analysis. Moreover, metamodelling-based uncertainty analysis is explored to quantify the prediction variance, which is important for risk assessment. The effectiveness of the methodology has been demonstrated on CFD simulation of the dispersion of liquefied natural gas.
Introduction
The dispersion of vapour cloud, formed by accidental or intentional release of flammable chemicals, is of significant concern to industrial safety and civilian security. When flammable chemicals leak, it vaporises to form a cloud. In the presence of an ignition source, the vapour cloud may explode if its concentration is between lower explosive limit (LEL) and upper explosive limit (UEL). Therefore, vapour cloud can cause catastrophic explosions, and the potential explosion zone is dependent on the concentration of the flammable chemical. Given a certain release scenario (e.g. the amount of chemical released) with the corresponding environmental parameters (e.g. wind direction and speed), it is crucial to estimate the chemical concentration within the vapour cloud and thus the potential explosion zone. Such estimation forms important information to support risk analysis and decision making with respect to mitigating strategies and evacuation planning. However, physical experiments of vapour dispersion processes are dangerous, difficult and costly, particularly when a large amount of chemical is involved and/or multiple environmental parameters need to be considered.
Consequently, computer simulation has become the major tool to investigate large scale vapour cloud dispersion processes. The most commonly used are Gaussian dispersion models (Barratt 2001) , which however are too simplistic to simulate complex, real world scenarios. Alternatively, computational fluid dynamic (CFD) modelling has been adopted to better represent the underlying physical and chemical mechanisms of vapour cloud dispersion (Gavelli et al. 2008 , Qiao & Zhang 2010 , Graham & Simon 2012 ).
There are many choices of commercially or freely available CFD tools, such as FLACS (FLame ACceleration Simulator), ANSYS Fluent, and OpenFOAM. Among these, FLACS is widely used in industrial and academic institutions due to its reliable and satisfactory simulation results (Hanna et al. 2009 , Middha et al. 2009 ); it has been approved to be used for LNG vapour dispersion modelling under the US federal regulations and is also used in this study. However, no matter what software is used, one of the major challenges that have hampered the practical application of CFD is the computational cost. For example in this study, a single run of FLACS to simulate the vapour cloud dispersion, due to the release of several tons of liquefied natural gas (LNG), takes several days using a high performance cluster with peak performance up to 28 TFLOPs; it may take even months if the mass of LNG released increases to several kilo-tons. This is too computationally demanding for routine analysis, and it is a generic problem for complex computer simulations. In order to address this challenge, the meta-modelling technique has been reported in the literature, in which the main concept is to use "computer simulation data" to develop an empirical model (termed meta-model, surrogate model or response surface) (Sacks et al. 1989 ). In the field of CFD simulation, meta-modelling has been recognised as a useful tool to help reduce the computation demand (Marjavaara et al. 2007 , Coetzee et al. 2012 . To study vapour cloud dispersion processes, a meta-model can relate the concentration field to the input variables of the simulation (e.g. the mass of chemical released, the wind speed and weather condition), and thus is able to predict the concentration for any value of these inputs. Nevertheless, to the best knowledge of the authors, metamodelling has not been explored with respect to its application to CFD simulation of vapour cloud dispersion, which is the primary aim of this work.
The concept of meta-modelling can be realised in different ways, depending on the choice of how the computer "experiments" (simulations) are designed (i.e. design of experiments, DoE) and what empirical models are adopted. DoE aims to determine the proper values of simulation inputs, so that the simulation data are representative of the entire input space, and thus the model developed gives accurate predictions of the outputs. In this study, DoE is through the Hammersley sequence sampling (HSS) method (Kalagnanam & Diwekar 1997 . HSS is a "space-filling" method to allocate design points to be uniformly distributed within the input space. Compared with classical DoE (e.g. factorial designs (Myers et al. 2009 )), space-filling methods tend to give better coverage of the input space and thus more reliable empirical models (Fang et al. 2000) . In this work, HSS is used to determine proper combinations of the mass of the released LNG and wind speed, as inputs, for FLACS simulation. Second, the meta-model can have different forms, such as polynomial functions, neural networks, and Gaussian process regression (GPR, also known as kriging) (Palmer & Realff 2002 , Chen et al. 2006 . Of particular focus in this work is GPR, for its reliable prediction results when compared with alternative methods (O'Hagan 2006 , Wang et al. 2011 .
In principle, when studying vapour dispersion, the chemical concentration at different spatial locations and time points could be directly used as the output variables for modelling. However, the dimension of the concentration field from CFD simulation can be extremely high. For example, the 4D simulation (3D space plus time) in this work gives approximately 43,421,400 concentration values, which cannot be directly used as outputs in meta-modelling. This issue can be addressed by using dimension reduction techniques, such as principal component analysis (PCA) (Geladi & Kowalski 1986 , Jolliffe 2005 . PCA can represent the large number of concentration values with very few score variables, which are used as the outputs for meta-modelling. The model prediction is thus also in the form of PCA scores, which are converted to the prediction for the original concentration field. In our former work, PCA was used for a small-scale CFD simulation with up to 182,250 output variables . However, when the output dimension further increases, the conventional PCA algorithm becomes undesirable or even infeasible in terms of computer memory. In order to solve this problem, a special PCA algorithm, the segmented principal component transform-principal component analysis (SegPCT-PCA) (Barros & Rutledge 2005) , is used in this study. In SegPCT-PCA, the high dimensional data are divided into lower dimensional segments, and PCA is applied to each segment to obtain the segment-specific scores (the so called SegPCT step). These segment-specific scores, already in dramatically lower dimension than the original data, go through another PCA (thus the overall acronym SegPCA-PCA) to obtain the final scores. This "divide-and-conquer" methodology has been demonstrated to produce numerically indistinguishable results when compared with direct PCA (Barros & Rutledge 2005) , whilst dramatically reducing the memory use.
Another important task of this work is to analyse the prediction uncertainty of the meta-model. In the event of chemical release, a single prediction (usually the mean prediction) of the potentially explosible region may not be very useful. Instead, uncertainty analysis identifies a range of plausible scenarios, such as the regions with 50% (the mean), 10%, and 1% (the worst case) probability of explosion; such information will be crucial for the authority to conduct risk assessment and make suitable decisions accordingly (Smith 2006 ).
In the context of meta-modelling, the main sources of prediction uncertainty include: (i) the mismatch between the real process and the CFD simulation, (ii) the mismatch between the CFD simulation and the meta-model, and (iii) the variability in the input variables. The validation between the real process and CFD simulation has been reported in the literature (Middha, Hansen et al. 2009 , Hansen et al. 2010 , Graham & Simon 2012 . However in this study, it is not possible to compare simulation with real data, because we aim to mimic the actual weather conditions and potential release scenario in Singapore. No such experimental data are available (to our best knowledge), and it is infeasible for us to conduct such large-scale experiments with tons of chemicals released. In addition, the primary purpose of this study is to investigate the effectiveness of meta-modelling for fast analysis of CFD simulations. Therefore, although the reality-CFD mismatch may well be the primary source of uncertainty, it is not explored in this work, and we focus on the latter two types of uncertainty. In more detail, the meta-model uncertainty, due to the mismatch between the CFD simulation and metamodel, is reflected in the prediction variance that is automatically provided by GPR ).
Furthermore, the input uncertainty refers to the uncertainty in the mass of chemical released and the wind speed (available from historical data), and it propagates through the meta-model to the prediction uncertainty in the output concentration field (Oakley & O'Hagan 2002) . The Monte Carlo (MC) method is used to quantify the prediction uncertainty due to the input variability (Girard et al. 2003 , O'Hagan 2006 . Finally, the model and input uncertainty are combined through a mixture distribution model (Shi et al. 2003 , Shi et al. 2005 . It should be noted that uncertainty analysis with respect to input variability only becomes feasible with the use of metal-model; otherwise the MC method would require hundreds of simulation runs, a single of which takes days to months to complete.
In summary, the primary contribution of this work is to explore the use of meta-modelling in medium-to-large scale, 4D CFD simulations of LNG vapour cloud dispersion processes. The main challenge is the extremely large number of concentration variables (approximately 43,421,400), which is reduced by the SegPCT-PCA algorithm prior to being used as output for meta-modelling. In addition, this work investigates the prediction uncertainty, as a result of model and input uncertainties, of meta-models with very high dimensional outputs. Existing uncertainty analysis with metamodelling has been focused on univariate output (Eisenhower et al. 2012 , Manfren et al. 2013 ). As such, this study contributes a method to quantify the variability of meta-model-predicted concentration field (and other high dimensional variables), which is potentially crucial information to aid risk assessment and decision making in practice.
Methods
In this study, this first step is to use FLACS to simulate the dispersion of LNG vapour cloud under a range of released mass and wind speed. The values of these two input variables are determined by HSS, in order to provide proper coverage of the input space. After the simulations are completed, the high dimensional concentration variables are fed through the SegPCT-PCA algorithm to give the low dimensional PCA score variables. Subsequently, a GPR meta-model is developed to relate the scores (outputs) to the LNG mass and wind speed (inputs). Finally, the meta-model's prediction uncertainty, due to the model and input uncertainties, is quantified by using the MC method. An overview of HSS, CFD simulation using FLACS, SegPCT-PCA, GPR and uncertainty analysis methods is presented in the rest of this section. A flowchart is given in Figure 1 to illustrate the overall methodology. 
Hammersley sequence sampling (HSS)
The principle of HSS (Kalagnanam & Diwekar 1997 ) is that any integer n can be re-written in a radix notation of another integer R as (1) where is the integral part of . A function of , called inverse radix number, can be constructed by reversing the order of the digits of n and concatenating them behind a decimal point:
Let the input variable (i.e. LNG mass and wind speed in this study) be a dimensional vector.
We select the first prime numbers, denoted , as the integer in Eq. (1). Then the design points (N combinations of LNG mass and wind speed as input variables for simulation), each being a vector of order , are given by
where , and 1 is a unity vector.
This HSS method gives N design points within the range [0, 1] for each input variable. In general, if the required range of an input variable is , then the design points for that input need to be transformed by multiplying ( ) and then adding .
In this study, the CFD simulation across open sea requires three inputs, namely the wind speed, the current speed, and the mass of LNG released. It is reported that the surface drift (current speed) is approximately 3% of the wind speed under turbulent condition (Shemdin 1971) . For simplicity, this dependency is adopted. As a result, only the wind speed and LNG mass are considered in HSS.
CFD simulation using FLACS
Once N sets of values are determined using HSS, they are used as the input variables in FLACS to simulate the dispersion of vapour cloud. FLACS is a comprehensive CFD tool for exploring the consequences of different types of flammable and toxic release scenarios. The governing equations include the conservation of mass and momentum, transport equations for enthalpy, fuel mass fraction, the mixture fraction, turbulent kinetic energy, and dissipation rate of turbulent kinetic energy, which are explained in details in the FLACS manual. The governing equations for mass and momentum are solved by using the unsteady Reynolds-averaged Navier-Stokes approach on a non-uniform Cartesian grid, closed using the standard model (Hansen, Gavelli et al. 2010) . The is an eddy viscosity model that solves two additional transport equations of turbulent kinetic energy and dissipation of turbulent kinetic energy.
In FLACS simulation, the geometry, grid and scenario parameters need to be determined first. In this work, the domain is oriented that the X-direction and Y-direction are horizontal and the Zdirection is vertical; the X-direction is parallel to the wind, and the Y-direction is perpendicular to the wind. The X-coordinate extends from -100 m to 700 m, the Y-coordinate from -150 m to 150 m, and the Z-coordinate from 0 m to 50 m. The simulation domain is divided into small box grid cells.
FLACS uses the distributed porosity concept to handle sub-grid objects that are smaller than the grid cell size, making the dispersion simulation in complex geometries feasible (Hansen, Gavelli et al. 2010 ). The scenario parameters define the chemical, boundary conditions, monitoring point locations, ignition position and ignition time, and so on. For LNG composition considered in the context of this work, the methane, ethane and propane content by mole percentage was taken to be 88.07 %, 9.15 % and 2.78% respectively. In FLACS, wind direction cannot be changed and remains constant in a single simulation. In this work, the dispersion is simulated offshore, and no obstacles are in the domain. Therefore, the wind direction is taken to be constant in the course of the simulation. The pool model in FLACS is employed in this work. The mass of LNG is assumed to leak onto open water surface of an ambient temperature of 31°C and the dispersion characteristics is studied.
The simulations terminates when all the concentrations in the domain drop to less than .
(All concentration values are in volume fraction in this paper.) The simulation time depends on several factors, such as grid and domain size, the mass of released LNG, and wind speed. When other scenario parameters are specified, the simulation time is up to the mass of released LNG, and wind speed: lower mass with faster wind gives shorter time. In this work, each simulation takes 2-4 days.
As mentioned before, LEL and UEL are important parameters to determine the explosion potential of flammable chemicals. The LEL and UEL for LNG are 4.6% and 14.6%, respectively, which are obtained using the Le Chatelier's mixing rule (Le Chatelier 1891), taking into account the mole percentage of methane, ethane and propane used for simulations. The plume with concentration between the LEL and the UEL is of interest, since it has the potential of explosion. Once the leakage occurs, plume within flammable limits could be observed near the source term. At the beginning, areas within the plume can have concentrations higher than UEL and decreases over time. Although the region above UEL is not explosible at a particular time, it is still considered hazardous in practice.
Therefore, it is the contour of LEL that is of primary interest in this study.
Segmented principal component transform-principal component analysis (SegPCT-PCA)
From each simulation run, the concentration of the chemical is a function of 3D spatial location and time, and thus of extremely high dimension. PCA is a common method for dimension reduction.
Let the concentration values from the n-th run are organised into a vector ( ), each having dimension of P, and the data from all the N runs are concatenated into a matrix of order :
. In PCA, the concentration matrix is projected into scores and loadings as (Wold et al. 1987 , Jolliffe 2005 
where T ( ) is the scores, and P ( ) the loadings. If the original variables are highly correlated, the dimension of T can be dramatically smaller than that of (i.e. ), whilst still containing the essential information of . Recall that the P variables in are concentration values across spatial and temporal coordinates, which are indeed highly correlated ).
Therefore, the PCA can be an effective approach to dimension reduction.
However, the classical PCA algorithm requires many matrix multiplications, which can be very demanding in terms of memory. Direct use of PCA is not feasible, on usual desktop computers, for dealing with the extremely large dimension in this study. In order to solve this problem, the SegPCT-PCA algorithm (Barros & Rutledge 2005 ) is adopted. The main principle of SegPCT-PCA is "divideand-conquer", that is, to divide the matrix into column-wise segments as | | | | . 
Gaussian process regression (GPR)
After dimension reduction, a GPR model is developed to relate the input variables, , to the PCA scores as output. Since the scores are of dimension Q, this is a multi-output regression problem. It is possible to model the multiple outputs directly in GPR (Rasmussen & Williams 2006) ; however such methods can give complex models in terms of implementation and computation. Instead, we choose to build multiple GPR models, one for each dimension of the score; this approach has been shown to give good prediction accuracy in practice . For brevity, a single score vector from the matrix T is denoted t, which is of the order ( being the number of simulation runs). Such an output variable is modelled by a joint Gaussian distribution with zero mean as ( ) ( ). The ij-th element of the covariance matrix is defined in terms of the following covariance function:
where is the input of the i-th ( ) simulation at the j-th ( ) dimension and . The first two terms of the covariance function represent the constant bias and linear correlation, respectively. The third term is similar to the form of the radial basis function, and the fourth term corresponds to the random error. The model parameters in the covariance matrix ( ) can be estimated by using the maximum likelihood method (Rasmussen & Williams 2006) . After finding the model parameters, for a new input variable , the prediction for the output is also normally distributed with mean ̂ and variance ̂ given by
where ( ) ( ) ( ) . The capability of automatically providing the prediction uncertainty (i.e. the variance in Eq. (7)) is a special feature of the Bayesian regression methods, of which GPR is a widely used model. This prediction variance reflects the un-modelled mismatch between the meta-model and the simulation data, and can be regarded as originating from model uncertainty.
Following this procedure, a total of Q GPR models are developed for all Q score vectors, and the prediction for a new variable has Q independent normal distributions given in Eqs. (6)(7): { ̂ ̂ } . The prediction of the concentration variables, also being normally distributed, can be obtained by applying the following transformation ):
Uncertainty analysis
The aim of uncertainty analysis is to quantify the variance of the prediction due to the uncertainties in the meta-model and the input variables. The effect of model uncertainty has already been given in Eq. (9). The input uncertainty refers to the variability about the input variables, which is usually represented by a probability density function (pdf) of the inputs. The pdf can be determined based on the experience of the domain experts, past release scenario and historical data with respect to the LNG mass and wind speed. Then, the Monte Carlo (MC) method (Kalos & Whitlock 2008) can be used to draw random samples from this pdf. For each MC sample, the meta-model will give an prediction of the outputs in the form of normal distributions with mean ̂ ( ) and variance ̂ ( ) ,
, where H is the number of MC samples. According to the principle of MC method, the prediction becomes a mixture of H normal distribution. For simplicity, we approximate this mixture distribution for prediction by a single normal distribution: ( ̂ ̂ ), where the mean and variance are (Shi, Murray-Smith et al. 2003 , Shi, Murray-Smith et al. 2005 :
where in Eq. (11), the first term is the prediction variance due to model uncertainty, averaged over MC samples. The second and third terms represent the prediction variance due to input uncertainty.
From the prediction, the probability of a particular spatial location at a particular time point being potentially explosible is ( ), which can be calculated from the probability function of the normal distribution. Given a designated threshold for the explosion probability (e.g. 5% or 50%), the corresponding LEL contour can be established. Note that using a smaller probability threshold results in a larger LEL contour, since the region that is less likely to be explosible will be included. In a real release scenario, the authority tends to be conservative and uses a small explosion probability (say 5% or even less), which will result in a larger potential impact zone to be considered.
Results and Discussion
The first task is to decide the range of the LNG mass and wind speed, as input variables, for the investigation. The LNG mass varies from 2 to 5 tons. According to the weather statistics data in 2011, provided by the Singapore National Environment Agency, the wind speed has been determined to be between 0.5 and 7.3 m/s. Given the available computational resources, a total of 24 simulations have been designed using HSS (see Figure 2 ). It can be observed that the designed wind speeds and LNG mass cover the input space very well. Subsequently, FLACS is used to obtain the 4D concentration values due to the dispersion of the LNG vapour cloud.
( Figure 2 about here)
For the development and validation of the meta-model, the 24 simulation runs need to be divided into modelling and validation data. The method of leave-one-out cross-validation (LOOCV) is used.
In LOOCV, one simulation is reserved for validation, whilst the remaining 23 runs are used to develop the meta-model. This step is repeated until every simulation has been used once as validation data. When applying SegPCT-PCA, twenty principle components are retained and they explain over 99% of the variance of the original data containing 43,421,400 variables. It indicates that 20 principle components are sufficient to capture the essential information of the high-dimensional concentration variables. Therefore, these 20 PCA score variables are used as output for meta-modelling, and the predicted scores can be transformed, according to Eqs. (8)(9), to give the prediction for the highdimensional concentration. The root mean square error (RMSE) is used to evaluate the predictive accuracy of the model. The RMSE is given in Table 1 for each run reserved as validation data, whereby the maximal value is 0.0033 (the 8th simulation). Even for the 8th simulation, the metamodel prediction satisfactorily agrees with the CFD simulation (shown later in Figure 3) . Overall, the prediction accuracy for all 24 simulations appears to be satisfactory.
( Table 1 about here) Out of the 24 simulations, the 23rd (wind speed: 6.73 m/s, LNG mass: 4.25 ton) and the 8th (wind speed: 2.48 m/s, LNG mass of 3.41 ton) runs are selected for demonstrating the results, for they give the lowest and highest RSME, respectively. For the 23rd simulation, the LEL contours predicted by the meta-model and from simulation are displayed in Figure 3 . Notice that the original concentration data are within a 3D space. However, in practice, the vertical coordinate is less important, and only the potential explosible zone in horizontal level is of concern, for example to help decide the evacuation range. Therefore, the 3D concentration data are projected onto 2D LEL contours with X, Y coordinates only. Specifically, if any concentration along the vertical Z-coordinate is greater than LEL, the corresponding X-Y location is deemed explosible. So far, the LEL contour is calculated from the mean prediction of the concentration; neither model nor input uncertainty is considered. In addition, the LEL contour, directly calculated from the concentration values, appears to be somewhat irregular in space (e.g. the FLACS simulation in Figure 3(b) ). In principle, such irregular contours may be smoothed by using filtering methods as post-processing, which is outwith the scope of this study and thus not explored.
( Figure 3 about here)
The dispersion process of the 23rd simulation lasts about 145 s. It can be observed from Figure 3 that because of the west wind, the plume mainly moves to the east. However, at the initial stage (e.g.
20s as in Figure 3 (a)), the plume also expands to other directions (even slightly to the west), due to the rapid and strong dispersion from the leakage location. Approximately at 100 s, the size of the plume reaches the maximum and begins to reduce. Visual inspection reveals that most plumes (Figure 3(a) -(e)) are very well predicted. However at 130 s (Figure 3(f) ), the predicted contour does not match well with the CFD simulation, especially at the east end. Nevertheless, the prediction accuracy in Figure   3 (f), in terms of RMSE of concentration, is similar to other plumes. This is because that at 130 s, the concentration in the plume tends to be close to the LEL, and thus small prediction errors in concentration cause significant error of the LEL contour.
Similar LEL contours for the 8th simulation are illustrated in Figure 4 . Although the mass of the released LNG in the 8th simulation is similar to that of the 23rd, the dispersion process lasts longer to about 360 s due to lower wind speed. The predicted LEL contours match reasonably well with the CFD simulation until towards the end of the process (from around 250s). This phenomenon, and its underlying cause, is similar to that for the 23rd simulation as discussed above.
( Figure 4 about here)
Next, uncertainty analysis is carried out to investigate the prediction variability, which can be important information to aid subsequent risk assessment and mitigation decisions. The results for the 23rd simulation are used for illustration. The standard deviation of the inputs is assumed to be 10% of the corresponding values, reflecting significant input uncertainty. One thousand MC samples are generated for the inputs, shown in Figure 5 .
( Figure 5 about here)
By using the GPR meta-model, one prediction can be calculated for each MC sample of the inputs, resulting in a total of 1000 predictions of the 4D concentration field. These 1000 predictions are then combined as in Eqs. (10)(11), whereby Eq. (11) gives the prediction variance due to input uncertainty and model uncertainty. In majority of the cases, input uncertainty contributes more, than model uncertainty, to the prediction variance; this is illustrated in Figure 6 (a). Since it is not possible to display all 43,421,400 concentration values, only 50 concentrations at time 40 s and spatial range { } are shown in Figure 6 (a). The corresponding 2D LEL contour of FLACS, input uncertainty, model uncertainty and combined uncertainty at 5% probability is give in Figure 6 (b). However in a small number of cases, the model uncertainty does contribute more to the prediction variance (not displayed in Figure 6 ).
( Figure 6 about here) Figure 7 gives the predicted LEL contour by meta-model, against that from FLACS simulation, for the 23rd simulation at 60 s. As expected, the predicted LEL region increases with decrease in explosion probability. In this case, the prediction matches the simulation reasonably well when no uncertainty is considered. Nevertheless, the inclusion of uncertainty can provide more confidence in the predicted potential explosive area.
( Figure 7 about here)
In addition, it is found that uncertainty analysis can compensate for under-predicted LEL contour towards the end of dispersion, when the concentration is close to LEL. As an example, Figure 8 illustrates the 23rd simulation at 130 s. When no uncertainty is considered, the meta-model underpredicts the concentration in the plume, resulting in smaller LEL contour than that from simulation.
By including uncertainty, a decrease in explosion probability provides larger LEL contour, and eventually covers the entire explosible region as calculated by FLACS. Compared with Figure 7 , it appears that the uncertainty at 130 s has more influence on the prediction than it does at 60 s. This may be explained by the overall higher concentration in the middle of the dispersion process than that towards the end; a snapshot is given in Figure 9 . Therefore, the variance does not affect the concentration very much at 60 s, whilst small variance results in significant change in the prediction at 130 s. As a further note, the current use of meta-modelling does not involve complex wind or temperature fields, but only fixed wind and temperature values. For this particular scenario, since the simulation time is relatively short (around 180 s), stable wind and temperature may be a reasonable approximation. Arguably for such a scenario, satisfactory simulation results may be obtained by using simpler models, such as SLAB (Ermak 1990) , HEGADAS (Colenbrander 1980) , DEGADIS (Spicer et al. 1989) , HGSYSTEM (Witlox & McFarlane 1994) , PHAST (DNV 2007) , ALOHA (EPA 2006) , SCIPUFF (Sykes et al. 2007 ) and TRACE (Systems 2009 ). Nevertheless, the aim of this study is not to find the best simulation tool for the particular vapour dispersion scenario; instead it is to find an enabling method (i.e. meta-modelling) so that CFD can be used for fast analysis of vapour dispersion.
In this sense, the present work is an initial step towards this aim, and future development is being planned for meta-modelling of more complex scenario with spatial and temporal variations in input variables. As such, comparisons between meta-modelling and other simplified simulation models are not within the scope of this paper. We refer the readers to a comprehensive validation of CFD model for dispersion (Middha et al. 2009 ), and comparisons between CFD and above-mentioned simplified models in simulating complex scenarios (Hanna, Hansen et al. 2009 , Tauseef et al. 2011 ).
Concluding remarks
In this work, a meta-modelling method using Gaussian process regression is applied to an LNG dispersion process. 
