In this work, we improve the performance of multi-atlas segmentation (MAS) by integrating the recently proposed VoteNet model with the joint label fusion (JLF) approach. Specifically, we first illustrate that using a deep convolutional neural network to predict atlas probabilities can better distinguish correct atlas labels from incorrect ones than relying on image intensity difference as is typical in JLF. Motivated by this finding, we propose VoteNet+, an improved deep network to locally predict the probability of an atlas label to differs from the label of the target image. Furthermore, we show that JLF is more suitable for the VoteNet framework as a label fusion method than plurality voting. Lastly, we use Platt scaling to calibrate the probabilities of our new model. Results on LPBA40 3D MR brain images show that our proposed method can achieve better performance than VoteNet.
INTRODUCTION
Image segmentation, i.e. assigning pixel-wise or voxel-wise labels, is important for image-based diagnosis and analysis [1] . Thus much effort has been spent on developing fast and accurate segmentation algorithms. Recently, deeplearning (DL) approaches [2, 3, 4] have started to dominate the field of medical image analysis for many tasks, including image segmentation, due to their good performance.
Prior to the ascent of DL approaches, multi-atlas segmentation (MAS) techniques have been widely successful. MAS utilizes deformable image registration to transfer atlas labels to a target image to be segmented. As label maps are deformed in a controlled manner via deformable registration approaches local structure and topology stay well behaved in the target image space, thus helping to retain spatial consistency (e.g., to avoid adding or missing unrealistic structures). However, besides these desirable MAS behaviors, MAS is slow as it relies on costly image registrations and has been outperformed for many segmentation tasks by DL approaches. Recently, VoteNet [5] proposed an approach to use DL to predict trust-worthy atlases for MAS and to use DL-based image registration. This allowed matching DL performance while retaining spatial consistency. Motivated by VoteNet, in this paper, we improve the performance of MAS in four ways. First, we combine VoteNet [5] with Joint Label Fusion (JLF) [6] improving upon plurality voting. Second, we design VoteNet+, an improved DL architecture outperforming the original VoteNet model; thus demonstrating that VoteNetstyle segmentations benefit from improved network architectures. Third, we take advantage of VoteNet+ and a segmentation network (e.g. U-Net) to boost overall segmentation performance. Lastly, we use a probability calibration technique to correct probabilities predicted by VoteNet+. Related Work. There are various recent approaches combining MAS with machine learning. E.g., [7] proposed to use random forests for patch-based label fusion. Further, [5] uses a CNN to locally select the best atlases and [8] uses a CNN to predict patch-based similarity in the JLF framework. Most related to our work are [5, 8] . However, our approach differs in the following ways: a) we design VoteNet+ a network which improves over VoteNet in [5] ; b) we use JLF for label fusion while [5] use plurality voting; c) we predict the probability for an entire image instead of focusing on patch centers as in [8] ; d) we propose to use Platt scaling to correct probabilities predicted by our CNN while [8] use a heuristic to approximate probabilities. Sec. 4 demonstrates that our proposed approach can indeed achieve improved performance. Contributions. (1) New network architecture: We propose a new deep convolutional network (VoteNet+), which locally identifies sets of trustworthy atlases more accurately than VoteNet. (2) Probability Calibration: We calibrate the probabilities of our network resulting in more accurate segmentations. 
METHODOLOGY

MAS Overview
Assume we have n atlas images and their corresponding manual segmentations: (A n I , A n S ). Let T I be the target image that needs to be segmented. MAS first uses a reliable deformable image registration method to warp all atlases to the target image space, i.e.Ã 1 = (Ã 1 I ,Ã 1 S ),Ã 2 = (Ã 2 I ,Ã 2 S ), ...,Ã n = (Ã n I ,Ã n S ); and then uses a label fusion method, F , to combine all the candidate segmentations to produce the final segmentation T S for T I , i.e.T S = F (Ã 1 ,Ã 2 , ...,Ã n , T I ).
(1)
Joint Label Fusion
Joint Label Fusion (JLF) [6] is a label fusion method taking into account correlated errors of atlases. It models binary segmentations, but can be extended to multi-label settings. The following is a brief introduction. Binary segmentation errors can be modeled as
where T S (x) andÃ i S (x) are the true target segmentation and the ith atlas segmentation at position
is the weight assigned to the ith atlas and n i=1 ω i (x) = 1. JLF tries to find the optimal weights ω i (x) minimizing the expected error betweenT S (x) and the true segmentation T S (x):
Ignoring that ω i (x) ∈ [0, 1] the JLF weights can be computed in closed-form as
where w x is the weight vector that contains weight of all atlases. M x ∈ R n×n is the dependency matrix, whose entries are the joint probabilities of both the ith atlas (row) and the jth atlas (column) producing the wrong label for the target image, i.e.,
Network Architecture
Designing a good network to predict the probability of whether an atlas locally has the same label as the target image is a key aspect of the VoteNet [5] framework. Still building on top of the 3D-Unet [2] , we improved the network architecture (VoteNet+) to better predict such probabilities. We use an image pyramid to provide structure details at different scales. This image pyramid is injected into the second and third encoder blocks and concatenated with maxpooling features from previous encoding blocks, as illustrated in Fig. 1(left) . Further, inspired by [3, 4] , we use customized soft attention gates (AGs) to help identify where label mis-assignment might occur. AGs produce attention coefficients α ∈ [0, 1] at each voxel to scale the input feature maps x l of layer l to output salient featuresx l . As illustrated in Fig. 1 (bottom right), a gating tensor g, which is used to determine focus regions, is first upsampled to the same shape as the features x l . Additive attention is then formulated as follows:
where σ 2 is a sigmoid function; σ 1 is a ReLU activation function; linear transformations A x , A g and ψ are computed using channel-wise 1×1×1 convolutions; b g and b ψ are bias terms; all the parameters in AG are represented as Θ att .
Let the network be P. Inputs are the target image T I and the warped atlas imageÃ I ; the output of the network is the probability p(Ã I = T S ). Thus, to approximate the joint prob-ability in Sec. 2.2, we have
Probability Calibration
Probabilities predicted from deep convolutional neural networks are often not well-calibrated [9] . We use Platt scaling [10, 11] to calibrate the probabilities of our deep neural network. Specifically, we fixed the learned parameters of VoteNet+ (Sec. 2.3) and optimized two scalar parameters a, b ∈ R and outputp = σ(az + b) as the calibrated probability. Here σ is the sigmoid function, z is the output logit of VoteNet+ before going into the sigmoid function. Parameters a and b are optimized using the negative log likelihood (NLL) loss over the validation dataset of VoteNet+.
EXPERIMENT & IMPLEMENTATION DETAILS
Dataset. We use 40 3D MR brain images from the LONI Probabilistic Brain Atlas (LPBA40) dataset. Each image contains 56 manually segmented structures excluding background. All images are affine registered to the MNI152 atlas and histogram equalized. The dataset is randomly divided into two non-overlapping equal-size subsets for two-fold cross-validation. 17 images of the training dataset are chosen as atlases and the remaining 3 for validation. All results presented in Tab. 1 are averaged over the two folds. VoteNet+. The network takes patches of size 72 × 72 × 72 from the target image and a warped atlas image at the same position, where the 40 × 40 × 40 patch center is used to tile the volume. In the training dataset, all 17 atlases are registered to the other 19 images using Quicksilver [12] , which results in 17 × 19 pairs. Output is the voxel-wise probability that indicates whether the warped atlas label is equal to the target image label. Binary cross entropy loss is used as the loss function. We train using ADAM over 500 epochs with a multi-step learning rate. The initial learning rate is 0.001 and is reduced by half at the 200th epoch, 350th epoch, and 450th epoch respectively. Training patches are randomly cropped assuring at least 5% correct labels in the patch volume. Training takes ≈58 hours on an NVIDIA GTX1080Ti and testing for a single atlas image takes less than 20 seconds. Platt Scaling. We train using ADAM over 2,000 epochs with a fixed learning rate of 0.00001. NLL is only calculated inside the brain area via a binary mask created using the validation dataset to remove the influence of background voxels. Training takes ≈5 mins on an NVIDIA GTX 1080Ti and the learned parameters are a = 0.733 and b = 0.049.
RESULTS AND DISCUSSION
Metrics. We use Dice scores to evaluate the performance of different methods. Due to the length constraints of the manuscript, we report Dice scores on the most difficult region (right lateral orbitofrontal gyrus) and the easiest region (cerebellum). We also include average Dice scores over all 56 regions as an overall performance measure. One-sided t score. In [6] , the probability of the ith atlas having the wrong label at position x is defined as
while in VoteNet, it is simply
To compare which approach is better at distinguishing correct labels from incorrect ones we compute a one-sided tscore. Specifically, given one target image and its corresponding manual segmentation, at each voxel, we record which atlases are correct or not with their associated probabilities from equations 8 1 and 9. Hence, for each voxel, we obtain a set of correct and a set of incorrect atlases. We then locally compute the one-sided t-score for the probability values of the correct versus the incorrect set. A positive t-score 2 indicates that the incorrect set has a mean higher than the correct set, which is expected. Note that the absolute value of the t-score measures how far away the distributions of the two groups are from each other, so higher is better under this measure. Note that in [6] , there is an additional local patch search step to mitigate image registration errors and to refine the JLF results. Thus, we compare the t-scores of three methods: JLF without refinement, JLF with refinement, and VoteNet. Fig. 2 shows the results. We observe that JLF with refinement enlarges the range of differences between the distributions of the correct and incorrect assignments over JLF without refinement. VoteNet using a CNN to predict the probabilities better distinguishes the distributions (i.e., results in overall higher t-scores).
Oracle results. Given probabilities (from equation 9), we show that JLF is better than plurality voting (used in [5] ) as a label fusion method. Specifically, we create 4 Oracle experiments, which assume we know the true segmentation of all images. In the first part of Tab. 1, we assign 0.4 to equation 9 if the voxel-wise warped atlas segmentation is the same as the target image segmentation; otherwise, we assign 0.6. G means adding an independent Gaussian noise with mean 0 and standard deviation 0.2 to the probabilities for each atlas. GS means that the same Gaussian noise with mean 0 Oracle experiments show that JLF outperforms plurality voting as the label fusion method. Especially in the case when adding the same Gaussian noise to probabilities of each atlas, JLF greatly outperforms plurality voting. This is because JLF only needs to preserve the property that the correct atlas label has lower probability than the incorrect atlas label in equation 9. This is a much weaker requirement than using plurality voting with the assumption that the correct atlas label has low probability and the incorrect atlas label has high probability in equation 9. Consider the case where all 17 atlases give relatively high probabilities in equation 9 (e.g. 0.7 for correct atlas label, 0.9 for incorrect atlas label). In this case plurality voting will not assign a label while JLF results in the correct assignment. Situations are similar for low probabilities. Thus, JLF is more suitable than plurality voting in the VoteNet framework. The above two experiments consequently motivate us to integrate JLF into the VoteNet(+) framework.
Analysis. The second and third part of Tab. 1 contain several comparisons. 1) Plurality voting vs JLF: JLF outperforms plurality voting as a stand-alone label fusion method as well as in the VoteNet and VoteNet+ framework. 2) VoteNet vs VoteNet+: For all kinds of combinations, VoteNet+ performs better than VoteNet both with plurality voting and with JLF. In fact, VoteNet+ achieves a 2% improvement for predicting whether an atlas label is equal to the target label or not, although in the final label fusion stage, the 2% improvement only translates to ≈0.4% for the fused segmentation.
3) VoteNet+ vs U-Net: It was shown in [5] that using U-Net segmentation results to label voxels for which VoteNet could not find any trustworthy atlases can further improve results. Here, we examine the combination of VoteNet+ with JLF and U-Net. We follow the approach in [5] , but instead of using plurality voting we use JLF within the VoteNet+ framework. For both VoteNet and VoteNet+, the final segmentations are improved. 4) Probability Calibration: We examined applying Platt scaling to correct the probabilities predicted from VoteNet+. We found that after probability calibration, thousands of voxel assignments become correct. However, this resulted in only modest improvements in Dice score. Table 1 . Evaluation on LPBA40 dataset. R LOG stands for right lateral orbitofrontal gyrus. (P) is using plurality voting, (J) is using JLF, and C is using probability calibration. We use a Mann-Whitney U-test to check for significant differences to VoteNet+ (J)-C & U-Net. We use a significance level of 0.05 and the Benjamini/Hochberg correction [13] for multiple comparisons with a false discovery rate of 0.05. Results are highlighted in green if VoteNet+ (J)-C & U-Net performs significantly better than the corresponding method.
CONCLUSION AND FUTURE WORK
In this work, we explored the integration of VoteNet and Joint Label Fusion. We found that JLF is more suitable in the framework than plurality voting and yields better segmentation performance. Potential future work includes: 1) Since we show that naïvely combining U-Net and VoteNet can produce even better results, more sophisticated combinations may further improve the results. 2) Platt scaling only uses global parameters a and b to calibrate the probability of all voxels simultaneously. The improvement is modest. It would be worth investigating if a more local Platt scaling would allow correcting wrong voxel labels while retaining most of the correct label assignments. 3) VoteNet+ improves binary segmentation results by 2%, but only by 0.4% in the final fused segmentation Thus, exploring a task-specific network that focuses on challenging voxels (e.g., where only a few atlases give the correct predictions) would be interesting.
