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In this paper, we consider the following problem⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ytt − yxx + yt = |y|p−1 y, (x, t) ∈ (0, L) × (0, T ),
y(0, t) = 0, t ∈ (0, T ),
yx(L, t) + y(L, t) +
∣∣yt(L, t)∣∣m−1 yt(L, t) = 0, t ∈ (0, T ),
y(x,0) = y0(x), yt(x,0) = y1(x), x ∈ (0, L),
where (0, L) is a bounded open interval in R, p > 1 and m  1. We are interested in
the interaction between the boundary damping |yt(L, t)|m−1 yt(L, t) and the interior source
|y(t)|p−1 y(t). Under some appropriate assumptions on the initial data, two blow-up results
with positive initial energy are established. Furthermore, we obtain that the solutions blow
up if p or |y0(L)| is suﬃciently large.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
We study the following initial boundary value problem:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ytt − yxx + yt = |y|p−1 y, (x, t) ∈ (0, L) × (0, T ),
y(0, t) = 0, t ∈ (0, T ),
yx(L, t) + y(L, t) +
∣∣yt(L, t)∣∣m−1 yt(L, t) = 0, t ∈ (0, T ),
y(x,0) = y0(x), yt(x,0) = y1(x), x ∈ (0, L),
(1.1)
where (0, L) is a bounded open interval in R, p > 1 and m 1.
In recent years, there is a large body of literature regarding the interaction between the damping terms and the source
terms. For the interaction between the internal damping and the internal source, we refer the reader to [1–7]. For the
interaction between the boundary damping and the boundary source, we refer the reader to [8–14].
When the damping terms are absent, it is well known that the source terms cause blow-up of solutions in ﬁnite time for
suﬃciently large initial data. When source terms are absent, the damping terms cause global existence for arbitrary initial
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256 H. Feng, S. Li / J. Math. Anal. Appl. 391 (2012) 255–264data. In [15], E. Vitillaro obtained that the solution of problem (1.1) blows up if m < 4(p+1)p+3 (we only consider n = 1) and the
initial data is inside the unstable set which is obtained by the potential well theory. However, he did not consider the case
of m 4(p+1)p+3 . For the interaction between the boundary damping and the internal source, we refer the reader to [10,11,16].
In this paper, we consider the global nonexistence for problem (1.1) whether m < 4(p+1)p+3 or not. Under some appropriate
assumptions on the initial data, we obtain that the solution blows up if p or |y0(L)| is suﬃciently large.
The paper is organized as follows. In Section 2, we introduce some notations and state the main results. In Section 3, we
prepare several lemmas which will be applied to the proofs of Theorems 2.1 and 2.2. Sections 4 and 5 are devoted to the
proofs of Theorems 2.1 and 2.2 respectively.
The energy of problem (1.1) is deﬁned by
E(t) = 1
2
∥∥yt(t)∥∥22 + 12
∥∥yx(t)∥∥22 + 12
∣∣y(L, t)∣∣2 − 1
p + 1
∥∥y(t)∥∥p+1p+1. (1.2)
In order to state the local existence theorem for problem (1.1), we deﬁne
H1R :=
{
v ∈ H1(0, L): v(0) = 0}. (1.3)
The following local existence and regularity result for the problem (1.1) can be obtained by the standard Galerkin ap-
proximation. So we omit the details.
Theorem 1.1 (Local solution). Assume that (y0, y1) ∈ H1R × L2(0, L). Then problem (1.1) has a unique local solution y satisfying
y(x, t) ∈ C(0, T0; H1R), yt(x, t) ∈ C(0, T0; L2(0, L)) (1.4)
for some T0 > 0, and energy identity
E(t) +
t∫
0
∣∣yt(L, τ )∣∣m+1 dτ +
t∫
0
∥∥yt(τ )∥∥22 dτ = E(0) (1.5)
holds for 0 t  T0 .
By taking a derivative of (1.5), we get
d
dt
E(t) = −∣∣yt(L, t)∣∣m+1 − ∥∥yt(t)∥∥22. (1.6)
This means that the energy of problem (1.1) is dissipative.
2. Notations and main results
Throughout this paper, C and C1 denote generic constants.
In order to state our main results we deﬁne
E1 :=
(
1
2
− 1
p + 1
)
α0, α0 := B−
2(p+1)
p−1 , (2.1)
where B is the optimal constant of the Sobolev embedding ‖v‖p+1  B‖vx‖2 for v ∈ H1R , and
J (t) := ∥∥yx(t)∥∥22 − ∥∥y(t)∥∥p+1p+1. (2.2)
For the convenience of the reader, we introduce a function
η(ζ ) := 2
p + 1− ζ(p − 1) for all ζ ∈R. (2.3)
Now we are in position to state our main results.
Theorem 2.1. Let y(x, t) be a solution of problem (1.1). Assume that J(0) < 0 and E(0) = λE1 for some constant 0 < λ < 1. Assume
further that∣∣y0(L)∣∣> 2M+ 1+ η(λ)(p − 1)(M+ 1)/2[1− η(λ)](p − 1) , (2.4)
where
M := sup{∣∣y0(x)∣∣: x ∈ [0, L]}, M := sup{∣∣y0x(x)∣∣: x ∈ [0, L]}. (2.5)
Then the solution blows up in ﬁnite time.
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always blows up whenever |y0(L)| is suﬃciently large.
Remark 2.2. Since
lim
p→+∞
[
2M+ 1+ η(λ)(p − 1)(M+ 1)/2
[1− η(λ)](p − 1)
]
= 0, (2.6)
(2.4) holds true whenever p is large enough. So we can conclude that, in addition to 0 < E(0) < E1, the blow-up result is
independent of the boundary damping |yt(L, t)|m−1 yt(L, t), provided p is chosen large enough.
Theorem 2.2. Let y(x, t) be a solution of problem (1.1). Assume that J(0) < 0 and E(0) = λE1 for some constant 0 < λ < 1. Assume
further that
L >
3+ (p − 1)η(λ)
(p − 1)[1− η(λ)] . (2.7)
Then the solution blows up in ﬁnite time.
Remark 2.3. Since (2.7) holds true if L is large enough, we can conclude that, in addition to 0 < E(0) < E1, the blow-up
result is independent of the boundary damping |yt(L, t)|m−1 yt(L, t), provided L is chosen large enough.
Remark 2.4. Since
lim
p→+∞
[
3+ (p − 1)η(λ)
(p − 1)[1− η(λ)]
]
= 0, (2.8)
(2.7) holds true whenever p is large enough. So we can conclude that, in addition to 0 < E(0) < E1, the solution always
blows up whenever p is suﬃciently large.
3. Some preliminary results
In this section, we put forward some preliminary lemmas, which will be applied to the proofs of the theorems.
Lemma 3.1. Let y(x, t) be a solution of problem (1.1). Assume that J(0) < 0 and E(0) = λE1 for some constant 0< λ < 1. Then
0< η(λ) < 1 (3.1)
and
2E1 < η(λ)
p − 1
p + 1
∥∥y(t)∥∥p+1p+1, ∀t > 0. (3.2)
Proof. Form (1.2) and the Sobolev embedding, we have
E(t) 1
2
∥∥yx(t)∥∥22 − 1p + 1
∥∥y(t)∥∥p+1p+1  12
∥∥yx(t)∥∥22 − Bp+1p + 1
∥∥yx(t)∥∥p+12 .
Now if we let g(ξ) = 12 ξ − B
p+1
p+1 ξ
p+1
2 , then
E(t) g(ξ) with ξ = ∥∥yx(t)∥∥22. (3.3)
It is easy to verify that the function g(ξ) has the following properties:⎧⎪⎨
⎪⎩
g(ξ) is strictly increasing on [0,α0),
g(ξ) takes its maximum value E1 at α0,
g(ξ) is strictly decreasing on (α0,+∞).
(3.4)
It follows from the fact J (0) < 0 that∥∥y0x∥∥22 < ∣∣y0(L)∣∣p+1  Bp+1∥∥y0x∥∥p+12 . (3.5)
Consequently,∥∥y0x∥∥2 > α0. (3.6)2
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E1 > E(0) E(t) g
(∥∥yx(t)∥∥22) (3.7)
for all time t  0, it follows from (3.4) and (3.7) that there is no time t∗ such that ‖yx(t∗)‖22 = α0. By the continuity of
‖yx(t)‖22 with respect to the time variable and (3.6), we have∥∥yx(t)∥∥22 > α0, ∀t  0. (3.8)
Consequently,
1
p + 1
∥∥y(t)∥∥p+1p+1 −E(0) + 12
∥∥yt(t)∥∥22 + 12
∥∥yx(t)∥∥22 > −λE1 + 12α0 =
(
p + 1
p − 1 − λ
)
E1. (3.9)
Combining (2.3) and (3.9), we can conclude that inequalities (3.1) and (3.2) hold true. The proof is complete. 
Lemma 3.2. Let y(x, t) be a solution of problem (1.1). Assume that 0 < E(0) < E1 and 2  s  p + 1. Then, there exists a constant
C > 0 such that
‖y‖sp+1  C‖y‖p+1p+1. (3.10)
Proof. If ‖y‖p+1  1 then ‖y‖sp+1  ‖y‖p+1p+1. If ‖y‖p+1 < 1, it follows from the Sobolev embedding that
‖y‖sp+1  ‖y‖2p+1  C‖yx‖22. (3.11)
From Lemma 3.1 we have
‖yx‖22  2E1 +
2
p + 1‖y‖
p+1
p+1  ‖y‖p+1p+1. (3.12)
This completes the proof. 
Lemma 3.3. Assume that there exists a function N(t) satisfying N(0) > 0 and
d
dt
N(t) γ
[∣∣yt(L, t)∣∣2m + ∣∣y(L, t)∣∣p+1] for all t  0, (3.13)
where γ is a positive constant. Assume further that, there exists a constant C > 0, such that
N(t) C
∥∥y(t)∥∥p+1p+1, ∀t  0. (3.14)
Then, the solution blows up in ﬁnite time.
Proof. Deﬁne
Q (t) := N1−α(t) + θ
L∫
0
yt(t)y(t)dx+ θ
2
∥∥y(t)∥∥22 with α = p − 12(p + 1) , (3.15)
where θ is small, to be determined later.
By taking a derivative of Q (t), we have
d
dt
Q (t) (1− α)N−α(t)γ [∣∣yt(L, t)∣∣2m + ∣∣y(L, t)∣∣p+1]− 2θ E1
+ 2θ∥∥yt(t)∥∥22 + 2θ[E1 − E(t)]− θ ∣∣yt(L, t)∣∣m∣∣y(L, t)∣∣+ θ p − 1p + 1
∥∥y(t)∥∥p+1p+1. (3.16)
By Young’s inequality, we have
∣∣yt(L, t)∣∣m∣∣y(L, t)∣∣=
[ |yt(L, t)|m|y(L, t)|
δ
]
· δ  (1− α)δ− 11−α [∣∣yt(L, t)∣∣m∣∣y(L, t)∣∣] 11−α + αδ 1α (3.17)
for δ > 0. If we let δ1/α = K−1/α · N1−α(t), i.e., δ−1/(1−α) = K 1/(1−α) · N−α(t), K > 0 to be determined later, then
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Q (t) (1− α)N−α(t){γ [∣∣yt(L, t)∣∣2m + ∣∣y(L, t)∣∣p+1]− θK 11−α [∣∣yt(L, t)∣∣m∣∣y(L, t)∣∣] 11−α }
+ 2θ∥∥yt(t)∥∥22 − θαK−1/α · N1−α(t) +
{[
1− η(λ)]θ p − 1
p + 1
}∥∥y(t)∥∥p+1p+1. (3.18)
Again we use Young’s inequality
XY  X
r
r
+ Y
s
s
, X, Y  0 with 1
r
+ 1
s
= 1 (3.19)
for |yt(L, t)| m1−α · |y(L, t)| 11−α with r = 2(1− α); then s1−α = 21−2α = p + 1, so we have
d
dt
Q (t) (1− α)N−α(t)(γ − θCK 11−α )[∣∣yt(L, t)∣∣2m + ∣∣y(L, t)∣∣p+1]
+ 2θ∥∥yt(t)∥∥22 − θαK−1/α · N1−α(t) +
{[
1− η(λ)]θ p − 1
p + 1
}∥∥y(t)∥∥p+1p+1. (3.20)
It follows from (3.14), (3.15) and Lemma 3.2 that
N1−α(t) C1
∥∥y(t)∥∥(1−α)(p+1)p+1  C1∥∥y(t)∥∥p+1p+1. (3.21)
Moreover, we have
d
dt
Q (t) (1− α)N−α(t)(γ − θCK 11−α )[∣∣yt(L, t)∣∣2m + ∣∣y(L, t)∣∣p+1]
+ 2θ∥∥yt(t)∥∥22 +
{[
1− η(λ)]θ p − 1
p + 1 − θαC1K
−1/α
}∥∥y(t)∥∥p+1p+1. (3.22)
At this point, we choose K large enough so that (3.22) becomes
d
dt
Q (t) (1− α)N−α(t)(γ − θCK 11−α )[∣∣yt(L, t)∣∣2m + ∣∣y(L, t)∣∣p+1]+ θρ[∥∥yt(t)∥∥22 + ∥∥y(t)∥∥p+1p+1], (3.23)
where ρ > 0 is the minimum of coeﬃcients of ‖yt(t)‖22 and ‖y(t)‖p+1p+1. Once K is ﬁxed, we pick θ small enough so that
γ − θCK 11−α  0 (3.24)
and
Q (0) = N1−α(0) + θ
L∫
0
y0 y1 dx+ θ
2
∥∥y0∥∥22 > 0. (3.25)
Therefore, (3.23) takes the form
d
dt
Q (t) θρ
[∥∥yt(t)∥∥22 + ∥∥y(t)∥∥p+1p+1]. (3.26)
On the other hand, by Hölder’s inequality, Young’s inequality and the Sobolev embedding, we have
∣∣∣∣∣
L∫
0
y(t)yt(t)dx
∣∣∣∣∣
1/(1−α)
 C
∥∥y(t)∥∥1/(1−α)p+1 ∥∥yt(t)∥∥1/(1−α)2  C[∥∥y(t)∥∥p+1p+1 + ∥∥yt(t)∥∥22]. (3.27)
Similarly, we have
[
ε
2
∥∥y(t)∥∥22
]1/(1−α)
 C
∣∣∣∣∣
L∫
0
y(t)y(t)dx
∣∣∣∣∣
1/(1−α)
 C
[∥∥y(t)∥∥p+1p+1 + ∥∥y(t)∥∥22]. (3.28)
From (1.2) and Lemma 3.1 we have
∥∥yx(t)∥∥22  2E1 + 2 ∥∥y(t)∥∥p+1p+1  ∥∥y(t)∥∥p+1p+1. (3.29)p + 1
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ε
2
∥∥y(t)∥∥22
]1/(1−α)

[∥∥y(t)∥∥p+1p+1 + ∥∥yx(t)∥∥22] C∥∥y(t)∥∥p+1p+1. (3.30)
It follows from (3.14), (3.27) and (3.30) that
Q 1/(1−α)(t) =
[
N1−α(t) + θ
L∫
0
y(t)yt(t)dx+ θ
2
∥∥y(t)∥∥22
]1/(1−α)
 C
{
N(t) +
∣∣∣∣∣
L∫
0
y(t)yt(t)dx
∣∣∣∣∣
1/(1−α)
+ [∥∥y(t)∥∥22]1/(1−α)
}
 C
[∥∥yt(t)∥∥22 + ∥∥y(t)∥∥p+1p+1]. (3.31)
Combining (3.26) and (3.31), we arrive at
d
dt
Q (t) Γ Q 1/(1−α)(t), ∀t  0, (3.32)
where Γ is a positive constant depending only on θρ and C . Integrating (3.32) over (0, t) then yields
Q α/(1−α)(t) 1
Q −α/(1−α)(0) − Γ α1−α t
. (3.33)
Therefore, (3.33) shows that Q (t) blows up in time
T ∗  1− α
Γ α[Q (0)]α/(1−α) . (3.34)
This completes the proof. 
4. The proof of Theorem 2.1
This section is devoted to the proof of Theorem 2.1. If we let
Sgn[s] :=
⎧⎪⎨
⎪⎩
1, s > 0,
0, s = 0,
−1, s < 0,
(4.1)
then, we can deﬁne
N1(t) := E1 − E(t) + 
L∫
0
Sgn
[
y0(L)
]
y0 yx(t)yt(t)dx+ 
∣∣y0(L)∣∣
L∫
0
yt(t)y(t)dx+ 1
2

∣∣y0(L)∣∣∥∥y(t)∥∥22, (4.2)
where  is a positive constant which satisﬁes
N1(0) = E1 − E(0) + 
L∫
0
Sgn
[
y0(L)
]
y0 y0x y
1 dx+ ∣∣y0(L)∣∣
L∫
0
y1 y0 dx+ 1
2

∣∣y0(L)∣∣∥∥y0∥∥22 > 0 (4.3)
and
0<  <
1
M2 +M . (4.4)
Proof of Theorem 2.1. Let
ω(t) :=
L∫
0
Sgn
[
y0(L)
]
y0 yx(t)yt(t)dx.
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d
dt
ω(t) = |y
0(L)|
2
∣∣yt(L, t)∣∣2 + |y0(L)|
2
[
y(L, t) + ∣∣yt(L, t)∣∣m−1 yt(L, t)]2
+ |y
0(L)|
p + 1
∣∣y(L, t)∣∣p+1 − 1
2
L∫
0
Sgn
[
y0(L)
]
y0x
∣∣yt(t)∣∣2 dx
− 1
2
L∫
0
Sgn
[
y0(L)
]
y0x
∣∣yx(t)∣∣2 dx− 1
p + 1
L∫
0
Sgn
[
y0(L)
]
y0x
∣∣y(t)∣∣p+1 dx−ω(t). (4.5)
Using (4.5) and taking a derivative of N1(t), we have
d
dt
N1(t)
∣∣yt(L, t)∣∣m+1 + ∥∥yt(t)∥∥22 + 
{
|y0(L)|
2
[
y(L, t) + ∣∣yt(L, t)∣∣m−1 yt(L, t)]2
+ |y
0(L)|
2
∣∣yt(L, t)∣∣2 + |y0(L)|
p + 1
∣∣y(L, t)∣∣p+1 − 1
2
L∫
0
∣∣y0x ∣∣∣∣yt(t)∣∣2 dx
− 1
2
L∫
0
∣∣y0x ∣∣∣∣yx(t)∣∣2 dx− 1p + 1
L∫
0
∣∣y0x ∣∣∣∣y(t)∣∣p+1 dx−ω(t)
}
+ ∣∣y0(L)∣∣[∥∥yt(t)∥∥22 − ∣∣y(L, t)∣∣2 − ∥∥yx(t)∥∥22 − ∣∣yt(L, t)∣∣m−1 yt(L, t)y(L, t) + ∥∥y(t)∥∥p+1p+1]. (4.6)
By Young’s inequality, it follows that
∣∣ω(t)∣∣ M2
2
∥∥yt(t)∥∥22 + 2
∥∥yx(t)∥∥22. (4.7)
Combining (4.6) and (4.7), we conclude that
d
dt
N1(t)
[
1− M
2
2
−M
2
+ ∣∣y0(L)∣∣]∥∥yt(t)∥∥22 + |y0(L)|2
∣∣yt(L, t)∣∣2m
+ |y
0(L)|
p + 1
∣∣y(L, t)∣∣p+1 − [M
2
+ 1
2
+ ∣∣y0(L)∣∣]∥∥yx(t)∥∥22
− 
[M
2
+ 1
2
+ ∣∣y0(L)∣∣]∣∣y(L, t)∣∣2 + [∣∣y0(L)∣∣− M
p + 1
]∥∥y(t)∥∥p+1p+1. (4.8)
Using (1.2), (2.1) and (4.8), we get
d
dt
N1(t)
[
1− M
2
2
−M
2
+ ∣∣y0(L)∣∣]∥∥yt(t)∥∥22 + |y0(L)|2
∣∣yt(L, t)∣∣2m
+ |y
0(L)|
p + 1
∣∣y(L, t)∣∣p+1 + [M+ 1+ 2∣∣y0(L)∣∣][E1 − E(t)]
− [M+ 1+ 2∣∣y0(L)∣∣]E1 + 
[
p − 1
p + 1
∣∣y0(L)∣∣− 2M+ 1
p + 1
]∥∥y(t)∥∥p+1p+1. (4.9)
From (2.4) we have
p − 1
p + 1
∣∣y0(L)∣∣− 2M+ 1
p + 1 
M+ 1+ 2|y0(L)|
2
· p − 1
p + 1η(λ). (4.10)
It follows from (4.4), (4.9), (4.10) and Lemma 3.1 that
d
N1(t) γ1
[∣∣yt(L, t)∣∣2m + ∣∣y(L, t)∣∣p+1], (4.11)
dt
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γ1 = |y
0(L)|
p + 1 . (4.12)
In order to use Lemma 3.3 we have to verify (3.14). Indeed, it follows from the Cauchy–Schwarz inequality and the Sobolev
embedding that
N1(t) C
[∥∥yt(t)∥∥22 + ∥∥yx(t)∥∥22 + 2E1]. (4.13)
Making use of Lemma 3.1 we get
∥∥yt(t)∥∥22 + ∥∥yx(t)∥∥22  2E1 + 2p + 1
∥∥y(t)∥∥p+1p+1  C∥∥y(t)∥∥p+1p+1. (4.14)
That is
N1(t) C
∥∥y(t)∥∥p+1p+1. (4.15)
From (4.3), (4.11) and (4.15), making use of Lemma 3.3, we complete the proof. 
5. The proof of Theorem 2.2
This section is devoted to the proof of Theorem 2.2. Deﬁne
N2(t) := E1 − E(t) + ε
L∫
0
xyx(t)yt(t)dx+ Lε
L∫
0
yt(t)y(t)dx+ L
2
ε
∥∥y(t)∥∥22, (5.1)
where ε is a positive constant which satisﬁes
N2(0) = E1 − E(0) + ε
L∫
0
xy0x y
1 dx+ Lε
L∫
0
y1 y0 dx+ L
2
ε
∥∥y0∥∥22 > 0 (5.2)
and
0< ε <
1
L2 + 1 . (5.3)
Proof of Theorem 2.2. Let
φ(t) :=
L∫
0
xyx(t)yt(t)dx.
By taking a derivative of φ(t), we get
d
dt
φ(t) = L
2
∣∣yt(L, t)∣∣2 + L
2
[
y(L, t) + ∣∣yt(L, t)∣∣m−1 yt(L, t)]2 + L
p + 1
∣∣y(L, t)∣∣p+1
− 1
2
L∫
0
∣∣yt(t)∣∣2 dx− 1
2
L∫
0
∣∣yx(t)∣∣2 dx− 1
p + 1
L∫
0
∣∣y(t)∣∣p+1 dx− φ(t). (5.4)
Using (5.4) and taking a derivative of N2(t), we have
d
dt
N2(t) =
∣∣yt(L, t)∣∣m+1 + ∥∥yt(t)∥∥22 + ε
{
L
2
∣∣yt(L, t)∣∣2 + L
2
[
y(L, t) + ∣∣yt(L, t)∣∣m−1 yt(L, t)]2
+ L
p + 1
∣∣y(L, t)∣∣p+1 − 1
2
∥∥yt(t)∥∥22 − 12
∥∥yx(t)∥∥22 − 1p + 1
∥∥y(t)∥∥p+1p+1 − φ(t)
}
+ Lε[∥∥yt(t)∥∥2 − ∣∣y(L, t)∣∣2 − ∥∥yx(t)∥∥2 − ∣∣yt(L, t)∣∣m−1 yt(L, t)y(L, t) + ∥∥y(t)∥∥p+1]. (5.5)2 2 p+1
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∣∣εφ(t)∣∣ L2ε
2
∥∥yt(t)∥∥22 + ε2
∥∥yx(t)∥∥22. (5.6)
It follows from (5.5) and (5.6) that
d
dt
N2(t)
(
1− L
2ε
2
− ε
2
+ Lε
)∥∥yt(t)∥∥22 + εL2
∣∣yt(L, t)∣∣2m + εL
p + 1
∣∣y(L, t)∣∣p+1
− ε(1+ L)∥∥yx(t)∥∥22 − ε(1+ L)∣∣y(L, t)∣∣2 + ε
(
L − 1
p + 1
)∥∥y(t)∥∥p+1p+1. (5.7)
Using (1.2), (2.1) and (5.7), we get
d
dt
N2(t)
(
1− L
2ε
2
− ε
2
+ Lε
)∥∥yt(t)∥∥22 + εL2
∣∣yt(L, t)∣∣2m + εL
p + 1
∣∣y(L, t)∣∣p+1
+ 2ε(1+ L)[E1 − E(t)]− ε(1+ L)2E1 + ε
(
p − 1
p + 1 L −
3
p + 1
)∥∥y(t)∥∥p+1p+1. (5.8)
Thanks our choice (2.7) of L, it follows that
p − 1
p + 1 L −
3
p + 1  (L + 1) ·
p − 1
p + 1η(λ). (5.9)
It follows from (5.3), (5.8), (5.9) and Lemma 3.1 that
d
dt
N2(t) γ2
[∣∣yt(L, t)∣∣2m + ∣∣y(L, t)∣∣p+1], (5.10)
where
γ2 = εL
p + 1 . (5.11)
In order to use Lemma 3.3 we have to verify (3.14). Indeed, it follows from the Cauchy–Schwarz inequality and the Sobolev
embedding that
N2(t) C
[∥∥yt(t)∥∥22 + ∥∥yx(t)∥∥22 + 2E1]. (5.12)
Making use of Lemma 3.1 we get
∥∥yt(t)∥∥22 + ∥∥yx(t)∥∥22  2E1 + 2p + 1
∥∥y(t)∥∥p+1p+1  C∥∥y(t)∥∥p+1p+1. (5.13)
That is
N2(t) C
∥∥y(t)∥∥p+1p+1. (5.14)
From (5.2), (5.10) and (5.14), making use of Lemma 3.3, we complete the proof. 
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