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ABSTRACT 
The biometric identification of a person using face trait is more efficient compared to other traits as the co-operation of a 
person is not required. In this paper, we propose a feature vector compression approach for face recognition using 
convolution and DWT.The one level DWT is applied on face images and considered only LL band. The normalized 
technique is applied on LL sub band to reduce high value coefficients into lower range of values ranging between Zero 
and one. The novel concept of linear convolution is applied on original image and LL band matrix to enhance quality of 
face images to obtain unique features. The Gaussian filter is applied on the output of convolution block to reduce high 
frequency components to generate fine-tuned feature vectors. The numbers of feature vectors of many samples of single 
person are converted into a single vector which reduces number of features of each person. The Euclidean distance is 
used to compare test image features with features of database persons to compute performance parameters. It is 
observed that the performance recognition rate is high compared to existing techniques. 
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Organization: 
This paper is organized as follows: Section 1 gives brief introduction to Biometrics. Section 2 briefly reviews 
the literature, Section 3 introduces the new face recognition system based on convolution and compression of 
database vector features, section 4 describes proposed algorithm, section 5 presents the performance results 
and compares proposed method with existing methods.   Section 6 concludes our work with future directions.   
INTRODUCTION 
The physiological and behavioral characteristics of a person are used to recognize a living person which leads 
to Biometric system.  The physiological traits are almost constant throughout the life time of a person and are 
fingerprint, palm print, Iris, DNA etc.  The behavioral traits are varying based on mood, circumstances and 
environment around a person and examples are voice, signature, gait, keystroke etc. The biometric systems 
are broadly classified into verification system and identification system.  In verifications system, the person’s 
identity is declared by comparing features of a person with earlier stored features in the system which is one 
to one matching, i.e., the claim is accepted or rejected based on preconditions.  In identification system, the 
person’s identity is declared by comparing features of a person with earlier stored features of many persons 
i.e., one to many matching.  The identification system is computationally expensive and complex, whereas, 
the verification system is simple, less expensive and complex. The general biometric system has enrollment 
section, test section and matching sections.  The biometric traits of persons are captured using sensors.  The 
captured images are preprocessed and features are extracted to create database in the enrollment section.  
The biometric trait to be tested is captured using sensor, preprocessed and features are extracted to create 
single feature vector or matrix in the test section.  The matching section is used to compare test biometric trait 
features with database biometric trait features to identify a person based on distance formulae or classifiers.  
The advantages of biometric identification system compared to traditional methods such as personnel 
identification number (PIN), identity card, smart card etc., are the biometric traits can’t be lost as traits are 
attached to a person.The face recognition is used in online image search, surveillance in crowd, identification 
of terrorist in a mob, entry into corporate offices etc.  The challenges in face recognition are variations in the 
light intensity, pose variations, hair occlusions, blinked eye etc.  
Novel aspects of this proposed method are: 
The LL-band coefficients are normalized to convert high coefficient values between Zero and one. 
The unique features are generated by convolving original face image with normalized LL-band matrix. 
The Gaussian filter is applied on convolution output to reduce high frequency noise components. 
Many feature vectors of single person are converted into single unique feature vector by compression to 
reduce more number of samples per person to one sample person. 
1. LITERATURE REVIEW:   
In this section, the existing techniques of face recognition are discussed.   
Ahilandeswari et al., [1] proposed multimodal biometric system based on facial, fingerprint and speech. The 
Eigen faces are used for face identification, minutia features are used for fingerprint matching and cepstral 
analysis is used for speech identification. The features of all three traits are fused at matching level to 
enhance performance of architecture.Jianwn wan et al., [2] proposed a novel cost sensitive semi supervised 
discriminate analysis called PCSDA. Using a simple L2 approach to predict the label of unlabeled data and 
then learns the projection direction by incorporating costs into both labeled data andunlabeled data comparing 
wits CS3DA, PCCDA approaches.  Using L2 approach to predict the label of unlabeled face images is more 
accurate and robust than the spares representation. Using CS3DA method approximates the pair wise 
Bayesian risk only when the classes are balanced and without outliers in data base sets.  Hailing Zhou et al., 
[3] proposed recent advances on face recognition.  3-D data includes facial geometry information, increasing 
robustness to viewpoints and elimination variation compared with usual images.  3-D face recognition can 
achieve better recognition accuracy then the usual face recognition, although 3-D data are insensitive to 
illumination variations, it is still difficult to recognize faces in the options of visible light. Multimodal modalities 
can achieve better performance than a single modality.  IR images are acquired for 2-D imaging sensors, IR 
face recognition also suffer from sensibility to pose variations.   
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Rupali L Telgad et al., [4] proposed biometric system based on facial and fingerprint.  The Euclidean distance 
matches are used for face and fingerprint identification.  Minutiae and Gabor filter features are used for 
fingerprint recognition. Principal component Analysis (PCA)is used for face identification and dimensionality 
reduction.  The feature of two traits approach provides a good result.  The recognition rate is increased and 
the error rate is decreased with the help of two traits.  Madeena Sultana et al., [5] proposed illumination 
insensitiveness of the sub bands of Dual-Tree Complex Wavelet Transform (DTCWT) based on different 
scales.  Extensive illumination variations produces high recognition rate even with a single sample using novel 
face recognition system approach and weighted fusion of low and high frequency sub bands are used for 
feature extraction.  To identify the adoptive weights during uncertain illumination conditions, a novel fussy 
weighting scheme are used and adaptive normalization approach is applied for illumination quality 
announcement of the poor lit samples while retaining the good quality samples.    Jiwen Lu et al., [6] proposed 
multiple statistic features and localized multi-feature metric learning method for a new image set based face 
recognition identification.  Two kernel based metric learning algorithms called localized multi-kernel metric 
learning and localized multi-kernel multi-metric learning are used for extracting effectively combined multiple 
statistic features from face image set.  Efficient kernel approximation methods are used to improve the kernel 
estimation speed for specific combined statistic features.   
original LBP pattern. The performance of CLBP features are classified using Support Vector Machine 
classifier.XuXiaona et al., [8] Proposed a kernel based feature fusion algorithm is applied on multimodal 
recognition system based on ear and face. The kernel principal component analysis (KPCA) algorithm is used 
for multimodal recognition based on ear and profile face performs better than ear or profile face for unimodal 
biometric identification.  Sushama S patil et al., [9] proposed fingerprint image enhancement technique s, 
Basically there are two types of fingerprint identification system, automatic fingerprint Authentication system 
and automatic finger print verification/identification system are uses for recent advances in fingerprint image 
enhancement to change in finger position, finger condition and finger pressure. 
SheetalChaudhary et al., [10] Proposed a multimodal biometric recognition system based on fusion of palm 
print, fingerprint and face. The matching score level is carried out for fusion of three biometric traits based on 
the proximity of feature vector and template.Jian yang et al., [11]   proposed sparse representation classifiers 
steered discriminative projection with application to face recognition.  Sparse representation based classifier 
(SRC) was used to direct the design of a dimensionality reduction method SRC – DP, in which the SRC 
achieved better performance and become more efficient.  Meng yang et al., [12] proposed robust Kernel 
representation model with statistical local feature is used for face identification for different conditions, 
including variations of illumination, expression misalignment and pose.    Javier Galbally et al., [13] proposed 
multiple biometric systems to detect different types of fraudulent access attempts using software based fake 
detection method.  AarohiVova et al., [14] proposed Support Vector Machine (SVM) based fusion of match 
scores are used for face and fingerprintbiometric traits.  The statistical analysis of different kernel methods is 
used for training SVM.  The polynomial kernel radial basis function kernel and multiplier perceptron kernel are 
used for face and fingerprint identification. Dinakardas et al., [15] proposed principal component analysis is 
used to extract the features of the fingerprint and iris images.For face image fisher faces are used.  The 
method of minutiae extraction for fingerprint and LBF feature for iris image is used. Jossy P. George et al., 
[16] proposed transforms domain fingerprint identification based on DTCWT. The test image features are 
compared with database images using Euclidean distance. 
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2. PROPOSED MODEL:   
In this section, the new concepts of convolution of original face image with DWT of original face image along with 
compression of database feature vectors are introduced.  The block diagram of proposed model is shown in Figure 1.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure1. Efficient proposed Face Recognition using Convolution and vector compression 
3.1 Face Database 
The standard face databases such as ORL, JAFFE,Yaleand Indian male and Indian female are considered to test the 
proposed model. 
3.1.1 JAFFE Database [17]:The face database has ten persons with twenty image samples per person.  This 
image samples of one person are shown in fig 2 with facial expressions biz., angry, happy, neutral, fear, surprise etc., 
this eight persons with seven samples  per person are considered to a creates database to compute FRR and TSR.  This 
remaining five persons of the total database are considered to compute FAR. 
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Fig 2: Samples of JAFFE face images of person 
3.1.2 ORL Database [18]:This database has forty persons with ten samples per persons these surface samples 
of a person are captured as different times by varying lighting intensity, facial expressions and facial objects.  The 
performance parameters such as FRR, TSR are compared by considering forty persons with six samples per persons in 
the database.  The parameter FAR is compared by considering remaining ten persons with one sample per persons in 
the test image section ten image samples of the database are shown in the fig 3. 
 
Fig 3: Samples of ORL face images of person 
3.1.3  Yale face database [19]:The fifteen persons with eleven image samples per persons i.e., 165 image 
samples in total are present in the database.  The number of image samples of a person has facial expressions and 
occlusion of eyes with eye glasses.  The size of each face image is 243 x 320 with gray levels.   
 
 
 
 
 
 
 
Fig 4: Samples of Yale face images of person 
3.1.4 Indian male[20]:The database has twenty persons with eleven samples per persons the images work 
captured with frontal position variations.  The number of samples of a single person with frontal orientations is shown in 
figure 5.  The twelve persons with six samples per persons are considering creating database to compute performance 
parameters FRR and TSR.  The remaining eight persons with one samples per persons are consider in the test section 
to compute FAR.   
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Fig 5: Samples of Indian male data base face images 
3.1.5  Indian female[20]:The database has twenty two female persons with eleven samples per person.  The each 
image of a person has variations in pose and expression as shown in figure 6.  The fifteen persons with seven image 
samples per persons are considered to find FRR and TSR parameters.  The remaining seven persons with one sample 
per person are considered in the test section to compute FAR performance parameters.     
 
Fig 6: Samples of Indian female database face images 
3.1.1 D-Discrete Wavelet Transform [21]:The transformation is used in an image processing to remove 
noise effectively and also compress an image. The filter bank combinations of low pass and high pass filters are 
used on rows and columns of an image to derive one approximation band and three detailed bands. The 
approximation band is an output of low pass filter and has significant information of an image. The detailed bands are 
outputs of high pass and combinations of high pass-low pass filters and have detailed information such as diagonal, 
horizontal and vertical information of an image. The DWT decomposes an image into four sub bands such as 
approximation band, vertical band, horizontal band and diagonal band in each level. The maximum number of 
decomposition levels equal to log2 𝑁 for N×N image size. The rows of images are passing through low pass and high 
pass filter to generate corresponding low and high frequency coefficients.  The columns of an image are passing 
through low pass and high pass filter along with rows of low pass filter to generate approximation and vertical bands. 
The columns again passed through low pass and high pass filter along with output of row high pass filter to generate 
horizontal and diagonal bands. The one level DWT decomposition on an image using filter are shown in fig 7 and the 
corresponding image representation is shown in fig 8.  
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Fig7: The One level Decomposition of DWT using Filter 
 
 
 
 
Fig 8: DWT decomposition of an image 
The LL band has significant information of an original image. The LH, HL and HH bands has vertical, horizontal and 
diagonal information of an original image. The original image can be reconstructed by considering only LL band image and 
omitting other insignificant information from other bands. The DWT is applied on face databases such as JAFEE, ORL, 
and Yale, Indian male and Indian female of resized dimensions of 256×256. The LL band is considered for further 
processing as it has significant information of face images and has less noise component. 
3.2 Normalization:   
Normalization used in the proposed method is to convert high values of LL band coefficients into a range of moderate 
values.  The normalization is applied on LL sub-band coefficients of an image to convert high coefficients values into 
lower values.  Each LL coefficientvalues are divided by maximum coefficient value to convert LL coefficient values range 
from 0 to 1, as given in equation (1). 
New LL coefficient values = 
𝒐𝒍𝒅 𝒄𝒐𝒆𝒇𝒇𝒊𝒄𝒊𝒆𝒏𝒕 𝒗𝒂𝒍𝒖𝒆𝒔
𝒎𝒂𝒙𝒊𝒎𝒖𝒎 𝒗𝒂𝒍𝒖𝒆 𝒐𝒇𝑳𝑳 𝒄𝒐𝒆𝒇𝒇𝒊𝒄𝒊𝒆𝒏𝒕
     -------------------------------------------------- (1) 
The advantage of normalization is the number of bits required to represent each LL coefficient reduces from more than 
eight bits to less than eight bits. The real time system complexity and memory reduces, whereas speed of computation 
increases. 
3.4 2D Convolution:  
The original face image is convolved with LL sub-band of original face image.  The 2D-Convolution is used for smoothing, 
sharpening and edge detection of an image effectively.  In the proposed method, the DWT is applied on the original face 
image of size 256 x 256 to produce four sub-bands, say LL, LH, HL and HH.  The approximation LL Sub-band of size 128 
x 128 is convolved with original spatial domain face image of size 256 x 256 to obtain modified original face object.  The 
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coefficients of the modified objects classify similar and dissimilar images effectively.  The 2D-Convolultion of two images x 
(m,n)  and h(x,y) is given in equation(2).   
 
X (m,n) * h(m,n)= 𝒘−𝟏𝒊=𝟎  𝒙 𝒊, 𝒋 𝒉 𝒎 − 𝒊, 𝒏 − 𝒋 . − − − − − − − − − − − − (𝟐)
𝑯−𝟏
𝒋=𝟎  
 
Where w and H are the width and height of an image.The resultant output of convolution matrix of size (w+H-1) * (w+H-1). 
The example of 2D-convolution is explained by considering original matrix of size 4*4 and LL band of original matrix of 
size 2*2 is as follows: 
 
Original matrix =     
126 98
82 77
94 100
96 98
80 104
79 78
146 129
118 134
 --------------------------------------------------------(3) 
 
LL band of original matrix =     
191.5000 214.000
170.5000 263.5000
 -------------------------------------------------------(4) 
 
Normalized matrix = 
0.7268 0.8121
0.6471 1
 -------------------------------------------------------------(5) 
 
Original matrix 4*4 is convolved with 2*2 Normalized matrix to get 5×5 output convolution matrix given in equation( 6). 
 
Convolution output matrix=  
 
 
 
 
 
91.5712 173.5522 147.9051
141.1233 311.9677 291.1271
118.0873 113.7002
333.7761 219.5901
111.1992 272.3776 329.6869
109.1784
51.1176
268.1404
129.4706
347.5750
154.3529
371.7362 202.7666
422.6888
204.7059
237.8273
134  
 
 
 
 
-------------------------------------(6) 
 
The linear convolution matrix has unique coefficient values compared to original matrix coefficient values; hence the 
concept of convolution is used for better classification of images. 
3.4.1 Gaussian Filter:  
It is applied on output of convolution block to enhance further the quality of input face images by removing high frequency 
edges and helps in improving the matching accuracy.An example of Gaussian filter on convolution output matrix is as 
follows. The Gaussian filter mask matrix is applied on convolution output matrix is given in matrices 7 and 8. 
 
Gaussian filter mask=  
0.0626 0.1250 0.0626
0.1250 0.2497 0.1250
0.0626 0.1250 0.0626
 ----------------------------------------------------------(7) 
Convolution output matrix =
 
 
 
 
 
91.5712 173.5522 147.9051
141.1233 311.9677 291.1271
118.0873 113.7002
333.7761 219.5901
111.1992 272.3776 329.6869
109.1784
51.1176
268.1404
129.4706
347.5750
154.3529
371.7362 202.7666
422.6888
204.7059
237.8273
134  
 
 
 
 
---------------------------(8) 
 
The procedure for Gaussian filter output is as follows. 
1. The Gaussian filter mask (h (x,y)) is generated using Gaussian mask coordinators and standard deviation as given in 
matrix 9 and equation 10. 
Gaussian mask coordinators = 
 −1,−1 ,  −1, 0 ,  −1, 1 
 0,−1 ,  0, 0 ,  0, 1 
 1,−1 ,  1, 0 ,  1,1 
  --------------------------------------------------------- (9) 
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                                          𝑕𝑔(𝑥, 𝑦) = 𝑒
−(𝑥2+𝑦2)
2𝜎2   ---------------------------------------------------------------------------- (10) 
 
Where, 𝜎=standard deviation =0.85 
hg (-1,-1) =𝑒
−(−1)2+(−1)2)
2 0.85 2 = 0.25055344 
hg (0,-1) =𝑒
−(0)2+(−1)2
2 0.85 2 = 0.500553134 
Similarly other coordinate coefficient values are computed and are given in matrix 11. 
 
hg(x,y) = =  
0.25055344 0.50055314 0.25055344
0.50055314 1 0.50055314
0.25055344 0.50055314 0.0626
  ------------------------------------------------(11) 
 
Gaussian filter mask coefficient are computed using equation 12 and in matrix 13. 
 
Filter mask = h (x,y) =
𝑕𝑔(𝑥 ,𝑦)
  𝑕𝑔𝑦𝑥
--------------------------------------------------------------------------(12) 
 
Where   𝑕𝑔𝑦𝑥 = 4.004426296 
 
H (x,y) =  
0.0626 0.1250 0.0626
0.1250 0.2497 0.1250
0.0626 0.1250 0.0626
  ------------------------------------------------------------------------(13) 
 
2.Append Zeros to the surroundings of convolution output matrix. 
X =
 
 
 
 
 
 
0 0 0
0 91.57 173.55
0
0
0
0
0
141.12
111.19
109.17
51.11
0
311.96
272.37
268.14
129.47
0
0 0 0
147.90 118.08 113.70
291.12
329.68
347.57
154.35
0
333.77
371.73
422.68
204.70
0
219.59
202.76
237.82
134
0
0
0
0
0
0
0
0 
 
 
 
 
 
-------------------------------------------------------------(14) 
 
Place Gaussian filter mask of size 3*3 generated in step 1 on top left portion of X and  
multiply element by element. 
X1=  
0 0 0
0 91.57 173.55
0 141.12 311.96
 .*   
0.0626 0.1250 0.0626
0.1250 0.2497 0.1250
0.0626 0.1250 0.0626
  
X1=  
0 0 0
0 22.86 21.69
0 17.64 19.52
 ---------------------------------------------------------------------------------(15) 
 
 𝑋1 =81.7215  --------------------------------------------------------------------------------------- (16) 
 
The 3x3 Gaussian mask is shifted right and down on X  to compute other coefficient value of Gaussian filter output given 
in matrix 17.  
 
The output of Gaussian filter    =    
 
 
 
 
 
81.7215 139.3161 157.6848
127.4855 230.2479 275.4217
150.8504 98.9874
265.6029 170.5192
129.4008 251.2676 326.3108
106.2149
59.3737
214.7281
120.1119
294.8670
166.9891
322.5293 201.6111
302.1430
176.6282
190.3905
115.2269 
 
 
 
 
----------------------------------(17) 
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The 2-D matrix is converted into single column vector. 
3.5 Compression of feature vectors: 
The more number of sample images of single person are converted into single sample per person using compression 
thesix column vector features of sixface images of single person, say 1_1, 2_1, 3_1, 4_1, 5_1and 6_1, are converted into 
single feature column vector by taking average of six column features as shown in fig 9.  The advantages of converting six 
columns into one column are (i) Time to compare test image with database images reduces (ii) Memory requirement in 
real time system reduces (iii)  The features of single column are more effective compared to six column vector features . 
1_1 
 
2_1 
 
3_1 
 
4_1 
 
5_1 
 
6_1 
 One 
column 
feature 
vector 
1  1  1  1  1  1  1 
2  2  2  2  2  2  2 
3  3  3  3  3  3  3 
  | 
  | 
  | 
  | 
  | 
  | 
  | 
  | 
  | 
  | 
  | 
  | 
  | 
  | 
N N N N N N N 
 
Fig 9: Compression of column vectors 
3.6 Test Image Features:  The features are extracted from face image similar to that of database face images to 
form single column feature vector. 
3.7 Euclidean distance:  
The distance between database features (pi) and test features (qi) is given in equation (18). 
 E D =   (𝑝𝑖 − 𝑞𝑖)2
𝑁
𝑖=1
---------------------------------------------------------------------------------(18) 
Where, N=No of coefficients in a vector. 
 Pi=Coefficient values of vectors in the database. 
Qi=Coefficient values of vectors in the test image. 
The ED is used to find similarities and dissimilarities among face images to test performance of biometric system. 
4. PERFORMANCE ANALYSIS OF PROPOSED METHOD:  
In this section, the definitions of performance parameters and experimental results of various techniques are 
discussed.   
4.1 Definition of Performance Parameters: 
4.1.1 False Rejection Rate (FRR):It is defined as the probability of genuine person being rejected as an 
imposter.  It is the ratio of number of genuine persons rejected to the total number of persons inside the database and is 
computed in equation (19).   
FRR = 
𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓𝑔𝑒𝑛𝑢𝑖𝑛𝑒  𝑝𝑒𝑟𝑠𝑜𝑛  𝑟𝑒𝑗𝑒𝑐𝑡𝑒𝑑
𝑡𝑜𝑡𝑎𝑙  𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑝𝑒𝑟𝑠𝑜𝑛𝑠  𝑖𝑛𝑠𝑖𝑑𝑒  𝑡𝑕𝑒  𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒
---------------------------------------------------- (19) 
4.1.2    False Acceptance Rate (FAR):Is defined as the probability of imposter being accepted as genuine 
persons.  It is ratio of imposters accepted as genuine persons from outside the database to the total number of persons in 
the outside database and is computed in equation (20).   
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FAR = 
𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑖𝑚𝑝𝑜𝑠𝑡𝑒𝑟  𝑎𝑐𝑐𝑒𝑝𝑡𝑒𝑑  𝑎𝑠  𝑔𝑒𝑛𝑢𝑖𝑛𝑒  𝑝𝑒𝑟𝑠𝑜𝑛
𝑡𝑜𝑡𝑎𝑙𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓𝑝𝑒𝑟𝑠𝑜𝑛𝑠  𝑖𝑛  𝑡𝑕𝑒  𝑜𝑢𝑡𝑠𝑖𝑑𝑒  𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒
  -------------------------------------------------------- (20) 
 
4.1.3 Equal Error Rate (ERR):Is define as error tradeoff between FRR and FAR i.e., FAR = FRR for a particular 
threshold value.  A lower EER value indicates better performance of biometric systems.   
 
4.1.4  Total Success Rate (TSR):Is the measure of accuracy of biometric systems.  It is the ratio of the total 
number of genuine persons identified correctly in the data base to the total number of persons inside the database and is 
computed in equation (21).  
 
TSR = 
𝑔𝑒𝑛𝑢𝑖𝑛𝑒  𝑝𝑒𝑟𝑠𝑜𝑛𝑠  𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑒𝑑  𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦
𝑡𝑜𝑡𝑎𝑙  𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓𝑝𝑒𝑟𝑠𝑜𝑛𝑠  𝑖𝑛𝑠𝑖𝑑𝑒  𝑡𝑕𝑒   𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒
  -------------------------------------------------------- (21) 
 
4.1.5 Optimum Total Success Rate (Opt.TSR):The value of TSR corresponding to the EER for specified 
threshold.   
4.1.6 Maximum Total Success Rate (Max. TSR):The value of maximum TSR for specified threshold value 
irrespective of error values.   
4.2 Performance Analysis: 
The performance parameters such as FRR, FAR, TSR, EER and Max. TSR are computed and compared for different face 
databases andtechniques to verify the efficiency of biometric system. 
4.2.1 Analysis using JAFEE database:The database is created by considering seven persons with six samples 
per person i.e. forty two samples inside the database. 
 
(a) DWT                                                                  (b)  FFT 
 
                                               (c) Convolution                                                    (d)  Proposed method 
Figure 10.FAR, FRR and TSR vs. Threshold for JAFEE Database 
  
The ninth image of every person is considered as test face image. Three persons with one samples per persons are 
considered as outside database The inside and outside databases are used to compute errors such as FRR and FAR 
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respectively. The variations of FAR, FRR and TSR with respect to threshold are shown in figure 10. For DWT, FFT, 
convolution and proposed method. The values of FRR are decreased as threshold values increases. The values of FAR 
and TSR increases with increase in threshold values. The ERR values for   DWT, FFT, convolution and proposed method 
are 15, 22, 11 and 10 respectively.  The optimum TSR values for DWT, FFT, convolution and proposed method are75, 76, 
90 and 95 respectively.  The maximum TSR values for DWT, FFT, convolution and proposed method are 100.  It is 
observed that the value of EER is less and optimum TSR value is high in the case of proposed method compared to DWT, 
FFT and convolution techniques. 
4.2.2Analysis using ORL face database:   
The database is created by considering 30 persons with 6 samples per person i.e., 180 samples inside the database and 
the ninth image of every person is considered as test face image.  Ten persons are considered as outside database with 
one sample per person.The inside and outside databases are used to compute errors such as FRR and FAR respectively.  
The variations of FAR, FRR and TSR with respect to threshold are shown in figure 11, for DWT, FFT, convolution and 
proposed method, the values of FRR are decreases as threshold values increases.  The values of FAR, TSR increases 
with increase in threshold values. The EER values for DWT, FFT, convolution and proposed method are 30, 36, 28 and 18 
respectively.  The optimum TSR values for DWT, FFT, convolution and proposed method are 62, 60, 70 and 73 
respectively.   The maximum TSR values for DWT, FFT, convolution and proposed method are 90, 83.33, 93.33 and 93.33 
respectively.It is observed that the value of EER is less and optimum TSR value is high in the case of proposed 
methodcompared to DWT, FFT and convolution techniques. 
 
(a) DWT                                                                             (b)  FFT 
 
                                     (c) Convolution                                                                 (d) proposed method 
Figure 11. FAR, FRR and TSR vs. Threshold for ORL Database 
4.2.3 Analysis using Yale face database:The database is created by considering 11 persons with 6 samples 
per person i.e., 60 samples inside the database and the ninth image of every person is considered as test face image.   
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.    
(a) DWT                                                                       (b)  FFT 
 
                                            (c) Convolution                                                     (d) Proposed method 
Figure 12. FAR, FRR and TSR vs. Threshold for Yale Database 
Five persons are considered as outside database with one sample per person. The inside and outside databases are used 
to compute errors such as FRR and FAR respectively.  The variations of FAR, FRR and TSR with respect to threshold are 
shown in figure 12, for DWT, FFT, convolution and proposed method.The values of FRR are decreases as threshold 
values increases.  The values of FAR, TSR increases and threshold values increase.  The EER values for DWT, FFT, 
convolution and proposed method are 50, 48, 50 and 38 respectively.  The optimum TSR values for DWT, FFT, 
convolution and proposed method are 50, 50, 50 and 51 respectively.   The maximum TSR values for DWT, FFT, 
convolution and proposed method are 70, 50, 80 and 80 respectively.  It is observed that the value of EER is less and 
optimum TSR value is high in the case of proposed methodcompared to DWT, FFT and convolution techniques. 
4.2.4 Analysis using Indian Male face database:The database is created by considering 15 persons with 6 
samples per person i.e., 90 samples inside the database and the ninth image of every person is considered as test face 
image.  Five persons are considered as outside database with one sample per person. The inside and outside databases 
are used to compute errors such as FRR and FAR respectively.  The variations of FAR, FRR and TSR with respect to 
threshold are shown in figure 13, for DWT, FFT, convolution and proposed method.The values of FRR are decreases as 
threshold values increases.  The values of FAR, TSR increases and threshold values increase.  The EER values for DWT, 
FFT, convolution and proposed method are 57, 55, 51 and 40 respectively.  The optimum TSR values for DWT, FFT, 
convolution and proposed method are 45, 45, 50 and 55 respectively.   The maximum TSR values for DWT, FFT, 
convolution and proposed method are 93.33, 93.33, 83.33 and 83.33 respectively.  It is observed that the value of EER is 
less and optimum TSR value is high in the case of proposed methodcompared to DWT, FFT and convolution techniques. 
  
(a) DWT                                        (b)  FFT 
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(c) Convolution                                        (d) proposed method 
 
Figure 13. FAR, FRR and TSR vs. Threshold for Indian Male Database 
4.2.5. Analysis using Indian Female face database: The database is created by considering 17 persons with 
6 samples per person i.e., 102 samples inside the database.The ninth image of every person is considered as test face 
image.  Five persons are considered as outside database with one sample per person.  The inside and outside databases 
are used to compute errors such as FRR and FAR respectively.  The variations of FAR, FRR and TSR with respect to 
threshold are shown in figure 14, for DWT, FFT, convolution and proposed method, the values of FRR are decreases as 
threshold values increases.  The values of FAR and TSR increases with increase in threshold values .The EER values for 
DWT, FFT, convolution and proposed method are 28, 5, 0 and 0 respectively.  The optimum TSR values for DWT, FFT, 
convolution and proposed method are 60, 95, 93.33 and 93.33 respectively.   The maximum TSR values for DWT, FFT, 
convolution and proposed method are 93.33.  It is observed that the value of EER is less and optimum TSR value is high 
in the case of proposed methodcompared to DWT, FFT and convolution techniques. 
 
 
                                       (a) DWT                                                                                        (b)  FFT 
 
 
 
                                (c) Convolution                                                        (d)  Proposed method 
 
Figure 14. FAR, FRR and TSR vs. Threshold for Indian Female Database 
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4.2.6 Performance Parameter Comparisons for DWT technique:The values of EER, optimum TSR and 
maximum TSR are tabulated in table 1 for different face data bases using DWT technique.  It is observed that the EER 
value is low;whereas optimum TSR and maximum TSR are high with JAFEE face data base. The Indian male face data 
base has high EER value and less optimum TSR value since the variations are high in the face images.   
Table 1: Performance parameters for different database using DWT 
Databases EER Opt. TSR Max.TSR 
ORL 30 62 90 
JAFEE 15 75 100 
YALE 50 50 70 
Indian Male 57 45 73.33 
Indian Female 28 60 93.33 
 
4.2.7 Performance parameter comparison for FFT technique:The values of EER, optimum TSR and 
maximum TSR are tabulated in table 2 for different face databases using FFT technique.  It is observed that the EER 
value is low, whereas optimum TSR and maximum TSR are high withIndian female face database.  The Indian male face 
database has high EER value and less optimum TSR value since the variations are high in the face images.   
Table 2:  Performance parameters for different database using FFT 
 
Databases 
 
EER 
 
Opt. TSR 
 
Max.TSR 
ORL 36 60 83.33 
JAFEE 22 76 100 
YALE 48 50 50 
Indian Male 55 45 93.33 
Indian Female 5 95 100 
 
4.2.8 Performance parameter comparison for convolution technique: 
The values of EER, optimum TSR and maximum TSR are tabulated in table 4 for different face databases using 
convolution technique.  It is observed that the EER value is Zero, whereas high optimum TSR with Indian female face 
database.  The Indian male face database has high EER value and less optimum TSR value since the variations are high 
in the face images.   
Table 3:  Performance parameters for different database using Convolution 
Databases EER Opt. TSR Max.TSR 
ORL 28 70 93.33 
JAFEE 11 90 100 
YALE 50 50 80 
Indian Male 51 50 83.33 
Indian Female 0 93.33 93.33 
 
ISSN 2277-3061                                                           
6468 | P a g e                                                    N o v e m b e r  0 1 ,  2 0 1 5  
4.2.9 Performance parameter comparison for proposed technique. 
The values of EER, optimum TSR and maximum TSR are tabulated in table 5 for different face databases using proposed 
technique.  It is observed that the EER value is Zero with Indian female whereas high optimum TSR and maximum TSR 
with Indian female face databases 
Table 4:    Performance parameters for different database using proposed method 
Databases EER Opt. TSR Max.TSR 
ORL 18 73 93.33 
JAFEE 10 95 100 
YALE 38 51 80 
Indian Male 40 55 83.33 
Indian Female 0 93.33 93.33 
 
It is observed that, the performance parameter are better in the case of proposed technique compared to DWT,FFT and 
convolution for all databases. 
4.2.10 Comparison of Proposed Method with existing Methods: 
The percentage TSR of proposed method for ORL database is compared with existing algorithms presented by Swarup 
Kumar DandpatandSukadevMeher[22],Pallavi D. Wadakar and MeghaWankhade[23], and Murugan et al.,[24] andAjay et 
al.,[25].is given in table 5. It is observed that the percentage TSR is high in the case of proposed method compared to 
existing algorithms. The performance of proposed method is better compared to existing algorithms for the following 
reasons. (i) Normalization performed on 2D DWT reduces the magnitude values of coefficients. ii). unique features are 
obtained using convolution. iii). Removal of high frequency noise components which help in matching accuracy using 
Gaussian filter .iv).Compression of Database features storing in to single column vector improves the matching speed. 
Table 5: Comparison of TSRwith proposed and existing algorithms 
Sr. No Authors Techniques % TSR 
1 
Swarup Kumar 
Dandpat and 
SukadevMeher [22] 
PCA+2DPCA 90.5 
2 
Pallavi D. Wadakar 
and MeghaWankhade[23] 
DWT 90 
3 Murugan et al.,[24] 
Gaborfilter + 
DWT + PCA 
92 
4 Ajay and pankaj [25] 
N-PCA 92.50 
PCA 90.00 
5 Proposed Method Convolution+DWT 93.33 
 
CONCLUSION:  
The identification of a person using physiological trait face is more efficient compared to traditional methods of recognition. 
In this paper feature vector compression approach for face recognition using convolution and DWT is proposed. The one 
level DWT is applied on face images to compress and remove noise in the face images. The LL band is considered and 
normalized to convert range of high coefficient values to less than one. The convolution is applied between face images 
and normalized LL band matrix to get better features of faces images. The Gaussian filter is applied on convolution 
features to enhance further quality of input images. The concept of converting many feature vectors of single person 
converted into single vector which reduces number of vectors and number of features of a single person. The Euclidean 
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distance images to compute performance parameters. It is observed that the performance of the proposed algorithm is 
better compared to existing algorithm. In feature the convolution can be used in the place of Euclidean distance for the 
matching. 
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