A text simplification system is developed that accepts as input a document written
INTRODUCTIONntroduction
The Internet has brought about the widespread distribution of online resources to the general public, among which include medical literature. But medical literature is fairly complex when evaluated against readability metrics (Chandrasekar, et al., 1996) . The varying reading skills of readers of health documents lead to difficulty in comprehending these materials, thereby leading to inadequate functional health literacy or the ability to read, understand, and act on health information (Giorgianni, 1998) . Once people stop reading texts that are beyond their comprehension level, opportunities for treating and preventing diseases are lost.
Natural language processing (NLP) makes use of computer technologies and algorithms to develop computing machines that can directly process text written in the human language. These computing machines serve diverse applications, including information extraction, machine translation, text generation, knowledge acquisition, and human-computer dialogue systems.
Text simplification is an area of NLP that involves applying grammar rules to transform complex sentence structures into a set of equivalent simpler sentences to make the resulting text easier to read by some target group, such as people with aphasia (Devlin, 2000) or adults learning English (Siddharthan, 2002) . Texts have also been simplified so they can fit in devices with small display channels, such as cellular phones (Siddharthan, 2002) .
There are two basic steps in simplifying text -syntactic and lexical simplifications. Certain sentence constructs, such as compound and complex sentences, pose difficulties for readers.
Syntactic simplification involves identifying parts of a compound or complex sentence that may be extracted and formed into independent simpler sentences. For example, conjoined sentences can be split into two or more shorter sentences. An embedded clause can be extracted and converted into a stand-alone simpler sentence. A sentence written in passive voice can be transformed to active voice. Pronouns can be resolved and replaced with their corresponding referent. Lexical simplification identifies words in the input document that are difficult for a given target reader and replaces them with their more common synonyms. This paper describes SimText, a text simplification system that is capable of simplifying English medical literature through lexical and syntactic simplifications. The transformation rules of Siddharthan (2002) were adapted and represented using a knowledge source structure that had been designed to allow for future modifications of these rules, depending on the specific requirements of potential users. To show the flexibility of the system's knowledge sources, SimText has been tested on medical and non-medical domains.
THE SIMTEXT SYSTEM
The text simplification process begins when an input text document is entered into the SimText system. For testing purposes, sample medical texts were taken from the Mayo Clinic (www.mayoclinic.com) and InteliHealth (www.intelihealth.com).
The analysis module then performs input analysis on the document by utilizing the existing open-source software called A Nearly New Information Extraction System (Annie, 2005) . ANNIE handles sentence splitting, tokenizing, and part-of-speech tagging the input document, and converts it into a representation that which the lexical and syntactic simplification modules can work with.
The level of lexical and syntactic simplifications achieved by SimText is dependent on the lexical and syntactic information stored in its knowledge sources. Because of this approach, SimText is extensible, as it can simplify other domains by changing the contents of the knowledge sources according to the preferences of the user.
Lexical Simplification
Lexical simplification identifies difficult words in an input text through a simple lexicon look-up. The lexicon is the dictionary of SimText that contains entries for difficult words in a particular domain, in this case, medicine. Each entry in the lexicon includes the difficult word itself, its part-of-speech tag, synonym counterpart, dictionary definition, pronoun (for syntactic simplification), extension length, and word extension.
When a difficult word is found, it is replaced by its synonym counterpart. If a difficult word has no synonym, then it is appended with its corresponding dictionary definition. The extension length attribute is used to determine if a difficult term contains more than one word, and if so, the remaining words that should succeed the difficult word in the source document are found in the word extension attribute.
Current entries in the lexicon were taken from the AllWords.com English DictionarywWith Multi-Lingual Search (www.allwords.com) and MedicineNet.com (www.medterms.com). Most of the medical terms taken from these sources have no synonym counterparts, thus the need for the dictionary definition.
In SimText, tagging a given medical term as a difficult word is based on the stored entries in the lexicon. Entries in the lexicon can be updated as deemed necessary by users of SimText.
Siddharthan (2002) proposes an architecture where syntactic simplification is performed first before lexical simplification. However, appending of the dictionary definition resulted in a sentence structure that is longer and more complex than the original sentence, as shown in input sentence 1, and its corresponding simplified sentence 1, where the dictionary definition appears after the identified difficult word "abdomen".
Input Sentence 1
The most common early symptom is an aching pain around your navel that often shifts later to your lower right abdomen.

Simplified Sentence 1
The most common early symptom is an aching pain around your navel that often shifts later to your lower right abdomen, part of the body that contains all of the structures between the chest and the pelvis.
When evaluated using the readability formula developed by Flesch (1974) , the increase in sentence length affects the reading ease score and the reading grade level of the document. The readability score is computed by Microsoft® Word based on the average number of syllables per word and words per sentence. When a difficult word appears more than once, replacing each occurrence with the synonym will not increase the word count, so thus, the resulting readability score may be improved. Table 1 shows the readability scores of input sentence 2 and its simplified sentence where the difficult word "abdomen" is replaced with "belly". Notice the resulting increase in reading ease score and the corresponding decrease in grade level by 4.7 and 0.6, respectively.
Input Sentence 2
The most common early symptom is an aching pain around your navel that often shifts later to your lower right abdomen. Once the pain reaches your abdomen, it is important that you seek medical advice immediately. Tests conducted showed that appending each occurrence of a difficult word with its dictionary definition will decrease the reading ease score, since the length of each sentence where the difficult word is found will increase. Table 2 shows a comparison of the readability scores of input sentence 2, its simplified version 1 with the dictionary definition appended only once (first occurrence), and simplified version 2 where each "abdomen" is appended with a definition. There is an increase in the reading ease score of simplified sentence version 1, but not in version 2. Appending of the dictionary definition would also result in a longer sentence structure, thus resulting in an increase in the grade level. For input sentence 2, both versions have an increase of 1 one grade level. 
Readability Scores of Input Sentence 2 Using Dictionary Definition
Because of these findings, the approach employed by SimText is to perform lexical simplification first, then syntactic simplification. Analysis is performed twice, prior to each simplification approach, since lexical simplification may have introduced new words or structure that may require further simplification.
Syntactic Simplification
The first step in syntactically simplifying a sentence is to define the articulation points where a sentence can be logically split (Chandrasekar, 1996) . These boundaries include phrases, clauses, conjunctions, punctuation marks, and relative pronouns. These boundaries may be general to all English texts and may also be augmented with domain-specific constraints. Once the boundaries are defined, they can be used to create rules for mapping a given sentence pattern to another sentence pattern.
In SimText, three knowledge sources are employed in order to identify and mark-up parts of an analyzed input sentence, extract these parts, and derive stand-alone simpler sentences. These sources are the Clause Rules, the Divider Rules, and the Transformation Rules, all of which can be updated to adapt to various input domain and preferred reading levels of the output text.
Clause Tagging Using Clause and Divider Rules
The Clause Rules knowledge source (Table 3 ) contains a set of grammar rules used to identify and mark-up special clauses in an input sentence. Each clause rule entry has four attributes. The tag name attribute is used to mark-up the beginning of a clause for use by later stages of syntactic simplification. TST who ,
Table 3. Clause Rules Knowledge Source
For example, the PS1 tag refers to Prefix Subordination rule number 1, and is used to identify and mark-up a clause that can later be simplified using the Prefix Subordination Transformation rule.
The start word and the end word attributes are used to store the specific token that must appear in the input sentence in order to signal the starting and the ending boundaries, respectively, of the clause to be extracted. For example, given the input sentence:
Although fistula surgery is usually relatively straightforward, the potential for complication still exists.
Clause tagging will produce the following marked-up output: <PS1>Although fistula surgery is usually relatively straightforward,</PS1> <F1>the potential for complication still exists.</F1>
The F tag is used to mark-up the remaining components of an input sentence known as fragments. The number succeeding an F tag is used to denote the fragment number, i.e., 1, 2, and so on.
The after word attribute is used to verify the end of a special clause in cases where more than one instance of the end word appears in the input sentence. For example, the CIT2 (Correlative if…then and Subordinative if) clause rule is used in sentences with more than one comma, as shown in the example below:
If people have access to proper education, sanitation, and social services, then naturally, we are pleased about that.
In order to verify that a certain comma is the actual end word for that special clause, the after word immediately following the comma is checked, to produce the correct marked-up output:
<CIT2>If people have access to proper education, sanitation, and social services,</CIT2> then naturally, we are pleased about that.
The Divider Rules knowledge source contains punctuation marks used to identify common divisions in a sentence, in order to determine whether an input sentence needs to be divided at the point where the divisional identifier is found. CurrentlyAt present, SimText has only two divider rules representing the divisional characters semi-colon (;) and period (.)
In the sample input sentence below, the clause tagger will be able to identify two divisions:
The Division tag is used to mark-up the boundaries of each identified division. The number succeeding a Division tag is used to denote the division number, i.e., 1, 2, and so on. <Division1>Boils can occur anywhere on your skin;</Division1> <Division2>they mainly appear on your face, neck, armpits, buttocks or thighs.</Division2>
Surface realization through capitalization and appending of punctuation marks are performed on each identified division in order to derive independent sentences.
Transformation Rules
The Transformation Rules knowledge source (Table 4) contains syntactic simplification rules that utilize clause rules and divider rules to extract clauses, fragments and divisions, and transform them to stand-alone sentences. Each transformation rule entry has the attributes Rule ID, Rule Name, and Rule Pattern that contains the pattern a sentence must have in order for the Rule Effect to be applied.
In Table 4 , Ttransformation Rrule 1 is for prefix subordination. If a sentence follows this rule's pattern
PS2 F1
then the corresponding rule effect
is applied. That is, given a sentence S with embedded clause PS, the clause tagging algorithm would have identified and marked-up two parts of S, namely PS2 and F1. The transformation process will then generate two new sentences S'1 and S'2, where S'1 is the extracted PS clause, and S'2 is the remaining F clause preceded with the token "But". "But" is a cue word that is needed to preserve cohesion in the simplified text. These cue words have already been defined by Siddharthan (2004) and integrated in the rule effect of SimText.
The keyword attribute can contain four specific token values -"delete", "" or the empty string, "noun", "pronoun". This is used to specify how the transformation rule will handle the first word of a special clause (such as although and if) when generating the simplified text; the first word can be dropped, retained, or replaced with its pronoun in the resulting sentence. When a clause is extracted from an input sentence, the noun phrase that this clause attaches to must also be marked, in order for the generated sentence to retain the original meaning. Two attributes in the transformation rule entry is used for this purpose. The location attribute specifies which clause in the rule pattern the noun or pronoun to be used as replacement can be found. The noun number attribute determines which noun in the clause referred to by the location attribute is selected as the replacement for the keyword.
The transformation rules found in Table 4 are derived from the syntactic simplification rules of Siddharthan (2004) . From the original seven rules, only four can be adapted to follow the structure of the knowledge sources of SimText, resulting in 11 rules, where each variation of a major rule is represented as one rule entry. The rules that were adapted are for conjunction (prefix subordination, correlative and subordinative if, and infix coordination and subordination), and the relative "who" clause rule.
Transformation rules are applied recursively on an input sentence. Given an example input sentence below:
Anna, who is the queen, went to the market; meanwhile, the king went to the mall.
This text will be tagged by the clause tagger using clause rule TST (Table 1) and will also be marked as two divisions: <Division1><F1>Anna,</F1><TST> who is the queen,</TST><F2>went to the market</F2>;</Division1> <Division2>meanwhile, the king went to the mall.</Division2>
Two transformation rules will then be applied, the Division Rule and the Special Rule, to generate the following sentences:
Anna went to the market. She is the queen. Meanwhile, the king went to the mall.
The Special Rule is not a full adaptation of Siddharthan's (2004) relative clause rule. This is due to the problem of ANNIE (Annie, 2005) in correctly tagging "who" during input analysis. ANNIE could not determine if the use of the word "who" is a relative pronoun or a whdeterminer.
Transformation rules for appositives also presented problems for the clause tagger of SimText, which relies on clause rules that have clear start and end words to mark the boundaries of the clause to be extracted. Appositives have no such words. Using the punctuation mark comma is not reliable since the comma has other usage in a sentence.
In Siddharthan (2004) algorithm, the two main processes of syntactic simplification are the application of rules to the input text followed by regeneration, when necessary. Regeneration is performed to resolve four issues, which are, cue-word selection, sentence order, referring expression generation, and determiner choice. Since these issues are transform-specific, SimText represents these regeneration rules in the rule effect attribute to correspond directly to the appropriate transformation rule. The regeneration step is performed as soon as a matching transformation rule is found, which is the same approach recommended in Siddharthan (2004) .
TEST RESULTS AND DISCUSSION
The current knowledge sources of SimText contain 12 transformation rules, ten clause rules, and two divider rules. The lexicon contains 468 medical-term entries, of which 53 have synonyms and 415 have dictionary definitions. All of these can be updated to support additional rules and lexicon synonym and definition entries, either for medical or non-medical domains.
To evaluate the readability of the simplified text, the Flesch (1974) Reading Formula was used. This is available in Microsoft® Word, which calculates readability statistics using the Flesch (1974) Reading Ease score and the Flesch-Kincaid Grade Level score. The reading ease scores text from 0 to 100; the higher the score, the easier it is to understand the document. The grade level score is used to rate the document based on the U.S. educational grade level system. The generated readability statistics also include the total word count and the average words per sentence.
Test corpora were taken from Mayo and IntelliHealth. The texts were screened to determine if they contain sentences that could match the rules currently found in the clause rules database and transformation rules database. This is done to validate that the clause tagger algorithms can properly identify clauses and complex sentence structures, and the transformation algorithm can apply the appropriate transformation rules accordingly. Source texts were also considered based on the presence of difficult words that are currently found in the lexicon database.
Three corpora were used to test the lexical simplification module. The test results are summarized in Table 5 . Corpus #1, with a word count of 215, contains contained three occurrences of a difficult word that was replaced with its synonym. The reading ease score improved by 3.2, or from 53.8 to 57. The required grade level also decreased from 10 to 9.4.
Corpus 2, with a word count of 205, contains contained seven occurrences of a difficult word, where only the first occurrence was appended with the dictionary definition. Using only lexical simplification, the resulting document has had a word count of 214; the reading ease score decreased by 1.2, or from 27.3 to 26.1, with no change in the grade level (12). This wais due to the presence of an additional complex sentence structure resulting from the appending of definition. When syntactic simplification is was performed, the reading ease score increased by 9.5 to become 36.8. The grade level remained to beat 12. The presence of a passive voice (44% in the original document) which was not simplified in the resulting document may have caused the grade level to remain at 12.
Corpus 3, with a word count of 186, contains contained three difficult words. Both types of lexical simplification were applied to this corpus. Replacing the first difficult word with its synonym, the reading ease score improved from 25.1 to 26.0. However, upon appending the dictionary definition for the other two difficult words, the score dropped to 25.3, with a final word count of 209 words. Syntactic simplification willould result in a score of 28.5. Table 5 .
Comparative Flesch Reading Ease Scores Using Lexical Simplification
To test the simplification module, ten sentences were taken from the source medical sites, each representing a transformation rule. The three corpora used in lexical simplification were also tested, to validate that the system can identify complex sentence structures and apply the appropriate transformation rules. Table 6 below shows the comparative flesch Flesch reading ease scores for the input and the simplified sentence. The percentage increase/decrease in the resulting reading ease scores for each input and output medical documents is shown in Table 6 . A positive result means that the output document had a higher readability than the input document and therefore text simplification was properly achieved while a negative result suggests otherwise.
Input Sentence 3
If you apply gentle pressure to the area that hurts, then it will feel tender.
Simplified Sentence 3 Input Sentence 3
Suppose you apply gentle pressure to the area that hurts. Then it will feel tender. Text simplification does not guarantee a higher reading ease score in the resulting text. There are numerous reasons for this. Take input sentence 3 as an example (Test #6 in Table 6 ). When transformation rule "Correlative if-then and Subordinative if" is applied to this sentence, the simplified text, simplified sentence 3, uses the cue word "Suppose" to preserve cohesion. The resulting readability statistics (Table 7) show that the input sentence using "If" is easier to read than the simplified sentence that uses "Suppose".
The readability statistics for input sentence 3 is not always observed in all cases of IfSuppose transformation. In the sample sentence below (Test #7 in Table 6 ), where the same rule is used, the reading ease score of the simplified sentence increased by a small value of 0.7.
If you or a family member develops signs of this abdominal infection, then go to an emergency room immediately.
In input sentence 4 (Test #9 in Table 6 ), the reading ease scores (Table 8 ) of the simplified text vary. If lexical simplification is not performed for "abscess", the score shown in 4A increased. However, since "abscess" is found in the difficult word lexicon, its dictionary definition is appended, resulting in an increase in the sentence length and corresponding decrease in reading ease score in 4B.
Input Sentence 4
They are rare, though people with weakened immune systems are more likely to get a brain abscess.
Simplified Sentence 4 (Dictionary definition in italics)
Input Sentence 4
People with weakened immune systems are more likely to get a brain abscess, a local accumulation of pus anywhere in the body. But they are rare. Sentences that include a dictionary definition can be simplified if a clause rule can be defined for appositives so that the clause tagger can properly identify and extract them. An appositive clause does not have distinct cue words to mark its boundaries. Although commas can be used, they also pose problems because they have other uses, such as in enumerating lists. SimText currently cannot distinguish between these various uses of the comma.
Sentences containing conjunctions like "and" and "or", are also not simplified, as reflected by the 0% increase/decrease in Test #10 of Table 6 . An example is the following sentence, where "and" is used not for enumerating items in a list, but to join two parts of a sentence:
Children do not always have typical symptoms of appendicitis and parents may delay getting treatment.
Future work in SimText may involve modifying the clause tagger algorithm and the divider rules knowledge source to differentiate between these two uses of conjunctions, so that conjoined sentences can be split into two.
To show that the knowledge sources of SimText can be easily modified to accommodate new grammar rules, the system was tested on legal documents. The lexicon was populated with difficult legal terms. A new divider rule, shown in Table 9 , was added. A new transformation rule was also added to accommodate the structure of the legal document to be tested, as shown in Table 10 .
Table 10 New Transformation Rule
Rule ID 10
Rule Name
Divisional Rule
Rule Pattern
Rule Effect division1 . division2 .
Rule ID 10
Rule Name Divisional Rule
Rule Effect division1 . division2 . 
Input Sentence 5
The resulting reading ease scores for input sentence 5 are 0.0 and 4.4, for input and simplified text, respectively. Although simplification was able to improve the reading ease score, the improvement was very slight because only sentence splitting was performed. No other transformation rules were applied to further simplify the text.
SimText was also tested on non-medical and non-legal domain, using input sentence 6, with a corresponding simplified sentence 6 and readability statistics in Table 11 .
Input Sentence 6
Simplified Sentence 6Input Sentence 6
Anna went to the market. She is the queen. Meanwhile, the king went to the mall. Although SimText is able to correctly split the input sentence into two as well as extract the embedded "who" clause using the division and the special transformation rules, respectively, the reading ease score of the simplified text decreased because of the pronoun that was introduced.
Identifying the noun referred to by a pronoun requires a higher reading grade level. Thus, in PSET (Devlin, et al., 2000) , one form of simplification that is performed is pronoun resolution.
CONCLUSION
The research demonstrated the potential for using various knowledge sources to represent rules for marking boundaries of clauses that can be extracted and transformed into stand-alone sentences. Transformation rules are represented as pattern-effect pairs wherein the rule effect is applied as a regeneration step for a given input sentence matching a rule pattern. shorter sentences would increase the reading ease score of a document, thereby allowing the public more access to health information that they can easily comprehend.
A good formalism for representing transformation rules would facilitate their manual refinement and maintenance (Inui, 2003) . Testing on SimText has shown that the existing knowledge sources can be modified to adapt to various domains in order to decrease the reading grade level of a given document to a target level suitable for a specific group.
To further improve the reading ease score and grade level of documents, several recommendations can be made to SimText. The readability statistics of Microsoft® Word includes the percentage of passive sentences found in a given document. The conversion of passive voice sentence constructs to their active voice counterparts is not included in the current implementation of SimText, but the PSET (Devin, et al., 2000) system performs this as one approach to simplifying text for aphasic readers. The clause tagger must also be enhanced in order to properly identify and extract appositives, and boundaries of conjoined sentences.
Although the techniques employed by the research showed an improvement in reading scores, all these evaluations are were automated and generated by software. The Flesch Reading Formula, like most readability formulas available, calculates the difficulty level of a text based on the notion that short words and sentences are easier to understand than long words or sentences. But researches in readability concludes that readability cannot be contained within the narrow limits of sentence length and long words (Miles, 1990) . Familiarity with the subject matter may affect readability. The presence of passive constructions, negative constructions, long noun strings, and nominalizations may also interfere more with readability than do long words.
Furtheremore, the depth at which a given text can be understood by a reader is very subjective, so thus, user factors may be taken into consideration. The current implementation of the transformation rules of SimText is a form of user modeling, which represents the reading grade level of a target reader group through grammar rules. There exist text generation systems that model the skills of an individual reader in order to tailor the generated text to adapt to the individual reader. This can be adapted for text simplification, where a text can be submitted iteratively to a text simplification system until it reaches a level that is suitable to the current reader. This will require modifying the syntactic simplification algorithm, as well as the lexicon, to support various levels of grammatical constructs and synonyms for a given word.
