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Abstract
We construct finite-dimensional representations of the quantum affine algebra associated to the
affine Lie algebra ŝl2. We define an explicit action of the Drinfeld generators on the vector space
tensor product of fundamental representations. The action is defined on a basis of eigenvectors for
some of the generators, where the eigenvalues are the coefficients in the Laurent expansion of certain
rational functions related to the Drinfeld polynomial corresponding to the module. In these modules
we find a maximal submodule and by studying the quotient, we get an explicit description of all finite-
dimensional irreducible representations corresponding to Drinfeld polynomials with distinct zeroes.
We then describe the associated trigonometric solutions of the quantum Yang–Baxter equation.
 2004 Elsevier Inc. All rights reserved.
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Introduction
In this paper we construct finite-dimensional irreducible representations of the quantum
affine algebra Uq(ŝl2) explicitly. Each such representation is determined by the zeroes of a
corresponding polynomial, thus we want to describe the representation completely in terms
of the zeroes. Further, in [7,8], M. Jimbo stated that to every irreducible finite-dimensional
representation of a quantum affine algebra there is an associated trigonometric solution of
the quantum Yang–Baxter equation (see also the results of Drinfeld in [5,6]), and in the
end of this paper we find the solutions associated to the irreducible Uq(ŝl2)-modules we
find.
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algebra over C and let gˆ be its associated (untwisted) affine Lie algebra. Denote by Uq(gˆ)
the quantum group associated to gˆ, as defined by V.G. Drinfeld in [5,6] and M. Jimbo in
[7,8]. Then Uq(gˆ) is a Hopf algebra, referred to as the quantum affine algebra associated
to g. In [2], V. Chari and A. Pressley showed that there is a one-to-one correspondence
between the set of n-tuples of polynomials with constant term 1 and the set of isomorphism
classes of irreducible finite-dimensional Uq(gˆ)-modules, but the structure of a module
corresponding to a specific n-tuple of polynomials is not known in general.
From now on we consider the rank 1 case. More precisely, we study irreducible
finite-dimensional Uq(ŝl2)-modules V (P(u)) corresponding to polynomials of the form
P(u)= (1−β1u) · · · (1−βnu) with βi = βj for all i = j . Section 1 contains the definitions
and preliminaries on finite-dimensional Uq(ŝl2)-modules we need. In particular, we will
use the second realization of Uq(ŝl2) given by the Drinfeld generators xN,yN (N integer),
K±1, c±1/2, and ψN,φ−N (N > 0). Most of the material in this section can be found
in [2–4]. In Section 2 we find the Laurent expansion of rational functions of the form
P˜ (u)/P (u), where P˜ (u) is a polynomial obtained from the polynomial P(u) by replacing
βi by q−2βi or q2βi for all i . This not only enables us to find the remarkable formula (6)
but also, as it turns out, to find the eigenvalues of the action of the Drinfeld generators
ψN,φ−N on the module V (P(u)). Indeed, in Section 3 we define an explicit Uq(ŝl2)-
module structure on a 2n-dimensional vector space such that the space has a basis of
eigenvectors for the action of ψN,φ−N , N > 0. Then the irreducible module V (P(u))
is isomorphic to a quotient of the 2n-dimensional module. We call these basis vectors
Ψ -weight vectors and their eigenvalues Ψ -weights.
The underlying 2n-dimensional vector space is the vector space tensor product of
the n two-dimensional fundamental representations Vβi (1), i.e., the irreducible Uq(ŝl2)-
modules corresponding to the polynomials 1 − βiu, respectively. A Uq(ŝl2)-module
structure is then defined on the tensor product of the basis vectors (also Ψ -weight
vectors) of Vβi (1) so that it becomes a Ψ -weight vector in itself (see Theorem 3.1).
The importance in using the fundamental representations becomes clearer in the case of
higher rank quantum affine algebras. In [11] we found a basis of Ψ -weight vectors in the
fundamental representations of Uq(ŝln+1) and constructed a module structure on the tensor
product by using the action of the generators on the Ψ -weight vectors in the fundamental
representations, thus creating a basis of Ψ -weight vectors for almost all irreducible finite-
dimensional Uq(ŝln+1)-modules. It is possible to construct modules of other quantum
affine algebras in this way, but this will be investigated elsewhere.
After we have constructed the 2n-dimensional modules, we want to find their irreducible
quotients. For a generic choice of βi , the modules are already irreducible but when
βi = q2βj for some i, j , this is not the case. In Section 4 we study modules where the set
of zeroes of the corresponding Drinfeld polynomial is divided into q2-strings, i.e., sets of
the form {β,q2β, . . . , q2rβ}. Then the modules constructed in Section 3 are reducible and
we find the explicit action of the Drinfeld generators on the irreducible quotients obtained
by factoring with the maximal submodule.
Finally, in Section 5 we find the trigonometric solutions of the QYBE associated to the
irreducible modules. We use the construction in Section 3 on some known results by Chari
and Pressley [2,3].
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In this section we give the definition of the quantum affine algebra Ûq = Uq(ŝl2). We
will use the second realization of Ûq given by Drinfeld in [6], although we will work over
the field C(q) of rational functions in one indeterminate q rather than over the ring C❏h❑
of formal power series (cf. [2,3]). We also review some known results on the theory of
finite-dimensional Ûq -modules.
Let q be an indeterminate. For integers n, r , define
[n] = q
n − q−n
q − q−1 ∈ Z
[
q, q−1
]
,
and set [0]! = 1,
[n]! = [n][n− 1] · · · [1],
[
n
r
]
= [n]![n− r]![r]! ∈ Z
[
q, q−1
]
.
We can now define the quantum affine algebra Ûq .
Definition 1.1 [2,3,6]. The algebra Ûq is the associative algebra over C(q) with generators
(called the Drinfeld generators) c±1/2,K±1, xN, yN ,hM,N ∈ Z, M ∈ Z\{0}, and defining
relations
c±1/2 are central, c1/2c−1/2 = 1, KK−1 =K−1K = 1, [K,hN ] = 0,
[hN,hM ] = δN+M,0 1
N
[2N]c
N − c−N
q − q−1 ,
KxNK
−1 = q2xN, KyNK−1 = q−2yN,
[hN,xM ] = 1
N
[2N]c−|N |/2xN+M, [hN,yM ] = − 1
N
[2N]c|N |/2yN+M,
xN+1xM − q2xMxN+1 = q2xNxM+1 − xM+1xN,
yN+1yM − q−2yMyN+1 = q−2yNyM+1 − yM+1yN,
[xN,yM ] = c
(N−M)/2ψN+M − c−(N−M)/2φN+M
q − q−1 ,
where the elements ψN and φN are defined by equating coefficients of powers of u in the
formal power series
∑
ψNu
N =K exp
((
q − q−1) ∑ hMuM),N0 M1
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N0
φ−Nu−N =K−1 exp
(
−(q − q−1) ∑
M1
h−Mu−M
)
.
Remark 1.1. It is easy to see, using the defining relations in Definition 1.1, that the algebra
Ûq is generated by the elements c±1/2, xN, yN,K±1, where N ∈ Z.
Remark 1.2. There is another realization of the algebra Ûq , due to Drinfeld [5] and
Jimbo [7]. In this realization Ûq is generated by the elements ei, fi , k±1i , i = 0,1 with
defining relations
kik
−1
i = k−1i ki = 1, kikj = kjki, kiej k−1i = qaij ej , kifj k−1i = q−aij fj ,
[ei, fj ] = δi,j ki − k
−1
i
q − q−1 , (1)
3∑
r=0
(−1)r
[
3
r
]
eri ej e
3−r
i = 0, if i = j, (2)
3∑
r=0
(−1)r
[
3
r
]
f ri fj f
3−r
i = 0, if i = j, (3)
where aij = (−1)i+j and i, j = 0,1. The isomorphism between the two realizations is
given by
k0 → cK−1, k1 →K, e1 → x0, f1 → y0,
e0 → y1K−1, f0 →Kx−1,
for i, j = 0,1. See Beck [1] or Jing [9] for details and proofs.
Remark 1.3. The algebra Ûq is a Hopf algebra and the comultiplication is given on the
Drinfeld–Jimbo generators from Remark 1.2 by
∆(ki)= ki ⊗ ki, ∆(ei)= ei ⊗ ki + 1⊗ ei, ∆(fi)= fi ⊗ 1+ k−1i ⊗ fi,
for i, j = 0,1. The comultiplication of the Drinfeld generators can be found in [10] or [11].
The following proposition will be useful when we construct Ûq -modules in Section 3.
Proposition 1.1. There is a C(q)-algebra automorphism ω of Ûq such that
ω
(
c1/2
)= c−1/2, ω(ψN)= φ−N, ω(φ−N)=ψN,
ω(hN )=−h−N, ω(xN)= y−N, ω(yN)= x−N,
for all integers N .
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Definition 1.1. ✷
Now, let V be a representation of Ûq . We say that V is of type 1 if c±1/2 acts as 1 on
V and if K acts semisimply on V with eigenvalues which are integer powers of q . The
following proposition is proved in [3].
Proposition 1.2.
(a) Every finite-dimensional irreducible representation V of Ûq can be obtained from
a type 1 representation by twisting with an automorphism of Ûq .
(b) Every finite-dimensional type 1 representation V of Ûq contains a nonzero vector v0,
such that xN.v0 = 0 for all N ∈ Z, and such that it is a simultaneous eigenvector for
the elements K±1,ψN,φ−N , N  1.
With Proposition 1.2 in mind, we will only study type 1 modules from now on. The
following definition is convenient to have and is well motivated considering the result in
Proposition 1.2(b). Note that the terminology differs slightly from the one in [3].
Definition 1.2. Let V be a Ûq -module. A vector v ∈ V is called a Ψ -weight vector of
Ψ -weight d = (dN)N∈Z, if K.v = d0v, and
ψN.v = dNv, φ−N .v = d−Nv,
for N  1. Suppose that V = Ûq .v0, for some Ψ -weight vector v0 of Ψ -weight d. Then
V is called a highest Ψ -weight module of highest Ψ -weight d if xN.v0 = 0 for all N ∈ Z.
The vector v0 is then called a highest Ψ -weight vector.
From Proposition 1.2 we have, as in [3], the following corollary.
Corollary 1.3. Every finite-dimensional irreducible Ûq -module V of type 1 is highest
Ψ -weight.
It is possible to construct a type 1 highest Ψ -weight module V (d) with highest
Ψ -weight d = (dN) for any choice of d = (dN)N∈Z, dN ∈ C(q), d0 = 0 by the same
method as classical Verma modules are constructed: let V (d) be the quotient of Ûq
by the left ideal generated by the elements c±1/2 − 1, xN , N ∈ Z, and the elements
K±1 − d±10 1,ψN − dN1, φ−N − d−N1, for all N  1. The module V (d) has a unique
irreducible quotient, L(d) say, and every irreducible highest Ψ -weight Ûq -module of type
1 is isomorphic to some L(d). See [3] for further details. To find all finite-dimensional
irreducible Ûq -modules of type 1, it therefore suffices to determine for which d the module
L(d) is finite-dimensional. This problem was solved by V. Chari and A. Pressley in [2],
where Theorem 1.4 below was stated. A similar result on representations of Yangians (i.e.,
deformations of U(g[u])) was proved by Drinfeld in [6].
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dimensional if and only if there exists a polynomial P(u) with constant term 1, such that
d±10 +
∑
N1
d±Nu±N = qdeg(P ) P (q
−2u)
P (u)
,
in the sense that the left-hand side with positive (negative) powers is the Laurent expansion
of the right-hand side about 0 (∞, respectively).
The polynomials in the theorem are sometimes referred to as the Drinfeld polynomials
of L(d). It is common to denote L(d) by V (P(u)) and to call (by abuse of notation) P(u)
the highest weight of V (P(u)).
The Ûq -modules V (1−βu), β ∈C(q)×, are called the fundamental representations of
Ûq (see Example 3.1) and we have the following result.
Proposition 1.5 [2,3]. Every module V (P(u)) with P(u)=∏(1− βiu) is isomorphic to
a subquotient of a tensor product of fundamental representations.
Some Ûq -modules can be found by pulling back finite-dimensionalUq(sl2)-modules by
using a quantum analogue of the evaluation homomorphism ev : U(ŝl2)→ U(sl2) which
takes the indeterminate u to some β ∈ C. The quantum analogue was found by Jimbo [8].
The following proposition can be proved directly by checking that the defining relations of
Ûq are satisfied on every basis vector.
Proposition 1.6. Let β be a nonzero element in C(q) and let n be a positive integer. The
vector space Vβ(n) with basis {w0, . . . ,wn} becomes an irreducible type 1 Ûq -module if
we define the action by
xN .wk = [k]q2N(n−k)βNwk−1, yN .wk = [n− k]q2N(n−k−1)βNwk+1,
K.wk = qn−2kwk, c±1/2.wk =wk,
where w−1 =wn+1 = 0. The module Vβ(n) is called an evaluation module of Ûq .
Note that, if P(u)= (1− βu)(1− q2βu) · · · (1− q2(n−1)βu), then
qn
P (q−2u)
P (u)
= qn + (q − q−1) ∑
N1
[n]q2N(n−1)βNuN (4)
and it is easy to see, using Proposition 1.6, that V (P(u)) and the evaluation module Vβ(n)
have the same highest Ψ -weight. Thus, V (P(u)) is isomorphic to Vβ(n) in this case.
The main results in [2] are the following theorems and they show that the evaluation rep-
resentations are more than examples. Denote by Sr,β the q2-string {β,q2β, . . . , q2(r−1)β}.
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· · · ⊗ Vβk(rk) is reducible if and only if the union of at least one pair of q2-strings
Sri,βi , Srj ,βj , with 1 i, j  k, is a q2-string which properly contains them both.
Here the module structure on the tensor product is defined by use of the comultiplication
in Ûq . The following theorem gives a complete classification of the finite-dimensional
irreducible Ûq -modules of type 1.
Theorem 1.8 [2]. Every finite-dimensional irreducible Ûq -module of type 1 is isomorphic
to a tensor product of evaluation representations. Two such tensor products are isomorphic
if and only if one is obtained from the other by permuting the factors in the tensor product.
The set of zeroes of the Drinfeld polynomial corresponding to a tensor product of
evaluation representation as in the theorem is the union (with multiplicity) of the q2-strings
associated to each of the evaluation representations as in the note after Proposition 1.6.
2. A lemma on Ψ -weights
In this section we prove the following proposition, which enables us to easily find the
Ψ -weights of the finite-dimensional irreducible Ûq -modules V (P(u)) for most choices of
the polynomialP(u).
Proposition 2.1. For any distinct nonzero elements β1, . . . , βn ∈ C(q) and for every
integer k, 0 k  n, the following identity holds:
q2k−n (1− q
−2β1u) · · · (1− q−2βku)(1− q2βk+1u) · · · (1− q2βnu)
(1− β1u) · · · (1− βnu)
= q2k−n+ (q − q−1) k∑
m=1
k∏
j=1, j =m
qβm − q−1βj
βm − βj
n∏
j=k+1
q−1βm − qβj
βm − βj
βmu
1− βmu
− (q − q−1) n∑
m=k+1
k∏
j=1
qβm − q−1βj
βm − βj
n∏
j=k+1, j =m
q−1βm − qβj
βm − βj
βmu
1− βmu. (5)
Proof. Multiply both sides of (5) with (1− β1u) · · · (1− βnu) to get a polynomial in u of
degree n in both sides. The constant term of these polynomials is q2k−n in both sides, so
to show that the identity is true, it is enough to prove that both polynomials take n distinct
points to the same n values. It is straightforward to check that the two sides are equal when
u= β−1m for all m such that 1m n. ✷
The identity (5) allows us to prove the following important lemma, which will be used
in Section 3 when we construct the Ûq -modules V (P(u)), where P(u) is a polynomial
with distinct zeroes β−1, . . . , β−1n ∈C(q).1
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such that 0 k  n, the following identity holds:
k∑
m=1
k∏
j=1, j =m
qβm − q−1βj
βm − βj
n∏
j=k+1
q−1βm − qβj
βm − βj
−
n∑
m=k+1
k∏
j=1
qβm − q−1βj
βm − βj
n∏
j=k+1, j =m
q−1βm − qβj
βm − βj = [2k− n]. (6)
Proof. We consider the identity (5) as an equality of rational functions in u. Then, since
we formally have the Laurent expansion about ∞,
βmu
1− βmu =−
1
1− β−1m u−1
=−
∑
N0
β−Nm u−N,
the right-hand side of (5) can be expanded to a formal power series in u−1 with constant
term
q2k−n − (q − q−1) k∑
m=1
k∏
j=1, j =m
qβm − q−1βj
βm − βj
n∏
j=k+1
q−1βm − qβj
βm − βj
+ (q − q−1) n∑
m=k+1
k∏
j=1
qβm − q−1βj
βm − βj
n∏
j=k+1, j =m
q−1βm − qβj
βm − βj .
Similarly, the constant term in the left-hand side of (5) is
q2k−n · q−2k+2(n−k) = qn−2k.
Since the constant terms have to be equal, the identity (6) follows. ✷
Note that, since we have the Laurent expansion about 0,
βmu
1− βmu =
∑
N1
βNmu
N,
we get the dN for N  0 in Theorem 1.4 by letting k = n in Proposition 2.1. Further, we
have that
qn
(1− q−2β1u) · · · (1− q−2βnu)
(1− β1u) · · · (1− βnu) = q
−n (1− q2β−11 u−1) · · · (1− q2β−1n u−1)
(1− β−11 u−1) · · · (1− β−1n u−1)
,
so by changing β1, . . . , βn and u to β−11 , . . . , β−1n and u−1, respectively, in (5) with k = 0,
we can also calculate the d−N for N  0. Then we have the following result.
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V (P(u)) with P(u) = (1 − β1u) · · · (1 − βnu), βi = 0, βi = βj for all i = j , is given by
d0 = qn and
d±N =±
(
q − q−1) n∑
m=1
n∏
j=1, j =m
qβm − q−1βj
βm − βj β
±N
m , for all N  1.
We will see that all Ψ -weights of the module V (P(u)) as in Proposition 2.3 are given
by the coefficients in the expansion of (5).
3. Construction of the representations
We begin this section with the construction of the fundamental representation
V (1− βu)= Vβ(1) of type 1.
Example 3.1. Let β ∈ C(q)×. The irreducible Ûq -module V (1 − βu) is defined on the
vector space with basis {v0, v1} by the following action (see Remark 1.1):
xN .v0 = 0, xN .v1 = βNv0, yN .v0 = βNv1, yN .v1 = 0,
K.v0 = qv0, K.v1 = q−1v1.
Note that the basis vectors v0 and v1 are Ψ -weight vectors, with
ψN.v0 =
(
q − q−1)βNv0, ψN .v1 =−(q − q−1)βNv1,
φ−N .v0 =−
(
q − q−1)β−Nv0, φ−N .v1 = (q − q−1)β−Nv1,
for N  1. It is easy to verify that there is a linear isomorphism
π[1] :V (1− βu)→ V
(
1− β−1u),
such that π[1](v0) = v1, π[1](v1) = v0, and such that ω(x).π[1](v) = π[1](x.v), for all
x ∈ Ûq , v ∈ V (1 − βu), where ω is the automorphism of Ûq defined in Proposition 1.1.
For later convenience, we will write vπ()) for π[1](v)), when ) = 0,1.
Fix an integer n 1. Our goal is to construct type 1 highestΨ -weight modules, denoted
V[n](β1, . . . , βn), with highest weight
P(u)=
n∏
(1− βiu),i=1
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dimensional C(q)-vector space
V[n] = V (1− β1u)⊗ · · · ⊗ V (1− βnu),
where the V (1− βiu) are the fundamental representations with basis {v0, v1} as defined in
Example 3.1, such that the tensor products of the vi are Ψ -weight vectors.
For a vector ) ∈ {0,1}n, denote by )(j) the j th coordinate and write v) for the basis
vector
v)(1) ⊗ · · · ⊗ v)(n) .
Let
0n = (0, . . . ,0) ∈ Zn, 1n = (1, . . . ,1) ∈ Zn
and define, for all integers i such that 1 i  n,
λi = (0, . . . ,0,1,0, . . . ,0) ∈ Zn,
where the 1 is in the ith position. Denote by π[n] the linear isomorphism V[n] → V[n]
defined by
π[n](v))= vπ()(n))⊗ · · · ⊗ vπ()(1)),
where vπ()(i)) = π[1](v)(i) ) as in Example 3.1. We denote π[n](v)) as above, by vπ()), when
) ∈ {0,1}n. We also introduce the following map: for distinct nonzero βi,βj ∈C(q), set
Pk(βi, βj )=

qβi − q−1βj
βi − βj , if k = 0,
q−1βi − qβj
βi − βj , if k = 1.
It is clear that Pk(βi, βj ) = 0 if βi = q±2βj . We can now state and prove the main result
of this subsection.
Theorem 3.1. Let β1, . . . , βn be distinct in C(q)×. Then the vector space V[n] with basis
{v); ) ∈ {0,1}n} becomes a Ûq -module of type 1, denoted V[n](β1, . . . , βn), if we define
xN.v) =
n∑
i=1
δ)(i),1
n∏
j=i+1
P)(j) (βi, βj )β
N
i v)−λi , (7)
yN.v) =
n∑
δ)(i),0
i−1∏
P)(j) (βi, βj )β
N
i v)+λi , (8)i=1 j=1
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on every v) , where r =∑nj=1 )(j), N ∈ Z, and v)±λi = 0 if ) ± λi /∈ {0,1}n.
Proof. In order to prove that the action of Ûq defined in (7)–(9) defines a Ûq -module
structure on V[n], it is enough to prove that the defining relations in Definition 1.1 are
satisfied on a basis vector v) . Note that the action of the generators ψN and φ−N is defined
by the action of xN and yN and that the action of the hN then is obtained from the action
of the ψN and the φ−N .
For every i such that 1  i  n, let β˜i = β−1n−i+1 and define an action of Ûq on
π[n](V[n])= V[n] as in (7)–(9), with β˜i instead of βi , 1 i  n. We claim that
ω(x).π[n](v)= π[n](x.v), (10)
for all x ∈ Ûq and all v ∈ V[n], where ω is the automorphism defined in Proposition 1.1.
Indeed, it is enough to see that (10) is true for the action of the Drinfeld generators
xN,yN ,K on a basis vector v) . We have, by definition,
ω(xN).π[n](v))= y−N .vπ()) =
n∑
i=1
δπ())(i),0
i−1∏
j=1
Pπ())(j)
(
β˜i , β˜j
)
β˜−Ni vπ())+λi
=
n∑
i=1
δπ())(i),0
i−1∏
j=1
Pπ())(j)
(
β−1n−i+1, β
−1
n−j+1
)
βNn−i+1vπ())+λi (11)
and
π[n](xN .v))=
n∑
i=1
δ)(i),1
n∏
j=i+1
P)(j) (βi, βj )β
N
i vπ()−λi). (12)
If )(i) = 1 for some 1  i  n, then π())(n−i+1) = 0 by definition and we have that
π())+ λn−i+1 = π() − λi), so the coefficient of vπ())+λn−i+1 in (11) is
n−i∏
j=1
Pπ())(j)
(
β−1i , β
−1
n−j+1
)
βNi ,
and the coefficient of vπ()−λi) in (12) is
n∏
P)(j) (βi, βj )β
N
i .j=i+1
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n−i∏
j=1
Pπ())(j)
(
β−1i , β
−1
n−j+1
)= n∏
j=i+1
P)(j) (βi, βj ). (13)
By changing the index j to n− j + 1 in the left-hand side of (13), we get
n∏
j=i+1
Pπ())(n−j+1)
(
β−1i , β
−1
j
)= n∏
j=i+1
P)(j) (βi, βj ),
which is true, since
qα−1 − q−1β−1
α−1 − β−1 =
q−1α − qβ
α − β ,
for all α = β ∈C(q)×. The relation
ω(yN).π[n](v))= π[n](yN.v)),
now follows, since it is equivalent to
π[n]
(
ω(yN).vπ())
)= yN.v),
by the fact π[n]π[n] = idV[n] , that is,
π[n]
(
x−N.vπ())
)= ω(x−N).π[n](vπ())),
which we showed to be true above. It is easy to see that
ω(K).π[n](v))= π[n](K.v)),
is equivalent to
q−(n−2(n−r))vπ()) = qn−2rvπ()),
where r =∑j )(j). So (10) follows.
Since c1/2 acts as 1 on v) , the existence of π[n] and the relation (10) shows that it is
enough to prove that the basis vectors are eigenvectors for the generators K±1, ψN , and
φ−N , for all N  1, and that the defining relations
KxNK
−1 = q2xN, (14)
[xN,y−N ] = c
NK − c−NK−1
−1 , (15)q − q
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N
[2N]c−N/2xN+M, (16)
xN+1xM − q2xMxN+1 = q2xNxM+1 − xM+1xN (17)
are satisfied on every basis vector.
First, (14) is clear, since xN.v) is a linear combination of basis vectors v)−λi . Next, we
want to show that the v) are Ψ -weight vectors. For this, we first examine the action of
[xN,yM ] on v) . For integers N,M , we have by definition that
[xN,yM ].v) = (xNyM − yMxN).v)
=
n∑
i=1
δ)(i),0
i−1∏
j=1
P)(j) (βi, βj )β
M
i
×
n∑
m=1
δ()+λi)(m),1
n∏
j=m+1
P()+λi)(j) (βm,βj )β
N
m v)+λi−λm
−
n∑
m=1
δ)(m),1
n∏
j=m+1
P)(j) (βm,βj )β
N
m
×
n∑
i=1
δ()−λm)(i),0
i−1∏
j=1
P()−λm)(j)(βi , βj )β
M
i v)−λm+λi .
When i =m with )(i) = 0 and )(m) = 1, we see that
P)(m)(βi, βm)P()+λi)(i)(βm,βi)= P)(i) (βm,βi)P()−λm)(m)(βi, βm),
so that all terms with i =m adds up to zero. It follows that
[xN,yM ].v) =
n∑
i=1
(
δ)(i),0
i−1∏
j=1
P)(j) (βi, βj )
n∏
j=i+1
P()+λi)(j) (βi, βj )
− δ)(i),1
i−1∏
j=1
P()−λi)(j) (βi , βj )
n∏
j=i+1
P)(j) (βi, βj )
)
βN+Mi v),
which is equivalent to
[xN,yM ].v) =
n∑
i=1
i−1∏
j=1
P)(j) (βi, βj )
n∏
j=i+1
P)(j) (βi, βj )
(
δ)(i),0 − δ)(i),1
)
βN+Mi v). (18)
It now follows that the v) are eigenvectors for the generatorsψN and φ−N from the defining
relations
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(
q − q−1)[xN,yM]c−(N−M)/2 and
φ−(N+M) =−
(
q − q−1)[x−N,y−M ]c(N−M)/2,
for N +M  1. Thus, the basis vectors are Ψ -weight vectors. For a given basis vector v) ,
let k be the number of coordinates )(j) of ) that is equal to zero. Let βi1, . . . , βik ,
where i1 < · · · < ik , be the k distinct βj such that )(j) = 0 and let βik+1 , . . . , βin where
ik+1 < · · ·< in, be the n− k βj such that )(j) = 1. Then the Ψ -weight of v) found in (18)
is in fact given by the coefficients of uN in the Laurent expansion about 0 of the right-hand
side of (5), with β1, . . . , βn replaced by βi1 , . . . , βin in Proposition 2.1. This allows us to
prove (15) by letting M =−N in (18). Then (18) can be written as
[xN,y−N ].v) =
(
k∑
m=1
k∏
j=1, j =m
qβim − q−1βij
βim − βij
n∏
j=k+1
q−1βim − qβij
βim − βij
−
n∑
m=k+1
k∏
j=1
qβim − q−1βij
βim − βij
n∏
j=k+1, j =m
q−1βim − qβij
βim − βij
)
v).
By Lemma 2.2, we get that
[xN,y−N ].v) = [2k− n]v).
On the other hand,
cNK − c−NK−1
q − q−1 .v) =
qn−2(n−k) − q−(n−2(n−k))
q − q−1 v) = [2k− n]v),
which proves that (15) is satisfied on the basis vectors.
To prove (16), we need to find the action of the hN on v) . But we have just seen that(
K +
∑
N1
ψNu
N
)
.v)
= q2k−n (1− q
−2βi1u) · · · (1− q−2βiku)(1− q2βik+1u) · · · (1− q2βinu)
(1− βi1u) · · · (1− βinu)
v),
so we get
(
K +
∑
N1
ψNu
N
)
.v) = q2k−n exp
(
k∑
m=1
(
ln
(
1− q−2βimu
)− ln(1− βimu))
+
n∑ (
ln
(
1− q2βimu
)− ln(1− βimu))
)
v)m=k+1
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((
q − q−1) k∑
m=1
∑
N1
1
N
[N]q−NβNimuN
− (q − q−1) n∑
m=k+1
∑
N1
1
N
[N]q−NβNimuN
)
v).
By definition,
K +
∑
N1
ψNu
N =K exp
((
q − q−1) ∑
N1
hNu
N
)
,
so we conclude that, for N  1,
hN .v) = 1
N
[N]
n∑
i=1
(
δ)(i),0q
−N − δ)(i),1qN
)
βNi v).
By a similar argument we can show that
h−N .v) = 1
N
[N]
n∑
i=1
(
δ)(i),0q
N − δ)(i),1q−N
)
β−Ni v) .
Thus, for N = 0, M ∈ Z,
[hN,xM].v) = (hNxM − xMhN).v)
= 1
N
[N]
n∑
i=1
δ)(i),1
n∏
j=i+1
P)(j) (βi, βj )β
M
i
×
n∑
m=1
(
δ()−λi)(m),0q
−N − δ()−λi)(m),1qN
)
βNm v)−λi
− 1
N
[N]
n∑
m=1
(
δ)(m),0q
−N − δ)(m),1qN
)
βNm
×
n∑
i=1
δ)(i),1
n∏
j=i+1
P)(j) (βi , βj )β
M
i v)−λi . (19)
We also have that
1
N
[2N]c−N/2xM+N .v) = 1
N
[2N]
n∑
δ)(i),1
n∏
P)(j) (βi , βj )β
M+N
i v)−λi , (20)i=1 j=i+1
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of v)−λi , for some fixed i such that )(i) = 1, are equal in (19) and (20). The coefficient of
v)−λi in (19) is
1
N
[N]
n∑
m=1
n∏
j=i+1
P)(j) (βi, βj )
(
δ()−λi)(m),0q
−N − δ()−λi)(m),1qN
− (δ)(m),0q−N − δ)(m),1qN))βMi βNm ,
and the coefficient of v)−λi in (20) is
1
N
[2N]
n∏
j=i+1
P)(j) (βi, βj )β
M+N
i ,
and since () − λi)(m) = )(m) if m = i , the coefficients are equal if and only if
[N](q−N + qN)= [2N],
which is clearly true. Thus, (16) is satisfied on every v) .
It remains to show that (17) is satisfied on every basis vector v) . So we must prove that(
xN+1xM − q2xMxN+1
)
.v) =
(
q2xNxM+1 − xM+1xN
)
.v),
or, equivalently, that
n∑
i=1
δ)(i),1
n∏
j=i+1
P)(j) (βi , βj )β
M
i
×
n∑
m=1
δ()−λi)(m),1
n∏
j=m+1
P()−λi)(j) (βm,βj )β
N+1
m v)−λi−λm
− q2
n∑
m=1
δ)(m),1
n∏
j=m+1
P)(j) (βm,βj )β
N+1
m
×
n∑
i=1
δ()−λm)(i),1
n∏
j=i+1
P()−λm)(j) (βi, βj )β
M
i v)−λm−λi
= q2
n∑
i=1
δ)(i),1
n∏
j=i+1
P)(j) (βi, βj )β
M+1
i
×
n∑
δ()−λi)(m),1
n∏
P()−λi)(j) (βm,βj )β
N
m v)−λi−λmm=1 j=m+1
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n∑
m=1
δ)(m),1
n∏
j=m+1
P)(j) (βm,βj )β
N
m
×
n∑
i=1
δ()−λm)(i),1
n∏
j=i+1
P()−λm)(j) (βi, βj )β
M+1
i v)−λm−λi . (21)
If we move the second sum in the left-hand side of (21) to the right-hand side, move the
first sum in the right-hand side of (21) to the left-hand side and then factorize, we get the
relation
n∑
i=1
n∑
m=1
(
βm − q2βi
)
δ)(i),1δ()−λi)(m),1
n∏
j=i+1
P)(j) (βi, βj )
×
n∏
j=m+1
P()−λi)(j) (βm,βj )β
M
i β
N
m v)−λm−λi
=
n∑
m=1
n∑
i=1
(
q2βm − βi
)
δ)(m),1δ()−λm)(i),1
n∏
j=m+1
P)(j) (βm,βj )
×
n∏
j=i+1
P()−λm)(j) (βi, βj )β
N
mβ
M
i v)−λm−λi .
By the linear independence of the v)−λm−λi , we thus want to show that
(
βm − q2βi
)
δ)(i),1δ()−λi)(m),1
n∏
j=i+1
P)(j) (βi, βj )
n∏
j=m+1
P()−λi )(j) (βm,βj )
= (q2βm − βi)δ)(m),1δ()−λm)(i),1 n∏
j=m+1
P)(j) (βm,βj )
n∏
j=i+1
P()−λm)(j) (βi, βj ), (22)
for all i =m, such that 1 i  n, 1m n. The relation (22) clearly holds when )(i) = 0
or when )(m) = 0, so we show that (22) is true for i,m such that )(i) = )(m) = 1. By
symmetry, we can suppose that i < m. Then () − λi)(j) = )(j) when j  m + 1 and
() − λm)(j) = )(j) when j =m, j  i + 1, so (22) reduces to(
βm − q2βi
)
P)(m)(βi, βm)=
(
q2βm − βi
)
P()−λm)(m)(βi , βm),
that is,
(
βm − q2βi
)q−1βi − qβm
βi − βm =
(
q2βm − βi
)qβi − q−1βm
βi − βm ,
which is easily seen to be true. Thus, (17) holds on every v) and the theorem is proved. ✷
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Corollary 3.2. The basis vectors v) of V[n](β1, . . . , βn) for distinct nonzero β1, . . . , βn are
Ψ -weight vectors such that
ψN.v) = dN,)v), φ−N .v) =−d−N,)v),
where
dN,) =
(
q − q−1)( k∑
m=1
k∏
j=1, j =m
qβim − q−1βij
βim − βij
n∏
j=k+1
q−1βim − qβij
βim − βij
βNim
−
n∑
m=k+1
k∏
j=1
qβim − q−1βij
βim − βij
n∏
j=k+1, j =m
q−1βim − qβij
βim − βij
βNim
)
,
for every integer N = 0, or
hN .v) = 1
N
[N]
(
k∑
m=1
q−NβNim −
n∑
m=k+1
qNβNim
)
v),
for every integer N = 0, where βi1, . . . , βik , i1 < · · · < ik , are the distinct βj such that
)(j) = 0, and βik+1 , . . . , βin , ik+1 < · · ·< in, the distinct βj such that )(j) = 1.
The Ψ -weight dN,) above is equal to the coefficient of uN in the Laurent expansion
about 0 of the rational function in Proposition 2.1 with each βi replaced by βij .
So V[n](β1, . . . , βn) decomposes into a direct sum of Ψ -weight spaces, each spanned
by v) .
Corollary 3.3. There is a C(q)-linear isomorphism
π[n] : V[n](β1, . . . , βn)→ V[n]
(
β−1n , . . . , β−11
)
,
given by
π[n](v)(1) ⊗ · · · ⊗ v)(n) )= vπ()(n)) ⊗ · · · ⊗ vπ()(1)),
such that
ω(x).π[n](v)= π[n](x.v),
for all x ∈ Ûq , v ∈ V[n](β1, . . . , βn).
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q±2βj for any i, j and construct the Ûq -module V[n](β1, . . . , βn) as in Theorem 3.1.
By Proposition 1.2(b), the submodule of V[n](β1, . . . , βn) generated by the highest
Ψ -weight vector v0n is irreducible, since otherwise we could find another Ψ -weight
vector in this submodule on which the xN act as zero, but this is impossible. By
Theorem 1.7, the dimension of the irreducible module V (P(u)) is equal to the dimension
of V[n](β1, . . . , βn), i.e., 2n, and since the two modules have the same highest Ψ -weight
by Corollary 3.2 and Proposition 2.3, the vector v0n must generate all of V[n](β1, . . . , βn).
Thus, we have the following corollary.
Corollary 3.4. Let β1, . . . , βn be distinct nonzero elements in C(q) such that βi = q±2βj
for all i, j . Then V[n](β1, . . . , βn) is generated by the highest Ψ -weight vector v0n and
V
(
P(u)
)∼= V[n](β1, . . . , βn),
where V (P(u)) is the irreducible finite-dimensional representation of Ûq with Drinfeld
polynomial P(u)= (1− β1u) · · · (1− βnu).
Note that, up to isomorphism, the order of the βi is not important when βi = q2βj for
all i, j .
We end this subsection by considering an example with n= 2.
Example 3.2. Let β1 = β2 ∈ C(q). Then the Drinfeld generators act on the basis
{v(0,0), v(0,1), v(1,0), v(1,1)} of the four-dimensional moduleV[2](β1, β2) asK.v) = q2−2rv) ,
where r is the number of ones in ),
xN.v(0,0) = 0, xN .v(0,1) = βN2 v(0,0), xN .v(1,0) =
qβ1 − q−1β2
β1 − β2 β
N
1 v(0,0),
xN .v(1,1) = q
−1β1 − qβ2
β1 − β2 β
N
1 v(0,1) + βN2 v(1,0),
yN .v(0,0) = βN1 v(1,0) +
qβ2 − q−1β1
β2 − β1 β
N
2 v(0,1), yN .v(0,1) = βN1 v(1,1),
yN .v(1,0) = q
−1β2 − qβ1
β2 − β1 β
N
2 v(1,1), yN .v(1,1) = 0.
If β1 = q±2β2, this module is the irreducible module V ((1 − β1u)(1 − β2u)) by
Corollary 3.4. The module V[2](β1, q2β1) however, is reducible and the quotient of
V[2](β1, q2β1) by the (one-dimensional) submodule generated by v(1,0) is isomorphic to
the three-dimensional irreducible evaluation module Vβ1(2).
If we consider the module V[2](β1, q−2β1), we see that it is not highest Ψ -weight. Now
the vector v(0,0) generates a proper submodule and this is easily seen to be isomorphic to
Vq−2β1(2) if we note that the Ψ -weight of the vector v(0,0) in the module V[2](q
2β1, β1) is
the same as the highest Ψ -weight of V[2](β1, q2β1), by Corollary 3.2.
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The finite-dimensional Ûq -modules V[n](β1, . . . , βn) defined in Theorem 3.1 are
irreducible if βi = q±2βj for all i, j by Corollary 3.4. We will now study modules where
this condition is not satisfied.
Let β ∈ C(q)× and consider the module V[n](β, q2β, . . . , q2(n−1)β) as defined in
Theorem 3.1. For i such that 1  i  n − 1, P)(i+1) (q2(i−1)β, q2iβ) = 0 if and only if
)(i+1) = 0 and P)(i) (q2iβ, q2(i−1)β)= 0 if and only if )(i) = 1. So if the basis vector v) is
such that )(i) = 1 and )(i+1) = 0 for some 1 i  n−1, we see from (7) and (8) that xN.v)
and yN.v) both are linear combinations of basis vectors vδ , where δ(i) = 1 and δ(i+1) = 0,
unless ) = λi , so that xN.v) = 0, or ) = 1n − λi+1, in which case yN .v) = 0. It follows
that the vectors vλi , 1  i  n − 1, are highest Ψ -weight vectors which generate proper
submodules in V[n](β, q2β, . . . , q2(n−1)β). Let W be the sum of all these submodules.
Then W is spanned by all Ψ -weight vectors v) such that )(i) = 1 and )(i+1) = 0 for
some 1 i  n− 1. Denote the images of the basis vectors v) with )(j) = 1 for exactly k
coordinates in the quotient module
V[n]
(
β,q2β, . . . , q2(n−1)β
)/
W,
by wk , k = 0, . . . , n, respectively. More precisely, let w0 be the image of v0n in the quotient
and let wk be the image of vλn−k+1+···+λn for 1 k  n. ThenK.wk = qn−2kwk , xN.w0 = 0
and for 1 k  n, we have
xN.wk =
n∏
j=n−k+2
q−1q2(n−k)β − qq2(j−1)β
q2(n−k)β − q2(j−1)β q
2N(n−k)βNwk−1
= q−(k−2) q
−1q2(n−k)− qq2(n−1)
q2(n−k)− q2(n−k+1) q
2N(n−k)βNwk−1
= q
k − q−k
q − q−1 q
2N(n−k)βNwk−1 = [k]q2N(n−k)βNwk−1, (23)
since most factors in the product cancel. Similarly, we get
yN.wk = [n− k]q2N(n−k−1)βNwk+1, (24)
for 0  k  n − 1 and yN.wn = 0. Thus we have proved the first part of the following
proposition.
Proposition 4.1. The evaluation module Vβ(n) is isomorphic to the quotient module
V[n]
(
β,q2β, . . . , q2(n−1)β
)/
W,
where W is the submodule generated by the vectors vλi , 1 i  n− 1.
J. Thoren / Journal of Algebra 272 (2004) 581–613 601More generally, for 1 i  n− 1, the module
V[n]
(
β1, . . . , βi−1, βi , q2βi,βi+2, . . . , βn
)
has a proper submodule generated by the basis vector vλi and
Ûq .vλi
∼= V[n−2](β1, . . . , βi−1, βi+2, . . . , βn),
for 1 i  n− 1. The isomorphism is given by v) → v()(1),...,)(i−1),)(i+2),...,)(n)).
Proof. It remains to prove the second part of the proposition. As we saw before, the
submodule generated by vλi is spanned by all basis vectors v) such that )(i) = 1 and
)(i+1) = 0. After the action of xN on such a vector, we have a linear combination of
vectors v)−λk , k = i, i + 1 (because P)(i+1) (βi, q2βi) = 0). The coefficients of the v)−λk
in this linear combination are products of factors P)(j) (βk,βj ). In particular, if k < i for
some k  1 and )(k) = 1, we have the product
P)(i) (βk,βi)P)(i+1)
(
βk, q
2βi
)= q−1βk − qβi
βk − βi ·
qβk − q−1q2βi
βk − q2βi = 1,
occurring in the coefficient of v)−λk . Thus, the action of xN is not affected by the two
coordinates )(i) and )(i+1). Since similar calculations show that this is true for the action
of yN and K too, it is easy to see that the linear isomorphism
Ûq .vλi → V[n−2](β1, . . . , βi−1, βi+2, . . . , βn)
given by v) → v()(1),...,)(i−1),)(i+2),...,)(n)), is an isomorphism of Ûq -modules. ✷
Now let n1 and n2 be two positive integers such that n1 + n2 = n and let β1 and β2 be
two distinct nonzero elements in C(q) such that the union of the two q2-strings Sn1,β1 and
Sn2,β2 is not a q2-string. Consider the module
V[n]
(
β1, q
2β1, . . . , q
2(n1−1)β1, β2, q2β2, . . . , q2(n2−1)β2
)
.
By the second part of Proposition 4.1, each vector vλi , with 1 i  n1 − 1 or n1 + 1 i 
n1 + n2 − 1, generates a proper submodule of
V[n]
(
β1, q
2β1, . . . , q
2(n1−1)β1, β2, q2β2, . . . , q2(n2−1)β2
)
and as we saw before, each basis vector v) in the submodule generated by vλi satisfies
)(i) = 1 and )(i+1) = 0. Denote by W the sum of all such submodules and denote the
module
V[n]
(
β1, q
2β1, . . . , q
2(n1−1)β1, β2, q2β2, . . . , q2(n2−1)β2
)/
W,
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Vβ1,β2(n1, n2). For 0 k1  n1, 0 k2  n2, let wk1,k2 be the images of the vectors
vλn1−k1+1+···+λn1+λn1+n2−k2+1+···+λn1+n2
of weight qn1+n2−2(k1+k2) (note that when one of the ki = 0, the respective sum of λj
should be discarded). Then, by using (7) and (23), we get that
xN.wk1,k2 = [k1]q2N(n1−k1)βN1
n2−k2∏
i=1
qq2(n1−k1)β1 − q−1q2(i−1)β2
q2(n1−k1)β1 − q2(i−1)β2
×
k2∏
j=1
q−1q2(n1−k1)β1 − qq2(n2−j)β2
q2(n1−k1)β1 − q2(n2−j)β2 wk1−1,k2
+ [k2]q2N(n2−k2)βN2 wk1,k2−1
= [k1]qn2−2k2 qq
2(n1−k1)β1 − q−1β2
q2(n1−k1)β1 − q2(n2−k2−1)β2
× q
−1q2(n1−k1)β1 − qq2(n2−1)β2
q2(n1−k1)β1 − q2(n2−k2)β2 q
2N(n1−k1)βN1 wk1−1,k2
+ [k2]q2N(n2−k2)βN2 wk1,k2−1. (25)
Similarly, using (24) (or Corollary 3.3), we can calculate the action of yN on the basis
vectors wk1,k2 . Clearly, the module Vβ1,β2(n1, n2) has the same dimension (= (n1 + 1)×
(n2 + 1)) as the irreducible module Vβ1(n1) ⊗ Vβ2(n2) by Theorem 1.7 and since the
two modules correspond to the same Drinfeld polynomial (and thus the same highest
Ψ -weight), they are isomorphic.
There is an obvious generalization of the above result. Define the polynomial
P(u)=
n1∏
i=1
(
1− q2(i−1)β1u
) · · · nr∏
i=1
(
1− q2(i−1)βru
)
,
where the βi are such that the union of any pair of q2-strings Sni ,βi and Snj ,βj , i = j is not
a q2-string. By Theorem 1.7, the corresponding finite-dimensional module Vβ1(n1)⊗· · ·⊗
Vβr (nr ) is irreducible with dimension
∏
i (ni + 1). The following theorem gives an explicit
description of all irreducible finite-dimensional Ûq -modules corresponding to polynomials
with distinct nonzero zeroes. Note that this theorem is also a generalization of Theorem 3.1.
Theorem 4.2. Let n1, . . . , nr be positive integers, n= n1 + · · · + nr , and let β1, . . . , βr ∈
C(q)× be distinct such that the union of any pair of q2-strings Sni ,βi and Snj ,βj , i = j is not
a q2-string. Then the vector space Vβ1,...,βr (n1, . . . , nr ) with basis wk1,...,kr , 0  kr  nr
becomes a type 1 Ûq -module if we, for every integer N , define
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r∑
i=1
r∏
j=i+1
qnj−2kj
qq2(ni−ki)βi − q−1βj
q2(ni−ki )βi − q2(nj−kj−1)βj
× q
−1q2(ni−ki )βi − qq2(nj−1)βj
q2(ni−ki )βi − q2(nj−kj )βj
× [ki]q2N(ni−ki )βNi wk1,...,ki−1,...,kr , (26)
yN.wk1,...,kr =
r∑
i=1
i−1∏
j=1
qnj−2kj
qq2(ni−ki−1)βi − q−1βj
q2(ni−ki−1)βi − q2(nj−kj−1)βj
× q
−1q2(ni−ki−1)βi − qq2(nj−1)βj
q2(ni−ki−1)βi − q2(nj−kj )βj
× [ni − ki]q2N(ni−ki−1)βNi wk1,...,ki+1,...,kr , (27)
K.wk1,...,kr = qn−2(k1+···+kr ), c1/2.wk1,...,kr =wk1,...,kr , (28)
on every wk1,...,kr , where wm1,...,mr = 0 if mi < 0 or mi > n1 for any i .
The module Vβ1,...,βr (n1, . . . , nr ) is irreducible with corresponding Drinfeld polynomial
P(u)=
n1∏
i=1
(
1− q2(i−1)β1u
) · · · nr∏
i=1
(
1− q2(i−1)βru
)
.
Proof. Consider the reducible module
V[n] = V[n]
(
β1, q
2β1, . . . , q
2(n1−1)β1, . . . , βr , q2βr, . . . , q2(nr−1)βr
)
.
Let W be the sum of submodules in V[n] generated by the basis vectors vλi , 1 i  n− 1
such that i /∈ {n1, n1 +n2, . . . , n1 +· · ·+nr−1} and let Vβ1,...,βr (n1, . . . , nr )= V[n]/W . As
we have seen before, if v) is a Ψ -weight vector that is not in W , ) is of the form
) = (0, . . . ,0,1, . . . ,1,0, . . . ,0,1, . . . ,1, . . . ,0, . . . ,0,1, . . . ,1), (29)
i.e., a vector with n1 − k1 zeroes, k1 ones, n2 − k2 zeroes, k2 ones and so on. When xN
acts on such a v) , we get a linear combination of vectors where one 1 is replaced by a 0. If
this 1 is not in the leftmost position in a sequence of ones, the vector will be killed when
we take the quotient. Let wk1,...,kr be the image of the vector v) with ) as in (29). Then it
follows from (7) and (23) that
xN.wk1,...,kr =
r∑
i=1
r∏
j=i+1
nj−kj∏
s=1
P0
(
q2(ni−ki )βi − q2(s−1)βj
)
×
kj∏
P1
(
q2(ni−ki )βi − q2(nj−t )βj
)[ki]q2N(ni−ki )βNi wk1,...,ki−1,...,kr ,
t=1
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nj−kj∏
s=1
P0
(
q2(ni−ki )βi − q2(s−1)βj
)= qnj−kj−1 qq2(ni−ki )βi − q−1βj
q2(ni−ki )βi − q2(nj−kj−1)βj
and
kj∏
t=1
P1
(
q2(ni−ki )βi − q2(nj−t )βj
)= q−kj+1 q−1q2(ni−ki )βi − qq2(nj−1)βj
q2(ni−ki )βi − q2(nj−kj )βj
,
so (26) follows. Similar arguments give the formula (27) and (28) is clear by construction.
Finally, Vβ1,...,βr (n1, . . . , nr ) has the same highest Ψ -weight as the irreducible tensor
product module Vβ1(n1)⊗ · · ·⊗Vβr (nr ) and since they have the same dimension, they are
isomorphic. Thus, Vβ1,...,βr (n1, . . . , nr ) is irreducible. ✷
Using Corollary 3.3, we can calculate the Ψ -weight of a basis vector of the form (29).
We see that most coefficients of the βNim there will be equal to zero in this case. Indeed,
only the coordinates ni − ki − 1 and ni − ki will give nonzero coefficients. Then we can
prove the following corollary.
Corollary 4.3. The vectors wk1,...,kr in Vβ1,...,βr (n1, . . . , nr ) are Ψ -weight vectors. For
every integer N  1, we have that
ψN.wk1,...,kr = dN,k1,...,kr wk1,...,kr , φ−N .wk1,...,kr =−d−N,k1,...,krwk1,...,kr ,
where
dN,k1,...,kr =
(
q − q−1)( r∑
i=1
[ni − ki][ki + 1]q2N(ni−ki−1)βNi
×
r∏
j=1, j =i
qnj−2kj
qq2(ni−ki−1)βi − q−1βj
q2(ni−ki−1)βi − q2(nj−kj−1)βj
× q
−1q2(ni−ki−1)βi − qq2(nj−1)βj
q2(ni−ki−1)βi − q2(nj−kj )βj
−
r∑
i=1
[ni − ki + 1][ki]q2N(ni−ki )βNi
×
r∏
j=1, j =i
qnj−2kj
qq2(ni−ki )βi − q−1βj
q2(ni−ki )βi − q2(nj−kj−1)βj
× q
−1q2(ni−ki )βi − qq2(nj−1)βj
q2(ni−ki )βi − q2(nj−kj )βj
)
.
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hN .wk1,...,kr =
1
N
r∑
i=1
(
qN(ni−ki−2)
[
N(ni − ki)
]− qN(2ni−ki )[Nki])βNi wk1,...,kr ,
for every integer N = 0.
5. Intertwiners and solutions of the QYBE
Let λ ∈ C and let R be a matrix valued function of λ, so that R(λ) belongs to
End(V ⊗ V ) for some finite dimensional vector space V . The purpose of this section is
to find solutions of the quantum Yang–Baxter equation (QYBE),
R12(λ−µ)R13(λ− ν)R23(µ− ν)=R23(µ− ν)R13(λ− ν)R12(λ−µ),
where R12(λ − µ) = R(λ − µ) ⊗ idV , R23(µ − ν) = idV ⊗ R(µ − ν) and R13(λ − ν)
acts on the first and the third tensor factor of V ⊗ V ⊗ V in the obvious way. We here
want to find the trigonometric solutions associated to a finite-dimensional irreducible type
1 Ûq -module with Drinfeld polynomial
P(u)=
n∏
i=1
(1− βiu).
We will start by recalling some results by Chari and Pressley in [2]. See also [3].
We get the following proposition by checking the defining relations given in Defini-
tion 1.1.
Proposition 5.1. For every λ ∈C, there is an automorphism of Ûq given by
τλ
(
c1/2
)= c1/2, τλ(K)=K, τλ(ψN)= eλNψN,
τλ(φ−N)= e−λNφ−N, τλ(xN)= eλNxN, τλ(yN)= eλNyN.
We denote by V (λ) the pullback of a Ûq -module V by τλ. It is easy to see that
the pullback of V[n](β1, . . . , βn) is isomorphic to V[n](eλβ1, . . . , eλβn). The following
proposition is [2, Proposition 5.3].
Proposition 5.2. If V and W are two finite-dimensional irreducible representations of Ûq
with highest Ψ -weight vectors ΩV and ΩW , then
(i) the moduleV (λ)⊗V (µ) is irreducible except for a finite set of values of λ−µ (modulo
integer multiples of 2πi);
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I (V,λ;W,µ) : V (λ)⊗W(µ)→W(µ)⊗ V (λ),
which takes ΩV ⊗ ΩW to ΩW ⊗ΩV is a rational function of eλ−µ with values in
Hom(V ⊗W,W ⊗ V ).
Chari and Pressley also states the following theorem in [2].
Theorem 5.3. Let V be a finite-dimensional irreducible Ûq -module and let R(λ − µ) ∈
End(V ⊗ V ) be given by
R(λ−µ)= I (V,λ;V,µ) ◦ σ,
where σ(a ⊗ b)= b⊗ a ∈ End(V ⊗ V ). Then R is a trigonometric solution of the QYBE.
The matrix R in the theorem (or a scalar multiple of it) is called the R-matrix associated
to V . In order to construct the R-matrix associated to V , we thus want to find the
intertwiners I (V,λ;V,µ).
For distinct nonzero β1,i, β2,j with 1 i  n1 and 1 j  n2, where n1 + n2 = n such
that β1,i = q±2β2,j for all i, j , we now consider the Ûq -module V[n](β1,1, . . . , β1,n1, β2,1,
. . . , β2,n2).
First, some definitions. For nonzero β1 = β2 ∈C(q), set
Qk,l(β1, β2)=

qβ1 − q−1β2
β1 − β2 , if k = 1 and l = 0,
1, otherwise.
If v) is a basis vector in V[n], write ) = ()1, )2), with )1 ∈ {0,1}n1 and )2 ∈ {0,1}n2 , and
define
c()1,)2)(b1, b2)=
n1∏
i1=1
n2∏
i2=1
Q
)
(i1)
1 ,)
(i2)
2
(
β1,i1, β2,i2
)
,
where b1 = (β1,1, . . . , β1,n1), b2 = (β2,1, . . . , β2,n2).
Then we have the following result.
Proposition 5.4. The linear isomorphism I (n1, n2) from the vector space V[n](β1,1, . . . ,
β1,n1, β2,1, . . . , β2,n2) to V[n](β2,1, . . . , β2,n2, β1,1, . . . , β1,n1), given by
c()2,)1)(b2, b1)I (n1, n2)
(
v()1,)2)
)= c()1,)2)(b1, b2)v()2,)1),
for every )1 ∈ {0,1}n1 and )2 ∈ {0,1}n2 , is an isomorphism of Ûq -modules.
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vector v()1,)2). First, it is clear by (9), that
I (n1, n2)
(
K±1.v()1,)2)
)=K±1.I (n1, n2)(v()1,)2)),
since I (n1, n2) does not change the number of ones in ()1, )2).
For an integer N we have by (7), that
c()2,)1)(b2, b1)I (n1, n2)
(
xN.v()1,)2)
)
= c()2,)1)(b2, b1)
(
n1∑
i=1
δ
)
(i)
1 ,1
n1∏
j=i+1
P
)
(j)
1
(β1,i, β1,j )
×
n2∏
j=1
P
)
(j)
2
(β1,i, β2,j )
c()1−λi,)2)(b1, b2)
c()2,)1−λi)(b2, b1)
βN1,iv()2,)1−λi)
+
n2∑
i=1
δ
)
(i)
2 ,1
n2∏
j=i+1
P
)
(j)
2
(β2,i , β2,j )
c()1,)2−λi)(b1, b2)
c()2−λi,)1)(b2, b1)
βN2,iv()2−λi,)1)
)
(30)
and
c()2,)1)(b2, b1)xN.I (n1, n2)(v()1,)2))
= c()1,)2)(b1, b2)
(
n2∑
i=1
δ
)
(i)
2 ,1
n2∏
j=i+1
P
)
(j)
2
(β2,i, β2,j )
n1∏
j=1
P
)
(j)
1
(β2,i , β1,j )β
N
2,iv()2−λi,)1)
+
n1∑
i=1
δ
)
(i)
1 ,1
n1∏
j=i+1
P
)
(j)
1
(β1,i , β1,j )β
N
1,iv()2,)1−λi)
)
. (31)
By the linear independence of the basis vectors, it is enough to show that the coefficient
of v()2,)1−λi) (respectively v()2−λi,)1)) in (30) is equal to the coefficient of v()2,)1−λi)
(respectively v()2−λi,)1)) in (31). Fix an integer i , 1  i  n1, such that )(i)1 = 1. For the
coefficient of v()2,)1−λi), we must prove that
c()2,)1)(b2, b1)
n1∏
j=i+1
P
)
(j)
1
(β1,i , β1,j )
n2∏
j=1
P
)
(j)
2
(β1,i, β2,j )
c()1−λi,)2)(b1, b2)
c()2,)1−λi )(b2, b1)
= c()1,)2)(b1, b2)
n1∏
P
)
(j)
1
(β1,i , β1,j )j=i+1
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n2∏
j=1
P
)
(j)
2
(β1,i , β2,j )= c()1,)2)(b1, b2)
c()1−λi ,)2)(b1, b2)
c()2,)1−λi)(b2, b1)
c()2,)1)(b2, b1)
. (32)
Since )(i)1 = 1 and thus ()1 − λi)(i) = 0, we have
c()1,)2)(b1, b2)
c()1−λi ,)2)(b1, b2)
=
n2∏
j=1
Q
)
(i)
1 ,)
(j)
2
(β1,i , β2,j )
and
c()2,)1−λi)(b2, b1)
c()2,)1)(b2, b1)
=
n2∏
j=1
Q
)
(j)
2 ,()1−λi)(i)
(β2,j , β1,j ),
so the relation (32) is equivalent to
n2∏
j=1
P
)
(j)
2
(β1,i , β2,j )=
n2∏
j=1
(
δ
)
(j)
2 ,0
qβ1,j − q−1β2,j
β1,j − β2,j + δ)(j)2 ,1
q−1β1,j − qβ2,j
β1,j − β2,j
)
,
which is true by definition. Thus, the coefficients of v()2,)1−λi) in (30) and (31) are equal.
Now fix an i such that 1  i  n2, with )(i)2 = 1. To show that the coefficient of
v()2−λi,)1) in (30) is equal to the coefficient of v()2−λi,)1) in (31), we must prove that
n1∏
j=1
P
)
(j)
1
(β2,i, β1,j )= c()1,)2−λi)(b1, b2)
c()1,)2)(b1, b2)
c()2,)1)(b2, b1)
c()2−λi,)1)(b2, b1)
,
but this is true, since it is essentially the same relation as (32). It follows that
I (n1, n2)
(
xN .v()1,)2)
)= xN.I (n1, n2)(v()1,)2))
for all basis vectors v()1,)2).
By a similar argument we can prove that
I (n1, n2)
(
yN .v()1,)2)
)= yN.I (n1, n2)(v()1,)2))
for all basis vectors v()1,)2) and this proves the proposition. ✷
Let β1, β2 ∈ C(q)× and let β1,i = q2(i−1)β1 and β2,j = q2(j−1)β2 for i, j such that
1 i  n1 and 1 j  n2, so that β1,i = q±2β2,j for all i, j . The isomorphism I (n1, n2)
in Proposition 5.4 induces an isomorphism
Vβ1,β2(n1, n2)→ Vβ2,β1(n2, n1),
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c()2,)1)(b2, b1)Iβ1,β2(n1, n2)
(
v()1,)2)
)= c()1,)2)(b1, b2)v()2,)1),
where v()1,)2) (respectively v()2,)1)) denotes the image of v()1,)2) (respectively v()2,)1)) in
the quotient module Vβ1,β2(n1, n2) (respectively Vβ2,β1(n2, n1)).
If we let )1 = 0n1 or λn1−k1+1 + · · · + λn1 and )2 = 0n2 or λn2−k2+1 + · · · + λn2 , for
1 k1  n1 and 1 k2  n2, we have that c()1,)2)(b1, b2) is equal to
qq2(n1−k1)β1 − q−1β2
q2(n1−k1)β1 − β2
qq2(n1−k1)β1 − q−1q2β2
q2(n1−k1)β1 − q2β2 · · ·
qq2(n1−k1)β1 − q−1q2(n2−k2−1)β2
q2(n1−k1)β1 − q2(n2−k2−1)β2
...
× qq
2(n1−1)β1 − q−1β2
q2(n1−1)β1 − β2
qq2(n1−1)β1 − q−1q2β2
q2(n1−1)β1 − q2β2 · · ·
qq2(n1−1)β1 − q−1q2(n2−k2−1)β2
q2(n1−1)β1 − q2(n2−k2−1)β2 ,
so that
c()1,)2)(b1, b2)= qk1(n2−k2−1)
k1∏
i=1
qq2(n1−i)β1 − q−1β2
q2(n1−i)β1 − q2(n2−k2−1)β2 .
If we define wk1,k2 = v()1,)2) and wk2,k1 = v()2,)1) for 0 k1  n1 and 0 k2  n2, as
in Section 4, we have proved the following proposition.
Proposition 5.5. The unique isomorphism
Iβ1,β2(n1, n2) : Vβ1,β2(n1, n2)→ Vβ2,β1(n2, n1),
which takes w0,0 to w0,0, is given by
Iβ1,β2(n1, n2)(wk1,k2)= qk1n2−k2n1
k1∏
i1=1
qq2(n1−i1)β1 − q−1β2
qq2(n1−i1)β1 − q−1q2(n2−k2)β2
×
k2∏
i2=1
qq2(n2−i2)β2 − q−1q2(n1−k1)β1
qq2(n2−i2)β2 − q−1β1 wk2,k1,
for 0 k1  n1 and 0 k2  n2.
Before stating the final result in this section, we give the explicit isomorphism between
the modules Vβ1,β2(n1, n2) and the corresponding tensor product of evaluation modules.
The theorem below is proved by checking that the mappings Aβ1,β2 and A
−1
β1,β2
commute
with the action of the Drinfeld–Jimbo generators k±1i , ei, fi , i = 0,1 (see Remark 1.2)
using the comultiplication in Remark 1.3. The fact that bothAβ1,β2A
−1 and A−1 Aβ1,β2β1,β2 β1,β2
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is an isomorphism of Ûq -modules. For details, see [11].
Theorem 5.6. Let β1 = β2 ∈ C(q) and let n1, n2 be nonnegative integers such that the
union of the q2-strings Sn1,β1 and Sn2,β2 is not a q2-string. Then there is a Ûq -module
isomorphism
Aβ1,β2(n1, n2) :Vβ1,β2(n1, n2)→ Vβ1(n1)⊗ Vβ2(n2),
given by
Aβ1,β2(n1, n2)
(
wk1,k2
)= n2−k2∑
i=0
[
n2 − k2
i
] [k1]!
[k1 − i]!
(
q − q−1)i
× q
2i(n2−k2−1)− 12 i(i−1)βi2∏i−1
j=0(q2(n1−k1+j)β1 − q2(n2−k2−1)β2)
wk1−i ⊗wk2+i ,
where the wk1 ,wk2,wk1,k2 , 0  k1  n1, 0  k2  n2, are the basis vectors from Theo-
rem 4.2.
The inverse of Aβ1,β2(n1, n2) is given by
A−1β1,β2(n1, n2)
(
wk1 ⊗wk2
)= n2−k2∑
i=0
[
n2 − k2
i
] [k1]!
[k1 − i]!(−1)
i
(
q − q−1)i
× q
2i(n2−k2−1)+ 12 i(i−1)βi2∏i−1
j=0(q2(n1−k1+i+j−1)β1 − q2(n2−k2−1)β2)
wk1−i,k2+i .
Now, let β1, . . . , βr ∈ C(q)× and let n1, . . . , nr be nonnegative integers such that the
union of any pair of q2-strings Sni ,βi and Snj ,βj , i = j , is not a q2-string. For i = j , define
the homomorphism
I˜βi ,βj (ni, nj ) :Vβi (ni)⊗ Vβj (nj )→ Vβj (nj )⊗ Vβi (ni)
by
I˜βi ,βj (ni , nj )=Aβj ,βi (nj , ni) ◦ Iβi,βj (ni, nj ) ◦A−1βi,βj (ni , nj ).
Then I˜βi ,βj (ni , nj ) takes w0 ⊗w0 to w0 ⊗w0. By Theorem 1.7, the module
W = Vβ1(n1)⊗ · · · ⊗ Vβr (nr)
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the (i + j − 1)th and (i + j)th position and as the identity elsewhere on the 2r-fold tensor
product, we get an intertwining operator
I (W,λ;W,µ) :W(λ)⊗W(µ)→W(µ)⊗W(λ),
by defining I (W,λ;W,µ) to be equal to the operator
I˜
(1,r)
eλβ1,eµβr
(n1, nr ) · · · I˜ (1,1)eλβ1,eµβ1(n1, n1) · · · I˜
(r,r)
eλβr ,eµβr
(nr , nr ) · · · I˜ (r,1)eλβr ,eµβ1(nr , n1).
Since we can define I (W,λ;W,µ) as above whenever the intersection of any pair of
q2-strings Sni ,eλβi and Snj ,eµβj , i = j , is empty, we have the following theorem.
Theorem 5.7. Let W be a finite-dimensional irreducible Ûq -module of type 1 and write
W = Vβ1(n1)⊗ · · · ⊗ Vβr (nr ),
for some β1, . . . , βr ∈C(q)× such that the union of any pair of q2-strings Sni ,βi and Snj ,βj ,
i = j , is not a q2-string. Then the R-matrix associated to W is given by
R(λ−µ)= I (W,λ;W,µ) ◦ σ,
where I (W,λ;W,µ) is the operator
I˜
(1,r)
eλβ1,eµβr
(n1, nr ) · · · I˜ (1,1)eλβ1,eµβ1(n1, n1) · · · I˜
(r,r)
eλβr ,eµβr
(nr , nr ) · · · I˜ (r,1)eλβr ,eµβ1(nr , n1).
In the following example we find the R-matrices associated to the evaluation represen-
tations Vβ(n).
Example 5.1. Let n be a positive integer and let β ∈ C(q). We want to construct the
intertwiner
I˜eλβ,eµβ(n,n) :Veλβ(n)⊗ Veµβ(n)→ Veµβ(n)⊗ Veλβ(n).
By Theorem 5.6, we have that
A−1
eλβ,eµβ
(n,n)
(
wk1 ⊗wk2
)= n−k2∑
i=0
[
n− k2
i
] [k1]!
[k1 − i]!(−1)
i
(
q − q−1)i
× q
1
2 i(i−1)∏i
j1=1(q
2(k2−k1+2i−j1)eλ−µ − 1)wk1−i,k2+i ,
and by Proposition 5.5,
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k1−i∏
i1=1
qq2(n−i1)eλ−µ − q−1
qq2(n−i1)eλ−µ − q−1q2(n−k2−i)
×
k2+i∏
i2=1
qq2(n−i2) − q−1q2(n−k1+i)eλ−µ
qq2(n−i2) − q−1eλ−µ wk2+i,k1−i .
Further, by Theorem 5.6 again,
Aeµβ,eλβ(n,n)(wk2+i,k1−i )=
n−k1+i∑
r=0
[
n− k1 + i
r
] [k2 + i]!
[k2 + i − r]!
(
q − q−1)r
× q
− 12 r(r−1)er(λ−µ)∏r
j2=1(q
−2(k2−k1+2i−j2) − eλ−µ)wk2+i−r ⊗wk1−i+r ,
so we get that
I˜eλβ,eµβ(n,n)(wk1 ⊗wk2)
=
n−k2∑
i=0
n−k1+i∑
r=0
(−1)i
[
n− k2
i
][
n− k1 + i
r
] [k1]!
[k1 − i]!
[k2 + i]!
[k2 + i − r]!
×
i∏
j1=1
1
(q2(k2−k1+2i−j1)eλ−µ− 1)
r∏
j2=1
eλ−µ
(q−2(k2−k1+2i−j2) − eλ−µ)
×
k1−i∏
i1=1
qq2(n−i1)eλ−µ − q−1
qq2(n−i1)eλ−µ− q−1q2(n−k2−i)
k2+i∏
i2=1
qq2(n−i2) − q−1q2(n−k1+i)eλ−µ
qq2(n−i2) − q−1eλ−µ
× (q − q−1)i+rqn(k1−k2−2i)+ 12 (i(i−1)−r(r−1))wk2+i−r ⊗wk1−i+r .
The R-matrix associated to the evaluation representation Vβ(n) is thus given by
R(λ−µ)= I˜eλβ,eµβ(n,n) ◦ σ .
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