Abstract. Let G = (V, E) be a graph. The linear-width of G is defined as the smallest integer k such that E can be arranged in a linear ordering (e1, . . . , er) such that for every i = 1, . . . , r−1, there are at most k vertices both incident to an edge that belongs to {e1, . . . , ei} and to an edge that belongs to {ei+1, . . . , er}. For each fixed constant k, a linear time algorithm is given, that decides for any graph G = (V, E) whether the linear-width of G is at most k, and if so, finds the corresponding ordering of E. Linear-width has been proved to be related with the following graph searching parameters: mixed search number, node search number, and edge search number. A consequence of this is that we obtain for fixed k, linear time algorithms that check whether a given graph can be mixed, node, or edge searched with at most k searchers, and if so, output the corresponding search strategies.
Introduction
In this paper, we study algorithmic aspects of the graph parameter of linearwidth. Apart from having interest on its own, this parameter has close relationships with some well known graph searching parameters: mixed search number, node search number, and edge search number, as well as well known parameters related or equal to these parameters, like pathwidth, vertex separation number, and proper pathwidth. The results for linear-width allow us to rederive some old results for some of these parameters, and obtain similar new results for the other parameters, basically all as consequences of one algorithm.
The linear-width of a graph G is defined to be the least integer k such that the edges of G can be arranged in a linear ordering (e 1 , . . . , e r ) in such a way that for every i = 1, . . . , r − 1, there are at most k vertices that incident to at least one edge that belongs to {e 1 , . . . , e i } and that are incident to at least one edge that belongs to {e i+1 , . . . , e r }. Linear-width was first mentioned by Thomas in [28] and is strongly connected with the notion of crusades introduced by Bienstock and Seymour in [2] . Linear-width can be seen as "a linear variant of branch-width", in the same way as pathwidth can be seen as "a linear variant of treewidth". In [25] , it is proved that several variants of problems appearing on graph searching can be reduced to the problem of computing linear-width.
In a graph searching game a graph represents a system of tunnels where an agile, fast, and invisible fugitive is resorting. We desire to capture this fugitive by applying a search strategy while using the fewest possible searchers. Briefly said, the search number of a graph is the minimum number of searchers a searching strategy requires in order to capture the fugitive. Several variations on the way the fugitive can be captured during a search, define the the parameters of the edge, node, and mixed search number of a graph (namely, es(G), ns(G), and ms(G)). The first graph searching game was introduced by Breisch [7] and Parsons [18] and is the one of edge searching. Node searching appeared as a variant of edge searching and was introduced by Kirousis and Papadimitriou in [14] . Finally, mixed searching was introduced in [24] and [2] and is a natural generalisation of the two previous variants (for the formal definitions see Section 4 -for other results concerning search games on graphs see [1, 8, 9, 15, 16, 23] .)
The problems of computing es(G), ns(G), ms(G), or linear-width(G) is NPcomplete (see [16, 14, 24, 25] ). On the other hand, since all of these parameters are closed under taking of minors, we know (see e.g. [3, 20, 19, 22, 21] ) that, for any k, there exists a linear algorithm that given a graph G checks whether es(G), ns(G), ms(G), or linear-width(G) is at most k. In other words, all these parameters are fixed parameter tractable by a linear parameterized algorithm (i.e. an algorithm of time complexity O(f (k)n) where f is a function not depending on n). Unfortunately, the above result is not constructive, i.e. does not provide a way to construct the corresponding algorithm (see [10, 11] ). Therefore, it is highly desired to have constructive "fixed parameter results" for the aforementioned parameters.
In this paper we carry out the above task by constructing such a linear parameterized algorithm for linear-width. This algorithm can be directly transfered to a linear parameterized algorithm for node, edge, and mixed search number thanks to their connection (see [25] ) with linear-width.
So far, such a linear time algorithm has been constructed (see [3, 4] ) only for the parameters of treewidth and pathwidth (actually, the result in [3, 4] can be directly transfered to the node search number which is known to be equal to the pathwidth plus one -see [12, 13, 17] ). To be precise, [3, 4] state that for fixed k, one can determine in linear time whether a given graph has pathwidth at most k, and if so, find a path decomposition of minimum width. This algorithm first finds a tree decomposition of width at most k, if it exists (if not, then the pathwidth is also larger than k), and then uses this tree decomposition to solve the problem, using the result in [4] that states that for fixed k and l, one can test whether the pathwidth of a graph G is at most l, and if so, find a minimum width path decomposition, assuming that G is given together with a tree decomposition of width at most k. This paper uses a similar idea: we first determine a path decomposition of bounded width (if such a path decomposition does not exist, we know that the linear-width is also not bounded), and then apply the main algorithm, presented in this paper, that, given such a path decomposition, solves our problem. It can actually be avoided to work with tree decompositions by a modification of the algorithm in [3] . The main algorithm of this paper further develops the main technique of [4] that makes use of a special type of data structures called "sets of characteristics". In general, such a structure filters the essential information on the existence of a bounded width layout of a the graph with respect to some of the nodes of the given path-decomposition.
We stress that the general technique of defining "sets of characteristics" has a long history of development and applications. Apart from treewidth and pathwidth, it has been used on the design of linear time parameterized algorithms for vertex layout parameters like cutwidth and carving-width [26] . Moreover, it was also used in [27] for a polynomial algorithm for the pathwidth of graphs with bounded treewidth and maximum degree. Moreover, its kernel ideas have been generalized so that a systematic derivation of linear parameterized algorithms is possible for a general class of graph parameters including directed cutwidth, modified cutwidth, directed modified cutwidth, and directed pathwidth. However, none of the previous results was able to cover the case of linear-width and the graph search parameters that we examine in this paper. Intuitively, the reason is that these parameters are defined using edge orderings instead of vertex orderings. Indeed it appears that the definition of a characteristic for edge orderings cannot be derived by a straightforward generalization of the previous results. In this paper we define a special (and non-trivial) type of "characteristics" for the case of linear-width which. This makes it possible to derive, in a uniform way, a linear time parameterized algorithm for the three classic search parameters.
An other parameter related to linear-width is branch-width. In another paper [5] , we give a similar algorithm for branch-width. That algorithm uses the techniques of this paper as a building block for a more complicated algorithm. This paper is organized as follows. In Section 2, we give some preliminary results and definitions. The main algorithm is presented in Section 3. The consequences of the main algorithm can be found in Section 4. Due to space restrictions, all the proofs are omitted in this extended abstract (see [6] for details).
Definitions and preliminary results
We first give a number of definitions and notations, dealing with sequences (i.e., linearly ordered sets) ω = (ω 1 , . . . , ω r ) of objects from some set O. In this paper O can be a set of numbers, sequences of numbers, vertices, vertex sets, or edges. All sequences will be indexed starting by 1 except from the case were we have either sequences of vertices or sequences of sequences of numbers that will be indexed starting by 0 (we adopt this convention because it will facilitate the presentation of our results). Given a sequence ω and two of its indices i, j where i ≤ j, we use the notation (ω) i,j to denote the subsequence (ω i , . . . , ω j ) of ω. Also, if "•" is an operation defined on O, we use for any ω ∈ O, the notation (
(not necessarily of the same length) we define their concatenation
) (we stress that in the last two definitions, s = 1 except from the cases where we consider either sequences of sets or sequences of sequences of numbers where s = 0). We finally denote the length of a sequence ω by |ω|.
Unless mentioned otherwise, we will assume all graphs considered in this paper to be undirected and without parallel edges or self-loops. Given a graph G = (V, E) we denote its vertex set and edge set with V (G) and E(G) respectively. If V ⊆ V (G), we call the graph (V , {{v, u} ∈ E(G) : v, u ∈ V }) the subgraph of G induced by V and we denote it by G[V ]. For any edge set E ⊆ E(G) we denote by V (E) the set of vertices that are incident to edges of E (i.e. V (E) = ∪ e∈E e). The degree of a vertex v in graph G is the number of edges containing it and is denoted by d G (v). We call a vertex pendant when it has degree 1. We call an edge of a graph pendant when it contains a pendant vertex.
The sets X i are called the nodes of the path decomposition. The width of a path decomposition X = (X 0 , 1 ≤ i ≤ |X|) equals max 0≤i≤|X| {|X i |−1}. The pathwidth of a graph G is the minimum width over all path decompositions of G.
It is easy to see that for any constant k, given a path decomposition of a graph G that has width at most k and O(|V (G)|) nodes, one can find a nice path decomposition of G that has width at most k and at most 2|V (G)| nodes in O(|V (G)|) time.
Let X i be a node of a nice path decomposition X such that i ≥ 1. We say that X i is an introduce (forget) node if
. It is easy to observe that any node X i , i ≥ 1 of a nice path decomposition is either an introduce or a forget node. Linear-width: The linear-width of a graph is defined as follows. Let G be a graph and l = (e 1 , . . . , e r ) an ordering of E(G).
is the set of vertices in V (G) that are endpoints of an edge in (l) 1,i and also of an edge in (l) i+1,|E(G)| ). The linearwidth of an ordering l is max 1≤i<r {|δ l (e i )|}. The linear-width of a graph is the minimum linear-width over all the orderings of E(G). It is not hard to prove that for every graph G, pathwidth(G) ≤ linear-width(G) (see [6] ).
Given an edge ordering l we define P (l) = (∅, δ l (e 1 ), . . . , δ l (e r−1 ), ∅). Moreover, we define Q(l) = ((|P (0)|), . . . , (|P (r)|)) Notice that P (l) is a sequence of sets and Q(l) is a sequence of sequences of numbers each containing only one element. We use this, somewhat overloaded, definition for reasons of consistency with the terminology of a characteristic that will be introduced later. We finally define the pendant sequence of l as H(l) = (∅, e 1 ∩ A(G), . . . , e r ∩ A(G)) where
by i is the set of pendant endpoints of e i ).
Given a vertex set V , a vertex x ∈ V , and a sequence of vertex sets I = (I 0 , . . . , I r ) where I i ⊆ V, i = 0 . . . , r and x ∈ ∪ i=0,...,r I i , we define
A decision algorithm for linear-width
In this section, we give for every pair of integer constants k, l, an algorithm that, given a graph G with a path decomposition of width at most l, decides whether G has linear-width at most k. Sequence of integers: If A = (a 1 , . . . , a r ) is a sequence of integers, we define max(A) = max 1≤i≤r {max(a i )} and for any integer t we set A + t = (a 1 + t, . . . , a r +t). The typical sequence τ (A) of a sequence of integers A is the sequence obtained after iterating the following operations, until none is possible any more.
(ii) If the sequence contains two elements a i and a j such that i+2 ≤ j and either
As an example, if A = (5, 7, 6, 7, 7, 7, 3, 4, 3, 5, 4, 3, 6, 8, 2, 9, 3, 4, 9, 6, 7, 2, 7, 5, 4, 4, 4, 7, 4, 6, 4), then τ (A) = (5, 7, 3, 8, 2, 9, 2, 7, 4).
We define the set E(A) of the extensions of A as the set containing any set A * such that A can be obtained by A * after applying operation (i) of the definition of a typical sequence until this is not possible any more. More formally: For any j, 0 ≤ j ≤ q, let A j = (T rj ⊕ · · · ⊕ T rj+1−1 ). We also set A = (A 0 , . . . , A q ) ← (τ (A 0 ), . . . , τ (A q )) and we call the typical triple (I, K, A) the characteristic of the typical triple (S, D, T). Given two typical triples (
i.e. they have the same interval model), and
It is easy to see that relation "≺" is transitive i.e. if
We also extend the definition of "⊕" so that whenever (S i , D i , T i ), i = 1, 2 are two typical triples, the typical triple
. Characteristic of an ordering: Let X be a path decomposition of a graph G and X i some node of X where 0 ≤ i ≤ |X|. For i = 0, . . . , |X|, we define
Let l be an edge ordering of G i with linear-width at most k. Let also P (l) = (P 0 , . . . , P r ). We define the restriction of l on X i as R(l) = (P 0 ∩X i , . . . , P r ∩X i ).
We call the triple C(R(l), H(l), Q(l)) = (I, K, A) characteristic C(l) of l. We say that the pair (I, K) is an interval model at X i and A is the corresponding sequence of typical sequences. From now on, whenever we consider an edge ordering we will associate it with some node X i of a path decomposition.
Using Lemmata 3.5 and 3.5 of [4] we can prove that the number of different characteristics of all possible edge orderings of G i with linear-width at most k, is bounded by a function of k and l (i.e. is independent of n).
The following procedure defines function Com, that maps a typical triple (I, K, A) to another typical triple that is a "compression" of the input triple.
Procedure Com(I, K, A) Input: A typical triple (I, K, A) Output: A typical triple (I, K, A). 1: Set r = |I| = |K| = |A|. 2: Apply the following operation until it is no longer possible.
• If ∃ 0≤h≤r−1 : (I h = I h+1 and K h+1 = ∅) then set I = (I 0 , . . . , I r−1 ) ← (I 0 , . . . , I h , I h+2 , . . . , I r ),
. . , A r ), and r ← r − 1.
3: end.
A set F S(i) of characteristics of edge orderings of a graph G i (i is a node of the path decomposition) with width at most k is called a full set of characteristics at i if for each linear ordering l of G i with linear-width at most k, there is a edge ordering l such that C(l ) ≺ C(l) and C(l ) ∈ F S(i), i.e. the characteristic of l is in F S(i). The following lemma can be derived directly from the definitions. Lemma 1. A full set of characteristics at i is non-empty if and only if the linear-width of G i is at most k. If some full set of characteristics at i is nonempty, then every full set of characteristics at this node is non-empty.
An important consequence of Lemma 1 is that the linear-width of G is at most k, if and only if any full set of characteristics of G |X| = G is non-empty. Clearly, in the cased i = 0, G i is edgeless and thus F 0 = {((), (), ())}. In what follows, we will show how to compute a full set of characteristics at a node X i in O(1) time, when a full set of characteristics of X i−1 is given. This will depend on the type of the node X i and will be explained in the following sections. Introducing an edge: The procedure int is an important ingredient of our algorithm. Given a typical triple (I, K, A), it "inserts an edge": after the mth position in the jth sequence in A, an edge is inserted; S is the set of the vertices that are endpoints of the edge and W consists of the endpoints of S that are isolated before the insertion (and therefore become pendant after it). Both I, K, and A are modified accordingly after the insertion. • Set I = (I 0 , . . . , I q+1 ) ← (I 0 , . . . , I j−1 , I j , I j , I j+1 , . . . , I q ).
The following lemmata provide important information on procedure int. The proofs is quite technical (see [6] for the details).
Lemma 2. Let l be an ordering and assume that (I, K, A) = C(R(l), H(l), Q(l)). Then for any vertex sets S, W where W ⊆ S, the following hold.
A full set for an introduce node: We will now consider the case where X i is an introduce node. Clearly
What remains is to examine the case where A full set for a forget node: We will now consider the case where X i is a forget node. Clearly, G i = G i−1 and there exists a unique vertex v ∈ X i−1 with v ∈ X i . We call this vertex v forgotten. Given a full set of characteristics F (i − 1) for X i−1 , the algorithm Forget-Vertex computes a full set of characteristics F (i) for X i . The decision algorithm: Using the algorithms of the previous sections we can compute a full set of characteristics for G 1 , G 2 , G 3 , . . . , G |X| = G (obviously E(G 1 ) = ∅). Notice that if a graph consists of a single edge e start = {v (0))). Using this full set of characteristics as a starting point we can use the procedures of the previous sections to compute the full sets for G 2 , G 3 , etc., in order. Note that the computation needs O(1) time per node of the path decomposition, and thus in total, time linear on the number of vertices of G. After the full set for the last node has been computed, in O(1) time one can decide whether the linear-width of G is at most k, as this holds if and only if this last full set F S(|X|) is not empty. We conclude with the algorithm Check-Linear-width. It is possible to turn this algorithm to a constructive one (see [6] for the details).
Algorithm Check-Linear-width(G, X, k). Input: A graph G, a path decomposition X of G with width l, and an integer k. Output: Whether the linear-width of (G) is at most k.
compute a full set of X i -characteristics F i for G i using F i−1 and depending on whether X i is an introduce or a forget node. 3: Output F r = ∅. 4: End.
We conclude to the following. Theorem 1. For all k, l ≥ 1 there exists an algorithm that, given a graph G and a path decomposition X = (X i , 1 ≤ i ≤ |X|) of G with width at most l, computes whether the linear-width of G is at most k and, if so, constructs an edge ordering of G with linear-width at most k and that uses O(V (G) + |X|) time.
The results presented so far can be trivially extended to graphs with parallel edges. In such a case, we should consider the complexity of the algorithm in Theorem 1 to be O(|E(G)| + |X|).
In this section we define several search game parameters and we present their relations with linear-width. Using these relations we conclude that there exist for any fixed k, linear time algorithms that check whether given graphs can be mixed, node, or edge searched with at most k searchers, and if so, output the corresponding search strategies.
A mixed searching game is defined in terms of a graph representing a system of tunnels where an omniscient and agile fugitive with unbounded speed is hidden (alternatively, we can formulate the same problem considering that the tunnels are contaminated by some poisonous gas). The object of the game is to clear all edges, using one or more searchers. An edge of the graph is cleared if one of the following cases occur: A: both of its endpoints are occupied by a searcher, B: a searcher slides along it, i.e., a searcher is moved from one endpoint of the edge to the other endpoint. A search is a sequence containing some of the following moves. a: place a new searcher on a vertex, b: remove a searcher from a vertex, c: slide a searcher, residing on some of the endpoints of an edge e, along e and place it on the other endpoint of e. The object of a mixed search is to clear all edges using a search. The search number of a search is the maximum number of searchers on the graph during any move. The mixed search number, ms(G), of a graph G is the minimum search number over all the possible searches of it. A move causes recontamination of an edge if it causes the appearance of a path from an uncleared edge to this edge not containing any searchers on its vertices or its edges. (Recontaminated edges must be cleared again.) A search without recontamination is called monotone. The node (edge) search number, ns(G) (es(G)) is defined similarly to the mixed search number with the difference that an edge can be cleared only if A (B) happens. Parts (a)-(e) of the following result were proved (or follow easily) by Bienstock and Seymour in [2] (see also [24] ). The last part is proven in [25] . The result of Theorem 1 has several consequences. First, as one can find a path decomposition of a graph G with width at most l, if existing, in linear time ( [3, 4] , but see also below) and using the fact that pathwidth(G) ≤ linear-width(G) we can conclude to the following result.
Theorem 3. For all k ≥ 1, there exists an algorithm that, given a graph G, computes whether the linear-width of G is at most k and, if so, constructs an edge ordering of G with linear-width at most k and that uses O(V (G)) time.
Using now Theorem 2 , we obtain the following.
Theorem 4. For all k, l, there exists an algorithm, that given a graph G and a path decomposition X = (X i , 1 ≤ i ≤ |X|) of G with width at most l, computes whether the mixed search number (edge search number; node search number) of G is at most k, and if so, constructs a mixed search (edge search; node search) that clears G with most k searchers, and that uses at most O(|V (G)|+|X|) time.
Using small modifications of techniques from [3] , the result above can be used to obtain an alternative (but strongly related) proof for the result from [3, 4] that for each fixed k, the problem to determine whether a given graph has pathwidth at most k, and if so, to find a path decomposition of width at most k, has a linear time parameterized algorithm. Using this fact, we obtain from Theorem 4 the following.
Theorem 5. For all k, there exists an algorithm, that given a graph G, computes whether the mixed search number (edge search number; node search number) of G is at most k, and if so, constructs a monotone mixed search (edge search; node search) that clears G with most k searchers, and that uses at most O(|V (G)|) time.
