INTRODUCTION
This chapter presents an overview of an automated video tracking and location system under development at the University of Tennessee's Imaging, Robotics and Intelligent Systems (IRIS) Laboratory in Knoxville, Tennessee. Utilization of this system in any situation where detection of "wrong way" motion with subsequent video tracking would be beneficial is feasible. Examples of these situations include federal buildings, court houses, large office buildings, military bases, and national laboratories. Guidance of a robot arm employing dynamic imaging and motion trajectory analysis of workers in hazardous environments are also potential applications of the system's tracking aspect. The University of Tennessee is initially developing this system for potential use as a security tool in commercial airports.
With the number of people traveling by plane today, security in airport terminals is of great concern. Whenever a suspicious individual is identified 
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Chapter 3 or a threat is suspected, the entire section of the airport where the threatening activity is taking place must be cleared for investigation [1] . Knowing or recording the activity of a "bolter" at all times would limit the investigation to a smaller area of the airport and/or even facilitate an effective and riskfavorable apprehension of the violator.
Currently, no systems exist that can automatically and fully perform this task. The system examined in this chapter represents a paradigm shift from the current analog, disconnected, and human intensive security and surveillance systems to a digital, networked, and fully automated system. This system is a camera based security system consisting of a network of cooperating cameras controlled by computer vision software. Automatic target acquisition is performed via cooperating fixed and pan, tilt, zoom (PTZ) cameras, while tracking is achieved solely via PTZ cameras. Several algorithms were proposed in the past to extend camera views to track objects in large areas. Lee et al. proposed a method to align the ground plane across multiple views to build common coordinates for multiple cameras [2] . Dellaert et al. proposed a fast image registration algorithm between the image from a pan/tilt camera and background images from a database [3] . Onmi-directional cameras were also used to extend the field of view to 360˚ [4] . But the reality remains that most tracking algorithms cater only to the case of fixed cameras and are generally based on adaptive background generation and subtraction [2, 5, 6 ]. With the system described in this chapter, the constantly changing background with PTZ cameras is a major issue to be addressed and for which a novel background generation methodology is described in section 4.
Another issue facing automatic tracking in public areas is occlusion and features' robustness. Tracking algorithms based on gray level images [7] , shape information [8] , and color [9] have been proposed before. But despite the various levels of accuracy in modeling objects to be tracked, the assumption must be made in some applications that the object is non-rigid or deformable. In order to represent a non-rigid object (people), active shape models (ASMs) are very efficient compact models in which the shape variety of an object class is taught in a training phase. In this paper, a hierarchical robust approach to an enhanced ASM is proposed to realize an efficient color video tracking system. Section 2 of this chapter provides information on the automatic detection of breaches. This is followed in section 3 by discussion of automatic target acquisition and handover. Section 4 covers background generation for tracking and is followed by discussion of automatic tracking using PTZ cameras in section 5. Conclusions are presented in section 6. 
Automatic target acquisition and tracking with cooperative fixed and PTZ video cameras

AUTOMATIC DETECTION OF SECURITY BREACHES IN ONE-WAY ACCESS AREAS
A "breach detection system" consisting of a single, fixed, off-the-shelf Sony SSC-DC393 (with auto iris lens) camera was implemented. The system can detect individuals moving against the direction of normal or correct flow and sound an alarm to alert a nearby human operator. This system has been mounted, as a test version, in an actual airport. In-lab and field experiments were conducted and access breaches detected and color-coded on the monitor with subsequent alarm activation. Optical flow methods were used to compute motion vectors based on the intensity values of successive image frames. Figure 3 -3 depicts the basic steps of the overall breach detection and tracking algorithm.
The assumption is that the intensity values of an object do not vary when the object is moving in space. If
is the continuous space-time intensity distribution, then the following equation can be used The displacement x is the quantity found by minimizing Equation (3.3). This equation, however, uses the derivative of neighboring pixels, and is therefore sensitive to noise. Two different approaches widely used in
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47 literature to reduce noise are the Horn and Schunck's method [10] and the Lucas and Kanade's approach. Lucas and Kanade proposed a block motion model [11] , where the assumption is that the motion vector remains unchanged over a particular block of pixels. The error can then be defined as (3.4) and the solution, which minimizes the error in a block, can be formulated as Once the motion vectors were computed, the regions are segmented and labeled to depict the wrong way motion.
AUTOMATIC TARGET ACQUISITION AND HANDOVER FROM FIXED TO PTZ CAMERA
When a breach occurrence is detected, the fixed camera in charge of monitoring the direction of motion triggers an alarm and provides the position of the target in the world coordinate system. The PTZ, Panasonic WV-CS854A camera then uses that position information to determine its pan and tilt angles and lock on the target for subsequent tracking. Figure 3 -4 depicts a simulated view of the overhead fixed and front PTZ camera system in (a) and the geometry of the system in (b). The pan and tilt angles for the PTZ camera are respectively given in equation (3.6) as a function of the coordinates (x t ,y t ,h t ) of the target (3.6) Handover is only considered complete when the PTZ camera is able to extract the moving target from its background and lock on it. This step is achieved using the same principle of direction of motion; only this time the 
BACKGROUND GENERATION FOR TRACKING WITH PTZ CAMERAS
Phase 3 in the automatic target acquisition and tracking system involves subject tracking with the PTZ. One of the most challenging aspects in PTZ tracking is the background generation since both the camera and the target are moving at the same time. Following we propose a background modeling scheme for PTZ cameras that deals with relative motion between the camera and the target. An adaptive background generation procedure for fixed cameras and its application using PTZ cameras is shown in Figure 3 -8. When a single, fixed camera is used, each location of a stationary pixel, denoted by the dark rectangles in Figure 3-8(a) , is time-invariant. Figure 3-8(c) . Mosaicing enables a generated background for one viewpoint to be reused as the background for another view if there is an overlap region. This overlapping condition holds in most practical situations of tracking with a PTZ camera.
Two methods were considered for the registration of images with different pan and tilt angles. The first uses the 8-points algorithm and the other uses the pan/tilt angles and the focal length. The 8-points algorithm requires at least 4 corresponding points. If we can change the pan and tilt angles by the same amount, then we always get the same corresponding locations for a pair of images. The first task is to compute the suitable pan and tilt angles for tracking. These angles should be selected to guarantee at least 50% overlap depending on the zoom ratio. After selecting these angles, in terms of each pixel's location 4 or more corresponding points need to be picked to compute the homogeneous matrix, which describes the relation between a pair of images with different pan and tilt angles. This process is illustrated in Figure 3 -9. The 4 corresponding points are denoted by F1 to F4 in Figure 3-9(a) . Once the homogeneous matrix is computed, the generated background is projected for the new view using this matrix. The advantage of this method is that there is no need to know the internal parameters of the PTZ camera, such as the size of the CCD sensor and the focal length, but the homogeneous matrices for every possible combination of pan and tilt angles have to be computed beforehand. Instead of computing the homogeneous matrices, we can register a pair of images by 3D rotation if the camera's internal parameters, such as the actual CCD size and the focal length, are known. Two characteristics of PTZ cameras make this method possible; 1) the optical center is always perpendicular to the CCD sensor and this feature is invariant to panning and tilting and 2) the distance between the optical center and the center of the image is fixed for the same zoom ratio.
The first step for this task is to express each 2D point (x, y) by a 3D unit vector as function of angles δ,θ . The center of the image is 0 , 0 = = θ δ . The two angles δ,θ change by either the zooming ratio or the values of (x, y). For instance, F1 in Figure 3 -9a can be expressed by not only two actual locations (x, y) for both images 1 and 2, but also by a set of θ δ , in the world coordinate system. The second step is to perform 3D rotations along the X-and Y-axes. Let image 2 be the new image after changing the pan and tilt angles. Then the unit vector for point F1 in image 2 needs to be transformed to find the corresponding location in image 1. The first rotation along the X horizontal axis is performed to compensate for the tilt angle of image 2, so the rotation angle is -(the tilt angle of image 2). The second rotation along the vertical Y axis compensates for the difference in panning angles, which is (the panning angle for image 2 -the panning angle for image 1), and the third compensates for the tilt angle of image 1. After these operations, we can get a 3D rotationally transformed unit vector, and the matching point can be computed by converting θ δ, to 2D (x, y) for image 1. The final result is image 1 transformed into image 2. Figure 3 -10 illustrates the transformed background shown in the first row. Mosaicing is accomplished in the first two columns and then updating is performed. In the second row are the images from the PTZ camera, and the third row shows the detected moving regions as white pixels on a black, stationary, background. Since we did not generate a new background for the current position, error in the motion detection process shows up as motion in objects that are obviously stationary. This can be resolved by generating a background for the new position in advance and combining that background with the background transformed from the previous frame as in column 5 of 
AUTOMATIC TRACKING VIA PTZ CAMERAS
Two different approaches for tracking people in video sequences are presented.
Color and Predicted Direction and Speed of Motion
Image distortions caused by PTZ cameras make the tracking task difficult. Features that are robust to these distortions are needed for the tracking task. Color information of the target can be such a feature. When color constancy is preserved, the color distribution of interesting regions can be used to track objects. Color indexing [12] is one of the techniques used to find similar color targets in consecutive frames. The video from the overhead camera is first analyzed to detect and extract breaches. Each extracted region is used to build a color histogram model. Once the histogram models are acquired, the nearest and most similar color regions are searched through histogram intersection. The results are trajectories of the objects that caused the alarm. Experimental results using the histogram intersection are shown in Figure 3 -11. Since the trajectories were computed for each frame, the speed and direction of motion can also be predicted and used to compute the internal parameters of the PTZ camera, such as pan and tilt angles. The PTZ camera is then automatically controlled to view the predicted location and to extract the top-down motion caused by the breach. A verification process will then follow to check if the extracted regions are effectively caused by the breach. Another promising algorithm for the tracking and recognition of individuals in video image sequences that is robust to occlusion is based on color ASMs and is presented in the following subsection.
Color Active Shape Models
Active shape models can be applied to the tracking of people. The shape of a human body has a unique combination of head, torso, and legs, which can be modeled with only a few parameters of the ASM. ASM-based video tracking can be performed in the following order: (a) shape variation modeling, (b) model fitting, (c) local structure modeling, and (d) in our approach, an additional color component analysis.
Given a frame of input video, suitable landmark points should be assigned on the contour of the object. Good landmark points should be at the same location for each shape. In a two-dimensional image, we represent n landmark points by a n 2 -dimensional vector as
. A set of n landmark points represents the shape of an object as shown in Figure 3-12. A set of frames can make a training set. Although each shape in the training set is in the n 2 -dimensional space, we can model the shape with a reduced number of parameters using Principal Component Analysis (PCA).
The best pose and shape parameters to match a shape in the model coordinate frame, x , to a new shape in the image coordinate frame, y , can be found by minimizing the following error function A statistical, deformable shape model can be built by landmark point's assignment, PCA, and model fitting steps. In order to interpret a given shape in the input image based on the shape model, we must find the set of parameters that best matches the model to the image.
If we assume that the shape model represents boundaries and strong edges of the object, a profile across each landmark point has an edge-like local structure. Let j g , n j , , 1 K = , be the normalized derivative of a local profile of length K across the j-th landmark point, and j g and j S the corresponding mean and covariance, respectively. The nearest profile can be obtained by minimizing the following Mahalanobis distance between the sample and the mean of the model as In gray level image processing, the objective functions are determined along the normal vectors for representative points in the gray value distribution. This procedure can be extended to color images by first computing the objective functions separately for each component of the color vectors. Afterwards, a "common" minimum has to be determined by analyzing the resulting minima that are computed for each single color component. One means of doing this consists of selecting the absolute minimum in the three color components as a candidate. Another procedure consists of selecting the average of the absolute minima in all three color components. However, outliers in one color channel lead in both cases to the wrong result. One way to overcome this problem is to use the median of the absolute minima in the three color channels as a candidate. Thereby the influence of outliers in the minima of the objective functions is minimized.
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We studied the performance of the ASM when employing the color spaces RGB, YUV and HSI. So far we have applied the same procedure to all color spaces. In our experiments, we obtained the best results when using the median in the RGB space (see Figure 3 -12 and Table 3-1). In addition, we applied a hierarchical implementation using image pyramids to speed up the process and decrease the error [13] . 
Occlusions and Illumination Changes
One advantage of ASM-based tracking is its ability to follow the shape of an occluded object. We studied outdoor sequences in the RGB color space, where individuals are partially occluded by different objects. Results obtained when applying the hierarchical method with the median selection mode to the sequence Man_11 are shown in Figure 3 -13. The proposed tracking scheme provided good results in our experiments, even though the object is partially occluded by a bench. One property of the ASM-based tracking scheme is that the ASM can easily adjust to reappearing parts of the tracked object in an image sequence.
Tracking of a person becomes rather difficult if the image sequence contains several, similarly shaped moving people. In this case, a technique based exclusively on the contour of a person will have difficulties in tracking a selected individual. On the other hand, a technique exclusively evaluating the colors of a moving person (or object) may also fail. Any color-based tracker can lose the object it is tracking due, for example, to occlusion or changing lighting conditions. To overcome the sensitivity of a color-based tracker to changing lighting conditions, the color constancy problem has to be solved at least in part, which is a non-trivial and a computationally costly task.
A possible solution to this problem might consist of a weighted combination of an ASM form-based and a color indexing tracking technique. By applying such a combination technique to image sequences we might be able to distinguish between: a) objects of similar colors but with different forms, and b) objects of different colors but with similar forms. One drawback of such a combination approach is its high computational cost. Here a hardware implementation can be considered later for real-time applications. 
CONCLUSION
An automatic breach detection, target acquisition, and tracking system was designed. The system is based on the cooperative work of a single fixed and a network of PTZ cameras. The breach detection system consists of a single camera and an optical flow algorithm serves for the acquisition of the target. The target is then handed over to a PTZ camera for tracking and location reporting. The handover is achieved through geometric modeling and top-down motion detection. A novel background generation method based on projective geometry is then used to extract motion from a PTZ camera signal. Two tracking techniques were implemented, one employs color indexing and the other is an active shape modeling approach, which was determined to deal very well with occlusion.
Future research and development will address the fine tuning of this system. Detection of "running people" through controlled access areas will be implemented using one of two possible approaches: a hierarchical approach with Gaussian image pyramids or a high-frame rate camera. Noise removal for the breach detection system can be addressed either by using a high-quality camera or an adaptive background generation and subtraction. Furthermore, the active shape modeling technique has to be optimized to run in real time and for use in tracking in cluttered environments. A fusion of the two tracking methods will also be tested.
