Some inhibitory factors produced by other fungi are cell-wall components (23); therefore, factors produced by B. dendrobatidis may also be located in the cell wall. This idea is consistent with the failure of zoospores, which lack a cell wall, to inhibit. To determine whether inhibitory factors are derived from the cell wall, we interfered with cell-wall synthesis using nikkomycin Z (NZ), a chitin synthase inhibitor (24). Preculturing B. dendrobatidis with NZ significantly decreased inhibition by both B. dendrobatidis cells and supernatants (Figs. 4, C and D). These experiments, along with the observation that noninhibitory zoospores lack cell walls, suggest that the inhibitory factors produced by B. dendrobatidis are cell-wall components. Chitin and b-1,3-glucan are the main structural cell-wall components of many fungi (25) . Therefore, we conducted experiments to determine whether they might be inhibitory. Treatment of B. dendrobatidis supernatants with b-glucanases and chitinases did not affect the inhibitory activity ( fig. S16 ). Furthermore, treatment of proliferating lymphocytes with a soluble b-glucan (laminarin) did not inhibit function ( fig. S16 ). Thus, the inhibitory factor does not appear to be a b-glucan or chitin.
The chromatin immunoprecipitation (ChIP) assay is widely used to capture interactions between chromatin and regulatory proteins, but it is unknown how stable most native interactions are. Although live-cell imaging suggests short-lived interactions at tandem gene arrays, current methods cannot measure rapid binding dynamics at single-copy genes. We show, by using a modified ChIP assay with subsecond temporal resolution, that the time dependence of formaldehyde cross-linking can be used to extract in vivo on and off rates for site-specific chromatin interactions varying over a~100-fold dynamic range. By using the method, we show that a regulatory process can shift weakly bound TATA-binding protein to stable promoter interactions, thereby facilitating transcription complex formation. This assay provides an approach for systematic, quantitative analyses of chromatin binding dynamics in vivo.
T he chromatin immunoprecipitation (ChIP) assay is an approach for determining where chromatin-binding factors interact with DNA sequences and as such has provided fundamental insight into where and how gene regulatory processes occur in cells. In the ChIP assay, cellular constituents are cross-linked with formaldehyde, the isolated chromatin is fragmented, and protein-DNA complexes are then recovered by immunoprecipitation using an antibody that detects a chromatin-associated protein of interest. DNA sequences in the immunoprecipitate are then inventoried by polymerase chain reaction. The assay accurately defines where proteins bind (1), but it provides limited information about how stable the interactions are. For example, a relatively high ChIP signal could reflect high-occupancy stable binding or that a low-occupancy dynamic interaction was trapped owing to the long formaldehyde incubation period used in standard assays. In fact, live-cell imaging approaches indicate that many chromatin interactions are exceedingly short-lived (2, 3), although such techniques do not provide high-resolution data regarding chromatin binding location. Precise chromatin location information can be obtained by competition ChIP, a method that monitors the replacement rate by a differentially tagged factor of interest. However, the time resolution is limited to~20 min owing to the delay required to generate the competitor species [e.g., (4-6)]. A general assay that provides quantitative measures of site-specific on and off rates is essential for defining chromatin regulatory events as they occur in vivo.
To measure chromatin-binding dynamics in vivo, we developed and applied a mathematical model based on standard principles of chemical kinetics that describes the dependence of ChIP signal on formaldehyde cross-linking time. In this method, which we call cross-linking kinetic (CLK) analysis (7), the mathematical relationship between cross-linking time and ChIP signal is used to extract the overall on rate (the product of the second order rate constant, k a , and the chromatin binding factor concentration, C TF ), the off rate, k d ; and the fraction of bound chromatin sites at steady state, q 0 b . If C TF is known, then the value of k a can be determined. From k d , the half-life, t 1/2 , of the chromatin complex can be calculated (t 1/2 = ln2/k d ). Figure 1A illustrates the model for a chromatin interaction with a relatively high on rate (left) or low on rate (right). Both complexes have the same off rate, so the higher on rate gives rise to a higher fractional occupancy before addition of formaldehyde (t = 0). If formaldehyde cross-linking occurs rapidly as expected (supplementary text), then complexes will be cross-linked at this rapid rate driven by cross-linking kinetics (row labeled t = 1s), fixing the in vivo occupancy in each cell within the first few seconds. At longer formaldehyde incubation times, the unbound chromatin sites become occupied and cross-linked at a rate driven by k a C TF , resulting in an additional increase in the ChIP signal over time. Simulations (Fig. 1B) show this biphasic behavior. The inflection or "knee" in the curves reveals the fractional occupancy in the cell population within the first few seconds of cross-linking. To better constrain the model fits of the data, we made measurements with cells expressing two different concentrations of the transcription factor (TF) of interest and fit the two data sets simultaneously.
To test the CLK method, we analyzed Gal4 binding to the single upstream activation sequence in the GAL3 promoter. The Gal4 system has provided a paradigm for transcriptional regulation (8) , but the in vivo stability of the Gal4-promoter interaction has been the subject of debate (9, 10) . A quench-flow apparatus was adapted to acquire formaldehyde-treated samples on the subsecond time scale, and longer time points were obtained by hand mixing before quenching in glycine (supplementary text). As predicted by the simulations (Fig. 1 and figs. S2 and S3) , the ChIP signal increased dramatically at short formaldehyde incubation times (<5 s) and then gradually after longer incubation times ( Fig. 2A, blue curve) . The time dependence of the ChIP signal substantiates several key aspects of the model ( fig. S4) , and other fundamental suppositions were validated experimentally. First, the steep increase in ChIP signal at short cross-linking times demonstrates that cross-linking occurred rapidly and that glycine efficiently quenched the reaction (Fig. 2 , A and C), as stipulated in the model. The curve was shifted upward in cells with a 2.5-fold increase in Gal4 (Fig. 2A, red curve) , consistent with the time dependence of the slower phase of the ChIP signal being driven by the overall on rate for Gal4 chromatin binding and not formaldehyde reaction kinetics. In the model, the ChIP assay rapidly captures specifically bound TFs but does not inactivate or nonspecifically cross-link the remaining TF pool. In fact, the Gal4-promoter interaction occurred in cells even when binding was induced after formaldehyde pretreatment (Fig. 2B) . Thus, Gal4 was not nonspecifically inactivated by formaldehyde. Moreover, the levels of soluble Gal4 and other proteins were reduced less than twofold in cell extracts after formaldehyde incubation, and their apparent molecular weights were not detectably affected (Fig. 2D and  fig. S1 ). In addition, ChIP signals were indistinguishable over an eightfold range of formaldehyde concentration (Fig. 2E) , demonstrating that formaldehyde was not limiting in the reaction. CLK analysis revealed that the Gal4-GAL3 interaction had a t 1/2 of about 10 min ( Fig. 2A and table  S9 ), suggesting that a single Gal4 complex facilitates multiple rounds of transcription initiation. Combined with the low fractional promoter occupancy (~0.17), we conclude that the GAL3 gene is likely transcribed in infrequent bursts.
To better define the dynamic range of the CLK method, we analyzed two TFs whose widely divergent dynamic behavior could be independently measured by fluorescence recovery after photobleaching (FRAP). FRAP was possible in these cases because the fluorescently tagged factors interact with tandem arrays of binding sites, making the chromosomal loci visible by microscopy. The CLK measured t 1/2 for the interaction of Ace1-green fluorescent protein (GFP) with the CUP1 gene array (11) was 11 s, in excellent agreement with the value of 31 s obtained by FRAP (Fig. 3, A and B, and table S8). The interaction of LacI-GFP with an array of Lac operators (12) was far more stable, and the two methods yielded t 1/2 values that differ by less than threefold (Fig. 3, C and D , and table  S8) . Thus, as validated by an independent approach, the CLK method can reveal rank-ordered estimates of TF-chromatin interaction stability over a wide range in vivo, including interactions that persist for mere seconds. Compared with other methods, the CLK method increases the time resolution of chromatin dynamics at single-copy loci by two to three orders of magnitude.
To further explore transcription dynamics using this method, we investigated the interaction of the TATA-binding protein (TBP) with each of seven different promoters possessing diverse transcriptional activities and driven by RNA polymerases (Pols) I, II, or III. Consistent with expectation (13), the Pol III-driven SNR6 promoter had the highest occupancy; however, occupancies of all promoters were well below saturation ( Fig. 4A  and supplementary text) . Moreover, TBP-promoter interactions varied dramatically, with t 1/2 values ranging from 1 to about 30 min (Fig. 4B and table S7), and in many cases half-lives were much shorter than distinguishable by any other technique. To test whether the method can quantify a dynamic difference associated with a perturbation in cellular transcription, we compared TBP dynamics in wildtype (WT) and mot1-42 cells. Mot1 is an essential regulator of TBP, which uses its adenosine triphosphatase activity to dissociate TBP from DNA in vitro (14) . Evidence supports a direct role for Mot1 in gene activation, but how it accomplishes this is unknown. By using URA1 as a model Mot1-activated gene (15), we observed dramatically different CLK www.sciencemag.org SCIENCE VOL 342 18 OCTOBER 2013 curves for TBP binding to the URA1 promoter in WT and mot1-42 cells (Fig. 4C and table S7 ). Biochemical results suggested that Mot1 would activate URA1 expression by displacing stably bound but inactive TBP from the promoter. However, mutation of Mot1 caused TBP binding to be far more dynamic than in WT cells (Fig. 4D) . Similar results were observed at INO1, another Mot1-regulated promoter ( fig. S13 and table S7) .
To reconcile the CLK data with Mot1's biochemical activity and shed light on the process of transcription complex assembly in vivo, we compared the genome-wide TBP ChIP signal at a single cross-linking time in WT and mot1-42 cells. Mutation of Mot1 increased the TBP ChIP signal at Pol II promoters, and the increase extended well outside the average nucleosome-free promoter region of about 200 base pairs and into flanking transcribed regions (Fig. 4E and fig. S14 ). TFIIB is a hallmark of transcriptional activity, but in contrast the TFIIB ChIP signal decreased over these same regions. Thus, unstable TBP complexes detectable in mot1-42 cells were not associated with TFIIB and were transcriptionally inactive. Stable TBP complexes are apparently better substrates for TFIIB binding, and in turn the binding of TFIIB and other factors can block TBP clearance by Mot1 (14) . Rather than catalyzing dissociation of stable interactions, these results reveal that Mot1 is responsible for dissociating weakly bound TBPs at diverse sites, thereby facilitating more stable TBP binding in functional transcription complexes. This enzyme-catalyzed change in TBP dynamics appears essential for proper gene expression; analogous processes may facilitate functional high-affinity chromatin binding at the expense of weak binding by other TFs as well.
The CLK assay yields estimates of physical kinetic parameters as opposed to relative rates, and it is applicable over a much broader time scale than competition ChIP because it is not limited by the time required to synthesize or activate a competitor molecule. This will permit rapid chromatin interaction dynamics for a factor to be compared directly to kinetic parameters for functionally related factors or processes. The CLK methodology is in principle not limited to yeast, and it is based on ChIP, one of the most widely used assays in chromatin research. Our data suggest an explanation for why there is no detectable stable chromatin-bound TBP as judged by live-cell imaging (16) but there are stable TBP complexes as judged by competition ChIP (4). The CLK results show that TBP fractional occupancies are low. Thus, although there are stable TBP-promoter complexes in vivo, most promoters are not occupied at steady state. The unexpectedly low occupancies are consistent with results showing that transcription in vivo occurs via uncoordinated stochastic cycles separated in time (17, 18) . CLK results also illustrate the danger of inferring relative occupancies or dynamics from ChIP assays using single, long formaldehyde incubation times. TBP ChIP signals are much greater in mot1-42 cells than in WT cells, but the higher ChIP signals result from highly dynamic TBP molecules being trapped during the formaldehyde incubation period, rather than reflecting stable TBP binding.
