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Abstract Recent large scale genome wide association anal-
ysis involves large scale linear mixed models. Quantifying
(co)-variance parameters in the mixed models with a re-
stricted maximum likelihood method results in a score func-
tion which is the first derivative of a log-likelihood. To ob-
tain a statistically efficient estimate of the variance param-
eters, one needs to find the root of the score function via
the Newton method. Most elements of the Jacobian matrix
of the score involve a trace term of four parametric matrix-
matrix multiplications. It is computationally prohibitively
for large scale data sets. By a serial matrix transforms and
an averaged information splitting technique, an approximate
Jacobian matrix can be obtained by splitting the average of
the Jacobian matrix and its expected value. In the approxi-
mated Jacobian, its elements only involve Four matrix vector
multiplications which can be efficiently evaluated by solv-
ing sparse linear systems with the multi-frontal factorization
method.
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1 Introduction
Recent advance in genome-wide association study involves
large scale linear mixed models [17,18,38,39]. Quantify-
ing random effects in term of (co-)variance parameters in
the linear mixed model is receiving increasing attention[33].
Common random effects are blocks in experiments or obser-
vational studies that are replicated across space or time [9,
29]. Other random effects like variation among individuals,
genotypes and species also appear frequently. In fact, geneti-
cists and evolutionary biologists have long began to notice
the importance of quantifying magnitude of variation among
genotypes and spices due to environmental factors [15,21],
Ecologist recently are interested in the importance of ran-
dom variation in space and time, or among individual in the
study of population dynamics [6,28]. Similar problems also
arises in estimating parameter in high dimensional Gaussian
distribution [3], functional data analysis [4], model selection
analysis [26,37] and many other applications [31].
Quantifying such random effects and making a statisti-
cal inference requires estimates of the co-variance parame-
ters in the underlying model. The estimates are usually ob-
tained by maximizing a log-likelihood function which often
involves nonlinearly log-determinant terms. The first deriva-
tive of the log-likelihood is often referred to as a score func-
tion. To maximize the log-likelihood, one requires to find
the zeros of the score functions according to the concep-
tually simple Newton Method. However, the Jacobian ma-
trix of score function is very complicated (see [39, p.825,
eq.8],[23, p.26, eq 11] and a derivation bellow). A remedy
is the Fisher’s scoring algorithm which uses the expectation
of the Jacobian matrix in stead of the Jacobian matrix [20].
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The expect value of the Jacobian matrix is much simper than
the Jacobian matrix but still involves a trace term of four
matrix-matrix product. Such a trace term is computationally
prohibitive for large data sets like those in genome wide as-
sociation analysis. Therefore, effective way to evaluate the
log-determinant terms and their derivative is of great inter-
est.
Derivative free [13] methods have been studied. They
require less computational time per iteration, but they con-
verge slow and require more iterates, especially for large
scale problems [25]. Comparisons in [24] shows that the
derivative approach requires less time for most cases. That
is why recent large scale genome wide association applica-
tions [17,18,38,39] and robust software development prefer
the derivative approach. In this paper, we focus on a brute-
fore approach to evaluate the elements of the Jacobian ma-
trix. Simplified formula are obtained by a serial of matrix
transforms and an averaged information splitting technique
[12,16,22] which splits the Jacobian matrix and its expect
value into two parts. The main part keeps the essential infor-
mation and enjoys a simpler formula, the expectation of the
other part which involves a lot of computations is negligible
random zero matrix[41,40]. Most elements of the approxi-
mated Jacobian matrix only involve a quadratic form of the
observation vector. The quadratic from can be evaluated by
four matrix-vector multiplications. The matrix vector mul-
tiplications are reduced to solve linear systems with multi-
ple right hand sides, which can be efficiently solved by the
multi-frontal or super-nodal LDLT factorization. These tech-
niques enable the derivative Newton method applicable for
high-throughput biological data [36].
This paper provides a derivation for the derivatives of
the log-likelihood. Since these results scattered in a serial of
publications which are difficult for a new reader to track. We
shall provide a detailed proof for this formulas to make the
paper more readable. Based on this self-consistent deriva-
tion and some observations. We present efficient approaches
to evaluate the log-likelihood methods and its second deriva-
tives. The evaluation of the likelihood relies on a LDLT fac-
torization of a sparse matrix C. The order of C is often less
than the number of observations. The evaluation of second
derivatives of the likelihood finally reduced to solve many
linear systems with the same coefficient matrix C. This sup-
plies an alternative way to evaluate the derivatives as de-
scribed in [23] which is based on automatic differentiation
of the Cholesky algorithm [32].
2 Preliminary
The basic model we considered is the widely used Linear
Mixed Model(LMM).
y = Xτ +Zu+ e. (1)
In the model, y ∈ Rn×1 is avector of observable measure-
ments τ ∈Rp×1 is a vector of fixed effects, X ∈Rn×p is a de-
sign matrix which corresponds to the fixed effects, u∈Rb×1
is a vector of random effects, Z ∈ Rn×b is a design matrix
which corresponds observations to the appropriate combi-
nation of random effects. e ∈ Rn×1 is the vector of residual
errors. The linear mixed model is an extension to the linear
model
y = Xτ + e. (2)
LMM allows additional random components, u, as corre-
lated error terms, the linear mixed model is also referred to
as linear mixed-effects models. The term(s) u can be added
level by level, therefore it is also referred to ashierarchal
models. It brings a wider range of variance structures and
models than the linear model in (2) does. For instance, in
most cases, we suppose that the random effects, u, and the
residual errors, e, are multivariate normal distributions such
that E(u) = 0, E(e) = 0, u ∼ N(0,σ2G), e ∼ N(0,σ2R) and
var
[
u
e
]
= σ2
[
G(γ) 0
0 R(φ)
]
, (3)
where G ∈ Rb×b, R ∈ Rn×n. We shall denote κ = (γ;φ)T .
Under these assumptions, we have
y|u ∼ N(Xτ +Zu,σ2R), (4)
y ∼ N(Xτ,σ2(R+ZGZT )) := N(Xτ,V (θ )), (5)
where θ = (σ2;κ)T . When the co-variance matrices G and
R are known, one can obtain the Best Linear Unbiased Es-
timators (BLUEs), τˆ , for the fixed effects and the Best Lin-
ear Unbiased Prediction (BLUP), u˜, for the random effects
according to the maximum likelihood method, the Gauss-
Markov-Aitiken least square [30, §4.2]. τˆ and u˜ satisfy the
following mixed model equation[15](
XT R−1X XT R−1Z
ZT R−1X ZT R−1Z +G−1
)(
τˆ
u˜
)
=
(
XT R−1y
ZT R−1y
)
. (6)
For such a forward problem, confidence or uncertainty of the
estimations of the fixed and random effects can be quantified
in term of co-variance of the estimators and the predictors
var
(
τˆ
u˜− u
)
= σ2C−1, (7)
where C is the coefficient matrix in the mixed model equa-
tion (6).
In many other more realistic and interesting cases. The
variance parameter θ is unknown and to be estimated. This
paper focuses on these cases. One of the commonly used
methods to estimate these parameters is the maximum like-
lihood principle. In this approach, one starts with the distri-
bution of the random vector y. The variance of y in the linear
mixed model (1) is
V = var(y) = σ2(R+ZGZT ) := σ2H(κ), (8)
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Table 1: Comparison between the observed, Fisher and averaged splitting information
index Jacobian Expected Jacobian Averaged Jacobian Splitting
− ∂
2ℓR
∂θi∂θ j IO I IA
(σ 2,σ 2) y
T Py
σ6
− n−ν2σ4
n−ν
2σ4
yT Py
2σ6
(σ 2,κi)
yT PHiPy
2σ4
tr(PHi)
2σ2
yT PHiPy
2σ4
(κi,κ j)
tr(PHi j)−tr(PHiPH j)
2 +
2yT PHiPH jPy−yT PHi jPy
2σ2 ,
tr(PHiPH j)
2
yT PHiPH jPy
2σ2
P = H−1−H−1X(XT H−1X)−1XT H−1 Hi = ∂Hi∂κi , Hi j =
∂ 2H
∂κi∂κ j
and the likelihood function of y is
L(τ,θ ) =
n
∏
i=1
(2pi)−
n
2 |V (θ )|− 12×
exp
{
−
1
2
(y−Xτ)TV (θ )−1(y−Xτ)
}
. (9)
Since the logarithmic transformation is monotonic, it is equiv-
alent to maximize logL(τ,θ ) instead of L(τ,σ2). The log-
likelihood function is
logL(τ,θ ) =−1
2
{
n ln(2pi)+ ln |V (θ )|+ εTV (θ )ε
} (10)
where ε = y−Xτ . A maximum likelihood estimates for the
variance parameter θ is
ˆθ = argθ maxlogL(τ,θ ).
The maximum likelihood estimateσˆ2for the variance param-
eter is asymptotically approaching to the true value, σ2, how-
ever, the bias is relative large for finite observations with rel-
ative many effective fixed effects. Precisely
Bias(σˆ2,σ2) = ν
n
σ2,
where ν = rank(X).
A remedy to remove or at least reduce such a bias is
the Restricted Maximum Likelihood (REML) [27], which is
also referred to as marginal maximum likelihood method or
REsidual Maximum Likelihood method. In the framework
of REML, the observation y is divided into two (orthogo-
nal) components: one of the component of y contains all the
(fitted) residual error information in the linear mixed model
(1). Employing the maximum likelihood on the two orthog-
onal components results in two smaller problems (compared
with the ML estimation). The partition is constructed as fol-
lows. For any X ∈ Rn×p, there exist a linear transformation
L = [L1,L2], such that LT1 X = Ip and LT2 X = 0 (See [34] The-
orem B). Use this transform, we obtain
LT y =
(
y1
y2
)
∼ N
((
τ
0
)
,σ2
(
LT1 HL1 LT1 HL2
LT2 HL1 LT2 HL2
))
. (11)
The marginal distribution of y2 is given as [35, p40, Thm
2.44]
y2 = LT2 y ∼ N(0,σ2LT2 HL2).
Algorithm 1 Newton-Raphson method to solve S(θ ) = 0.
1: Give an initial guess of θ0
2: for k = 0,1,2, · · · until convergence do
3: Solve JS(θk)δk =−S(θk),// Js is the Jacobian matrix
4: θk+1 = θk +δk
5: end for
The associated log-likelihood function corresponding to y2
is
ℓR = ℓ2 = ℓ(σ
2,κ) =−
1
2
{(n−ν) log(2piσ2)
+ log |LT2 H(κ)L2|+ yT L2(LT2 H(κ)L2)−1LT2 y)/σ2}. (12)
The REML estimate for the variance parameter is
ˆθ REML = argθ maxℓR(θ ).
Such an estimate removes redundant freedoms which are
used in estimating the fixed effects. The fixed effects are de-
termined by maximizing the log-likelihood function of y1.
The first derivatives of a log-likelihood function is re-
ferred to as the score function. The REML estimate,if exists,
is a zero of the score function, which can be approximated
iteratively via the Newton-Raphson method in Algorithm 1.
3 Scores and its derivatives for REML
3.1 Closed formula for the restricted log-likelihood
The restricted log-likelihood given in (12) involves an in-
termediate matrix L2. We shall give a closed formula of ℓR
which is only related to the design matrix X ,Z and variance
matrix R and G. This form is equivalent to the widely cited
form:
Theorem 1 The residual log-likelihood for the linear model
in (12) is equivalent to
ℓR =−
1
2
{
(n−ν) log(σ2)+ log |H|+ log|XT H−1X |
}
−
1
2
yT Py/σ2 + const. (13)
where H = R+ZGZT and
P = H−1−H−1X(XT H−1X)−1XT H−1. (14)
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Proof First we notice that P = L2(LT2 HL2)−1L2 (see Ap-
pendix (66)), and (Appendix (67))
(XT H−1X)−1 = LT1 HL1 −LT1 HL2(LT2 HL2)−1LT2 HL1. (15)
Then we use the identity
∣∣∣∣
(
Ip −(LT1 HL2)(LT2 HL2)−1
0 In−p
)(
LT1 HL1 LT1 HL2
LT2 HL1 L
T
2 HL2
)∣∣∣∣
=
∣∣∣∣
(
(XT H−1X)−1 0
LT2 HL1 LT2 HL2
)∣∣∣∣= |LT HL|,
We have |LT HL|= |H||LT L|= |(XT H−1X)−1||LT2 HL2| and
log |LT L|+ log |H|= log |LT2 HLT2 |− log |XT H−1X |. (16)
Note the construction of L does not depend on σ2 and φ ,
therefore log |LT L| is a constant.
⊓⊔
3.2 The score functions for residual log-likelihood
Theorem 2 ([12]) Let X ∈ Rn×p be full rank in the linear
mixed model (1) and the restricted log-likelihood function
be given as ℓR(θ ) in (12). The scores of the residual log-
likelihood ℓR are given by
s(σ2) =
∂ℓR
∂σ2 =−
1
2
{
n−ν
σ2
−
yT Py
σ4
}
, (17)
s(κi) =
∂ℓR
∂κi
=−
1
2
{
tr(P ˙Hi)−
1
σ2
yT P ˙HiPy
}
, (18)
where ˙Hi = ∂Hi∂κi .
Proof First, according to Theorem D, We know that P =
L2(LT2 HL2)
−1LT2 ). Consider the residual loglikelihood func-
tion in (12), It is obvious for the score for σ2.
s(κi) =
∂ log |LT2 HL2|
∂κi
+
1
σ2
∂ (yT Py)
∂κi
. (19)
Using the fact on matrix derivatives of log determinant[14,
p.305, eq.8.6]
∂ log |A|
∂κ = tr(A
−1 ∂A
∂κi
)
and the property of the trace operation tr(AB) = tr(BA)
∂ log(|LT2 HL2|)
∂κi
= tr
(
(L2HL2)−1
∂ (LT2 HL2)
∂κi
)
= tr

L2(LT2 HL2)−1LT2︸ ︷︷ ︸
=P
˙Hi

= tr(P ˙Hi) . (20)
One easy way to calculate the second term in (19) is ob-
tained by applying the result on on matrix derivatives of the
inverse of a matrix [14, p.307,eq.8.15]
∂A−1
∂κi
=−A−1
∂A
∂κi
A−1.
We have
∂P
∂κi
=
∂ (L2(LT2 HL2)−1LT2 )
∂κi
= L2
∂ (LT2 HL2)−1
∂κi
LT2
=−L2(LT2 HL2)
−1 ∂ (LT2 HL2)
∂κi
(LT2 HL2)
−1LT2
=−L2(LT2 HL2)
−1LT2︸ ︷︷ ︸
=P
˙Hi L2(LT2 HL2)
−1LT2︸ ︷︷ ︸
=P
=−P ˙HiP = ˙Pi. (21)
⊓⊔
3.3 Jacobian of the score
The negative of the Hessian matrix of a log-likelihood func-
tion, or the negative Jacobian of the score function, is often
refereed to as the observed information matrix,
Io =−


∂ℓR
∂σ2∂σ2
∂ℓR
∂σ2∂κi · · ·
∂ℓR
∂σ2∂κ j
∂ℓR
∂κi∂σ2
∂ℓR
∂κi∂κi · · ·
∂ℓR
∂κi∂κ j
.
.
.
.
.
.
.
.
.
.
.
.
∂ℓR
∂κ j∂σ2 · · ·
∂ℓR
∂κ j∂κi
∂ℓR
∂κ j∂κ j

 . (22)
In term of the observed information matrix, line 3 in Algo-
rithm 1 reads as Ioδk = S(θk).
Theorem 3 ([12]) Elements of the observed information ma-
trix for the residual log-likelihood (12) are given by
Io(σ
2,σ2) =
yT Py
σ6
−
n− p
2σ4
, (23)
Io(σ
2,κi) =
1
2σ4
yT P ˙HiPy, (24)
Io(κi,κ j) =
1
2
{
tr(P ˙Hi j)− tr(P ˙HiP ˙H j)
}
+
1
2σ2
{
2yT P ˙HiP ˙H jPy− yT P ¨Hi jPy
}
. (25)
where ˙Hi = ∂H∂κi ,
¨Hi j = ∂
2H
∂Ki∂K j .
Proof The formulas in (23) and (24) and are standard. The
first term in (25) follows by applying the result in (21),
∂ tr(P ˙Hi)
∂κ j
= tr(P ¨Hi j)+ tr(
∂P
∂κ j
˙Hi) (
∂P
∂κ j
=−PH jP)
= tr(P ¨Hi j)− tr(P ˙H jP ˙Hi).
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The second term in (25) follows because of the result in (21),
we have
−
∂ (P ˙HiP)
∂κ j
= P ˙H jP ˙HiP−P ¨Hi jP+P ˙HiP ˙H jP. (26)
Further note that ˙Hi, ˙H j and P are symmetric. The second
term in (25) follows because of
yT P ˙HiP ˙H jPy = yT P ˙H jP ˙HiPy.
⊓⊔
The elements (25) in the observed information matrix,
the negative Jacobian matrix of the score, involve the trace
product of four matrices. It is computationally prohibitive
for large data set. Therefore it is necessary to approximate
the Jacobian matrix for efficiency.
3.4 The Fisher information approximation to the negative
Jacobian
The Fisher information matrix, I , is the expect value of
the observed information matrix, I = E(Io). The Fisher
information matrix has a simpler form than the observed in-
formation matrix and provides essential information on the
observations, and thus it is a nature approximation to the
observed information matrix.
Theorem 4 ([12]) Elements of the Fisher information ma-
trix for the residual log-likelihood function in (12) are given
by
I (σ2,σ2) = E(Io(σ2,σ2)) =
tr(PH)
2σ4
=
n− p
2σ4
, (27)
I (σ2,κi) = E(Io(σ2,κi)) =
1
2σ2
tr(P ˙Hi), (28)
I (κi,κ j) = E(Io(κi,κ j)) =
1
2
tr(P ˙HiP ˙H j). (29)
Proof The formulas can be found in [12]. Here we supply
alternative proof. First note that
PX = H−1X −H−1X(XT H−1X)−1XH−1X = 0.
PE(yyT ) = P(σ2H−Xτ(Xτ)T ) = σ2PH. (30)
Then
E(yT Py) = E(tr(PyyT )) = tr(PE(yyT )) = σ2 tr(PH) (31)
= σ2 tr(L2(LT2 HL2)
−1LT2 H)
= σ2 tr((LT2 HL2)−1LT2 HL2)
= σ2 rank(L2) = (n− p)σ2.
where rank(L2) = n− rank(X) due to LT2 X = 0. Therefore
E(Io(σ2,σ2)) =
E(yT Py)
σ6
−
n−ν
2σ4
=
n−ν
2σ4
. (32)
Algorithm 2 Fisher scoring algorithm to estimate the vari-
ance parameters
1: Give an initial guess of θ0
2: for k = 0,1,2, · · · until convergence do
3: Solve I (θk)δk = S(θk)
4: θk+1 = θk +δk
5: end for
Second, we notice that PHP = P. Apply the procedure in
(31), we have
E(yT P ˙HiPy) = tr(P ˙HiPE(yyT )) = σ2 tr(P ˙HiPH)
= σ2 tr(PHP ˙Hi) = σ2 tr(P ˙Hi), (33)
E(yT P ˙HiP ˙H jPy) = σ2 tr(P ˙HiP ˙H jPH) = σ2 tr(PHP ˙HiP ˙H j)
= σ2 tr(P ˙HiP ˙H j), (34)
E(yT P ¨Hi jPy) = σ2 tr(P ¨Hi jPH) = σ2 tr(P ¨Hi j). (35)
Substitute (33) into (24), we obtain (28). Substitute (34) and
(35) to (25), we obtain (29).
⊓⊔
Using the Fishing information matrix as an approximate
to the negative Jacobian result in the famous Fisher-scoring
algorithm [20], which is widely used in machine learning.
3.5 Averaged information approximation to the negative
Jacobian
To avoid the trace term in the information matrix, the au-
thors in [12] suggest to use an average of the information
matrix and the observed information matrix. The average
information matrix is constructed as follows
IA(σ
2,σ2) =
1
2σ6
yT Py; (36)
IA(σ
2,κi) =
1
2σ4
yT P ˙HiPy; (37)
IA(κi,κ j) =
1
2σ2
yT P ˙HiP ˙H jPy; (38)
In the paper [12], the authors give an explanation of that
average information matrix can be viewed the average of
the observed information matrix and the Fisher information.
This is true when the matrix H(κ) has a linear structure with
the parameter κ , say, H = ∑Viκi. Then ¨Hi j = 0. However in
general IA is not the average of the observed and expected
information but only a main part of it. The following theo-
rem gives a more precise and concise mathematical expla-
nation [40,41].
Theorem 5 Let IO and I be the observed information ma-
trix and the Fisher information matrix for the residual log-
likelihood of the linear mixed model respectively, then the
average of the observed and the Fisher information can be
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Algorithm 3 Average information(AI) algorithm to solve
S(θ ) = 0.
1: Give an initial guess of θ0
2: for k = 0,1,2, · · · until convergence do
3: Solve IA(θk)δk = S(θk),
4: θk+1 = θk +δk
5: end for
split as IO+I2 = IA +IZ , such that the expectation of IA
is the Fisher information matrix and E(IZ) = 0.
Proof Let the elements of IA are defined as in (36) to (38)
then we have
IZ(σ
2,σ2) = 0, (39)
IZ(σ
2,κi) =
tr(P ˙Hi)
4σ2
−
yT P ˙HiPy
4σ4
, (40)
IZ(κi,κ j) =
tr(PHi j)− yT PHi jPy/σ2
4
. (41)
Apply the result in (31), we have
E(IA(σ2,σ2)) =
(n− p)
2σ4
= I (σ2,σ2). (42)
Apply the result in (33), we have
E(IA(σ2,κi)) =
tr(P ˙Hi)
2σ2
and E(IZ(σ2,κi)) = 0. (43)
Apply the result in (34), we have
E(IA(κi,κ j)) =
tr(P ˙HiPH j)
2 = I (κi,κ j) (44)
and E(IZ(κi,κ j)) = 0. ⊓⊔
Similar to the Fisher information matrix, Theorem 5 indi-
cates that the averaged information splitting matrix is a good
approximation to the observed information and can be used
as an alternative Fisher information matrix.
4 Computing issues
4.1 Computing elements of approximated Jacobian
Compare IA with IO, and IF in Table 1, in contrast with
IO(κi,κ j) which involves 4 matrix-matrix products, The
counter part of the negative of approximated Jacobian only
involves a quadratic term, which can be evaluated by four
matrix-vector multiplications and an inner product as in Al-
gorithm 4.This provide a simple formula. Still the matrix
vector multiplication of Py involves the inverse of the H
which is of order n× n. When the observations is greater
than the number of fixed and random effects, say n > p+ b,
we can obtain a much simpler matrix vector multiplication
as R−1e, where e is the fitted residual e = y−X τˆ−Zu˜.
We introduce the following lemma.
Algorithm 4 Compute IA(κi,κ j) =
yT P ˙HiP ˙H jPy
2σ2
1: ξ = Py
2: ηi = Hiξ ; η j = H jξ ;
3: ζ = Pη j
4: IA(κi,κ j) =
ηTi ξ
2σ2
Lemma 1 ([5, Fact 2.16.21]) Let H = R+ZGZT , then
H−1 = R−1−R−1Z(ZT R−1Z +G−1)−1ZT R−1.
Lemma 2 The inverse of the matrix C in (6) is given by
C−1 =
(
A B
BT D
)−1
=
(
CXX CXZ
CZX CZZ
)
where
CXX = (XT H−1X)−1, (45)
CXZ =−CXX XT R−1ZD−1, (46)
CZX =−D−1ZT R−1XCXX , (47)
CZZ = D−1 +C−1ZZ Z
T R−1XCXX XT R−1ZT D−1. (48)
Proof According to Fact [5, Fact 2.17.3] on 2×2 partitioned
matrix, C−1 is given by
(
S−1 −S−1BD−1
−D−1BT S−1 D−1BT S−1BD−1 +D−1.
)
where S = A−BD−1BT . So we only need to prove
CXX = ((XT R−1X)−1− (XT R−1Z)D−1(ZT R−1X))−1
= (XT (R−1−R−1Z(ZT R−1Z+G−1)−1ZT R−1)︸ ︷︷ ︸
H−1
X)−1
= (XT H−1X)−1.
⊓⊔
We shall prove the following results
Theorem 6 Let P be defined in (14), τˆ and u˜ be the solution
to (6), and e be the residual e = y−X τˆ−Zu˜, then
P = H−1−H−1X(XT H−1X)−1XT H−1 (49)
= R−1−R−1WC−1W T R−1 (50)
where W = [X ,Z] is the design matrix for the fixed and ran-
dom effects and
Py = R−1e.
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Proof Suppose (50) hold, then
Py = R−1y−R−1W C−1W T R−1y︸ ︷︷ ︸
(τˆT ,u˜T )T
(51)
= R−1(y−X τˆ−Zu˜) = R−1e (52)
R−1−R−1WC−1W T R−1
=R−1−R−1(X ,Z)
(
CXX CXZ
CZX CZZ
)(
XT
ZT
)
R−1.
=R−1−R−1{XCXX XT −XCXZZ−ZCZX +ZD−1Z
+Z(CZZ−1ZT R−1XCXX XT R−1ZT D−1)ZT }R−1
=R−1−R−1ZD−1ZT R−1︸ ︷︷ ︸
H−1
− (R−1−R−1ZD−1ZT R−1)XCXX XT H−1
=H−1−H−1X(XT H−1X)−1XT H−1.
⊓⊔
From above results, we find out that evaluating the matrix
vector Py is equivalent the solve the linear system (6)
(
XT R−1X XT R−1Z
ZT R−1X ZT R−1Z +G−1
)(
τˆ
u˜
)
=
(
XT R−1y
ZT R−1y
)
. (53)
and then evaluate the weighted residual R−1e. Notice that
the matrix P ∈ Rn×n. On contrast, C ∈ R(p+b)×(p+b) where
p+b is the number of fixed effects and random effects. This
number p+ b is much smaller than the number of obser-
vations n. In each nonlinear iterations, the matrix C can be
pre-factorized for evaluating ξ = Py. And then use the fac-
tors to solve ζi = Pηi (by solving the mixed equations with
multiple right hand sides).
Before discuss technique details for efficient factoriza-
tion, we shall demonstrate a by-product, an efficient formula
for evaluating the restricted log-likelihood function.
4.2 Evaluating the log-likelihood
An observation is that log|C| is ready when a LDLT fac-
torization is obtained. And the second observation is that
in many cases, the covariance matrix G for the random ef-
fects and R for the residual enjoy diagonal or block diagonal
structures. Therefore log|R| and log|G| is easy to obtain in
these cases.
Theorem 7 Let H = R+ZGZT , C be the coefficient matrix
in the mixed model equation (6), then
log|H|+ log|XH−1XT |= log|C|+ log|R|+ log|G|.
Proof Consider block elimination of the matrix C(
A B
BT D
)(
I 0
−D−1BT I
)
=
(
S A
0 D
)
where S = A−BD−1BT = XT H−1X according to Lemma 2,
D = G−1 +ZT R−1Z. Therefore we have
log|C|= log|XT H−1X |+ log |G−1 +ZT R−1Z|. (54)
Then consider the block elimination of the following matrix(
R Z
−ZT G−1
)(
I 0
GZT I
)
=
(
R+ZGZT R
0 G−1
)
=
(
H G
0 G−1
)
.
Similarly, we have(
I 0
ZT R−1 I
)(
R Z
−ZT G−1
)
=
(
R Z
0 G−1 +ZT R−1Z
)
Therefore we have
|R||G−1 +ZT R−1Z|= |H||G−1|. (55)
Notice that |R−1|= |R|−1, and combine (54) and (55) we can
obtain the required result. ⊓⊔
4.3 Multi-frontal LDLT factorization
Factorizing a symmetric positive definite matrix C is usually
done by the Cholesky factorization. This can be efficiently
implemented by the LDLT factorization, where L is a unit
lower triangular matrix with diagonal elements 1, D is a di-
agonal matrix. The classical Cholesky factorization C = ˜L ˜LT
can be obtained form the LDLT factors by setting ˜L= LD1/2;
in practice, such a transform is not necessary and the matrix
D can be stored in the diagonal part of the matrix L to save
memory.
The LDLT factorization algorithm can be derived from
the following well known formula which we shall use to de-
rive the inversion formula.
C =
(
α aT
a ˆC
)
=
(
1
ℓ I
)(
α
S
)(
1 ℓT
I
)
(56)
=
(
1
ℓ ˆL
)(
α
ˆD
)(
1 ℓT
ˆLT
)
, (57)
where ℓ= a/α , S= ˆL ˆD ˆLT = ˆC−aaT/α = ˆC−ℓaT . S is usu-
ally refereed as the Schur complement. By recursively using
the formula (56) n− 1 times to these Schur complements
generated in the process, one can derive one algorithm for
the LDLT factorization.
Suppose there are m1 elements the first column of L, this
includes the first diagonal element of D which can be saved
in the diagonal position of L, then computing ℓ in (56) re-
quires m1 − 1 floating point operations (FLOPS); with con-
sideration of the symmetry, updating the Schur complement
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S requires m1(m1 − 1) FLOPs. Let mi, i = 1,2, . . . ,n be the
number of non-zero elements of in the i-th column of L.
Then computing the L and D factors for the LDLT factor-
ization requires
n
∑
i=1
m2i − n (58)
floating point operations. Therefore the FLOPS required for
the LDLT factorization depend on the sparsity of the factor
L. The non-zero pattern of L and column counts mi can be
analysed by elimination tree [8, p.56][19] through symbolic
LDLT factorization. This can be used to analyse the data
flow dependence of the numerical LDLT factorization.
The worst case for the formula (56) and (57) arises when
the first column of C is dense; in such a case, the out prod-
uct aaT is dense and it results in a dense Schur component S,
thus one can never get benefit of the sparsity of C. To avoid
such cases, a fill-in reducing algorithm is required. Com-
monly used fill-in reducing methods are minimum degree
ordering [11], nested dissection ordering [10], and the ap-
proximate minimum degree(AMD) ordering [1,2]. An effi-
cient implement of these techniques is available in the LDLT
factorization package [7].
5 Discussion
The paper details that the elements of the Hessian matrix
of the log-likelihood function can be computed by solving
the mixed model equations. Matrix transforms play an im-
portant role in splitting the average Jacobian matrices of the
score function. Such a splitting results in a simple approx-
imated Jacobian matrix which reduces computations form
four matrix-matrix multiplications to four matrix-vector mul-
tiplications. This significantly reduces the time for evaluat-
ing the Jacobian matrix in the Newton method. The problem
of evaluating the Jacobian matrix of the score function fi-
nally is reduced to solving the mixed model equations (6)
with multiple right hand sides. At the end of the day, an effi-
cient sparse factorization method plays a crucial role in eval-
uation the Hessian matrix of the log-likelihood function.
Finally, we demonstrate an variety trial problem to illus-
trated the current performance in of the factorization method
for the mixed model equation. These examples are based on
a second-stage analysis of a set of variety trials, i.e. based
on variety predicted values from each trial. Trials are con-
ducted in a number of years across a number of locations
(centres). See Table 2. They are sampled at random, and the
life of each variety is generated from a Poisson distribution.
This gives a three-way crossed structure (year*variety*site)
with some imbalance. In the current model, all terms except
a grand mean are fitted as random. The random terms are
generated as independent and identically distributed normal
distribution with variance components generated from a test
program.
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Fig. 1: The fill-in reducing ordering and its effects. Win-
dow (a) demonstrates the sparse pattern of a matrix C and its
LDLT factors L. The matrix C is a sub matrix extract from a
bench mark problem of the linear mixed model. Window (b)
shows the elimination tree for the LDLT factorization of the
matrix in (a); the factorization starts from leaf nodes (col-
umn 1, 2, 3, 4, 5 and 14 in the matrix in (a)) and finishes at
the root node (column 18 in the matrix in (a)). The factoriza-
tion of a parent column depends on the data in its children
columns. The height of the tree shows the sequential steps
in the factorization. The width of the tree shows the possible
maximum parallelism. Window (c) illustrates the approxi-
mate minimum degree ordering of the matrix in Window (a)
and the LDLT factor corresponding the the AMD ordering.
After the AMD ordering, there are only 9 fill-ins while the
are 29 fill-ins in (a). Windows (d) demonstrates the elimina-
tion tree for the the AMD ordering, the tree is shorter and
wider than that in (b).
Appendices
Theorem A Let X ∈ Rn×p be full rank and PX = X(XT X)−1XT , then
there exist an orthogonal matrix K = [K1,K2], such that
1. PX = K1KT1 ;
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DataSet y c v y.c y.v v.c units v/y y/v c.v
P1 12 22 130 132 673 2518 6667 56.1 5.2 10
P2 15 25 160 180 888 3527 9595 59.2 5.6 10
P3 22 25 188 264 1177 4215 12718 53.5 6.3 12
P4 25 25 262 300 1612 5907 17420 64.5 6.2 12
P5 25 25 390 300 2345 8625 25334 93.8 6.0 15
P6 25 35 390 425 2345 12249 35887 93.8 6.0 15
P7 30 35 470 510 3013 15087 46113 100.4 6.4 20
P8 30 35 620 510 3835 19737 58685 127.8 6.2 20
P9 35 40 720 700 4522 26432 81396 129.2 6.3 20
P10 40 50 820 1000 5262 37701 118403 131.6 6.4 20
Table 2: Data sets for the benchmark problem. There column titles are the number of years (y), the number of centres (c),
the number of varieties(v), thes number of levels of cross terms(y.c , y.v, v.c), the average varieties per year (v/year), and the
averages year per variety (y/v), and the number of controlled varieties all year (control varieties all year).
Prob No. C L
effects nnz nz ρC nnz nz ρL
P01 3488 56946 16.3 9.4 112618 32.3 18.5
P02 4796 80946 16.9 7.0 172023 35.9 15.0
P03 5892 105059 17.8 6.1 273315 46.4 15.7
P04 8132 144240 17.7 4.4 377761 46.5 11.4
P05 11711 209235 17.9 3.1 507711 43.4 7.4
P06 15470 291318 18.8 2.4 718701 46.5 6.0
P07 19146 370799 19.4 2.0 1020414 53.3 5.6
P08 24768 473891 19.1 1.5 1196903 48.3 3.9
P09 32450 648237 20.0 1.2 1779662 54.8 3.4
P10 44874 932054 20.8 0.9 2817463 62.8 2.8
Table 3: Symbolic analysis of the LDLT factorization and se-
lected inversion. nnz is the number of non-zero elements in
C and L, where only the lower triangular part of C is stored.
nz is the average non-zero elements per column in the low
triangular matrices. ρL is the ratio of non-zero elements in
the low triangular matrices (in per thousand). The FLOPs
counts for LDLT are computed according to the formula (58)
Prob AMD LDLT FLOPS count
P1 0.0121 0.0093 8943842
P2 0.0197 0.0127 17175555
P3 0.0266 0.0173 40768817
P4 0.0433 0.0244 60714709
P5 0.0633 0.0440 75897428
P6 0.0845 0.0505 149074099
P7 0.1177 0.0679 270835518
P8 0.1741 0.0854 290699965
P9 0.2507 0.1280 600925570
P10 0.4010 0.8054 1391099157
Table 4: Timing results for the benchmark problem. Column
AMD is the time for the approximate degree ordering time.
Column LDLT is the timing for the LDLT factorization.
2. I−PX = K2KT2 .
Proof It is easy to verify that Px is an symmetric projection/idempotent
matrix, i.e.
PTX = PX , P
2
X = PX .
Since PX (I−PX ) = 0, the eigenvalues of PX are 1 and 0. There exists
an orthogonal matrix K = (K1,K2), K ∈ Rn×n, K1 ∈ Rn×p, and K2 ∈
R
n×(n−p) such that
PX = (K1,K2)
(
Ip 0
0 0
)(
KT1
KT2
)
= K1KT1 . (59)
One can show that there are exactly p eigenvalues with 1.
Equivalently,
PX (K1,K2) = (K1,K2)
(
Ip 0
0 0
)
. (60)
It is clear that each column of K1(K2) is an eigenvector of PX corre-
sponding to the eigenvalue 1(0). Further, one can verify that PX X = X ,
i.e., each of the column of X is an eigenvector corresponding to 1. Since
eigenvectors corresponding to different eigenvalues are orthogonal, we
have
KT2 X = 0. (61)
Further, one can verify that
I = (KKT )(KKT ) = (K1,K2)
(
KT1
KT2
)
(K1,K2)
(
KT1
KT2
)
= (K1,K2)
(
KT1 K1 0
0 KT2 K2
)(
KT1
KT2
)
= K1(KT1 K1)KT1 +K2(KT2 K2)KT2 = K1KT1 +K2KT2 .
We have
I−PX = K2KT2 . (62)
⊓⊔
Theorem B Let X ∈ Rn×p and rank X = p, p < n. Then there ex-
ist nonsingular matrices L = [L1,L2], such that LT1 X = Ip×p, LT2 X =
0(n−p)×p.
Proof Let B ∈ R(n−p)×(n−p) is any nonsingular matrix and K2KT2 =
I−PX be defined in (62). Then BKT2 X = 0 (K2BT ∈ kerXT ) and rank =
K2BT = n− p. Therefore the columns of {X ,K2BT } forms a set of basis
of Rn×n. Denote LT = [X ,K2BT ]−1, then use the identy LT [X ,K2BT ] =
I , we have(
LT1 X LT1 K2BT
LT2 X L
T
2 K2B
T
)
=
(
Ip×p 0
0 I(n−p)×(n−p)
)
(63)
⊓⊔
Theorem C Let X ∈ Rn×p and rank X = p. For any full rank matrix
L2 ∈Rn×(n−p), and LT2 X = 0, we have
I−PX = L2(LT2 L2)
−1LT2 , (64)
where PX = X(XX)−1XT .
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Proof Let B = [X ,L2]. Since the columns of B is linear independent,
therefore we have the identity I = BB−1B−T BT = B(BT B)−1BT .
I = (X ,L2)
(
XT X XT L2
LT2 X LT2 L2
)−1(XT
LT2
)
. (65)
Use L2T X = 0, we have PX +L2(LT2 L2)−1LT2 = I.
⊓⊔
Theorem D Let H ∈ Rn×n be a symmetric positive definite matrix.
X ∈ Rn×p and L = [L1,L2] ∈ Rn×nL2 such that LT1 X = Ip, LT2 X = 0,
then
PHX = L2(L
T
2 HL2)
−1LT2 , (66)
where PHX = H−1 −H−1X(XT H−1X)−1XT H−1, and
(XT H−1X)−1 = LT1 HL1 −L
T
1 HL2(L
T
2 HL2)
−1LT2 HL1. (67)
Proof Since H is symmetric positive definite, then there exist a sym-
metric positive definite H1/2.Let ˆX = H−1/2X , then for ˆX ∈ Rn×p,
LT2 H1/2 ˆX = 0. According to Theorem C, we have
I−P
ˆX = H
1/2L2(LT2 HL2)−1LT2 H1/2. (68)
Multiply H−1/2 on left and right on both side of the equation, we obtain
H−1−H−1X(XT H−1X)−1XT H−1 = L2(LT2 H
−1L2)−1L2. (69)
Using the equation (66) on the right hand side of (67), we have
LT1 HL1 −LT1 H L2(LT2 HL2)−1LT2︸ ︷︷ ︸
=PHX
HL1
=LT1 HL1 −LT1 (H −X(XT H−1X)−1XT )︸ ︷︷ ︸
=HPHX H
L1
=LT1 X︸︷︷︸
=Ip
(XT H−1X)−1 XT L1︸ ︷︷ ︸
=Ip
= (XT H−1X)−1
⊓⊔
Apply the result in (66) and (67), we can remove the term L2 in
(12),
Theorem E The matrix P = H−1 −H−1X(XT H−1X)−1XT H−1 can
also be written as R−1 −R−1WC−1W T R−1, where W = (X ,Z)
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