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Abstract
Scientific Computing relies on executing computer algorithms coded in some programming languages. Given a particular
available hardware, algorithms speed is a crucial factor. There are many scientific computing environments used to code
such algorithms. Matlab is one of the most tremendously successful and widespread scientific computing environments
that is rich of toolboxes, libraries, and data visualization tools. OpenCV is a (C++)-based library written primarily for Com-
puter Vision and its related areas. This paper presents a comparative study using 20 different real datasets to compare the
speed of Matlab and OpenCV for some Machine Learning algorithms. Although Matlab is more convenient in developing
and data presentation, OpenCV is much faster in execution, where the speed ratio reaches more than 80 in some cases.
The best of two worlds can be achieved by exploring using Matlab or similar environments to select the most successful
algorithm; then, implementing the selected algorithm using OpenCV or similar environments to gain a speed factor.
Keywords: Matlab, OpenCV, Machine Learning.
1. Introduction
Scientific Computing relies on executing computer algorithms written in some programming languages. Given a par-
ticular available hardware, algorithms speed is a crucial factor. There are many scientific computing environments used to
code such algorithms.
Matlab is a high-level programming language for scientific computing [9]. It is an array-based programming language,
where an array is the basic data element. Matlab has an extensive scientific library and toolboxes across different areas of
science, in addition to its data visualization capabilities and functionalities.
OpenCV [2] on the other hand, developed by Intel and now supported by Willow Garage [11], is a free library release
under BSD license. It aims at providing a well optimized, well tested, and open-source (C++)-based implementation for
computer vision algorithms.
Code developing, algorithm implementation, data presentation, and other scientific computing activities are much
easier and more convenient in Matlab or similar environments. However, algorithms developed in native languages, e.g.,
C++, execute much faster.
In research projects that deliver final products, in particular machine learning and model selection based projects, one
usually tries several models and run hundreds, or even thousands, of experiments before settling on the final model. It
is much more convenient and time saving then to leverage an environment with a rich toolboxes and libraries as Matlab.
However, the final selected model has to execute fast for satisfactory performance. This may require recoding the selected
model anew using a native language, e.g., C++.
The motivation behind the present article was a real life project for developing a Computer Aided Detection (CAD) to
detect breast cancer in digital mammograms [12, 1]. Using Matlab was extremely efficient in trying dozens of machine
learning and image processing algorithms. When the project reached the point of deploying the selected models to a final
product it was necessary to write some of those selected algorithms in plain C to gain a speed factor. Moreover, sometimes
it was necessary in the developing phase, before deployment, to code some of the machine learning algorithms in plain C,
to be able to run thousands of experiments in reasonable time.
The present article is a comparative study between Matlab and OpenCV using 20 real datasets, to compare their exe-
cution times for different machine learning algorithms. It is impressive that in some cases OpenCV is 80 times faster than
Matlab.
In Section 2 of this article we describe the settings of this study including hardware, software, datasets, and the machine
learning algorithms used for comparison. Section 3 presents the results and discussion.
IThis manuscript was composed in 2011 as part of a research pursued that time.
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Data sets #Samples #Features #Classes
D1 Connectionist Bench 208 60 2
D2 Breast Tissue 106 9 4
D3 Blood Transfusion 748 4 2
D4 Glass Identification 214 9 6
D5 Haberman’s Survival 306 3 2
D6 Image segmentation 210 19 7
D7 Iris 150 4 3
D8 MAGIC Gamma 19020 10 2
D9 shuttle 43500 9 7
D10 Letter Recognition 20000 17 26
D11 Arcene 100 10000 2
D12 Madelon 2000 500 2
D13 Pen Based Recog. 7494 16 9
D14 SPECT Heart 80 22 2
D15 SPECTF Heart 80 44 2
D16 Arcene Test 167 10000 2
D17 Madelon Test 1800 500 2
D18 Pen Based Recog. Test 3489 16 9
D19 SPECT Heart Test 187 22 2
D20 SPECTTF Heart Test 187 44 2
Table 1: 20 UCI real datasets used to compare performance.
2. Methods
In this section we introduce the environment used in conducting our comparative study. We describe the hardware,
software, datasets, and the machine learning algorithms used as a basis for comparison.
We ran all experiments on an Intel core 2 duo P7450 machine, with 3GB RAM, and Ubuntu 11.04 32-bit Operating
System. We used Matlab version 7.12.0.635 (R2011a), and OpenCV C++ version 2.1 without TBB library [8]. This is to ensure
that we use sequential processing as Matlab, to establish similar environment conditions. Code was compiled using gcc
compiler version 4.5.2.
We used 20 different real datasets, obtained from UCI Machine Learning Repository [10]. All datasets have multivariate
quantitative attributes with no missing values. Table 1 summarizes these datasets.
Below, we list the machine learning algorithms used as a basis of comparison. Full description of those algorithms is
not the scope of the present article and can be found elsewhere in the literature [e.g., 7]. However, we emphasize how
we call these algorithms in each environment (Matlab and OpenCV) to establish common settings for comparison. It is
important to note that some options available in Matlab are not available in OpenCV. However, we set the options and
call these algorithms in both environment in a way that makes sure they both conform and have common settings; (see
Appendix 5.)
2.1. Classification and Regression Trees (CART)
CART [4] is a nonparametric technique that can select the most important variables to predict the output. A tree is
constructed from some questions that recursively split the learning sample into parts till it hits a stopping condition.
We use the classification tree by disabling pruning, surrogate, cross validation options, so that each leaf node can hold
one observation. It is clear that this is an overfitting training; however, we are not interested in building a predictive model
here. Rather, we are interested in comparing the execution speed. The impurity measurement used is GINI index. In
Matlab, we set the merging leaves option mergeleaves to off and in OpenCV we set the maximum depth per tree as max
integer value for signed numbers.
2.2. Naive Bayes
It stems from Bayes’ theorem, by assuming that features are independent. Naive Bayes is a very simple classifier; how-
ever, it outperforms more sophisticated classifiers in some problems. It is more efficient when the dimensionality of the
features is high.
There is no additional properties to set for Naive Bayes. We just pass the datasets to both Matlab and OpenCV.
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2.3. Boosting
Boosting [6] is one of the most efficient classification algorithms over the past few years. It is an algorithm that combine
weak classifiers to produce a strong one. It was originally designed for classification problems but it extends to cover
regression problems as well; see Hastie et al. [7], Duda et al. [5].
We used a CART, with 10 observations per node and GINI index for impurity measurement, as a weak classifier. The
algorithm used for boosting is AdaBoostM1, which is one of the most popular boosting algorithms. Number of ensemble
learning cycles is set to 100.
2.4. Random Forest
Random Forest [3] is an ensemble classifier, comprised of many classification trees built on different bootstrap repli-
cations from the original dataset [7]. To classify an object, each tree gives a vote for a class; the object is classified as the
majority vote of the trees.
We used 20 trees in the forest, each tree with minimum of ten observations per node. In both environments, we set
calculating variable importance to on, and the number of splitting features m to the default value
p
(p), where p is the
number of dimensions. In Matlab, the trees grow without pruning and we set mergeleaves to off. In OpenCV we set the
maximum depth per tree as max integer value for signed numbers.
2.5. K-Nearest Neighbor (KNN)
KNN is one of the simplest, yet most efficient, classifiers. It classifies the object based on the majority vote of the closest
observations (neighbors).
The number of neighbors K is set to one. We used KD search tree as our searching algorithm. The distance measure is
Euclidean Distance.
3. Results and Conclusion
To compare the speed of Matlab and OpenCV for a particular machine learning algorithm, we run that algorithm on one
of the datasets in Figure 1, using the settings and calling parameters of Appendix 5. For each dataset, we run the algorithm
1000 times and take the average of the execution times. Averaging over 1000 experiments is more than necessary since
convergence is reached after few hundreds. Figure 1 is a plot for the log of the execution times ratio between Matlab and
OpenCV. Each bar represents an algorithm tested on a dataset. Due to limitation of memory size and CPU performance,
not all algorithms are tested on all datasets.
It is obvious that OpenCV outperforms Matlab across all experiments (with a speed factor up to 80 in some cases),
except for the KNN algorithm only on Pen Based recognition dataset. It seems that the reason is a combination of number
of dimensionality, sample size, and the use of training set. For instance, KNN on datasets D16 and D17 produced a log
time ratio of 0.8 and 0.9 respectively (see Figure). However, when we used only 16 dimensions out of the 10,000 (or 500)
dimensions of D16 (or D17, the ratio was reduced to 0.5 (or 0.06), which means that Matlab became closer to OpenCV.
However, two other factors affect these results: the training set and the number of observations. Full understanding for the
relative behavior of Matlab and OpenCV in KNN requires more future investigation.
Matlab is a tremendously successful scientific computing environment that helps in developing code in an easy and
lucid way. However, when the execution time is an important factor one may need to sacrifice development convenience
and write algorithms in a more native way, e.g., by using C, C++, OpenCV, or any similar programming languages.
It is always helpful to distinguish between two purposes of scientific computing: research and product development.
For research, one may rely heavily on Matlab, or any similar library-based environment, to experiment new approaches
or algorithms. Its rich library and toolboxes, along with data analysis and visualization capabilities, help in rapid research
and experimentation and saves the time of implementation from scratch. On the other hand, one of the major important
features of a final product is its execution speed that can be achieved by implementation in a native programming language.
A prudent trade off between both approaches is achieved by experimenting using a rich library-based environment; then
after settling on a final algorithm or method one can hard-code and deploy it using a more native language.
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5. Appendix: Parameters and Functions Call
5.1. Classification trees
Matlab
1 c l a s s r e g t r e e ( Data , Target , ’method ’ , ’ c l a s s i f i c a t i o n ’ , ’ minparent ’ , 1 , ’ prune ’ , ’ o f f ’ , ’ mergeleaves ’ , ’ o f f ’ ) ;
OpenCV
1 CvDTreeParams Params = CvDTreeParams(Int_Max , 1, 0, false , 100, 0, false , false , NULL);
2 CvDTree* C_Tree = new CvDTree;
3 C_Tree ->train(Data , CV_ROW_SAMPLE , responses , NULL , NULL , var_type , NULL , Params);
5.2. Naive Bayes
Matlab
1 NaiveBayes . f i t ( Data , Target ) ;
OpenCV
1 CvNormalBayesClassifier* Bays= new CvNormalBayesClassifier;
2 Bays ->train(data , responses , 0, 0);
5.3. Boosting
Matlab
1 Tree = C l a s s i f i c a t i o n T r e e . template ( ’ MinParent ’ , 10) ;
2 ens = fitensemble ( Data , Target , ’AdaBoostM1 ’ , 100 , Tree , ’ type ’ , ’ c l a s s i f i c a t i o n ’ ) ;
OpenCV
1 CvBoost* Boost;
2 CvBoostParams Params =CvBoostParams(Boost ->REAL , 100, 0, Int_Max , false , NULL);
3 Params.max_categories =100;
4 Params.min_sample_count =10;
5 Params.regression_accuracy =0;
6 Params.split_criteria=Boost ->GINI;
7 Params.truncate_pruned_tree=false;
8 Params.use_1se_rule=false;
9 Boost ->train(data , CV_ROW_SAMPLE , responses , 0, 0, var_type , 0, Params , false);
5.4. Random Forest
Matlab
1 TreeBagger (20 , Data , Target , ’OOBVarImp ’ , ’on ’ , ’Method ’ , ’ c l a s s i f i c a t i o n ’ , ’ mergeleaves ’ , ’ o f f ’ , ’ prune ’ , ’ o f f ’ , ’
NVarToSample ’ , ’ A l l ’ ) ;
OpenCV
1 CvRTrees* RTrees;
2 CvRTParams Params;
3 Params = CvRTParams(int_Max , 10, 0, false , 100, 0, true , 0, 20, 0, CV_TERMCRIT_ITER);
4 RTrees ->train(Data , CV_ROW_SAMPLE , Target , 0, 0, var_type , 0, Params);
5.5. KNN
Matlab
1 Tree = createns ( Data , ’NSMethod ’ , ’ kdtree ’ ) ;
2 IDX = knnsearch ( Tree , TestData , ’K ’ , 1) ;
OpenCV
1 CvKNearest* Knn = new CvKNearest;
2 Knn ->train(data , responses , 0, false , 1);
3 CvMat* Sample = cvCreateMat (1, Data ->cols , CV_32F);
4 for(j=0;j<Data ->rows;j++){
5 for(k=0;k<Data ->cols;k++)
6 cvmSet(Sample , 0, k, cvmGet(Data , j, k));
7 Knn ->find_nearest(TempData , 1, Results , 0, 0, 0);
8 }
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Figure 1: The Log of the execution time ratio (log(T1/T2)) between Matlab and OpenCV for different Machine Learning algorithms. The X-axis is real
dataset label as illustrated in Table 1.
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