We consider a stochastic network model for epidemics, based on a random graph proposed by [Ros81] . Members of a population occupy nodes of the graph, with each member being in contact with those who occupy nodes which are connected to his or her node via edges. We prove that the expected number of people who need to be infected initially in order for the epidemic to spread to the entire population, which is given by the expected number of connected components of the random graph, is Lipschitz continuous in the underlying probability distribution of the random graph. We also obtain explicit bounds on the associated Lipschitz constant. We prove this continuity bound via a technique called majorization flow [HD19], which provides a general way to obtain tight continuity bounds for Schur concave functions. To establish bounds on the optimal Lipschitz constant we employ properties of the Mills ratio.
Definition 1. A connected component of a graph G is a subgraph H such that for every pair of nodes x, y ∈ H, there is a path (made up of contiguous edges) between x and y, and moreover there are no edges between nodes in H and G \ H (in other words, no edges leave the connected component).
As a simple example, if p = (1, 0, . . . , 0), then 1 has a single self-edge, and every other node has a single edge touching it, which is connected to 1, and hence the graph of one connected component. As another example, if p = (1/3, 0, 2/3, 0, . . . , 0), then one realization of the random graph is shown in Figure 1 , and another shown in Figure 3 . Figure 1: A realization of the random graph G associated the distribution p = (1/3, 0, 2/3, 0, . . . , 0). A set of edges {(i, X i ) : i = 1, . . . , 10} is constructed by independently sampling each X i ∼ p. The edges shown here are directed, but for the purpose of calculating the number of connected components, we consider the associated undirected graph. These consist of elements which connect to {1}, and elements which connect to {3}, respectively. Note that we neglect directionality in computing connected components.
The number of connected components C of G, the random graph constructed above, is a random variable. Its expectation satisfies
by [Ros81, Equation 3 ]. To make the dependence on p explicit, let us write
(2)
Our contribution Returning to the epidemiological framework, one can see the probability distribution p as representing a model of the interactions between people, and given a probability distribution p, (1) provides a formula for computing E C (p), the expected minimal number of initially infected people required to infect the whole population. However, if interactions are better modelled by some p = p, then E C (p ) provides a better estimate of the minimal number 1 2 3 4 5 6 7 8 9 10
Figure 3: Another realization of the graph G from Figure 1 , with underlying probability distribution p = (1/3, 0, 2/3, 0, . . . , 0). This realization has only one connected component.
of people required to infect the whole population. In the following, we consider the robustness of E C ; in other words, we establish a bound on the error |E C (p) − E C (p )| as a function of the model error given by the total variation distance between p and p . More specifically, we prove that the function p → E C (p) is Lipschitz continuous on the set of probability distributions on {1, . . . , n}, with respect to the total variation distance, and we obtain upper and lower bounds on the optimal Lipschitz constant in terms of n. These bounds involve the Mills ratio,
where φ and Φ are the probability mass function and cumulative density function, respectively, of the standard normal distribution. Our main result is given by the following theorem.
Theorem 2. Let E C (p) and E C (q) denote the expected number of connected components of the random graph of n ≥ 3 nodes, corresponding to probability distributions p and q, respectively. Let f (x) := x − x 2 M (x), and µ be its maximum value on the domain x ≥ 0. Then the following bound holds:
where TV(p, q) := 1 2 ||p − q|| 1 ≡ 1 2 n i=1 |p(i) − q(i)| denotes the total variation distance between the two probability distributions.
Moreover, setting x 0 to be the unique maximizer of f on x ≥ 0, we have that any Lipschitz constant 1 κ satisfies
Moreover, x 0 and µ satisfy the following explicit bounds:
Remark. For n ≥ 5, the lower order terms in (5) satisfy
1 See (8) below for the definition of a Lipschitz constant.
Methods:
The upper bound (4) is proven in Section 3, and relies on a recent connection found between majorization, a preorder of probability distributions, and the total variation distance. This connection leads to a technique called majorization flow, which exploits a path of probability distributions which is monotone-increasing in majorization preorder to describe the maximal change of a Schur concave function over a ball in total variation distance. This is discussed in more detail in Section 2. This technique was first used by two of the present authors in [HD19] to establish novel Lipschitz continuity bounds for the α-Rényi entropy, and we expect it to find use in other areas. The lower bound (5) is proven in Section 4. The uniqueness of the maximizer and the bounds on x 0 and µ are established using interval arithmetic, as described in Appendix A.
Notation and definitions
We denote the set of probability distributions on {1, . . . , n} by
The set of probability vectors with strictly positive entries is denoted P + . For a vector r ∈ R n , r + denotes its largest entry, and r − denotes its smallest entry.
We say a function ϕ : P → R is Schur convex if for p, q ∈ P, p ≺ q =⇒ ϕ(p) ≤ ϕ(q). We say ϕ is Schur concave if −ϕ is Schur convex. One useful characterization of Schur convex functions is if ϕ : P → R is differentiable and symmetric, then it is Schur convex if and only if
for each p ∈ P [Mar11, Section 3.A, Equation (10)].
Continuity bounds for Schur concave functions
The quantity E C defined in (2) respects the majorization preorder, in that if p, q ∈ P satisfy p ≺ q, then
as was shown in [Ros81, Proposition 1]. In other words, E C is Schur concave. Recently [HY10; HD18; HOS18], it has been shown that the majorization preorder interacts well with respect to total variation distance, in the sense that in any total variation ball B ε (r) = {p ∈ P : TV(p, r) ≤ ε} there exists a minimal r * ε ∈ B ε (r) and maximal r * ,ε ∈ B ε (r) element:
Moreover, in [HD18] , the following so-called semigroup property was established:
In [HD19] , this semigroup property was used to construct uniform continuity bounds for Schur concave functions with respect to the total variation distance. This construction begins by noting that if p, q ∈ P satisfy TV(p, q) ≤ ε, then for any Schur concave function f ,
The semigroup property then allows the analysis of the quantity q → f (q * ε ) − f (q) to proceed infinitesimally:
which then yields a Lipschitz continuity bound for f by using (12). Moreover, the particular structure of r * ε then can be used to show that for Schur concave f , the quantity Γ f is simply a difference of two partial derivatives. We refer to [HD19] for the details of this technique, which yields the following result.
Theorem 3 (Corollary 3.2, [HD19] ). Let f : P → R be a Schur concave function which is continuously differentiable on P + . We write f (r 1 , . . . , r n ) ≡ f (r) for r ∈ P. Next, for r ∈ P, let i + ∈ {1, . . . , n} be an index such that r + = r i + , and similarly i − ∈ {1, . . . , n} such that
Note that this definition does not depend on the choice of i ± since f is permutation invariant. Then f is Lipschitz continuous if and only if
satisfies k < ∞. Moreover, in the latter case k is the optimal Lipschitz constant for f .
Proof of the upper bound (4)
In this section, we use Theorem 3 to establish Theorem 2. Note that by (1), E C : P → R is a polynomial in the components of the probability vector p and in particular is continuously differentiable. In [Ros81, Proposition 1], the author proves that p → E C (p) is Schur concave using the criterion (10), by showing that
where S * ranges over nonempty sets of {1, . . . , n} \ {i, j}. Hence,
where S * ranges over nonempty sets of I := {1, . . . , n} \ {i + , i − }, where i ± are indices such that r i ± = r ± . We can use the criterion (10) again by repeating the proof of [Ros81, Proposition 1] to show that for
and hence S is Schur concave on the set p ∈ R n−2 : p i ≥ 0, i p i = 1 − r + − r i . For such p,
To obtain a Lipschitz bound on E C (r), it suffices to bound Γ E C (r) independently of r ∈ P. We upper bound (14) by taking r − = 0. For the simplicity of notation, let s = r + and m = n − 2.
Then we aim to bound 
As c k,m ≥ 0, we can also use the same inequality 1 − s ≤ exp(−s) in the formula for S m (s). This gives as a first upper bound:
We can interpret this sum as a lower Riemann sum for a certain Riemann integral. Noting that the factor l + 2 increases with l and the factor exp − l 2 2m − ls decreases, we have
Therefore,
In terms of the probability density function φ(x) of the standard normal distribution, φ(x) = exp(−x 2 /2)/ √ 2π, and making the substitution v = (u + ms)/ √ m, this last expression can be written as
Exploiting the fact that xφ(x) = −φ (x), and with Φ(x) the cumulative density function of the standard normal distribution, this last expression is equal to
The function in the last factor,
is known as the Mills ratio, and several bounds are known for it. A well-known upper bound valid for x > 0 is M (x) < 1/x [Gor41; YC15], which follows from the fact that M (x) = xM (x) − 1 and that M is a strictly decreasing function. Therefore,
Setting µ to be as in Theorem 2, we have
over the interval 0 ≤ s ≤ 1 Explicit numerical calculations of B m (s) for m up to 10 6 suggest that the maximal value of B m (s) is bounded below by µ √ m and, hence, lies within a constant not exceeding 3 of our bound, which is remarkable. In the following, we prove a slightly weaker bound, which recovers the square-root scaling at leading order.
Proof of the lower bound (5)
Let r = r + , 1−r + n−2 , . . . , 1−r + n−2 , 0 ∈ P for some r + ∈ 1 n−1 , 1 , so that r is a probability distribution with largest element r + . Then the start of Section 3 establishes that
where B m (s) is defined in (15), and s := r + , and m := n − 2. By Theorem 3, it remains to lower bound B m (s) for some s ∈ 1 m+1 , 1 . As in (16), we write
Then
using that since j → ln 1 − j m is decreasing, the integral forms an underapproximation to the sum. By changing variables to v = u/m, we obtain
From (17), defining c 0,m = 1, we have
using (18) for the first inequality. For the second inequality, notice that the sum is of the form 
and summing over k yields the inequality. Next, since
we obtain 
is the Mills ratio. Substituting in a, we have
Recalling the definition of x 0 and µ from Theorem 2, we choose s = 1−e − 2 m x 0 so that b = −x 0 , and µ = x 0 − x 2 0 M (x 0 ). Substituting for µ, we have
The function f (x) := x − x 2 M (x) on the domain x ≥ 0 has a maximum value µ (satisfying (7)) which occurs at a unique point x 0 (satisfying (6)). To prove this, we will use the tools of interval arithmetic. Interval arithmetic is a method for rigorous calculation using finite-precision floating point numbers on a computer, as follows. Instead of considering a real number x ∈ R, which may not be exactly representable with a particular finite precision arithmetic, a small interval [a, b] ⊆ R containing x whose endpoints are exactly representable is used instead. Then to estimate e.g.
. This yields rigorous bounds on f (x) which are not subject to the "roundoff error" of usual floating point arithmetic. In addition, we will use the interval Newton's method, a powerful extension of the iterative root-finding method which provides rigorous bounds on the zeros of a differentiable function and gives a sufficient condition to guarantee the function has a unique zero in a given interval [Tuc11, Ch. 5].
First note that f (0) = 0 and f (x) > 0 using the simple upper bound M (x) < 1 x for x > 0. Hence, any maximum of f cannot occur at zero. Next, f is smooth, with first derivative f (x) = 1 + x 2 − x(2 + x 2 )M (x)
and second derivative f (x) = x 3 + 4x − M (x)(2 + 5x 2 + x 4 ).
By using the interval Newton's method as implemented in the Julia programming language [Bez+17] package IntervalRootFinding.jl [BS19b] , we can verify that for x ∈ [0.0, 3.0], the equation f (x) = 0 has a unique solution x 0 which satisfies (6). Moreover, bounding f on the interval given by (6) with interval arithmetic, as implemented in IntervalArithmetic.jl [BS19a] shows that µ := f (x 0 ) satisfies (7). Lastly, we likewise find that Lastly, for x > 0, we use the lower bound M (x) > x x 2 +1 which holds for x > 0 [YC15] . This bound yields f (x) < x 1+x 2 . The right-hand side is strictly monotone decreasing for x > 1, and evaluates to 0.3 at x = 3. Hence f (x) < 0.3 for x > 3. Thus, the local maximum at x 0 is in fact a global maximum.
