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ENTROPY AND APPROXIMATION NUMBERS OF WEIGHTED
SOBOLEV SPACES VIA BRACKETING
THERESE MIETH
Abstract. We investigate the asymptotic behaviour of entropy and approxi-
mation numbers of the compact embedding id : Em
p,σ
(B) →֒ Lp(B), 1 ≤ p <∞,
defined on the unit ball B in Rn. Here Em
p,σ
(B) denotes a Sobolev space with
a power weight perturbed by a logarithmic function. The weight contains a
singularity at the origin. Inspired by Evans and Harris [5], we apply a brack-
eting technique which is an analogue to that of Dirichlet-Neumann-bracketing
used by Triebel in [14] for p = 2.
1. Introduction
This paper deals with the compact embedding
(1.1) id : Emp,σ(B) →֒ Lp(B), 1 ≤ p <∞,m ∈ N, σ > 0,
where Emp,σ(B) is the closure of C
m
0 (B) with respect to the norm
(1.2) ‖f |Emp,σ(B)‖ :=

∫
B
|x|mp(1 + | log |x||)σp
∑
|α|=m
|Dαf(x)|pdx


1/p
and B = {x ∈ Rn : |x| < 1} is the unit ball. Problems of this type have been
considered so far in [14, 9, 8]. In case of Hilbert spaces Triebel obtained in [14]
sharp results for the corresponding entropy and approximation numbers. Namely,
if p = 2 it holds for k ∈ N, k ≥ 2, that
(1.3) ak(id) ∼ ek(id) ∼


k−
m
n if σ > mn
k−
m
n (log k)
m
n if σ = mn
k−σ if 0 < σ < mn .
We will extend this result and confirm Triebel’s Conjecture 3.8 in [14] that (1.3)
holds for all 1 ≤ p < ∞. In [14] the so called Courant-Weyl method of Dirichlet-
Neumann-bracketing is used. This technique is not available for p 6= 2, but a
partial analogue was established by Evans and Harris in [5]. These authors deal
with Sobolev spaces W 1p (Ω) on a wide class of domains, i.e. rooms and passages
domains or generalised ridged domains. We want to transfer this idea to control
the singularity in our situation.
The paper is organised as follows. In Section 2 we collect basic notation and
briefly introduce the setting of the compact embedding (1.1). In Section 3 we
present a bracketing method to determine the asymptotic behaviour of the number
ν0(ε,Ω) := max{k ∈ N : ak(idΩ) ≥ ε}, ε > 0,
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as ε → 0. The operator idΩ denotes the restriction of id to a subset Ω ⊂ B.
Let Ω =
( J⋃
j=1
Ωj
)◦
with disjoint domains Ωj . The essence of the method is the
bracketing property stated in Proposition 3.3, which reads as
(1.4)
J∑
j=1
µ0(ε,Ωj) ≤ ν0(ε,Ω) ≤
J∑
j=1
ν0(ε,Ωj).
Here the number µ0(ε,Ω), Ω ⊆ B, is defined by
µ0(ε,Ω) := max
{
dimS : α(S) = sup
u∈S\{0}
‖u|Emp,σ(Ω)‖
‖u|Lp(Ω)‖
≤
1
ε
}
.
where the maximum is taken over all finite-dimensional linear subspaces S of
Emp,σ(Ω). This approach attempts to mimic the Dirichlet-Neumann bracketing de-
scribed in [9, 8, 14] if p = 2. This is emphasised by Proposition 3.4. We use (1.4) to
cut off the singularity of the weight bm,σ(x) = |x|
mp(1 + | log |x||)σp, x ∈ B, at the
origin and consider the corresponding domains separately. In this way we achieve
in Proposition 3.6
(1.5) ν0(ε,B) ∼


ε−
n
m if σ > mn
ε−
n
m | log ε| if σ = mn
ε−
1
σ if 0 < σ < mn
for εց 0. Considering the approximation numbers ak(id), this fits exactly to (1.3)
now valid for 1 ≤ p < ∞ as stated in Theorem 3.7. In Section 4 we transfer the
last results to entropy numbers. We get in Theorem 4.1 for k ∈ N, k ≥ 2,
(1.6) ek(id) ∼


k−
m
n if σ > mn
k−
m
n (log k)
m
n if σ = mn
k−σ if 0 < σ < mn .
Thereby [4, Section 1.3.3] provides upper bounds. Lower bounds can be constructed
by using similar basis functions as in Section 3. Our main results are Theorem 3.7
and Theorem 4.1.
2. Preliminaries
We use standard notation. N is the set of all natural numbers and N0 = N∪{0},
R is the set of all real numbers and Rn, n ∈ N, is the Euclidean n−space. For two
positive real sequences {αk}k∈N, {βk}k∈N or two positive functions φ(x), ψ(x) we
mean by
αk ∼ βk or φ(x) ∼ ψ(x)
that there exist constants c1, c2 > 0 such that for all k ∈ N and all x
c1 αk ≤ βk ≤ c2 αk or c1 φ(x) ≤ ψ(x) ≤ c2 φ(x).
A complex-valued Lebesgue measurable function u, defined on (0,∞), belongs to
Lloc1 ([0,∞)) if u is Lebesgue integrable on each interval (0, a) for a > 0. Let Ω be
a smooth bounded domain in Rn. Recall that Cm0 (Ω) collects all complex-valued
functions f on Rn having classical derivatives up to order m ∈ N0 with compact
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support supp f ⊂ Ω. Let Lp(Ω) with 1 ≤ p < ∞ be the Lebesgue space of all
complex-valued Lebesgue measurable functions on Ω such that
‖f |Lp(Ω)‖ =
(∫
Ω
|f(x)|pdx
)1/p
<∞.
Furthermore, D(Ω) = C∞0 (Ω) and the set of all complex distributions D
′(Ω) have
the usual meaning. Lp(Ω) and all other spaces introduced below are considered in
the standard setting of D′(Ω).
Let
◦
Wmp (Ω) be the completion of C
m
0 (Ω) with respect to the norm
∥∥f | ◦Wmp (Ω)∥∥ =

∫
Ω
∑
|α|=m
|Dαf(x)|pdx


1/p
.
For a linear and bounded operator T ∈ L(X,Y ), acting between two complex quasi
Banach spaces X and Y , we define for k ∈ N the k-th entropy number ek(T ) by
ek(T ) := inf
{
ε > 0 : ∃ y1, ...y2k−1 ∈ Y : T (BX) ⊆
2k−1⋃
i=1
BY (yi, ε)
}
.
Here BX stands for the unit ball in X and BY (yi, ε) is the set of all y ∈ Y such
that ‖y − yi‖Y < ε. The k-th approximation number ak(T ) is defined by
ak(T ) := inf
{
‖T − S‖X→Y : S ∈ L(X,Y ), rank S < k
}
where rank S = dimS(X). We assume that the reader is familiar with entropy
numbers, approximation numbers and their relations to the theory of function
spaces. As for details, properties and historical comments, we refer the reader
to [1, 2, 4, 7, 10, 11].
Let B = {x ∈ Rn : |x| < 1} be the unit ball in Rn.We consider weighted Sobolev
spaces on B defined as follows.
Definition 2.1. Let 1 ≤ p < ∞, m ∈ N and σ ≥ 0. Then Emp,σ(B) is the closure
of Cm0 (B) with respect to the norm
(2.1) ‖f |Emp,σ(B)‖ =
(∫
B
|x|mp(1 + | log |x||)σp
∑
|α|=m
|Dαf(x)|pdx
)1/p
.
This Definition is justified by standard arguments. In fact, Emp,σ(B) is the col-
lection of all functions in Lp(B) that are limit elements of convergent sequences of
functions in Cm0 (B) in the norm (2.1). Furthermore, E
m
p,σ(B) is a Banach spaces
(distributionally interpreted). We consider the continuous embedding
(2.2) id : Emp,σ(B) →֒ Lp(B), 1 ≤ p <∞,m ∈ N, σ ≥ 0.
For the justification of the continuity, we recall the (respectively rewritten) Hardy
inequality [14, Theorem 2.4], or rather [9, Corollary 1.8]. Let Bδ = {x ∈ Rn : |x| <
δ}, δ > 0.
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Proposition 2.2. Let m1,m2 ∈ N0 with m1 ≤ m2, σ ≥ 0 and 1 ≤ p < ∞. Then
there are numbers 0 < δ < 1 and c > 0 such that∫
Rn
|x|m1p(1 + | log |x||)σp
∑
|α|=m1
|Dαf(x)|pdx
≤ c
∫
Rn
|x|m2p(1 + | log |x||)σp
∑
|α|=m2
|Dαf(x)|pdx(2.3)
for all f ∈ Cm20 (B
δ). In particular, if m ∈ N then
(2.4)∫
Rn
(1 + | log |x||)σp|f(x)|pdx ≤ c
∫
Rn
|x|mp(1 + | log |x||)σp
∑
|α|=m
|Dαf(x)|pdx
for all f ∈ Cm0 (B
δ).
In [14, Theorem 3.3] it is shown that the embedding
id : Emp,σ(B) →֒ Lp(B) is compact if, and only if, σ > 0.
We also refer to [9, Proposition 2.5] for details.
3. Approximation numbers via Lp-bracketing
We want to establish a bracketing method to estimate the asymptotic behaviour
of the approximation numbers. Therefore we follow the idea of Evans and Harris
[5], see also [3, Chap. 6.3]. We denote by
(3.1) idΩ : E
m
p,σ(Ω) →֒ Lp(Ω)
the restriction of id : Emp,σ(B) →֒ Lp(B) to subsets Ω ⊆ B. We introduce the
following quantities ν0(ε,Ω) and µ0(ε,Ω) taking over the notation from [5].
Definition 3.1. Let 1 ≤ p <∞,m ∈ N, σ > 0 and ε > 0. We define
(3.2) ν0(ε,Ω) := max{k ∈ N : ak(idΩ) ≥ ε}
and put ν0(ε,Ω) = 0 if ak < ε for all k ∈ N. Furthermore, let
(3.3) µ0(ε,Ω) := max
{
dimS : α(S) := sup
u∈S\{0}
‖u|Emp,σ(Ω)‖
‖u|Lp(Ω)‖
≤
1
ε
}
where the maximum is taken over all finite-dimensional linear subspaces S of
Emp,σ(Ω).
Remark 3.2. Due to the compactness of the embedding id we can assume that the
approximation numbers tend to zero and hence the maximum in (3.2) is attained
for some natural number N = N(ε).We will see in Proposition 3.3 that this implies
µ0(ε,Ω) <∞ for every ε > 0.
The embedding id : Emp,σ(Ω) →֒ Lp(Ω) is injective. Thus for every finite-
dimensional linear subspace S ⊂ Emp,σ(Ω) the restriction id
S : S → id(S) is bijective
and bounded. We have
‖(idS)−1‖ = α(S) <∞.
Clearly,
ν0(ε,Ω)→∞ as ε→ 0
describes the asymptotic behaviour of ak(idΩ)→ 0 as k →∞. So the main concern
of this section is to obtain upper and lower bounds for ν0(ε,B).
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The essential tool is the following bracketing property.
Proposition 3.3. Let Ω =
( J⋃
j=1
Ωj
)◦
with disjoint domains Ωj.
Then for ε > 0 it holds
(3.4)
J∑
j=1
µ0(ε,Ωj) ≤ µ0(ε,Ω) ≤ ν0(ε,Ω) ≤
J∑
j=1
ν0(ε,Ωj).
Proof. Step 1. We prove the first inequality. Let j ∈ {1, ..., J}. We assume
µ0(ε,Ωj) < ∞. Otherwise the assertion is trivial. Then there exists a subspace
Sj ⊂ E
m
p,σ(Ωj) with dimSj = µ0(ε,Ωj) such that
‖u|Emp,σ(Ωj)‖ ≤
1
ε
‖u|Lp(Ωj)‖, u ∈ Sj .
We put S :=
J⊕
j=1
Sj ⊆ E
m
p,σ(Ω). For v ∈ S, say v =
J∑
j=1
uj , uj ∈ Sj, we get according
to the disjointness of the domains Ωj
‖v|Emp,σ(Ω)‖
p =
J∑
j=1
‖uj|E
m
p,σ(Ωj)‖
p ≤
J∑
j=1
1
εp
‖uj|Lp(Ωj)‖
p =
1
εp
‖v|Lp(Ω)‖
p.
Thus S is an admitted subspace in (3.3) and we conclude
µ0(ε,Ω) ≥ dimS =
J∑
j=1
µ0(ε,Ωj).
Step 2. We prove the second inequality. Let S be a finite-dimensional linear
subspace of Emp,σ(Ω) and P : E
m
p,σ(Ω)→ Lp(Ω) be a finite rank operator with
rankP < dimS =: d.
Then there is an element 0 6= f∗ ∈ S with P (f∗) = 0. Denote f∗ =
d∑
i=1
λiei where
d∑
i=1
|λi| 6= 0 and S = span{e1, ..., ed}. Then
‖(id−P )f∗ |Lp(Ω)‖ = ‖f
∗ |Lp(Ω)‖ ≥ α(S)
−1‖f∗ |Emp,σ(Ω)‖
and hence
‖ id−P‖ ≥ α(S)−1.
At this point we have seen that
ad(id) ≥ α(S)
−1
for all finite dimensional subspaces S ⊂ Emp,σ(Ω) with dimS = d. This means
ad(id) ≥ ε
for all finite dimensional subspaces S ⊂ Emp,σ(Ω) with dimS = d and in addition
α(S) ≤ 1ε . Hence,
ν0(ε,Ω) ≥ dimS
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for all finite dimensional subspaces S ⊂ Emp,σ(Ω) with α(S) ≤
1
ε . This finishes the
verification of ν0(ε,Ω) ≥ µ0(ε,Ω).
Step 3. We prove the last inequality. For k := ν0(ε,Ωj) + 1 we have
ak(id
j : Emp,σ(Ωj) →֒ Lp(Ωj)) < ε.
In other words, for every j = 1, ..., J there exists a linear and bounded operator
Pj : E
m
p,σ(Ωj)→ Lp(Ωj) with rankPj ≤ ν0(ε,Ωj) such that
‖ idj −Pj |E
m
p,σ(Ωj)→ Lp(Ωj)‖ < ε.
Let P be the operator defined by
(Pf)(x) :=
J∑
j=1
χΩj (x) (Pjf)(x), f ∈ E
m
p,σ(Ω).
Then it holds for all f ∈ Emp,σ(Ω)
‖f − Pf |Lp(Ω)‖
p =
∫
Ω
|f(x)−
J∑
j=1
χΩj (x) Pjf(x)|
pdx
=
J∑
j=1
∫
Ωj
|f(x) − Pjf(x)|
pdx
≤
J∑
j=1
‖ idj −Pj‖
p ‖f |Emp,σ(Ωj)‖
p
<εp ‖f |Emp,σ(Ω)‖
p.
Thus for L := 1 +
∑J
j=1 ν0(ε,Ωj), we have aL(id) < ε. Hence,
ν0(ε,Ω) = max{l : al(id) ≥ ε} ≤ L− 1 =
J∑
j=1
ν0(ε,Ωj).

The last Proposition can be seen as an Lp-version of the Dirichlet-Neumann
bracketing method which is so effective in spectral L2-theory. Indeed Triebel used
this technique in [14] to obtain eigenvalue distribution of the degenerate elliptic
operator defined by
Amσ f = (−1)
m
∑
|α|=m
Dα(bm,σD
αf)(3.5)
dom((Amσ )
1
2 ) = Em2,σ(B)(3.6)
where bm,σ(x) = |x|
2m(1 + | log |x||)2σ , x ∈ B. These spectral results then pro-
vided estimates for the approximation numbers ak(id).We will state the connection
between this L2-bracketing method and the introduced Lp-bracketing quantities
ν0(ε,B) and µ0(ε,B).
Proposition 3.4. For p = 2 let
id : Em2,σ(B) →֒ L2(B)
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be the compact embedding. Then for every ε > 0 it holds
(3.7) ν0(ε,B) = µ0(ε,B).
Furthermore, the positive definite, self-adjoint degenerate elliptic operator Amσ has
pure point spectrum (λk(A
m
σ ))
∞
k=1, monotonically ordered including geometric mul-
tiplicities. It holds
(3.8) ν0(ε,B) = N(ε
−2, Amσ )
where N(λ,Amσ ) denotes the number of eigenvalues λk(A
m
σ ) smaller than or equal
to λ > 0.
Proof. Let id∗ : L2(B) →֒ E
m
2,σ(B) be the dual map of id defined by
(3.9)
(
id f, g
)
L2(B)
=
(
f, id∗ g
)
Em
2,σ(B)
∀f ∈ Em2,σ(B), g ∈ L2(B).
Here (·, ·)L2(B) denotes the inner product in L2(B). Respectively the inner product
(·, ·)Em
2,σ(B)
in Em2,σ(B) is given by the closure of the quadratic form
(3.10)
∫
B
b2m,σ(x)
∑
|α|=m
Dαf(x)Dαg(x)dx, f, g ∈ Cm0 (B).
The closure (·, ·)Em
2,σ(B)
of (3.10) generates the positive definite, self-adjoint operator
Amσ given by (3.5) and (3.6). That means(
Amσ f, id g
)
L2(B)
=
(
f, g
)
Em
2,σ(B)
f ∈ domAmσ , g ∈ E
m
2,σ(B).
The embedding id : Em2,σ(B) →֒ L2(B) is compact. Hence, by Rellich’s Criterion
[12, Section 4.5.3, p. 258] the operator Amσ has pure point spectrum. Moreover,
the approximation numbers coincide with its singular values, see for instance [2,
Theorem II.5.10, p.91]. That is
(3.11) ak(id) = λk(| id |) = λk([ id
∗ ◦ id ]1/2)
where λk(·) denotes the kth-eigenvalues of the corresponding operator. Furthermore
id∗ ◦ id : Em2,σ(B)→ E
m
2,σ(B)
is a non-negative, compact and selfadjoint operator. Respectively we apply [2,
Theorem II.5.6, p.84] to T = id∗ ◦ id. We get that
#{k : λk(T ) ≥ ε
2} = maxdimS
where the maximum is taken over all closed linear subspaces S of Em2,σ(B) such
that for all f ∈ S (
Tf, f
)
Em
2,σ(B)
≥ ε2‖f |Em2,σ(B)‖
2.
Due to (3.9), last line is equivalent to
α(S) = sup
f∈S,f 6=0
‖f |Em2,σ(B)‖
‖f |L2(B)‖
≤
1
ε
.
We have shown
ν0(ε,B) = #{k : ak(id) ≥ ε} = #{k : λk(T ) ≥ ε
2} ≤ µ0(ε,B).
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The converse inequality was already shown in (3.4). This proves (3.7). Next we
justify (3.8). Recall that id and id∗ have the same singular values, see [2, Theorem
II.5.7, p. 85]. Hence, in view of (3.11) it suffices to prove that
(3.12) id ◦ id∗ = (Amσ )
−1
where we consider the operators from L2(B) to L2(B). Therefore let f ∈ domA
m
σ
and g ∈ Em2,σ(B). Then(
id∗(Amσ f), g
)
Em
2,σ(B)
=
(
Amσ f, id g
)
L2(B)
=
(
f, g
)
Em
2,σ(B)
.
Hence for all f ∈ domAmσ
id∗(Amσ f) = f.
The inverse operator (Amσ )
−1 acting in L2(B) is given by
dom(Amσ )
−1 := {g ∈ L2(B) : ∃ f ∈ domA
m
σ , A
m
σ f = g}
(Amσ )
−1g := id f.
Now (3.12) follows by
(Amσ )
−1g = id f = id(id∗Amσ f) = id(id
∗ g).
Finally
ν0(ε,B) = #{k : ak(id) ≥ ε} = #{k : λk(id
∗ ◦ id) ≥ ε2}
= #{k : λk((A
m
σ )
−1) ≥ ε2} = #{k : λk(A
m
σ ) ≤ ε
−2}.

In the sense of the last Proposition, the bracketing quantities ν0(ε,B) and
µ0(ε,B) extend the Courant-Weyl method of Dirichlet-Neumann bracketing. For
details of this method in Hilbert spaces, we refer to[2, Chapter XI].
We turn to the situation of Banach spaces, 1 ≤ p <∞, and concentrate on the
asymptotic behaviour of ν0(ε,B) as ε→ 0. First we will show that one can cut off
the singularity at x = 0 without affecting the asymptotic behaviour of ν0(ε,B) and
µ0(ε,B). This is the crucial point to control the singularity in our situation.
Proposition 3.5. Let ε > 0 and put BJ := {x ∈ R
n : |x| < 2−J} with J = J(ε) ∈
N such that J ∼ ε−
1
σ . Then it holds
(3.13) ν0(ε,BJ) = µ0(ε,BJ ) = 0.
Proof. Due to (3.4) it suffices to prove that ν0(ε,BJ) = 0. Let 0 < δ < 1 be the
constant from Proposition 2.2. Without loss of generality we assume 2−J ≤ δ.
Then for f ∈ Emp,σ(BJ )
‖f |Lp(BJ )‖
p ≤ c J−σp
∫
BJ
(1 + | log |x||)σp|f(x)|pdx ≤ c J−σp‖f |Emp,σ(BJ )‖
p.
With J ∼ ε−
1
σ one has
‖ idJ : E
m
p,σ(BJ ) →֒ Lp(BJ)‖ < ε.
This proves the assertion since the approximation numbers ak(idJ) are bounded by
the norm ‖ idJ ‖. 
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With the last bracketing results we are able to adapt the Dirichlet-Neumann
bracketing in L2(B) used in [14] to our situation. We decompose the domain B into
finitely many annuli leaving a small ball around the origin and consider restricted
operators separately. We get rid of the singularity due to the last Proposition. The
quantities ν0(ε,B
j) and µ0(ε,B
j) restricted to annuli Bj deliver lower and upper
bounds. The result reads as follows.
Proposition 3.6. Let n,m ∈ N and ε > 0 small. Then it holds
(3.14) ν0(ε,B) ∼


ε−
n
m if σ > mn
ε−
n
m | log ε| if σ = mn
ε−
1
σ if 0 < σ < mn .
Proof. Let J ∈ N with J ∼ ε−
1
σ and denote Bj := {x ∈ B : 2−j ≤ |x| < 2−j+1},
j = 1, ..., J and BJ := {x ∈ B : |x| < 2
−J}. Consider the disjoint partition of the
unit ball
B = BJ ∪ (B \BJ )
where B \BJ :=
J⋃
j=1
Bj . By (3.4) and (3.13), one has
µ0(ε,B \BJ) = µ0(ε,B \BJ) + µ0(ε,BJ)
≤ ν0(ε,B)
≤ ν0(ε,B \BJ) + ν0(ε,BJ)
= ν0(ε,B \BJ)(3.15)
Step 1. We prove the upper bounds for (3.14). On the annuli Bj one can replace
the weights by proportional constants. Hence
‖ idj |Emp,σ(B
j) →֒
◦
Wmp (B
j)‖ ≤ c 2jmj−σ.
Furthermore, recall the well-known classical result for smooth bounded domains
Ω ⊂ Rn
(3.16) ak(
◦
Wmp (Ω) →֒ Lp(Ω)) ∼ k
−m
n .
For the history of these results we refer to [4, Section 3.3.5]. It follows by the same
dilation arguments as in [14] that
ak(
◦
Wmp (B
j) →֒ Lp(B
j)) ∼ 2−jmk−
m
n .
By decomposition of idj : Emp,σ(B
j) →֒ Lp(B
j) we get
ak(id
j) ≤ c ‖ idj |Emp,σ(B
j) →֒
◦
Wmp (B
j)‖ ak(
◦
Wmp (B
j) →֒ Lp(B
j)) ≤ c j−σk−
m
n
and thus ν0(ε,B
j) ≤ c j−
n
m
σε−
n
m . The constants are independent of j. Then one
has by (3.4)
ν0(ε,B \BJ ) ≤
J∑
j=1
ν0(ε,B
j)
≤ c ε−
n
m
J∑
j=1
j−
n
m
σ ∼ ε−
n
m


1 if σ > mn
log J if σ = mn
J1−
n
m
σ if 0 < σ < mn .
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The estimates from above in (3.14) follow now from J ∼ ε−
1
σ and (3.15).
Step 2. We prove the estimates from below in (3.14). Therefore we shall construct
suitable finite-dimensional subspaces to estimate µ0(ε,B \BJ) from below. We use
basis functions similar to those in [6], see also [4, Section 4.3.2, p.170-173, Step 1-2].
Let f ∈ S′(Rn) with supp f ⊆ [−1, 1]n. Put
spanlj := span{f(2
l · −k) : k ∈ Zn, 2−lk ∈ Bj} j, l ∈ N, l ≥ j.
The number of admitted lattice points k ∈ Zn such that 2−lk ∈ Bj is 2n(l−j)
(neglecting constants). Furthermore one may assume that the functions f(2l · −k)
have disjoint supports and therefore
dim spanlj ∼ 2
n(l−j).
For every g ∈ spanlj , say
g(x) =
∑l,j
akf(2
lx− k), ak ∈ C, j, l ∈ N, l ≥ j,
where the sum is taken over all lattice points k ∈ Zn such that 2−lk ∈ Bj , it holds
‖g |Lp(B)‖
p ∼
∑l,j
|ak|
p ‖f(2l · −k)|Lp(B)‖
p ∼ 2−ln
∑l,j
|ak|
p.
Then supp f(2l · −k) ⊂ Bj leads to
‖g |Emp,σ(B)‖
p ∼
∑l,j
|ak|
p ‖f(2l · −k)|Emp,σ(B)‖
p ∼ jσp2m(l−j)p2−ln
∑l,j
|ak|
p.
In particular,
(3.17) ‖g |Emp,σ(B)‖ ∼ j
σ2m(l−j) ‖g |Lp(B)‖ ∀ g ∈ span
l
j .
Note that one can replace B by Bj in (3.17) due to the construction of spanlj .
We deal with three different subspaces to obtain the three estimates from below in
(3.14). Firstly, let L ∈ N such that L ∼ − 1m log ε and
S1 := span
L
1 .
Then for every g ∈ S1 we have due to (3.17)
‖g |Emp,σ(B)‖ ∼ 2
mL ‖g |Lp(B)‖.
Hence α(S1) ≤ 2
mL ∼ 1ε . This ensures
µ0(ε,B \BJ) ≥ dimS1 ∼ 2
nL ∼ ε−
n
m .
The second subspace is defined by
S2 :=
J⊕
j=1
spanjj .
Then for every g ∈ S2, say g =
J∑
j=1
gj with gj ∈ span
j
j , we get with (3.17)
‖g |Emp,σ(B)‖
p ∼
J∑
j=1
‖gj |E
m
p,σ(B
j)‖p ∼
J∑
j=1
jσp‖gj |Lp(B
j)‖p.
We estimate jσ by Jσ and obtain α(S2) ≤ J
σ ∼ 1ε . Consequently we have
µ0(ε,B \BJ) ≥ dimS2 ∼ J ∼ ε
− 1
σ .
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Up to now we have shown
µ0(ε,B \BJ) ≥ c ε
−max{ 1
σ
, n
m
}.
In the limiting case σ = mn we can refine the decomposition of B \BJ to obtain the
log-factor. Define a subspace
S3 :=
J⊕
j=1
span
lj
j
where lj ∼ j +
1
n (log J − log j). Then for every g ∈ S3, say g =
J∑
j=1
gj with
gj ∈ span
lj
j , it holds because of (3.17)
‖g|Emp,σ(B)‖
p ∼
J∑
j=1
‖gj|E
m
p,σ(B
j)‖p
∼
J∑
j=1
jσp 2m(lj−j)p ‖gj|Lp(B
j)‖p
∼ J
m
n
p
J∑
j=1
j(σ−
m
n
)p ‖gj|Lp(B
j)‖p.
If σ = mn then j
(σ−m
n
)p = 1 and so α(S3) ≤ J
m
n ∼ 1ε . We conclude for σ =
m
n
µ0(ε,B \BJ) ≥ dimS3 ∼
J∑
j=1
2n(lj−j) ∼ J
J∑
j=1
1
j
∼ J log J ∼ ε−
n
m | log ε|.
The estimates from below in (3.14) follow now from (3.15). 
We will transfer the asymptotic behaviour of ν0(ε,B) as ε → 0 to the corre-
sponding approximation numbers.
Theorem 3.7. Let n,m ∈ N, 1 ≤ p < ∞ and σ > 0. Then the embedding id :
Emp,σ(B) →֒ Lp(B) is compact and
(3.18) ak(id) ∼


k−
m
n if σ > mn
k−
m
n (log k)
m
n if σ = mn
k−σ if 0 < σ < mn .
Proof. First we remark that from ν0(ε,B) ∼ ε
−κ| log ε|ρ, κ > 0, ρ ∈ R, it follows
ν0(ak(id), B) ∼ k. Hence
(3.19) k ∼ ak(id)
−κ| log ak(id)|
ρ.
Then one has in particular
log k ∼ | log ak(id)|
[
κ+ ρ
log | log ak(id)|
| log ak(id)|
]
∼ | log ak(id)|.
Inserting this in (3.19) one obtains for k ≥ 2
ak(id) ∼ k
− 1
κ (log k)
ρ
κ .
Now (3.18) follows from (3.14). 
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4. Entropy numbers
We turn to the entropy numbers ek(id) of the compact embedding id : E
m
p,σ(B) →֒
Lp(B). We have so far the exact behaviour of the approximation numbers in The-
orem 3.7. The corresponding upper bounds for the entropy numbers follow imme-
diately from [4, Section 1.3.3]. On the other hand, similar constructions to those
from the proof of Theorem 3.7 lead to the estimates from below of ek(id). The
result reads as follows.
Theorem 4.1. Let n,m ∈ N, 1 ≤ p < ∞ and σ > 0. Then the embedding id :
Emp,σ(B) →֒ Lp(B) is compact and
(4.1) ek(id) ∼


k−
m
n if σ > mn
k−
m
n (log k)
m
n if σ = mn
k−σ if 0 < σ < mn .
Proof. Step 1. Considering (3.18), one has in particular that
a2j−1(id) ∼ a2j (id), j ∈ N.
Now one can apply [4, Section 1.3.3, p.15] with reference to [13] and gets
ek(id) ≤ c ak(id), k ∈ N.
Step 2. By decomposition of id and (3.16), we clearly get due to the multiplicativity
of entropy numbers the classical lower estimate
k−
m
n ∼ ek(
◦
Wmp (B) →֒ Lp(B)) ≤ c ek(id).
We claim
ek(id) ≥ c k
−σ.
We adapt arguments from [6] or rather [4, Theorem 4.3.2, Step 1]. Let
(4.2) f lj(x) :=
∑l,j
akf(2
lx− k), ak ∈ C, j, l ∈ N, l ≥ j,
where f ∈ S′(Rn) is such that supp f ⊂ [−1, 1]n. The sum
∑l,j
is taken over all
lattice points k ∈ Zn such that 2−lk ∈ Bj . The number of the subcommands is
Nl−j = 2
n(l−j) (neglecting constants). As before in the proof of Proposition 3.6,
we assume that f(2l · −k) have disjoint supports. We obtain
(4.3) ‖f lj |Lp(B)‖ ∼ 2
−ln
p
(∑l,j
|ak|
p
) 1
p
and
(4.4) ‖f lj |E
m
p,σ(B)‖ ∼ j
σ2m(l−j)2−l
n
p
(∑l,j
|ak|
p
) 1
p .
Due to the definition of entropy numbers, there exist 2Nl−j balls Ki, i = 1, ..., 2Nl−j
in Lp(B) with radius ε˜ = 2eNl−j(id) which cover the unit ball U of E
m
p,σ(B). For
any one of these balls K = Ki it holds
vol(K ∩ spanlj) ≤ c
[
2eNl−j(id)2
ln
p
]Nl−j vol(UNl−jp )
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where UNp is the unit ball in ℓ
N
p . We can estimate
vol(U ∩ spanlj) ≤
2Nl−j∑
i=1
vol(Ki ∩ spanlj)
≤ c 2Nl−j
[
2 eNl−j(id) 2
ln
p
]Nl−j
vol(U
Nl−j
p ).(4.5)
The left hand side is equivalent to [j−σ2−m(l−j)2l
n
p ]Nl−j vol(U
Nl−j
p ) and so we have
(4.6) j−σ2−m(l−j) ≤ c eNl−j(id).
If σ = mn we choose j = 1. Otherwise let l and j be such that
l ∼ j + σnσ−m log j ⇐⇒ (n−
m
σ )(l − j) ∼ log j
⇐⇒ 2n(l−j)2−
m
σ (l−j) ∼ j
⇐⇒ 2n(l−j) ∼ j 2
m
σ (l−j)
⇐⇒ [Nl−j ]
−σ ∼ j−σ 2−m(l−j).
Then (4.6) leads to
ek(id) ≥ c k
−σ.
Step 3. We prove the limiting case σ = mn . We fix J ∈ N and construct in each
annulus Bj , j = 1, ..., J functions of type (4.2) such that the size of the lattice
depends on j. Namely, consider
fJ(x) :=
J∑
j=1
f
lj
j (x), bj ∈ C,
such that lj ∼ j +
1
n (log J − log j). Let
spanJ := span
{
f(2−ljx− k) : k ∈ Zn, 2−ljk ∈ Bj , j = 1, ..., J
}
.
Then
dim spanJ ∼
J∑
j=1
2n(lj−j) ∼ J
J∑
j=1
1
j
∼ J log J.
We have the following counterparts of (4.3) and (4.4) with modified coefficients
bk = 2
−lj
n
p ak
‖fJ |Lp(B)‖ ∼
J∑
j=1
‖f
lj
j |Lp(B)‖ ∼
(∑∗
|bk|
p
) 1
p .
Since J
m
n ∼ jσ2m(lj−j) if σ = mn , we obtain
‖fJ |Emp,σ(B)‖ ∼
J∑
j=1
‖f
lj
j |E
m
p,σ(B)‖ ∼
J∑
j=1
jσ2m(lj−j)‖f
lj
j |Lp(B)‖
∼ J
m
n
(∑∗
|bk|
p
) 1
p .
The sum
∑∗
is taken over NJ ∼ J log J summands. Now we are in the same
situation as in Step 2. For 2N
J
balls (Ki), i = 1, ..., 2N
J
, with radius ε˜ = 2eNJ (id),
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which cover the unit ball U , it holds as a counterpart of (4.5)
vol(U ∩ spanJ) ≤
2N
J∑
i=1
vol(Ki ∩ spanJ) ≤ c 2N
J [
2eNJ (id)
]NJ
vol(UN
J
p ).
Similarly as in Step 2, the left hand side is equivalent to [J−
m
n ]N
J
vol(UN
J
p ). Hence,
we showed that
J−
m
n ≤ c eNJ (id).
Finally,
NJ ∼ J log J ⇐⇒ J−
m
n ∼ (NJ )−
m
n (logNJ)
m
n
completes the proof. 
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