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N. Dumakude
Department of Electrical and Electronic Engineering,
University of Stellenbosch,
Private Bag X1, Matieland 7602, South Africa.
Thesis: MScEng (Elec)
March 2018
Very recently has the concept of a slip coupler been introduced in wind energy
applications. It forms part of the SS-PMG and there is extensive work being
done in evaluating the technology. It's application is for a ﬁxed speed and ﬁxed
blade pitch stall controlled wind turbine. The stall controlled wind turbine's
aerodynamic performance is evaluated using BEM and CFD for various wind
conditions where the gust winds are evaluated in case they pose a potential
threat in the health of the system components. The optimum energy capture
for proposed wind site is established and a cost analysis is performed in order
to establish what size turbine and cost would yield optimum energy produc-
tion per cost. A cost model for the SS-PMG system is proposed whereby a
discrete cost package for the slip-PMC and the PMSG are developed, with the
use of mass ratios of the SS-PMG components and some data from electrical
machines manufacturers. A simple cost model for the wind turbine blades is
established and with the available cost models, the drive train cost evaluation
is performed in evaluating the competitiveness of the Aero Energy and the
NREL Phase VI wind turbine. To minimise shaft stiﬀness, the slip-PMC is
introduced in small-scale wind turbines. The analysis of such machines is pro-
posed and evaluated. A spoke-mount PM coupler conﬁguration is proposed
and its performance is evaluated against that of the the surface-mount PM
coupler which is widely studied in most literature. The machine performance
sensitivity to magnet dimensions is done in a form of a optimisation of a PM
rotor for a ﬁxed wound rotor. The spoke-mount PM machine shows an im-
provement in torque performance for the same amount of PM material as the
ii
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surface-mount PM machine. The slip-PMC torque performance is dependent
on the eﬀective resistance of the coils, thus assuming dc resistance only yields
inaccurate prediction, especially at high frequencies. Thus slot leakage eﬀect is
accounted by introducing a multiple layer coil modelling technique whereby the
average taken when only one coil layer is considered is minimised. Addition-
ally the ac resistance is dominant where the skin depth of penetration is less
than the actual coil depth, thus it is deemed necessary to evaluate the model
performance assuming ac resistance at high slip frequencies. The low core loss
which is deemed negligible in the design optimisation of such a machine is
demonstrated using a static and time harmonic model. The conduction losses
which are quite dominant and accounted for in the design optimisation are
illustrated. Finally the slip-PMC concept is tested test rig prototype which
shows is in agreement with the static FEM analysis method, in eﬀect validating
the slip-PMC concept.
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Uittreksel
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Ontwerp Analise vir Kleinskaal Vaste Spoed Wind
Generator Systems
(Wind Turbine and Slip PM Coupler Design Analysis for Small Scale Fixed Speed
Wind Generator Systems)
N. Dumakude
Departement Elektriese en Elektronies Ingenieurswese,
Universiteit van Stellenbosch,
Privaatsak X1, Matieland 7602, Suid Afrika.
Tesis: MScIng (Elek)
Maart 2018
Baie onlangs is die konsep van 'n glipkoppelaar in windenergie-toepassings be-
kendgestel. Dit vorm deel van die SS-PMG en daar word uitgebreide werk
gedoen om die tegnologie te evalueer. Dit is die toepassing van 'n vaste spoed-
en-vaste-mes-stalletjie beheerde windturbine. Die aërodinamiese prestasie van
die stalletriese windturbine word geëvalueer met behulp van BEM en CFD vir
verskeie windtoestande waar die windwinde geëvalueer word in die geval dat
dit 'n potensiële bedreiging in die gesondheid van die stelselkomponente inhou.
Die optimale energie-opname vir die voorgestelde windterrein word vasgestel
en 'n koste-analise word uitgevoer om vas te stel watter grootte turbine en
koste optimale energieproduksie per koste sal lewer. 'N Kostemodel vir die
SS-PMG-stelsel word voorgestel waarvolgens 'n diskrete kostepakket vir die
slip-PMC en die PMSG ontwikkel word, met behulp van massaverhoudings
van die SS-PMG komponente en sommige data van vervaardigers van elek-
triese masjiene. 'N Eenvoudige kostemodel vir die windturbine-lemme word
gevestig. Met die beskikbare kostemodelle word die koste-evaluering van die
treinkoste uitgevoer om die mededingendheid van die Aero Energy en die wind
turbine van die NREL Fase VI te evalueer. Om die styfheid van die skag
te verminder, word die slip-PMC in kleinschalige windturbines ingevoer. Die
ontleding van sulke masjiene word voorgestel en geëvalueer. 'N Spreek-berg-
PM-koppelaarkonﬁgurasie word voorgestel en sy prestasie word geëvalueer teen
dié van die oppervlakmonteer-PM-koppelaar wat in die meeste literatuur wyd
iv
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bestudeer word. Die masjienprestasie sensitiwiteit vir magneet afmetings word
gedoen in 'n vorm van 'n optimalisering van 'n PM rotor vir 'n vaste wondrotor.
Die geperforeerde PM-masjien toon 'n verbetering in wringkragprestasie vir
dieselfde hoeveelheid PM-materiaal as die oppervlakmonterende PM-masjien.
Die glip-PMC-wringkragprestasie is afhanklik van die eﬀektiewe weerstand van
die spoele, dus aanvaar die dc weerstand slegs onakkurate voorspelling, veral
by hoë frekwensies. So die slot lek eﬀek word verantwoord deur die invoe-
ring van 'n meervoudige laag spoel modellering tegniek waardeur die gemid-
delde geneem wanneer slegs een spoel laag oorweeg word, word geminimaliseer.
Daarbenewens is die AC-weerstand dominante waar die veldigtheid van die pe-
netrasie minder is as die werklike spoeldiepte. Dit word dus nodig geag om
die modelprestasie te evalueer met die aanvaarding van AC-weerstand teen
hoë glyfrekwensies. Die lae kernverlies wat onbeduidend geag word in die ont-
werpoptimalisering van so 'n masjien word gedemonstreer met behulp van 'n
statiese en tyd harmoniese model. Die geleidelike verliese wat heeltemal oor-
heersend en verantwoord word in die ontwerpoptimalisering word geïllustreer.
Ten slotte word die slip-PMC-konsep getoets met die toets-prototipe wat toon
dat dit in ooreenstemming is met die statiese FEM-analise-metode, wat die
slip-PMC-konsep uiteindelik bevestig.
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Chapter 1
Background on Wind Energy
1.1 Introduction
Wind energy conversion systems have been used for over three millennium
in grinding grain, pumping water and sailing ships. With the invention of
the light bulb and the industrial revolution electrical energy generation found
application in lighting buildings and supplying electric machinery. It's only in
the 1940's that the ﬁrst biggest electric wind turbine that generated electricity
was built [6]. However, cheap oil and gas in the 1980's to early 1990s had
imposed hindrance in the advancement of wind energy as a technology. Danish
wind turbine manufactures in this era introduced the `Danish concept', which
is a upwind, direct-drive, stall-regulated (ﬁxed speed) wind turbine system that
uses a squirrel cage induction generator (SCIG). This was arguably to make
the wind energy conversion system more cost eﬀective in order to compete with
conventional energy conversions systems of the time. Wind energy has gained
traction in the recent decade due to the increase in demand for clean energy.
The following sections of this chapter give a historical context into the wind
modelling tools used widely in the wind industry, in order to make the reader
appreciate them. These wind modelling tools are employed in this thesis.
1.2 A Word on Energy Density
Challenges faced by renewable energy systems and wind energy in particular
are typically due to the energy density of these energy sources when compared
to say coal or nuclear. With the energy density being deﬁned as the amount
of energy stored in a given system or region of space per unit volume, it not
surprising that wind turbines would occupy more land. The power in free
ﬂowing wind is expressed by
P =
1
2
ρAv3 (1.2.1)
2
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Figure 1.1: Energy density of selected sources of power generation [1].
where ρ is the wind density, A is the cross-section area swept by the wind
turbine rotor and v is the free stream wind velocity. Taking the power in
wind equation Eq. (1.2.1) for example, we see that power is dependent on the
energy medium's density, and in order to extract energy from this medium
there is an area of space taken up by the actuator that converts the kinetic
energy in wind to rotational energy also known as torque. Also it might be
a cultural habit that is making the adoption of renewable energy hard, as
in the history of electrical energy generation the not so clean non-renewable
energy sources such as coal and nuclear have been used in electrical energy
generation and dominate the energy market. The data in Fig. 1.1 indicates
the land-take by various energy sources, where nuclear energy generation has
the smallest spatial foot print delivering more energy per unit area. Wind is
second on the scale, nonetheless the land taken up by wind turbines can still be
used for other purposes such as livestock or crop farming. Renewable energy
doesn't require any disposal of its primary energy source that may pose an
environmental threat as in the case of nuclear and fossil fuel energy sources.
This is a point of departure on the pursuit of more eﬃcient energy conversion
systems particularly in the wind energy generation space.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 1. BACKGROUND ON WIND ENERGY 4
1.3 BEM in Wind Energy: Historical context
The development of the blade element momentum theory (BEM) dates back to
1865 when the momentum theory was inaugurated by W.J.M Rankine for an
actuator disc in marine propeller applications in 1865 [7]. Subsequent develop-
ments which followed by W. Froude (1898) who developed the blade element
theory and H. Glauert (1935) who realised the complete blade element mo-
mentum theory [8], make up the core of the wind turbine modelling tool.
It is arguably the oil crisis of the 1970s that initiated the accelerated devel-
opment of aerodynamic models in wind energy. In the 1980s and 1990s there
was a rise of BEM codes in wind turbine design optimisations. A lot other
developments since have been established and implemented, and some of these
are highlighted and used in the later chapters in the wind turbine analysis of
this thesis.
A comparison of Paulsen [9] ﬁeld measurements with BEM and CFD for
the Nordtank NTK 500/41 wind turbine performance is done in literature
[10, 11], which indicates good agreement of these wind turbine models with
practice. Various correction models are implemented in BEM models in order
to correlate measurement to the analytical model. This renders BEM codes as
hybrid models that use empirical models that are calibrated for speciﬁc ﬂow
conditions. With this said, the author greets this wind turbine modelling tool
in wind turbine analysis.
1.4 CFD in Wind Energy: Historical context
Computational Fluid Dynamics (CFD) is the analysis of systems involving
ﬂuid ﬂow by means of computer-based simulation. Its early adopter was the
aerospace industry in the 1960s which started integrating CFD techniques into
design, R&D and manufacture of aircraft. The severe lack of availability of
aﬀordable high performance computing hardware and computational time lim-
itations associated with CFD solutions precluded their use. In recent years,
dating back as early as the 1990s, the advances in processor speed and storage
capacity of modern computers have facilitated the entry of CFD into the wider
industrial community [12].
CFD is based around the concept of discretising the Navier-Stokes (NS) equa-
tions into a computational grid. This results in a large number of coupled
non-linear equations that must be solved numerically. A problem of variety
of scales arises in CFD, ranging from small turbulent eddies to large scales in
the order of rotor diameter. A computational grid that attempts to resolve
these length scale remains diﬃcult. To overcome this challenge turbulence
models are developed to model the smallest eddies. Turbulence models are
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 1. BACKGROUND ON WIND ENERGY 5
calibrated for various ﬂows, and therefore their use arguably introduces addi-
tional uncertainty to the computed results. One such turbulence model is the
Spalart-Allmaras (SA) turbulence model which is a one-equation mixing model
that models turbulent eddy viscosity. The SA turbulence model is calibrated
for external ﬂows and is considered an adhoc turbulence model due to its sim-
plicity, robustness and ability to yield results in a prompt manner. Another
more superior turbulence model that is used for general engineering ﬂows is the
Menter k-omega shear stress transport (k−ω SST) turbulence model which is
a two-equation eddy viscosity turbulence model [13]. It has the capability of
switching between the standard k-epsilon (k − ) [14] model and the original
Wilcox [15] k−ω model with the shear stress transport model that gives good
results in prediction of adverse pressure gradient ﬂows. This model is often
used in turbo-machinery models and gives good results, however requires a
thin mesh to resolve the boundary layer and is quite prone to instability issues
especially in terms of solution convergence. Grid convergence studies make it
possible to obtain a optimum solution mesh that requires fewer mesh cells but
still giving accurate results, saving on computation overheads and time. With
such computer based models it is possible to perform permutations on wind
turbine designs which would cost a lot of time and money if done in the ﬁeld.
Given the availability of High Performance Computing (HPC) resources, one
can pursue the use of these computation methods.
1.5 Wind Energy Conversion Systems
One of the most innovative solutions in wind energy was the `Danish concept'
which is a cost eﬀective wind energy conversion system of its time. It uses a
SCIG for converting mechanical energy due to the kinetic energy in the wind
into electrical energy that can be fed into the grid. However SCIGs draw
reactive power from the grid to magnetise the cage rotor, thus causing poor
power factor performance on the the grid . To overcome this, SCIGs were ex-
tended with shunt capacitor banks between the stator and the grid connection
for power factor compensation as shown in Fig 1.2. The permanent mag-
net induction generator (PMIG) is a concept that attempts to overcome the
challenge posed by poor power factor performance of the conventional SCIG.
This system is typically implemented in geared wind turbine systems. An-
Gearbox SCIG
Capacitor
Grid
Figure 1.2: Geared SCIG system.
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other popular non-geared type of system in wind energy generation is the the
direct-drive permanent magnet synchronous generator (PMSG) shown in Fig.
1.3, with a full rated voltage source converter (VSC) that facilitates variable
speed operation [16]. The generator has good power factor performance and
does not require any external ﬁeld excitation circuits that reduce the eﬃciency
of the electrical generator with added ﬁeld loss. Another beneﬁt of the per-
manent magnet (PM) excitation is that the rotor is much lighter than that of
conventional wound rotor, thus improving the torque density [17]. There are
reliability and availability issues associated with geared systems, and an alter-
native direct-drive (gearless) system is proposed in literature [18] where the
PMIG concept and the PMSG concepts are combined to form a mixed solution
as shown in Fig. 1.4. This concept is called the slip-synchronous permanent
magnet generator (SSPMG), which is a split system with a slip-permanent
magnet coupler (slip-PMC) and a PMSG that are magnetically coupled by
a freely rotating PM rotor [18, 19]. Magnetically separating the synchronous
and the asynchronous machine allows the number of poles and size of the
machine units to be optimally designed independent of each other [18]. The
slip-PMC is directly connected to the turbine and the PMSG is connected to
the grid via a grid connection controller [20]. The energy transfer occurs from
the turbine rotor through the slip-PMC, PMSG and ﬁnally fed into the grid
respectively. Direct-drive wind turbine generators are typically bulky and of
high pole number in order to reduce the turbine rotation speed. In litera-
ture [21] diﬀerent winding layouts for a surface mount PM conﬁguration of
the slip-PMC are investigated. The slip-PMC concept has proved to be imple-
mentable for wind energy applications, deriving its inﬂuence from the concept
of a permanent magnet induction generator (PMIG) [22]. What is of much
interest from literature is the non-overlap double layer coil layout which has
shown good performance characteristic for slip-PMC machines in terms of re-
duced torque ripple and improved eﬀective torque. Fig. 1.5 shows a cartoon of
PMSG
Grid
Figure 1.3: Direct-drive PMSG system.
slip-
PMC
PMSG
GCC
Grid
Figure 1.4: Direct-drive SSPMG system.
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Figure 1.5: A conceptual side-by-side coil layout.
the coil layout of the slip-PMC conﬁguration investigated in this study. The
conductor windings are made from aluminum and have a high conductivity,
are light in weight and a cheaper alternative to copper. It is easy to manufac-
ture the coils using a CNC machine that cuts them out in solid rectangular
shaped looped bars. The added beneﬁt of this machine coil conﬁguration is
the high ﬁll factor when compared to stranded coils. Each coil in Fig. 1.5
represents a phase and the number of phases and the magnetic symmetry of
the electromagnetic model are determined by the chosen poles slot combina-
tion. In conjunction with the introduction of SS-PMG the analysis techniques
for such a system have been developed to facilitate the design optimisation
process. A multi-phase analysis model and technique procedure for slip-PMC
is proposed in literature [23] which has proved to give accurate results in a
computationally eﬃcient manner. Additionally a multi-layer coil model tech-
nique is implemented that captures slot leakage eﬀects which is information
that that single-layer coil model gives little details about and in some cases
neglects. With the skin eﬀect at play especially at high frequencies a dc-to-ac
resistance technique is implemented. Due to the assumptions made during the
development of the analysis method in VanWyk [23], the analysis model is ren-
dered incomplete. A fully ﬂedged analysis technique is proposed in this thesis
where the mutual, cross-coupling and ﬁeld ﬂux linkage components complete
the analytical model. To the author's knowledge, only the surface-mount PM
coupler shown in Fig. 8.1 is studied in literature, thus a spoke-mount PM
magnet conﬁguration shown in Fig. 8.2 is proposed in this thesis. In literature
it is claimed that machine with this type of magnet orientation have a high
torque density [24].
1.6 Wind Turbine System Overview
In this section a description of the proposed wind turbine system for the appli-
cation of the SS-PMG system is presented. The SS-PMG is proposed for use
in small-scale wind turbines, in 1-50 kW range, with a ﬁxed speed and ﬁxed
blade pitch with stall control. Shown in Fig. 1.6 is the the complete system's
visual description showing a typical setup of such a wind turbine that uses a
SS-PMG for generating electrical power from wind. This wind turbine system
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can be implemented in either a upwind or downwind conﬁguration depending
on the preferred yaw control method. The operation of this system is such
that the grid is operating at a frequency of 50/60 Hz with the grid connec-
tion controller (GCC) [20] facilitating the electrical connection between the
grid and the wind turbine system. The wind turbine would start-up by being
driven by the wind. During this starting process the slip-PMC's wound rotor
would rotate pulling the PM rotor at the same speed until the PM ﬁeld rotates
at synchronous speed where the PMSG's stator frequency would match with
the grid frequency. As soon as the PMSG's stator frequency is synchronised
with the grid frequency the grid connection controller (GCC) will switch in
the wind turbine system to the grid, and the wind turbine will commence sup-
plying energy into the grid. What controls the wind turbine's frequency is the
grid frequency which governs the PMSG stator frequency.
Synchronous 
Generator
Slip coupling
Blades
Nacelle
Tower
Hub
Shaft
Figure 1.6: Wind turbine conﬁguration
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Chapter 2
Thesis Structure
2.1 Introduction
In this chapter the project motivation is given followed by the project scope
and thesis layout. The author attempts to elaborate in detail as to how the
thesis is structured as two aspects of energy conversion theories have been
focused on, namely aerodynamics and electromagnetics.
2.2 Motivation
This project emerged about from the need of alternative slip-PMC conﬁgura-
tions to ones already studied in literature [21, 23] in order to investigate how
the variations in the structure of the slip-PMC components such as the coils
and magnets aﬀects the performance of the system. Also the analysis tech-
niques available for such machines are still being developed on a ongoing basis
in order to achieve more accurate solutions with the aid of static electromag-
netic FEM methods which are considered rapid in producing solutions. The
wind turbine system's aerodynamic performance has been uncertain, due to a
lack of measurement oﬀ the turbine performance both in terms of torque and
thrust force. It was deemed necessary to conduct a study as to how the turbine
would perform using a analytical and numerical wind turbine simulator model.
Another uncertainty in the aerodynamic performance of the wind turbine is
under stall conditions at high wind speeds, since the wind turbine is a ﬁxed
speed and ﬁxed blade pitch system. Although the results may diﬀer from re-
ality it is a good exercise to check the models in order to have a rough idea of
how the turbine performance would behave under given load conditions. Also
the potential gust winds are predicted to see if the mechanical and electrical
components of the wind turbine can handle these extreme loads using the gust
factor prediction to estimate the periods of these loads and see if these loadings
are within the system's safety factor standard. A cost analysis is performed in
9
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order to examine as to why small scale wind turbine systems may be expensive
during uptake.
2.3 Thesis Scope
This study is limited to the preparation of the BEM, CFD and electromagnetic
FEM models, implementation of these models and testing of a prototype slip-
PMC aimed at evaluating the performance of the wind turbine system. Thus
the focus of this research has been on:
 The development of a BEM model of the wind turbine in order to eval-
uate its performance under various wind load conditions.
 Develop a CFD model to verify the BEM model results in a computa-
tionally cheap manner.
 Assess the wind site characteristic, in order to determine optimum energy
yield using a cost eﬀective wind turbine conﬁguration.
 Develop a static analytical model of the slip-PMC in order to evaluate
its performance.
 Veriﬁcation of the static analytical model of the slip-PMC using a dy-
namic commercial FEM package.
 Develop a model that would account for the skin eﬀect experienced by
the coils.
 Evaluate two slip-PMC conﬁgurations for comparison.
 Conduct a test on the laboratory test bed to validate the slip-PMC
analytical model.
2.4 Thesis Layout
This thesis is structured into four parts, where in Part I the background into
the study is laid out. The second part Part II discusses and characterises the
aerodynamics related to the wind site and the wind turbine. A cost model
of the wind turbine system is developed for a cost analysis study. Part III
develops an analytical model that links with static FEM for the slip-PMC
performance evaluation. Part IV concludes the thesis and recommendations
are made.
The detailed layout of this manuscript is as follows:
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 Chapter 3 characterises a given wind regime using statistical models
focusing on the eﬀects of tower height, rotor size, and extreme wind
conditions.
 Chapter 4 focuses on the cost model of the wind turbine system and cost
evaluation of various wind turbine conﬁgurations.
 Chapter 5 introduces the blade element momentum theory (BEM) used
in the 2D wind turbine model.
 Chapter 6 describes the computational ﬂuid dynamics model (CFD) im-
plemented in the 3D wind turbine model used in validating the wind
turbine BEM model.
 Chapter 7 presents the results from the BEM and CFD wind turbine
models.
 Chapter 8 presents the development of the slip-permanent magnet cou-
pling (slip-PMC) models.
 Chapter 9 describes the procedure of the analysis techniques.
 Chapter 10 introduces the coil impedance models that account for both
the dc and ac eﬀects.
 Chapter 11 details the bh curve characteristic of the permanent magnet
(PM) and steel used in the electromagnetic FEM model of the slip-PMC
and some end eﬀects on the PM.
 Chapter 12 describes the conﬁguration of the electromagnetic FEMmodel.
 Chapter 13 presents the optimisation of the slip-PMC's PM rotor in a
form of a sensitivity study of the permanent magnet machine perfor-
mance with a variation in the magnet dimensions.
 Appendix A details the turbulence model implemented in the CFDmodel.
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Chapter 3
Wind Analysis
3.1 Introduction
This chapter addresses the issues associated with wind turbine installations
in low wind regimes, typically in urban areas. The address is in a form of a
performance evaluation of diﬀerent wind turbine sizes, at diﬀerent hub heights,
and diﬀerent wind sites. The energy production optimisation is desired, par-
ticularly for wind sites with low annual wind speed averages. Typically, a low
cost system is desired that outputs optimum energy in order to cost eﬀectively
generate electricity at a lowest possible cost per unit of energy.
3.2 Wind Distribution Model
The predictability of site wind speeds allow the time series wind data that
appears random to be represented neatly by the Weibull probability distri-
bution [25] which is a statistical model that represents the probability or fre-
quency of occurrence of wind speed settings at a given site. The Weibull
probability distribution is described by
f(v) =
k
c
(v
c
)k−1
e−(
v
c )
k
(3.2.1)
where factors c (m/s) and k (dimensionless) are the scale and shape factor
respectively. These factors are characteristic of a site's wind regime. From
empirical observations in literature [26] the following is deduced:
 In normal wind regimes the scale factor c is approximately 1.1 the mean
wind speed.
 A shape factor k value close to unity indicates an extremely variable
wind while a k value greater than 3 (k > 3) indicates a more steadier
wind regime.
13
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The collected wind data is 10 minute mean wind speed over a period of 1
year at a hub height of 18 meters. Three methods of determining the Weibull
parameters (k and c) are employed in representing the wind data, namely
the method of bins (MOB), the maximum likelihood method (MLM) and the
method of moments (MM) [27]. The studied wind site is a lowland site, thus it
is expected to have low annual mean wind speeds when compared to a exposed
site on top of a hill that might have higher annual mean wind speeds.
3.2.1 Maximum Likelihood Method
The maximum likelihood method (MLM) is a parameter estimation method
that is sensitive to the Weibull k and c parameters. This way of estimating
the Weibull distribution is suggested by Gencet al [25]. The MLM method is
numerically intensive due to its iterative solution process involved in solving
for the Weibull parameters. The shape factor is given by
k =
(∑n
i=1 v
k
i ln (vi)∑n
i=1 v
k
i
−
∑n
i=1 ln
(
vki
)
n
)−1
(3.2.2)
where n is the number of data samples and vi is the ith data sample. The
scale factor is given by
c =
(∑n
i=1 v
k
i
n
)k
(3.2.3)
3.2.2 Method of Bins
The method of bins (MOB) is another method used to represent the wind
data distribution. In MOB the wind speed frequency is determined directly
from the raw wind data and classed into wind speed bins. The frequency of
occurrence of each wind speed within the collected wind data is determined as
a probability over the whole data set. The discrete frequency distribution is
given by
fm =
vm
N
=
vm∑n
j=1 vj
(3.2.4)
where m denotes the event. The Weibull probability distribution can then be
used to ﬁt this data in a continuous manner.
3.2.3 Method of Moments
The method of moments (MM) approximates the Weibull probability distri-
bution by using the available mean wind speed and standard deviation of the
wind speed. This a rather more simple and fast method of approximating the
Weibull distribution especially for large data sample sizes [25]. The k and c
problem in the MM is solved by determining the mean wind speed given by
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Eq. (3.2.7) and the standard deviation given by Eq. (3.2.8). The gamma
function Γ(1 + 1
k
) in Eq. (3.2.6) is determined using a numerical solver such
as Matlab. The shape factor is given by
k =
(
σ
U
)−1.086
(3.2.5)
where σ is the standard deviation and U is the data mean wind speed. The
scale factor is given by
c =
U
Γ(1 + 1
k
)
(3.2.6)
where U is the mean wind speed, Γ(1 + 1
k
) is the Gamma function and k is the
scale factor. The mean wind speed is determined by
U =
1
n
n∑
i=1
vi (3.2.7)
where n is the data sample size and vi is the ith wind data sample. The
standard deviation is determined by
σ =
1
n− 1
n∑
i=1
(
vi − U
)2
(3.2.8)
3.3 Collected Wind Data Statistics
The wind data is collected on a location in Stellenbosch called Mariendahl,
which is the University of Stellenbosch wind turbine technology test facility.
Shown in Fig. 3.1a is the raw 10 min average wind speed data recorded at
the wind site. The recorded peak 10 min average wind speed is approximately
16.22 m/s. This raw data is then processed using the statistical methods
presented in the previous sections to yield the plots shown in Fig. 3.1b. The
wind data statistics are as follows:
 The annual mean wind speed is
U = 4.0293 m/s (3.3.1)
 and the standard deviation is
σ = 2.5997 m/s (3.3.2)
The annual mean wind speed from the wind site is actually quite low. The
standard deviation is approximately 55% of the annual mean wind speed which
indicates a high variability in the annual wind speeds and thus the wind may
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Table 3.1: Weibull data ﬁt parameters
MLM MM
k 1.6294 1.6094
c 4.5257 4.4965
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Figure 3.1: Wind site characteristic with (a) the raw wind speed data time
series and (b) the Weibull distribution ﬁt of the raw wind data representation
.
be very turbulent, due to the terrain.
A summary of the data ﬁtting parameters of the Weibull probability distri-
bution are given in Table 3.1. From the analysis of the data it is concluded
that the MLM ﬁts the data more accurately, due to its iterative nature, that is
based on a optimisation procedure that minimises the error between the actual
data and the curve that ﬁts the data [27], thus the MLM method is used in
ﬁtting the wind data and the MM method is used in determining the stan-
dard deviation and mean wind speed of the data. Clearly from Fig. 3.1b the
most frequent wind speeds are far low and typical cut-in wind speeds of wind
turbines are 3 − 4 m/s. However in this study it is assumed that these wind
speeds are acceptable and that the cut-in wind speed is the approximately 1
m/s.
3.4 Wind Gusts and Turbulence
Turbulence in wind is typically considered to be wind speed ﬂuctuations on
a fast time-scale in the time range less than 10 minutes [28]. These ﬂuctua-
tions carry high energy and are ﬁltered out by the 10 min average wind speed
sampling process. The turbulence intensity is a measure of the overall level of
turbulence. It is deﬁned as
Iu =
σ
U
(3.4.1)
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where σ is the standard deviation of the wind speed variation about the mean
wind speed U , usually deﬁned over 10 min or 1 h.
The gust factor G, which is a measure of the ratio of the gust wind to the
mean wind speed, can be used in estimating the maximum wind gust at any
given time interval. The time interval gust factor is given by
G(t) = 1 + 0.42Iu · ln 3600
t
(3.4.2)
which is an expression for the ratio of the gust wind to the hourly mean wind
speed, where Iu is the longitudinal turbulence intensity. This expression is
then adapted for the annual mean wind speed and used in determining the
time interval mean gust. Expression (3.4.2) is propoesed in literature [28] and
Wieringa [29] shows consistency of this model with experimental results.The
gust factor model also makes it possible to de-construct the data to ﬁnd the
10 min annual gust factor and even an estimate of the 1s time interval gust
factor which can be considered to be a component of turbulence. The gust
wind is calculated as follows
Ugust = G(t)U (3.4.3)
where U is the annual mean wind speed. The cut-out wind speed of 16 m/s is
justiﬁed by the 10 min annual gust given by Table 3.2 which correlates with the
recorded 16.2 m/s 10 min mean wind speed shown in Fig. 3.1a. A turbulence
intensity of Iu = 0.6452 is obtained, which is quite high indicating the high
variability of the winds at this particular site.
The 1s wind gust given in Table 3.2 is representative of the usually stormy
winds which are typical of the region. The short bursts of wind gusts could
possibly be absorbed by the system inertia. It is desirable to determine the
Gust period 1s 60s 5min 10min
Ugust (m/s) 22.88 18.41 16.65 15.90
Table 3.2: Wind gust data based on the gust factor model for turbulence
intensity of Iu = 0.6452.
time it takes for a certain extreme wind condition to persist before it dies out.
One could translate this to a time unit of hours, minutes and seconds. Since as
per convention, machinery safety factors allow operation at 2 times the system
rated power for a average operation time of 5 minutes. The system protection
is important to ensure safe and reliable operation of the system. The wind can
also assist in cooling the system and hence improving the system performance.
One can look for a ﬁve minute time interval and constrain the wind turbine
operation to this maximum time duration under extreme wind load conditions.
High moment of inertia could assist in absorbing the high torque pulses
induced by the wind gust. The system electrical rating is 10 kW, however the
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Gust period Ugust (m/s) Pload (W) Fload (N)
1s 22.88 13 540 2 926
60s 18.41 11 869 2 243
Table 3.3: Wind gust loading on the wind turbine system components.
wind turbine analysis data gives peak power of 11 518 kW at wind speed of 13
m/s. According to IEC 61400, small wind turbine generator system's safety
factor requirements are as given in Table 3.4. According to most electrical ma-
Load determination
method
Safety factor
for fatigue
loads
Safety factor
for ultimate
loads
Simple load calculation 1.0 3.0
Aero-elastic modelling with
design data (rpm, power)
1.0 1.35
Load measurement with
extrapolation
1.0 3.0
Table 3.4: Partial safety factors for loads IEC61400-2 [5].
chines manufacturers, to avoid excessive rotor heating the maximum torque
must be at least 1.4 times the rated torque, (40% higher than the load torque)
However given the machine current density in the machine under rated condi-
tions and breakout torque conditions the current is well below the condition
where excessive heating detrimental to the machine insulation is reached.
3.5 Wind Regime Variability
The wind site wind resource characteristic determines the amount of energy
available in the wind. It is engineers task to design wind turbines that produce
optimum energy subject to environmental constraints. Two wind regimes are
introduced for comparison in order to evaluate the wind turbine potential at
diﬀerent wind regimes. The actual wind site resource called site 1, is where
the wind turbine will be erected. The ﬁctitious wind site called site 2, is a
theoretical wind regime that is deemed ideal for the wind turbine. The shape
factor (k) for the ﬁctitious wind site is chosen such that the average annual
wind speed is near the wind turbine's maximum eﬃciency, in eﬀect illuminating
the wind turbine rotor's potential energy harvest. The wind turbine rotor
evaluated in this section is the Aero Energy (AE) turbine with 3.6 m long
blades, with three blades. The capacity factor is a measure of how eﬀective a
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wind turbine is performing at a given wind site. It is deﬁned as follows
capacity factor =
average power
rated power
(3.5.1)
where the average power is determined by annual energy production of the
wind turbine on a speciﬁc site and the rated power is the installed generator
rating. In Fig. 3.2a the wind distribution of the two wind sites is shown, where
site 2 demonstrates high average annual wind speed when compared to site 1.
The energy production from site 2 shown in Fig. 3.2b is outstanding for the
same installed capacity as site 1. So it is quite obvious that given you have
separate users in site 1 and site 2, that site 2 reaps substantial beneﬁts when
compared to a user at site 1. Site 1, as indicated by its low shape factor value
(k = 1.63) in Table 3.1, is turbulent due to the terrain that is surrounded by
mountains and hills with a little bit of shrub. Site 2 is assumed to be steady in
order to give a bell curve or Gaussian distribution. Again Fig. 3.2c indicates
a high capacity factor for the wind turbine at optimum wind turbine rotation
where maximum energy harvest is achieved. So after all there is such a thing
as a good wind site and a bad wind site. This shows how well the wind turbine
performance can be depending on the wind site characteristic.
3.6 Impact of Tower Height
The wind turbine tower is one of the most substantial components, as it ac-
counts for about 31% of the total cost of most small scale wind turbine in-
stallations [2]. It is desired to keep this component cost as low as possible.
So an investigation is launched as to how the energy production is aﬀected
by increasing the hub height from 18 m to 50 m. The power law is applied
in order to adjust the wind speed from the recorded reference data to desired
hub height. The power law is given by
u = u0
(
z
z0
)α
(3.6.1)
where u0 and z0 are the reference wind velocity and hub height. The expo-
nent α = 0.16 is the wind shear coeﬃcient that is derived empirically and
whose value is dependent on wind site terrain. The surface roughness height is
assumed as z0 = .03 of roughness class 1, which is characteristic of open agri-
cultural terrain. Generally, the closer the hub height to the surface roughness
height, the more turbulent or disturbed the ﬂow gets. In Fig. 3.3a the energy
production of the wind turbine at a hub height of 50 m is shown, where clearly
the increase in optimum energy production is observed to be 49.35% that of
hub height 18 m. The capacity factor shown in Fig. 3.3b indicates marginal
increase from that of hub height of 18 m. However the increase in hub height
may pose a high cost on the wind turbine total cost. A higher increase in
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Figure 3.2: Wind regime variability (a) is the wind distribution, (b) is the
annual energy production and (c) is the capacity factor of the wind sites, with
the installed Aero Energy (AE) turbine.
capacity factor could be achieved with the ﬁctitious wind regime of 3.5 in
Fig. 3.2a, but then again this is not realisable.
3.7 Wind Turbine Rotor Size
The wind turbine rotor size selection greatly determines the overall drive train
size. A choice of three wind turbine blade sizes are evaluated on how they
would inﬂuence the wind turbine's overall eﬃciency. These turbine blades are
selected due to the availability of their design information in the public domain
and their diﬀerences in size which may be considered to be in the small scale
range. In Fig. 3.4a the SERI-8 [30] wind turbine performance appears to give
high energy production. It is a 3 bladed turbine rotor that is 8.55 m in radius
which is quite large and might require to be erected on a higher hub height
other than 18 m. The NREL Phase VI wind turbine rotor is 5.55 m in radius,
and is a two bladed rotor. Fig. 3.4b indicates that overall the Aero Energy
(AE) 3.6 wind turbine, which is a 3 bladed rotor, performs well in terms of the
capacity factor. Which is suggestive that small scale wind turbines perform
well in low wind regime sites, given that they operate at high rotational speeds.
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Figure 3.3: Wind turbine hub height variation with (a) energy production and
(b) the capacity factor
.
The capacity factor reﬂects on the cost of the wind turbine system, and the
lower it is, the higher the price.
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Figure 3.4: Various wind turbine rotor size's (a) annual energy production and
(b) capacity factor at a ﬁxed height and wind regime.
3.8 Summary
Statistical models used in the recorded wind data analysis are introduced,
where MLM is used to ﬁt the MOB data which is representative of the raw
data. The MM is used to determine the mean annual wind speeds and the
standard deviation of the annual wind speeds from the annual mean wind
speed. The wind data characteristic exhibits that of a low wind site. Gust
winds are reconstructed from the 10 min mean wind speed data recorded,
using a gust factor model. The gust factor model has shown to reproduce the
recorded maximum 10 min mean wind speed and that it also gave an indication
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of the gust persisting for shorter time frames. Given the design safety factor
and time constant of the wind turbine, the operation under these gusts is
deemed bearable only if they persist for short periods not exceeding the safety
factor period which is typically 5-10 min at double the rated power. The eﬀect
of wind regime are demonstrated by comparing wind turbine performance at
an existing wind site and a ﬁctitious wind site, highlighting the potential of
the wind turbine and how it is limited in a low wind regime site.
The wind turbine rotor size performance comparison is performed in order
to optimise the energy production taking into account the capacity factor for
small-scale wind turbines.
The impact of tower height is also investigated taking care as to mind the cost
of the wind turbine tower.
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Chapter 4
Wind Turbine Cost Analysis
4.1 Introduction
This chapter introduces the problem of wind turbine drive train components
sizing and how this aﬀects the cost of the wind turbine system. Potential so-
lutions to minimise the cost are proposed.
There are a number of diﬀerent ways to measure cost, and each way brings
about its own insights. Only the equipment cost is examined, namely the
turbine blades and electrical generator cost for small-scale wind turbines. Fi-
nancing costs, total installed cost, ﬁxed and variable O&M costs, etc are not
considered in this manuscript. However the results presented in this thesis
serve as indicators as to how these costs are impacted. The initial capital cost
of small-scale wind turbines is generally high due to the size of the small-scale
wind energy market being small even though fuel costs are zero due to the
wind being free. Transparency in the cost modelling of such system is impera-
tive, in order to highlight potential areas of savings and in eﬀect minimise the
cost of the initial capital investment that goes in to small-scale wind energy
systems in development to improve the attractiveness of such systems. The
main variables that greatly aﬀect cost, such as wind turbine rotor size and
the energy conversion sub-systems that pose knock-on eﬀects are investigated.
The cost analysis presented in the subsequent section is a simple cost analysis
that uses general trends in conventional machine manufacture costs. These
trends are subject to change due to market volatility.
4.2 Wind Turbine Cost Breakdown
The small-scale wind turbine cost breakdown presented in Fig. 4.1 is as
adapted from [2]. The most dominant components in the cost pie chart are
the turbine and tower. The wind turbine is the most critical at a given height
in terms of energy harvest. The tower is a passive component, involved in the
adjustment of the mean annual wind speed. The gain in the increase in mean
23
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annual wind speed with tower height is site dependent, and in some cases may
not provide satisfactory results, especially if the wind site is of low wind speed
nature. The manipulation of the wind turbine rotor size and hence electric
generator, seems more cost eﬀective to obtained the desired energy harvest at
a minimum cost. With such data it is possible to estimate the cost of the rest
of the wind turbine system, given that one knows one of the component cost
in advance.
Turbine (37%)
Tower (31%)
Cables and switches (10%)
Inverter (10%)
Installation (4%)
Charge regulator/controller (4%)
Grid connection (3%)
Permitting (1%)
Figure 4.1: Pole mounted small-scale wind turbine components cost breakdown
chart [2].
4.3 Blade Mass and Cost Estimation
The blade mass increases by approximately the power of three of the blade
length: mblade ∝ R3blade. Consequently the output power would increase by
the power of two of the blade length: P ∝ R2blade, which clearly demonstrates
the inﬂuence of wind turbine rotor diameter on power production. The blade
mass is given by:
mblade = 1.7R
2.3 (4.3.1)
where R is the rotor radius. This blade mass model is an empirical model
derived by Guido [31] from experimental results from Tembra GmbH's wind
turbine rotor inventory. We assume that the blades are manufactured from
ﬁberglass and epoxy for the shell and spars or webs for a hollow structure and
stuﬀed with foam in the interior. The density of ﬁberglass is assumed to be
ρepoxy = 1500 kg/m
3 and that of PVC foam is ρfoam = 200 kg/m
3.
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Figure 4.2: (a) Blade mass versus rotor radius from(4.3.1) and QFEM, (b)
Blade cost estimation with rotor size with base cost of $307.69.
QFEM [32] which is discussed in Lennie [33], is used in calculating the blade
mass, and Eq. (4.3.1) is used to analytically estimate the blade mass. The
solution from QFEM and those given by Eq. (4.3.1) are in agreement for the
wind turbine blade cases investigated in this chapter. There appears to be an
exponential correlation between the blade mass and rotor radius as stated by
Eq. (4.3.1). It is assumed that the exponential correlation of the blade mass
with rotor radius is directly proportional to that of the blade cost in order to
model the cost of the turbine rotor with its size. The blade mass determined
using QFEM and the analytical blade mass model Eq. (4.3.1) are shown in
Fig. 4.2a which indicate a good correlation. The blade cost is determined
using a base cost ($) per mass (kg) where the baseline blade cost is estimated
as $307.69 for small scale wind turbines.
4.4 SSPMG Mass and Cost Estimation
Assume that the mass of a conventional machine ready for operation to be the
same as that of the synchronous generator of small-scale wind turbine generator
of the same power rating in development. A sample of machine ratings with
their corresponding mass and cost were collected to establish the plot shown
in Fig. 4.3. These graphs give an estimate of trend values of the wind turbine
electrical machine components, using electrical machine manufacturers cost
data scaled for the system type introduced in this thesis. These may be used
to benchmark small-scale wind turbine manufacturers' claims.
The cost of the slip-synchronous permanent magnet generator (SSPMG) which
is introduced in Part I is split into discrete cost packages for transparency
in cost variability. This may serve as useful information for clients of wind
turbine manufacturers who would buy the system components separately. An
observation from the data is that there is a linear correlation in generator
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mass, cost and generator power or torque when assuming the highest possible
machine pole number and keeping it as high as possible for direct drive wind
turbines.
4.5 SSPMG Cost Modelling
For systems that consist of parts that can be modelled separately and built
separately it is desired that the system components cost be determined indi-
vidually, should a client want to purchase the wind turbine parts separately
as replacement parts. The sum total cost of the slip-PMC and PMSG of the
wind turbine is estimated by
C(x) = κ(1 + β)CB(x) (4.5.1)
where C(x) and CB(x) are the wind generator cost and the baseline cost when
the design parameter takes on value x which in this case is the wind turbine
rated power. κ is the number of generator parts, i.e. in this case the PMSG
and slip-PMC, thus κ = 2, and β is the proportion of the cost that depends on
product development stage, ease of manufacture or manufacture complexity,
costs, size, etc. One can say that β is a measure of development eﬀort required
in developing new designs. In this study it is assumed that β = 0.9 indicating
that the machine is still in development phase i.e. the machine is not mass
produced in a factory or assembly line. The latter statement is valid since, the
SSPMG technology is a concept that is still in its infancy, and has many more
years to go in development. To separate the cost of the wind generator parts,
assume some mass ratio of slip-PMC and PMSG mass. With this assumption
one is able to calculate the cost of the slip-PMC and PMSG respectively as
follows:
C1(x) = k1C(x) (4.5.2)
C2(x) = k2C(x) (4.5.3)
where by deﬁnition
k ≡ m
mt
, (4.5.4)
m is the component mass, and mt is the system total mass. In this manuscript
k1 = 0.413 and k2 = 0.586 based on design optimization results obtained
in Potgieter [19] and VanWyk [34] for component mass. Assume that the
total mass is directly related to the mass of the complete generator mass.
Obviously the market price is subject to inﬂation and will dictate the gradient
of the cost plot as well as the number of subcomponents in the system (κ) and
development stage of the machine (β). The observed trend is linear in nature,
as shown in Fig. 4.3.
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Figure 4.3: Wind turbine slip synchronous generator: (a) mass vs rated power
and (b) cost vs rated power where the base cost is $ 7 692.31 (R100k).
4.6 Drive Train Cost Evaluation
Two wind turbine rotors of diﬀerent number of blades and size are evaluated,
namely the NREL Phase VI and the Aero Energy wind turbine, neglecting
the SERI-8 in this case. A summary of the wind turbine performance for the
cases considered in 3.7 is presented in Table 4.1. The best performing tur-
bine system in terms of energy production and wind turbine eﬃciency is the
NREL Phase VI wind turbine operating at n = 50 rpm, mounted at a hub
height of 18 m. The energy from this wind turbine system is enough to supply
approximately 5 households per annum. With the beneﬁt of a high capacity
factor, this means that the overall system drive train cost is reduced and thus
cheaper yielding higher returns on investment. With the lower wind turbine
rotation speed, this adds positively to the environmental friendliness of the
wind turbine, as lower rotational speeds generally have lower noise pollution
on the environment.
Increasing the hub height from 18 m to 50 m results in an increase in en-
ergy production of approximately ≈ 39.24% and an increase in the capacity
factor of about 43.03%. The price increase with tower height will probably
oﬀ-set the gain in energy production and thus the cost of electricity. This cost
does not aﬀect the nacelle components cost signiﬁcantly, however we avoid this
cost analysis due to scope constraints.
The mass of the wind turbine components is given in Table 4.2 to demon-
strate how each component contributes to the tower top (nacelle) mass. It is
desired to minimise the nacelle mass, and the Aero Energy wind turbine seems
to give the lowest nacelle mass of 219.88 kg at a hub height of 50 m. This
however, may not be the best, since the tower mass increases with height and
as was stated earlier tower mass modelling is out of scope. Operating at 100
rpm as given Table 4.1 would be an another ideal alternative, however, the
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energy production and turbine eﬃciency is much lower. With an addition of
4.36% in tower top mass of that of the Aero Energy wind turbine, the NREL
Phase VI turbine at 18 m takes the cake. However, a general observation is
made in terms of the deviation of mass in the wind turbine components, that
is determined by the turbine rotor size and desired output power for direct
drive systems. These results highlight that for small scale wind turbines in
low wind regimes, installing larger turbine rotors gives better energy yield and
capacity factor.
The cost of the systems are comparable to each other, the advantage of the
one system over the other is the cost involved in long term operation of the
turbines, in maintenance. The system with a low capacity factor will be more
expensive to maintain when compared to a high capacity factor system. This
is blatantly the result of the more costly components for a small energy yield.
The cost per annual energy harvest is not considered here given that there are
variables such as the hub, grid connection costs, installation costs, etc. which
are not considered and which will have an impact on the overall cost.
Prated (kW) AEP (kWh) CF (%) n (rpm)
NREL Phase VI 4.6 15 100 35.12 50
AE 10.7 13 727 14.41 100
AE @ 50m 6.4 15 784 28.02 85
Table 4.1: Rated power matrix of wind turbine components.
Bmass (kg) Nbladde Cmass (kg) Gmass (kg) Tmass (kg)
NREL VI 88.45 2 41.7 59.44 278.04
AE 32.93 3 69.15 98.48 266.42
AE @ 50m 32.93 3 49.94 71.15 219.88
Table 4.2: Mass matrix of wind turbine components.
Bcost (pu) Ccost (pu) Gcost (pu) tcost (pu)
NREL VI 0.935 0.225 0.326 1.486
AE 0.522 0.378 0.542 1.442
AE @ 50m 0.522 0.271 0.391 1.184
Table 4.3: Cost matrix of wind turbine components.
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4.7 Summary
The wind turbine cost breakdown for small-scale systems is presented high-
lighting the potential areas of saving. The blade mass and cost model are
presented to facilitate the cost analysis of the turbine cost with size. The cost
modelling of the SSPMG machine is done in order to separate the cost of the
subsystem components and to have a more transparent cost outline of the ma-
chine. This cost proves to be accurate in estimating the cost of the SSPMG
system given that it is in early developmental phase. The drive train cost
evaluation asses the cost of the wind turbine conﬁguration that is considered
to yield optimal energy production at a cost eﬀective price.
Stellenbosch University  https://scholar.sun.ac.za
Chapter 5
BEM Wind Turbine Model
5.1 Introduction
Low cost wind turbine simulations in R&D are achieved by using the BEM
theory approach that yields results more rapidly during the design process of
wind turbines. This two-dimensional method assumes steady state input aero-
dynamic lookup tables of the lift and drag coeﬃcients. These lookup tables are
created using codes such XFOIL [35], where the angles of attack are limited in
range. Originally XFOIL was designed for the analysis of aircraft wings, since
aircraft designers do not desire stall, aircraft wings operate under low angles
of attack. To facilitate the use of these lookup tables in wind energy and
especially for stall controlled wind turbines, Montgomery [36] developed an
extrapolation technique that extends the lift and drag angle-of-attack range.
Additionally the Himmelskamp eﬀect corrects for the 3D eﬀect, where in stalled
or separated ﬂow the Centrifugal and Coriolis forces are dominant, thus alter-
ing the 2D lift and drag coeﬃcient characteristic.
In 2D the wind turbine blade is discretised into turbine airfoil cross-sections,
which in the analysis are assumed to be of inﬁnite span length. To account for
a ﬁnite blade length, the Prandtl tip loss model corrects this assumption. Due
to viscosity eﬀects the drag curve is modiﬁed to account for Reynolds eﬀects,
for various ﬂow conditions, since the input lift and drag vs angle of attack data
tables are generated for speciﬁc Reynolds numbers.
5.2 Governing Equations
The actuator disc theory is employed in analytically modeling the ﬂuid ﬂow
around a rotor disc which creates a stream-tube that separates the region of
the ﬂuid that is aﬀected by the actuator disc from the free stream ﬂow velocity.
In this formulation the mass ﬂow rate is assumed the same everywhere along
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the stream-tube, from far upstream, at the disc and the wake, which implies
ρA∞U∞ = ρAdUd = ρAwUw. (5.2.1)
The Bernoulli equation, which can be derived from the Navier-Stokes equa-
tions, is given by
1
2
ρU2 + p = constant. (5.2.2)
Applying Bernoulli's equation Eq. (5.2.2) in (5.2.1) from far upstream to just
before the actuator disc and from just behind the disc to far downstream, and
using some mathematical manipulation the axial induction factor which models
the change in axial velocity and hence change in momentum is obtained. The
ﬂow velocity at the rotor plane is described by
Ud = (1− a)U∞ (5.2.3)
and the wake ﬂow velocity is given by
Uw = (1− 2a)U∞ (5.2.4)
where a is the axial induction factor which models the ﬂow velocity deﬁcit.
From Eq. (5.2.3) and (5.2.4) we arrive at a linear interpolation of the ﬂow
velocity at the rotor plane which is given by
Ud =
1
2
(U∞ + Uw). (5.2.5)
To account for rotation eﬀects, the wind turbine is considered as a rotor with-
out a stator [28], the wake rotation direction is noted to be opposite that of
the rotor due to the reaction torque. The induced angular velocity at the rotor
disc is given by a′Ω. The wake angular velocity just after the rotor disc is given
by 2a′Ω. The radial induction factor is deﬁned as
a′ =
ω
2Ω
(5.2.6)
where ω is the wake angular velocity and Ω is the rotor angular velocity. From
the one dimensional momentum theory the following optimum relation between
the radial induction factor and the axial induction factor is established [28]
a′ =
1− 3a
4a− 1 . (5.2.7)
The axial and radial induction factors in the BEM algorithm are determined
iteratively using
a =
1
4 sin2 φ
σCn
+ 1
(5.2.8)
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and
a′ =
1
4 sinφ cosφ
σCt
− 1
(5.2.9)
respectively. The BEM method relies on 2D lift and drag versus angle of at-
tack input data tables, like that shown in Fig. 5.1b. This data is generated in
XFOIL [35] for each airfoil section along the turbine blade span. This data is
then extrapolated for higher angles of attack using the Montgomerie extrapo-
lation technique in [32] which is discussed in detail in [36]. The Himmelskamp
eﬀect is accounted for automatically by the solver, where as a rule of thumb
the Himmelskamp is eﬀective in high rotor angular velocities [36].
5.3 Performance Equations
The induced torque on the turbine rotor is given by the integral of
dM =
1
2
ρB
U∞(1− a)Ωr(1 + a′)
sinφ cosφ
cCtrdr (5.3.1)
where ρ is the ﬂuid density, B is the number of rotor blades, U∞ is the
freestream velocity, Ω is the rotor angular velocity, r is the spanwise distance
from the turbine root, a′ is the radial induction factor, a is the axial induction
factor, c is the chord length, Ct is the tangential coeﬃcient, φ is the angle of
incidence with respect to the rotor plane. The induced thrust is given by
dT =
1
2
ρB
V 2∞(1− a)2
sin2 φ
cCndr (5.3.2)
where Cn is the normal coeﬃcient.
5.4 Reynolds Number
Reynolds number is used in predicting or characterising the behaviour of air
ﬂow around an airfoil i.e., whether ﬂow is laminar or turbulent. Reynolds num-
ber is characteristic of body size and ﬂow velocity. Two forces are considered
by the Reynolds number formulation, namely inertial forces on the numerator
and the viscous forces on the denominator. Inertial forces are due to the ﬂow of
the ﬂuid such that the ﬂuid particles interact with high enough kinetic energy
promoting turbulent ﬂow. Viscosity is a quantity that describes how thick is a
ﬂuid and viscous forces are in a form of friction promoting laminar ﬂow. The
lift and drag behaviour of airfoils is Reynolds number dependent, such that
the behaviour at one Reynolds number may not be valid for another Reynolds
number [37]. Reynolds number is given by
RN =
ρc|V |
µ
(5.4.1)
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Figure 5.1: 5.1a Airfoil lift and drag deﬁnition and 5.1b Airfoil lift and drag
deﬁnition [3].
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Figure 5.2: Flow velocity deﬁnition for rotating airfoil section [3]
where ρ is the air density, c is the chord length, |V | is the absolute ﬂow velocity,
and µ is the air viscosity. The ﬂow velocity is assumed to be
|V | =
√
(V 2∞ + V
2
tip) (5.4.2)
where V∞ is the free stream ﬂow velocity and Vtip is the blade tip velocity.
Assuming free wind gusts of up to a maximum of 30 m/s and tip speed of
up to a maximum of 75 m/s. The direction of the incoming wind velocity is
accounted for by reporting the data as a function of the angle-of-attack given
as
α = arctan
(
V∞
Vtip
)
(5.4.3)
The angle-of-attack assists in estimating the max angle-of-attack to use in
airfoil parameter estimation such as lift and drag coeﬃcient curves.
It is assumed that the maximum speed of the incoming air ﬂow, including the
rotor blade tips speed, is less than the speed of sound i.e. Mach=0.3. This
deems the ﬂow incompressible.
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5.5 2-D Aerodynamics
Wind turbines use the lift force induced on the blades to drive the rotor. Lift
is normal to the incident velocity V∞ as shown in Fig. 5.1a and drag is the
force induced on the turbine blades that is along the streamwise direction.
This drag force is largely responsible for the so called thrust force on the wind
turbine. Lift and drag coeﬃcients Cl and Cd are deﬁned as:
CL =
L
1/2ρV 2∞c
(5.5.1)
and
CD =
D
1/2ρV 2∞c
(5.5.2)
where ρ is the air density and c is the length of the airfoil, often denoted by
the chord. The unit for the lift and drag in equation Eq. (5.5.1) and (5.5.2)
is force per length (N/m). A chord line can be deﬁned as the line from the
trailing edge to the nose of the airfoil. Airfoil analysis codes such the Drela
XFOIL [35] are used in obtaining the lift and drag versus angle of attack look
up tables. The lift and drag curves presented in Fig. 5.3 are for the SG6040,
which is one of the airfoil proﬁles recommended for wind turbines blades [38].
This proﬁle is used at the root of the blade since it has a thick camber which
gives a good lift characteristic at low ﬂow velocities. Fig. 5.3a is obtained from
the 2-D airfoil analysis tool XFOIL, illustrating the limitation of the data to
only low angles of attack. The Montgomerie [36] extrapolation technique that
extends the 2-D airfoil polars for high angles of attack is used in achieving the
data shown in Fig. 5.3b.
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Figure 5.3: (a) Unextrapolated lift and drag coeﬃcients as derived from XFOIL
and (b) Extrapolated lift and drag coeﬃcients as derived from the Montgomerie
extraplation method [3]
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5.6 BEM Analysis Procedure
First the design of the wind turbine blade airfoil shapes is performed and the
airfoil coordinates are imported into XFOIL. One does this for each airfoil
type used in modelling the wind turbine blade cross-sections. Then the chord
length is speciﬁed for each airfoil station. The local ﬂow Reynolds number is
determined using the Reynolds number equation and the local ﬂow conditions
on a given airfoil station. The polar plot of the angle-of-attack versus lift/-
drag is simulated for the allowable angles of attack. The polar plot is then
extrapolated with the Montgomerie extrapolation technique for a 360◦ range
of angle of attack lift and drag data. Then the wind turbine blade is created
in QBlade [32] by placing the airfoil sections at their respective stations, spec-
ifying their position along the span length, the airfoil type, Reynolds number,
blade local twist angle, and chord length. The number of blades is speciﬁed
for wind turbine simulation, wind speed range i.e. cut-in and cut-out wind
speeds, wind viscosity, air density, tip- and root loss models, and 3D correc-
tion model. For power regulation and speed control a ﬁxed blade pitch control
and ﬁxed-speed control for transmission is speciﬁed.
5.7 Summary
The BEM theory for wind turbine modelling is illustrated. Where special
correction models such as the the Himmelskamp that corrects for 3D eﬀects,
Prandtl loss model that corrects for a ﬁnite number of blades, and the Reynolds
eﬀect that aﬀects the lift and drag input data obtained from XFOIL. The
XFOIL lift, drag data is angle of attack limited and thus the Montgomery
extrapolation technique extends this data for higher angles of attack.
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CFD Wind Turbine Model
6.1 Introduction
Computational Fluid Dynamics (CFD) models in wind energy are treated as
close to experimental data in the absence of experimental data. This assump-
tion is arguably justiﬁed by the fact that turbulence models in ﬂuid dynamics
are often calibrated for various ﬂow conditions [12]. The fully resolved wind
turbine rotor model approach is often used in validating the wind turbine
analytical model (BEM). In literature [39,40], good consistency among exper-
imentation, CFD and BEM is demonstrated. The global loads such as power
and thrust force are typically of interest to wind turbine designers. It is pro-
posed, in order to aid the process of obtaining a correlation between BEM
and CFD, that the actuator disc theory be implemented in determining the
approximate axial induction factor from the CFD simulation to compare the
axial and radial induction factor based on input ﬂow angular velocity and the
probed simulation output velocity data near the turbine blades of the two wind
turbine simulation methods. These radial and axial induction factors are then
used to account for the wake rotation. Hence the relative angular velocity
between the rotor and the wake is speciﬁed as the input angular velocity to
drive the CFD simulation. This phenomenon seems not to be captured well by
the multiple reference frame (MRF) model if only the rotor angular velocity is
considered. The MRF method is known to model best rotor-stator problems
where the two system components do not strongly interact with each other,
in other words where there is little or no wake rotation and examples of these
ﬂows are turbo machinery in enclosures where wakes and their losses are not
resolved since they are deemed negligible.
36
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6.2 Governing Equations
The wind ﬂow problem is assumed to be best represented by the incompressible
Navier-Stokes equation
∇ · (ρu · u) = −∇p+∇ · (µ∇u) (6.2.1)
where p, ρ, µ denote the pressure, density, and dynamic viscosity, respectively.
The MRF technique is employed in the steady state simulation, that solves
the Navier-Stokes equations in a relative frame
∇ · (ρur · ur) + 2ρΩ× ur + ρΩ×Ω× r = −∇p+∇ · (µ∇ur) (6.2.2)
The relative velocity ur is deﬁned by
ur = u−Ω× r (6.2.3)
where Ω is the angular velocity. The Coriolis acceleration in this formulation
is represented by 2Ω×ur and the centrifugal forces are captured by Ω×Ω×r.
6.3 Performance Equations
The total surface force acting on the control surface is given by∑
Fsurface =
∫
CS
σij · ndA (6.3.1)
where σij is the stress tensor, n is the surface normal vector dA is the diﬀer-
ential surface element. The stress tensor is deﬁned as follows
σij =
 σxx σxy σxzσyx σyy σyz
σzx σzy σzz
 (6.3.2)
where the diagonal components of the stress tensor are called normal stresses,
which constitute pressure, and the oﬀ-diagonal components are called shear
stresses, which make up the viscous stresses. Hence, the surface force equation
may be decomposed and written as∑
Fsurface =
∑
Fpressure +
∑
Fviscous (6.3.3)
The moment on the control surface is given by∑
Msurface =
∫
CS
r × σij · ndA (6.3.4)
where r is the vector location of the point of action of the force. Again, the
moment can be decomposed into pressure and viscous moment components as
follows ∑
Msurface =
∑
Mpressure +
∑
Mviscous (6.3.5)
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6.4 Convergence
Two convergence criteria are employed in this study, as each one brings about
diﬀerent insight about the ﬂow ﬁelds' stability and consistency with the grid.
The computation grid is mostly dense on the surface of the actuator body,
namely the turbine rotor and the MRF cell zone. A reﬁnement on body sur-
face mesh shows a substantial solution improvement. The computation grid
extent is such that the wake behind the turbine rotor is enough to allow stabil-
isation of the ﬂow. The criteria used to monitor convergence are the residuals
given by the software package which are a measure of continuity or conser-
vation of the ﬂow properties and the key global body moments and forces.
These are shown in Fig 6.1b and 6.1c where equilibrium of the global ﬁelds
is clearly reached after 300 number of iterations and 800 iterations for the
residuals as shown in Fig. 6.1a demonstrating solution stability. An attempt
to improve solution convergence had been implemented by performing mesh
independence studies and selecting appropriate turbulence models and numer-
ical schemes etc. The analysis is allowed to reach convergence by allowing the
solution to run through enough iterations such that any numerical diﬀusion is
detected if it ever occurs. The numerical solution is as good as the mesh and
boundary conditions speciﬁed in the problem.
The probed ﬂow velocity in the CFD simulation is near the turbine blade
surface at about r/R = 55.55% of the rotor span. Table 6.1 gives the probed
velocities given by U =
√
U2x + U
2
y + U
2
z for each ﬂow condition and the corre-
sponding axial and radial induction factors with the aid of the theory presented
in 5.2. From this table the axial induction factors calculated based on the
rotor's input parameter which is the radial induction factor agrees well with
the ﬂow's axial velocity output from the simulation velocity ﬁeld results.
Table 6.1: CFD Flow Parameters from 1-D Momentum Theory [3]
U∞ U a′ =
ω
2Ω
a =
1 + a′
4a′ + 3
a = 1− U
U∞
7 4.82 0.5 0.3 0.311
8 5.48 0.6190 0.2956 0.3156
11 7.54 0.8095 0.290 0.314
16 11.58 0.5238 0.299 0.276
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Figure 6.1: (a) CFD simulation residual levels [3], (b) Simulation results torque
convergence rate, (c) Simulation results force convergence rate of a fully con-
verged simulation.
6.5 Turbulence Model
The Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) algo-
rithm is employed for steady state simulation with the Spalart-Allmaras (SA)
turbulence model. The SA is a one-equation mixing length model by Spalart-
Allmaras, which models the turbulent eddy-viscosity. In appendix A is the SA
turbulence model detailing the relationship between the turbulent viscosity
and the modiﬁed turbulent viscosity. This turbulence model is considered nu-
merically stiﬀ when compared to the Menter k−ω SST turbulence model [41].
It has a high convergence rate and works well on relatively coarse grids which
is ideal for rapid solutions using modest available computation resources. The
SA turbulence model is calibrated for external ﬂow thereby reducing any un-
certainty introduced by turbulence models and in [42] it has shown to give
good results for ﬂows across airfoils. In order to analytically model the bound-
ary layer the `nutUSpaldingWallFunction' in OpenFOAM is used to resolve
the boundary layer along the turbine rotor surfaces eliminating the need to
resolve the boundary layer with a very thin mesh which is expensive.
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6.6 Meshing
The computation domain is shown in Fig. 4 where the static background mesh
dimensions are determined with respect to the MRF region disc diameter to
ensure that the boundaries don't aﬀect the convergence and stability of the ﬂow
solution. The background mesh is generated using OpenFOAM's blockMesh
which is a structured background mesh generator. Mesh grading on the static
background mesh is 20×20×20 cells along the x-, y- and z-axis. OpenFOAM's
10D
10D
10D
5D
D
Figure 6.2: Computation domain mesh [3]
`snappyHexMesh' which is a mesh generator is used in generating a cell zone
mesh for the MRF region and the wind turbine rotor surface mesh. In Fig.
6.3a and 6.3b the wind turbine surface mesh is shown to illustrate the mesh
quality by the leading and trailing edge on one of the turbine blades, which
intersects the hub by the root of the blade. The wind turbine blade surface
mesh reﬁnement level is (11 11) and the hub surface mesh reﬁnement level is
(a) (b)
Figure 6.3: (a) Blade leading edge mesh quality, (b) Blade trailing edge mesh
quality [3].
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(2 9). The total grid size is approximately 7.2M cells, which is the medium
mesh (M2) achieved during the grid convergence test. The mesh settings are
presented in 6.7.
6.7 Mesh Sensitivity Test
The mesh independence test is performed in order to optimize the computation
domain for the best possible accuracy using minimal computation resources
and time. The solution convergence is monitored during the mesh indepen-
dence procedure to verify the solution convergence. The parameters used as
indicators of convergence are k the transport equation, p, Ux, Uy, and Uz the
continuity quantities and the wind turbine performance solution convergence
such as the moments and forces. The mesh independence procedure is as
follows:
1. Size the computation domain extent big enough such that it encloses
the wind turbine and MRF region. Typically downstream along the ﬂow
direction, one would make the extent of the ﬁeld long enough to allow
the wake enough room to stabilize. Run the solution convergence test.
2. Up-size or down-size the computation domain grid spacing by factor 2
and perform another solution convergence test. If the solution conver-
gence is not met in the down-sized case, then up-size the computation
domain and the other way around. The solution tolerance or error must
be small enough to justify the mesh resolution.
3. Once the optimal mesh is reached the grid cell size (mesh resolution) must
be determined. This is generally calculated and the solution convergence
test is repeated here.
In the end the following computation domain size was selected, with D denoting
the actuator diameter:
 the length of the computation domain downwind is set ten times the
diameter of the actuator (10D)
 the length of the computation domain upwind is set ﬁve times the diam-
eter of the actuator (5D)
 the width of the computation domain is set to ﬁve times the diameter of
the actuator (5D)
 the height of the computation domain is set to ﬁve times the diameter
of the actuator (5D)
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A visual description of the computation domain dimensions is given in Fig. 6.2.
The solver tolerance is set such that the maximum tolerance level is reached,
where the solution is deemed suﬃciently accurate. After the mesh sensitivity
test was complete a summary of the results is given in Table 6.2 and their
corresponding settings in Table 6.3. During the meshing process most of the
cells are generated during the castellated mesh reﬁnement for the MRF cell
zone and the surface mesh generation. The meshing time indicates this, where
the computational ﬂuid domain is reﬁned and doesn't have much of an eﬀect
on the meshing time as given in Table 6.2. However a reﬁnement in the surface
mesh has a tremendous inﬂuence on the meshing time. The reﬁnement in both
the surface and ﬂuid domain mesh has the same eﬀect on the solution time.
With the coarse mesh (M1) the solution is close enough to the benchmark
result obtained from the BEM simulation.
Table 6.2: CFD mesh independence statistics
Coarse (M1) Medium (M2) Fine (M3)
Mesh size (-) 837 744 7 226 624 16 433 906
Parallel processors (-) 48 48 48
Meshing time (hrs:min:s) 0:00:32 0:17:09 0:17:07
Solver time (hrs:min:s) 0:17:52 3:24:29 8:15:59
Iterations (-) 1000 1000 1000
Moment (Nm) 372.91 397.03 391.50
Thrust (N) 787.43 600.90 628.83
Table 6.3: CFD mesh settings statistics
Coarse (M1) Medium (M2) Fine (M3)
blockMesh 20 20 20 20 20 20 40 40 40
snappyHexMesh blade surface 9 9 11 11 11 11
snappyHexMesh hub surface 2 9 2 9 2 9
snappyHexMesh MRF 1 4 1 4 1 4
6.8 Boundary and Initial Conditions
The simulation case directory is windTurbine, which consists of 0, const, and
system, and some command ﬁles for the preparation of the case directory,
execution of mesh generators and solvers. Four ﬁles are contained in the 0
sub-directory namely p, U, nut and nuTilda, which are case ﬁles referred to as
dictionary ﬁles where the ﬂow ﬁelds boundary conditions are prescribed. The
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pressure is static and the ﬂow is incompressible. In this section the details of
the boundary conditions and the initial conditions will be outlined.
6.8.1 Velocity (U)
The velocity ﬁle U is used in prescribing the boundary conditions and initial
values of the velocity ﬁeld at the inlet, outlet, top, bottom, left, right and wall
patches. The inlet velocity is of `type fixedValue' with a uniform value for
an even velocity distribution. At the outlet a `type inletOutlet' condition is
speciﬁed where the solver determines the outlet velocity condition accounting
for any backﬂow. At the wall a `type movingWallVelocity' is speciﬁed with
a zero absolute velocity.
6.8.2 Pressure (p)
A `type zeroGradient' with a value of `uniform 0' is set at the inlet imply-
ing that the inlet pressure is a atmospheric pressure. Similarly at the out-
let a static pressure condition is prescribed. For the wall boundary, a `type
zeroGradient' is set at the wall, implying that there is no ﬁeld quantity pen-
etrating the wall boundary. For the top, bottom, left, and right patches or
boundaries, `type slip' boundaries are set that enforce the ﬂow ﬁeld to con-
form to the free stream conditions.
6.8.3 Turbulent viscosity (nut)
Given the uncertainty of the turbulent viscosity at the inlet and outlet a `type
calculated' boundary condition is prescribed where the turbulent viscosity
is determined based on the ﬂow conditions. The wall boundary is of `type
nutkWallFunction' where the turbulent viscosity is determined analytically.
The side boundaries are of `type slip'.
6.8.4 Modiﬁed viscosity (nuTilda)
For the viscosity like transport property a type fixedValue is prescribed at
the inlet with some prescribed value. The outlet is of type zeroGradient.
The wall is of `type fixedValue' with a `value uniform 0' and the side
boundaries are of `type slip'.
6.8.5 Fluid properties (transportProperties)
Since the ﬂow is incompressible, the solution is independent of the ﬂuid density
(ρ), it is not necessary to specify it. The kinematic viscosity is prescribed with
a value of ν = 1.4833e−5 m2/s.
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Figure 6.4: CFD model computation domain boundary
6.9 CFD Analysis Procedure
The wind turbine is ﬁrst modelled using the BEM code QBlade as explained
in 5.6 to establish baseline power and thrust data. A CFD fully resolved
rotor model is developed to validate the BEM results by employing the 1-
D momentum theory, which is introduced in 5.2, to calculate the axial and
radial induction factor of the CFD ﬂow model to obtain consistency between
the two methods using the concepts presented in 5.2. In other words the
CFD ﬂow model is probed at the rotor plane for the ﬂow velocity and the
freestream ﬂow velocity and the result thereof is used to calculate the axial
induction factor using Eq. (5.2.3). The ﬂow is probed by means of the probes
function in OpenFOAM. The radial induction factor is then determined by
using Eq. (5.2.7) which is also given by Eq.(5.2.6) by considering the wake and
rotor angular velocity. In the CFD simulation inputs we use the wake angular
velocity ω, as it appears from Eq. (5.2.6) that the relative rotation angular
velocity between the rotor and the wake is not accounted for in this equation.
In this study, since the frozen rotor concept is employed which implies that the
ﬂow around the turbine is rotating, thus the relative angular velocity between
the wake and the rotor in a dynamic case is accounted as the wake rotation in
the static case given by (1 +a′)Ω = ω. The author also notes that the velocity
deﬁcit in CFD is modeled by the velocity deformation terms of velocity spatial
gradients. The numerical scheme used to perform some linear interpolation
on the ﬂow velocity is similar to that of momentum method in Eq. (5.2.5).
This is one of the similarities that BEM and CFD share in common and thus
would enforce consistency between the two methods especially in ﬂow modeling
around wind turbines.
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6.10 Summary
The CFD model is introduced, whereby the Navier-Stokes equations for sta-
tionary and rotating region of ﬂow are presented. The performance evaluation
models are presented, highlighting the surface stresses on the turbine rotor
contribute to the turbine performance. The selected convergence criteria is
presented where the convergence parameters considered are shown to converge
within the allocated number of iterations. The one dimension momentum
model indicates good agreement between the CFD probed ﬂow parameters
and the BEM ﬂow parameters using the optimum relationship. The turbu-
lence model used is the Spalart-Allmaras turbulence model due to its robust-
ness, numerical stiﬀness and fast convergence rate. Wall function is used in
modelling the boundary layer in order to avoid using a thin mesh which ex-
pensive. The meshing tools used are presented, namely snappyHexMesh and
blockMesh generator. Mesh domain size is presented. A mesh sensitivity is
performed where a medium mesh that yielded accurate results at a minimum
computation resource cost is selected for the rest of the operating points perfor-
mance analysis. The boundary and initial conditions which greatly inﬂuence
the CFD results are presented for a more comprehensive illustration of the
ﬂow behaviour at various boundaries of the ﬂow domain.
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Chapter 7
Wind Turbine Performance
The analysis of the wind turbine rotor performance is done to see how the
turbine would respond under given conditions. With this theoretical data the
wind turbine drive train is designed with this in mind. It is important to have
all the data necessary in the drive train design, such as loading on the support
structure, drive train components, and blades.
7.1 Power and Thrust Curve
The power and thrust curve are computed for the wind turbine running as a
stall controlled machine as shown in Fig. 7.1. The power curve of the two
methods is in agreement. The thrust curve also demonstrates consistency be-
tween the CFD and BEM results, although there appears to be a marginal
diﬀerence especially below stall. This discrepancy in the thrust curve is at-
tributed to the analytical thrust model Eq. (5.3.2) that appears to not account
for the rotation eﬀect as the radial induction factor (a′) and the rotor angular
velocity (Ω) do not appear in the thrust equation. Yet, if these results are
close to reality, this would mean good news, as low loading on the tower would
be experienced. And the agreement in deep stall is due to the breakdown of
BEM for axial induction factors greater than 0.4 where the analytical model is
discarded and the Glauert empirical model extrapolates the thrust coeﬃcient.
Again, if this is true and close enough to reality, it would prove how accurate
CFD is from reality, given the model is empirical.
7.2 Power Coeﬃcient, Cp
The wind turbine rotor power coeﬃcient is deﬁned as the power extracted by
the wind turbine relative to that available in the free wind stream. It is a
measure of the aerodynamic eﬃciency of the wind turbine rotor blades.
Cp =
Pextracted
Pavailable
(7.2.1)
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Figure 7.1: (a) Computed power curve and (b) Computed thrust curve [3] of
the Aero Energy blade at a ﬁxed rotational speed of 100 rpm.
The maximum achievable energy power eﬃciency is 59% which is known as
the Betz limit. The limit is not caused by any deﬁciency in design but by the
physics [43]. The tip speed ratio is given by
λ =
speed of rotor tip
wind speed
=
ωR
U0
, (7.2.2)
where Ω is the rotor angular velocity, R is the rotor tip radius and U0 is the
free stream wind velocity. Generally a high tip speed ratio is desirable since
this is where the wind turbine rotor operates aerodynamically most eﬃciently.
The aerodynamic eﬃciency of the rotor can be expressed as a function of
the tips speed ratio C(λ), as shown in Fig. 7.2. A maximum aerodynamic
eﬃciency of approximately Cp = 0.47 is achieved at a tip speed ration of
λ = 6.5 as shown in Fig. 7.2. The lower aerodynamic eﬃciencies at lower
tip speed ratios are desirable for stall regulated wind turbines rotors, where
the excess energy from the wind is shed to prevent overloading the turbine
electrical components in high wind speeds.
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Figure 7.2: Wind turbine rotor Cp curve of the Aero Energy blade.
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7.3 Summary
The turbine aerodynamic performance is evaluated from BEM and CFD. The
power curve prediction for both models appears in agreement. At high wind
speeds stall regulation appear to happen. The thrust curve indicates a bad
correlation of the models and this is attributed to the fact that the thrust
model is purely theoretical for low axial induction factors, and also the fact that
rotational eﬀects are not accounted in the model. At high wind speeds, where
typically high axial induction factors occur, the empirical BEM model is used
where the analytical BEM thrust model breaksdown, and a good correlation is
observed between the CFD and BEM model. The model Cp curve is evaluated
for the sake of illustrating the wind turbine eﬃciency showing once again
agreement of the models.
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After the wind site assessment for the wind turbine suitability has been con-
ducted and the cost impact of the wind turbine conﬁguration has been de-
termined, the electromechanical energy conversion system, speciﬁcally the slip
permanent magnet coupler performance (slip-PMC) is evaluated taking into
consideration the potential wind loading conditions evaluated and the wind
turbine aerodynamic performance from Part II. The design operating speed of
the slip-PMC is 150 rpm at a rated torque of ±1000 Nm. This design point
is chosen due the availability an existing prototype designed for the latter op-
erating conditions in order to validate the slip-PMC concept and the models
presented in this part of the thesis.
Part III
Coupler Electromagnetic Analysis
49
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Chapter 8
Slip-PMC Models
8.1 Introduction
The slip permanent magnet coupler (slip-PMC) is typically used in transferring
energy in a form of torque and power in rotary mechanical systems. One typical
application of this machine is in wind energy systems where the mechanical
torque induced on the wind turbine blades is transferred via the drive train
to the slip coupler and ﬁnally to a synchronous generator feeding a stand-
alone system or a grid. The slip-PMC is used as a means of regulating the
induced torque on the drive train such that torque pulsations upstream on
the turbine rotor side are damped through magnetic induction. In [44] the
slip-PMC is introduced and in [21] diﬀerent topologies of the slip-PMC are
investigated, where in both papers the concept proved to be implementable for
wind applications. What is of much interest from [21] is the non-overlap double
layer coil conﬁguration which has shown good performance for a machine of its
type. Further in [23] a multiphase analysis technique is proposed for the FE
analysis procedure, which proves to be accurate and computationally eﬃcient.
From the cited literature only surface mounted PM are proposed in the machine
analysis. In this paper a spoke-mounted magnet conﬁguration is proposed that
concentrates the ﬂux in the machine.
8.2 Slip-PMC Concept
The slip-PMC is a permanent magnet induction generator that converts high
speed mechanical torque to low speed mechanical torque through the principle
of magnetic induction. The device provides magnetic isolation between the
high speed and low speed side of the drive train. This magnetic isolation
provides a mechanical damping eﬀect on the drive train where the step changes
in high speed rotor side due to wind gusts are ﬁltered and smoothed out at the
low speed rotor end. The slip coupling operates at low slip frequencies where
core losses are deemed negligible and the eﬃciency is thus assumed directly
50
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proportional to slip (η ≈ (1− s)), where the only dominant losses considered
in design optimisation are the copper losses in order to simplify the design
optimisation process reducing the number of design variables.
8.3 Slip-PMC Conﬁgurations
The slip-PMCs are designed for high eﬃciency with minimum volume and
mass. To reduce the cogging torque eﬀect a high winding factor non-overlap
winding machine is chosen [45, 46], since for wind energy applications at low
wind speeds it is desired that the turbine starts easily. Various conﬁgurations
are possible for the slip-PMC and only two conﬁgurations are evaluated in this
study, namely:
1. surface-mount magnet type of rotor using magnets that are oriented
radially and concentrating the ﬂux radially as shown in Fig. 8.1.
2. spoke-mount magnet type of rotor using magnets that are oriented tan-
gentially and concentrating the ﬂux radially as shown in Fig. 8.2.
The advantage of the surface-mount PM machine is that the yoke lamination
is a annular ring allowing ease of surface mounting the PM in manufacturing.
The downside of surface mounted magnets is that the PMs are prone to fracture
during construction and in operation which is detrimental to the health of the
machine. Another downside is the radial attraction forces on the PM that may
cause stress to the adhesive and eventually result in failure in the long run.
An alternative PM rotor that can minimize the likelihood of PM fracture and
machine health issues is sought to improve the reliability and robustness of the
machine.
The spoke-mount magnet machine has a more elegant construction such
that the attraction forces on the PM are oriented in the tangential direction.
The construction of the PM rotor can be challenging, however, possible as a
similar conﬁguration is implemented in ﬂux switching machines as discussed in
Svetliket al [47]. The shear stresses on the magnets and adhesive are reduced
as the magnets would be embedded between steel blocks. In the event of
accidental fracture the magnet fragments would be contained between the
steel with the aid of adhesive and other containment measures. Spoke-mount
magnet machines are reported to have a high power and torque density [24,48].
The two machines shown in Figs. 8.1 and 8.2 comprise of short-circuited
aluminum coils, permanent magnets and steel for the core. The coils are slotted
over each tooth such that in a slot the coil sides are placed adjacent to each
other.
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Figure 8.1: FE-model cross section of a 56-pole, 60-slot surface-mounted mag-
net slip-PMC [4].
h
w
Figure 8.2: FE-model cross section of a 56-pole, 60-slot spoke-mounted magnet
slip-PMC [4].
8.4 Slip-PMC Models
The two machine topologies' ﬁnite element (FE) analysis models are assumed
to be the same. The induced rotor coil currents are assumed to be sinusoidal
as was conﬁrmed from the transient FEM simulation that was performed for
both the spoke- and surface-mount PM machines in ANSYS Maxwell. With
the assumed sinusoidal currents, the machines are modeled in the dq reference
frame, with the dq-currents assuming dc values in static state.
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8.4.1 dq Model for Non-Linear Analysis Technique
In steady state dq theory the ﬂux linkages for coil layer i shown in Fig. 8.4 are
given by
λdi = LdiIdi + λmi, (8.4.1)
λqi = LqiIqi. (8.4.2)
The dq-voltage equations of the short circuited slip-PMC are derived directly
from Fig. 8.3, which is the armature dq-circuit, with positive current taken
as ﬂowing into the machine. These dq-equations are given by (subscript i =
1, ...,m)
0 = RiIdi − ωsleLqiIqi, (8.4.3)
0 = RiIqi + ωsleLdiIdi + ωsleλmi, (8.4.4)
where Ri is the coil resistance, ωsle is the operating electrical angular slip
frequency, Idi and Iqi are the dq currents. Ldi and Lqi are the dq inductances
(including end-coil inductances) and λmi is the ﬂux linkages due to the PMs.
Using Eq. (8.4.1) - (8.4.4) and some mathematical manipulation we get
Idi =
−ω2sleLqiλmi
R2i + ω
2
sleLqiLdi
, (8.4.5)
Iqi =
−ωsleRiλmi
R2i + ω
2
sleLqiLdi
. (8.4.6)
q
d
Id
Iq
αr
Ir
Iqi
ωsleλdi
Ri
+
_
Idi
ωsleλqi
Ri
+
_
Figure 8.3: Steady state dq analytical circuit model [4].
8.4.2 dq Model for Linear Analysis Technique
The steady state dq ﬂux linkages for coil layer i shown in Fig. 8.4 are given
by:
λdi =
m∑
j=1
MddijIdj +
m∑
j=1
MdqijIqj + λdmi (8.4.7)
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λqi =
m∑
j=1
MqqijIqj +
m∑
j=1
MqdijIdj + λq
m
i (8.4.8)
where M denotes inductance which can be self- or mutual inductance, sub-
scripts ij infer the ﬂux linking circuit i to the current in circuit j with all
other sources zero which is known as the mutual component, and ii is the self
component, subscript dq or qd denotes the cross-coupling due to saturation ef-
fects. The self inductance, mutual inductance, self-cross coupling inductance,
and mutual-cross coupling inductance are taken into account. This arguably
completes the dq analytical circuit model, thus minimising uncertainties and
due to the linear nature of the system of equations, improve convergence.
The speed voltages for coil layer i are given by: (subscript i = 1, ...,m)
0 = RiIdi − ωλqi (8.4.9)
0 = RiIqi + ωλdi (8.4.10)
After mathematically manipulating equations (8.4.7) - (8.4.8) we obtain the
following coeﬃcient matrices:
Ri =
[
Ri 0
0 Ri
]
(8.4.11)
Xi =
[
ω
∑m
j=1Mddij ω
∑m
j=1Mdqij
−ω∑mj=1Mqdij −ω∑mj=1Mqqij
]
(8.4.12)
with
Zi = Ri +Xi. (8.4.13)
The induced armature voltage and current matrix is respectively expressed by
Vi =
[ −ωλdmi
ωλq
m
i
]
(8.4.14)
and
Ii =
[
Idi
Iqi
]
. (8.4.15)
The machine state equation is given by
Ii = Z
−1
i Vi (8.4.16)
The system of equations is then solved using numerical linear algebra. Fig.
8.4 illustrates the dq analytical model that is used in deriving the self, mutual
and cross-coupling components of the analysis model.
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Figure 8.4: Model excitation layers for single layer PM, m coil layers. The
dq analytical model self-, mutual- and cross-coupling components are derived
with the aid of this diagram.
8.4.3 Torque Performance Model
The induced torque is determined by
T =
Ns
S
2S/3∑
i=1
3
2
(p
2
)
(λdiIqi − λqiIdi). (8.4.17)
where S is the slots per machine section, hence S = 15 for the two machines
of Figs. 8.1 and 8.2.
8.4.4 Conduction Loss Model
With the core losses assumed negligible due to low operating frequencies, the
only losses considered in the design optimisation are the conduction losses
which are determined as
Pcu = Tωsl =
Ns
S
2S/3∑
i=1
3
2
I2i Ri, (8.4.18)
where ωsl is the mechanical angular slip velocity deﬁned as
ωsl = ωR − ωPM, (8.4.19)
with ωR as the coil rotor mechanical angular velocity and ωPM is the PM rotor
mechanical angular velocity. The electrical angular frequency is given by
ωsle =
(p
2
)
ωsl, (8.4.20)
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where p is the number of poles. The system slip is deﬁned as
s =
ωsl
ωPM
. (8.4.21)
The phase peak current is given by
Ii =
√
I2di + I
2
qi. (8.4.22)
The conduction loss obtained from both the static and dynamic FEM model is
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Figure 8.5: Conduction loss results in the static and dynamic FEM models for
the spoke-mount PM machine.
presented in Fig. 8.5. At low slip values there appears to be agreement between
the FEM models, however as the slip increases, the discrepancy appears to
grow and this could be due to the solid loss solution given by the software which
probably doesn't consider the end winding in the loss calculation. However
the magnitude of the diﬀerence is large which doesn't seem to explain why it
would be this large given the small end resistance which is expected to have a
minor contribution to the conduction loss.
8.4.5 Core Loss Model
It is mentioned in section 8.4 that the core losses can be neglected in the design
optimisation, but the question is how much is this core loss to be neglected
and is it justiﬁed? In literature [4951] various core loss models exist and in
general they all considered to be dependent on the ﬂux density (Bmax), the
magnetising frequency (f) and some proportionality constant (c). Generally
the core loss consists of three components, namely hysteresis, eddy current and
anomalous losses which is generally expressed as
p = ph + pe + pa. (8.4.23)
The core loss model proposed in [51] is chosen for convenience due to the
availability of the model coeﬃcients. This core loss model is expressed as
p = chf
′B′2max + cef
′2B′(2+cx)max + ca (f
′B′max)
1.5
(8.4.24)
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where ch, ce, ca denote the hysteresis, eddy and anomalous loss coeﬃcients,
and cx is the exponent of the magnetic ﬂux density. The scaled magnetic ﬂux
density and frequency are denoted by B′m = Bm/(1T) and f
′ = f/(50Hz)
where Bm and f are the maximum magnetic ﬂux density and the operating
frequency respectively. The maximum ﬂux density is scanned for along the
teeth of the wound rotor and f is the ac operating frequency. This model
is implemented in conjunction with the static FEM analysis as a analytical
tool in estimating the core losses in the slip-PMC, although the slip-PMC ac
operating frequency range is low, it may be diﬃcult to detect these losses
accurately. However the results thereof will serve to justify the claim as to
why the core losses may be neglected in future analytical analyses of such a
machine operating at relatively low frequencies. The Ansys Maxwell dynamic
FEM model, has a built in core loss model that is implemented as follows:
pv = KhfB
2
m +Kc (fBm)
2 +Ke (fBm)
1.5 (8.4.25)
where Kh, Kc, Ke, denote the hysteresis, eddy and miscellaneous (excess) loss
coeﬃcients respectively. It is speculated that this expression might also be
used in capturing the time harmonic components that might be signiﬁcant in
the loss calculation. Any discrepancy between the static and the dynamic core
loss calculation may be attributed the static FEM model considering only the
fundamental frequency and the dynamic FEM model considering the whole
frequency spectrum (harmonics). The core loss from the static and dynamic
model, shown in Fig. 8.6, indicates a strong correlation, with marginal discrep-
ancies, as the dynamic model core loss results exhibit some slight scattering.
At rated slip conditions which is 3%, the conduction loss to core loss ratio is
10, indicating factor ten diﬀerence. Further at higher frequencies, the ratio
increases to 13.33-18.89 indicating a growth in the negligibility of the core loss
grows with increase in slip values.
Table 8.1: Steinmetz coeﬃcients used in the static core loss calculation
coeﬃcient ch ce ca cx
value 0.3526 0.1780 0.4831 1.1990
Table 8.2: Steinmetz coeﬃcients used in the dynamic core loss calculation
coeﬃcient Kh Kc Ke
value 17.63 445 170.80
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Figure 8.6: Core loss results from the static and dynamic FEM model for the
spoke-mount PM machine.
8.5 Summary
The slip-PMC regulates torque pulsations upstream, damping them through
magnet induction. Two topologies of the slip-PMC are introduced, namely
surface- and spoke-mount PM machines. The analysis of slip-PMCs is intro-
duced for a linear and non-linear analysis. Where the linear model is deemed
to capture cross-coupling, mutual coupling, which are neglected by the non-
linear model. The linear model shows better convergence rate, however, the
additional solver used to solve the linear equations comes at an additional cost
of CPU time, however giving more accurate results, especially where satura-
tion eﬀects are dominant. The conduction and core losses in the machine are
presented. The core loss assumption, that states that the core losses in the
slip-PMC is negligible is justiﬁed in this chapter, using the static and dynamic
FEMmodels for the core loss calculation. The core loss models implementation
may be diﬀerent however the results illustrate good agreement.
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Chapter 9
FE Analysis Techniques
9.1 Introduction
The slip-PMCs shown in Figs. 8.1 and 8.2 are modeled and simulated in a
in-house 2-D static ﬁnite element method (FEM) package called SEMFEM
and in a commercial transient state FEM package called ANSYS Maxwell. As
seen in both Figs. 8.1 and 8.2 each coil is partitioned into multiple layers for
the sake of 2D static analysis in order to capture the slot leakage eﬀect [50]
as the FEM solver demonstrated improved results, especially at higher oper-
ating frequencies. The analysis procedure followed in the design performance
evaluation is presented in this chapter.
9.2 Non-Linear Permeability Analysis
Procedure
The details of the analysis technique used in this thesis are discussed in Van-
Wyk [23]. However in this manuscript the analysis technique is illustrated as
shown in Fig. 9.1. This analysis technique is used for determining the induced
current in the machine coil through the principle of induction. The induced
current is ﬁrst guessed from the rated copper loss which is calculated from Eq.
(8.4.18) knowing the initial estimate of the rated torque and rated slip speed
of the coupler. For the initial guess the copper loss current is assumed to be
the q-axis current and zero current is assumed for the d-axis current to satisfy
the condition λm = λd. The FEM solver is driven with this initial estimation
current as input current. In post-processing the dq ﬂux data from the FEA
solver, the dq inductances are determined using Eq. (8.4.1) and (8.4.2) and
the previous current solution. Then the resultant dq current is evaluated using
Eq. (8.4.5) and (8.4.6). The resultant current is evaluated against the previous
current, and if the solution error exceeds the maximum error threshold emax
the resultant current is used as the input current and the process is repeated
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as shown in Fig. 9.1 until convergence is reached. The copper loss is denoted
by Pcu, R represents the coil resistance, n is the iteration step, ωsl is the slip
angular speed, λm denotes the ﬂux linkage due to the magnet, e and emax are
the solution error and the user speciﬁed maximum convergence error respec-
tively. The solution output [Y] is the user speciﬁed performance parameters
vector. This process is implemented for static conditions.
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2 cu
rms
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I  = 
3R
d m
d
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λ λ
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q
q
q
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Output: [Y] End
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From (5) and (6)
performance
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Iq = Irms
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Figure 9.1: Analysis method ﬂow chart for solving currents and induced torque
of the slip-PMC [4].
9.3 Linear Permeability Analysis Procedure
In the linear permeability analysis method, ﬁrst a non-linear solution is sought
using the initial inputs. The resulting permeabilities from the non-linear solu-
tion are stored for each mesh element. Then a linear solution is run where the
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ﬂux linkage due to the ﬁeld magnets on the coils is ﬁrst captured as λdmi and
λq
m
i under no load. Subsequently the ﬁeld magnets are unexcited where only
the current excitation for each coil layer is applied, whether it be d- or q-axis
current and the corresponding ﬂux linkage λdi and λqi is captured and their
corresponding inductancesMddij,Mdqij,Mqqij andMqdij are determined using
the ﬂux linkage expressions given by Eq. (8.4.7) and (8.4.8). Once the self,
mutual and cross-coupling inductances have been determined, the impedance
coeﬃcient matrix Zi is created using the resistance and reactance matrix given
by Eq. (8.4.11) and (8.4.12). The impedance coeﬃcient matrix is inverted then
the armature voltage coeﬃcient matrix Eq. 8.4.14 is setup using Eq. (8.4.14)
thus the induced eddy current solution 8.4.16 is obtained iteratively in this
fashion.
9.4 Convergence Criterion
The solution parameters that are monitored for convergence are the induced
eddy current solution for each coil layer individually. The convergence criteria
is set as such
|xnew − xold| ≤  ∗
∣∣∣∣xnew + xold2
∣∣∣∣ (9.4.1)
where  is the speciﬁed solution tolerance, xnew and xold are new and old
solver solutions. The convergence parameters monitored are the induced eddy
currents d− and q−axis components, monitored individually for each coil layer.
And the solution is deemed converged once all the dq-current components have
converged to within the allowable solution tolerance level.
9.5 Analysis Technique Performance Results
After the implementation of the linear and non-linear analysis technique, the
torque versus slip performance illustrated in Fig. 9.2 is obtained. Both method
are in good agreement in the 0− 9% slip range, which is considered the linear
region where saturation eﬀects in the machine core are negligible. In the slip
range greater than 9%, a discrepancy arises from the analysis methods which
can be attributed to the cross-coupling and mutual inductance components
that are neglected by the non-linear method. This analysis is run assuming
only the dc resistance characteristic. Running a performance comparison of
the two analysis methods serves to verify the methods and to demonstrate how
the assumptions made in the methods aﬀect the solution accuracy.
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Figure 9.2: The torque performance of the spoke-mount PM slip-PMC using
the linear and non-linear technique for analysing the machine performance.
9.6 Convergence Rate of Analysis Methods
The convergence rate of the analysis methods is evaluated in this section in
order to establish the stability of the solver. In Fig. 9.3 is the convergence
rate of the analytical solvers assuming only the dc resistance in the coils. The
non-linear analysis method in general exhibits a slow convergence rate when
compared to the linear analysis method especially when a convergence criterion
is set in the solver as discussed in 9.4. The non-linear model analysis method,
given its simplicity, performs well especially in the linear operating region as
shown in Fig. 9.3a. However as the machine gets more loaded, the core gets
more saturated, and the number of iterations required increases. In the linear
model case fewer iterations are required due to the linear nature of the FEM
model and the analytical model, whereas the non-linear case requires more
iterations to converge. When the multiple layer model is considered the solver
convergence rate is as shown in Fig. 9.3a, exhibiting similar behaviour as that
of Fig. 9.3b. However the only observed eﬀect was on CPU time, as the more
equations there are to solve the more computation time is required to obtain
a solution. An attempt to save on computation time by reducing the number
of coil layer i.e. number of equations comes at a cost of solution accuracy as
will be illustrated in Chapter 10.
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Figure 9.3: The convergence rate study of the linear and non-linear analysis
techniques with (a) demonstrating the slip range convergence rate with dc
resistance and (b) demonstrating the coil layer model convergence rate.
9.7 Summary
The FE analysis techniques and procedures for the linear and the non-liner
FE models are presented. The convergence criterion used in monitoring con-
vergence is presented, where the induced currents are chosen as convergence
parameters. Generally both models exhibit good convergence rates when the
machine loads are considered below core saturation. However under high fre-
quency high loads/saturation the convergence rate of the non-linear model
becomes slower.
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Chapter 10
Conductor Impedance
10.1 Introduction
The conductor in the static FEM analysis requires special treatment in order to
capture the slot leakage eﬀect and the skin eﬀect. A dc-ac resistance technique
is employed in attempt to improve accuracy and correlate the static FEM
model to the time harmonic FEM model. Another challenge is the slot leakage
eﬀect that is due to the ﬂux produced by the ﬁeld magnets not linking with the
coils. Presented in this chapter are the coil resistance models, the slot leakage
technique, the coil end eﬀects and the temperature eﬀect consideration on the
coils resistivity.
10.2 Skin Eﬀect
The skin eﬀect in the proposed machines coil layout is due to the induced
eddy currents in the coils that tends to shield the bottom section of the coils
as illustrated in Fig. 10.1b. The theory of penetration of electromagnetic ﬁelds
into a conductor assumes that the coil is of inﬁnite depth and that there is no
ﬁeld variation along the width or axial length of the conduction medium. The
internal impedance of the conductor is computed in the same manner as that
of a plane conductor. The decay of the of the ﬁelds into the conductor are
viewed as the attenuation of a plane wave as it propagates into the conductor
or from the point of view that induced ﬁelds from time varying currents tend
to counter the applied ﬁelds [52]. The non-uniform current distribution that is
caused by the skin eﬀect, results in an increase in the eﬀective coil impedance,
thus inﬂuencing the machine performance.
10.2.1 Coil Resistance Model
Under low frequency conditions, the coil resistance is assumed constant with
the ﬁeld frequency, as the coil shielding eﬀect may be assumed negligible. The
64
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Figure 10.1: A simple skin depth illustration where (a) is the skin depth plot
as a function of slip and (b) is the skin depth of penetration of skin eﬀect
distribution on coil layers.
dc resistance of the conducting medium is described by:
Rdc =
l
σA
(10.2.1)
where σ is the material conductivity, l is the conductor length and A is the
conductor cross-sectional area perpendicular to the current ﬂow path. At high
ﬁeld operating frequencies the coil shielding eﬀect becomes prominent where
the skin eﬀect aﬀects the machine performance. The skin resistance is given
by
Rs =
1
σδ
=
√
pifµ
σ
(10.2.2)
where σ is the material conductivity, f is the operating ﬁeld frequency, µ is
the conducting medium permeability, and δ is the ﬁeld depth of penetration.
The ﬁeld depth of penetration is characteristic of the conductive material and
the ﬁeld operating frequency.
The ac resistance is then determined as follows
Rac = Rs
l
w
(10.2.3)
whereRs is the skin resistance, l is the conductor length, and w is the conductor
width. The skin depth of penetration distribution in the coil layer is given by
δm =
δ
m
(10.2.4)
where δ is the overall skin depth on the coil side and m is the number coil
model layers, as shown in Fig. 10.1b. The skin depth versus slip is shown in
Fig. 10.1a and the skin depth is approximately 38 mm at slip of 9%. This
skin depth is approximately equal to the coil's physical depth. This slip value
is where the ac resistance picks up, dominating over the dc resistance.
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10.2.2 Slot Leakage Model
The multi-layer coil modelling enables the accurate capture of the slot leak-
age eﬀect which occurs mostly at the lower section of the coil. The dq model
indicates this and the machine torque prediction shows this eﬀect at play in
both low and high slip values. Eﬀectively the accuracy of the machine per-
formance prediction is improved by this modelling strategy. The slot leakage
is captured in terms of the machine inductances that result from the analysis
method. The non-uniform current distribution in the coils is approximated
through this slot leakage modelling technique. Fig. 10.2 illustrates the slot
leakage that occurs at the bottom of the slot and top of the slot with some
cross ﬂux that contributes to the impedance of the coils.
d
Stator
Rotor
1
i
m
Figure 10.2: Slot leakage eﬀect model in static FEM.
10.3 End Winding Eﬀects
The end eﬀects considered here are those due to the coil ends protruding from
the wound rotor's axial stack length.
10.3.1 End Winding Resistance
The end resistance is calculated by using the normal dc resistance formula,
Re = ρ
le
A
(10.3.1)
where ρ is the conductor resistivity, A is the conductor's eﬀective cross-section
area, and le is the end winding length. In this case, it is assumed that the
end winding resistance is constant in the simulation models. However, the ac
resistance model can be employed in the end winding resistance calculation.
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10.3.2 End Winding Inductance
In Honsinger [53], the analytical end winding inductance models, for end wind-
ings of various shapes, are derived. The end winding inductance derivation
procedure assumes line currents in the end winding coils and then further uses
the energy equation that states that the energy stored in a inductor is directly
proportional to the square of the current in the inductor and its inductance.
That it is how the derivation of the end wind inductance proceeds to yield
the end winding inductance models presented in his paper. The end wind
inductance model is given by
Le = 1.8me
(
Ckdp
p
)2
k2skekm × 10−8 (10.3.2)
where ks is the coil shape factor for individual coil, ke is the end winding factor,
p is the number of poles, C is the number of conductor in series per phase, m
is the number of phases, kdp is a product of the ordinary distribution factor kd
and the end winding pitch factor kp, km is the mutual inductance factor, and
e is the end winding radius for the rotor. This model is considered to apply
to squirrel-cage and wound rotor machines [53]. The value is a static value,
which indicates that the skin eﬀect is not considered in the end winding model
formulation.
10.4 Resistivity Temperature Eﬀects
As the machine operates for long periods of time the coil temperature increases
above ambient temperature and thus the resistivity of the conductor increases
in direct proportion to temperature as the conductor resists the ﬂow of cur-
rent. In eﬀect the coil resistance is aﬀected by temperature variations, in turn
aﬀecting the machine performance. It is important to account for the tem-
perature eﬀect to especially model the coils resistance at a given temperature.
The temperature eﬀect on resistivity is represented by
ρnew = ρref [1 + αt (T − Tref)] , (10.4.1)
where ρref is the reference resistivity at ambient temperature typically 20
◦C, αt
is the temperature coeﬃcient that is characteristic of the conducting material,
Tref is the reference temperature, T is the coil temperature and ρnew is the new
resistivity of the conducting material at the coil temperature.
10.4.1 Coil Resistance Calculation Procedure
The machine coils are 38 mm in depth, thus using the skin depth graph one
can be able to determine when the skin eﬀect will be dominant by determining
the conductor's internal impedance. The procedure to calculate the internal
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resistance of the conductor uses both dc resistance and ac resistance. There
is a criteria set to determine when the resistance is to be determined as either
dc or varying with frequency. By using Eq. (10.2.1) and (10.2.3) the following
criteria is used in evaluated the coil resistance with operating frequencies:
 if Rdc > Rac then the eﬀective resistance set to the dc resistance value
i.e. Reﬀ = Rdc
 else if Rdc < Rac then the eﬀective resistance takes on the values of the
ac resistance i.e. Reﬀ = Rac.
The ac resistance improves the performance prediction and allows the method
to be more stable especially at high frequencies. A damping eﬀect is introduced
by the ac resistance at hight frequencies to allow the performance prediction
especially the torque prediction to be more stable and sensible, especially that
of torque. The damping eﬀect also improves the solution convergence rate.
10.5 Results
Shown in Fig. 10.3 is the slip-PMC torque performance considering the dc
resistance and ac resistance eﬀect on the torque performance prediction, par-
ticularly at high slip values. The slot leakage eﬀect is also accounted for by
modelling multiple layers of the coil sides in the FEM model. The eﬀect of
the slot leakage is demonstrated in the results of Fig. 10.3a where with an
increase in the coil model layers, the torque prediction converges to some ﬁnal
value at high slip values. It was noted in 9.6 that the convergence rate of the
model with dc resistance under high loading condition tends to be slow. With
the ac resistance, the convergence rate of the model improved becoming fast.
The ac resistance eﬀect at high frequencies is demonstrated by Fig. 10.3b, this
performance prediction is important for motor application where typically at
start-up the wound rotor ﬁeld frequency may be high. Thus a more accurate
prediction of the starting torque may be achieved as shown in Fig. 10.3.
10.6 Summary
The skin eﬀect greatly inﬂuences the slip-PMC performance, thus a model to
account for this eﬀect is presented. The slot leakage model by means of multiple
coil layer modelling shows improved performance prediction accuracy. The end
winding eﬀects and temperature on the coils is considered. The dc-to-ac and
vice versa criterion is determined, where it is found that the ac resistance is
dominant whenever the skin depth of penetration is less than the coil physical
depth in to the slot. The performance prediction improvement is demonstrated
by the slot leakage eﬀect, which shows improvement for up to 3 coil layers.
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Figure 10.3: The skin eﬀect with (a) demonstrating the slot leakage eﬀect
with dc resistance and (b) the skin resistance eﬀect with dc resistance at low
frequencies and ac resistance at high frequencies
.
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Chapter 11
Magnetic Properties
11.1 Introduction
The permanent magnets which have produced the largest magnetic ﬂux with
the smallest mass are the samarium and neodymium based rare earth magnets.
Their high magnetic ﬁelds and light weight make them attractive. However
the extensive use of rare earth magnets demands that less of this material be
used and the reliability of it in electric machines be improved.
11.2 B-H Characteristic
A simple linear B-H characteristic is assumed for the PM. Demagnetization
eﬀects are not considered since the machine is singly excited by the PM only,
thus the induced currents in the machine are assumed to be such that they do
not demagnetize the PM. The B-H characteristic is represented by
Br = µrµ0Hc (11.2.1)
where Br is the remnant magnetic ﬂux density, µr is the relative permeability of
the magnet material, µ0 is the permeability of free space and Hc is the magnet
coercivity. The permanent magnet coercivity is the amount of applied or exter-
nal magnetic ﬁeld required to demagnetise the permanent magnet. Fig. 11.1
shows the FEM model of the M530-65A steel bh-curve and the neodymium-
iron-boron permanent magnet which is a rare earth permanent magnet with
a remnant magnetic ﬁeld density of 1.34 T and a relative permeability of
µr = 1.05.
11.3 PM End Eﬀects
The PM end eﬀects considered here are the fringing ﬂux that occurs on the
magnets. This leakage ﬂux greatly impacts the performance of the electrical
70
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Figure 11.1: The bh characteristic of the (a) M530 65A steel, and (b) NdFeB
magne.
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Figure 11.2: The leakage ﬂux interaction in the machine where (a) is the
inter-pole ﬂux leakage, and (b) is the pole self ﬂux leakage.
machine by reducing the eﬀectiveness of the permanent magnets depending
on the magnet conﬁguration. In the case of the spoke-mount permanent mag-
net machine shown in Fig. 11.2b, the PM ﬂux leakage appears sensitive to
the zero potential boundary indicating that a tremendous leakage ﬂux oc-
curs there. The surface-mount permanent magnet conﬁguration shown in Fig.
11.2a conﬁnes the ﬂux to within the machine volume. On the surface-mount
permanent magnet machine there is some free ﬂux that occurs outside the
machine. To illustrate the inﬂuence of the ﬁeld magnet orientation on the
ﬂux linkage which greatly determines the armature back emf, the no load ﬂux
linkage of the surface-mount and spoke mount PM conﬁguration are analysed.
The ﬂux linkage are obtained for the same amount of permanent magnet ma-
terial in both machines from the static and dynamic FEM models. Given in
Table 11.1 are the dq ﬂux linkage obtained from the FEM models, noting that
there is an agreement in the results with a deviation of the d-axis ﬂux linkage
4% in error from the static FEM model. The error can be attributed to the
time harmonics, as a single step static FEM solution is used in the results. The
spoke-mount permanent magnet ﬂux linkage on the armature is given in Table
11.2 with the static d-axis ﬂux linkage deviating by 1% from the dynamic ﬂux
linkage. Clearly in Table 11.1 and 11.2 one observes the large discrepancy on
the ﬂux linkages induced in the coils. The discrepancy is 28.84% from the
surface mount permanent magnet machine. Which could explain the diﬀer-
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ence in the break down torque of the two machine topologies. Illustrated in
Fig. 11.2a and 11.2b is the leakage ﬂux between the magnet poles due to their
close proximity to each other. The author terms this the inter-pole leakage
ﬂux. Another observation is that the d axis ﬂux linkages from the both the
static and dynamic FEM are not the same, which is largely responsible for the
induced torque in the machine in generator mode. High dq ﬂux linkages are
generated for the spoke-mount PM machine when compared to those of the
surface-mount PM machine. This serves to illustrate the discrepancy in the
solution currents and torque obtained in the static and dynamic FEM models.
Table 11.1: No load ﬂux linkages induced in the surface-mount PM machine
Maxwell Ansys (dynamic) SEMFEM (static)
λd (mWb·turns) 0.9402 0.9500
λq (mWb·turns) 0.0166 0.0000
Table 11.2: No load ﬂux linkages induced in the spoke-mount PM machine
Maxwell Ansys (dynamic) SEMFEM (static)
λd (mWb·turns) 1.1776 1.1224
λq (mWb·turns) 0.0165 0.0005
11.4 Summary
The bh curves of the M530-65A steel and the NdFeB PMmagnet are presented.
The demagnetisation eﬀect on the PM are neglected. The leakage ﬂux on the
PM rotor are highlighted for both the surface- and spoke-mount PM machine
model. The no load ﬂux linkage for each model are presented from both a
static and dynamic model perspective. For the same amount of PM material,
the spoke-mount PM machine shows a high ﬂux linkage, which results in higher
induced armature voltage and thus currents. This explains the discrepancies
in the two machine model performance predictions.
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Chapter 12
FEM Model
12.1 Introduction
The FEM model boundary conditions assignment, governing equations used
in FEM and the interfacing of the FEM model with the analytical model are
introduced in this chapter. This is done to give a clearer picture of how the
FEM model and the analytical model communicate with each other. Also
highlighted are the loop holes in the analytical model assumptions used in the
static simulation.
12.2 Boundary Conditions
The electric machine model is quarter symmetric, which allows only one-fourth
of the machine to be modeled in FEM. The periodicity is even symmetric due
to the even numbered poles and the currents in the machine phases are peri-
odic every 90◦ mechanical (spatial) angle. A Dirichlet boundary is set on the
free space far ﬁeld region to zero potential shown in Fig. 12.1. A Neumann
condition is prescribed on the periodic boundaries, stating that the ﬂux gradi-
ent is zero ∂φ
∂n
= 0 on the boundary. On one of the models the PM rotor yoke
imposes a shielding eﬀect such that the ﬂux is conﬁned within the machine
volume. The spoke-mount PM machine model has free ﬂux on the PM rotor,
thus not conﬁning the ﬂux to the volume of the machine, however, the FEM
appears to be sensitive to where the shielding boundary is placed relative to
the machine boundary.
How large a portion of the machine needs to be modelled in order to have
a balance between the number of poles and number of slots [54] can be deter-
mined by using
F = gcd (Ns, Nm/2) (12.2.1)
where F is the greatest common divisor of number of slots (Ns) and the number
of poles (Nm/2). The value obtained from Eq. 12.2.1 is indicative of the
73
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Figure 12.1: Model boundary condition and the advantage of symmetry.
fraction of the machine suﬃcient in the FEM model. In the case of the machine
models presented in this thesis, a value of F = 4 is obtained thus implying
that only 1/4th of the machine can be modelled, which results in reduced
simulation time in both the static and the dynamic model. The interaction
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Figure 12.2: Finite element and analytical model interaction.
of the FEM model and the analytical model is illustrated by Fig. 12.2 for
a singly PM excited machine. The interfacing is such that the FEM model
solves the EM ﬁelds and outputs the ﬂux linkages which are used as source in
the analytical model to establish the induced armature voltage and currents.
12.3 Dynamic and Static FE Model
In this section the governing equations of the time harmonic and static FEM
models are introduced. It is important to examine them in order to compre-
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hend how the induced eddy currents are determined. Coupled to these models
are the analytical circuit models that model the impedance of the ends in the
case of the transient model and the whole conductor in the case of the dynamic
model. To begin let's look at the ﬁeld magnetisation characterisation due to
a PM which is given by
B = ∇×A = µH +M (12.3.1)
where A is the ﬂux vector potential, µ is the magnetic material permeability,
H is the applied ﬁeld intensity,M is the magnetisation due to the permanent
magnets.
12.3.1 Dynamic Governing Equations
In the time harmonic model, the vector potential formulation assumes eddy
and source currents expressed by
∇×
(
1
µ
∇×A
)
= σ
(
− ∂
∂t
A−∇φ
)
+
1
µ
∇×M (12.3.2)
where the term on the right hand side of the equation represents the conduction
current density, which is also known as the eddy current expressed as follows:
J = σE = σ
(
− ∂
∂t
A−∇φ
)
(12.3.3)
where E represents the electric ﬁeld density, ∇φ is the electric potential due
to the spatial curvature or spatial variation of the electric potential in the
magnetic ﬁeld, ∂
∂t
A is the time variation of the vector potential. Additionally,
when linearity is assumed the current density may be assumed as follows
J = σ (−jωA−∇φ) (12.3.4)
where ω is the ﬁeld operating frequency, with j indicating that the quantity is
sinusoidal.
12.3.2 Static Governing Equations
The static model assumes the following vector potential formulation,
1
µ
∇×∇×A = J + 1
µ
∇×M (12.3.5)
where J is the prescribed source current density, and the second term on the
right hand side of the equation is the equivalent magnetic current density.
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In the analytical induced eddy current formulation, it appears that the
model assumes linear properties and neglects the spatial variation of the ﬂux
i.e. assumes the ∇φ term of the eddy current formulation to be zero. The cur-
rent density J is prescribed in Eq. 12.3.5 is determined by using the models
and methods discussed in Chapter 8 and 9.
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Figure 12.3: Induced current (a) peak current magnitude and (b) the current
waveforms obtained from the spoke-mount PM machine.
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Figure 12.4: Induced current harmonics from the (a) static and (b) transient
FEM model for the spoke-mount PM machine.
The discrepancies observed in the machine performance prediction obtained
from the static and dynamic model can be justiﬁed by the time harmonic
components of the electrical ﬁelds. For example shown in Fig. 12.4a are the
induced current time harmonics assumed in the static FEM model and in Fig.
12.4b are the time harmonics that emerge from the time harmonic FEM so-
lution. There seems to be prominent 3rd and 5th harmonic components that
arise from the time harmonic FEM solution, and this could be the result of
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the discrepancy in the induced current magnitude and induced torque that has
been highlighted in earlier sections/chapters.
12.4 Results
The induced currents from the static and dynamic FEM model are shown in
Fig. 12.3. When a slip frequency sweep is performed the induced peak current
value shown in Fig. 12.3a are obtained. The induced currents from the FEM
models are in agreement with some discrepancies that are assumed to be due
to the model formulation assumptions. Fig. 12.3b illustrates the harmonic
distortion that is observed in the time harmonic induced current plot and how
that is diﬀerent to the static induced current, that is assumed purely sinu-
soidal. Also observed are the discrepancies in the peak induced current. The
highlighted discrepancies are assumed to be responsible for the discrepancies
observed in the torque performance predictions as will be demonstrated in
Chapter 13.
12.5 Summary
The core FEM governing equations for the static and dynamic model are pre-
sented in order to better understand, appreciate and highlight assumption
made by each model and the reasons as to why one would observe discrepan-
cies in results obtained from the FEM model predictions. It is shown that in
the static FEM model, the induced currents are speciﬁed as source currents,
which are determined using the analytical models of Chapter 8 and the anal-
ysis techniques of Chapter 9. In the dynamic FEM the induced currents are
determined by the non linear time variation of the ﬂux and spatial variation
of the ﬂux, resulting in the induced armature voltage and currents. The har-
monics on the assumed induced current in static model and resulting dynamic
induced currents from the dynamic model are highlighted with diﬀerences in
shape and amplitude of the current waveform.
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Chapter 13
Design Optimization
13.1 Introduction
The slip-PMC's outer PM rotor is optimized for the ﬁxed inner wound rotor
size on the preexisting prototype shown in Fig. 13.9a. The optimization is
performed for the spoke-mounted PM rotor conﬁguration in Fig. 8.2. One
would like to see how the variation in magnet width and height aﬀects the PM
mass, active mass and performance of the machine.
The dimensional parameters that have to be optimized in the design are
[x] =
[
h
w
]
, (13.1.1)
where h is the magnet height and w is the magnet width as indicated in Fig.
13.1.
h
w
Figure 13.1: Optimisation dimensions.
13.2 Optimization Maximizing Torque
In the ﬁrst optimization the objective function F (x) to be maximized is the
torque of the coupler that is
F (x) = τ(x), (13.2.1)
78
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subject to a mass constraint
M = hw or w =
M
h
[for a given h], (13.2.2)
where M is a PM mass constant, and dimensional constraints
h1 ≤ h ≤ h2 and w1 ≤ w ≤ w2. (13.2.3)
To determine τ(x) the dimensional variable h is varied by ∆h and w is calcu-
lated according to Eq. (13.2.2) in the ﬁnite element analysis (FEA) as shown
in Fig. 13.2.
Fig. 13.3 indicates the maximum possible torque for a ﬁxed magnet mass
with a variation in the magnet dimensions. The magnet dimensions that give
peak rated torque are chosen for the design performance evaluation presented
in 13.5.
Begin
Set constants and constraints
Set h = h1
Run FEA
No
Yes
End
Output: τ(x)
`
w = M/h from (15)
h = h + Δh 
h > h2
Input [x]
Figure 13.2: Optimization ﬂow chart for ﬁxed PM mass designs.
13.3 Optimization Minimizing Mass
In the second optimization the objective function F (x) to be minimized is the
mass of the coupler that is
F (x) = u1MPM(x) + u2Mactive(x), (13.3.1)
where u1 and u2 are weighting factors, MPM the magnet mass and Mactive the
active mass that includes the magnet mass and core mass of the PM rotor. In
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Figure 13.3: Torque results for a rotor with ﬁxed PM mass with variation in
PM width and height of the spoke-mount PM machine.
this optimization F (x) is minimized subject to the dimensional constraints of
(13.2.3) and a torque constraint of
τ(x) ≥ τrated = 1143.44 Nm. (13.3.2)
Instead of selecting the weighting factors of Eq. (13.3.1) and do the optimiza-
tion, we rather determine the Pareto front curve of Mactive(x) versus MPM(x),
and make the selection of the design from the Pareto curve. The Pareto curve
is determined as explained in the ﬂow chart of Fig. 13.4. In the ﬂow chart the
dimensional variables h and w are varied by ∆h and ∆w respectively.
The Pareto front results are shown in Figs. 13.5, 13.6 and 13.7. Fig. 13.5
presents the Pareto front plot for active mass versus the PM mass with the
color map indicating the corresponding rated torque. The design point that
yields the optimum active mass and PM mass is chosen at the knee of the
Pareto plot for rated torque close to τrated = 1143.44 Nm and the performance
evaluation of the design is presented in 13.5. Figs. 13.6 and 13.7 indicate
the variation of rated torque and PM mass with a variation in the magnet
dimensions, illustrating the direct relationship between mass and energy.
13.4 General observations from the
optimisations
The magnetic ﬂux density is generally expressed as ﬂux per unit cross-sectional
area
φ = BA (13.4.1)
The design optimisations performed in this chapter are very instructive as
they clearly demonstrate how the magnet dimensions inﬂuence the machine
performance. It can be clearly seen that the ﬂux concentration can be increased
or decreased by varying the ﬂux path cross-section area. The consequences
thereof are highlighted by the following observations:
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Begin
Set constants and constraints
Input: [x]
Set h = h1
Run FEA
No
Yes
End
Output: Mactive(x), MPM(x), τ(x)
`h > h2
`[τ] ≥ [τrated]
Yes
No
w = w + Δw
h = h + Δh
`w > w2
No
Yes
Set w = w1
Figure 13.4: Optimization ﬂow chart for determining a mass Pareto front with
τrated ≥ 1143.44 Nm as constraint.
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Figure 13.5: Mass Pareto front plot for τrated ≥ 1143.44 Nm with the color
map indicating the corresponding per unit torque.
 increasing the magnet width increases the breakdown torque
 increasing the magnet height increases the rated torque
13.5 Optimised Design Performance
The two machine topologies' FE analysis performance results are presented in
this section and are further supported by the FE analysis and measurement
results of the reference slip-PMC shown in Fig. 13.9a in 13.6.
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Figure 13.6: w versus h Pareto front plot for τrated ≥ 1143.44 Nm with the
color map indicating the corresponding per unit torque.
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Figure 13.7: w versus h Pareto front plot for τrated ≥ 1143.44 Nm with the
color map indicating the corresponding PM mass.
In Fig. 13.8 the torque versus slip performance curves are shown where
the static and transient state simulation results of the machine designs are
presented. The spoke-mount PM coupler results are for the design points
selected from the design optimization results presented in 13.2 and 13.3. The
torque performance results of the static spoke-mount PM coupler shown in
Fig. 13.8 indicate improved performance for the same amount of magnet mass
as the surface-mount PM coupler. This improved torque performance could
be explained by a much higher air gap ﬂux density due to the concentrated
ﬂux on the steel blocks produced by the spoke-mount magnets. However the
active mass and rotor outer diameter of the spoke-mount PM coupler, as given
in Table 13.1, is larger than that of the surface-mount PM coupler rendering
it 17.9% heavier and 1.7% larger. By comparing torque per active mass as
given in Table 13.1 it is found that, overall, the spoke-mount PM coupler
indicates improvement in performance at rated conditions for both optimized
PM rotor designs. However at breakdown torque conditions, the minimum
mass PM rotor design under performs by 10.33% below the surface-mount PM
coupler design. The maximum torque PM rotor design indicates a substantial
improvement in performance that is 20.27% above that of the surface-mount
PM coupler design.
As a case study a rated torque of 1143.44 Nm is chosen for both the surface-
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mount and spoke-mount PM coupler. The optimum design of the spoke-mount
PM coupler with a reduced PM mass and active mass gives the same rated
torque. However the breakdown torque is 17.3% percent below that of the
surface mount PM coupler.
The lower breakdown torque may be acceptable in wind turbine applications
as wind turbines not only rely on electrical braking but also on mechanical
braking. From both Fig. 13.8 and Table 13.1 it is observed that the torque-slip
characteristics of the two slip-PMC topologies are diﬀerent. This presents an
interesting choice for designers of such machines as a variation in the torque-slip
characteristic can be achieved by choosing either the spoke- or surface-mount
PM coupler conﬁguration and by varying the design dimensions.
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Figure 13.8: Simulation results of the spoke- and surface-mount PM machine
where τrated = 1000 Nm.
Table 13.1: Comparison Parameters of proposed slip-PMC topologies.
Compared Parameters surface mount spoke 1 spoke 2
PM mass (kg) 9.52 9.56 7.69
Active mass (kg) 28.41 33.5 19.59
Generated torque (Nm) 1143.44 1548.22 1157.82
Breakdown torque (Nm) 2326.88 2460.10 1929.62
τ/mactive (Nm/kg) 40.25 46.22 59.10
τb/mactive (Nm/kg) 81.90 73.44 98.50
Rated slip (%) 3 3 3
Breakdown slip (%) 15 8 9
Outer radius (mm) 316 321.3 311.3
Stack length (mm) 90 90 90
Ref speed (rpm) 150 150 150
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(a) (b)
Figure 13.9: (a) Surface-mount slip-PMC prototype and (b) Solid CNC cut
short-circuited aluminum coils.
13.6 Slip-PMC Machine Prototype
The machine shown in Fig. 13.9a is the slip-PMC machine prototype with
surface-mount PM and top-bottom coil layout. In ﬁeld operating conditions,
the stator of the slip-PMC is rotating at synchronous speed while the rotor is
coupled to the wind turbine rotor that would be rotating at super-synchronous
speed. However in the laboratory test the stator is mechanically bolted to the
bench while the rotor is driven by an induction motor via a down speed gear-
box drive. The induction motor is powered using ﬂux vector control to achieve
maximum possible low speed torque to drive the slip-PMC for a static test.
Fig. 13.9b shows the short-circuited rotor coil of the reference slip-PMC ma-
chine with surface mount PM with a top-bottom coil layout. The prototype
will in future be retroﬁtted with a side-by-side coil layout as shown in Fig.
8.2 and 8.1 for both the surface- and the spoke-mount slip-PMCs. A new PM
rotor will in future be constructed for the spoke-mount PM machine.
The reference slip-PMC is tested under static conditions, i.e. with the PM
rotor locked and thus acting as the stator of the machine. In fact the FE
analysis assumes this static condition. The measurements and FE results are
performed at 25◦C. The test bench drive limited the test range up to a max-
imum torque of approximately 1000 Nm. The measurements and FE results
given in Fig. 13.10 indicate good agreement. This validates the slip-PMC
concept and its fundamental working principle and theory.
13.7 Summary
The sensitivity to magnet dimension variation is presented in this chapter.
A torque maximisation optimisation of the spoke-mount PM machine for the
ﬁxed PM mass, which is the same as that of the surface-mount PM machine,
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Figure 13.10: Simulation and measurement results of the reference slip-PMC
operating at 25◦C for τrated = 1000 Nm.
performed. The PM mass minimisation is performed where for some minimum
mass the machine is still able to perform to rated condition requirement. The
overall performance prediction of the dynamic and static FEM model shows
good agreement in terms of behaviour with the observed numerical diﬀerences.
These can be attributed to the assumptions highlighted in the previous chap-
ters. The slip-PMC prototype validates the theoretical model.
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Chapter 14
Conclusion
In this chapter an overview of conclusions from the study are given.
 In Chapter 3 the wind site is found to be very turbulent with turbulence
intensity of 0.68% and has low annual mean wind speed average of 4
m/s.
 The cost model of Chapter 4 aids the decision making process as to
what size turbine conﬁguration is cost eﬀective. It is found in the drive
train cost evaluation of the NREL Phase VI and the Aero Energy wind
turbine that both wind turbine conﬁgurations yield similar costs with
small diﬀerences of 0.044 pu with the NREL Phase VI on the higher side
of cost.
 The blade element momentum wind turbine model in Chapter 5 accu-
rately predicts the wind turbine aerodynamic performance more rapidly.
The empirical correction models implemented in the BEM model codes
assist in achieving more realistic results especially under stall conditions
where the ﬂow problem considered complex.
 The computational ﬂuid dynamics (CFD) model in Chapter 6 is numer-
ically intensive due to the discretisation process of the Navier-Stokes
equations which are non-linear equations.
 The wind turbine performance prediction in Chapter 7 is in agreement for
the power curve. Discrepancies observed on the thrust curve prediction
are attributed to the analytical model not accounting for the rotational
eﬀects. The wind turbine power coeﬃcient (Cp) curve illustrates the
eﬃciency of the wind turbine where a maximum Cp = 0.47 is achieved
under optimum conditions.
 Two slip-PMC dq models are presented in Chapter 8 for the linear and
non-linear analysis. The non-linear dq model assumes that the d-axis
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ﬂux due to the PM on the coils is signiﬁcant, neglecting the q-axis ﬂux
component in order to simplify the analysis solution procedure. In the
linear dq model the d- and q-axis ﬂux linkage on the coils due to magnets
are captured. Additionally in the linear dq model, the cross coupling ef-
fects are captured in the multiple layer modelling where the non-linear
model completely ignores the eﬀect. Discrepancies in the torque predic-
tion is observed in the region where the machine is heavily loaded above
breakdown torque. The core loss is ignored in the design optimisation,
accounting for ±0.10% of the total power, and the only dominant loss
considered is the conduction loss, accounting for ±4.48% of the total
power.
 The analyses methods performance in Chapter 9 demonstrate that the
linear analysis method has a fast convergence rate. Whereas the non-
linear method convergence rate is more sensitive to the loading conditions
where the convergence becomes slower with an increase in the current
loading.
 In Chapter 10 the skin eﬀect and slot leakage eﬀect in the coils is demon-
strated to aﬀect the machine performance prediction. The dc resistance
model is used in determining the internal resistance of the coils, when
the ﬁelds depth of penetration in the coils is less than the coil physical
depth the ac resistance model is implemented. The ac resistance model
improves the torque prediction in the machine, which may be beneﬁcial
for cases where the operating frequencies are high. The slot leakage mod-
elling technique eﬀectively captures the saturation eﬀects where single
layer modelling gives inaccurate results.
 In Chapter 11 the end eﬀects on the PM magnets are considered to aﬀect
the produced eﬀective ﬂux in the machine. The spoke-mount PM ma-
chine produces more eﬀective ﬂux than the surface-mount PM machine,
and this is attributed to the inter pole ﬂux leakage that occurs between
adjacent magnet poles.
 In Chapter 12 it is shown that the static model assumes linearity when
calculating the induced armature voltage and currents. The spatial ﬂux
variations are not considered in the analytical model which is suspected
to result in a lower induced eddy current prediction. In the static FEM
model the induced currents are predicted as source currents, whereas in
the dynamic model the induced currents emerge from the model govern-
ing equations. A frequency sweep shows the peak current obtained from
the static and dynamic model to be in agreement. Observing the in-
duced current waveforms and the harmonics, one ﬁnds 3rd and 5th time
harmonic components which are not present in the static case, which are
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suspected to be responsible for the discrepancies in the torque perfor-
mance prediction.
 Maximum torque is obtained for the spoke-mount PM conﬁguration with
some magnet pitch for the same amount of PM materials as that of the
surface-mount PM conﬁguration. The spoke-mount PM machine has
shown higher torque performance indicating that that it has a potential
of outperforming the surface-mount PM machine conﬁguration.
 The slip-PMC prototype under test rig conditions agrees well with the
static analysis FEM methods.
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Recommendations
The recommendations provided in this chapter are reached from the outcomes
and challenges of the research scope components.
 The analysis methods presented in this thesis are good estimators of the
machine performance, however require further scrutiny as to how they
can model the harmonic components of the currents, as this could lead
too improved performance prediction as those high frequency compo-
nents can also add to the eﬀective resistance of the coils.
 The CFD wind turbine performance results need futher veriﬁcation by
means of a transient analysis since the moving mesh methods is consid-
ered more accurate than the static mesh method.
 The cost modelling of small-scale wind turbines in case of scrutinize
for areas where cost can be minimised is imperative in order to allow
transparency for adopters of such technologies to understand their costs.
 Fields measurements of the wind turbine needs to be conducted to estab-
lish the true performance of the wind turbine blades and where possible
calibrate the wind turbine models.
 other analytical techniques of modelling induction machines can be em-
ployed, such as in literature [5557] whereby Poison's, Laplace and Helmholtz
equations are resolved in the machine.
 The energy stored in PM and its eﬀectiveness in electrical machines can
be studied by means of the spok-mount PM machine. This machine
conﬁguration in FEM has shown to be sensitive to the Neumann (zero-
potential ﬁeld boundary). Placing this boundary closer to spoke-mount
PM such that no ﬂux leakage is considered, the performance prediction
appears to increase in torque and induced current. In literature [58, 59]
the stored energy in permanent magnets evaluated where a procedure of
determining the energy in a permanent magnet is discussed. Given that
90
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more energy is available in the magnet than what the electrical machine
produces, raises questions as to how much of this energy is actually not
utilised and how can one quantify the losses that occur in the energy
transfer from the magnet to the generated eﬀective magnetic ﬁeld that
is responsible for the generated torque.
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Appendix A
Spalart-Allmaras Turbulence
Model
The Spalart-Allmaras turbulence model is a one equation model based on a
modiﬁed turbulence viscosity, ν˜. The model is expressed as follows:
D
Dt
(ρν˜) = ∇·(ρDν˜ ν˜)+Cb2
σνt
ρ |∇ν˜|2+Cb1ρS˜ν˜ (1− ft2)−
(
Cw1fw − Cb1
κ2
ft2
)
ρ
ν˜
d˜2
+Sν˜
(A.0.1)
the ft2 term is not implemented not implemented in OpenFOAM. The turbu-
lence viscosity is obtained using
νt = ν˜fv1 (A.0.2)
where the function fv1 is given by
fv1 =
χ3
χ3 + C3v1
(A.0.3)
and
χ =
ν˜
ν
(A.0.4)
The default model coeﬃcients are as given in Table A.1.
Table A.1: Default Turbulence model coeﬃcients
σνt Cb1 Cb2 Cw1 Cw2 Cw3 Cv1 Cs
2/3 0.1355 0.622 Cb1
κ2
+ 1+Cb2
σνt
0.3 2 7.1 0.3
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