We report first time measurements of the beta-neutrino angular correlation based on the kinetic energy shift of protons emitted in parallel or anti-parallel directions with respect to the positron in the beta decay of 32 Ar. This proof of principle experiment provided simultaneous measurements for the superallowed 0 + → 0 + transition followed by a 3356 keV proton emission and for a Gamow-Teller transition followed by a 2123 keV proton emission. The results, respectivelỹ a βν = 1.01(3) (stat) (2) (syst) andã βν = −0.22(9) (stat) (2) (syst) , are found in agreement with the Standard Model. A careful analysis of the data shows that future measurements can reach a precision level of 10 −3 for both pure Fermi and pure Gamow-Teller decay channels, providing new constraints on both scalar and tensor weak interactions.
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Precision measurements in nuclear and neutron beta decays are competitive tools to search for new physics and perform symmetry tests of the standard model (SM) in the electroweak sector. For a collection of selected transitions, they provide constraints that are complementary to high energy physics experiments [1] . In particular, the beta-neutrino angular correlation coefficient a βν gives direct access to possible contributions of scalar (S) or tensor (T ) couplings, involving other bosons than the W ± ones associated to the standard vector (V )−axial-vector (A) couplings of the weak interaction. Assuming maximal parity violation and no time-reversal violation for the standard V − A components of the interaction, the angular correlation coefficient a βν can be expressed as
for pure Fermi (F) transitions and for pure GamowTeller (GT) transitions, respectively, where C i and C i , (i = V, A, S, T ) are the fundamental weak coupling constants. The beta-neutrino angular correlation is accessible through the decay rate of unpolarized nuclei [2] w
where w 0 (Z, E e ) includes the phase space factor and the Fermi function, p e,ν and E e,ν are the momentum and energy of the beta particle (e) and of the neutrino (ν), m e is the rest mass of the electron and b is the Fierz interference term. For pure F and pure GT transitions, respectively, this Fierz term is given by
(± sign referring to β − and β + decays). As it is difficult to measure independently both a βν and b in Eq. (3), the observable extracted from most experiments isã βν ≈ a βν /(1 + b ), where b is the weighted average of b ≡ b(m e /E e ) over the observed part of the beta spectrum. This approximation and possible corrections are discussed in detail in Ref. [3] . The constraints set on exotic couplings originate then from the dependence of a βν on both a βν and b. Today, nuclear and neutron beta decay limits on S and T couplings (relative to V and A couplings) involving either right-or left-handed neutrinos are at the 10 −2 resp. 10 −3 level, requiring experimental precisions at the 10 −3 level. Due to momentum and energy conservation laws, the angular correlation between the two leptons impacts the momentum distribution of the recoiling nucleus. The value ofã βν can thus be inferred either from a direct measurement of the daughter nucleus recoil energy [4] [5] [6] [7] [8] or by observing secondary particles emitted after the decay [9] [10] [11] [12] [13] . Both techniques yield similar constraints on exotic couplings with ∆ã βν ∼ 5.10 −3 for pure F transitions [5, 11] , and ∆ã βν ∼ 3.10 −3 for pure GT ones [4, 13] . Ongoing experimental programs aim today at precision levels of 10 −3 and below [14] [15] [16] [17] [18] [19] [20] . The present project targets a similar goal by improving by a factor 5 or more the most precise results previously obtained from the recoil energy broadening of beta-delayed protons in the decay of 32 Ar towards its isobaric analogue state in 32 Cl [11, 21, 22] .
Instead of a broadening, the present experiment, called WISArD sponse function and of the intrinsic proton peak shape. It also increases the sensitivity and allows simultaneous measurements with beta-delayed protons resulting from both pure F and pure GT transitions of the 32 Ar nucleus. A similar approach is currently undertaken by the TAMUTRAP experiment [16] . While a dedicated set-up for the WISArD experiment is still under development [23] , a proof of principle experiment was performed at ISOLDE-CERN with equipment and detectors readily available. The detection setup, shown in Fig. 1 , is installed in the vertical superconducting solenoid of the former WITCH experiment [8] . It comprises eight 300 µm thick silicon detectors of effective diameter φ = 30 mm for protons and a φ = 20 mm, L = 50 mm plastic scintillator coupled to a silicon photomultiplier for positron detection. The 30 keV 32 Ar + ions from ISOLDE are implanted on a thin φ = 15 mm mylar catcher at the center of the setup. Positrons emitted in the upper hemisphere are confined by a 4 T vertical magnetic field and guided towards the plastic scintillator with an efficiency close to 100%. The total proton detection efficiency is about 8% due to the solid angle. The four upper silicon detectors, labeled Si1U to Si4U, are located 65.5 mm above the catcher and the four lower ones, labeled Si1D to Si4D, are mounted in a mirrored configuration below the catcher. For protons of a few MeV, the energy resolution of the detectors ranges from 25 keV to 45 keV (FWHM). All detectors, including the scintillator, were read out by the FASTER data acquisition system [24] . During an effective beamtime of 35 hours, ∼ 10 5 protonpositron coincidences were collected for the superallowed 0 + → 0 + transition, which corresponds to an implantation rate of ∼ 100 pps. Ion transmission in the beamline was only about 12% due to the inadequate existing beam optics. The average 32 Ar + production was estimated to be ≈1700 pps, more than a factor two below the ISOLDE standard capability. The present 32 Ar + implantation rate can thus be improved by more than one order of magnitude in future experiments.
The silicon detectors were carefully calibrated using the six proton peak energies indicated in Fig. 2(a) . The mean proton energies and their associated uncertainties were previously inferred from an independent experiment performed at GANIL with a detector calibration based on five accurate transition energies in 33 Ar beta-delayed proton decay. In the present experiment, the calibration of the four down detectors accounts for a 430(300) nm thick dead layer estimated using a global fit assuming linear calibration functions and identical dead layers for all detectors. This causes a small energy shift of the proton peaks in Fig. 2(a) with respect to the mean incident energies indicated by dashed lines. For the up detectors ( Fig. 2(b) ), an additional energy loss in the 7.05(15) µm thick mylar catcher foil was accounted for. The mylar thickness was inferred from the energy differences between the main proton peaks, shifted towards lower energy, and weaker background peaks visible at the same positions as in Fig. 2 (a) for 2123 keV and 3356 keV protons. These background peaks result from protons emitted directly towards the up detectors by 32 Ar ions implanted on the walls and on the setup structure or by outgasing 32 Ar atoms. For all up and down detectors, the relative uncertainty on the calibration slope was found to be 0.2% and is dominated by the detector dead layer contribution. The pure F transition and the pure GT transition leading to 3356 keV and 2123 keV protons, respectively, were both studied with the same analysis method. Two sets of events were used: one with events defined as singles,i.e. without condition on the beta particle, and one with only coincidence events, where both a positron and a proton are detected. For each detector, single events provide a mean proton energy reference independent ofã βν as only the shape and width of the peaks are affected by the daughter recoil. The mean proton energy shift between coincidence and single events for up and down detectors is then a function of the value ofã βν , of the beta energy distribution, and of the beta-proton angular distribution. The selection of coincidence events was performed as illustrated in Figs. 3(a) and 3(b) for the F transition, by applying a cut in proton energy and a cut in T diff = T p − T β , where T p and T β are the trigger times of the proton and positron detectors. The time of flight of the protons is of the order of ∼ 3 ns and the widths and positions of the T diff peaks result primarily from the detector response functions. The proton energy cut shown in Fig. 3(a) is a 100 keV window centered on the mean energy of the superallowed delayed-proton peak and the T diff selection of Fig. 3(b) was set between 50 ns and 350 ns. Events with T diff above 350 ns were used to estimate the contribution of false coincidences which turned out to be less than 0.3% within the T diff selection window. Their effect on the energy shift and the associated error on the correlation measurement (see Table I ) were determined by varying the width of the T diff window up to 1000 ns. T diff spectrum for the selected events of Fig. 3(a) . The coincidence selection window is given by the vertical dashed lines. (c) and (d): Proton energy of the superallowed transition for coincidence events (red) and single events (black) obtained for one up and one down detector. The Gaussian fits are to guide the eye.
Figs. 3(c) and 3(d)
show the resulting proton energy peaks for singles and coincidences for one of the up and one of the down detectors. As only positrons going upwards can be detected, the number of counts obtained for singles was scaled by a factor 0.5 on both figures for an easier comparison with coincidence data. The energy shifts of coincidence events towards lower values for the up detector and towards higher values for the down detector are clearly observed. Peaks obtained for singles are also wider, due to the larger kinetic energy broadening arising when all emission angles are allowed for the beta particle. For each peak, the mean energies E coinc (for coincidence events) and E single (for single events) were determined using an iterative procedure by selecting events within a 100 keV window centered on the mean energy obtained in the previous step. This method was favored compared to the use of fits as it does not require any knowledge of the exact detector response function and does not depend on the shape of the intrinsic proton energy distribution in the center of mass. To limit the influence of calibration imperfections, the mean energy shifts of coincidence events were determined individually for each detector using data from single events as a reference. Since the energy loss in the detector dead layer and in the mylar foil depends on the incident energy of the proton, this energy loss is slightly different for coincidences and singles. Measured energy shifts were thus all corrected from a small increase, representing δE down =0.007(5) keV (for down detectors) and δE up =0.099 (7) keV (for up detectors) for the 3356 keV protons of the F transition. The mean kinetic energy shifts E shif t = |E coinc − E single | − δE up/down obtained for all detectors in the superallowed transition are given in Fig. 4 (red dots), with error bars corresponding to statistical uncertainties only. The same analysis procedure was also applied to the events from the 2123 keV protons emitted after one of the pure GT transitions of the 32 Ar decay (black squares). The resulting weighted averaged energy shifts are 4.49(3) keV and 3.05(9) keV for the F transition and for the GT transition, respectively, with associated reduced χ 2 and p-values showing a good compatibility of the results obtained with eight different detectors.
Despite the relative simplicity of the setup, the relationship between the mean kinetic energy shift and the value ofã βν can only be precisely established using Monte Carlo simulations. The decay kinematics was simulated using the decay rate given by Eq. (3) and for maximum positron kinetic energy of 5065(2) keV for the F transition and of 6339(2) keV for the GT transition. Beside the Fermi function, theoretical corrections described in Ref. [25] that may contribute at the 10 −2 level were not yet included.
32 Ar decay sources were set on the lower surface of the catcher foil using several spatial distributions. Delayed protons were emitted randomly in all directions by the 32 Cl daughter nuclei, taking into account the recoil-induced energy shift. Proton trajectories within the B = 4 T magnetic field of the setup were computed analytically, considering only energy losses in the catcher and detector dead layers, and assuming negligible backscattering. To study systematic effects associated with proton detection, the backscattering of the beta particles in the catcher foil and in the plastic detector were in a first step fully neglected and all positrons emitted in the upper hemisphere were considered as detected. Simulations were ran with five values ofã βν ranging from -1 to 1, with statistics yielding 10 7 coincidences. The relationship betweenã βν and the proton energy shift E shif t was found to be perfectly linear for both transitions with a slope dã βν /dE shif t = 0.9684(2) keV −1 for the Fermi transition and dã βν /dE shif t = 0.9788(2) keV −1 for the GT one. Parameters such as the B field value in the up and down sections, the positions of the silicon detectors and the distribution of the implanted ions on the catcher foil were individually scanned to determine, to first order, systematic errors associated to imperfections of the setup. The sensitivity of the measurement to these parameters and associated errors are summarized in Table  I for the F transition. In a second step, the simulation package GEANT4 [26] was used for positron tracking to account for particle scattering in the catcher foil and plastic scintillator. Backscattering in the catcher foil was estimated to cause a loss of 3.3% of the positrons, leading to an increase of 0.14 keV of the mean energy shift for the F transition. Based on previous studies (see Ref. [27, 28] and references therein) showing typical discrepancies below 5% between measurements and GEANT4 simulations, we considered a conservative uncertainty of 10% on this correction. As all positrons emitted in the upper hemisphere are confined by the magnetic field, many trajectories have almost grazing incidences when reaching the plastic scintillator. This results in a large amount of beta particles that are backscattered from the detector with a reduced deposited energy. For the F transition, the simulation shows that ∼ 36% of the positrons escape from the detector volume with a remaining kinetic energy larger than 50 keV. This effect can be seen in Fig. 5(a) by comparing the incident positron kinetic energy distribution (blue) to the deposited energy distribution (red). Discrepancies between the experimental data (black line) and the simulation are clearly visible, and are mainly attributed to imperfections of the multiple scattering treatment in GEANT4. The energy spectra are here not only sensitive to backscattering probabilities, but also to the amount of deposited energy prior to escaping the detector. This does not impact, to first order, theã βν measurements, as only positrons with deposited energy below the detection threshold can bias the measurement of the proton peak energy shift. We therefore used a very low positron energy threshold of 25 (12) keV, the conservative 12 keV uncertainty being here due to low statistics and to a limited knowledge of the detector response function. A 10% uncertainty on the amount of simulated events with positron energy signal below threshold was also accounted for due to the shortcomings of the GEANT4 simulation. These systematic uncertainties associated to the detection of the positrons are also summarized in table I. A comparison of experimental results with the complete simulation using a positron energy threshold of 25 keV givesã βν = 1.01(3) stat (2) syst for the Fermi transition andã βν = −0.22(9) stat (2) syst for the GT transition, in agreement with the SM predictions. The uncertainty is here dominated by the limited statistics. The number of detected coincidences was also compared to the number of single events for the up detectors, indicating a loss of 3.5(5)% of the positrons due to backscattering in the catcher and losses due to threshold. This is in perfect agreement with the simulation when considering a positron energy threshold between 0 and 35 keV, which provides additional confidence in our analysis.
This first measurement of the beta-neutrino angular correlation from proton-positron coincidence measurements in beta-delayed proton decays provided the third most precise result in a pure F transition. For the new WISArD setup currently under development, the energy resolution and the detection solid angle of silicon detectors will be improved, yielding a gain in sensitivity of a factor ∼12. This, combined with a two weeks beamtime and realistic improvements in ion production and transport efficiency, will reduce the statistical error well below 10 −3 for the F transition. As an additional and intense proton peak located at 2424(2) keV will be fully resolved, comparable statistics will be obtained for GT transitions. The simultaneous measurements ofã βν for three different transitions in a single experiment will then also provide better control of systematic errors. Uncertainties associated to proton detection will be easily reduced at the per mil level by a more precise knowledge of the detection setup geometry and of the detector dead layer. On the positron side, this level of precision will be reached by using a thinner catcher and a precise characterization of the positron detector for energies below 100 keV. Ongoing experiments dedicated to electron backscattering will also contribute to decrease the uncertainties associated to the GEANT4 simulation. According to these projections, the next measurements should provide the best constraints on exotic currents of the weak interaction in nuclear beta decay experiments and remain competitive with the future LHC campaign.
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