A new simple generalization of the Motzkin-Straus theorem for the maximum weight clique problem is formulated and directly proved. Within this framework a trust region heuristic is developed. In contrast to usual trust region methods, it regards not only the global optimum of a quadratic objective over a sphere, but also a set of other stationary points of the program. We formulate and prove a condition when a Motzkin-Straus optimum coincides with such a point. The developed method has complexity O(n 3 ), where n is the number of vertices of the graph. It was implemented in a publicly available software package QUALEX-MS.
Introduction
Let G(V, E) be a simple undirected graph, V = {1, 2, . . . , n}. The adjacency matrix of G is a matrix A G = (a ij ) n×n , where a ij = 1 if (i, j) ∈ E, and a ij = 0 if (i, j) / ∈ E. The set of vertices adjacent to a vertex i ∈ V will be denoted by N (i) = {j ∈ V : (i, j) ∈ E} and called the neighborhood of the vertex i. A subgraph G (V , E ), V ⊆ V will be called induced by the vertex subset V if (i, j) ∈ E whenever i ∈ V , j ∈ V , and (i, j) ∈ E, and E includes no other edges. A clique Q is a subset of V such that any two vertices of Q are adjacent.
It is called maximal if there is no other vertex in the graph connected with all
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vertices of Q. Similarly, an independent set S is a subset of V such that any two vertices of S are not adjacent, and S is maximal if any other vertex of the graph is connected with at least one vertex of S. A graph is called complete multipartite if its vertex set can be partitioned into maximal independent sets (parts) and any two vertices from different parts are adjacent. Obviously, a clique is a complete multipartite graph, whose all parts are single vertices.
The maximum clique problem asks for a clique of maximum cardinality. This cardinality is called the clique number of the graph and is denoted by ω(G).
Next, we associate with each vertex i ∈ V a positive number w i called the vertex weight. This way, along with the adjacency matrix A G , we consider the vector of vertex weights w ∈ R n . The total weight of a vertex subset S ⊆ V will be denoted by
The maximum weight clique problem asks for a clique Q of the maximum W (Q) value. We denote this value by ω(G, w).
Both the maximum cardinality and the maximum weight clique problems are N P -hard [2] , so it is considered unlikely that an exact polynomial time algorithm for them exists. Approximation of large cliques is also hard. It was shown in [16] that unless N P = ZP P no polynomial time algorithm can approximate the clique number within a factor of n 1− for any > 0. Recently this margin was tightened to n/2 (log n) 1− [17] . Hence there is a great need in practically efficient heuristic algorithms. For an extensive survey of developed methods, see [14] . The approaches offered include such common combinatorial optimization techniques as sequential greedy heuristics, local search heuristics, methods based on simulated annealing, neural networks, genetic algorithms, tabu search, etc. Among the most recent and promising combinatorial algorithms are the augmentation algorithm based on edge projection by Mannino and Stefanutti [10] and the decomposition method with penalty evaporation heuristic suggested by St-Louis, Ferland, and Gendron [21] .
Finally, there are methods utilizing various formulations of the clique problem as a continuous (nonconvex) optimization problem. The most recent methods of this kind include PBH algorithm by Massaro, Pelillo, and Bomze [11] , and Max-AO algorithm by Burer, Monteiro, and Zhang [4] . The first one is based on linear complementarity formulation of the clique problem, while the second one employs a low-rank restriction upon the primal semidefinite program computing the Lovász number (ϑ-function) of a graph. In this paper we present a continuous maximum weight clique algorithm named QUALEX-MS (QUick ALmost EXact Motzkin-Straus-based.) It follows the idea of finding stationary points of a quadratic function over a sphere for guessing near-optimum cliques exploited in QUALEX and QSH algorithms [5, 22] . However, QUALEX-MS is based on a new generalized version of the Motzkin-Straus quadratic programming formulation for the maximum weight clique, and we attribute its better performance to specific properties of its optima also discussed in this paper. A software package implementing QUALEX-MS is available at [22] .
The paper is organized as follows. In Section 2 we revise the Motzkin-Straus theorem to use the quadratic programming formulation for the maximum weight clique problem. Section 3 reviews the trust region problem and finding its stationary points. In Section 4 we provide a theoretical result connecting the trust region stationary points with maximum clique finding and formulate the QUALEX-MS method itself. Section 5 describes computational experiments with the algorithm and their results. In the final Section 6 we make some conclusions and outline further research work.
The Motzkin-Straus theorem for maximum clique and its generalization
In 1965, Motzkin and Straus formulated the maximum clique problem as a certain quadratic program over a simplex [13] .
Theorem 1 (Motzkin-Straus) The global optimum value of the quadratic program
See [3] for a recent direct proof. We formulate a simple generalization of this result for the maximum weight clique problem and prove it similarly to [3] . In contrast to the generalization established in [7] , this one does not require any reformulation of the maximum clique quadratic program to another minimiza-tion problem. It maximally preserves the form of the original Motzkin-Straus result.
Let w min be the smallest vertex weight existing in the graph. We introduce a vector d ∈ R n such that
Consider the following quadratic program:
subject to
First, we formulate a preliminary lemma.
Lemma 2 Let x be a feasible solution of the program (4,5) and (i, j) / ∈ E be a non-adjacent vertex pair such that x i > 0, x j > 0, and (without loss of generality)
. Then the point x , where
is also a feasible solution of (4, 5) and f (x ) ≥ f (x ). The equality f (x ) = f (x ) holds if and only if w i = w j = w min and
PROOF. It is easy to see that x satisfies the constraints (5) and hence it is a feasible solution. Now we show that this solution is at least as good as x . Since (i, j) / ∈ E, a ij = 0 and there is no x i x j term in the objective f (x). So, we can partition f (x) into terms dependent on x i , terms dependent on x j , and the other terms:
The partial derivatives of f (x) with respect to x i and x j are:
We have f ij (x ) = f ij (x ) and f j (x ) = 0, so to compare f (x ) to f (x ) we should evaluate f i (x ) and compare it to f i (x ) + f j (x ). In these computations we take into account that d i and d j are always nonnegative:
Hence f (x ) ≥ f (x ). Next, we observe that all the ≥-relations in (7) become equalities if and only if d i = d j = 0 and
The first immediately implies w i = w j = w min , and together with the second it means that
k . This completes the proof of the lemma. 2
Now we are ready to establish the generalized version of the Motzkin-Straus theorem.
Theorem 3
The global optimum value of the program (4,5) is
For each maximum weight clique Q * of the graph G(V, E) there is a global optimum x * of the program (4, 5) such that
PROOF. Let us define the support of a feasible solution x as the set of indices of nonzero variables V = {i ∈ V : x i > 0}. From Lemma 2 it follows that the program (4,5) has a global optimum whose support is a clique. Indeed, if x is a global optimum such that for some non-adjacent vertex pair (i, j) / ∈ E, x i > 0 and x j > 0, then the point x defined in (6) is also a global optimum. Using this property we can always obtain a global optimum x * whose support is a clique Q * . Now we show that Q * is necessarily a maximum weight clique.
Indeed, in the subspace {x i } : i ∈ Q * we have the program:
The objective may be transformed to
The first term is equal to 1 due to the constraint, so we may consider an equivalent program:
The Lagrangian of the program is i∈Q *
It is easy to see it has the only stationary point
, and this point is the minimum. So,
Evaluate the objective f (x * ). It is
This value is largest when W (Q * ) is largest, so the objective attains a global optimum when Q * is a maximum weight clique. Therefore,
Finally, it is easy to see that for any maximum weight clique Q * * the point x * * defined as
provides the objective value (8) . So, each maximum weight clique has a global optimum of the program (4,5) corresponding to it as claimed. 2
We extend Theorem 3 by the following result characterizing global optima of (4,5):
Theorem 4 Let x * be a global optimum of the program (4, 5) and
* is a complete multipartite graph, whose any part may have more than one vertex only if all vertices of this part have the same weight w min , and any maximal clique of G * is a maximum weight clique of the graph G(V, E).
PROOF. First we prove that if the subgraph G * includes a non-adjacent vertex pair (i, j) / ∈ E, then the vertices i and j necessarily have in it the same neighborhood. Lemma 2 necessitates the conditions w i = w j = w min and
Obtain the point x * * from x * by altering only two coordinates:
* * is also a global optimum as because of the abovementioned conditions the sum of terms of the objective dependent on x i or x j remains the same. But now
so the value f (x * * ) can be improved by increasing x * * while further decreasing x * * j . Hence neither x * * nor x * is a global optimum, and we have obtained a contradiction. Similarly, we can show that there is no ∈ V * such that (j, ) ∈ E while (i, ) / ∈ E. Thus, i and j have the same neighborhood in G * .
Now it is easy to see that maximal independent sets of G * do not intersect, and hence it is a complete multipartite graph. As it can have a non-adjacent pair of vertices only if both vertices of this pair have the weight w min , we obtain that G * cannot have multivertex parts with vertices of another weight. Next, using the transformation (6) for each non-adjacent vertex pair in G * , we can arrive at another global optimum whose support is an arbitrary maximal clique of G * . As we have shown in the proof of Theorem 4, it implies that this clique is a maximum weight one. Therefore, all maximal cliques of G * are maximum weight cliques of G. 2
Theorem 4 evidences that all global optima of the Motzkin-Straus program are equally useful for solving the clique problem, and there is no need to drive out "spurious" optima not corresponding directly to cliques. Even more, a global optimum whose support includes non-adjacent vertices provides more information as it reveals immediately a family of optimum cliques.
One may observe that the program (4,5) has similar correspondence of its local optima to other maximal cliques of the graph. Hence it is complicated to arrive at an optimum clique applying gradient-based optimization methods to the Motzkin-Straus program. So, in our work we explore another approach.
For the development of our method we will use a rescaled form of the quadratic program (4, 5) . First of all, for the graph G(V, E) with the vertex weights w define the weighted adjacency matrix A (w)
Obviously, it is the ordinary adjacency matrix when all vertex weights are ones. Next, we introduce the vector of vertex weight square roots
The rescaled formulation is given in the following corollary of Theorem 3.
Corollary 5
The global optimum value of the quadratic program
.
For each maximum weight clique Q * of the graph G(V, E) there is a global optimum of (13, 14) such that
PROOF. Perform the variable scaling x i → √ w i x i in the formulation of Theorem 3. The corollary is obtained immediately. 2
A useful property of the rescaled formulation is that optima corresponding to all maximum weight cliques are located at the same distance from the origin. Now we state this fact formally.
Definition 6 An indicator of a clique Q ⊆ V is a vector x Q ∈ R n such that
Proposition 7 All cliques of the same weight σ have indicators located at the same distance 1/ √ σ from the origin.
PROOF. It follows immediately that the indicator of a clique Q ⊆ V with the weight W (Q) = σ is a vector of the length
We may notice here that cliques of larger weight have indicators located closer to the origin. The indicators of the maximum weight cliques have the smallest radius, namely, 1/ ω(G, w). The idea of our method is to replace the nonnegativity constraint x ≥ 0 in (14) by a ball constraint x T x ≤ r 2 of a radius r ≈ 1/ ω(G, w) and to regard the stationary points of this new program as vectors significantly correlating with the maximum weight clique indicators.
In the next section we outline polynomial time finding of stationary points of a quadratic on a sphere. In our case this technique can be used after the objective is orthogonally projected onto the hyperplane z T x = 1, so this equality may be removed from the constraints. In the subsequent section we give a substantiation of the used constraint replacement proving a particular case when a spherical stationary point is exactly an optimum of the program (13, 14) and formulate the algorithm itself.
The trust region problem
The trust region problem is the optimization of a quadratic function subject to a ball constraint. The term originates from a nonlinear programming application of this problem. Namely, to improve a feasible point, a small balltrust region -around the point is introduced and a quadratic approximation of the objective is optimized in it. Then, if the objective approximation is good enough within this locality, the ball optimum of the quadratic is very close to the optimum of the objective there, and it may be taken as the next improved feasible solution. This technique is very attractive in many cases since the optimization of a quadratic function over a sphere is polynomially solvable in contrast to general nonconvex programming [19] . There is a vast range of other sources describing theoretical and practical results on the trust region problem [6, 8, 9, 12] . Here we outline the complete diagonalization method deriving not only the global optimum at a given sphere radius, but all stationary points corresponding to particular radii we want to consider. That is, the radius value remains non-fixed up to a final step when it appears as a parameter of a univariate equation determining the stationary points. We note that for our application we are interested in hyperbolic objectives only, so interior stationary points never exist.
Thus, consider finding the stationary points for the problem
where A is a given real symmetric n × n matrix, b ∈ R n is a given vector, and x ∈ R n is the vector of variables. First, we diagonalize the quadratic form in (16) performing eigendecomposition of A:
where Q is the matrix of eigenvectors (stored as columns) and the eigenvalues {λ i } have nondecreasing order. In the eigenvector basis, (16) is
and the following relations hold:
The Lagrangian of (17, 18) is
µ is the lagrangian multiplier of the spherical constraint here. We take it with negative sign for the sake of convenience. The stationary conditions are
So,
and assuming µ = λ i ,
Substituting (21) into the spherical constraint (18), we get
The left-hand side of (22) is a univariate function consisting of n+1 continuous and convex pieces. As all the numerators are positive, in each piece between two successive eigenvalues of A it may intersect µ-axis twice (determining two stationary points on the sphere), touch it once (determining one stationary point), or be over the axis (no stationary point corresponds to these µ values.) That depends on the chosen radius r: the greater the radius, the more cases of two spherical stationary points within one continuous piece of (22) . Two outermost continuous pieces are (−∞; λ 1 ) and (λ n ; +∞). In each of them (22) always has one and only one root. The root in the first piece is the global minimum, the root in the second piece is the global maximum.
A degenerate case when µ = λ i for some i is possible if c i = 0. Then, if λ i is a multiple eigenvalue of A, all c j corresponding to λ j = λ i must be equal to zero to cause the degeneracy. Then all y j such that µ = λ j should be computed by (21) , and if the sum of their squares is not above r 2 , any combination of the rest entries of y obeying (18) gives a stationary point. Formally, we have a cluster of k equal eigenvalues λ i = λ i+1 = . . . = λ i+k−1 with
If
where the values y j are computed by (21) with µ = λ i , then any y i , y i+1 , . . . , y i+k−1 such that
provide a stationary point. So, it is possible then that the number of stationary points is infinite. In our method we will consider, in the degenerate case, only such points that all but one of the entries y i , y i+1 , . . . , y i+k−1 are zero. There are 2k cases: 
so an eigenvalue of multiplicity k gives 2k points to consider.
Finally, we note that the total complexity of the above procedure is O(n 3 ) if we derive O(n) stationary points and it takes not more than O(n 2 ) time to get one µ value. Indeed, the eigendecomposition may be computed up to any fixed precision in O(n 3 ) time [18] , and each basis conversion in (19) takes quadratic time, so generally we have one O(n 3 ) computation at the beginning of the procedure, and O(n) computations of O(n 2 ) complexity each afterwards.
The QUALEX-MS algorithm
Thus, we will work with the program
where r is a parameter not fixedá priori. We designate now a particular case, when a stationary point of the program (26) is an optimum of the program (13, 14) . It happens when for each vertex outside a maximum weight clique the weight sum of adjacent vertices in the clique is constant. Namely, the following theorem holds.
Theorem 8 Let Q ⊆ V be a maximal clique of the graph G(V, E) such that
where C is some fixed value. Then the indicator
is a stationary point of the program (26) when the parameter r = 1/ W (Q).
PROOF. Consider the Lagrangian of the program (26). It is
Its partial derivatives are
We may see that in both cases the partial derivative is the same for each i up to a nonzero multiplier z i . So, the stationary point criterion system ∂L/∂x Q i = 0 is reduced to two equations over two variables µ 1 and µ 2 . The second equation directly gives
Substituting this into the first equation, we obtain
So, there are values of the lagrangian multipliers satisfying the stationary point criterion. Therefore, x Q is a stationary point of the program (26). 2
We notice that the obtained µ 2 value is negative unless the weight of the clique Q can be increased by a one-to-one vertex exchange. This means that in the stationary points we are interested in the gradient of the objective is directed outside the constraining sphere. It is consistent with the fact that we look for a maximum of the objective.
We note a special case of Theorem 8 corresponding to the maximum cardinality clique problem.
Corollary 9 Let Q ⊆ V be a maximal clique of the graph G(V, E) such that
where C is some fixed value, and all vertex weights w i equal 1. Then the indicator
is a stationary point of the program (26) when the parameter r = 1/ |Q|.
Generally, optima of (13,14) cannot be found directly as stationary points of (26). However, we accept the assumption that if the parameter r is close to 1/ ω(G, w), then the stationary points of (26), where the objective gradient is directed outside, provide significant information about maximum weight clique indicators. This may be supported by the fact that the conjunction of three imposed requirements -maximization of a quadratic form whose matrix is nonnegative, positive dot product with the positive vector z, and a rather small norm of the sought vector x -suggests that the vector x should have rather been composed of positive entries. Thus, we heuristically expect that violation of the nonnegativity constraint is not very dramatic.
As the next step, we show how to reduce the program (26) to a trust region problem projecting orthogonally the objective onto the hyperplane z T x = 1. First, we move the origin into a new point
This point is the orthogonal projection of the origin onto the hyperplane z T x = 1. That is, we introduce new variablesx = x − z/W (V ). This way we obtain a new program equivalent to (26):
wherer 2 = r 2 − 1/W (V ) (here we took into account that (x 0 ) T x 0 = 1/W (V ).) Now the constraining equality determines a linear subspace. The orthogonal projector onto it is a matrix P = (p ij ) n×n , where 
This is a trust region problem -optimization of a quadratic subject to a single ball constraint. Direct matrix manipulations show thatÂ andb can be computed by the formulaŝ
(which are vertex degrees in the unweighted case), and
Thus, if Q is a maximum weight clique obeying Theorem 8 conditions, its indicator may be recognized by the trust region procedure described in the previous section. Generally, we will handle the maximum weight clique problem in the following way allowing us to preserve the total complexity of the method in an O(n 3 ) time.
Before applying the trust region technique, we find a possibly best clique Q by a fast greedy procedure. To improve it, we will try to search for cliques weighing at least W (Q) + w min using the stationary points of the program (26). It follows from Proposition 7 that we should be interested in those points, wherê
or less. In our method we consider the stationary points having thisr 2 value, plus those corresponding to µ values minimizing the left hand side of (22) in each continuous section. Since cliques of larger weights correspond to lesser radii, we have a chance to correct the "shallowness" of the formula (34) considering the minimum possible radii. Besides, to find stationary points at any fixed radius, we need to find those minimizing µ values anyway to determine how many roots (22) has on each continuous section. If the left hand side minimum on a continuous section is negative, there are two roots and each of them is bracketed between the minimizing point and one of the section bounds. Both univariate minimization and univariate root finding when a root is bracketed may be efficiently performed by Brent's method [1] .
Next, each of the obtained stationary points is passed to a greedy heuristic as a new vertex weight vector and the found clique is compared to the best clique known at this moment (initially it is the clique found at the preliminary stage.) The algorithm result is the best clique obtained upon completion of this process.
The greedy heuristic used in our method to process the stationary points is a generalization of the New-Best-In sequential degree heuristic. It runs in O(n 2 ) time.
Output: a maximal clique Q.
7. If V k+1 = , then k := k + 1 and go to 3.
STOP.
The usual version of this algorithm is when the input vector x is the vertex weight vector w. Within our trust region technique we submit to this routine the obtained spherical stationary points.
Before anything else we apply a preprocessing able to reduce the input graph in some instances. It is clear that removing of too low connected vertices and preselection of too high connected vertices -when these operations do not lead to missing of the exact solution -are desirable as the Theorem 8 condition may be violated because of such vertices most. Thus, we iteratively remove vertices, whose weight together with the neighborhood weight is below the clique weight derived by Algorithm 1, and preselect any vertex non-adjacent only to a set weighing not more than the vertex itself.
Algorithm 2 (NBIW-based Graph Preprocess) Input: a graph G(V, E), its vertex weight vector w. Output: a reduced graph G(V, E), a preselected vertex subset Q 0 , a clique Q. 1. Set Q 0 := , B := 0. 2. Do: 2.1. assign Q the result of Algorithm 1 for G(V, E) with its vertex weight vector w; 2.2. if W (Q) ≤ B, go to 3; 2.3. set B := W (Q); 2.3. set f lag := f alse; 2.4. compose set R of vertices i ∈ V such that w i + j∈N (i) w j < B; 2.5. if R = , then f lag := true; 2.6. remove the vertex subset R from the graph G(V, E); 2.7. compose a clique P of vertices i ∈ V such that w i ≥ j∈V \N (i)\{i} w j ; 2.8. B := B − j∈P w j ; 2.9. Q 0 := Q 0 ∪ P ; 2.10. compose set R of vertices i ∈ V such that P \ N (i) = ; 2.11. if R = , then f lag := true and go to 2.6; While (f lag AND V = ) 3. STOP.
It is easy to see that one 2.6-2.11 cycle takes not more than an O(n 2 ) time and is repeated only if at least one vertex is removed from the graph. As well, there are not more than n calls of the Algorithm 1. Hence, the preprocessing complexity is in O(n 3 ).
The preliminary greedy heuristic we use to derive a first approximation of the maximum weight clique calls Algorithm 1 n times starting from each of the vertices as chosená priori. Obviously, the complexity of Algorithm 3 is n · O(n 2 ) = O(n 3 ). It does not exceed the trust region procedure complexity, so this process does not increase the total complexity of the method.
Thus, we propose the following method for the maximum weight clique problem.
Algorithm 4 (QUALEX-MS)
Input: a graph G(V, E), its vertex weight vector w. Output: a maximal clique Q.
1. Execute Algorithm 2; store the preselected vertex set Q 0 and the clique Q.
2. If V = , then go to 12.
3. Execute Algorithm 3 and store the resultQ. 
ComputeÂ by (30) andb by (31).
6. Perform the eigendecompositionÂ = Rdiag(λ 1 , . . . , λ n )R T .
7.
Compute the vector c = R Tb .
8. Compute r 2 asr 2 by (34) for W (Q).
9.
For each µ > 0 minimizing left-hand side of (22) 
Computational experiment results
The goal of the first computational experiment was to find a smallest maximum clique instance, where QUALEX-MS cannot find an exact solution. We used the program geng available at [23] to generate all non-isomorphic to each other graphs up to 10 vertices inclusive. QUALEX-MS successfully found exact solutions to all those instances. Though it cannot be excluded that with another vertex numbering in one of them the exact solution would have been lost, we consider this result to be a strong evidence that counterexamples to the algorithm do not exist at least up to 11-vertex graphs. Unfortunately, there are too many non-isomorphic 11-vertex graphs to continue the experiment the same way, so it has not been completed.
Next, we tested QUALEX-MS on all 80 DIMACS maximum clique instances 1 . and compared the results against our earlier algorithms QSH and QUALEX 2.0 [5, 22] . All three programs were run on a Pentium IV 1.4GHz computer under OS Linux RedHat. However, the QUALEX-MS package makes use of a new eigendecomposition routine DSYEVR from LAPACK involving Relatively Robust Representations to compute eigenpairs after the matrix is reduced to a tridiagonal form [20] . This explains improvement of the average running time versus the two other programs. As a BLAS implementation, the platformspecific prebuilt of ATLAS library 2 was used.
Exact or best known solutions were found by QUALEX-MS in 57 instances. It is significantly better than 39 exact or best known solutions by QSH and an advance comparing to 51 exact or best known solutions by QUALEX 2.0. For the rest DIMACS graphs QUALEX-MS obtained good approximation solutions. The results are composed in Table 1 . The last computational experiment performed with QUALEX-MS was finding maximum weight cliques. Since there are no widely accepted maximum weight clique test suites, we followed the approach accepted in [11] and tested the algorithm against normal and irregular random graphs with various edge densities comparing it to the algorithm PBH (which is another recent continuous-based heursitic.) To generate the irregular random graphs Algorithm 4.1 from [11] was used. Vertex weights were evenly distributed random integer numbers from 1 to 10. Due to significantly better speed of QUALEX-MS comparing to the heuristics considered in [11] and availability of a highly optimized exact maximum weight clique solver cliquer by P.Östergård and S. Niskanen 3 , we were able to perform the tests not only on 100-vertex graphs but also on 200-vertex graphs up to the edge density 0.8. As well, we increased the number of tested graphs in each group from 20 to 50. The running time of QUALEX-MS on all those instances is in 1 second, so it may be considered negligible. However, similar testing on larger graphs is unfortunately difficult because of significant slowing down of the exact solver. Table 2 presents the results of this computational experiment. The measured value is percentage of the found clique weights to the optimum clique weights averaged through all graphs of a group (Avg. R columns). Second result columns represent standard deviations of these values (St. Dev. columns). The obtained figures show that our method strictly outperforms the algorithm PBH and the difference between maximum weight cliques and those found by QUALEX-MS is rather negligible.
Remarks and conclusions
We have presented a new fast heuristic method for the maximum weight clique problem. It has been shown empirically that the method is exact on a considerable range of instances. Among them are the Brockington-Culberson graphs from the DIMACS test suite [15] (brock*) exceptionally hard for all other types of heuristics that may be found in the literature. Besides, we have specified theoretically a non-trivial class of instances where the used trust region formulation may directly deliver a maximum weight clique indicator (Theorem 8).
As the next step of QUALEX-MS development it should be investigated whether it is possibile to express Motzkin-Straus optima as a function of a particular subset of the spherical stationary points. It may lead to a generalization of Theorem 8 expanding the class of maximum weight clique instances where the optimum is directly computable by the presented trust region procedure. A case theoretically seeming to be the worst for the described technique is when there are multiple eigenvalues causing the trust region problem degeneracy. It may be supposed that a special submethod dealing with such instances should be developed.
