The i-vector technique using deep neural network has been successfully applied in spoken language identification systems. Neural network modeling showed its effectiveness as both discriminant feature transformation and classification in many tasks, in particular with a large training data set. However, on a small data set, neural networks suffer from the overfitting problem which degrades the performance. Many strategies have been investigated and used to improve the regularization for deep neural networks, for example, weigh decay, dropout, data augmentation. In this paper, we study and use conditional generative adversarial nets as a classifier for the spoken language identification task. Unlike the previous works on GAN for image generation, our purpose is to focus on improving regularization of the neural network by jointly optimizing the "Real/Fake" objective function and the categorical objective function. Compared with dropout and data augmentation methods, the proposed method obtained 29.7% and 31.8% relative improvement on NIST 2015 i-vector challenge data set for spoken language identification.
Introduction
Spoken language identification (LID) is a task to determine which language is being spoken within a speech utterance [1, 2] . Recently, the i-vector-based method which has been widely used in speaker recognition, has been introduced to LID tasks [3] . I-vector is a fixed-length low-dimensional vector which is convenient for classification modeling. I-vector-based method obtained state-of-the-art performance in many systems for both speaker recognition and language identification tasks [3, 4, 5, 6, 7, 8] .
I-vector compresses Gaussian mixture model (GMM) supervectors by confining all sorts of variabilities (language, speaker, channel, session, etc) to a low-dimensional vector. Since i-vector includes total variability factors, discriminant analysis methods, such as linear discriminant analysis (LDA) and local fisher discriminant analysis, have been applied to the i-vectors to obtain discriminative features [9, 7] , i.e., for different tasks, the discriminative transform need to emphasize the feature variations correlated to the tasks. Then, the transformed feature can be modeled with classifiers for classification, e.g., support vector machine (SVM), probabilistic linear discriminant analysis (PLDA) [3, 10] .
Deep neural network (DNN) has shown its effectiveness for feature learning and classification for many tasks, such as image processing and speech recognition [11, 12] . It has also been used in speaker recognition and spoken language recognition [13, 14] . For LID tasks, DNN can be used as a discriminative classifier which can directly map the features (e.g., ivector features) to their language IDs [14, 15] , or as a front-end processor for feature learning with conventional classifiers for classification [6] . In order to achieve a better performance, a large quantity of labeled training data are often provided, for example, the training data of ASR task includes hundreds of hours of labeled data. However, the DNN model suffers from the overfitting problem with smaller data set which results in poor performance on a test data set. To improve the generalization of the model, regularization methods, such as weight decay [16] , dropout [17] , data augmentation, have been proposed. For i-vector-based LID tasks, previous works have already investigated DNN with dropout [15] and distance metric learning [18, 19] , with limited training data.
Recently, generative adversarial nets (GAN) have attracted a lot of attention for their abilities on image generation [20] . GAN can learn generative models using a two-player zero-sum game borrowed from the game theory. The goal of GAN is to train a generator network that produces samples from real data distribution, by feeding vectors of noise as inputs. To direct the data generation processing, a conditional GAN was proposed and successfully used on image generation and image-to-image translation [21, 22, 23, 24, 25] . Previous works have conditioned GANs on discrete labels [21, 24] , text [26] , and images [23] .
In this work, unlike most of the previous works on GAN for image processing which focus on producing excellent samples, we propose a conditional GAN-based classifier (cGANclassifier) for the i-vector-based LID task. Compared with the conditional GAN, the cGAN-classifier uses real samples as conditional information to the generator network of GAN, and adds categorical output related to class labels as output to the discriminator network, in addition to "Real/Fake" output. The generator and discriminator networks are optimized by jointly minimizing the "Real/Fake" objective function and categorical classification objective function. The generator can be considered as a feature transformation that supplies additional information to improve the generalization of the discriminator network for classification. Different from the other works which use the generated data to train the additional classifier, the well-trained networks can be directly used for the classification task.
The use of the discriminator network of GAN as classifier has already been investigated for image classification tasks [27, 28] . A categorical GAN (CatGAN) has been investigated for robust unsupervised and semi-supervised learning [27] . The CatGAN combines the neural network classifier with an adversarial generative model that regularizes a discriminatively trained classifier for image classification. Odena [28] and Salimans et al. [25] also investigated to extend GAN to the semisupervised context by forcing the discriminator network to output class labels. To the best of our knowledge, directly using the conditional GAN for classification has not yet been studied, and there are no previous works using GAN for LID tasks. Exper-iment results indicate that the proposed method is surprisingly effective for the i-vector-based LID task.
The remainder of the paper is organized as follows. Sections 2, 3 present the basic generative adversarial nets and conditional generative adversarial nets, respectively. The proposed methods, i.e., cGAN-classifier is described in Section 4. In Section 5, the results of experiments and investigation are given to evaluate the performance of cGAN-classifier. Discussion and conclusion are given in Section 6.
Generative Adversarial Nets
Generative adversarial net (GAN) was introduced by Goodfellow et al. [20] , which is a framework for training deep generative models based on the two-player zero-sum game theory. The goal of GAN is to train a generator network G(z; θg) that produces samples from the data distribution P (x), by transforming noise variables z into fake samples G(z). The generator is trained by playing against an adversarial discriminator network D that aims to distinguish between samples from the true data distribution P (x) and the generator distribution. More formally, D and G play the two-player minimax game by the following expression:
where D(x) represents the probability that x comes from the real data rather than the fake data. The D is trained to maximize the probability of assigning the "Real" label to real training examples and "Fake" label to fake samples produced by G, and simultaneously G is trained to minimize log(1 − D(G(z))).
Conditional Generative Adversarial Nets
The original GAN is an unconditioned generative model, i.e., there is no control to direct the data generation processing. A conditional GAN [21, 24] was introduced to direct the data generation processing by conditioning the model on additional conditional information, such as class labels or data from other modalities. The conditional GAN is an extension of GAN created by feeding conditional information into both the generator and the discriminator networks to produce samples. Previous works showed that using class conditional synthesis can significantly improve the quality of generated samples [29] .
As shown in Fig. 1 .(a), the input to the generator network is a combination of noise z, and conditional information, such as class labels. The real or fake data with conditional information are presented as inputs to the discriminator network. Mathematically, we define symbol c as the conditional information, and equation 1 can be rewritten as:
Conditional GAN was successfully used for face generation [24] , image-to-image translation [23] , and image synthesis [30] .
Conditional Generative Adversarial
Nets-based Classifier
Previous works on conditional GAN used discrete labels [21, 24] , text [26] , and images [23] as conditional information for image generation and image-to-image translation. These works focused on producing excellent images or certain images given the conditional information. For classification tasks, normally, additional classifiers are used with the generated images, or as additional images to the original images. Because of GAN models the data distribution explicitly through the reconstruction of input samples, using the generated images is expected to improve model generalization for the classification task, in particular, with limited training data. Previous works showed that, the well-trained generator could generate "very good" images, for example the generated number on the MNIST data set. Nevertheless, for the classification task, the challenges are not "normal" samples but "abnormal" samples which often lie in the boundary of a class. Using the "very good" generated images cannot help improve the regularization of the model for the classification task. Therefore, how to effectively select the generated images for classification model training will be a challenging task. In this work, unlike many works focusing on image/feature generation, we investigate conditional GAN as a classifier (cGAN-classifier) to improve regularization of the neural network. Figure 1 .(b) shows the framework of the proposed cGANclassifier. The cGAN-classifier includes both a discriminator and a generator network which are similar to the conditional GAN. The inputs of the generator network are noise, for example Gaussian noise, and conditional information, i.e., real samples. The generator here can be considered as a feature transformation which can transfer real input samples to generated features. Then, the real samples and the generated samples are used for discriminator network optimization. The discriminator network has a source output, i.e., "Real/Fake", same with the basic GAN, and a categorical output corresponding to the class labels of the real input samples.
Mathematically, given an input noise z and a conditional information x real , i.e., a real sample. The generator network transfers the real sample x real and the noise vector z to a fake sample x f ake . Then x real and x f ake are fed into the discriminator network. Aside from the "Real/Fake" source output, K classes labels {k1, k2, ...kK } corresponding to the class labels are used for classification optimization. The parameters of the discriminator network are shared between the source output objective function and the classification objective function. We define VD as binary source output objective function and VC as K-class classification objective function, VD and VC are de-fined as:
where D(x) represents the probability that x comes from the real data x real rather than x f ake , D(k|x) represents the probability that x belong to class k, and G(z, c) is the output of the generator network, i.e., x f ake = G(z, c). The network for VD and VC can be same or different, in this work, the discriminator network is shared between VD and VC . The optimization procedure of VD and VC are same with the basic GAN described in Section 2. The cGAN-classifier objective function is defined as:
where α is a trade-off between the discriminator objective function and the classifier objective function. In this work, the tradeoff α was set to 1.
The proposed framework has the following characteristics: 1) Unlike the conditional GAN using class labels as conditional information, the framework can be directly used for the classification task using real samples as conditional information.
2) The generated features can be optimized and selected automatically to improve regularization of the model for the classification task.
Experiments
In this section, experiments were conducted to evaluate the effectiveness of the proposed method. The i-vector data based on NIST 2015 language recognition i-vector machine learning challenge were used for examination. In NIST 2015 i-vector challenge data, there are fifty languages in training data set, and each language has 300 400-dimensional i-vector samples. In this study, we selected 250 i-vectors from the training data set for each language as training data and the remaining 50 ivectors were used for validation. In total, there are 12,500 samples in our training data set and 2,500 samples in the validation data set. There are 6,500 test samples in the originally test set. We removed the out-of-set class samples because we are not focusing on the solution to the out-of-set problem. Finally, the test data set includes 5,000 samples (100 samples for each language). Identification error rate was used as the evaluation criterion.
Implementation of baseline systems
We built the baseline systems using a DNN model with L2, dropout and data augmentation methods. The configuration of the network is 400 (RAW features) or 49 (LDA features) neurons in the input layer, 2 hidden layers with 512 neurons for each layer, and 50 neurons in the output layer corresponding to language IDs. The mini-batch size was set to 128, and learning rate was set to 0.001. The maximum learning epoch was set to 500, and early stopping strategy was used with the validation data set. We conducted each experiment three times using stochastic gradient descent (SGD) optimizer and selected the best result. Another baseline method is data augmentation; the previous DNN models (with and without dropout) were used. The generated data were created by adding random uniformly distributed noise over the interval [-1, 1] to the original i-vector data. We also compared the proposed method with conventional methods, i.e., cosine distance, support vector machine (SVM) with linear and radial basis function (RBF) kernels [19] . The optimal model parameters of SVMs were obtained based on a grid search with cross-validation. The result of DNN with distance metric learning method was also listed for comparison [19] .
Implementation of the proposed method
Previous works showed that the configuration of GAN is very important for stable training. Table 1 illustrates the configuration of cGAN-classifier networks used in this work which refer to the previous work [27] . For the generator network, there are two input layers corresponding to noise z and conditional information x real . The two input layers were merged into a fullyconnected (FC) neural network layer. The output of the generator network is a 49-dimensional vector x f ake . Similar to the generator network, there are two input layers in the discriminator network corresponding to x real and x f ake . Batch normalization was used before the convolutional layers. In our experiments, x real were the dimension-reduced 49-dimensional features via LDA (LDA features). The networks were trained using SGD with momentum 0.9 and adaptive subgradient method (Adagrad) optimizer, and the mini-batch size was set to 128, the learning rate was set to 0.0005. The maximum learning epoch was set to 500, and early stopping strategy was used with the validation data set. Table 2 shows the results of the baseline systems. As described in subsection 5.1, the DNN model has two fully-connected hidden layers with dropout 0.3 for the input layer and 0.5 for the hidden layers. This configuration of DNN was selected by comparing the different numbers of hidden layers and different dropout settings. Data augmentation was done by adding uniformly distributed noise to the original i-vector features. Aside from the original 12500 training samples, 12500 training samples were created for data augmentation experiments. From the results, we can see that DNN with dropout obtained better results than the cosine distance method and SVM with linear or RBF kernel methods. Compared with L2 regularization, the data augmentation method achieved a better result. Although data augmentation on speech data can improve the final performance [8] , for this i-vector data, the data augmentation method could not outperform the dropout method. Our previous work, DNN with dropout and distance metric learning was the best baseline system with an identification error rate of 15.14%.
Results of baseline systems

Results of the proposed method
Before examining the proposed method, we evaluated the performance of the discriminator network as a classifier for the classification task. The experiments were done by removing the "Real/Fake" output and the x f ake input. The network was trained with LDA features with both SGD and Adagrad optimizers. The learning rate was set to 0.0005. The results were listed in Table 3 . From the results, we can see that the discriminator network with SGD method, i.e., "Network-D (LDA, SGD)" obtained 16.34%, could not outperform the DNN model with dropout method, i.e., "DNN DP (LDA)". We also evaluated this discriminator network with dropout regularization. However, it could not obtain a better result than the baseline method with dropout. Comparing SGD and Adagrad optimizer, the result using SGD optimizer is better than the result using Adagrad optimizer.
We evaluated the proposed method with both SGD and Adagrad optimizers. The cGAN-classifier with SGD optimizer, i.e., "cGAN-classifier (SGD)", obtained 14.60% identification error rate. Compared to the dropout method with LDA features, i.e., "DNN DP (LDA)", it achieved 9.4% relative improvement. The results of "Network-D (LDA, SGD)" and "Network-D (LDA, Adagrad)" show that using Adagrad optimizer could not improve the performance. However, the cGAN-classifier with Adagrad, i.e., "cGAN-classifier (Adagrad)", achieved 29.7% relative improvement than DNN with dropout method, i.e., "DNN DP (LDA)". The Adagrad optimizer is more effective on GAN optimization than SGD with the setting of our experiments. We already know that the performance using the discriminator network for classification can not outperform the performance using the baseline DNN network for the classification task. Therefore, the improvements of the proposed method were due to the generated features produced by the generator network. As the progress of the model optimization, the generator network can supply useful information to improve the generalization of the model which results in high performance on test data set.
Two additional experiments were done to investigate the contribution of the generated features. One of the experiments was on DNN network with dropout using the generated 49-dimensional features as input, and this experiment was termed as "DNN DP (x f ake )". The other experiment was termed "DNN DP (LDA, x f ake )". In this experiment, we combined the LDA features and the generated features as the input to train the DNN network with dropout setting. The generated features used in these two experiments were created using the "best" generator network which was selected based on the performance on validation data set. The configuration of "DNN DP" is the same with the baseline system. The results were listed in Table 3 . From the results, we can see that using only the generated features obtained 20.16%. The experiment with both LDA features and the generated features, obtained 17.84%. These two experiments obtained worse results than the corresponding baseline system, i.e., "DNN DP (LDA)". From these results, we can see that it is hard to improve the generalization of the model with the generated features, although it is reasonable via designing an effective evaluation metric to select better generated samples. However, the proposed method can automatically select useful generated features to improve the regularization of the model for classification and the well-trained model can be directly used for the classification task.
For LID tasks, the experiment results showed that the proposed method is a very effective method with i-vector features. The proposed method achieved 29.7%, 31.8% relative improvements than DNN with dropout method and data augmentation method, respectively. Compared with the best baseline system, i.e., DNN with distance metric and dropout (DNN+DM+DP), the proposed method obtained 25.1% relative improvement.
Discussion and Conclusions
In this paper, we investigated conditional generative adversarial nets and proposed a conditional generative adversarial netsbased classifier (cGAN-classifier). cGAN-classifier directly uses both the discriminator and generator networks as a classifier by using real samples as conditional information. This framework is easy to implement because it can automatically optimize and select the generated features to improve regularization of the model for the classification task. Experiments on the i-vector-base LID task showed that the proposed method is a very effective method.
There are still many challenges in the cGAN-classifier. Previous works discussed the importance of the configuration of the networks of GAN. For the proposed cGAN-classifier, how to design effective discriminator and generator networks will be one of our future works. In the proposed framework, there is a trade-off between the two outputs of D, and how to balance these two objective functions will be another future work.
