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Inductive method of model self-organization
We study the Inductive Method of Model SelfOrganization (IMMSO), an evolutionary machinelearning (ML) algorithm that has important applications in Data Mining and other ML tasks. This method aims to determine the optimal complexity of a model that could describe or explain a given set of experimental observation data. Note that the method determines the complexity of the model and not the specific values of its parameters.
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By a model we mean a formula, equation, algorithm, etc. Since IMMSO was originally developed in the Soviet Union and there is insufficient literature available on it in English, we will briefly describe the method and the conditions of its application.
IMMSO was suggested and developed by Ivakhnenko et al. in 80s [2, 4, 9] . This method does not require any a priori information on distribution of parameters of the objects under consideration. The method is very efficient in Data Mining problems under these circumstances. However, if a priori information is available, then it can be outperformed by other methods, such as some Pattern Recognition methods, which can give significantly better results.
The method has one restriction: it is not applicable to a continuous class of models, because it is based on the competition of models. This is why this method is called inductive. Its main principle of model selection is the principle of stability: the models describing different subsets of a given data set must be similar.
Here is how the IMMSO works:
1. An expert defines a sequence of models, ordered from the simplest to more complex ones. 2. Experimental data are randomly divided into two data sets: training data and control data. 3. For a given kind of model, the best parameters are determined using first the training data and then the control data set. For this, an internal criterion of concordance between the model and the data can be used, e.g., the least squares criterion. 4. Both models are compared on the basis of an external criterion, such as the criterion of regularity, criterion of unbiasedness, etc. If this external criterion, or a combination of such criteria, achieves a stable optimum, the process is finished. Otherwise, more complex model is considered and the process is repeated from the step 3.
The method uses the notions of internal criteria and external criteria. The difference is that internal criteria use the same data both to determine the model parameters and to evaluate its quality, while external ones use different data for this purpose. In practice, usually external criteria are constructed as nonnegative functions with zero being the optimum.
The external criterion can reach an optimum when the data contain:
-a regular component defined by the chosen model structure, and -a random component: noise.
Indeed, a too simple model ignores the noise, but at the same time it does not recognize the regularities in the data. On the other hand, a too complex model can reflect very well such regularities but also will be too sensitive to noise. In both cases, the differences between two models will be significant and the values of the penalty function-external criterion, large. The principle of model self-organization consists in that an external criterion passes through its optimum as the model complexity is gradually increased. It has been proved that for noisy data and a small data sample, the minimum of mathematical expectation of an external criterion is unique [4] .
However, if a chosen class of models does not reflect the regularities in the data or reflects them only partially then the "random" component in the data is not exactly noise but rather an undefined, or unaccounted for, component. The contribution of such a component to experimental data can be comparative with the contribution of the model component. This distorts the results and the minimum found by the algorithm may be located far from the real best point. This is why it is very important for the user to correctly choose the model class. This choice should be based on the knowledge of the nature of the objects described by the data. If there is no information about this nature, some general class of models that is guaranteed to include the real model class is chosen.
IMMSO was successfully used in numerous applications in science and engineering for identification of physical laws, approximation of multidimensional processes, and short-term and longterm forecasting of processes and events [2, 9] . For example, it was used in geology [3] , applied mathematics [6, 13] , and text processing [1, 10, 12] . A review of various variants of IMMSO can be found in [5] . Further development of inductive modeling is considered in [7, 8] .
Limitations of the method
The IMMSO can give unsatisfactory results if: In this case, again, usually oversimplified models are suggested by the method due to the principle of independence from data-a consequence of the criterion of unbiasedness; see Section 2.3.
Research questions
Noise immunity of inductive modeling was considered in detail in [2, 4] , and other works related with Neural Network training [8] . They concern mainly the influence of white noise. In this work, we study inductive modeling in presence of unaccounted components in addition to the noise.
As case study, we consider polynomial functions. Obviously, the results may vary if another class of functions is considered, for example, Fourier series, etc., or with another type of models, such as differential models. However, we believe that our qualitative conclusions will still hold.
The paper is structured as follows: Section 2 describes our experimental settings and presents the definitions of the external criterion. Section 3 presents the obtained results. Section 4 gives the conclusions. In this paper, mathematical models are considered in the following form:
Experimental settings
where x is an independent variable defining the data observations points; F(x) is a numerical function of a given class reflecting principal components of the model; φ(x) is a numerical function reflecting unaccounted for-additional-components of the model, and ω(x) is a random component-noise.
As a case study, we assume the following classes of functions:
-Principal components correspond to the members of a polynomial: The models (1) are used in time series analysis related with seasonal changes of temperature. These models have been considered in [2] .
Note that given the coefficient k ≥ 5π, the period of harmonic function is T ≤ 2π/5π = 0.4. It is easy to see that such a period allows the function to be defined on the interval [-1,1] at least 5 times.
When applying the IMMSO, we suppose that:
The IMMSO implies determining the best polynomial in the form
It is well-known that the method of least squares, which is usually used in IMMSO, decreases the effect of noise n times when the number of data points exceeds the number of parameters of the model n times. Therefore, in order to decrease the effect of noise 2 or 3 times, the number of observations should exceed the number of parameters 5-10 times. This is what is usually recommended in practice by the IMMSO experts and developers [2] .
With this, to study the effect of noise with a small number of data points, one needs to make several measurements of the noise component and then generalize the results.
The term model complexity usually denotes the number of components of the model and the strength of relations between them. In case of polynomial function, the model complexity can be defined as the highest power of the polynomial. We added to the data some noise: normally distributed random values with zero mean and rootmean-square value s ∈ {0.1, 0.2, 0.5}. It also gives 10%, 20%, and 50% of the maximum value for x 2 on the interval [-1,1].
Observation data
The number of points is N ∈ {50, 1000}. Therefore the training set and the control set contain 25 and 500 points, respectively. Consider a complete polynomial (2) of the fourth order. It contains 5 members. In this case, each polynomial parameter is "covered" by 5 and 100 points, respectively. This decreases the error of noise 2 5 ≈ and 10 100 = times, respectively. In case of small number of points (N = 50) and high level of noise (s = 50%), we implemented 5 realizations of the noise component and found the solution for each realization.
Evaluation of results and energetic ratios
For application of the IMMSO, the following complete polynomial models are considered:
We evaluate correctness of a solution as coincidence of orders of polynomial models. That is, if the second order polynomial is revealed (independently of the number of its members) then the method is considered to give a correct result. Note that the specific values of polynomial coefficients do not matter: we are only interested in the optimal complexity of the model, not in the specific optimal values of its parameters.
If the coefficient of the highest polynomial member is significantly less than the coefficient of the next member-say, by 2 orders of magnitude-then the model complexity should be decreased. For example, the following third order polynomial F(x) = 0.3 + 0.1x + 7x 2 + 0.05x 3 on the interval [-1,1] has in effect second order. However, all such cases proposed by the method can be considered to make a decision in practice. In any case, such a solution should be justified, taking into account, for example, the level of noise, etc.
Obviously, our function in the form of a polynomial function, periodical component, and noise is a particular case of empirical models that could be treated with IMMSO. In order to generalize the results, one should describe the models considering energetic ratios.
The power and the root-mean-square value of any function f(x) defined on a given interval T is given by
For the functions F(x) = x 2 and φ(x) = b cos(kx) we have, respectively, It is easy to see that our experimental conditions are rather complex: the ratio of additional to principal components varies from some 3% to some 60%, and the ratio of noise to principal component varies from 5% to 125%.
Methods and criteria
In our experiments, the IMMSO was to find a polynomial function of a given form (2) . The observation data (artificial data) were divided into training and control sets, the experiments were conducted, and the external criteria were calculated. The winner was defined on the basis of minimum of one or several external criteria described below.
The models, which were constructed at each step of the IMMSO algorithm, used the Least Squares Method (LSM) [11] . Recall that we have two separate models: the first one based only on the training data set, and the second one based only on the control data set. In constructing these models, LSM minimizes the variance of error between the model predictions and the observation data: Both criteria use the training data set and the test data set. The criterion of regularity reflects the difference between the model data and the control data when the model is constructed on the basis of training data set. So, this criterion evaluates the stability of the model with respect to data variation. The criterion of unbiasedness reflects the difference between the two models-those constructed on the training set and on the control set, respectively. So, this criterion evaluates independence of the model from the data. Different forms of these criteria can be proposed. A specific form depends on a specific given problem. In our case, we use these criteria in the following forms:
where T and C are the systems of equations (2) used for training and control, respectively; q i (T) and q i (C) are the model data that is the right part of the equations with the parameters determined on the training and control set, respectively; q i are the experimental (artificial) data, i.e., the left part of the equations; i is the number of the equation.
Sometimes a model can be better than another one according to the first criterion but worse according to the second one. A combined criterion can be used, e.g.:
where λ is a user-defined coefficient of preference. In our experiments, we used λ = 2/3, i.e., we consider the criterion of regularity as more important.
Results of inductive modeling
Sensitivity to the volume of data
We used the following data in this experiment:
-amplitude of the additional component b = 0.1 (the lowest level) -level of noise s = 0.5 (the highest) For this case, we have the relations η = 2.5% and ε = 125%.
We considered 5 realization of noise. Tables 2 and  3 show the values of combined criterion (6) . In graphical form this is shown in Fig. 1 . One can see that the realizations significantly differ from each other. The average value reaches its minimum for the 0-order model. However, in 2 cases of 5, the winner is the second order model. This means that the result was correct in 40% of our test runs.
In all cases, the minimum is reached for the second order model, due to strong filtration.
Sensitivity to inexactness of model
-total number of points N = 50 -level of noise s = 0.1 (the lowest) Table 2 . Values of combined criterion for N = 50
Realization of noise Table 3 . Values of combined criterion for N = 1000
Realization of noise For this case, we have ε = 5%. In this experiment we considered five realizations of noise for each value of b. Table 4 contains the average values of combined criterion (6) . The results are presented in graphical form in Fig. 2 . The best model was the one of second order for all values of b. This model was the best for 12 realizations out of 15; in the rest of the cases the winner was the third order model. Therefore, we obtained the correct result in 80% of cases.
It should say that the variability of principal and unaccounted for components, i.e., x 2 and bcos(5πx), is significantly different. Table 5 presents the spectrum of x 2 on the interval [-1,1]. It is easy to see that since second harmonic the spectrum of the principal component is practically zero. The additional component has also fifth harmonic cos(5πx). Therefore, both components are orthogonal. This is why the obtained results are rather good. However, this issue needs especial attention.
Sensitivity to noise
-total number of points N = 50 -amplitude of the additional component b = 0.1 (the lowest)
For this case we have η=2.5%. We considered three realizations for each level of noise. Table 6 shows the average values of the combined criterion (6) . These results are presented in graphical form in Fig. 3 . Table 6 . Average values of combined criterion for s ∈ {0.1, 0.2, 0.5} 
Model self-organization with different criteria
In this experiment, we used the minimum number of points N = 50. For this case we have η = 2.5% and ε = 5%. The results are presented in Table 7 and in Fig. 4 . One can see that the criterion of regularity gives the correct result: the second order model. The criterion of unbiasedness gives the best result for 0-order model, with a local minimum is at the second order model. The combined criterion reaches its minimum on the correct second order model. One can see that the criterion of regularity gives the correct result: second order model. The criterion of unbiasedness gives the best result for 0-order model. The combined criterion reaches its minimum on the correct second order model, though it is rather smooth and does not distinguish the models well.
Conclusions
We studied the performance of the inductive method for the test case of polynomial model with unaccounted for trigonometric function and some noise. In general, the method demonstrated low sensitivity to noise. The results depend on the ratios of the principal component, the additional components, and the noise.
Usually, the works studying noise sensitivity for Ivakhnenko's inductive method consider normal white noise. In the paper, we considered another case, when this distortion is created by unaccounted for model components in addition to the usual noise. We have presented the results of inductive modeling for different volumes of data, and contributions of unaccounted for model component and the level of noise. Such results can be easily generalized to take into account the ratios of principal component, additional component, and noise.
In the future, we plan to use spectral approach to analyze the noise sensitivity of inductive modeling.
