The area of study focuses on a new family of finite non-simple directed graphs. A member of the family of these directed graphs denoted by O n (a 1 , a 2 , a 3 , ..., a l ), a i ∈ N 0 , n ∈ N is conceptualised as a graph having all vertices {v i |i ∈ N, i ≤ n} consecutively seated clockwise on the circumference of a circle and constructed from an ordered string s l = s(a i |a i ∈ N 0 , i ≤ l, i, l ∈ N) by arcing in such a way that for entries a t , t uneven, a tail v i has clockwise heads v j if and only if (i + a t ) ≥ j and for entries a s , s even, a tail v i has anticlockwise heads v j if and only if (i − a s ) ≤ j. It is meant to be an introductory paper to encourage exploratory research.
Introduction
Consider the ordered string s l = s(a i |a i ∈ N 0 , i ≤ l, i, l ∈ N) = (a 1 , a 2 , a 3 , ...., a l ). For any entry of the ordered string say a t , t is called the indice of a t . Furthermore a graph G 1 is said to be larger or equal in size, than graph G 2 if and only if ν(G 1 ) ≥ ν(G 2 ). When we refer to the degree of a vertex, d(v i ) in a directed Graph G, we explicitly refer to the degree found in the underlying graph denoted G, hence d(
. So by convention ∆(O n (a 1 , a 2 , a 3 , ..., a l ) = ∆(O n (a 1 , a 2 , a 3 , ..., a l ) and δ(O n (a 1 , a 2 , a 3 , ..., a l ) = δ(O n (a 1 , a 2 , a 3 , ..., a l ) and so on for other vertex degree, d(v i ).
Definition 1.1. The family of finite Ornated Graphs denoted by {O n (a 1 , a 2 , a 3 , ..., a l )|a i ∈ N 0 , n ∈ N} is defined by V (O n (a 1 , a 2 , a 3 , ..., a l )) = {v i |i ∈ N, i ≤ n}, E(O n (a 1 , a 2 , a 3 , ..., a l )) ⊆ {(v i , v j )|i, j ∈ N} and (v i , v j ) ∈ E(O n (a 1 , a 2 , a 3 , ..., a l )) if and only (v i , v j ) ∈ {(v i , v j )|∀t, uneven indices, (i + a t ) ≥ j, i < j} ∪ {(v i , v j )|∀s, evenindices, (i − a s ) ≤ j, i > j}. Lemma 1.1. For the Ornated Graph O n (a 1 , a 2 , a 3 ) we have that:
(i) O n (a 1 , a 2 , a 3 ) = O n (a 1 , 0, 0) + O n (0, a 2 , a 3 ) = O n (0, a 2 , 0) + O n (a 1 , 0, a 3 ) = O n (0, 0, a 3 ) + O n (a 1 , a 2 , 0), the associative law,
(ii) O n (a 1 , a 2 , a 3 ) = O n (a 1 , 0, 0) + O n (0, a 2 , 0) + O n (0, 0, a 3 ), the summation law, and for the Ornated Graph O n (a 1 , a 2 , a 3 , a 4 ) we have that:
(iii) O n (a 1 , a 2 , a 3 , a 4 ) = O n (a 3 , a 2 , a 1 , a 4 ) = O n (a 1 , a 4 , a 3 , a 2 ) = O n (a 3 , a 4 , a 1 , a 2 ), the commutative law, (iv) If s m = (b 1 , b 2 , b 3 , ..., b m ) is an ordered string reduced from s l = (a 1 , a 2 , a 3 , ..., a l ) by removing all the zero entries from 2 , a 3 ) ) and the result follows.
All other results ((ii), (iii) and (iv)) follow in similar fashion. 
at a single vertex can be constructed on n = 2k+1 vertices with k = a q = max{a 1 , a 2 , a 3 , ..., a l }.
Proof. Because 2k + 1, k = a q = max{a 1 , a 2 , a 3 , ..., a l } is always an unique uneven number and therefore d(v ⌈ 1 2 (2k+1)⌉ ) is unique, the vertex v k+1 can be considered the unique midway ("central") vertex of the Ornated Graph O n=2k+1 (a 1 , a 2 , a 3 , ..., a l ).
Clearly, beginning with the edgeless graph on 2k + 1 vertices and without loss of generality let r be an uneven indice, and then linking only the edges {(v i , v j )|(i+a r ) ≥ j, i < j}, a r ≤ k, we have ∆(O n=2k+1 (0, 0, 0, ...., a r , ..., 0)) = 2a r . Let t recursively be set at the values t = a m , and m = 1, 2, 3, ..., (r − 1), (r + 1), ..., l. Thus by linking the edges 
Definition 2.1. The smallest Ornated Graph resulting from Lemma 2.1 is called the Kyle Graph of the family of finite Ornated Graphs
{O n (a 1 , a 2 , a 3 , ..., a l )|a i ∈ N 0 , n ∈ N}.
Corollary 2.2. Consider the family of Ornated Graphs
Similarly vertex v k+2 serves as the central vertex in respect of vertices v k+3 , v k+4 , ..v 2k+1 in applying definition 1.1 for all even indices. It also serves as central vertex for vertices v 2 , v 3 , ..., v k+1 in applying definition 1.1 for all uneven indices. 
Definition 2.2. The set of vertices in the Ornated
Graph O n=(2k+1)+r (a 1 , a 2 , a 3 , ..., a l ), r ∈ N 0 , with degree = ∆(O n (a 1 , a 2 , a 3 , ..., a l )) is called the central cluster of the Ornated Graph and denoted, C(O n (a 1 , a 2 , a 3 , ..., a l )).
Lemma 2.3. For all Ornated Graphs from the family of finite Ornated Graphs
a i . follows similary to the proof of Lemma 2.1.
Assume there exists another vertex v j with d(v j ) = δ(O n (a 1 , a 2 , a 3 , ..., a l )). Also assume, without loss of generality, that 1 < j < m, m the smallest indice with v m ∈ C. Beginning with the edgeless graph and linking the edges of an entry say,
The latter holds true as the linkages for all entries are added resulting in a 2 , a 3 , ..., a l )). This is a contradiction to the assumption that d(v j ) = δ(O n (a 1 , a 2 , a 3 , ..., a l )).
Corollary 2.4. From Corollary 2.2 and Lemma 2.3 it follows that for all Ornated
Graphs from the family of finite Ornated Graphs {O n (a 1 , a 2 , a 3 , ..., a l )|a i ∈ N 0 , n ∈ N} which are larger or equal in size to the Kyle Graph of the family, we have that
a i ) always, for an Ornated Graph on at least 2k + 1, k = max{a 1 , a 2 , a 3 , ..., a l } vertices it follows easily that 2δ (O n (a 1 , a 2 , a 3 , ..., a l ) = ∆ (O n (a 1 , a 2 , a 3 , ..., a l ).
Theorem 2.5. For the Kyle Graph, O 2k+1 (a 1 , a 2 , a 3 , ..., a l ), k = a q = max{a 1 , a 2 , a 3 , ..., a l } and a i ≥ 1, ∀i the degree sequence is given by: a 2 ,a 3 ,...,a l ) .
... and recursively so on for sequential reduced degree-strings until
, with v k+1 being central, then recursively "mirror image" degree values follow, ..., a 2 ,a 3 ,...,a l ),vertices .
Proof. We will prove the result for vertices v 1 , v 2 , v 3 , ...v k+1 since the mirror image of the degree sequence then follows from definition 1.1.
Consider the ordered string s l = (a 1 , a 2 , a 3 , ..., a l ). Since the degree sequence of the Kyle Graph, O 2k+1 (a 1 , a 2 , a 3 , ..., a l ), k = a q = max{a 1 , a 2 , a 3 , ..., a l } is identical to the degree sequence of the underlying Kyle Graph we use the second part of Corollary 1.2 and consider the ordered string (b 1 , b 2 , b 3 
Case 1: Consider the reduced string s 2 = (b 1 , b 2 ), b 1 = b 2 . It follows that for the under-
It also follows that since h 1 = b 2 and l = 2 for this case, we have d(v 2 ) = 2(b 1 + 1) = 2(
Case 2: Consider the reduced string
So because h 1 = b 2 and l = 2 for vertices i = 1, 2, 3, ..., (2b 1 − t) whereafter for the subsequent t vertices, l 1 = 1 the result: (a 1 ,a 2 ,a 3 ,...,a l 
, with v k+1 being central, then recursively "mirror image" degree values follow, follows.
Recursively the result follows for the underlying graphs of: 0, 0, ..a j , .., 0) . The degree sequence can easily be calculated by using the summation law (Lemma 1.1 (ii) ). See the table below:
Note the "mirror image" degree sequence with v 9 being central to the degree sequence. a 2 , a 3 , ..., a l ) which is larger or equal to the Kyle Graph, we have that d Proof. Construct the Ornated Graph O n (a 1 , a 2 , a 3 , . ..., a l ), l = m + t with m the number of even indiced entries and t the number of uneven indiced entries, by beginning with the edgeless graph on n vertices and linking first, the edges {(v i , v j )|(i + a 1 ) ≥ j, i < j}. Clearly we have that d with each entry e ij equal to the number of edges (v i , v j ), the ordered string defining the Ornated Graph O n (s l ), n ≥ m, is given by s l = (a 1 , a 2 , a 3 , ..., a l ) such that a 1 < a 2 < a 3 < ... < a l , l = (e i(i+1) + e (i+1)i ), i ≤ (m − 1) and a 1 , a 2 , a 3 , ..., a l = ⌊ Without loss of generality we assume that the defining ordered string s l = (a 1 , a 2 , a 3 , ..., a l ) has uneven number of entries. Consider row (e 1j ), 1 ≤ j ≤ m (row 1) and count the number of entries e 1j ≥ 1, (1 < j ≤ m), say q. From definition 1.1 it follows that a l = q = ⌊ m 2
⌋.
Now consider the deviated matrix where we subtract 1 from each first row entry, e 1j ≥ 1, (1 < j ≤ m). Consider row 1 of the deviated matrix and count the number of entries e * 1j ≥ 1, (1 < j ≤ m), say t. From definition 1.1 it follows that a (l−2) = t. Recursively all entries a 1 , a 3 , a 5 , ..., a l can be determined. Now consider the column (e j1 ), 1 ≤ j ≤ m, (column 1) and count the number of entries e j1 ≥ 1, (1 < j ≤ m), say t. From definition 1.1 it follows that a l−1 = t. Now consider the deviated matrix where we subtract 1 from each first column entry, e j1 ≥ 1, (1 < j ≤ m). Consider column 1 of the deviated matrix and count the number of entries e * j1 ≥ 1, (1 < j ≤ m), say w. From definition 1.1 it follows that a (l−3) = w. Recursively all entries a 2 , a 4 , a 6 , ..., a l−1 can be determined.
Because adding and subtraction ∀n ∈ N is well-defined, the proof is well-defined. e ji , with e ij , e ji the corresponding entries in the n × n adjacency matrix.
e ji , follows easily. 
Definition 3.2. If the vertices of a directed graph G on n vertices can be numbered such that
d + (v 1 ) ≤ d + (v 2 ) ≤ ... ≤ d + (v i ) ≤ d + (v i+1 ) = ... = d + (v i+j ) j−1≥0 , ≥ d + (v n−(i−1) ) ≥ d + (v n−(i−2) ) ≥ ... ≥ d + (v n ) and d − (v 1 ) ≤ d − (v 2 ) ≤ ... ≤ d − (v i ) ≤ d − (v i+1 ) = ... = d − (v i+j ) j−1≥0 , ≥ d − (v n−(i−1) ) ≥ d − (v n−(i−2) ) ≥ ... ≥ d − (v n ) then G
