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Abstract
In this study, we generalize double tangent bundles to double jet bundles. We present
a secondary vector bundle structure on a 1-jet of a vector bundle. We show that 1-jet of a
vector bundle carries two vector bundle structures, namely primary and secondary structures.
We also show that the manifold charts induced by primary and secondary structures belong
to the same atlas. We prove that double jet bundles can be considered as a quotient of
second order jet bundle. We show that there exists a natural involution that interchanges
between primary and secondary vector bundle structures on double jet bundles.
1 Introduction
In general, there are two ways to define k− jets. The first definition is based on using the sec-
tions of a fibered manifold. In this definition, a k−jet is an equivalence class determined by an
equivalence relation ∽k. Two sections of a fibered manifold are called k−related by the relation
∽k, if they have the same Taylor polynomial expansion at the point x truncated at order k.
This definition usually leads to a geometric approach which is applied to study of systems of
differential equations ( we refer to [1], [2], [4], [8], [11], and [10] for more details).
The second and the more general definition of jet bundles is based on using the functions
from N to M , where N and M are smooth manifolds. In this definition, a k− jet of a function
f at x is an equivalence class defined by an equivalence relation ∽k. The equivalence of two
functions is defined by the same way as the equivalence of sections. The collection of all k−jets
is called a k−jet bundle. One particular case is when N = R. In this case, the jet bundle is
called tangent bundle of higher order. This jet bundle possesses a certain kind of geometric
structure, which is called almost tangent structure of higher order. More generally, if N = Rp,
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then the jet bundle is called the tangent bundle of pk velocities. This concept was introduced
by Ehresmann to develop classical field theory in autonomous sense [9].
Throughout this paper, we will be considering the second definition: 1-jets with source at
the origin of Rp, and targeted in M . In section 2, we give some preliminary theorems that we
need for the paper. In section 3, we study 1-jet of an arbitrary vector bundle and present a
secondary vector bundle structure on a 1-jet of the vector bundle. Due to two vector bundle
structures, 1-jet of a jet bundle is considered as a double vector bundle (DVB). In terms of
the induced manifold structures on the total space of DVB, we prove that both belongs to the
same atlas. We also prove that 1-jet of a jet bundle (double jet bundle) can be considered as a
quotient of a second order jet bundle. Moreover, we show that two vector bundle structures are
isomorphic on a double jet bundle by defining a canonical involution that interchanges between
such structures. In Appendix section (Section 4), we prove some identities and statements that
we used throughout the paper.
2 Preliminaries
In this section we summarize some necessary preliminary materials that we need for a self
contained presentation of our paper.
2.1 First Order Jets: J1pM
Let C∞(Rp) be the algebra of C∞ -functions on the Euclidean space Rp with natural coordinates
(u1, u2, ..., up). Let f, g ∈ C
∞(Rp); f is equivalent to g if f(0) = g(0) and ∂/∂ui(f) = ∂/∂ui(g)
at u = 0 ∈ Rp for every i = 1, 2, ..., p; clearly, this is an equivalence relation.
Now, let M be an m dimensional manifold. Consider the set C∞(Rp;M) of all smooth maps
φ : Rp → M , and take elements φ, ξ ∈ C∞(Rp;M) . Then φ is equivalent to ξ if f ◦ φ is
equivalent to f ◦ ξ for every f ∈ C∞(M).This is again an equivalence relation; and denoted
by j1(φ) the equivalence class of φ ∈ C∞(Rp;M), and called a 1-jet in M at φ(0). We denote
J1pM the set of all equivalence classes in C
∞(Rp;M). If (U, x1, ...xm) is a local chart in M , then
(J1pU, x1, ..., xm, x
1
α, ....x
m
α ) is the local chart for J
1
pM , with α = 1, 2, ..., p by
xi(j
1(φ)) = xi(φ(0))
xiα(j
1(φ)) =
∂(xi ◦ φ)
∂uα
|0. (1)
Let j1φ be an arbitrary point, and let φα : R → M be the differentiable curve given by
φα(u) = φ(0, ..., u, ...0), with u at the α
th place; then, associated to j1φ there is a unique
(p+ 1)-tuple [x;X1, ...,Xp] given by
x = φ(0) Xα = φ
α(
d
du
|0),
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where d/du is the canonical vector field tangent to R. From now on, we shall write [x;X1, ...,Xp]
simply as [x;Xα] and shall identify j
1φ ≡ [x;Xα] if there is no confusion.
Remark 1. In later sections, we sometimes use the notation Xα for
∂Φ
∂uα
|0.
Now we focus on some functorial properties of jet bundles.
Theorem 2. [5]
(i) If h : M → N is a differentiable function, then h induces a canonical differentiable map
h1 : J1pM → J
1
pN given by
h1(j1φ) = j1(h ◦ φ), ∀j1φ ∈ J1pM
and in terms of previous identification, we have, h1([x;Xα]) = [h(x);h∗Xα].
(ii) If h is a diffeomorphism, then the induced map is also a diffeomorphism and, moreover
(h1)−1 = (h−1)1. Also for the manifolds M and N , J1p (M ×N) is diffeomorphic to J
1
pM ×
J1pN .
(iii) If M is a real vector space of dimension m, then J1pM inherits a vector space structure:
for any j1f, j1g ∈ J1pM and λ ∈ R, operations are given by
j1f + j1g = j1(f + g), λj1f = j1(λf),
where f + g and λf are defined in the usual way. Vector space operations of J1pM as
[x;Xα] + λ[y;Yα] = [x+ λy;Xα + λYα].
2.2 Second Order Jets: J22pM
Now we consider the 2- jets by taking classes having equivalence up to all derivatives of second
order. The natural atlas of this bundle can be obtained as follows:
Let φ, φ′ ∈ C∞(R2p,M). We say φ is equivalent to φ′ if
φ(0, 0) = φ′(0, 0)
∂φ
∂u¯α¯
|(0,0) =
∂φ′
∂u¯α¯
|(0,0)
∂2φ
∂u¯α¯∂u¯β¯
|(0,0) =
∂2φ′
∂u¯α¯∂u¯β¯
|(0,0). 1 ≤ α¯, β¯ ≤ 2p
Let E be a finite dimensional real vector space, then J22pE is regarded as a finite dimensional
real vector space. Let L(R2p, E) denote the vector space of linear functions A : R2p → E and
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let S2(R
2p;E) denote the vector space of all symmetric bi-linear functions B : R2p × R2p → E.
The function
j2φ→ (φ(0, 0),
∂φ
∂u¯α¯
|(0,0),
∂2φ
∂u¯α¯∂u¯β¯
|(0,0)), 1 ≤ α¯, β¯ ≤ 2p
is a canonical isomorphism, where
u¯α¯ =
{
uα α¯ = 1, 2, ..., p,
wα α¯ = p+ 1, ...., 2p.
We note that we identify R2p with Rp × Rp. Let ϕ : U → E be a local chart of M that,
without loss of generality, we assume maps onto a vector space E. Let (x,A,B) ∈ J22p(E); the
corresponding 2-jet is the one represented by
φ(u¯) = x+A.u¯+
1
2
u¯T .B.u¯.
In terms of curve notations discussed for the first order jets, we may identify j2φ ∈ J22p with
the triple
j2φ = [x;Aα¯;Bα¯β¯], 1 ≤ α¯, β¯ ≤ 2p
where
Aα¯ =
∂φ
∂u¯α¯
|(0,0)
and
Bα¯β¯ =
∂2φ
∂u¯α¯∂u¯β¯
|(0,0).
3 Jet Bundle to a Vector Bundle
Let πE : E→M be a vector bundle with the local bundle trivialization
ψ : π−1
E
(U)→ U × E
where U is an open subset of M . Then, J1pE can be considered as a jet bundle on E (the
total space of the VB πE). The bundle trivialization on J
1
pE is
ψ˜ : J1pE→ E× L(R
p,Rm+k)
by
ψ˜(j1Φ) = (Φ(0),
∂Φ
∂uα
|0)
where Φ ∈ C∞(Rp,E). Then, Φ(0) = (ψ)−1(x, y), and
4
∂Φ
∂uα
|0 = (
∂(x¯i ◦ Φ)
∂uα
|0,
∂(y¯j ◦Φ)
∂uα
|0)
where, x¯i = xi ◦ πE, y¯j = yj ◦ pr2 ◦ ψ, and xi, yj are the local coordinate functions of M and
E respectively.
Using curve notation gives:
j1Φ ≡ [x, y;Xα, Yα]
where
Xα =
∂(x¯i ◦Φ)
∂uα
|0
and
Yα =
∂(y¯j ◦ Φ)
∂uα
|0.
Moreover, for each smooth manifold M , J1pM carries a vector bundle structure (see Lemma
(12)). Since E is a smooth manifold, then J1pE carries a VB structure, where the intrinsic oper-
ations are given by the following:
For a local bundle chart ψ˜ : (πE ◦ π˜)
−1 → π−1
E
(U) × L(Rp,Rm+k), the mapping +1 and •1
on (π˜)−1{(x, y)} are defined locally as
j1Φ+1 j
1Φ′ = (ψ˜)−1((ψ)−1(x, y), (pr2 ◦ ψ˜)(j
1Φ) + (pr2 ◦ ψ˜)(j
1Φ′))
and
λ •1 j
1Φ = (ψ˜)−1((ψ)−1(x, y), λ.(pr2 ◦ ψ˜)(j
1Φ)).
Using curve notation, one can see that
j1Φ+1 j
1Φ′ = [x, y;Xα, Yα] +1 [x, y;X
′
α, Y
′
α] = [x, y;Xα +X
′
α, Yα + Y
′
α]
and
λ •1 [x, y;Xα, Yα] = [x, y;λ.Xα, λ.Yα]
where U is an open subset of M .
Remark 3. Hereafter, we will refer to above vector bundle structure as the primary structure.
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3.1 Secondary VB Structure on J1pE
We recall that there exists an induced a canonical smooth function π1
E
: J1pE → J
1
pM , where
πE : E → M a smooth bundle projection of E. One can easily prove that (πE)
1 is a surjec-
tive map. Moreover, it can be seen from Theorem 2 that J1pE is a vector space (isomorphic to
L(Rp, E)). If we let the local trivialization of E be the map ψ, then ψ1 : J1p (π
−1
E
(U))→ J1p (U×E)
is a diffeomorphism.
Now we consider the trivialization domains:
Lemma 4. Let π−1
E
(U) be a local trivialization domain of the bundle E. Then
J1p (π
−1
E
(U)) = (π1
E
)−1(J1pU) = (πE ◦ π˜)
−1(U). (2)
Proof. To prove equation (2), we will prove followings:
(i) J1p (π
−1
E
(U)) ⊂ (π1
E
)−1(J1pU),
(ii) (π1
E
)−1(J1pU) ⊂ (πE ◦ π˜)
−1(U), and
(iii) (πE ◦ π˜)
−1(U) ⊂ J1p (π
−1
E
(U)).
Suppose that
j1φ ∈ J1p (π
−1
E
(U)).
By its own definition, φ(0) ∈ π−1
E
(U), then
πE(φ(0)) ∈ U ⇒ j
1(πE ◦ Φ) ∈ J
1
pU
⇒ π1
E
(j1Φ) ∈ J1pU
⇒ j1φ ∈ (π1
E
)−1(J1pU)
Then J1p ((π
1
E
)−1(U)) ⊂ (π1
E
)−1(J1pU). The first statement is proven.
Suppose that j1Φ ∈ (π1
E
)−1(J1pU). Then
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π1
E
(j1Φ) ∈ J1pU ⇒ j
1(πE ◦Φ) ∈ J
1
pU
⇒ (πE ◦Φ)(0) ∈ U
⇒ Φ(0) ∈ (πE)
−1(U)
⇒ π˜−1(Φ(0)) ∈ π˜−1(π−1
E
(U))
⇒ j1Φ ∈ (πE ◦ π˜)
−1(U).
Then (π1
E
)−1(J1pU) ⊂ (πE ◦ π˜)
−1(U). The second statement is proven.
On the other hand, suppose that j1Φ ∈ (πE ◦ π˜)
−1(U). Then
(πE ◦ π˜)(j
1Φ) ∈ U ⇒ (πE(π˜(j
1Φ))) ∈ U
⇒ πE(Φ(0)) ∈ U
⇒ Φ(0) ∈ π−1
E
(U)
⇒ j1Φ ∈ J1p (π
−1
E
(U))
which shows that (πE ◦ π˜)
−1(U) ⊂ J1p (π
−1
E
(U)). This completes the proof.
Proposition 5. Let πE : E → M be a vector bundle. Then π
1
E
: J1pE → J
1
pM is a vector
bundle so that the manifold J1pE has two vector bundle structures, namely , its primary vector
bundle structure as the first jet bundle of manifold E, and a secondary structure with J1pM as
the base manifold. Moreover the induced charts on J1pE from primary and secondary structures
belong to the same atlas.
Proof. First, we start the proof by showing that ψ1 is the bundle trivialization of the sec-
ondary jet bundle J1pE:
Since Pr1 ◦ ψ
1 = π1
E
, then π1
E
: J1pE → J
1
pM is a smooth fiber bundle. (Here Pr1 :
J1pU × J
1
pE → J
1
pU represents the first projection. We note that J
1
p (U ×E) and J
1
pU × J
1
pE are
diffeomorphic by setting j1f ∼= (j1(f1), j
1(f2)), where f = (f1, f2) : R
p → U × E.)
Now we identify j1Φ ∈ J1pE as quadruple [x,Xα; y, Yα] such that
Xα =
∂(πE ◦Φ)
∂uα
|0 (3)
and
Yα =
∂(pr2 ◦ ψ ◦ Φ)
∂uα
|0. (4)
Showing that the fiber map being linear, proves that π1
E
is a vector bundle over J1pM .
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Let j1Φ, j1Φ′ ∈ (π1
E
)−1{j1θ}, for each j1θ = [x;Xα] ∈ J
1
pM . Then j
1Φ = [x,Xα; y, Yα] for
α = 1, 2, ..., p, and j1Φ′ = [x,Xα; y
′, Y ′α]. The secondary vector bundle operations on this fiber
are defined by:
j1Φ+
2
j1Φ′ = (ψ1)−1(j1θ, (pr2 ◦ ψ
1)(j1Φ) + (j1θ, pr2 ◦ ψ
1)(j1Φ′))
= [x,Xα; y + y
′, Yα + Y
′
α]
and
λ •
2
j1Φ = (ψ1)−1(j1θ, λ.(pr2 ◦ ψ
1)(j1Φ))
= [x,Xα;λy, λYα]
where j1Φ, j1Φ′ ∈ (π1
E
)−1{j1θ}, and λ ∈ R. Thus,
ψ1[x,Xα]([x,Xα; y, Yα] +2 λ •2 [x,Xα; y
′, Y ′α] = ψ
1([x,Xα; y + λy
′, Yα + λY
′
α])
= [y + λy′, Yα + λY
′
α]
= [y, Yα] +E λ •E [y
′, Y ′α]
which equals to
ψ1[x,Xα]([x,Xα; y, Yα]) +2 λ •E ψ
1
[x,Xα]
([x,Xα; y
′, Y ′α])
This shows that ψ1[x,Xα] is a linear function. Therefore, J
1
pE is a vector bundle with its sec-
ondary structure.
By now, we have shown that J1pE carries two vector bundle structures (namely primary and
secondary). One can easily see that these two structures define coordinate charts on the total
space J1pE. Now we will show that these two charts belong to the same atlas. To do this we will
show that identity map of J1pE is a diffeomorphism between two VB structures based on J
1
pM
and E.
Let E has the local coordinate maps x¯i, y¯j with 1 ≤ i ≤ m, 1 ≤ j ≤ k. Considering the
primary structure on J1pE: For all j
1φ ∈ J1pE, there exists triples (x, y, ρ) with Φ(0) = ψ
−1(x, y)
and ρ : Rp → Rm+k which is a linear function that corresponds to the matrix A =
[
∂Φa¯
∂uα
|0
]
. Here
the term Φa¯ is defined by
Φa¯ =
{
(x¯i ◦ Φ) a¯ = 1, 2, ...,m,
(y¯j ◦ Φ) a¯ = m+ 1, ....,m + k.
Therefore the matrix A consists of two sub matrices: they are
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[
∂(x¯i◦Φ)
∂uα
|0
]
and
[
∂(y¯j◦Φ)
∂uα
|0
]
. (5)
On the other hand, considering secondary structure on J1pE, given any j
1Φ ∈ J1pE, there
exists quadruple (x, f ; y, g), where Φ(0) = (x, y), f =
[
∂(x¯i◦Φ)
∂uα
|0
]
and g =
[
∂(y¯j◦Φ)
∂uα
|0
]
.
It is clear that the the matrix representations of f and g are defined the same as in Equation
5. Let Ω be the identity map of J1pE, ΨE, ΨM and ΨE be the local trivializations of jet bundles
J1pE, J
1
pM and J
1
pE respectively , and ϕ : U ⊂ M → R
m be a coordinate chart. Then the local
form of Ω is given by the following commutative diagram:
(π1
E
)−1(J1pU)
ϕ(U) × L(Rp,Rm)× E × L(Rp,Rk)
(πE ◦ π˜)
−1(U)
ϕ(U)× E × L(Rp,Rm)× L(Rp,Rk)
.
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.
.
.
ϕ1
............................................................................................................................................................................................................................................................
.
.
.
.
Ω
.........................................................................................................................
.
.
.
.
Ωˆ
where
ϕ1 = (ϕ× idE×L(Rp,Rm)×L(Rp,Rk)) ◦ (ψ × ξ) ◦ ψ˜,
and
ϕ2 = (ϕ× idL(Rp ,Rm)×E×L(Rp,Rk)) ◦ (ΨM ×ΨE) ◦ ψ
1
and
ξ : L(Rp,Rm+k)→ L(Rp,Rm)× L(Rp,Rk)
fg → ξ(fg) = (f, g)
where fg(u) = (f(u), g(u)).
From Lemma 16, the local form Ωˆ is (x, f, y, g) → (x, y, f, g). It is clear that the local form is
a surjective map. Since Ωˆ = pr1 × pr3 × pr2 × pr4, then the local form is differentiable with its
own inverse. Therefore Ωˆ is a diffeomorphism which implies that two structure charts belong to
the same atlas.
Remark 6. The secondary structure defined on tangent bundles can be found in [7].
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3.2 J1p (J
1
pM) as a Quotient Manifold
Let us consider the case E = J1pM for the smooth manifold M . By Lemma 12, J
1
pM is a vector
bundle. By Proposition 5, J1p (J
1
pM) has two vector bundle structures both based on J
1
pM . To
define the double jet manifold, we begin with the idea of smooth functions on J1pM .
Let φ : Rp × Rp →M be a smooth function. We define
Φ : Rp → J1pM
u → Φ(u) = J1p (φu) (6)
where φu is defined by
φu : R
p →M
v → φu(v) = φ(u, v)
It can easily be seen that φu is a smooth function.
R
p J1pM
M × L(Rp,Rm)
.........................................................................................................................
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.
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.
.
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.
.
.
ψ ◦Φ
.
.
.
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.
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.
.
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.
.
.
.
.
.
.
.
.
.
.
ψ
Here
(ψ ◦ Φ)(u) = (φu(0),
∂φu
∂wα
|w=0), u ∈ R
p.
= (φ(u, 0),
∂φu
∂wα
|w=0)
is a smooth function. Therefore, Φ ∈ C∞(Rp, J1pM).
Proposition 7. Let Φ and φ be the functions defined by Equation 6. Then J1p (J
1
pM) is a
quotient of J22pM , with the quotient map Λ defined by the following:
Λ : J22p(M)→ J
1
p (J
1
pM)
J2φ→ J1Φ.
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Proof. Let ψ be a local trivialization of the vector bundle J1pM , then considering local
charts for J22pM , and J
1
p (J
1
pM), we have the commutative diagram:
J22pM J
1
p (J
1
pM)
M × L(R2p,Rm)× S2(R
2p,Rm) M × L(Rp,Rm)× L(Rp,Rm)× L(Rp,Rmp)
...............................................................................................................................................................................................................................................................................................
.
.
.
.
Λ
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
ψ2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
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.
.
.
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.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
ψ¯ ◦ ψ1 = ψ˜
...............................................................................................................
.
.
.
.
Λˆ
(7)
where ψ¯ denotes the local trivialization of J1p (M × L(R
p,Rm)), and ψ2 stands for the local
trivialization of J22pM . We note that due to Proposition 5, it is also possible to use the induced
chart of primary structure.
For any A ∈ L(R2p,Rm), we can identify A in terms of the sub matrices of form m× p with
A = [AαAα˙] where Aα, Aα˙ ∈ L(R
p,Rm). Similarly, for any B ∈ S2(R
2p,Rm), we can identify B
as the sub matrices
Bα¯β¯ =
(
Bαβ Bα˙β
B
αβ˙
B
α˙β˙
)
.
Suppose that (x,A,B) ∈ M × L(R2p,Rm). Let (ψ2)−1(x,A,B) = j2φ with the following
properties:
x = φ(0, 0), A =
∂φ
∂u¯α
|(0,0), [Bαβ] =
∂2φ
∂u¯αu¯β
|(0,0).
Therefore the sub matrices Aα, Aα˙, Bαβ, Bα˙β, Bαβ˙ and Bα˙β˙ are
Aα =
∂φ
∂uα
|(0,0) Aα˙ =
∂φ
∂wα
|(0,0)
and
[Bαβ ] =
∂2φ
∂uαuβ
[Bα˙β ] =
∂2φ
∂wαuβ
[Bαβ˙ ] =
∂2φ
∂uαwβ
[Bα˙β˙] =
∂2φ
∂wαwβ
.
Then,
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Λˆ(x,A,B) = ((ψ¯ ◦ ψ1) ◦ Λ ◦ (ψ2)−1)(x,A,B)
= ((ψ¯ ◦ ψ1) ◦ Λ)(j2(φ))
= (ψ¯ ◦ ψ1)(j1Φ)
= ψ¯(j1(ψ ◦ Φ))
= ((ψ ◦ Φ)(0),
∂(ψ ◦ Φ)
∂uα
|0). (8)
From the last line of Equation 8, one can see that
(ψ ◦ Φ)(0) = ψ(j1(φ0)) = (φ(0, 0),
∂φ(0, w)
∂wα
|w=0) ∈M × L(R
p,Rm),
and
∂(ψ ◦Φ)
∂uα
|0 = (
∂φ(u, 0)
∂uα
|u=0,
∂2φ
∂uα∂wβ
|(0,0)) ∈ L(R
p,Rm)× L(Rp,Rmp).
Continuing to Equation (8), we have
Λˆ(x,A,B) = (φ(0, 0),
∂φ(0, w)
∂wα
|w=0, (
∂φ(u, 0)
∂uα
|u=0,
∂2φ
∂uα∂wβ
|u=w=0)
= (φ(0, 0),
∂φ(u,w)
∂wα
|(u,w)=(0,0),
∂
∂uα
|u=0(φ(u, 0),
∂φ
∂wβ
|w=0)
= (x,Aα˙, Aα, Bαβ˙).
The map (A,B) → (x,Aα˙, Aα, Bαβ˙) is a surjective linear map. It follows immediately that
Λˆ is a submersion thus Λ is.
Remark 8. Using curve notation on each j2φ and j1Φ in J22pM and J
1
p (J
1
pM) respectively are
as follows:
j2φ = [x; [AαAα˙];Bα¯β¯],
considering the primary structure on J1p (J
1
pM) we have
j1Φ = [(x,Xα); (Yα, Cαβ)],
where (x,Xα) = Φ(0), and (Yα, Cαβ) =
∂Φ
∂uα
|0.
Considering secondary structure on J1p (J
1
pM), we have
j1Φ = [(x,X ′α); (Y
′
α, C
′
αβ)]
It follows from equations (3) and (4) that X ′α, Y
′
α, and C
′
αβ are defined by the following:
12
X ′α =
∂(π ◦Φ)
∂uα
, Y ′α = (pr2 ◦ ψ ◦ Φ)(0) =
∂φ0
∂uα
|0,
and
C ′αβ =
∂(pr2 ◦ ψ ◦ Φ)
∂uα
|0 =
∂2Φ
∂uα∂wβ
|0
The local form of Λ follows immediately that the curve notation (discussed in preliminaries
section) is as following:
Λ([x; [AαAα˙];Bα¯β¯ ]) = [x,Aα˙;Aα, Bαβ˙ ]
Now we shall define an involution on second order jet bundles that will help us to define the
involution of J1p (J
1
pM).
Theorem 9. There exist a canonical involution ℓˆ : J22pM → J
2
2pM that descends via Λ to
J1p (J
1
pM) giving the involution ℓ : J
1
p (J
1
pM)→ J
1
p (J
1
pM).
To prove this theorem, we need to show that ℓˆ is a diffeomorphism, and the induced map ℓ
is well defined.
Proof. Let f : R2p → R2p denote the flip map (u,w) → (w, u) (the map that flips first and
second p− tuples). Define
ℓ˜ : J22pM → J
2
2pM
by
ℓ˜(j2φ) = j2(φ ◦ f)
The local form of ℓ˜ is the involution (x,A,B)→ (x, A¯, B¯) such that
(x, A¯, B¯) = (x, [Aα˙Aα],
(
B
α˙β˙
B
αβ˙
Bα˙β Bαβ
)
). (9)
(For detailed proof of Equation (9), see Appendix section, Corollary 15 )
The linear function corresponding to matrix A¯ is
A¯(U,W ) = Aα˙U +AαW = [AαAα˙].(W,U) = A(f(U,W )).
Therefore, A¯ = A ◦ f . The symmetric bi-linear form corresponding to matrix B¯ is
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B¯((U,W ), (U¯ , W¯ )) = (U¯ , W¯ )T .B¯.(U,W )
= Bα˙β˙UU¯ +Bαβ˙WU¯ +Bα˙βUW¯ +BαβWW¯
= f(U¯ , W¯ )T .B.f(U,W )
= B(f(U,W ), f(U¯ , W¯ )).
Thus, B¯ = B ◦ (f, f). Then, the local form of ℓ˜ is the function
(x,A,B)→ (x,A ◦ f, B ◦ (f, f))
which is a diffeomorphism.
To finish the proof, we need to show that above defined ℓ is well defined.
Let j2φ, j2φ′ ∈ J22pM.
Suppose that Λ(j2φ) = Λ(j2φ′). Then,
ψ˜(Λ(j2φ)) = ψ˜(Λ(j2φ′))
⇒ (ψ˜ ◦ Λ)(j2φ) = (ψ˜ ◦ Λ)(j2φ′)
By Diagram (7), we have
(Λˆ ◦ ψ2)(j2φ) = (Λˆ ◦ ψ2)(j2φ′)
⇒ (φ(0, 0),
∂φ
∂wα
,
∂φ
∂uα
,
∂2φ
∂uα∂wβ
) = (φ′(0, 0),
∂φ′
∂wα
,
∂φ′
∂uα
,
∂2φ′
∂uα∂wβ
)
⇒ (φ(0, 0), Aα˙ , Aα, Bαβ˙) = (φ
′(0, 0), A′α˙, A
′
α, B
′
αβ˙
)
On the last equation, we can conclude that B
αβ˙
= B′
αβ˙
. Since the matrices B and B′ are
symmetric, then
B
αβ˙
= [Bα˙β]
T
which implies
Bα˙β = B
′
α˙β.
Now, we focus on the function ℓ˜. Using commutative Diagram (7), ψ˜ ◦ Λ = Λˆ ◦ ψ2. Then
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(ψ˜ ◦ Λ ◦ ℓ˜)(j2φ) = (ψ˜ ◦ Λ)(j2(φ ◦ f))
= (Λˆ ◦ ψ2)(j2(φ ◦ f))
= Λˆ(φ(0, 0),
∂(φ ◦ f)
∂u¯α¯
,
∂2(φ ◦ f)
∂u¯α¯∂u¯β¯
)
= Λˆ(x, [Aα˙, Aα],
(
Bα˙β˙ Bαβ˙
Bα˙β Bαβ
)
)
= (x,Aα, Aα˙, Bα˙β)
= (x′, A′α, A
′
α˙, B
′
α˙β)
= (ψ˜ ◦ Λ ◦ ℓ˜)(j2φ′).
On the other hand, because ψ˜ is injective, it follows immediately that
(Λ ◦ ℓ˜)(j2φ) = (Λ ◦ ℓ˜)(j2φ′). (10)
Equation (10) implies that ℓ is a function on J1pM . Since Λ is a surjective submersion, and
ℓ˜ is a diffeomorphism, then ℓ is a differentiable function (see [3] and [6], 16.7.7,ii). Since ℓ˜ is
an involution i.e. ℓ˜ has its own inverse, then ℓ is also an involution, and the function ℓ is a
diffeomorphism.
In the following proposition, we define aforementioned involution ℓ.
Proposition 10. The involution ℓ : J1p (J
1
pM)→ J
1
p (J
1
pM) is defined by the following:
ℓ([y, Yα;Xα, Cαβ ]) = [y,Xα;Yα, [Cαβ ]
T ]
Proof. Suppose that v = [y, Yα;Xα, Cαβ] ∈ J
1
p (J
1
pM). Due to Λ being a surjective function,
there exists j2φ = [x,Aα¯, Bα¯β¯] ∈ J
2
2pM such that
Aα¯ = [AαAα˙],
Bα¯β¯ =
(
Bαβ Bα˙β
B
αβ˙
B
α˙β˙
)
,
and
[y, Yα;Xα, Cαβ ] = Λ(j
2φ) = Λ([x,Aα¯, Bα¯β¯]) = [x,Aα˙, Aα, Bαβ˙ ]
Then,
x = y, Yα = Aα˙, Xα = Aα, Cαβ = Bαβ˙
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On the other hand, since the matrix Bα¯β¯ is a symmetric, then [Bαβ˙ ]
T = Bα˙β. Then
ℓ([y, Yα;Xα, Cαβ ]) = (ℓ ◦ Λ)(j
2φ)) = (Λ ◦ ℓ˜)(j2φ)
= [x,Aα;Aα˙, Bα˙β].
= [y,Xα;Yα, [Bαβ˙ ]
T ]
= [y,Xα;Yα, [Cαβ ]
T ]
which finishes the proof.
In the following proposition, we shall show that the primary and secondary vector bundle
structures on J1p (J
1
pM) are isomorphic.
Proposition 11. For any smooth manifold M , the function
ℓ : J1p (J
1
pM)→ J
1
p (J
1
pM)
which is defined in Theorem 9 is a J1pM− isomorphism of vector bundles in the following
way:
J1p (J
1
pM) J
1
p (J
1
pM)
J1pM J
1
pM
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Proof. To prove the theorem, we only need to show that ℓ preserves fibers.
Suppose that j1Φ ∈ π˜−1([x,Xα]). Then from Remark 8, j
1Φ = [x,Xα;Yα, Cαβ ]. Using
Proposition 10, we have
(π1 ◦ ℓ)(j1Φ) = (π1 ◦ ℓ)([x,Xα;Yα, Cαβ ])
= π1([x, Yα;Xα, [Cαβ ]
T )
= [x,Xα]
= π˜(j1Φ)
which proves that ℓ preserves fibers. Thus ℓ is a bundle isomorphism.
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4 Appendix
Below, we present some identities and statements that are used in this paper.
Lemma 12. (J1pM,π,M,L(R
p,Rm)) is a vector bundle with the bundle projection πM :
J1pM → M which is defined by πM (j
1φ) = φ(0) for all j1φ ∈ J1pM , the the above manifold
structure on J1pM , and the intrinsic operations on π
−1
M {x} defined by
[x;Xα] + [x;X
′
α] = [x;Xα +X
′
α] λ • [x;Xα] = [x;λXα] (11)
for all x ∈M .
Proof. In [5], it is proven that J1pM is a bundle with the local trivialization
ΨM : J
1
pU → U × L(R
p,Rm)
where J1pU = {j
1φ : φ(0) ∈ U}. Showing that (ΨM )x : π
−1
M {x} → L(R
p,Rm)) being an
isomorphism, implies that (J1pM,π,M,L(R
p,Rm) is a vector bundle.
From Equation 1, we have
(ΨM )x(j
1φ) =
∂(xi ◦ φ)
∂uα
|0
If we denote j1φ = [x;Xα] where Xα = φ
α
∗
(d/du), then
(ΨM )x(j
1φ) =
(
Xα[xi]
)
.
Therefore, we have
(ΨM )x([x;Xα] + [x;X
′
α]) = (Xα +X
′
α)[xi] = (Xα[xi] +X
′
α)[xi]
= (ΨM )x([x;Xα]) + (ΨM )x([x;X
′
α]).
On the other hand, we have
(ΨM )x(λ • [x;Xα]) = (λXα)[xi] = λ(Xα)[xi] = λ(ΨM )x([x;Xα])
which shows that (ΨM )x is a linear function.
Lemma 13. The function Λ defined in Lemma 9 is well defined.
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Proof. Suppose that j2φ = j2φ′ , where j2φ, j2φ′ ∈ J22p(M). To prove the lemma, we should
show that j1Φ = j1Φ′.
The equality of 2-jets implies followings:
φ(0, 0) = φ′(0, 0), (12)
∂φ
∂u¯α¯
|(0,0) =
∂φ′
∂u¯α¯
|(0,0), (13)
∂2φ
∂u¯αu¯β
|(0,0) =
∂2φ′
∂u¯αu¯β
|(0,0). (14)
Equation 12 shows that
φ0(0) = φ
′
0(0). (15)
The Equation (13) leads
∂φ
∂uα
|(0,0) =
∂φ′
∂uα
|(0,0) and
∂φ
∂wα
|(0,0) =
∂φ′
∂wα
|(0,0).
which implies
⇒
∂φ(u, 0)
∂uα
|u=0 =
∂φ′(u, 0)
∂uα
|u=0 (16)
and
⇒
∂φ(0, w)
∂wα
|w=0 =
∂φ′(0, w)
∂wα
|w=0. (17)
Equation (17) leads
∂φ0
∂wα
=
∂φ0
∂wα
. (18)
Combining Equations (15) and (18), we have
Φ(0) = j1(φ0) = j
1(φ′0) = Φ
′(0).
On the other hand, by setting u¯α¯ = uα and u¯β¯ = wβ in Equation 14, we have
∂2φ
∂uαwβ
|(0,0) =
∂2φ′
∂uαwβ
|(0,0). (19)
For all u ∈ Rp, j1(φu) can be associated to the ordered pair [φu(0),
∂φu
∂wβ
]. Then, combining
Equations 16 and 19, we have
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∂Φ
∂uα
|u=0 = (
∂φu(0)
∂uα
,
∂2φ
∂uα∂wβ
|(0,0))
= (
∂φ(u, 0)
∂uα
,
∂2φ
∂uα∂wβ
|(0,0))
= (
∂φ′u(0)
∂uα
,
∂2φ′
∂uα∂wβ
|(0,0))
=
∂Φ′
∂uα
|u=0 (20)
which shows that j1Φ = j1Φ′. Thus Λ is well defined.
Lemma 14. Let φ ∈ C∞(R2p,M), and uα, wα denote the first p coordinate functions and
the second p coordinate functions respectively on R2p. Let f be the flip map defined in Lemma 9.
Then there exists following equations:
∂(φ ◦ f)
∂uα
|0 =
∂φ
∂wα
|0
∂(φ ◦ f)
∂wα
|0 =
∂φ
∂uα
|0 (21)
∂2(φ ◦ f)
∂uβ∂uα
|0 =
∂2φ
∂wβ∂wα
|0 (22)
∂2(φ ◦ f)
∂wβ∂uα
|0 =
∂2φ
∂uβ∂wα
|0 (23)
∂2(φ ◦ f)
∂wβwα
|0 =
∂φ
∂uβuα
|0 (24)
Proof. Since f(u,w) = (w, u), then
uα ◦ f = wα, wα ◦ f = uα. (25)
Due to the Chern Rule, we have
∂(φ ◦ f)
∂uα¯
= (
∂φ
∂uβ¯
◦ f).
∂(uβ¯ ◦ f)
∂uα¯
. (26)
Combining 25 and 26 at the point 0, we obtain Equation 21.
On the other hand, taking partial derivatives of two sides of Equation 26 at the point 0 and
using Chern rule gives Equations 22, 23 and 24.
Corollary 15. Entries of the matrices A¯ and B¯ in Lemma 9 can be given as follows:
A¯α = Aα˙ A¯α˙ = Aα
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B¯αβ = Bα˙β˙ B¯αβ˙ = Bα˙β B¯α˙β = Bαβ˙ B¯α˙β˙ = Bαβ
Proof. Using the definition of the matrix B¯ and Equations (22), (23), and (24) we have
[B¯αβ ] =
∂2(φ ◦ f)
∂uα∂uβ
|0 =
∂2φ
∂wα∂wα
|0 = Bα˙β˙ [B¯α˙β] =
∂2(φ ◦ f)
∂wα∂uβ
|0 =
∂2φ
∂uα∂wα
|0 = Bαβ˙
and
[B¯
αβ˙
] =
∂2(φ ◦ f)
∂uα∂wβ
|0 =
∂2φ
∂wα∂uβ
|0 = Bαβ˙ [B¯α˙β˙] =
∂2(φ ◦ f)
∂wα∂wβ
|0 =
∂2φ
∂uα∂uβ
|0 = Bαβ .
Lemma 16. The local form of the function Ω is
Ωˆ(u, f, y, g) = (u, y, f, g)
.
Proof. For all (u, f, y, g) ∈ ϕ2((πE)
−1(J1pU)), then there exists a unique j
1Φ ∈ (πE)
−1(J1pU)
such that ϕ2(j
1Φ) = (u, f, y, g). Thus,
(u, f, y, g)
= ((ϕ× idL(Rp,Rm)×E×L(Rp,Rk)) ◦ (ΨM ×ΨE) ◦ ψ
1)(j1Φ)
= ((ϕ× idL(Rp,Rm)×E×L(Rp,Rk)) ◦ (ΨM ×ΨE))(j
1(ψ ◦ Φ))
= ((ϕ× idL(Rp,Rm)×E×L(Rp,Rk)) ◦ (ΨM ×ΨE))(j
1(πE ◦Φ), j
1(pr2 ◦ ψ ◦ Φ))
= (ϕ× idL(Rp,Rm)×E×L(Rp,Rk))((πE ◦ Φ)(0), (
∂(πE ◦ Φ)
∂uα
|0, (pr2 ◦ ψ ◦Φ)(0),
∂(pr2 ◦ ψ ◦ Φ)
∂uα
|0))
= ((ϕ ◦ πE ◦ Φ)(0),
∂(πE ◦Φ)
∂uα
|0, (pr2 ◦ ψ ◦Φ)(0),
∂(pr2 ◦ ψ ◦ Φ)
∂uα
|0).
Therefore, there exist the following equations:
u = (ϕ◦πE ◦Φ)(0), f =
∂(πE ◦Φ)
∂uα
|0, y = (pr2 ◦ψ ◦Φ)(0), g =
∂(pr2 ◦ ψ ◦ Φ)
∂uα
|0.
On the other hand, ∂(ψ◦Φ)
∂uα
|0 : R
p → Rm+k. The derivative can be written of form
∂(ψ ◦ Φ)
∂uα
|0 = [
∂(pr1 ◦ ψ ◦Φ)
∂uα
|0
∂(pr2 ◦ ψ ◦Φ)
∂uα
|0].
Thus,
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ξ(
∂(ψ ◦ Φ)
∂uα
|0) = (
∂(pr1 ◦ ψ ◦ Φ)
∂uα
|0,
∂(pr2 ◦ ψ ◦ Φ)
∂uα
|0).
Using this equation, we have
((ϕ × id) ◦ (ψ × ξ) ◦ ψ˜)(j1Φ) = ((ϕ × id) ◦ (ψ × ξ))(Φ(0),
∂(ψ ◦Φ)
∂uα
)
= (ϕ× id)((pr1 ◦ ψ ◦Φ)(0), (pr2 ◦ ψ ◦ Φ)(0), ξ(
∂(ψ ◦ Φ)
∂uα
))
= ((ϕ ◦ πE ◦ Φ)(0), (pr2 ◦ ψ ◦ Φ)(0), (
∂(pr1 ◦ ψ ◦ Φ)
∂uα
|0,
∂(pr2 ◦ ψ ◦ Φ)
∂uα
|0)
= (u, y, f, g).
This proves that Ωˆ(u, f, y, g) = (u, y, f, g).
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