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It is proved that an R-automorphism of polynomial ring R [xl, , xn] is completely determined 
by its face polynomials, where R is a reduced commutative ring and n 2 2. An example is given 
which shows that the condition R being reduced cannot be weakened. 
1. Introduction 
In [2] McKay and Wang proved that any C-algebra automorphism 
(f(x, u), g(x, v)) : C[x, y] + C[x, y] is completely determined by its ‘face polynomials’ 
f(t, 0), f(0, t), g(t, 0) and g(0, t). In the same paper they raised the question whether 
the same result is true in the higher-dimensional case [2, Question 171, and an- 
nounced that an answer would be given in [3]. In this short note we will prove that 
for n 12, any R-automorphism of R[xl, . . . , x,] is completely determined by its 
‘face polynomials’, where R is a reduced commutative ring. The meaning of the face 
polynomials of an automorphism of a polynomial ring refers to [2] and [3]. It is also 
contained in the statement of the theorem below. 
Throughout, R denotes a commutative ring, R [x1, .. . ,x,] denotes the n-variable 
polynomial ring over R, where n is always greater than or equal to 2. In this note 
we prove the following: 
Theorem. Assume that R is reduced, no 2, F= (f,, . . . , f,) : R[x,, . . . ,x,,] + 
R[x,, . . . . x,,] is an R-automorphism. Then F is completely determined by its 
‘face polynomials’ fi(0,x2, . . . ,x,,), . . . , f,(x,, . . . ,x,_ ,,O), . . . , f,(0,x2, . . . ,x,,), . . . , and 
f,(x1r...,x,-b0). 
We will prove the theorem in Section 2. In Section 3 we will give two examples 
which show that the conditions in the theorem cannot be weakened. 
After the first draft of this paper was completed, I received the preprint of McKay 
and Wang [3] which contains the result they had announced in [2]. However, the 
present proof is different from theirs. We also note that in [2] and [3] the coefficient 
ring must be a field, here we allow R to be any reduced ring. The condition R being 
reduced is the best possible, as will be shown by the example at the end of this paper. 
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2. Proof of the theorem 
To prove the theorem, we need the following lemma which is due to van den Essen 
[l]. However, in [l] the proof works only in the case the coefficient ring is a field. 
So we here give a slightly different proof. 
Lemma (van den Essen [l]). Zf (f, ,..., f,):R[x, ,..., x,,l+R[x, ,..., x,,l is a~1 R- 
automorphism with the inverse (g,, . . . , g,), then 
(Y,-f,(x,,...,x,),...,y,-f,(x,,...,x,))R[x,,...,x,,y,,...,y,l 
=(x,--g,(y,,...,yn),...,xn-g,(y,,...,~n))R[~,,...,~,,~,,...,~nl. 
Proof. Let~~xl=R~x,,...,~,l,~~~l=~~~,,...,~,,l,~~x,~l=~~x,,...,~,,~,,...,~,l, 
and let 
Z= (Y, -f,(x,, . . . >x,,), .. . 7 Y,Z -fn(x,, . . . ,x,))RIx, A, 
J=(x,-g,(y,,...,y,),...,x,,-g,(y,,...,y,))R[x,yl. 
There are ~~(x,y)~R[x,y], i= 1, . . . . n, such that 
g,(_Y,, . ..T Y,,)-g,(f,, ...a fn)=;i, ai(XtY)(Y;-fi). 
Butg,(f,,...,f,,)=x,,x,-g,(y, ,..., y,)~Z.Bythesamereason,x,-g;(y, ,..., Y,)EZ, 
i=2 9 . . . . n. Therefore JC I. Similarly we have ZC J, hence Z=J. q 
Proof of Theorem. Let F’= (f;, . . . , f:) be an R-automorphism satisfying 
f, (0, x2, . . . , x,I)=f;(Qx2, . . ..xn). 
. . . 
f,(x ,,...,~,,_l~~~=f;~~l,...,~,~l,~~, 
. . . 
fn~x,,...,~,~,,~~=f~~~l,...,~,~l,~~. 
We have to prove that F= F’. 
Let G=(g, ,..., g,) (G’=(g;, . . . . g;)) be the inverse of F (resp. F’). By the lemma, 
(Yl -f,(x), . . .9 in -.Ux))Rb> A= (XI -g,(y), . . . TX, -g,(_~))Rk ~1. 
Letting x1 = 0, we obtain 
(Y, -f,(O,x2, . . . TX,)> .. . . Y,-fn(O,xz, . ..>x.))Rk2, . . . ,x,, ~1 
=(g,(y),xz-g,(y),...,x,-g,(y))R[x2,...,x,,yl. 
Similarly, 
(y,-f;(O,xz,...,x,),...,~,-f~(O,xz,...,x,))R[x,,...,x,,yl 
= (g;(y),x2 -g;(A . . . TX, -g;(~))R[x2, ... 3x,,, ~1. 
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Therefore, 
(g,(_YXxz -g,(Y), . .’ 7 xrl - &(Y))R [x2, . . .9x,> Yl 
= k;(Y), x2 -g;(Y), . . .? xl? - &%Y)W b,, . *. 7 Xnr rl . 
Then 
g*(Y) = 111 g;(Y) + ;52 ~;(X,-&~(Y)) 
where ujeR[x2 ,..., x,, y, ,..., y,]. Upon letting xi=gl(y), i= 2, . . . , n, we obtain 
&T,(Y) = aYk;(Y) 
where al=a,(y)~R[y]. Similarly, g;(y)=b,(y)g,(y) for some b,=b,(y)~R[y]. 
Then (1 -a,6,)g,(y)=O. But R[y] =R[g,(y), . . ..g.(y)], we must have that 
1 -at!_+ =O, i.e., al is a unit in R[y]. This implies that a, is a unit in R, as R is 
reduced. In the same way we can get that g;(y) =a;g,!(y), i = 2, . . . , n, a,fs are units 
in R. Then it is easy to see 
fi’(x ,,..., x,)=f;(a,xt )...) 67,x,) i=l,..., n. 
Fix an i, 15 is n, we want to prove a;= 1. For a moment let us assume R is 
a domain. Since F is invertible, there exists j, 1 <j<~, such that the coefficient 
of x, in fj is non-zero. Taking any k, k#i (this is possible because nl2), then 
J;‘( . . . . xk_,,O,xk+, ,... )=&( . . . . xk_,,O,xk+, ,... )#O. We also have 
fj~~~~~~~-lX~-~~o~~~+lX~+l~~~~~~f~’~~~~~X~--1~0~X~+l~~~~~~ 
Comparing the coefficients of x, and noticing that R is domain, we get that a, = 1. 
Now assume R is any reduced ring. Let P be any prime ideal of R. Denote 
R =R/P. Then R is a domain. Let LT; be the image of a; under the natural map 
R + R, and let fi cf;) be the corresponding polynomial over R, i= 1, . . . , n. Then we 
still have the same relationships between (f,, . . . ,f,) and (f;, . . . ,fi). Therefore 
ai= 1 by the above conclusion, i.e., ai- 1 E P. But P is an arbitrary prime ideal of 
R, a;- 1 belongs to the nil-radical of R which is zero as R being reduced. Therefore, 
ai= 1 for each i. This completes the proof of the theorem. m 
3. Examples 
We are going to give two simple examples to show that the conditions in the 
theorem cannot be dropped. 
Example 1. The theorem says that for an automorphism of a polynomial ring, the 
coefficients which do not involve every variable determine this automorphism com- 
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pletely. The following example shows that less number of coefficients cannot 
determine the automorphism completely (n I 3): 
j-i =xi +ax*...x,, 
f2=x2, 
fn =xn 
where a is any element in R. 
Example 2. The condition R being reduced cannot be weakened, either, as is shown 
by the following example: 
Let a E R be such that a2 = 0, a f 0, then f, =x1 + ax, x2 and fi =x2 define an R- 
automorphism of R[xl,x2] (with the inverse g, =x1 -axlx2, g,=x,). 
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