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Finite dimensional simple modules
of deformed current Lie algebras
Kentaro Wada
Abstract. The deformed current Lie algebra was introduced in [W] to study the
representation theory of cyclotomic q-Schur algebras at q = 1. In this paper, we
classify finite dimensional simple modules of deformed current Lie algebras.
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§ 0. Introduction
0.1. The deformed current Lie algebra g
Q̂
(m) was introduced in [W] to study
the representation theory of cyclotomic q-Schur algebras at q = 1. In this paper,
we introduce the deformed current Lie algebra sl〈Q〉m [x] and gl
〈Q〉
m [x] over C asso-
ciated with the special linear Lie algebra slm and general linear Lie algebra glm
respectively. sl〈Q〉m [x] (resp. gl
〈Q〉
m [x]) is a deformation of the current Lie algebra
slm[x] = slm ⊗C C[x] (resp. glm[x] = glm ⊗C C[x]) with deformation parameters
Q = (Q1, Q2, . . . , Qm−1) ∈ C
m−1. Note that sl〈Q〉m [x] (resp. gl
〈Q〉
m [x]) is coincide with
slm[x] (resp. glm[x]) if Qi = 0 for all i = 1, 2, . . . , m − 1. The Lie algebra gQ̂(m)
introduced in [W] is isomorphic to gl〈Q〉m [x] under a suitable choice of deformation
parameters Q (Lemma 1.7).
0.2. The differences of the representation theory of sl〈Q〉m [x] from one of slm[x] appear
in the following two points. The deformed current Lie algebra sl〈Q〉m [x] has a family
1
2 Kentaro Wada
of 1-dimensional representations {Lβ | β ∈
∏m−1
i=1 B
〈Qi〉}, where
B
〈Qi〉 =
{
{0} if Qi = 0,
C if Qi 6= 0,
although the 1-dimensional representation of slm[x] is only the trivial representation
(Lemma 6.2). (We remark that L(0,...,0) is the trivial representation of sl〈Q〉m [x].)
The second difference appears in the evaluation modules. For each γ ∈ C, we
can consider the evaluation homomorphism evγ : U(sl
〈Q〉
m [x]) → U(slm) which is a
deformation of the evaluation homomorphism for slm[x] (see the paragraph 1.5 for
the definition). Then we can consider the evaluation modules by regarding U(slm)-
modules as U(sl〈Q〉m [x])-modules through the evaluation homomorphism evγ . The
evaluation homomorphism evγ is surjective if γ 6= Q
−1
i for all i = 1, 2, . . . , m−1 such
that Qi 6= 0. However, evγ is not surjective if γ = Q
−1
i for some i = 1, 2, . . . , m− 1.
Moreover, in general, the evaluation module of a simple U(slm)-module at γ ∈ C is
not simple if γ = Q−1i for some i = 1, 2, . . . , m− 1 (see Remark 5.10).
0.3. It is a purpose of this paper to classify the finite dimensional simple modules
of sl〈Q〉m [x] and gl
〈Q〉
m [x]. A classification of the finite dimensional simple modules for
the original current Lie algebra is well-known (e.g. [C], [CP]). The classification for
sl〈Q〉m [x] (resp. gl
〈Q〉
m [x]) is an analogue of the original case.
Since sl〈Q〉m [x] has the triangular decomposition (Proposition 1.4), we can de-
velop the usual highest weight theory (see §2). In particular, any finite dimensional
simple U(sl〈Q〉m [x])-module is isomorphic to a highest weight module L(u) of highest
weight u ∈
∏m−1
i=1
∏
t≥0C (Proposition 2.6). Then it is enough to determine the
highest weights such that the corresponding simple highest weight modules are fi-
nite dimensional. We obtain a classification of such highest weights as follows. Let
C[x]monic be the set of monic polynomials over C with the indeterminate variable x.
For each Q ∈ C, put
C[x]
〈Q〉
monic =
{
C[x]monic if Q = 0,
{ϕ ∈ C[x]monic | Q−1 is not a root of ϕ} if Q 6= 0.
We define the map
∏m−1
i=1 (C[x]
〈Qi〉
monic × B
〈Qi〉)→
∏m−1
i=1
∏
t≥0C,
(ϕ,β) = ((ϕi, βi))1≤i≤m−1 7→ u
〈Q〉(ϕ,β) = (u〈Q〉(ϕ,β)i,t)1≤i≤m−1,t≥0,
by
u〈Q〉(ϕ,β)i,t =
{
γti,1 + γ
t
i,2 + · · ·+ γ
t
i,ni
if Qi = 0,
γti,1 + γ
t
i,2 + · · ·+ γ
t
i,ni
+Q−ti βi if Qi 6= 0
(0.3.1)
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when ϕi = (x − γi,1)(x − γi,2) . . . (x − γi,ni) (1 ≤ i ≤ m − 1). Then we have the
following classification of finite dimensional simple U(sl〈Q〉m [x])-modules (Theorem
6.4).
Theorem: {L(u〈Q〉(ϕ,β)) | (ϕ,β) ∈
∏m−1
i=1 (C[x]
〈Qi〉
monic × B
〈Qi〉)} gives a com-
plete set of isomorphism classes of finite dimensional simple U(sl〈Q〉m [x])-
modules.
We remark that L(u〈Q〉(ϕ,β)) is isomorphic to a subquotient of
(m−1⊗
j=1
nj⊗
k=1
L(ωj)
evγj ,k
)
⊗ Lβ,
where {ωj | 1 ≤ j ≤ m − 1} is the set of fundamental weights for slm, L(ωj)
(1 ≤ j ≤ m − 1) is the simple highest weight U(slm)-module of highest weight ωj
and L(ωj)
evγj ,k is the evaluation module of L(ωj) at γj,k.
We also see that any finite dimensional simple U(gl〈Q〉m [x])-module is isomorphic
to a highest weight module L(u˜) of highest weight u˜ ∈
∏m
j=1
∏
t≥0C (Proposition
3.3). Note that sl〈Q〉m [x] is a Lie subalgebra of gl
〈Q〉
m [x] (Proposition 1.4 (iii)). The
difference of representations of gl〈Q〉m [x] from one of sl
〈Q〉
m [x] is given by the family
of 1-dimensional U(gl〈Q〉m [x])-modules {L˜
h | h ∈
∏
t≥0C}. We remark that L˜
h
(h ∈
∏
t≥0C) is isomorphic to the trivial representation L
(0,...,0) as a U(sl〈Q〉m [x])-
module when we restrict the action. We obtain the classification of finite dimensional
simple U(gl〈Q〉m [x])-modules as follows. We define the map
∏m−1
i=1 (C[x]
〈Qi〉
monic×B
〈Qi〉)×∏
t≥0C→
∏m
j=1
∏
t≥0C,
(ϕ,β,h) = ((ϕi, βi)1≤i≤m−1, (ht)t≥0) 7→ u˜
〈Q〉(ϕ,β,h) = (u˜〈Q〉(ϕ,β,h)j,t)1≤j≤m,t≥0
by
u˜〈Q〉(ϕ,β,h)j,t =

m−1∑
k=j
u〈Q〉(ϕ,β)k,t + ht if 1 ≤ j ≤ m− 1 and t ≥ 0,
ht if j = m and t ≥ 0,
where u〈Q〉(ϕ,β)k,t is determined by (0.3.1). Then we have the following classifica-
tion of finite dimensional simple U(gl〈Q〉m [x])-modules (Theorem 7.4).
Theorem: {L(u˜〈Q〉(ϕ,β,h)) | (ϕ,β,h) ∈
∏m−1
i=1 (C[x]
〈Qi〉
monic × B
〈Qi〉)×
∏
t≥0C}
gives a complete set of isomorphism classes of finite dimensional simple
U(gl〈Q〉m [x])-modules.
We remark that L(u˜〈Q〉(ϕ,β,h)) is isomorphic to a subquotient of
(m−1⊗
j=1
nj⊗
k=1
L(ω˜j)
e˜vγj ,k
)
⊗ L˜β ⊗ L˜h.
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(See §7 for definitions of L(ω˜j)
e˜vγj ,k , L˜β and L˜h.) We also remark that
L(u˜〈Q〉(ϕ,β,h)) ∼= L(u〈Q〉(ϕ,β)),
L(ω˜j)
e˜vγj ,k ∼= L(ωj)
evγj ,k , L˜β ∼= Lβ and L˜h ∼= L(0,...,0)
as U(sl〈Q〉m [x])-modules when we restrict the action.
Acknowledgements: This work was supported by JSPS KAKENHI Grant
Number JP16K17565.
§ 1. Deformed current Lie algebras sl〈Q〉m [x] and gl
〈Q〉
m [x]
In this section, we give a definition of deformed current Lie algebras sl〈Q〉m [x] and
gl〈Q〉m [x], and also give some basic facts. The definition of gl
〈Q〉
m [x] in this section is
different from one of g
Q̂
(m) given in [W]. The relation between gl〈Q〉m [x] and gQ̂(m)
is given in Lemma 1.7.
Definition 1.1. Put Q = (Q1, Q2, . . . , Qm−1) ∈ Cm−1. We define the Lie algebra
sl〈Q〉m [x] over C by the following generators and defining relations:
Generators: X±i,t, Ji,t (1 ≤ i ≤ m− 1, t ≥ 0).
Relations:
[Ji,s,Jj,t] = 0,(L1)
[Jj,s,X
±
i,t] = ±ajiX
±
i,s+t,(L2)
[X+i,t,X
−
j,s] = δij(Ji,s+t −QiJi,s+t+1),(L3)
[X±i,t,X
±
j,s] = 0 if j 6= i± 1,(L4)
[X+i,t+1,X
+
i±1,s] = [X
+
i,t,X
+
i±1,s+1], [X
−
i,t+1,X
−
i±1,s] = [X
−
i,t,X
−
i±1,s+1],(L5)
[X+i,s, [X
+
i,t,X
+
i±1,u]] = [X
−
i,s, [X
−
i,t,X
−
i±1,u]] = 0,(L6)
where we put aji =

2 if j = i,
−1 if j = i± 1,
0 otherwise.
We also define the Lie algebra gl〈Q〉m [x] over C by the following generators and
defining relations:
Generators: X±i,t (1 ≤ i ≤ m− 1, t ≥ 0), Ij,t (1 ≤ j ≤ m, t ≥ 0).
Relations:
[Ii,s, Ij,t] = 0,(L’1)
[Ij,s,X
±
i,t] = ±a
′
jiX
±
i,s+t,(L’2)
[X+i,t,X
−
j,s] = δij(Ji,s+t −QiJi,s+t+1),where we put Ji,t = Ii,t − Ii+1,t,(L’3)
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together with the relations (L4)-(L6) in the above. In the relation (L’2), we
put a′ji =

1 if j = i,
−1 if j = i+ 1,
0 otherwise.
1.2. We call sl〈Q〉m [x] (resp. gl
〈Q〉
m [x]) the deformed current Lie algebra associated
with the special linear Lie algebra slm (resp. the general linear Lie algebra glm). If
Qi = 0 for all i = 1, 2, . . . , m − 1, then sl
〈Q〉
m [x] (resp. gl
〈Q〉
m [x]) coincides with the
current Lie algebra slm[x] = slm⊗CC[x] (resp. glm[x] = glm⊗CC[x]) associated with
slm (resp. glm). We can also regard sl
〈Q〉
m [x] (resp. gl
〈Q〉
m [x]) as a filtered deformation
of slm[x] (resp. glm[x]) in a similar way as in [W, Proposition 2.13].
1.3. For 1 ≤ i 6= j ≤ m and t ≥ 0, we define an element Ei,j;t ∈ sl
〈Q〉
m [x] (resp.
Ei,j;t ∈ gl
〈Q〉
n [x]) by
Ei,j;t =
{
[X+i,0, [X
+
i+1,0, . . . , [X
+
j−2,0,X
+
j−1,t] . . . ]] if j > i,
[X−i−1,0, [X
−
i−2,0, . . . , [X
−
j+1,0,X
−
j,t] . . . ]] if j < i.
In particular, we have Ei,i+1;t = X
+
i,t and Ei+1,i;t = X
−
i,t.
Let n+ and n− be the Lie subalgebra of sl〈Q〉m [x] (also of gl
〈Q〉
m [x]) generated by
{X+i,t | 1 ≤ i ≤ m− 1, t ≥ 0} and {X
−
i,t | 1 ≤ i ≤ m− 1, t ≥ 0}
respectively. Let n0 (resp. n˜0) be the Lie subalgebra of sl〈Q〉m [x] (resp. gl
〈Q〉
m [x])
generated by
{Ji,t | 1 ≤ i ≤ m− 1, t ≥ 0} (resp. {Ii,t | 1 ≤ i ≤ m, t ≥ 0}).
By the relation (L1) (resp. (L’1)), we see that n0 (resp. n˜0) is a commutative Lie
subalgebra of sl〈Qm [x] (resp gl
〈Q〉
m [x]).
Proposition 1.4.
(i) {Ei,j;t | 1 ≤ i 6= j ≤ m, t ≥ 0} ∪ {Ji,t | 1 ≤ i ≤ m − 1, t ≥ 0} gives a basis of
sl〈Q〉m [x].
(ii) {Ei,j;t | 1 ≤ i 6= j ≤ m, t ≥ 0} ∪ {Ij,t | 1 ≤ j ≤ m, t ≥ 0} gives a basis of
gl〈Q〉m [x].
(iii) There exists an injective homomorphism of Lie algebras
Υ : sl〈Q〉m [x]→ gl
〈Q〉
m [x] such that X
±
i,t 7→ X
±
i,t, and Ji,t 7→ Ii,t − Ii+1,t.
(iv) We have the triangular decomposition
sl〈Q〉m [x] = n
− ⊕ n0 ⊕ n+ and gl〈Q〉m [x] = n
− ⊕ n˜0 ⊕ n− (as vector spaces).
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In particular,
{Ei,j;t | 1 ≤ i < j ≤ m, t ≥ 0} (resp. {Ei,j;t | 1 ≤ j < i ≤ m, t ≥ 0})
gives a basis of n+ (resp. n−), and
{Ji,t | 1 ≤ i ≤ m− 1, t ≥ 0} (resp. {Ij,t | 1 ≤ j ≤ m, t ≥ 0})
gives a basis of n0 (resp. n˜0).
Proof. (i) and (ii) are proven in a similar way as in the proof of [W, Proposition 2.6].
By checking the defining relations, we see that Υ is well-defined. We also see that Υ
is injective by investigating the basis given in (i) and (ii) under the homomorphism
Υ. Then we have (iii). (iv) folloes from (i) and (ii). 
1.5. Evaluation homomorphisms and evaluation modules. The general linear
Lie algebra glm is a Lie algebra over C generated by ei, fi (1 ≤ i ≤ m − 1) and Kj
(1 ≤ j ≤ m) together with the following defining relations:
[Ki, Kj] = 0, [Kj , ei] = a
′
jiei, [Kj, fi] = −a
′
jifi,
[ei, fj] = δijHi, where Hi = Ki −Ki+1,
[ei, ej] = [fi, fj] = 0 if j 6= i± 1, [ei, [ei, ei±1]] = [fi, [fi, fi±1]] = 0.
The special linear Lie algebra slm is a Lie subalgebra of glm generated by ei, fi, Hi
(1 ≤ i ≤ m− 1).
For each γ ∈ C, by checking the defining relations, we have the homomorphisms
of algebras (evaluation homomorphism)
evγ : U(sl
〈Q〉
m [x])→ U(slm) by X
+
i,t 7→ (1−Qiγ)γ
tei, X
−
i,t 7→ γ
tfi, Ji,t 7→ γ
tHi
and
e˜vγ : U(gl
〈Q〉
m [x])→ U(glm) by X
+
i,t 7→ (1−Qiγ)γ
tei, X
−
i,t 7→ γ
tfi, Ij,t 7→ γ
tKj .
Clearly, the homomorphism evγ (resp. e˜vγ) is surjective if γ 6= Q
−1
i for all i =
1, . . . , m− 1 such that Qi 6= 0.
For a U(slm)-module M (resp. a U(glm)-module M), we can regard M as a
U(sl〈Q〉m [x])-module (resp. a U(gl
〈Q〉
m [x])-module) through the evaluation homomor-
phism evγ (resp. e˜vγ). We call it the evaluation module, and denote it by M
evγ
(resp. M e˜vγ ).
1.6. In the rest of this section, we give a relation with the Lie algebra g
Q̂
(m)
introduced in [W, Definition 2.2].
Letm = (m1, . . . , mr) be an r-tuple of positive integers such that
∑r
k=1mk = m.
Put Γ (m) = {(i, k) | 1 ≤ i ≤ mk, 1 ≤ k ≤ r} and Γ
′(m) = Γ (m) \ {(mr, r)}. Then
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we have the bijective map
ζ : Γ (m)→ {1, 2, . . . , m} such that (i, k) 7→
k−1∑
j=1
mj + i.
For (i, k) ∈ Γ (m) and j ∈ Z such that 1 ≤ ζ((i, k)) + j ≤ m, put (i + j, k) =
ζ−1(ζ((i, k)) + j). For (i, k) ∈ Γ ′(m) and (j, l) ∈ Γ (m), put a′(j,l)(i,k) = a
′
ζ((j,l))ζ((i,k)).
Take Q̂ = (Q̂1, . . . , Q̂r−1) ∈ Cr−1. Then the Lie algebra gQ̂(m) in [W, Definition
2.2] is defined by the generators X±(i,k),t, I(j,l),t ((i, k) ∈ Γ
′(m), (j, l) ∈ Γ (m), t ≥ 0)
together with the following defining relations:
[I(i,k),s, I(j,l),t] = 0, [I(j,l),s,X
±
(i,k),t] = ±a
′
(j,l)(i,k)X
±
(i,k),s+t,
[X+(i,k),t,X
−
(j,l),s] = δ(i,k)(j,l)
{
J(i,k),s+t if i 6= mk,
−Q̂kJ(mk,k),s+t + J(mk,k),s+t+1 if i = mk,
[X±(i,k),t,X
±
(j,l),s] = 0 if (j, l) 6= (i± 1, k),
[X+(i,k),t+1,X
+
(i±1,k),s] = [X
+
(i,k),t,X
+
(i±1,k),s+1], [X
−
(i,k),t+1,X
−
(i±1,k),s] = [X
−
(i,k),t,X
−
(i±1,k),s+1],
[X+(i,k),s, [X
+
(i,k),t,X
+
(i±1,k),u]] = [X
−
(i,k),s, [X
−
(i,k),t,X
−
(i±1,k),u]] = 0,
where we put J(i,k),t = I(i,k),t − I(i+1,k),t. Then we have the following isomorphism
between gl〈Q〉m [x] and gQ̂(m) under the suitable choice of the deformation parameters
Q.
Lemma 1.7. Assume that Q̂i 6= 0 for all i = 1, 2, . . . , r − 1. We take Q =
(Q1, Q2, . . . , Qm−1) ∈ Cm−1 as
Qi =
{
Q̂−1k if ζ
−1(i) = (mk, k) for some k = 1, 2, . . . , r − 1,
0 otherwise.
Then we have the isomorphism of Lie algebras Φ : gl〈Q〉m [x]→ gQ̂(m) such taht
X+i,t 7→
{
X+
ζ−1(i),t if ζ
−1(i) 6= (mk, k) for all k = 1, . . . , r − 1,
−Q̂−1k X
+
ζ−1(i),t if ζ
−1(i) = (mk, k) for some k = 1, . . . , r − 1,
X−i,t 7→ X
−
ζ−1(i),t, Ij,t 7→ Iζ−1(j),t.
Proof. We see the well-definedness of Φ by checking the defining relations. The
inverse homomorphism of Φ is given by
X+(i,k),t 7→
{
X+
ζ((i,k)),t if i 6= mk,
−Q̂kX
+
ζ((i,k)),t if i = mk,
X−(i,k),t 7→ X
−
ζ((i,k)),t, I(j,l),t 7→ Iζ((j,l)),t.

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§ 2. Representations of sl〈Q〉m [x]
In this section, we give some fundamental results for finite dimensional U(sl〈Q〉m [x])-
modules by using the standard argument.
2.1. Put h =
⊕m−1
i=1 CJi,0 ⊂ sl
〈Q〉
m [x], then h is a commutative Lie subalgebra of
sl〈Q〉m [x]. (Note that, if Qi = 0 for all i = 1, . . . , m − 1, h is a Cartan subalgebra of
slm.) Let h
∗ be the dual space of h. For each i = 1, 2, . . . , m − 1, we take αi ∈ h∗
as αi(Jj,0) = aji for j = 1, . . . , m− 1. Put Q
+ =
⊕m−1
i=1 Z≥0αi ⊂ h
∗. We define the
partial order on h∗ by λ ≥ µ if λ− µ ∈ Q+ for λ, µ ∈ h.
2.2. For U(sl〈Q〉m [x])-mdoule M , we consider the decomposition M =
⊕
λ∈h∗ M˜λ,
where M˜λ = {x ∈ M | (h − λ(h))N · x = 0 for h ∈ h and N ≫ 0}, namely M =⊕
λ∈h∗ M˜λ is the decomposition to the generalized simultaneous eigenspaces for the
action of h. By the relation (L2), we have
X±i,t · M˜λ ⊂ M˜λ±αi (1 ≤ i ≤ m− 1, t ≥ 0).
Thus, if U(sl〈Q〉m [x])-module M 6= 0 is finite dimensional, there exists λ ∈ h
∗ such
that M˜λ 6= 0 and X
+
i,t · M˜λ = 0 for all i = 1, 2, . . . , m − 1 and t ≥ 0. On the other
hand, M˜λ (λ ∈ h
∗) is closed under the action of n0 by the relation (L1). Thus, we
can take a simultaneous eigenvector v ∈ M˜λ for the action of n0. Then we have the
following lemma.
Lemma 2.3. For a finite dimensional U(sl〈Q〉m [x])-module M 6= 0, there exists v0 ∈
M (v0 6= 0) satisfying the following conditions:
(i) X+i,t · v0 = 0 for all i = 1, . . . , m− 1 and t ≥ 0,
(ii) Ji,t · v0 = ui,tv0 (ui,t ∈ C) for each i = 1, . . . , m− 1 and t ≥ 0.
Moreover, if M is simple, we have M = U(sl〈Q〉m [x]) · v0.
2.4. Highest weight modules. For U(sl〈Q〉m [x])-module M , we say that M is a
highest weight module if there exists v0 ∈M satisfying the following conditions:
(i) M is generated by v0 as a U(sl
〈Q〉
m [x])-module.
(ii) X+i,t · v0 = 0 for all i = 1, . . . , m− 1 and t ≥ 0.
(iii) Ji,t · v0 = ui,tv0 (ui,t ∈ C) for each i = 1, . . . , m− 1 and t ≥ 0.
In this case, we say that (ui,t)1≤i≤m−1,t≥0 ∈
∏m−1
i=1
∏
t≥0C is the highest weight of
M , and that v0 is a highest weight vector of M .
Let M be a highest weight U(sl〈Q〉m [x])-module with a highest weight u =
(ui,t)1≤i≤m−1,t≥0 ∈
∏m−1
i=1
∏
t≥0C and a highest weight vector v0 ∈M . Thanks to the
triangular decomposition (Proposition 1.4 (iv)) together with the above conditions,
we have M = U(n−) · v0. Let λu ∈ h
∗ be as λu(Ji,0) = ui,0 for i = 1, . . . , m− 1. By
M = U(n−) · v0 and the relation (L2), we have the weight space decomposition
M =
⊕
µ∈h∗
µ≤λu
Mµ, where Mµ = {x ∈M | h · x = µ(h) · x for h ∈ h},(2.4.1)
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and we also have dimCMλu = 1.
2.5. Verma modules. For u = (ui,t) ∈
∏m−1
i=1
∏
t≥0C, let I(u) be the left ideal of
U(sl〈Q〉m [x]) generated by X
+
i,t (1 ≤ i ≤ m− 1, t ≥ 0) and Ji,t − ui,t (1 ≤ i ≤ m− 1,
t ≥ 0). We define the Verma module M(u) = U(sl〈Q〉m [x])/I(u). Then M(u) is a
highest weight module of highest weight u, and any highest weight module of highest
weight u is realized as a quotient of the Verma module M(u). By the weight space
decomposition (2.4.1), we see thatM(u) has the unique maximal proper submodule
radM(u). Put L(u) =M(u)/ radM(u), then we have the following proposition.
Proposition 2.6. For u = (ui,t) ∈
∏m−1
i=1
∏
t≥0C, a highest weight simple U(sl
〈Q〉
m [x])-
module of highest weight u is isomorphic to L(u). Moreover, any finite dimensional
simple U(sl〈Q〉m [x])-module is isomorphic to L(u) for some u = (ui,t) ∈
∏m−1
i=1
∏
t≥0C.
Proof. By Lemma 2.3, a finite dimensional simple U(sl〈Q〉m [x])-module is a highest
weight module. Then we have the proposition by the above arguments. 
§ 3. Representations of gl〈Q〉m [x]
For finite dimensional U(gl〈Q〉m [x])-modules, we can develop a similar argument
as in the case of U(sl〈Q〉m [x]) discussed in the previous section. In this section, we
give only some notation for U(gl〈Q〉m [x])-modules.
3.1. Highest weight modules. For U(gl〈Q〉m [x])-module M , we say that M is a
highest weight module if there exists v0 ∈M satisfying the following conditions:
(i) M is generated by v0 as a U(gl
〈Q〉
m [x])-module.
(ii) X+i,t · v0 = 0 for all i = 1, . . . , m− 1 and t ≥ 0.
(iii) Ij,t · v0 = u˜j,tv0 (u˜j,t ∈ C) for each j = 1, . . . , m and t ≥ 0.
In this case, we say that (u˜j,t)1≤j≤m,t≥0 ∈
∏m
j=1
∏
t≥0C is the highest weight of M ,
and that v0 is a highest weight vector of M .
3.2. Verma modules. For u˜ = (u˜j,t) ∈
∏m
j=1
∏
t≥0C, let I(u˜) be the left ideal of
U(gl〈Q〉m [x]) generated by X
+
i,t (1 ≤ i ≤ m − 1, t ≥ 0) and Ij,t − u˜j,t (1 ≤ j ≤ m,
t ≥ 0). We define the Verma module M(u˜) = U(gl〈Q〉m [x])/I(u˜). Then M(u˜) is
a highest weight module of highest weight u˜, and any highest weight module of
highest weight u˜ is realized as a quotient of the Verma module M(u˜). M(u˜) has
the unique maximal proper submodule radM(u˜). Put L(u˜) = M(u˜)/ radM(u˜),
then we have the following proposition.
Proposition 3.3. For u˜ = (u˜j,t) ∈
∏m
j=1
∏
t≥0 C, a highest weight simple U(gl
〈Q〉
m [x])-
module of highest weight u˜ is isomorphic to L(u˜). Moreover, any finite dimensional
simple U(gl〈Q〉m [x])-module is isomorphic to L(u˜) for some u˜ = (uj,t) ∈
∏m
j=1
∏
t≥0C.
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§ 4. Rank 1 case ; some relations in U(sl〈Q〉2 [x])
4.1. Take Q ∈ C, then sl〈Q〉2 [x] is a Lie algebra over C generated by X
±
t and Jt
(t ∈ Z≥0) together with the following defining relations:
[Js,Jt] = 0,(L1)
[Js,X
±
t ] = ±2X
±
s+t,(L2)
[X+t ,X
−
s ] = Js+t −QJs+t+1,(L3)
[X±t ,X
±
s ] = 0.(L4)
(In the rank 1 case, we omit the first index of the generators since it is triv-
ial.) By checking the defining relations, we see that there exists the algebra anti-
automorphism † : U(sl〈Q〉2 [x])→ U(sl
〈Q〉
2 [x]) such that
†(X+t ) = X
−
t , †(X
−
t ) = X
+
t , †(Jt) = Jt.(4.1.1)
Clearly, †2 is the identity on U(sl〈Q〉2 [x]).
4.2. For t, b ∈ Z≥0, we define an element X
+(b)
t (resp. X
−(b)
t ) of U(sl
〈Q〉
2 [x]) by
X±(b)t =
(X±t )
b
b!
.
For convenience, we put X±(b)t = 0 for b ∈ Z<0.
For t, p, h ∈ Z≥0, we define an element X
+((p);h)
t (resp. X
−((p);h)
t ) of U(sl
〈Q〉
2 [x])
by
X±((0);h)t = 1, X
±((p);h)
t =
p∑
w=0
(
p
w
)
(−Q)wX±t+ph+w for p > 0.(4.2.1)
Clearly, we have †(X+((p);h)t ) = X
−((p);h)
t . For examples, we have
X±((0);h)t = 1, X
±((1);h)
t = X
±
t+h + (−Q)X
±
t+h+1,
X±((2);h)t = X
±
t+2h + 2(−Q)X
±
t+2h+1 + (−Q)
2X±t+2h+2,
X±((3);h)t = X
±
t+3h + 3(−Q)X
±
t+3h+1 + 3(−Q)
2X±t+3h+2 + (−Q)
3X±t+3h+3.
For s, p ∈ Z≥0, we define an element J
〈p〉
s of U(sl
〈Q〉
2 [x])) inductively on p by
J 〈0〉s = 1, J
〈p〉
s =
1
p
p∑
z=1
(−1)z−1
( z∑
w=0
(
z
w
)
(−Q)wJzs+w
)
J 〈p−z〉s for p > 0.(4.2.2)
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For examples, we have
J 〈0〉s = 1, J
〈1〉
s = Js + (−Q)Js+1,
J 〈2〉s =
1
2
((
J 2s − J2s
)
+ 2(−Q)
(
JsJs+1 − J2s+1
)
+ (−Q)2
(
J 2s+1 − J2s+2
))
,
J 〈3〉s =
1
3
((
J 3s − 2JsJ2s + J3s
)
+ 3(−Q)
(
J 2s Js+1 −JsJ2s+1 −Js+1J2s + J3s+1
)
+ (−Q)2
(
3JsJ
2
s+1 − 2JsJ2s+2 − 4Js+1J2s+1 + 3J3s+2
)
+ (−Q)3
(
J 3s+1 − 2Js+1J2s+2 + J3s+3
))
.
Lemma 4.3. For s, t, p ∈ Z≥0, we have the following relations in U(sl
〈Q〉
2 [x]).
(i) [J 〈p〉s ,X
+
t ] =
p∑
z=1
(−1)z+1(z + 1)J 〈p−z〉s X
+((z);s)
t .
(ii) [J 〈p〉s ,X
−
t ] = −
p∑
z=1
(−1)z+1(z + 1)X−((z);s)t J
〈p−z〉
s .
Proof. (ii) follows from (i) by applying the algebra anti-automorphism † defined in
(4.1.1). Then, we prove only (i) by the induction on p.
If p = 0, (i) is clear. If p > 0, by the definition (4.2.2), we have
J 〈p〉s X
+
t =
1
p
p∑
z=1
(−1)z−1
( z∑
w=0
(
z
w
)
(−Q)wJzs+w
)
J 〈p−z〉s X
+
t .
By the assumption of the induction, we have
J 〈p〉s X
+
t =
1
p
p∑
z=1
(−1)z−1
( z∑
w=0
(
z
w
)
(−Q)wJzs+w
)
×
(
X+t J
〈p−z〉
s +
p−z∑
k=1
(−1)k+1(k + 1)J 〈p−z−k〉s X
+((k);s)
t
)
=
1
p
p∑
z=1
(−1)z−1
z∑
w=0
(
z
w
)
(−Q)w(X+t Jzs+w + 2X
+
t+zs+w)J
〈p−z〉
s
+
1
p
p∑
z=1
z∑
w=0
p−z∑
k=1
(−1)z+k
(
z
w
)
(k + 1)(−Q)wJzs+wJ
〈p−z−k〉
s X
+((k);s)
t .
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Applying the assumption of the induction again, we have
J 〈p〉s X
+
t = X
+
t
1
p
p∑
z=1
(−1)z−1
z∑
w=0
(
z
w
)
(−Q)wJzs+wJ
〈p−z〉
s
+ 2
1
p
p∑
z=1
(−1)z−1
z∑
w=0
(
z
w
)
(−Q)wJ 〈p−z〉s X
+
t+zs+w
− 2
1
p
p∑
z=1
(−1)z−1
z∑
w=0
(
z
w
)
(−Q)w
p−z∑
k=1
(−1)k+1(k + 1)J 〈p−z−k〉s X
+((k);s)
t+zs+w
+
1
p
p∑
z=1
z∑
w=0
p−z∑
k=1
(−1)z+k
(
z
w
)
(k + 1)(−Q)wJzs+wJ
〈p−z−k〉
s X
+((k);s)
t .
(4.3.1)
By the definition (4.2.2), we have
X+t
1
p
p∑
z=1
(−1)z−1
z∑
w=0
(
z
w
)
(−Q)wJzs+wJ
〈p−z〉
s = X
+
t J
〈p〉
s .(4.3.2)
By the definition (4.2.1), we have
p∑
z=1
(−1)z−1
z∑
w=0
(
z
w
)
(−Q)wJ 〈p−z〉s X
+
t+zs+w =
p∑
z=1
(−1)z−1J 〈p−z〉s X
+((z);s)
t .(4.3.3)
Put
(∗) =
p∑
z=1
(−1)z−1
z∑
w=0
(
z
w
)
(−Q)w
p−z∑
k=1
(−1)k+1(k + 1)J 〈p−z−k〉s X
+((k);s)
t+zs+w .
By the definition (4.2.1), we also have
(∗) =
p∑
z=1
(−1)z−1
z∑
w=0
(
z
w
)
(−Q)w
p−z∑
k=1
(−1)k+1(k + 1)J 〈p−z−k〉s
×
( k∑
l=0
(
k
l
)
(−Q)lX+(t+zs+w)+ks+l
)
=
p∑
z=1
p−z∑
k=1
(−1)z+k(k + 1)J 〈p−(z+k)〉s
z∑
w=0
k∑
l=0
(
z
w
)(
k
l
)
(−Q)w+lX+
t+(z+k)s+(w+l)
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Put z′ = z + k and w′ = w + l, we have
(∗) =
p∑
z′=2
z′−1∑
k=1
(−1)z
′
(k + 1)J 〈p−z
′〉
s
z′∑
w′=0
min{k,w′}∑
l=max{0,w′−(z′−k)}
(
z′ − k
w′ − l
)(
k
l
)
(−Q)w
′
X+t+z′s+w′.
By the induction on k, we can show that
min{k,w′}∑
l=max{0,w′−(z′−k)}
(
z′ − k
w′ − l
)(
k
l
)
=
(
z′
w′
)
.(4.3.4)
Then, we have
(∗) =
p∑
z′=2
(−1)z
′
( z′−1∑
k=1
(k + 1)
)
J 〈p−z
′〉
s
z′∑
w′=0
(
z′
w′
)
(−Q)w
′
X+t+z′s+w′,
and by the definition of (4.2.1), we have
(∗) =
p∑
z′=2
(−1)z
′ (z′ − 1)(z′ + 2)
2
J 〈p−z
′〉
s X
+((z′);s)
t .(4.3.5)
By the definition (4.2.2), we have
p∑
z=1
z∑
w=0
p−z∑
k=1
(−1)z+k
(
z
w
)
(k + 1)(−Q)wJzs+wJ
〈p−z−k〉
s X
+((k);s)
t
=
p−1∑
k=1
p−k∑
z=1
z∑
w=0
(−1)z+k
(
z
w
)
(k + 1)(−Q)wJzs+wJ
〈p−z−k〉
s X
+((k);s)
t
=
p−1∑
k=1
(−1)k+1(k + 1)(p− k)
( 1
p− k
p−k∑
z=1
(−1)z−1
z∑
w=0
(
z
w
)
(−Q)wJzs+wJ
〈(p−k)−z〉
s
)
X+((k);s)t
=
p−1∑
k=1
(−1)k+1(k + 1)(p− k)J 〈p−k〉s X
+((k);s)
t .
(4.3.6)
Combining (4.3.1) with (4.3.2), (4.3.3), (4.3.5) and (4.3.6), we have
J 〈p〉s X
+
t = X
+
t J
〈p〉
s +
1
p
p∑
z=1
(−1)z+1
(
2 + (z − 1)(z + 2) + (z + 1)(p− z)
)
J 〈p−z〉s X
+((z);s)
t
= X+t J
〈p〉
s +
p∑
z=1
(−1)z+1(z + 1)J 〈p−z〉s X
+((z);s)
t .
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
Lemma 4.4. For s, t, h ∈ Z≥0 and p ∈ Z>0, we have
[X+t ,X
−((p);h)
s ] =
p∑
w=0
(
p
w
)
(−Q)wJ 〈1〉s+t+ph+w.
Proof. By the definitions (4.2.1), (4.2.2) and the defining relation (L3), we have
X+t X
−((p);h)
s =
p∑
w=0
(
p
w
)
(−Q)wX+t X
−
s+ph+w
=
p∑
w=0
(
p
w
)
(−Q)w
(
X−s+ph+wX
+
t + Js+t+ph+w + (−Q)Js+t+ph+w+1
)
= X−((p);h)s X
+
t +
p∑
w=0
(
p
w
)
(−Q)wJ 〈1〉s+t+ph+w.

Lemma 4.5. For s, t, h ∈ Z≥0 and p ∈ Z>0, we have the following relations.
(i) [J 〈1〉s ,X
+((p);h)
t ] = 2X
+((p+1);h)
s+t−h .
(ii) [J 〈1〉s ,X
−((p);h)
t ] = −2X
−((p+1);h)
s+t−h .
Proof. (ii) follows from (i) by applying the algebra anti-automorphism † defined in
(4.1.1). Then, we prove (i).
By the definition (4.2.1), we have
J 〈1〉s X
+((p);h)
t =
p∑
w=0
(
p
w
)
(−Q)wJ 〈1〉s X
+
t+ph+w.
Applying Lemma 4.3 (i), we have
J 〈1〉s X
+((p);h)
t =
p∑
w=0
(
p
w
)
(−Q)w
(
X+t+ph+wJ
〈1〉
s + 2X
+((1);s)
t+ph+w
)
Then, by the definition (4.2.1) again, we have
J 〈1〉s X
+((p);h)
t = X
+((p);h)
t J
〈1〉
s + 2
p∑
w=0
(
p
w
)
(−Q)w
(
X+s+t+ph+w + (−Q)X
+
s+t+ph+w+1
)
.
On the other hand, we have
p∑
w=0
(
p
w
)
(−Q)w
(
X+s+t+ph+w + (−Q)X
+
s+t+ph+w+1
)
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= X+s+t+ph +
p∑
w=1
{(p
w
)
+
(
p
w − 1
)}
(−Q)wX+s+t+ph+w + (−Q)
p+1X+s+t+ph+p+1
=
p+1∑
w=0
(
p+ 1
w
)
(−Q)wX+
s+t−h+(p+1)h+w
= X+(p+1);hs+t−h .
Thus, we have (i). 
Lemma 4.6. For s, t, c ∈ Z≥0, we have
[X+t ,X
−(c)
s ] = X
−(c−1)
s J
〈1〉
s+t − X
−(c−2)
s X
−((1);s+t)
s .
Proof. We prove the lemma by the induction on c. If c = 0, it is clear. If c = 1, it
is the defining relation (L3). If c > 1, by the assumption of the induction, we have
X+t X
−(c)
s =
1
c
X+t X
−(c−1)
s X
−
s
=
1
c
(
X−(c−1)s X
+
t + X
−(c−2)
s J
〈1〉
s+t − X
−(c−3)
s X
−((1);s+t)
s
)
X−s .
Then, by the defining relations (L3), (L4) and Lemma 4.3 (ii), we have
X+t X
−(c)
s =
1
c
{
X−(c−1)s
(
X−s X
+
t + J
〈1〉
s+t
)
+ X−(c−2)s
(
X−s J
〈1〉
s+t − 2X
−((1);s+t)
s
)
−X−(c−3)s X
−
s X
−((1);s+t)
s
}
=
1
c
{
cX−(c)s X
+
t + X
−(c−1)
s J
〈1〉
s+t + (c− 1)X
−(c−1)
s J
〈1〉
s+t
− 2X−(c−2)s X
−((1);s+t)
s − (c− 2)X
−(c−2)
s X
−((1);s+t)
s
}
= X−(c)s X
+
t + X
−(c−1)
s J
〈1〉
s+t − X
−(c−2)
s X
−((1);s+t)
s .

4.7. A partition λ = (λ1, λ2, . . . ) is a non-increasing sequence of non-negative
integers which has only finitely many non-zero terms. The size of a partition λ is
the sum of all terms of λ, and we denote it by |λ|. Namely, we have |λ| =
∑
i≥1 λi.
If |λ| = n, we say that λ is a partition of n, and we denote it by λ ⊢ n. The length
of λ is the maximal i such that λi 6= 0, and we denote the length of λ by ℓ(λ). For a
partition λ = (λ1, λ2, . . . ), let mj(λ) (j ∈ Z>0) be the multiplicity of j in λ. Then,
for a partition λ and t, h ∈ Z≥0, we define an element X
+(λ;h)
t (resp. X
−(λ;h)
t ) of
U(sl
〈Q〉
2 [x]) by
X±(λ;h)t =
∏
j≥1
(X±((j);h)t )
mj(λ)
mj(λ)!
,(4.7.1)
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where we note the defining relation (L4). Clearly, we have †(X+(λ;h)t ) = X
−(λ;h)
t . For
examples, we have
X±((0);h)t = 1, X
±((1);h)
t = X
±((1);h)
t ,
X±((2);h)t = X
±((2);h)
t , X
±((1,1);h)
t =
(X±((1);h)t )
2
2!
,
X±((3);h)t = X
±((3);h)
t , X
±((2,1);h)
t = X
±((2);h)
t X
±((1);h)
t , X
±((1,1,1);h)
t =
(X±(1);h)t )
3
3!
,
X±((3,3,2,2,2,1,1);h)t =
(X±((3);h)t )
2
2!
(X±((2);h)t )
3
3!
(X+((1);h)t )
2
2!
.
For t, h, k, b, p ∈ Z≥0, we define an element X
+(b;p|k;h)
t (resp. X
−(b;p|k;h)
t ) of
U(sl
〈Q〉
2 [x]) by
X±(b;p|k;h)t =
∑
λ⊢k
X±(λ;h)t X
±(b−p−ℓ(λ))
t .(4.7.2)
Note the defining relation (L4), we see that †(X+(b;p|k;h)t ) = X
−(b;p|k;h)
t . For examples,
we have
X±(b;p|0;h)t = X
±(b−p)
t , X
±(b;p|1;h)
t = X
±((1);h)
t X
±(b−p−1)
t ,
X±(b;p|2;h)t = X
±((2);h)
t X
±(b−p−1)
t + X
±((1,1);h)
t X
±(b−p−2)
t ,
X±(b;p|3;h)t = X
±((3);h)
t X
±(b−p−1)
t + X
±((2,1);h)
t X
±(b−p−2)
t + X
±((1,1,1);h)
t X
±(b−p−3)
t .
For the element X±(b;p|k;h)t ∈ U(sl
〈Q〉
2 [x]), we prepare the following technical
formulas.
Lemma 4.8. For t, h, k, b, p ∈ Z≥0, we have the following equations for the element
X±(b;p|k;h)t of U(sl
〈Q〉
2 [x]).
(i) If b− p < 0, we have X±(b;p|k;h)t = 0.
(ii) If k = 0, we have X±(b;p|0;h)t = X
±(b−p)
t .
If k = 1, we have X±(b;p|1;h)t = X
±((1);h)
t X
±(b−p−1)
t .
(iii) If p = b, we have X±(b;b|k;h)t =
{
1 if k = 0,
0 if k 6= 0.
(iv) If b, p > 0, we have X±(b;p|k;h)t = X
±(b−1;p−1|k;h)
t .
(v) If b, k > 0, we have
X±(b;p|k;h)t =
1
k
k∑
z=1
zX±((z);h)t X
±(b−1;p|k−z;h)
t .
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(vi) If b > 0, we have
(b− p+ k)X±(b;p|k;h)t = X
±
t X
±(b−1;p|k;h)
t +
k∑
z=1
(z + 1)X±((z);h)t X
±(b−1;p|k−z;h)
t .
Proof. (i), (ii), (iii) and (iv) are clear from definitions.
We prove (v). Note that
∑
z≥1 zmz(λ) = k for a partition λ of k. Then, by the
definition (4.7.2), we have
X±(b;p|k;h)t =
∑
λ⊢k
X±(λ;h)t X
±(b−p−ℓ(λ))
t =
1
k
∑
λ⊢k
(∑
z≥1
zmz(λ)
)
X±(λ;h)t X
±(b−p−ℓ(λ))
t .
On the other hand, by the definition (4.7.1), we have
X±(λ;h)t =
∏
j≥1
(X±((j);h)t )
mj(λ)
mj(λ)!
=
1
mz(λ)
X±((z);h)t
(X±((z);h)t )
mz(λ)−1
(mz(λ)− 1)!
∏
j≥1
j 6=z
(X±((j);h)t )
mj(λ)
mj(λ)!
for each z such that mz(λ) 6= 0. Thus, we have
X±(b;p|k;h)t =
1
k
∑
λ⊢k
∑
z≥1
mz(λ) 6=0
zX±((z);h)t
(X±((z);h)t )
mz(λ)−1
(mz(λ)− 1)!
∏
j≥1
j 6=z
(X±((j);h)t )
mj(λ)
mj(λ)!
X±(b−p−ℓ(λ))t
=
1
k
k∑
z=1
zX±((z);h)t
∑
λ⊢k
mz(λ) 6=0
(X±((z);h)t )
mz(λ)−1
(mz(λ)− 1)!
∏
j≥1
j 6=z
(X±((j);h)t )
mj(λ)
mj(λ)!
X±(b−p−ℓ(λ))t
=
1
k
k∑
z=1
zX±((z);h)t
∑
µ⊢k−z
∏
j≥1
(X±((j);h)t )
mj(µ)
mj(µ)!
X±(b−p−(ℓ(µ)+1))t
=
1
k
k∑
z=1
zX±((z);h)t
∑
µ⊢k−z
X±(µ;h)t X
±((b−1)−p−ℓ(µ))
t
=
1
k
k∑
z=1
zX±((z);h)t X
±(b−1;p|k−z;h)
t .
We prove (vi). By the definition (4.7.2), we have
(b− p+ k)X±(b;p|k;h)t
= kX±(b;p|k;h)t +
∑
λ⊢k
ℓ(λ)X±(λ;h)t X
±(b−p−ℓ(λ))
t +
∑
λ⊢k
(b− p− ℓ(λ))X±(λ;h)t X
±(b−p−ℓ(λ))
t .
18 Kentaro Wada
Note that ℓ(λ) =
∑
z≥1mz(λ), (b − p − ℓ(λ))X
±(b−p−ℓ(λ))
t = X
±
t X
±(b−p−ℓ(λ)−1)
t and
the defining relation (L4), we have
(b− p+ k)X±(b;p|k;h)t
= kX±(b;p|k;h)t +
∑
λ⊢k
(∑
z≥1
mz(λ)
)
X±(λ;h)t X
±(b−p−ℓ(λ))
t + X
±
t
∑
λ⊢k
X±(λ;h)t X
±(b−1−p−ℓ(λ))
t .
In a similar argument as in the proof of (v), we have
(b− p+ k)X±(b;p|k;h)t
= kX±(b;p|k;h)t +
k∑
z=1
X±((z);h)t X
±(b−1;p|k−z;h)
t + X
±
t
∑
λ⊢k
X±(λ;h)t X
±((b−1)−p−ℓ(λ))
t .
Then, by (v) and the definition (4.7.2), we have
(b− p+ k)X±(b;p|k;h)t
=
k∑
z=1
zX±((z);h)t X
±(b−1;p|k−z;h)
t +
k∑
z=1
X±((z);h)t X
±(b−1;p|k−z;h)
t + X
±
t X
±(b−1;p|k;h)
t
= X±t X
±(b−1;p|k;h)
t +
k∑
z=1
(z + 1)X±((z);h)t X
±(b−1;p|k−z;h)
t .

Lemma 4.9. For s, t, c, p, k ∈ Z≥0, we have
[X+t ,X
−(c;p|k;s+t)
s ]
=
k∑
z=0
k−z∑
w=0
(
k − z
w
)
(−Q)wX−(c;p+1|z;s+t)s J
〈1〉
(k−z+1)(s+t)+w − (k + 1)X
−(c;p+1|k+1;s+t)
s .
(4.9.1)
Proof. If c = 0, the equation (4.9.1) follows from Lemma 4.8 (i) and (iii). Then, we
prove (4.9.1) by the induction on k in the case where c > 0.
If k = 0, we see that (4.9.1) is just the formula in Lemma 4.6 by Lemma 4.8 (ii).
If k > 0, by Lemma 4.8 (v) and the defining relation (L4), we have
X+t X
−(c;p|k;s+t)
s =
1
k
k∑
z=1
zX+t X
−(c−1;p|k−z;s+t)
s X
−((z);s+t)
s .
Applying the assumption of the induction, we have
X+t X
−(c;p|k;s+t)
s
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=
1
k
k∑
z=1
z
{
X−(c−1;p|k−z;s+t)s X
+
t
+
k−z∑
y=0
X−(c−1;p+1|y;s+t)s
( k−z−y∑
w=0
(
k − z − y
w
)
(−Q)wJ 〈1〉(k−z−y+1)(s+t)+w
)
− (k − z + 1)X−(c−1;p+1|k−z+1;s+t)s
}
X−((z);s+t)s .
Applying Lemma 4.4 and Lemma 4.5 (ii), we have
X+t X
−(c;p|k;s+t)
s
=
1
k
k∑
z=1
zX−(c−1;p|k−z;s+t)s
(
X−((z);s+t)s X
+
t +
z∑
w=0
(
z
w
)
(−Q)wJ 〈1〉(z+1)(s+t)+w
)
+
1
k
k∑
z=1
k−z∑
y=0
zX−(c−1;p+1|y;s+t)s
k−z−y∑
w=0
(
k − z − y
w
)
(−Q)w
×
(
X−((z);s+t)s J
〈1〉
(k−z−y+1)(s+t)+w − 2X
−((z+1);s+t)
s+(k−z−y)(s+t)+w
)
−
1
k
k∑
z=1
z(k − z + 1)X−(c−1;p+1|k−z+1;s+t)s X
−((z);s+t)
s .
Put
(∗1) =
1
k
k∑
z=1
zX−(c−1;p|k−z;s+t)s X
−((z);s+t)
s X
+
t ,
(∗2) =
1
k
k∑
z=1
zX−(c−1;p|k−z;s+t)s
z∑
w=0
(
z
w
)
(−Q)wJ 〈1〉(z+1)(s+t)+w
(∗3) =
1
k
k∑
z=1
k−z∑
y=0
zX−(c−1;p+1|y;s+t)s
k−z−y∑
w=0
(
k − z − y
w
)
(−Q)wX−((z);s+t)s J
〈1〉
(k−z−y+1)(s+t)+w
(∗4) =
1
k
k∑
z=1
k−z∑
y=0
zX−(c−1;p+1|y;s+t)s
k−z−y∑
w=0
(
k − z − y
w
)
(−Q)wX−((z+1);s+t)
s+(k−z−y)(s+t)+w,
(∗5) =
1
k
k∑
z=1
z(k − z + 1)X−(c−1;p+1|k−z+1;s+t)s X
−((z);s+t)
s ,
then we have
X+t X
−(c;p|k;s+t)
s = (∗1) + (∗2) + (∗3)− 2(∗4)− (∗5).(4.9.2)
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By Lemma 4.8 (v) together with (L4), we have
(∗1) = X−(c;p|k;s+t)s X
+
t .(4.9.3)
Put z′ = k − z in (∗2) and apply Lemma 4.8 (iv), we have
(∗2) =
1
k
k−1∑
z′=0
(k − z′)X−(c;p+1|z
′;s+t)
s
k−z′∑
w=0
(
k − z′
w
)
(−Q)wJ 〈1〉(k−z′+1)(s+t)+w.(4.9.4)
Put h = z + y in (∗3) , we have
(∗3) =
1
k
k∑
h=1
h∑
z=1
zX−(c−1;p+1|h−z;s+t)s X
−((z);s+t)
s
k−h∑
w=0
(
k − h
w
)
(−Q)wJ 〈1〉(k−h+1)(s+t)+w.
Applying Lemma 4.8 (v) together with (L4), we have
(∗3) =
1
k
k∑
h=1
hX−(c;p+1|h;s+t)s
k−h∑
w=0
(
k − h
w
)
(−Q)wJ 〈1〉(k−h+1)(s+t)+w.(4.9.5)
By (4.9.4) and (4.9.5), we have
(∗2) + (∗3) =
k∑
z=0
k−z∑
w=0
(
k − z
w
)
(−Q)wX−(c;p+1|z;s+t)s J
〈1〉
(k−z+1)(s+t)+w.(4.9.6)
We also have
(∗4) =
1
k
k−1∑
y=0
k−y∑
z=1
zX−(c−1;p+1|y;s+t)s
k−z−y∑
w=0
(
k − z − y
w
)
(−Q)wX−((z+1);s+t)
s+(k−z−y)(s+t)+w.
Put h = k − y + 1, we have
(∗4) =
1
k
k+1∑
h=2
h−1∑
z=1
zX−(c−1;p+1|k−h+1;s+t)s
h−z−1∑
w=0
(
h− z − 1
w
)
(−Q)wX−((z+1);s+t)
s+(h−z−1)(s+t)+w.
Put
(♯) =
h−z−1∑
w=0
(
h− z − 1
w
)
(−Q)wX−((z+1);s+t)
s+(h−z−1)(s+t)+w.
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By (4.2.1), we have
(♯) =
h−z−1∑
w=0
(
h− z − 1
w
)
(−Q)w
z+1∑
y=0
(
z + 1
y
)
(−Q)yX−
s+h(s+t)+w+y.
Put y′ = w + y, we have
(♯) =
h∑
y′=0
( min{h−(z+1),y′}∑
w=max{0,y′−(z+1)}
(
h− (z + 1)
w
)(
z + 1
y′ − w
))
(−Q)y
′
X−
s+h(s+t)+y′.
Note that
∑min{h−(z+1),y′}
w=max{0,y′−(z+1)}
(
h− (z + 1)
w
)(
z + 1
y′ − w
)
=
(
h
y′
)
by (4.3.4), we have
(♯) =
h∑
y′=0
(
h
y′
)
(−Q)y
′
X−
s+h(s+t)+y′ = X
−((h);s+t)
s .
(Use (4.2.1) again.) Then, we have
(∗4) =
1
k
k+1∑
h=2
( h−1∑
z=1
z
)
X−(c−1;p+1|k−h+1;s+t)s X
−((h);s+t)
s
=
1
k
k+1∑
h=2
h(h− 1)
2
X−(c−1;p+1|k−h+1;s+t)s X
−((h);s+t)
s .
Then we have
2(∗4) + (∗5) =
k+1∑
z=1
zX−(c−1;p+1|k−z+1;s+t)s X
−((z);s+t)
s
= (k + 1)X−(c;p+1|k+1;s+t)s ,
(4.9.7)
where the last equation follows from Lemma 4.8 (v).
By (4.9.2), (4.9.3), (4.9.6) and (4.9.7), we have
X+t X
−(c;p|k;s+t)
s
= X−(c;p|k;s+t)s X
+
t +
k∑
z=0
k−z∑
w=0
(
k − z
w
)
(−Q)wX−(c;p+1|z;s+t)s J
〈1〉
(k−z+1)(s+t)+w
− (k + 1)X−(c;p+1|k+1;s+t)s .

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Proposition 4.10. For s, t, b, c ∈ Z≥0, we have
[X+(b)t ,X
−(c)
s ] =
min{b,c}∑
p=1
p∑
k=0
p−k∑
l=0
(−1)k+lX−(c;p|k;s+t)s J
〈p−(k+l)〉
s+t X
+(b;p|l;s+t)
t .(4.10.1)
Proof. We prove (4.10.1) by the induction on b. If b = 1, (4.10.1) follows from
Lemma 4.6 together with Lemma 4.8.
If b > 1, we have
X+(b)t X
−(c)
s
=
1
b
X+t X
(b−1)
t X
−(c)
s
=
1
b
X+t
(
X−(c)s X
+(b−1)
t +
min{b−1,c}∑
p=1
p∑
k=0
p−k∑
l=0
(−1)k+lX−(c;p|k;s+t)s J
〈p−(k+l)〉
s+t X
+(b−1;p|l;s+t)
t
)
by the assumption of the induction. Applying Lemma 4.6 and Lemma 4.9, we have
X+(b)t X
−(c)
s
=
1
b
{(
X−(c)s X
+
t + X
−(c−1)
s J
〈1〉
s+t −X
−(c−2)
s X
−((1);s+t)
s
)
X+(b−1)t
+
min{b−1,c}∑
p=1
p∑
k=0
p−k∑
l=0
(−1)k+l
×
(
X−(c;p|k;s+t)s X
+
t +
k∑
z=0
k−z∑
w=0
(
k − z
w
)
(−Q)wX−(c;p+1|z;s+t)s J
〈1〉
(k−z+1)(s+t)+w
− (k + 1)X−(c;p+1|k+1;s+t)s
)
J 〈p−(k+l)〉s+t X
+(b−1;p|l;s+t)
t
}
.
On the other hand, by Lemma 4.3, we have
X−(c;p|k;s+t)s X
+
t J
〈p−(k+l)〉
s+t X
+(b−1;p|l;s+t)
t
= X−(c;p|k;s+t)s
(
J 〈p−(k+l)〉s+t X
+
t −
p−(k+l)∑
z=1
(−1)z+1(z + 1)J 〈p−(k+l)−z〉s+t X
+((z);s+t)
t
)
X+(b−1;p|l;s+t)t .
Put
(∗1) = bX−(c)s X
+(b)
t + X
−(c−1)
s J
〈1〉
s+tX
+(b−1)
t −X
−(c−2)
s X
−((1);s+t)
s X
+(b−1)
t ,
(∗2) =
min{b,c}∑
p=1
p∑
k=0
p−k∑
l=0
(−1)k+lX−(c;p|k;s+t)s J
〈p−(k+l)〉
s+t X
+
t X
+(b−1;p|l;s+t)
t ,
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(∗3) =
min{b,c}∑
p=1
p∑
k=0
p−k∑
l=0
p−(k+l)∑
z=1
(−1)k+l+z(z + 1)
× X−(c;p|k;s+t)s J
〈p−(k+l)−z〉
s+t X
+((z);s+t)
t X
+(b−1;p|l;s+t)
t ,
(∗4) =
min{b,c}∑
p=1
p∑
k=0
p−k∑
l=0
k∑
z=0
k−z∑
w=0
(−1)k+l
(
k − z
w
)
(−Q)w
× X−(c;p+1|z;s+t)s J
〈1〉
(k−z+1)(s+t)+wJ
〈p−(k+l)〉
s+t X
+(b−1;p|l;s+t)
t ,
(∗5) =
min{b,c}∑
p=1
p∑
k=0
p−k∑
l=0
(−1)k+l+1(k + 1)X−(c;p+1|k+1;s+t)s J
〈p−(k+l)〉
s+t X
+(b−1;p|l;s+t)
t ,
then we have
X+(b)t X
−(c)
s =
1
b
{
(∗1) + (∗2) + (∗3) + (∗4) + (∗5)
}
,(4.10.2)
where we note that X+(b−1;p|l;s+t)t = 0 if p = b by Lemma 4.8 (i).
By Lemma 4.8 (ii) together with (L4), we have
(∗1) = bX−(c)s X
+(b)
t + X
−(c;1|0;s+t)
s J
〈1〉
s+tX
+(b;1|0;s+t)
t −X
−(c;1|1;s+t)
s J
〈0〉
s+tX
+(b;1|0;s+t)
t .
(4.10.3)
Put l′ = l + z in (∗3), we have
(∗3)
=
min{b,c}∑
p=1
p∑
k=0
p−k∑
l′=1
l′∑
z=1
(−1)k+l
′
(z + 1)X−(c;p|k;s+t)s J
〈p−k−l′〉
s+t X
+((z);s+t)
t X
+(b−1;p|l′−z;s+t)
t .
Then we have
(∗2) + (∗3) =
min{b,c}∑
p=1
p∑
k=0
p−k∑
l=0
(−1)k+lX−(c;p|k;s+t)s J
〈p−(k+l)〉
s+t
×
(
X+t X
+(b−1;p|l;s+t)
t +
l∑
z=1
(z + 1)X+((z);s+t)t X
+(b−1;p|l−z;s+t)
t
)
,
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where we note that
∑0
z=1X
+((z);s+t)
t X
+(b−1;p|l−z;s+t)
t = 0. Applying Lemma 4.8 (vi),
we have
(∗2) + (∗3) =
min{b,c}∑
p=1
p∑
k=0
p−k∑
l=0
(−1)k+l(b− p+ l)X−(c;p|k;s+t)s J
〈p−(k+l)〉
s+t X
+(b;p|l;s+t)
t
= (b− 1)X−(c;1|0;s+t)s J
〈1〉
s+tX
+(b;1|0;s+t)
t − bX
−(c;1|0;s+t)
s J
〈0〉
s+tX
+(b;1|1;s+t)
t
− (b− 1)X−(c;1|1;s+t)s J
〈0〉
s+tX
+(b;1|0;s+t)
t
+
min{b,c}∑
p=2
p∑
k=0
p−k∑
l=0
(−1)k+l(b− p+ l)X−(c;p|k;s+t)s J
〈p−(k+l)〉
s+t X
+(b;p|l;s+t)
t .
(4.10.4)
Put p′ = p+ 1 in (∗4), we have
(∗4) =
min{b,c}∑
p′=2
p′−1∑
k=0
p′−k−1∑
l=0
k∑
z=0
k−z∑
w=0
(−1)k+l
(
k − z
w
)
(−Q)w
×X−(c;p
′|z;s+t)
s J
〈1〉
(k−z+1)(s+t)+wJ
〈p′−(k+l)−1〉
s+t X
+(b−1;p′−1|l;s+t)
t ,
where we note that X+(b−1;p
′−1|l;s+t)
t = 0 if p
′ = b+1, and X−(c;p
′|z;s+t)
s = 0 if p′ = c+1
by Lemma 4.8 (i). Note that
p−1∑
k=0
p−k−1∑
l=0
k∑
z=0
=
p−1∑
z=0
p−1∑
k=z
p−k−1∑
l=0
=
p−1∑
z=0
p−z−1∑
l=0
p−l−1∑
k=z
,
we have
(∗4) =
min{b,c}∑
p=2
p−1∑
z=0
p−z−1∑
l=0
X−(c;p|z;s+t)s
×
( p−l−1∑
k=z
k−z∑
w=0
(−1)k+l
(
k − z
w
)
(−Q)wJ 〈1〉(k−z+1)(s+t)+wJ
〈p−(k+l)−1〉
s+t
)
X+(b−1;p−1|l;s+t)t .
Put k′ = k − z + 1, we have
p−l−1∑
k=z
k−z∑
w=0
(−1)k+l
(
k − z
w
)
(−Q)wJ 〈1〉(k−z+1)(s+t)+wJ
〈p−(k+l)−1〉
s+t
=
p−l−z∑
k′=1
k′−1∑
w=0
(−1)k
′+z+l−1
(
k′ − 1
w
)
(−Q)wJ 〈1〉
k′(s+t)+wJ
〈p−k′−z−l〉
s+t .
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Since J 〈1〉
k′(s+t)+w = Jk′(s+t)+w + (−Q)Jk′(s+t)+w+1, we see that
k′−1∑
w=0
(
k′ − 1
w
)
(−Q)wJ 〈1〉
k′(s+t)+w =
k′∑
w=0
(
k′
w
)
(−Q)wJk′(s+t)+w.
Thus we have
p−l−1∑
k=z
k−z∑
w=0
(−1)k+l
(
k − z
w
)
(−Q)wJ 〈1〉(k−z+1)(s+t)+wJ
〈p−(k+l)−1〉
s+t
= (−1)z+l
p−l−z∑
k′=1
(−1)k
′−1
k′∑
w=0
(
k′
w
)
(−Q)wJk′(s+t)+wJ
〈p−k′−z−l〉
s+t
= (−1)z+l(p− l − z)J 〈p−l−z〉s+t ,
where the last equation follows from (4.2.2). Then we have
(∗4) =
min{b,c}∑
p=2
p−1∑
z=0
p−z−1∑
l=0
(p− l − z)(−1)z+lX−(c;p|z;s+t)s J
〈p−l−z〉
s+t X
+(b−1;p−1|l;s+t)
t
=
min{b,c}∑
p=2
p∑
z=0
p−z∑
l=0
(p− l − z)(−1)z+lX−(c;p|z;s+t)s J
〈p−l−z〉
s+t X
+(b−1;p−1|l;s+t)
t .
Applying Lemma 4.8 (iv), we have
(∗4) =
min{b,c}∑
p=2
p∑
z=0
p−z∑
l=0
(p− l − z)(−1)z+lX−(c;p|z;s+t)s J
〈p−l−z〉
s+t X
+(b;p|l;s+t)
t .(4.10.5)
Put p′ = p+ 1 in (∗5), we have
(∗5) =
min{b,c}∑
p′=2
p′−1∑
k=0
p′−k−1∑
l=0
(−1)k+l+1(k + 1)X−(c;p
′|k+1;s+t)
s J
〈p′−k−l−1〉
s+t X
+(b−1;p′−1|l;s+t)
t ,
where we note that X+(b−1;p
′−1|l;s+t)
t = 0 if p
′ = b + 1, and X−(c;p
′|k+1;s+t)
s = 0 if
p′ = c+ 1 by Lemma 4.8 (i). Put k′ = k + 1, we have
(∗5) =
min{b,c}∑
p′=2
p′∑
k′=1
p′−k′∑
l=0
(−1)k
′+lk′X−(c;p
′|k′;s+t)
s J
〈p′−k′−l〉
s+t X
+(b−1;p′−1|l;s+t)
t
=
min{b,c}∑
p=2
p∑
k=0
p−k∑
l=0
k(−1)k+lX−(c;p|k;s+t)s J
〈p−k−l〉
s+t X
+(b−1;p−1|l;s+t)
t .
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Applying Lemma 4.8 (iv), we have
(∗5) =
min{b,c}∑
p=2
p∑
k=0
p−k∑
l=0
k(−1)k+lX−(c;p|k;s+t)s J
〈p−k−l〉
s+t X
+(b;p|l;s+t)
t .(4.10.6)
By (4.10.2), (4.10.3), (4.10.4), (4.10.5) and (4.10.6), we have
X+(b)t X
−(c)
s = X
−(c)
s X
+(b)
t +
min{b,c}∑
p=1
p∑
k=0
p−k∑
l=0
(−1)k+lX−(c;p|k;s+t)s J
〈p−(k+l)〉
s+t X
+(b;p|l;s+t)
t .

§ 5. Rank 1 case ; finite dimensional simple modules of U(sl〈Q〉2 [x])
In this section, we classify the finite dimensional simple U(sl
〈Q〉
2 [x])-modules.
5.1. 1-dimensional representations. First, we consider 1-dimensional represen-
tations of sl
〈Q〉
2 [x]. Let L = Cv be a 1-dimensional U(sl
〈Q〉
2 [x])-module with a basis
{v}, then Jt (t ≥ 0) acts on v as a scalar multiplication. If X
+
t · v 6= 0 (resp.
X−t · v 6= 0), then X
+
t · v (resp. X
−
t · v) is an eigenvector for the action of J0 whose
eigenvalue is different from one of v by the defining relation (L2). This is a contra-
diction since L is 1-dimensional. Thus, we have X±t · v = 0 for t ≥ 0. Moreover,
by the defining relation (L3), we have (Jt −QJt+1) · v = (X
+
t X
−
0 −X
−
0 X
+
t ) · v = 0.
This implies that Jt · v = 0 for t ≥ 0 if Q = 0, and that Jt · v = Q−tJ0 · v for t > 0
if Q 6= 0.
We define the set B〈Q〉 by
B
〈Q〉 =
{
{0} if Q = 0,
C if Q 6= 0.
For each β ∈ B〈Q〉, we can define the 1-dimensional U(sl〈Q〉2 [x])-module L
β = Cv0
such that
X±t · v0 = 0, Jt · v0 =
{
0 if Q = 0,
Q−tβv0 if Q 6= 0
(t ∈ Z≥0)
by checking the defining relations of sl
〈Q〉
2 [x]. Note that L
0 is the trivial representa-
tion. Now we obtain the following lemma.
Lemma 5.2. Any 1-dimensional U(sl
〈Q〉
2 [x])-module is isomorphic to L
β for some
β ∈ B〈Q〉.
5.3. Recall from §2, a finite dimensional simple U(sl〈Q〉2 [x])-module is isomorphic to
a simple highest weight module L(u) for some highest weight u = (ut) ∈
∏
t≥0C
(Proposition 2.6), where we omit the first index for the highest weight. Then, in
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order to classify the finite dimensional simple U(sl
〈Q〉
2 [x])-module, it is enough to
classify the highest weight u such that L(u) is finite dimensional.
In order to obtain a necessary condition for u such that L(u) is finite dimen-
sional, we prepare the following lemma.
Lemma 5.4. Let M be a finite dimensional U(sl
〈Q〉
2 [x])-module. Take an element
v ∈M satisfying
X+t · v = 0, Jt · v = utv (t ∈ Z≥0), X
−(n)
0 · v 6= 0 and X
−(n+1)
0 · v = 0
for some ut ∈ C (t ∈ Z≥0) and n ∈ Z≥0. (In fact, a such element exists by Lemma
2.3.) Then, for s, t ∈ Z≥0, we have
n∑
w=0
(
n
w
)
(−Q)wJ 〈1〉t+ns+w · v =
n−1∑
k=0
(−1)n−k+1
( k∑
w=0
(
k
w
)
(−Q)wJ 〈1〉t+ks+w
)
J 〈n−k〉s · v.
Proof. By the assumption X−(n+1)0 · v = 0 and Proposition 4.10, we have
0 = X+(n)s X
−(n+1)
0 · v
=
(
X−(n+1)0 X
+(n)
s +
n∑
p=1
p∑
k=0
p−k∑
l=0
(−1)k+lX−(n+1;p|k;s)0 J
〈p−(k+l)〉
s X
+(n;p|l;s)
s
)
· v.
(5.4.1)
By the definition, we have X+(n;p|l;s)s =
∑
λ⊢l X
+(λ;s)
s X
+(n−p−ℓ(λ))
s . Thus, by the
definition of X+(λ;s)s and the assumption X+t · v = 0 (t ≥ 0), we have
X+(n;p|l;s)s · v =
{
v if l = 0 and p = n,
0 otherwise.
Then (5.4.1) implies that
0 =
n∑
k=0
(−1)kX−(n+1;n|k;s)0 J
〈n−k〉
s · v.
By the definition, we have
X−(n+1;n|k;s)0 =
∑
λ⊢k
X−(λ;s)0 X
−(1−ℓ(λ))
0 =
{
X−0 if k = 0,
X−((k);s)0 if k 6= 0.
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Thus, we have
0 = X−0 J
〈n〉
s · v +
n∑
k=1
(−1)kX−((k);s)0 J
〈n−k〉
s · v.
By multiplying X+t from left to this equation, we have
0 = X+t X
−
0 J
〈n〉
s · v +
n∑
k=1
(−1)kX+t X
−((k);s)
0 J
〈n−k〉
s · v
=
n∑
k=0
(−1)k
( k∑
w=0
(
k
w
)
(−Q)wJ 〈1〉t+ks+w
)
J 〈n−k〉s · v,
where we use Lemma 4.4 and the fact X+t J
〈n−k〉
s ·v = 0. This implies the Lemma. 
This Lemma implies the following proposition which gives a necessary condition
for u such that L(u) is finite dimensional.
Proposition 5.5. Let M be a finite dimensional U(sl
〈Q〉
2 [x])-module. Take an ele-
ment v ∈M satisfying
X+t · v = 0, Jt · v = utv (t ∈ Z≥0), X
−(n)
0 · v 6= 0 and X
−(n+1)
0 · v = 0
for some ut ∈ C (t ∈ Z≥0) and n ∈ Z≥0.
(i) If Q = 0, we have u0 = n, and there exist γ1, γ2, . . . , γn ∈ C such that
ut = pt(γ1, γ2, . . . , γn) (t > 0),
where pt(γ1, . . . , γn) = γ
t
1 + γ
t
2 + · · ·+ γ
t
n.
(ii) If Q 6= 0, there exist β, γ1, γ2, . . . , γn ∈ C such that
u0 = n+ β and ut = pt(γ1, γ2, . . . , γn) +Q
−tβ (t > 0),
where pt(γ1, . . . , γn) = γ
t
1 + γ
t
2 + · · ·+ γ
t
n.
Proof. (i). Assume that Q = 0. Then, sl
〈0〉
2 [x] coincides with the current Lie algebra
sl2[x] of sl2. Moreover, the Lie subalgebra of sl2[x] generated by X
±
0 and J0 is
isomorphic to sl2. Thus, by the representation theory of sl2, we have u0 = n.
For u1, . . . , un, there exist γ1, . . . , γn ∈ C such that
uk = pk(γ1, . . . , γn) for k = 1, . . . , n(5.5.1)
by Lemma A.2.
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By the definition, we have
J 〈k〉1 =
1
k
k∑
z=1
(−1)z−1JzJ
〈k−z〉
1(5.5.2)
since we assume Q = 0. By the induction on k together with (5.5.1), (5.5.2) and
(A.1.1), we can show that
J 〈k〉1 · v = ek(γ1, . . . , γn)v for k = 1, . . . , n,(5.5.3)
where ek(γ1, . . . , γn) =
∑
1≤i1<i2<···<ik≤n
γi1γi2 . . . γik .
By the induction on t, we prove that
ut = pt(γ1, . . . , γn) (t > 0).(5.5.4)
If t ≤ n, (5.5.4) follows from (5.5.1). If t > n, by Lemma 5.4 in the case where
s = 1, we have
utv = J(t−n)+n · v =
n−1∑
k=0
(−1)n−k+1J(t−n)+kJ
〈n−k〉
1 · v.
By the assumption of the induction together with (5.5.3) and (A.1.2), we have
utv =
n−1∑
k=0
(−1)n−k+1pt−n+k(γ1, . . . , γn)en−k(γ1, . . . , γn)v = pt(γ1, . . . , γn)v.
(ii). Assume that Q 6= 0. For u0, u1, . . . , un, there exist β, γ1, . . . , γn ∈ C such
that
u0 = n+ β and uk = pk(γ1, . . . , γn) +Q
−kβ for k = 1, . . . , n(5.5.5)
by Lemma A.2.
By the induction on k, we prove that
J 〈k〉0 · v = ek(θ1, θ2, . . . , θn)v for k = 1, . . . , n,(5.5.6)
where θi = 1−Qγi (1 ≤ i ≤ n) and ek(θ1, . . . , θn) =
∑
1≤i1<i2<···<ik≤n
θi1θi2 . . . θik .
In the case where k = 1, we have J 〈1〉0 · v = (J0 + (−Q)J1) · v. Then we have
J 〈1〉0 · v = e1(θ1, . . . , θn)v by (5.5.5).
In the case where 1 < k ≤ n, by the definition, we have
J 〈k〉0 · v =
1
k
k∑
z=1
(−1)z−1
( z∑
w=0
(
z
w
)
(−Q)wJw
)
J 〈k−z〉0 · v.
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Applying the assumption of the induction to the right-hand side, we have
J 〈k〉0 · v =
1
k
k∑
z=1
(−1)z−1ek−z(θ1, . . . , θn)
( z∑
w=0
(
z
w
)
(−Q)wJw
)
· v,(5.5.7)
where we note that J 〈0〉0 = e0(θ1, . . . , θn) = 1. On the other hand, by (5.5.5), we
have
z∑
w=0
(
z
w
)
(−Q)wJw · v = pz(θ1, . . . , θn)v (1 ≤ z ≤ k ≤ n),(5.5.8)
where we note that
∑z
w=0
(
z
w
)
(−1)w = 0. By (5.5.7) and (5.5.8) together with
(A.1.1), we have (5.5.6).
By the induction on t, we prove that
ut = pt(γ1, . . . , γn) +Q
−tβ (t > 0).(5.5.9)
If t ≤ n, (5.5.9) follows from (5.5.5). If t > n, by Lemma 5.4 in the case where
s = 0, we have
n∑
w=0
(
n
w
)
(−Q)wJ 〈1〉(t−n−1)+w · v =
n−1∑
k=0
(−1)n−k+1
( k∑
w=0
(
k
w
)
(−Q)wJ 〈1〉(t−n−1)+w
)
J 〈n−k〉0 · v.
By (5.5.6) , we have
n∑
w=0
(
n
w
)
(−Q)wJ 〈1〉(t−n−1)+w · v
=
n−1∑
k=0
(−1)n−k+1en−k(θ1, . . . , θn)
( k∑
w=0
(
k
w
)
(−Q)wJ 〈1〉(t−n−1)+w
)
· v.
(5.5.10)
On the other hand, for k ≥ 0, we have
k∑
w=0
(
k
w
)
(−Q)wJ 〈1〉(t−n−1)+w =
k+1∑
w=0
(
k + 1
w
)
(−Q)wJ(t−n−1)+w(5.5.11)
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since J 〈1〉(t−n−1)+w = J(t−n−1)+w + (−Q)J(t−n−1)+w+1. Then, by (5.5.11) and the as-
sumption of the induction, we have
n∑
w=0
(
n
w
)
(−Q)wJ 〈1〉(t−n−1)+w · v
= (−Q)n+1Jt · v +
n∑
w=0
(
n+ 1
w
)
(−Q)w
(
p(t−n−1)+w(γ1, . . . , γn) +Q
−((t−n−1)+w)β
)
v
(5.5.12)
and
k∑
w=0
(
k
w
)
(−Q)wJ 〈1〉(t−n−1)+w · v
=
k+1∑
w=0
(
k + 1
w
)
(−Q)w
(
p(t−n−1)+w(γ1, . . . , γn) +Q
−((t−n−1)+w)β
)
v
(5.5.13)
for k = 0, 1, . . . , n− 1. Moreover, by the direct calculations, we have
k+1∑
w=0
(
k + 1
w
)
(−Q)w
(
p(t−n−1)+w(γ1, . . . , γn) +Q
−((t−n−1)+w)β
)
= p
(γ)
k+1(θ1, . . . , θn)
(5.5.14)
for k ≥ 0, where p(γ)k+1(θ1, . . . , θn) = γ
t−n−1
1 θ
k+1
1 + γ
t−n−1
2 θ
k+1
2 + · · · + γ
t−n−1
n θ
k+1
n .
Then, by (5.5.10), (5.5.12), (5.5.13) and (5.5.14), we have
(−Q)n+1Jt · v − (−Q)
n+1
(
pt(γ1, . . . , γn) +Q
−tβ
)
v + p
(γ)
n+1(θ1, . . . , θn)
=
n−1∑
k=0
(−1)n−k+1en−k(θ1, . . . , θn)p
(γ)
k+1(θ1, . . . , θn).
Applying (A.3.2) to the right-hand side, we have
Jt · v =
(
pt(γ1, . . . , γn) +Q
−tβ
)
v.

5.6. By Lemma 5.2 and Proposition 5.5, we see that the highest weight u = (ut)t≥0
of a simple highest weight U(sl
〈Q〉
2 [x])-module L(u) has the form
u0 =
{
n if Q = 0
n+ β if Q 6= 0,
ut =
{
pt(γ1, γ2, . . . , γn) if Q = 0,
pt(γ1, γ2, . . . , γn) +Q
−tβ if Q 6= 0
(5.6.1)
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for some n ∈ Z≥0 and β, γ1, γ2, . . . , γn ∈ C if L(u) is finite dimensional.
Let C[x] be the polynomial ring over C with the indeterminate variable x, and
let C[x]monic be the subset of C[x] consisting of monic polynomials. We define the
set C[x]
〈Q〉
monic by
C[x]
〈Q〉
monic =
{
C[x]monic if Q = 0,
{ϕ ∈ C[x]monic | Q−1 is not a root of ϕ} if Q 6= 0.
Recall that
B
〈Q〉 =
{
{0} if Q = 0,
C if Q 6= 0.
We define the map
C[x]
〈Q〉
monic × B
〈Q〉 →
∏
t≥0
C, (ϕ, β) 7→ u〈Q〉(ϕ, β) = (u〈Q〉(ϕ, β)t)t≥0(5.6.2)
by
u〈Q〉(ϕ, β)t =

degϕ+ β if t = 0,
pt(γ1, γ2, . . . , γn) if t > 0 and Q = 0,
pt(γ1, γ2, . . . , γn) +Q
−tβ if t > 0 and Q 6= 0,
when ϕ = (x− γ1)(x− γ2) . . . (x− γn). We see that the map (5.6.2) is injective, and
it gives a bijection between C[x]
〈Q〉
monic×B
〈Q〉 and the set of highest weight u = (ut)≥0
satisfying (5.6.1), where we note that
pt(γ1, . . . , γn, Q
−1, . . . , Q−1︸ ︷︷ ︸
k
) +Q−tβ = pt(γ1, . . . , γn) +Q
−t(β + k).
Then we have the following corollary of Lemma 5.2 and Proposition 5.5.
Corollary 5.7. Any finite dimensional simple U(sl
〈Q〉
2 [x])-module is isomorphic
to L(u〈Q〉(ϕ, β)) for some (ϕ, β) ∈ C[x]〈Q〉monic × B
〈Q〉. Moreover, L(u〈Q〉(ϕ, β)) 6∼=
L(u〈Q〉(ϕ′, β ′)) if (ϕ, β) 6= (ϕ′, β ′).
5.8. Recall the evaluation modules from the paragraph 1.5. Let L(2) be the two-
dimensional simple U(sl2)-module, and v0 ∈ L(2) be a highest weight vector. We
consider the evaluation module L(2)evγ at γ ∈ C, then we see that
X+t · v0 = 0, Jt · v0 = γ
tv0 (t ≥ 0)
in L(2)evγ .
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For (ϕ = (x − γ1)(x − γ2) . . . (x − γn), β) ∈ C[x]
〈Q〉
monic × B
〈Q〉, we consider the
U(sl
〈Q〉
2 [x])-module
N(ϕ,β) = L(2)
evγ1 ⊗ L(2)evγ2 ⊗ · · · ⊗ L(2)evγn ⊗ Lβ,
where Lβ is the 1-dimensional U(sl〈Q〉2 [x])-module given in the paragraph 5.1. Let
v
(k)
0 ∈ L(2)
evγk (1 ≤ k ≤ n) be a highest weight vector, and Lβ = Cw0. Put
v(ϕ,β) = v
(1)
0 ⊗ v
(2)
0 ⊗ · · · ⊗ v
(n)
0 ⊗ w0. Then, for t ≥ 0, we have
X+t · v(ϕ,β) = 0(5.8.1)
and
Jt · v(ϕ,β) =

(n+ β)v(ϕ,β) if t = 0,
pt(γ1, γ2, . . . , γn)v(ϕ,β) if t > 0 and Q = 0,
(pt(γ1, γ2, . . . , γn) +Q
−tβ)v(ϕ,β) if t > 0 and Q 6= 0.
(5.8.2)
Let N ′(ϕ,β) be the U(sl
〈Q〉
2 [x])-submodule of N(ϕ,β) generated by v(ϕ,β). Then (5.8.1)
and (5.8.2) imply that N ′(ϕ,β) is a highest weight module of highest weight u
〈Q〉(ϕ, β),
andN ′(ϕ,β)/ radN
′
(ϕ,β) is isomorphic to the simple highest weight module L(u
〈Q〉(ϕ, β)).
From the construction, L(u〈Q〉(ϕ, β)) ∼= N ′(ϕ,β)/ radN
′
(ϕ,β) is finite dimensional for
each (ϕ, β) ∈ C[x]〈Q〉monic×B
〈Q〉. Combining with Corollary 5.7, we have the following
classification of finite dimensional simple U(sl
〈Q〉
2 [x])-modules.
Theorem 5.9. For (ϕ, β) ∈ C[x]〈Q〉monic × B
〈Q〉, the highest weight simple U(sl
〈Q〉
2 [x])-
module L(u〈Q〉(ϕ, β)) of highest weight u〈Q〉(ϕ, β) is finite dimensional, and we have
that
L(u〈Q〉(ϕ, β)) ∼= L(u〈Q〉(ϕ′, β ′))⇔ (ϕ, β) = (ϕ′, β ′)
for (ϕ, β), (ϕ′, β ′) ∈ C[x]〈Q〉monic × B
〈Q〉. Moreover,
{L(u〈Q〉(ϕ, β)) | (ϕ, β) ∈ C[x]〈Q〉monic × B
〈Q〉}
gives a complete set of isomorphism classes of finite dimensional simple U(sl
〈Q〉
2 [x])-
modules.
Remark 5.10. If Q 6= 0, the evaluation module L(2)evQ−1 at Q−1 is not simple.
Recall that L(2) is the two dimensional simple U(sl2)-module with a highest weight
vector v0. Put v1 = f · v0. Then we see that U(sl
〈Q〉
2 [x]) · v1 = Cv1 is a proper
U(sl
〈Q〉
2 [x])-submodule of L(2)
ev
Q−1 . Moreover, we have L(2)evQ−1/Cv1 ∼= L1 and
Cv1 ∼= L
−1 as U(sl
〈Q〉
2 [x])-modules.
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§ 6. Finite dimensional simple U(sl〈Q〉m [x])-modules
In this section, we classify the finite dimensional simple U(sl〈Q〉m [x])-modules. By
Proposition 2.6, any finite dimensional simple U(sl〈Q〉m [x])-module is isomorphic to
the simple highest weight module L(u) of highest weight u = (ui,t) ∈
∏m−1
i=1
∏
t≥0C.
Thus, it is enough to classify the highest weight u such that L(u) is finite dimen-
sional.
6.1. 1-dimensional representations. First, we consider the 1-dimensional repre-
sentations of sl〈Q〉m [x]. For each i = 1, 2, . . . , m−1, by checking the defining relations,
we have the homomorphism of algebras
ιi : U(sl
〈Qi〉
2 [x])→ U(sl
〈Q〉
m [x]) by X
±
t 7→ X
±
i,t, Jt 7→ Ji,t (t ≥ 0).(6.1.1)
Let L = Cv be a 1-dimensional U(sl〈Q〉m [x])-module. For each i = 1, 2, . . . , m−1,
when we regard L as a U(sl
〈Qi〉
2 [x])-module through the homomorphism ιi, we see
that L is isomorphic to Lβi for some βi ∈ B〈Qi〉 by Lemma 5.2. Thus, we have
X±i,t · v = 0, Ji,t · v =
{
0 if Qi = 0,
Q−ti βiv if Qi 6= 0
(1 ≤ i ≤ m− 1, t ≥ 0)(6.1.2)
for some β = (βi)1≤i≤m−1 ∈
∏m−1
i=1 B
〈Qi〉.
On the other hand, by checking the defining relations, we can define the 1-
dimensional U(sl〈Q〉m [x])-module L
β = Cv by (6.1.2) for each β = (βi) ∈
∏m−1
i=1 B
〈Qi〉.
Now we proved the following lemma.
Lemma 6.2. Any 1-dimensional U(sl〈Q〉m )-module is isomorphic to L
β for some
β ∈
∏m−1
i=1 B
〈Qi〉.
6.3. For u = (ui,t) ∈
∏m−1
i=1
∏
t≥0C, let v0 be a highest weight vector of the simple
highest weight U(sl〈Q〉m [x])-module L(u). When we regard L(u) as a U(sl
〈Qi〉
2 [x])-
module through the homomorphism ιi in (6.1.1) for each i = 1, . . . , m−1, we see that
the U(sl
〈Qi〉
2 [x])-submodule of L(u) generated by v0 is a highest weight U(sl
〈Qi〉
2 [x])-
module of highest weight ui = (ui,t)t≥0 ∈
∏
t≥0C with the highest weight vector
v0. Then, if L(u) is finite dimensional, we see that ui = u〈Qi〉(ϕi, βi) for some
(ϕi, βi) ∈ C[x]
〈Qi〉
monic × B
〈Qi〉 by Theorem 5.9 (or Corollary 5.7).
For (ϕ,β) = ((ϕi, βi))1≤i≤m−1 ∈
∏m−1
i=1
(
C[x]
〈Qi〉
monic × B
〈Qi〉
)
, we define
u〈Q〉(ϕ,β) = (u〈Q〉(ϕ,β)i,t)1≤i≤m−1, t≥0 ∈
m−1∏
i=1
∏
t≥0
C
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by
u〈Q〉(ϕ,β)i,t =

degϕi + βi if t = 0,
pt(γi,1, γi,2, . . . , γi,ni) if t > 0 and Qi = 0,
pt(γi,1, γi,2, . . . , γi,ni) +Q
−t
i βi if t > 0 and Qi 6= 0,
(6.3.1)
when ϕi = (x− γi,1)(x− γi,2) . . . (x− γi,ni) (1 ≤ i ≤ m− 1). Then we have that
(u〈Q〉(ϕ,β)i,t)t≥0 = u
〈Qi〉(ϕi, βi)
for each i = 1, 2, . . . , m− 1. From the definition, we see that
u〈Q〉(ϕ,β) = u〈Q〉(ϕ′,β′)⇔ (ϕ,β) = (ϕ′,β′)
for (ϕ,β), (ϕ′,β′) ∈
∏m−1
i=1
(
C[x]
〈Qi〉
monic × B
〈Qi〉
)
. By the above argument, any fi-
nite dimensional simple U(sl〈Q〉m [x])-module is isomorphic to L(u
〈Q〉(ϕ,β)) for some
(ϕ,β) ∈
∏m−1
i=1
(
C[x]
〈Qi〉
monic × B
〈Qi〉
)
.
On the other hand, for each (ϕ,β) ∈
∏m−1
i=1
(
C[x]
〈Qi〉
monic×B
〈Qi〉
)
, we can construct
a finite dimensional highest weight U(sl〈Q〉m [x])-module of highest weight u
〈Q〉(ϕ,β)
as follows.
Let ωj (1 ≤ j ≤ m − 1) be the fundamental weight of slm, and L(ωj) be the
simple highest weight U(slm)-module of highest weight ωj. Let v0 ∈ L(ωj) be a
highest weight vector, then we have ei · v0 = 0 and Hi · v0 = δijv0 (1 ≤ i ≤ m − 1)
by the definition. Recall that L(ωj)
evγ is the evaluation module of L(ωj) at γ ∈ C.
From the definition, we see that
X+i,t · v0 = 0, Ji,t · v0 = δijγ
tv0 (1 ≤ i ≤ m− 1, t ≥ 0)(6.3.2)
in L(ωj)
evγ .
For (ϕ,β) = ((ϕi, βi))1≤i≤m−1 ∈
∏m−1
i=1
(
C[x]
〈Qi〉
monic × B
〈Qi〉
)
, we consider the
U(sl〈Q〉m [x])-module
N(ϕ,β) =
(m−1⊗
j=1
nj⊗
k=1
L(ωj)
evγj,k
)
⊗ Lβ,
where nj and γj,k (1 ≤ k ≤ nj) are determined by ϕj = (x − γj,1)(x− γj,2) . . . (x −
γj,nj) for each j = 1, 2, . . . , m − 1, and β = (βi)1≤i≤m−1. Let v
(j,k)
0 ∈ L(ωj)
evγj,k
(1 ≤ j ≤ m − 1, 1 ≤ k ≤ nj) be a highest weight vector, and Lβ = Cw0. Put
v(ϕ,β) = (⊗
m−1
j=1 ⊗
nj
k=1 v
(j,k)
0 )⊗ w0 ∈ N(ϕ,β), then we have
X+i,t · v(ϕ,β) = 0, Ji,t · v(ϕ,β) = u
〈Q〉(ϕ,β)i,t v(ϕ,β) (1 ≤ i ≤ m− 1, t ≥ 0)(6.3.3)
36 Kentaro Wada
by (6.3.2). Let N ′(ϕ,β) be the U(sl
〈Q〉
m [x])-submodule of N(ϕ,β) generated by v(ϕ,β).
Then (6.3.3) implies that N ′(ϕ,β) is a finite dimensional highest weight module of
highest weight u〈Q〉(ϕ,β). Then we obtain the following classification of finite di-
mensional simple U(sl〈Q〉m [x])-modules.
Theorem 6.4. For (ϕ,β) ∈
∏m−1
i=1
(
C[x]
〈Qi〉
monic × B
〈Qi〉
)
, the highest weight simple
U(sl〈Q〉m [x])-module L(u
〈Q〉(ϕ,β)) of highest weight u〈Q〉(ϕ,β) is finite dimensional,
and we have that
L(u〈Q〉(ϕ,β)) ∼= L(u〈Q〉(ϕ′,β′))⇔ (ϕ,β) = (ϕ′,β′)
for (ϕ,β), (ϕ′,β′) ∈
∏m−1
i=1
(
C[x]
〈Qi〉
monic × B
〈Qi〉
)
Moreover,
{L(u〈Q〉(ϕ,β)) | (ϕ,β) ∈
m−1∏
i=1
(
C[x]
〈Qi〉
monic × B
〈Qi〉
)
}
gives a complete set of isomorphism classes of finite dimensional simple U(sl〈Q〉m [x])-
modules.
§ 7. Finite dimensional simple U(gl〈Q〉m [x])-modules
In this section, we classify the finite dimensional simple U(gl〈Q〉m [x])-modules.
By Proposition 1.4 (iii), sl〈Q〉m [x] is a Lie subalgebra of gl
〈Q〉
m [x]. The difference of
representations of gl〈Q〉m [x] from one of sl
〈Q〉
m [x] is given by the family of 1-dimensional
U(gl〈Q〉m [x])-modules {L˜
h | h ∈
∏
t≥0C}. We remark that L˜
h (h ∈
∏
t≥0C) is
isomorphic to the trivial representation as a U(sl〈Q〉m [x])-module when we restrict
the action.
7.1. 1-dimensional representations. For β = (βi)1≤i≤m−1 ∈
∏m−1
i=1 B
〈Qi〉, by
checking the defining relations, we can define the 1-dimensional U(gl〈Q〉m [x])-module
L˜β = Cv by
X±i,t · v = 0, Ji,t · v =
{
0 if Qi = 0,
Q−ti βiv if Qi 6= 0
(1 ≤ i ≤ m− 1, t ≥ 0),
Ij,t · v =
(m−1∑
k=j
Jk,t
)
· v (1 ≤ j ≤ m− 1, t ≥ 0), Im,t · v = 0 (t ≥ 0).
Note that Jj,t = Ij,t − Ij+1,t in U(gl
〈Q〉
m [x]), we see that L˜
β ∼= Lβ as U(sl〈Q〉m [x])-
modules when we restrict the action on L˜β to U(sl〈Q〉m [x]) through the injective
homomorphism Υ in the proposition 1.4 (iii).
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For h = (ht)t≥0 ∈
∏
t≥0C, we can also define the 1-dimensional U(gl
〈Q〉
m [x])-
module L˜h = Cv by
X±i,t · v = 0, Ij,t · v = htv (1 ≤ i ≤ m− 1, 1 ≤ j ≤ m, t ≥ 0).
We see that L˜h ∼= L0 as U(sl〈Q〉m [x])-modules when we restrict the action on L˜
h to
U(sl〈Q〉m [x]) where 0 = (0)1≤i≤m−1 ∈
∏m−1
i=1 B
〈Qi〉 (i.e. L0 is the trivial representation).
Then we have the following classification of 1-dimensional U(gl〈Q〉m )-modules.
Lemma 7.2. Any 1-dimensional U(gl〈Q〉m [x])-module is isomorphic to L˜
β ⊗ L˜h for
some β ∈
∏m−1
i=1 B
〈Qi〉 and h ∈
∏
t≥0C. We have that
L˜β ⊗ L˜h ∼= L˜β
′
⊗ L˜h
′
⇔ (β,h) = (β′,h′).
Moreover, we see that L˜β ⊗ L˜h ∼= Lβ as U(sl〈Q〉m [x])-modules when we restrict the
action on L˜β ⊗ L˜h to U(sl〈Q〉m [x]).
Proof. Let L = Cv be a 1-dimensional U(gl〈Q〉m )-module. By restricting the action
on L to U(sl〈Q〉m ) through the injective homomorphism Υ in the proposition 1.4 (iii),
we have
X±i,t · v = 0,
Ji,t · v = (Ii,t − Ii+1,t) · v =
{
0 if Qi = 0,
Q−ti βiv if Qi 6= 0
(1 ≤ i ≤ m− 1, t ≥ 0)
(7.2.1)
for some β = (βi) ∈
∏m−1
i=1 B
〈Qi〉 by Lemma 6.2.
On the other hand, for t ∈ Z≥0, there exists ht ∈ C such that
Im,t · v = htv(7.2.2)
since dimL = 1. Then (7.2.1) and (7.2.2) imply taht
Ij,t · v =
(m−1∑
k=j
Jk,t + ht
)
· v (1 ≤ j ≤ m− 1, t ≥ 0), Im,t · v = htv (t ≥ 0).
Then we see that L ∼= L˜β ⊗ L˜h. The remaining statements are clear. 
7.3. For u˜ = (u˜j,t) ∈
∏m
j=1
∏
t≥0 C, let v0 be a highest weight vector of the sim-
ple highest weight U(gl〈Q〉m [x])-module L(u˜). By restricting the action on L(u˜) to
U(sl〈Q〉m [x]), Theorem 6.4 implies that
u˜i,t − u˜i+1,t = u
〈Q〉(ϕ,β)i,t (1 ≤ i ≤ m− 1, t ≥ 0)(7.3.1)
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for some (ϕ,β) ∈
∏m−1
i=1 (C[x]
〈Qi〉
monic × B
〈Qi〉) if L(u˜) is finite dimensional.
For t ∈ Z≥0, let ht ∈ C be such that
u˜m,t = ht.(7.3.2)
By (7.3.1) and (7.3.2), we have
u˜j,t =
m−1∑
k=j
u〈Q〉(ϕ,β)k,t + ht (1 ≤ j ≤ m− 1, t ≥ 0), u˜m,t = ht (t ≥ 0)
for some (ϕ,β) ∈
∏m−1
i=1 (C[x]
〈Qi〉
monic × B
〈Qi〉) and h = (ht) ∈
∏
t≥0C if L(u˜) is finite
dimensional.
For (ϕ,β,h) = ((ϕi, βi)1≤i≤m−1, (ht)t≥0) ∈
∏m−1
i=1 (C[x]
〈Qi〉
monic × B
〈Qi〉) ×
∏
t≥0C,
we define
u˜〈Q〉(ϕ,β,h) = (u˜〈Q〉(ϕ,β,h)j,t) ∈
m∏
j=1
∏
t≥0
C
by
u˜〈Q〉(ϕ,β,h)j,t =

m−1∑
k=j
u〈Q〉(ϕ,β)k,t + ht if 1 ≤ j ≤ m− 1 and t ≥ 0,
ht if j = m and t ≥ 0.
From the definition, we see that
u˜〈Q〉(ϕ,β,h) = u˜〈Q〉(ϕ′,β′,h′)⇔ (ϕ,β,h) = (ϕ′,β′,h′)
for (ϕ,β,h), (ϕ′,β′,h′) ∈
∏m−1
i=1 (C[x]
〈Qi〉
monic×B
〈Qi〉)×
∏
t≥0 C. By the above argument,
any finite dimensional simple U(gl〈Q〉m [x])-module is isomorphic to L(u˜
〈Q〉(ϕ,β,h))
for some (ϕ,β,h) ∈
∏m−1
i=1 (C[x]
〈Qi〉
monic × B
〈Qi〉)×
∏
t≥0C.
On the other hand, for each (ϕ,β,h) ∈
∏m−1
i=1 (C[x]
〈Qi〉
monic×B
〈Qi〉)×
∏
t≥0C, we can
construct a finite dimensional highest weight U(gl〈Q〉m [x])-module of highest weight
u˜〈Q〉(ϕ,β,h) as follows.
Let P =
⊕m
i=1 Zεi be the weight lattice of glm. Put ω˜l = ε1 + ε2 + · · · + εl for
l = 1, 2, . . . , m−1. Let L(ω˜l) be the simple highest weight U(glm)-module of highest
weight ω˜l, and v0 ∈ L(ω˜l) be a highest weight vector. Then, we have
ei · v0 = 0 (1 ≤ i ≤ m− 1) and Kj · v0 =
{
v0 if 1 ≤ j ≤ l,
0 if l < j ≤ m.
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Recall that L(ω˜l)
e˜vγ is the evaluation module of L(ω˜l) at γ ∈ C. From the definition,
we see that
X+i,t · v0 = 0 (1 ≤ i ≤ m− 1, t ≥ 0), Ij,t · v0 =
{
γtv0 if 1 ≤ j ≤ l,
0 if l < j ≤ m
(t ≥ 0)
(7.3.3)
in L(ω˜l)
e˜vγ . (We remark that L(ω˜l)
e˜vγ ∼= L(ωl)evγ as U(sl
〈Q〉
m [x])-modules when we
restrict the action on L(ω˜l)
e˜vγ to U(sl〈Q〉m [x]).)
For (ϕ,β,h) = ((ϕi, βi)1≤i≤m−1, (ht)t≥0) ∈
∏m−1
i=1 (C[x]
〈Qi〉
monic × B
〈Qi〉) ×
∏
t≥0C,
we consider the U(gl〈Q〉m [x])-module
N˜(ϕ,β,h) =
(m−1⊗
l=1
nl⊗
k=1
L(ω˜l)
e˜vγl,k
)
⊗ L˜β ⊗ L˜h,
where nl and γl,k (1 ≤ k ≤ nl) are determined by ϕl = (x−γl,1)(x−γl,2) . . . (x−γl,nl)
for each l = 1, 2, . . . , m − 1, and we put β = (βi)1≤i≤m−1 and h = (ht)t≥0. Let
v
(l,k)
0 ∈ L(ω˜l)
e˜vγl,k (1 ≤ l ≤ m − 1, 1 ≤ k ≤ nl) be a highest weight vector,
L˜β = Cw0 and L˜h = Cz0. Put v(ϕ,β,h) = (⊗
m−1
l=1 ⊗
nl
k=1 v
(l,k)
0 )⊗w0⊗ z0 ∈ N˜(ϕ,β), then
we have
X+i,t · v(ϕ,β,h) = 0, Ij,t · v(ϕ,β,h) = u˜
〈Q〉(ϕ,β,h)j,t v(ϕ,β,h)(7.3.4)
for 1 ≤ i ≤ m− 1, 1 ≤ j ≤ m and t ≥ 0 by (7.3.3). Let N˜ ′(ϕ,β,h) be the U(gl
〈Q〉
m [x])-
submodule of N˜(ϕ,β,h) generated by v(ϕ,β,h). Then (7.3.4) implies that N˜
′
(ϕ,β,h) is a
finite dimensional highest weight module of highest weight u˜〈Q〉(ϕ,β,h). Now we
obtain the following classification of finite dimensional simple U(gl〈Q〉m [x])-modules.
Theorem 7.4. For (ϕ,β,h) ∈
∏m−1
i=1
(
C[x]
〈Qi〉
monic×B
〈Qi〉
)
×
∏
t≥0 C, the highest weight
simple U(gl〈Q〉m [x])-module L(u˜
〈Q〉(ϕ,β,h)) of highest weight u˜〈Q〉(ϕ,β,h) is finite
dimensional, and we have that
L(u˜〈Q〉(ϕ,β,h)) ∼= L(u˜〈Q〉(ϕ′,β′,h′))⇔ (ϕ,β,h) = (ϕ′,β′,h′)
for (ϕ,β,h), (ϕ′,β′,h′) ∈
∏m−1
i=1
(
C[x]
〈Qi〉
monic × B
〈Qi〉
)
×
∏
t≥0C. Moreover,
{L(u˜〈Q〉(ϕ,β,h)) | (ϕ,β,h) ∈
m−1∏
i=1
(
C[x]
〈Qi〉
monic × B
〈Qi〉
)
×
∏
t≥0
C}
gives a complete set of isomorphism classes of finite dimensional simple U(gl〈Q〉m [x])-
modules.
We also have the following corollary.
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Corollary 7.5. For (ϕ,β,h) ∈
∏m−1
i=1
(
C[x]
〈Qi〉
monic × B
〈Qi〉
)
×
∏
t≥0C, we have
L(u˜〈Q〉(ϕ,β,h)) ∼= L(u〈Q〉(ϕ,β)) as U(sl〈Q〉m [x])-modules
when we restrict the action on L(u˜〈Q〉(ϕ,β,h)) to U(sl〈Q〉m [x]).
Proof. We prove that L(u˜〈Q〉(ϕ,β,h)) is also simple when we restrict the action to
U(sl〈Q〉m [x]). Then the isomorphism follows from the definitions of u˜
〈Q〉(ϕ,β,h) and
u〈Q〉(ϕ,β).
Let v0 ∈ L(u˜〈Q〉(ϕ,β,h)) be a highest weight vector as the U(gl
〈Q〉
m [x])-module.
Then we have
L(u˜〈Q〉(ϕ,β,h)) = U(n−) · v0
by the triangular decomposition in Proposition 1.4 (iv). This implies that
L(u˜〈Q〉(ϕ,β,h)) = U(sl〈Q〉m [x]) · v0.(7.5.1)
Assume that L(u˜〈Q〉(ϕ,β,h)) is not simple as a U(sl〈Q〉m [x])-module by the
restriction, then L(u˜〈Q〉(ϕ,β,h)) contains a non-zero proper simple U(sl〈Q〉m [x])-
submodule which is a highest weight U(sl〈Q〉m [x])-module. This implies that there
exist an element w0 ∈ L(u˜
〈Q〉(ϕ,β,h)) such that X+i,t ·w0 = 0 (1 ≤ i ≤ m−1, t ≥ 0)
and w0 6∈ Cv0. Then U(gl
〈Q〉
m [x]) · w0 turns out to be a non-zero proper U(gl
〈Q〉
m [x])-
submodule of L(u˜〈Q〉(ϕ,β,h)). This is a contradiction. 
Appendix A. Some combinatorics
A.1. Let Z[x1, . . . , xn] be the ring of polynomials in independent variables x1, . . . , xn
over Z. For k ∈ Z>0, put
pk(x1, . . . , xn) = x
k
1 + x
k
2 + · · ·+ x
k
n ∈ Z[x1, . . . , xn],
ek(x1, . . . , xn) =
∑
1≤i1<i2<···<ik≤n
xi1xi2 . . . xik ∈ Z[x1, . . . , xn].
Namely, pk(x1, . . . , xn) is the power sum symmetric polynomial of degree k, and
ek(x1, . . . , xn) is the elementary symmetric polynomial of degree k. We also put
e0(x1, . . . , xn) = 1. Then, for k > 0, we have
kek(x1, . . . , xn) =
k∑
z=1
(−1)z−1pz(x1, . . . , xn)ek−z(x1, . . . , xn)(A.1.1)
by [M, §1 (2.11’)]. For s > n, we have
0 =
s∑
z=1
(−1)z−1pz(x1, . . . , xn)es−z(x1, . . . , xn)
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=
s−1∑
z=1
(−1)z−1pz(x1, . . . , xn)es−z(x1, . . . , xn) + (−1)
s−1ps(x1, . . . , xn)
=
s−1∑
z=s−n
(−1)z−1pz(x1, . . . , xn)es−z(x1, . . . , xn) + (−1)
s−1ps(x1, . . . , xn),
where we note that es−z(x1, . . . , xn) = 0 if z < s− n. Put w = z − s+ n, we have
n−1∑
w=0
(−1)n−w+1ps−n+w(x1, . . . , xn)en−w(x1, . . . , xn) = ps(x1, . . . , xn)(A.1.2)
for s > n.
Lemma A.2. For n ∈ Z>0 and u1, u2, . . . , un ∈ C, the simultaneous equations
p1(x1, x2, . . . , xn) = u1,
p2(x1, x2, . . . , xn) = u2,
...
pn(x1, x2, . . . , xn) = un
(A.2.1)
has a solution in C.
Proof. We prove the lemma by the induction on n. In the case where n = 1, it is
clear. If n > 1, the equations (A.2.1) are equivalent to the equations
p1(x1, x2, . . . , xn−1) = u1 − xn,
p2(x1, x2, . . . , xn−1) = u2 − x2n,
...
pn−1(x1, x2, . . . , xn−1) = un−1 − xn−1n ,
pn(x1, x2, . . . , xn−1) = un − x
n
n.
(A.2.2)
By (A.1.1), we have
pn(x1, x2, . . . , xn−1)
=
n−1∑
i=1
(−1)i+n−1pi(x1, x2, . . . , xn−1)en−i(x1, x2, . . . , xn−1),
where we note that en(x1, x2, . . . , xn−1) = 0. On the other hand, we can write
en−i(x1, x2, . . . , xn−1) =
∑
λ⊢n−i
αλpλ(x1, x2, . . . , xn−1)
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for some αλ ∈ C, where pλ(x1, x2, . . . , xn−1) =
∏ℓ(λ)
j=1 pλj (x1, x2, . . . , xn−1) for λ =
(λ1, λ2, . . . ) ⊢ n− i. Thus we have
pn(x1, x2, . . . , xn−1) =
n−1∑
i=1
∑
λ⊢n−i
(−1)i+n−1αλpi(x1, x2, . . . , xn−1)pλ(x1, x2, . . . , xn−1).
(Note that {pµ(x1, x2, . . . , xn−1) | µ ⊢ k} is not linearly independent if k ≥ n. For
an example, we have p(3)(x1, x2) =
3
2
p(2,1)(x1, x2)−
1
2
p(1,1,1)(x1, x2).)
Then the equations (A.2.2) are equivalent to the equations
p1(x1, x2, . . . , xn−1) = u1 − xn,
p2(x1, x2, . . . , xn−1) = u2 − x
2
n,
...
pn−1(x1, x2, . . . , xn−1) = un−1 − xn−1n ,
n−1∑
i=1
∑
λ⊢n−i
(−1)i+n−1αλ(ui − x
i
n)
ℓ(λ)∏
j=1
(uλj − x
λj
n ) = un − x
n
n · · · (∗1).
(A.2.3)
Let βn be a solution of the equation (∗1) for the variable xn. By the assumption
of the induction, the simultaneous equations
p1(x1, x2, . . . , xn−1) = u1 − βn,
p2(x1, x2, . . . , xn−1) = u2 − β2n,
...
pn−1(x1, x2, . . . , xn−1) = un−1 − βn−1n
for variables x1, x2, . . . , xn−1 has a solution. We denote it by (x1, x2, . . . , xn−1) =
(β1, β2, . . . , βn−1). Then (x1, x2, . . . , xn) = (β1, β2, . . . , βn) gives a solution of (A.2.3).

A.3. We consider some modifications of the formulas (A.1.1) and (A.1.2) as fol-
lows. Let b = (b1, . . . , bn) be n independent variables, and we consider the ring of
polynomials Z[x1, . . . , xn][b1, . . . , bn]. For k ∈ Z>0, put
e
(b)
k (x1, . . . , xn)
=
∑
1≤i1<i2<···<ik≤n
(bi1 + bi2 + · · ·+ bik)xi1xi2 . . . xik ∈ Z[x1, . . . , xn][b1, . . . , bn]
and
p
(b)
k (x1, . . . , xn) = b1x
k
1 + b2x
k
2 + · · ·+ bnx
k
n ∈ Z[x1, . . . , xn][b1, . . . , bn].
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We also put e
(b)
0 = 1. Note that e
(b)
k (x1, . . . , xn) = 0 if k > n. Put 1 = (1, 1, . . . , 1),
then we have e
(1)
k (x1, . . . , xn) = kek(x1, . . . , xn) and p
(1)
k (x1, . . . , xn) = pk(x1, . . . , xn).
We consider the generating functions E(t), E(b)(t) and P (b)(t) by
E(t) =
∑
k≥0
ek(x1, . . . , xn)t
k ∈ Z[x1, . . . , xn][b1, . . . , bn][[t]],
E(b)(t) =
∑
k≥0
e
(b)
k+1(x1, . . . , xn)t
k ∈ Z[x1, . . . , xn][b1, . . . , bn][[t]],
P (b)(t) =
∑
k≥0
(−1)kp(b)k+1(x1, . . . , xn)t
k ∈ Z[x1, . . . , xn][b1, . . . , bn][[t]].
Then, we have
E(t) =
n∏
i=1
(1 + xit), P
(b)(t) =
n∑
i=1
bixi
1 + xit
and
P (b)(t)E(t) =
n∑
i=1
bixi
( n∏
j=1,j 6=i
(1 + xit)
)
= E(b)(t).
This implies that, for k ≥ 0,
e
(b)
k+1(x1, . . . , xn) =
k∑
z=0
(−1)zp(b)z+1(x1, . . . , xn)ek−z(x1, . . . , xn).(A.3.1)
In the case where k = n, we have
n∑
z=0
(−1)zp(b)z+1(x1, . . . , xn)en−z(x1, . . . , xn) = 0
since e
(b)
n+1(x1, . . . , xn) = 0. This implies that
n−1∑
z=0
(−1)n−z+1p(b)z+1(x1, . . . , xn)en−z(x1, . . . , xn) = p
(b)
n+1(x1, . . . , xn).(A.3.2)
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