We show that the pseudoflow algorithm for maximum flow is particularly efficient for the bipartite matching problem both in theory and in practice. We develop several implementations of the pseudoflow algorithm for bipartite matching, and compare them over a wide set of benchmark instances to state-ofthe-art implementations of push-relabel and augmenting path algorithms that are specifically designed to solve these problems. The experiments show that the pseudoflow variants are in most cases faster than the other algorithms.
Introduction
The bipartite matching problem is to find, in a given bipartite graph B = (V 1 ; V 2 , E), a matching containing a maximum number of edges. That is, a collection of edges M ⊆ E such that each node is adjacent to at most one of the edges in the matching M . For a survey on early literature on this problem the reader is referred to the book by Lawler [23] , Chapter 5.
The bipartite matching problem is equivalent to the maximum flow problem on an associated simple bipartite network. (A network is said to be simple if every node has a throughput capacity of 1 unit of flow.) Therefore, any maximum flow algorithm can be used to solve the bipartite matching problem. The network is constructed by adding source and sink nodes s and t, linking the source to all nodes of V 1 with arcs of capacity 1 and all nodes of V 2 to the sink with arcs of capacity 1, and directing all edges in the bipartite graph from V 1 to V 2 with capacity ≥ 1. Such a network is shown in Figure 1 . The maximum s, t-flow on this associated network corresponds to a solution to the maximum matching problem: an edge [i, j] : i ∈ V 1 , j ∈ V 2 is in the matching if and only if the corresponding arc (i, j) has a flow of one unit on it. Other than bipartite matching there are other well-known problems that are solved as maximum flow on simple bipartite networks. These include the vertex cover problem on a bipartite graph and the independent set problem, also known as the stable set problem, on a bipartite graph. We refer to the maximum flow algorithm for simple bipartite graphs as the bipartite matching algorithm although it applies to these problems as well.
Dinic's [14] maximum flow algorithm is particularly efficient for simple networks as demonstrated by Even and Tarjan [15] . For bipartite graphs, the running time is O( √ n 1 m), where n 1 = |V 1 | (w.l.o.g. n 1 ≤ n 2 = |V 2 |). Hopcroft and Karp [21] proposed an algorithm for bipartite matching with complexity O( √ κm), where κ is the cardinality of the maximum matching which is bounded by n 1 . Their algorithm is, in essence, the same as Dinic's algorithm adapted to bipartite matching. Feder and Motwani [16] obtained a bound of O( √ nm * ) for the bipartite matching algorithm that relies on speeding up Dinic's algorithm using graph compression. In the complexity expression, m * is the number of edges in the compressed graph, which is less than m by about a factor of log n. Using boolean word operations on λ-bit words, Cheriyan and Melhorn [11] obtained a bound of O( λ ) for sparse graphs and better than O( √ nm) for dense graphs). Mucha and Sankowski [24] described a randomized algorithm for matching in general (non-bipartite) graphs that runs in O(n ω ), where ω = 2.38 is the exponent of the best known matrix multiplication algorithm.
However, the theoretically efficient algorithms listed above tend to perform poorly in practice. Setubal [25, 26] showed that in practice, implementations of the push-relabel algorithm of Goldberg and Tarjan [18] were faster than those of Dinic's as well as the algorithm of Alt et al. Cherkassky et al. [12] developed several implementations of push-relabel and performed extensive experiments on several benchmark instances, showing push-relabel to be the fastest in practice.
In this paper, we apply the pseudoflow algorithm of Hochbaum [19, 20] to bipartite matching and examine its theoretical and practical performance. The pseudoflow algorithm was recently shown by Chandran and Hochbaum [9] to be the fastest algorithm in practice for the maximum flow problem, and by Hochbaum and Orlin to be as efficient as the push-relabel algorithm in theory; hence, it is reasonable to suspect that the pseudoflow algorithm is efficient for bipartite matching as well. The major contributions of our work are as follows.
2. We show that a variant of the pseudoflow algorithm, called the matching-pseudoflow algorithm, runs on a bipartite simple network in time O(min{n 1 κ, m} + √ κ min{κ 2 , m}). We then show that the insights generated from this approach allow to modify either Hopcroft and Karp's algorithm or the push-relabel maximum flow algorithm and achieve the same complexity. Using boolean operations on λ-bit words, we show that the complexity of the matching-pseudoflow algorithm can be further improved to O min m, n 1 κ,
Since the matching-pseudoflow algorithm could be viewed as a superior implementation of Dinic's algorithm, we compare the performance of the matching-pseudoflow to the best-known implementation of Dinic's algorithm to understand and quantify the key differences between the two algorithms.
Description of the pseudoflow algorithm
The pseudoflow algorithm and its properties are described in detail in Hochbaum [20] . The description is repeated here for completeness.
Preliminaries
Let G st be a graph (V ∪ {s, t}, A ∪ A s ∪ A t ), where A s and A t are the source-adjacent and sink-adjacent arcs respectively. A flow vector f = {f ij } (i,j)∈A∪As∪At is said to be feasible if it satisfies 1. Flow balance constraints: for each i ∈ V , (k,i)∈A∪As∪At f ki = (i,j)∈A∪As∪At f ij (i.e., inflow(i) = outflow(i)), and 2. Capacity constraints: the flow value is between the lower bound and upper bound capacity of the arc, i.e., ij ≤ f ij ≤ u ij . Without loss of generality, we assume henceforth that ij = 0 (e.g., Ahuja at al. [3] , pages [191] [192] [193] [194] [195] [196] .
A maximum flow is a feasible flow f * that maximizes the flow out of the source (or into the sink). The value of the maximum flow is For each node v ∈ V with positive excess, we add to the graph an arc (v, r) called an excess arc, and for each node u ∈ V with negative excess we add an arc (r, u) called a deficit arc. The network thus obtained is referred to as the extended network G ext = (V ∪ {r}, A ∪ A r ), where A r is the set of excess and deficit arcs. For a tree T , an arc (u, v) is said to be in-tree if the edge [u, v] ∈ T . Arcs that are not in tree are said to be out-of-tree. Given a pseudoflow f that saturates A s and A t , a normalized tree is a tree in G ext rooted at r that satisfies the following three properties.
Property 2.1
The nodes that do not satisfy flow balance constraints are the children of r and are the roots of their respective branches.
Property 2.2
The pseudoflow values of f on out-of-tree arcs are at the lower or upper bound capacities of the respective arcs.
Property 2.3
In every branch, all downward residual capacities are strictly positive.
A schematic description of a normalized tree is shown in Figure 2 .
The pseudoflow algorithm starts with any normalized tree and an associated pseudoflow. The generic initialization is the simple initialization: source-adjacent and sink-adjacent arcs are saturated while all other arcs have zero flow.
If a node v is both source-adjacent and sink-adjacent, then at least one of the arcs (s, v) or (v, t) can be pre-processed out of the graph by sending a flow of min{c sv , c vt } along the path s → v → t. This flow eliminates at least one of the arcs (s, v) and (v, t) in the residual graph. We henceforth assume w.l.o.g. that no node is both source-adjacent and sink-adjacent.
The simple initialization creates a set of source-adjacent nodes with excess, and a set of sink-adjacent nodes with deficit. Since all other arcs have zero flow, they are all out-of-tree arcs. Thus, each node is a singleton branch for which it serves as the root, even if it is balanced (with 0-deficit). The simple initialization results in a simple normalized tree shown in Figure 3 .
A labeling pseudoflow algorithm
In the labeling pseudoflow algorithm, all nodes carry a label v for all v ∈ V . Initially, all labels are set to the value 1. An iteration of the algorithm consists of identifying a branch with root carrying strictly positive excess, and attempting to push this excess towards the sink through the residual network. The process of pushing excesses towards the sink is performed via a merger. excess, a merger operation consists of identifying a merger arc with positive residual capacity from a node of label within the branch to some node of label − 1 in the graph.
A relabeling of a node is the increase of a node's label by one unit. A node of label is relabeled to + 1 if there is no merger arc in the residual graph to a neighbor of label − 1, and if all its children in the branch have label at least + 1. With these rules, the labels satisfy the following properties.
Lemma 2.1 (Hochbaum [19, 20] ) For the labeling pseudoflow algorithm, the labels satisfy:
The labels of nodes are monotone nondecreasing in the downwards direction in each branch.
Corollary 2.1 (Hochbaum [19, 20] ) The label assigned to a node throughout the labeling pseudoflow algorithm does not exceed the length of a shortest path to a sink-adjacent node in the residual graph plus the label of the sink-adjacent node. More generally, the positive difference in labels of two nodes does not exceed the length of the residual path between them.
For convenience, we henceforth refer to the branch containing the tail of the merger arc as the "frombranch" and the one containing the head of the merger arc as the"to-branch". Once a merger arc is identified, a merger operation is performed on the normalized tree. This consists of adding the merger arc to the normalized tree, and removing the arc from the root of the from-branch to the root of the normalized tree. The merger operation is shown in Figures 4(a) and (b) . At the end of a merger, the tree is not a normalized tree since it has a non-root node carrying positive excess. The merged branch is now renormalized, a process that may create any number of branches out of the merged branch. The process of renormalization of the merged branch consists of pushing the excess of the root of the from-branch towards the root of the tobranch and updating the pseudoflows and excesses. The path from the root of the from-branch to that of the to-branch is unique since they are nodes in a connected tree. For each edge on this path, the operation of pushing the excess from the child to its parent and updating the pseudoflow on the edge is called a push.
If only a part of the child's excess can be pushed to its parent due to insufficient residual capacity on that arc, the child retains some positive excess. The edge to its parent is then removed from the normalized tree and an excess arc is added for the child node making it the root (with positive excess) of a branch consisting of all nodes below it. This operation, called a split, is shown in Figures 4(b) and 4(c) .
If the root of a branch is relabeled to label n at some point in the algorithm, all nodes in this branch have label n. By Corollary 2.1, this implies that all deficit nodes are unreachable from nodes of label n. Hence, all nodes in the branch must be in the source set of a minimum cut, and can be ignored for the remainder of the algorithm. Thus, the algorithm terminates when (i) there are no branches with root carrying positive excess, or (ii) all such roots have a label of n.
When the algorithm terminates, we obtain a normalized tree and a pseudoflow where all nodes belonging to branches with positive excess (if they exist) have label n. This is not a feasible flow since the normalized tree has excess and deficits. However, the normalized tree contains information regarding a minimum cut, which is stated in the following theorem. Theorem 2.1 (Hochbaum [19, 20] ) The source node along with all nodes of label n in the normalized tree form the source set of a minimum cut while the remaining nodes form the sink set of a minimum cut.
Implementation details
Limiting the number of arc scans: During the labeling algorithm, the arcs adjacent to each node are examined at most once (see Hochbaum [19, 20] ) for each value of the node's label. To implement this, we maintain a pointer at each node to the arc that was last scanned to find a merger. If any node is visited more than once for a given label, the search for mergers resumes from the last scanned arc, thus ensuring that each arc is scanned at most once for each label. When a node is relabeled, the pointer is reset to the start of its list of adjacent arcs. Root management: The labeling algorithm requires that all roots with positive excess and of a particular label be available when queried. To achieve this, the roots are maintained in an array of buckets, where a bucket contains all roots with positive excess and with a particular label. The order in which roots within a bucket are processed for mergers appears to make a difference to the pseudoflow algorithm. Anderson and Hochbaum [6] experimented with three branch management policies:
• FIFO: Each bucket is maintained as a queue; roots are added to the rear of the queue, and roots are retrieved from the front of the queue.
• FIFO: Each bucket is maintained as a stack; roots are added to the top of the stack, and roots are retrieved from the top of the stack.
• Wave: This is a variant of the LIFO policy. Each bucket is still maintained as a stack, with roots being added to the top of the stack and being retrieved from the top. However, when the excess of a root changes while it is in the bucket, it is moved up to the top of the stack.
Note that the wave management policy is the same as the LIFO policy for the lowest label variant since the excess of a root with positive excess does not change while it is in a bucket. (When a root is processed in the lowest label algorithm, all mergers are from a branch with positive excess to one with non-positive excess, leaving all other roots with positive excess unchanged.)
Gap Relabeling: We use the gap-relabeling heuristic of Derigs and Meier [13] , who introduced it in the context of push-relabel. When we process a branch whose root has label and there are no nodes in the graph with label − 1, we conclude that the entire branch has no residual paths to the sink and is hence a part of the source set of a min cut. The entire branch can thus be ignored for the rest of the algorithm. In practice, this is achieved by setting the labels of all nodes in that branch to n. The Min-cut Stage refers to all the operations executed until a minimum cut is obtained.
Lowest and highest label pseudoflow variants
In the generic labeling algorithm, the branch with a root carrying positive excess that is selected for processing (finding mergers) is chosen arbitrarily. In the lowest label variant, the root carrying positive excess with the lowest label is identified and the branch is processed for mergers so long as its root remains the lowest labeled root with positive excess. In the highest label variant, the branch that is chosen is the one with root of highest label, i.e., at each iteration the root carrying positive excess with highest label is identified and that branch is processed. Note that in the lowest label variant, the root of the from-branch has positive excess while that of the to-branch has non-positive excess, while in the highest label variant, roots of both the from-branch and to-branch could have positive excess.
Complexity of the pseudoflow algorithm for bipartite matching
We now analyze the complexity of the highest and lowest label psuedoflow algorithms when applied to bipartite matching.
Definition 3.1
The algorithm is said to be in phase when nodes of label are being examined for mergers.
Let the cardinality of the maximum matching in G be κ. Since the graph is bipartite, every alternate node in any path in the network must be a V 2 -node. The shortest path from any node in the network to a node with strict deficit (i.e., an unmatched V 2 node) can contain at most κ matched V 2 -nodes, hence its length is at most 2κ. By Corollary 2.1 this means that the label of each node (and hence the number of phases) for the lowest label algorithm is O(κ), while that for the highest label algorithm is O(n 1 ).
Proposition 3.1 The depth of the normalized tree is O(κ).
Proof: Consider a path from a node up to the root of the normalized tree. Since the graph is bipartite, the path is made up of alternating nodes from V 1 and V 2 . Thus, every alternate edge in the path is a valid matching, which bounds the length of the path (and thus the depth of the tree) by 2κ.
The implication of the above proposition is that the work done per merger is O(κ). Proof: Hochbaum [19, 20] showed that each arc is examined O(1) times per phase. Since there are O(κ) phases and m arcs, the total number of arc scans is O(κm).
Each time a node is processed, its neighbors are examined in order to find a merger. Since there are O(n 1 ) nodes in the normalized tree, at most n 1 neighbors need to be examined in order to find a merger or determine that no merger exists. Thus, the total number of arc scans is the number of nodes in the normalized tree times the number of arc scans per phase times the number of phases, which is O(n Following the pseudopolynomial complexity analysis of the generic lowest label pseudoflow algorithm from Hochbaum [19, 20] , we get a bound of O(n 1 κ) on the number of mergers for the lowest label variant. The number of mergers in the highest label pseudoflow algorithm is O(n 1 m) (as shown by Hochbaum [19, 20] , the number of mergers is bounded by m times the number of phases).
The total work done in the pseudoflow algorithm is the number of arc scans plus the number of mergers times work per merger (which is O(κ) as shown above). Thus, the complexity of the lowest label pseudoflow algorithm for bipartite matching is O(min{κm, n 2 1 κ} + n 1 κ 2 ), while that of the highest label algorithm is O(κn 1 m).
The free-arcs pseudoflow algorithm for bipartite matching
In the free-arcs version of the pseudoflow algorithm, the normalized tree satisfies the following property in addition to Properties 2.1 through 2.3. The only difference from the perviously described pseudoflow algorithm is in the split operation, which is now initiated if the upward residual capacity of an in-tree arc becomes zero after a push.
The implication of the above property is that the normalized tree contains only "free" arcs, i.e., arcs that have flow strictly between their lower and upped bounds.
Given a bipartite graph G = (V 1 ; V 2 , E), the flow network is constructed by adding source and sink nodes s and t, linking the source to all nodes of V 1 with arcs of capacity 1 and all nodes of V 2 to the sink with arcs of capacity 1, and directing all edges in the bipartite graph from V 1 to V 2 with infinite capacity. For the free-arcs algorithm, the infinite capacity on arcs from V 1 to V 2 implies that all in-tree arcs have unit flow while all out-of-tree arcs have flow equal to the lower bound of zero (the flow on an arc can never be at its upper bound).
Lemma 4.1
The pseudoflow algorithm for bipartite matching can create only four types of branches -two types of strong branches ST 1 and ST 2 , and two types of weak branches W T 1 and W T 2 (as described in Figure  5 (a)). Figure 6 : Types of mergers that can occur in the free-arcs pseudoflow algorithm for bipartite matching.
Each W T 2 and ST 2 branch contains an edge between a V 1 node and a V 2 node, and all branches are nodedisjoint. Thus, the set of W T 2 and ST 2 branches represent a valid matching, which leads to the following property.
Property 4.2 The number of ST 2 and W T 2 branches is bounded by κ, the cardinality of the maximum matching.
Complexity of the free-arcs pseudoflow algorithm for bipartite matching
All the results in Section 3 are still valid, except that the work done per merger is now O(1). The complexity of the free-arcs version of the pseudoflow algorithm is thus the number of arc scans plus the number of mergers, which is O(min{κm, n 
The matching-pseudoflow algorithm
The matching-pseudoflow algorithm is a pseudoflow algorithm with global relabeling and delayed relabeling. We first introduce the concept of two-edge distance labels in the graph.
Definition 5.1
The two-edge distance label of a node is the number of V 1 -nodes in the shortest path from that node to a W T 1 branch in the residual network.
The notion of two-edge distances in bipartite graphs has been used previously e.g. by Ahuja et al. [4] . Initially, all labels of nodes in V 1 , which are ST 1 branches, are set to 1 and the labels of nodes in V 2 , which are W T 1 branches, are set to 0. Throughout the algorithm the labels of nodes that form W T 1 branches remain 0 as their two-edge distance (to themselves) is 0.
Delayed relabeling means that all possible mergers from lowest labeled strong nodes of label are performed without relabeling the nodes when no merger is found. Once all the nodes of label have been examined for mergers, all the node labels are set to be the shortest two-edge distance to a W T 1 branch in the residual graph and the set of all mergers starting from the lowest labeled strong root are again performed. The process of computing all the node distance labels is referred to as global relabeling [17] .
We now demonstrate that the two-edge distance labels satisfy properties analogous to (a) and (b) of Lemma 2.1. Property (a) is satisfied by the distance labels of nodes which are the lengths of the shortest residual path from each node to the sink. The second property of monotonicity (b) is shown to be satisfied next. Proof: Two-edge distance labels satisfy that both nodes in a W T 2 branch have the same label: In a W T 2 branch, all arcs into its root (a V 2 -node) other than that from its child (a V 1 -node) carry zero flow; the arc from its child carries a flow of 1 unit. The arc from its child is the only arc with positive residual capacity adjacent to the root. Thus, the root can reach a W T 1 node only through its child and the shortest path from the root to a W T 1 branch will contain the shortest path from its child to a W T 1 branch. So the number of V 1 -nodes in the shortest path from the root to a W T 1 branch will be the same as that in the shortest path from its child to a W T 1 branch, ensuring that the root and child have the same two-edge distance label.
A similar argument holds for the ST 2 branches. Let R be the label of the right child and L be the label of the left child (assume w.l.o.g. that R ≤ L ). The root of an ST 2 branch can reach a W T 1 branch only through on of its children; so the label of the root from a W T 1 branch will be equal to R , the smaller label of the two children. Since there is a residual arc (of infinite capacity) from the left child to the root, the two-edge distance from the left child to the right is 1. Hence, L ≤ R + 1, and the label of the left child is at least equal to and at most one greater than the label of the root.
Definition 5.2
Stage of the algorithm is the maximal set of mergers that occur while the shortest two-edge distance from a strong node to a W T 1 branch is .
An initialization procedure, equivalent to a stage 1, creates a maximal set of W T 2 branches by scanning the neighbors of each V 1 -node to identify an unmatched V 2 -node and then performing a merger. Since the cardinality of the maximum matching is at most κ, we need to scan at most κ neighbors of each V 1 -node to identify an unmatched V 2 -node or determine that none exists. Also, each arc is scanned at most once, so the complexity of this procedure is O(min{m, n 1 κ}). At the end of the initialization, the shortest two-edge distance from a ST 1 branch to a W T 1 branch is at least 2.
We now elaborate on the implementation of a stage. To facilitate the description, we introduce the following notation for labels of nodes in a branch. The labels of an ST 2 branch are represented by the triplet (lef t, root, right) which represent the labels of the left child, root, and right child respectively. We will assume w.l.o.g. that the left child has label greater than or equal to that of the right child. Labels in a W T 2 branch are represented by the pair (child, parent) which represent the labels of the child and parent respectively.
At the beginning of each stage, global relabeling is performed, and all nodes are "unflagged", which marks them as being unvisited. Mergers are allowed only between unvisited nodes.
The merger/split operations at each stage are such that they satisfy the property that the stage begins and ends with only W T 1 , ST 1 , and W T 2 branches; ST 2 branches are only formed temporarily during a stage. This inductive property holds initially for stage 2 since no ST 2 branches are formed in stage 1 (the greedy initialization).
Suppose that at the beginning of stage ≥ 2, the set of branches consists of ST 1 branches of label ≥ ; W T 2 branches in which both the nodes have the same label p (1 ≤ p < ); and W T 1 branches which have label 0. Consider a sequence of mergers starting from a ST 1 branch of lowest label . The first merger is from a ST 1 branch of label to an unvisited root of a W T 2 branch with label ( − 1, − 1). This creates a ST 2 branch ( , − 1, − 1). This branch now has the lowest labeled strong root, and the search for mergers starts from the right child labeled − 1.
Suppose that at some point a merger results in a ST 2 branch (p + 1, p, p). The search for mergers now starts from the right child of this branch resulting in one of the following possible outcomes.
1. There is no merger to an unvisited weak node of label p − 1: Here we delay the relabeling of that node to the end of the stage and mark the root of the branch as being visited implying that the branch cannot participate in any more mergers at the current stage. In this case, a backtrack operation is performed to reverse the last merger and restore the structure of the branches to what it was prior to the last merger. This is shown in Figure 7 . For example, consider the case where the backtrack operation occurs from a branch of label ( , − 1, − 1) in stage . Suppose there are no mergers from the right child of this branch, then the backtrack operation splits the branch, creating a W T 2 branch of label ( − 1, − 1) and one ST 1 branch of label . The root of the W T 2 branch is marked as visited, and the search for mergers continues from the ST 1 branch. If no more mergers are possible from this node, it is marked as visited, and a new lowest labeled strong node is picked. This procedure continues until there are no more unvisited ST 1 nodes of label .
2. p > 1 and a merger is found to an unvisited root of a W T 2 branch of label (p − 1, p − 1): This creates a ST 2 branch of label (p, p − 1, p − 1) and the search for mergers continues from the right child of this branch.
3. p = 1 and a merger is found to a W T 1 branch which has label 0: This creates a new W T 2 branch (1, 0), incrementing the size of the current matching. The branches involved in this sequence of mergers are all marked as visited, and do not participate in any more mergers in stage . The process of searching for mergers then starts with an unvisited labeled strong node if there is one, or else the stage terminates.
No mergers We have thus proved the following lemma, which holds inductively given that stage 1 ends with ST 1 , W T 1 , and W T 2 branches.
Lemma 5.2
With the merger/split/backtrack operations described above, a stage that begins with only W T 1 , W T 2 , and ST 1 branches terminates with only these three branch types. A successful path contributes to the increase of the number of W T 2 branches by 1 which is equivalent to increasing the size of the matching. The mergers that form a successful path are called successful mergers. The next lemma proves that the procedure of flagging nodes as visited does not block off any successful paths, implying that all successful paths of length are found in stage .
Lemma 5.3 A node that is marked as visited in stage can no longer be part of a successful path of length .
Proof: If a V 2 -node has been marked as visited after no merger have been found from its right child, then that child cannot lead to any merger in the current stage. Hence, once a backtrack occurs, the V 2 -node is marked as visited, and need not be visited again during that stage.
If an unvisited V 2 -node, v of label p belongs to a successful path then it has a child of label p + 1 after the successful merger. If v were to participate in another successful merger at the same stage, the sequence of labels in this second successful path would be
The length of such a path is strictly greater than a two-edge distance since layer p is visited twice in this path. Thus, each V 2 -node participates in at most one successful path of length in stage . Hence, a node that was part of a successful merger is marked as visited, and need not be visited again during that stage.
Corollary 5.1 Each V 2 -node participates in at most one successful merger or one backtrack at each stage.
Corollary 5.2
The labels of all lowest labeled strong nodes of label at stage strictly increase after the termination of stage .
Performing global relabeling is equivalent to generating a so-called layered network (as in Dinic's maximum flow algorithm). In a layered network, each layer consists of all branches with a particular label. In stage , layer 0 consists of all nodes that have distance label 0, i.e., only W T 1 branches. Layers 1 through − 1 consist of W T 2 branches, and layer consists of ST 1 branches.
We now describe the procedure for generating the layered network, which is the critical part of our algorithm. Let the k-layer (0 ≤ k ≤ ) be the set of nodes with label k. The layered network can be generated by scanning all backward residual arcs from the sink using a Breadth-First-Search (BFS).
In a naive implementation of BFS one would start with all W T 1 branches (label 0) and look at all incoming arcs in the residual network to generate the 1-layer. This could take O(m) work and is expensive. An alternative approach is to check for each W T 2 branch whether it is in the 1-layer by checking if there is an arc from its child node to a W T 1 branch. Using the fact that labels are non-decreasing, we only need to check this for W T 2 branches that were of label 1 in the previous layered network.
Generating the 1-layer: The neighbors of each V 1 child node of label 1 in a W T 2 branch are scanned to identify a residual arc to a W T 1 branch. Since there are at most κ W T 2 branches, we need to scan at most κ neighbors of each V 1 -node of label 1 to identify a W T 1 neighbor node or determine that none exists (in which case the branch does not belong to the 1-layer). If a W T 1 node is not adjacent to a V 1 -node of label 1 in stage then it cannot be adjacent to that V 1 -node in any later stage. This is because no new W T 1 branches are created in any stage. Hence, each arc needs to be scanned at most once throughout the algorithm. By maintaining a pointer for each V 1 -node to the last arc scanned at each stage, and resuming the search from that arc in the next stage, we can ensure that each arc is scanned at most once throughout the algorithm.
Claim 5.1
The total work done to generate the 1-layer throughout the algorithm is O(min{κ 2 , m}).
Generating layers 2 through − 1: Given the set of W T 2 branches in layer p, the incoming residual arcs into the root of each W T 2 branch in layer p are examined to obtain neighbors in layer p + 1. Scanning the incoming residual arcs of a W T 2 branch stops if an ST 1 neighbor is found, since then p = − 1 and the W T 2 branch is in the − 1 layer its ST 1 neighbor is thus in the -layer. There are at most κ incoming arc scans for each W T 2 root required to label all the W T 2 branches in the next layer or find a ST 1 branch. Since there are at most κ roots of W T 2 branches and each arc is scanned at most once in each stage, so total work done in generating layers 2 through − 1 at each stage is O(min{κ 2 , m}).
Claim 5.2
The work done per stage to generate the layers 2 through − 1 is O(min{κ 2 , m}).
The layered network generated has all layers of weak branches up to the − 1-layer, and some ST 1 branches in the -layer. This -layer may not contain all the ST 1 branches of label since not all incoming arcs to the W T 2 branches were examined. However, by Corollary 5.1, it is sufficient to have at most one neighbor ST 1 branch for every W T 2 branch of label − 1. Therefore, instead of explicitly generating the entire -layer, once an ST 1 branch of label is found, it is determined that the W T 2 branch is in the −1-layer -the last layer of weak branches.
For each unvisited W T 2 branch of label − 1, we scan its incoming arcs to check for an ST 1 neighbor. If such an ST 1 branch is found, a sequence of mergers is initiated from this strong branch. If a successful path is found, or if no more mergers are possible from this strong branch, another unvisited W T 2 branch in the − 1 layer is chosen and its incoming arcs are scanned to identify a new ST 1 branch from which mergers are initiated. This continues until all the W T 2 branches in the − 1 layer have been visited or have been scanned for a neighboring ST 1 branch.
There are at most κ branches in the − 1 layer. For each such branch, at most 2κ incoming arcs need to be scanned to identify a new neighboring ST 1 branch. Also, each arc in the network is examined at most once, so the work done per stage in identifying the necessary ST 1 branches in the -layer is O(min{m, κ 2 }). Each arc participates in at most one merger per stage, each of which requires O(1) work; mergers thus require O(min{κ 2 , m}). A backtrack operation is performed at most once for each W T 2 branch, so work done in backtracking is O(κ) per stage.
Lemma 5.4
The work done per stage including generating the layered network, mergers, and backtrack operations is O(min{κ 2 , m}).
Lemma 5.5 The number of stages in the algorithm is O(
The proof is along the lines of those of Even and Tarjan [15] and Hopcroft and Karp [21] . Details are provided in Section A of the appendix.
Theorem 5.1 For input given in the form of adjacency lists, the complexity of the matching-pseudoflow algorithm is O(min{n 1 κ, m} + min{κ 2 , m} √ κ).
Proof: The complexity of initialization is O(min{n 1 κ, m}). There are O( √ κ) stages in the algorithm, each of which takes O(min{κ 2 , m}). The work to generate layer 1 is O(min{κ 2 , m}) throughout the algorithm. The total complexity is therefore O(min{n 1 κ, m} + min{κ 2 , m} √ κ).
A high-level description of the matching-pseudoflow algorithm is given in Figure 8 . Note that the matching-pseudoflow algorithm could be viewed as an efficient implementation of Dinic's algorithm with two-edge pushes: a successful path of mergers is essentially an augmenting path, while the procedure for generating the layered network is the same once greedy initialization has been performed. Similarly, the matching-pseudoflow algorithm could also be interpreted as an implementation of push-relabel with two-edge pushes that uses delayed relabeling and global relabeling.
Matching-pseudoflow with word operations
The complexity of the matching-pseudoflow algorithm can be further improved to O min{n 1 κ,
λ using boolean word operations, where λ is the length of a word, as done by Cheriyan and Mehlhorn [11] . The key idea is to represent the graph adjacency structure using words and performing boolean operations on these words to find merger arcs. Details are provided in Section B of the appendix.
A combined algorithm
We follow the approach of Alt et al. [5] to combine the matching-pseudoflow with and without words to describe new complexity bounds. The new bound is obtained by applying the matching-pseudoflow without words until a certain stage and then using word operations for the rest of the algorithm. The greedy initialization procedure is performed with words, which has a complexity of O(min{n 1 κ, n1n2 λ , m}). The words SUB-IN and SUB-OUT described in section B are also constructed irrespective of the algorithm used. These two operations have a complexity of O(min{n 1 κ, 
The work done until stage without using words is O( κ 2 ). Following analysis similar to that in the proof of Lemma 5.5, the remaining number of stages is κ/ . The work done beyond stage using word operations is O(κ 2.5 /λ). The value of that minimizes the total work done is obtained by solving for in the equation
λ . This yields = κ/λ and an overall complexity of O(min{n 1 κ,
), which is dominated by the complexity of the algorithm with word operations. Thus, when κ 2 ∈ O(m), combining the two algorithms does not provide any benefit.
The work done until stage is O( m). We again find the best value of by solving m = κ κ 2 λ , which gives = κ κ mλ . This leads to an overall complexity of O(min{n 1 κ,
. This is better than the √ κm complexity when κ 2 ∈ O(mλ). Table 1 summarizes the complexity results.
Algorithm Best when Complexity
With word operations Note that the complexity expressions for the matching-pseudoflow algorithm without words, the combined algorithm, and the matching-pseudoflow algorithm with words are correspondingly faster than the algorithms of Hopcroft and Karp [21] with complexity O( √ κm), Alt et al. [5] with complexity O(n 1.5 m λ ), and Cheriyan and Mehlhorn [11] with complexity O(
6 An experimental study
Implementations
We developed eight pseudoflow implementations for bipartite matching:
1. Five "regular" pseudoflow implementations-highest label with FIFO buckets (pseudo hi fifo), highest label with LIFO buckets (pseudo hi lifo), highest label with Wave buckets (pseudo hi wave), lowest label with FIFO buckets (pseudo lo fifo), and lowest label with FIFO buckets (pseudo lo lifo).
2. Two "free-arcs" variants-pseudo hi free and pseudo lo free that are the highest and lowest label implementations of the free-arcs pseudoflow algorithm. Both these implementation use LIFO buckets, which were found to be fastest in initial testing. We use a global relabeling heuristic that periodically re-computes distance labels to all V 1 -nodes in the graph.
3. The matching-pseudoflow algorithm.
The latest version of the code (version 1.01) is available at [8] .
Cherkassky et al. [12] developed the following algorithms for bipartite matching that implement "twoedge" pushes:
• bim dfs and bim bfs: These two variants apply a simple depth-first-search and breadth-first-search respectively to find augmenting s-t paths.
• pr bim hi, pr bim lo, and pr bim fifo: These are implementations of the highest label, lowest label, and FIFO push-relabel variants respectively.
• bim ar: The "augment-relabel" algorithm could be thought of as a hybrid between an augmenting path algorithm and push-relabel. It is similar in spirit to the basic algorithm described by Alt et al. [5] for the bipartite matching problem.
• bim lds: The "label-directed-search" variant uses a depth-first-search along with "approximate" distance labels that are periodically updated using global relabeling.
In addition, we tested dinic, an implementation of Dinic's algorithm by Setubal [25] , and abmp, a simplified implementation by Setubal [26] of the algorithm of Alt et al. [5] that is available as part of the BIPM solvers for bipartite matching [1] . While dinic was shown to have poor performance in practice, we use it mainly to compare it to matching-pseudoflow, which is its closest pseudoflow counterpart.
The pseudoflow codes, dinic, and abmp were written in C and compiled with the gcc compiler while those of Cherkassky et al. [12] were written in C++ and compiled used the g++ compiler. The -O4 compiler optimization flag was used in all cases.
Computing environment
The experiments were run on a Sun UltraSPARC workstation with a 270 MHz CPU and 192 MB of RAM. The results of the machine calibration experiment as suggested by the First Dimacs Implementation Challenge [2] are shown in Table 2 . 
Differences between matching-pseudoflow and dinic in practice
As noted earlier, the matching-pseudoflow algorithm has parallels to Dinic's algorithm (global relabeling is equivalent to generating a layered network in Dinic's algorithm, and a successful path is equivalent to an s-t augmenting path). However, what sets the matching-pseudoflow algorithm apart from Dinic's algorithm is the manner in which global relabeling is performed. In this section, we demonstrate that the global relabeling procedure which leads to a better theoretical complexity also makes a significant difference in practice.
In the matching-pseudoflow, only the nodes in the current matching and their adjacent edges are examined during global relabeling, whereas in Dinic's algorithm the entire network (including all unmatched V 2 -nodes) and their adjacent arcs are examined to construct the layered network. Therefore, in practice, we would expect the run-time of the matching-pseudoflow algorithm to be dependent largely on κ, while that of Dinic's algorithm to be dependent on m.
We implemented the matching-pseudoflow algorithm and compared it to the best-known implementation of Dinic's algorithm for bipartite matching [25] . Instances were generated in the following manner: given n 1 , n 2 , and the expected number of edges m, a graph is generated where each of the possible n 1 n 2 edges exists independently with probability m/(n 1 n 2 ). We generated problems with n 1 = 16384, and n 2 /n 1 ranging from 1 to 1.2 in steps of 0.01. Thus, the most unbalanced graph had 19661 nodes. For each of the 20 classes, we generated graphs with expected number of edges 81920, 163840, 245760, and 327680 respectively, which resulted in κ being exactly or very close to n 1 . For each of the combinations of n 2 and m, we generated 10 instances and the time for each instance was averaged over 5 runs. Thus, each data point is the average of 50 runs. The run-times are shown in Figure 9 . There are two key observations to be made from the results.
1. The matching-pseudoflow algorithm is more robust to imbalances in the graph. For Dinic's algorithm, the balanced instances are the hardest to solve; even small imbalances in the graph (n 2 = 1.01n 1 ) make drastic differences to the run-time.
2. The run-time of Dinic's algorithm goes up with the number of edges, but the run-time of the matchingpseudoflow is virtually independent of the number of edges. In fact, the hardest instances for the matching-pseudoflow appear to be the ones with fewest arcs.
Test instances
We tested the algorithms on the seven problem families (hilo, fewg, manyg, grid, hexa, rope, and zipf) used by Cherkassky et al. [12] . All the benchmark instances were balanced, i.e., n 1 = n 2 . The instances are described in greater detail in Section D of the appendix.
For each instance family, we report the results of our experiments for
• Five pseudoflow implementations: pseudo lo lifo and pseudo hi wave, which were found in initial testing to be the fastest variants for the lowest and highest label algorithms respectively, pseudo lo free, pseudo hi free, and matching-pseudoflow. All the pseudoflow variants were initialized with a greedy matching.
• Three implementations of Cherkassky et al. [12] : pr bim hi, pr bim lo, and the best implementation among pr bim fifo, bim dfs, bim bfs, bim ar, and bim lds. The pr bim hi and pr bim lo implementation were tested on all families to compare them to the free-arcs pseudoflow variants.
• Implementations abmp and dinic.
Results
• Hi-lo: The run-times and operation counts for hilo instances are presented in Figure 10 and Table 3 respectively.
The hilo family was designed to be much harder for the highest label push-relabel algorithm than the lowest label variant. As expected, pseudo hi free and bim hi free are the slowest, though the former is faster than the latter. The pseudo lo free variant is the fastest of all algorithms, and is more than twice as fast as bim lo free.
Interestingly, the pseudo hi wave is faster than pseudo lo lifo, showing once again that pseudoflow and push-relabel have very different behavior.
The pseudo hi wave and bim bfs algorithms show the best scaling behavior and are likely to be faster than pseudo lo free on larger instances. The matching-pseudoflow algorithm shows poor scaling behavior; it is faster than dinic on smaller instances but becomes slower on large instances.
The pseudo hi wave algorithm performs fewer arc scans and pushes (the dominant operations) than pseudo lo free, yet is slower. This suggests that the simplicity of the free-arcs implementations result in performance gains due to simplicity of code (which often leads to better compiler optimization).
• Fewg: The run-times and operation counts for fewg instances are presented in Figure 11 and Table  4 respectively.
The pseudo hi free and pseudo lo free algorithms are the fastest, and are more than twice as fast as the next-best algorithms (pr bim hi and pr bim lo). The difference seems to be in the number of arc scans performed.
The matching-pseudoflow and dinic algorithms are the slowest, though matching-pseudoflow is faster on all instance sizes.
• Manyg: The run-times and operation counts for manyg instances are presented in Figure 12 and Table 5 respectively.
The results are similar to the fewg instances. The pseudo hi free and pseudo lo free algorithms are the fastest, and are more than twice as fast as the next-best implementations (pr bim hi and pr bim lo), which is reflected in the number of arc scans performed.
While the matching-pseudoflow implementation is faster than dinic on all instance sizes, dinic appears to scale better and is likely to be faster on larger instances.
• Grid: The run-times and operation counts for grid instances are presented in Figure 13 and Table 6 respectively.
The scaling behavior of all the pseudoflow variants is extremely non-robust, making a comparison of the algorithms difficult. However, the pseudo hi free variant is the fastest on all instance sizes with the pseudo lo free variant close behind. These variants are more than twice as fast as the next-best algorithms (pr bim hi and pr bim lo).
The matching-pseudoflow algorithm is faster than dinic, although its scaling behavior is not robust.
The pseudo hi free, pseudo lo free, pr bim hi and pr bim lo algorithms did not perform any global relabeling. Hence, this would be a good family to understand the fundamental differences between the four implementations. We see that the push-relabel variants perform a greater number of each of the operations; however, it is difficult to draw strong conclusions due to the non-robust scaling behavior of the pseudoflow variants.
• Hexa: The run-times and operation counts for hexa instances are presented in Figure 14 and Table  7 respectively.
The pseudo hi free and pseudo lo free algorithms are the fastest, followed by pr bim lo which is 1.5-1.8 times slower, which is reflected in the number of arc scans performed.
The matching-pseudoflow algorithm is faster than dinic by a similar factor.
• Rope: The run-times and operation counts for rope instances are presented in Figure 15 and Table  8 respectively.
This was the only family where abmp showed good performance, and is the fastest of all algorithms. The matching-pseudoflow is only marginally slower. Both matching-pseudoflow and pseudo lo free scale better than abmp and are likely to be faster on larger instances. The matching-pseudoflow algorithm is much faster than dinic, while the pseudo hi free algorithm is an order of magnitude faster than pr bim hi.
The operation counts do not provide much insight.
• Zipf: The run-times and operation counts for zipf instances are presented in Figure 16 and Table 9 respectively.
The pseudo hi free algorithm is the fastest, with matching-pseudoflow close behind. The next best algorithm is pseudo lo free (note that this is the only family in which pseudo lo free) is not the best or nearly best algorithm.
The difference between the highest and lowest label variants seems to be due to the fact that no global relabels are triggered in the highest label variant, while the lowest label variants perform one relabel.
Discussion
We developed several variants of the pseudoflow algorithm for bipartite matching. One variant, the matchingpseudoflow algorithm was shown to have the best-known theoretical complexity for the problem. While the matching-pseudoflow could be viewed as a specialized implementation of Dinic's algorithm, we believe that the matching-pseudoflow is a natural extension of the generic pseudoflow algorithm, whereas Dinic's algorithm requires a greater degree of adaptation from its widely-accepted form. We also compared the matchingpseudoflow to Dinic's algorithm to point out the key differences between the two algorithms. We also developed several implementations of our algorithms and compared them to the fastest available codes based on the push-relabel algorithm. We draw the following conclusions from our experiments.
• Our best implementation was faster than that of Cherkassky et al. [12] on each problem family tested.
The psuedo lo free algorithm was the fastest or nearly fastest algorithm is six of the seven instance classes tested. On the remaining family (zipf), it was the third-fastest implementation and was within a factor of 2 of the fastest implementation. We hence declare this to be the best pseudoflow variant overall and recommend that it be the algorithm of choice when solving bipartite matching problems.
• The pseudo lo free variant was generally faster than the pseudo hi free variant. This is consistent with the behavior of push-relabel where the lowest label variant was found to be faster than the highest label variant. However, in the regular pseudoflow variant (without free arcs), the highest label variant was generally faster than the lowest label variant.
• While the psuedo lo free and pseudo hi free could be viewed as special implementations of the pushrelabel algorithm with a two-edge push, they are uniformly faster than the push-relabel implementations of Cherkassky et al. [12] .
This difference is not due only to the different global relabeling frequency. In the grid instances where no global relabeling was performed, push-relabel variants performed more operations such as arc scans and pushes than the pseudoflow variants.
• Although implementations based on the regular pseudoflow algorithm (i.e., without free arcs) were faster than push-relabel for unit capacity networks [10] , their performance is unimpressive for bipartite matching. This is surprising given that bipartite matching is a special case of unit capacity networks. In general, pseudo hi wave and pseudo lo lifo were at least a factor of 2 slower than the fastest algorithm. However, their performance was comparable to that of pr bim hi and pr bim lo on four of the families.
• The matching-pseudoflow algorithm is generally faster than dinic, and is nearly the fastest algorithm on two instance families. This is particularly interesting because the matching-pseudoflow algorithm could be viewed as an efficient implementation of Dinic's algorithm. Past experimental studies [25, 26, 12] have dismissed Dinic's algorithm as not being competitive in practice. However, the results here show that a careful implementation of Dinic's algorithm (i.e., the matching-pseudoflow) can be very efficient in practice.
• The experiments comparing matching-pseudoflow and dinic on random graphs clearly shows that the theoretically efficient global relabeling procedure is efficient in practice as well.
On benchmark instances, matching-pseudofow often performed a much greater number of global relabels. This is because matching-pseudoflow generates the layered network only until the lowest labeled layer of excess nodes and finds a blocking flow in this network, while dinic creates a layered network consisting of all excess nodes in the network and finds a blocking flow in this network. Table 9 : Operation counts for zipf instances.
A Proof of Lemma 5.5
Proof: Our analysis of the number of stages is essentially the same as that of Dinic's algorithm as per Even and Tarjan [15] and Hopcroft and Karp [21] . By construction, each layered network guarantees at least one successful path, as some W T 1 node is reachable through a sequence of mergers of length . We divide the stages into two parts: the first part includes stages of labels no larger than √ κ, and the second part consists of the stages with labels greater than √ κ. Since the label of the lowest labeled strong node strictly increases in each stage, the number of stages in the first part is at most √ κ. We show that the second part can also have at most √ κ stages. In the second part of the algorithm, the successful paths of length L > √ κ are equivalent to flow augmentations along a path of length 2L + 1. We now observe that each W T 2 branch contains a residual arc of capacity 1 from root to child, and the set of residual arcs in the W T 2 branches in any layer p > 0 of the network forms a valid cut in the residual graph. This is since it separates the roots in this layer and nodes with label greater than p from the children in the layer and nodes with label less than p as in Figure 17 . Thus the maximum flow value in the residual graph at the beginning of part two is no larger than the smallest number of branches in one of the layers. Since the layered network consists of at most κ branches and the number of layers is L, then the maximum flow in the residual graph can be no larger than κ L , which in the second part is no larger than √ κ. Thus the total number of augmentations in part two is at most √ κ. Since each layered network guarantees at least once augmentation, there are at most √ κ stages in the second part of the algorithm.
B Complexity using word operations
We show here how to use boolean operations to improve the complexity of the matching-pseudoflow algorithm. The characteristic vector of out-neighbors of each V 1 -node v is maintained as a binary word OUT(v) of length n 2 . OUT(v) is a word where the i th bit is 1 if there is an arc from v ∈ V 1 to i ∈ V 2 . We also maintain a characteristic vector of in-neighbors list as a word IN(v) of length n 1 for each node in v ∈ V 2 . IN(v) is a word where the i th bit is 1 if the arc from i ∈ V 1 to v ∈ V 2 exists. These words are maintained in addition to the adjacency list which is a linked list of in and out neighbors for each node in the graph. The words and the adjacency list are used in parallel to achieve the better time complexity of the approach using only words and that using only the adjacency list. When we say that the two are used in parallel we imply that the adjacency list and word operations are accessed and used alternately.
Using λ-bit word operations (λ < n 1 ), we break OUT() and IN() into a concatenation of λ-bit words, and perform operations on these words. Each of these λ-bit words is called a λ-w ord and the j th λ-word is denoted by OUT j (v). Three boolean operations are used:
1. LEAD: Given a word W , lead(W ) returns the index of the leading non-zero bit in W , and 0 if all bits are 0.
AND:
Given two words A and B of the same length, A ∧ B is a word whose i th bit is 1 iff the i th bits of A and B are 1, and 0 otherwise.
OR:
Given two words A and B of the same length, A ∨ B is a word whose i th bit is 1 if the i th bit of A or B (or both) is 1, and 0 otherwise.
If we wish to perform any of the above operations on a word of k bits using word operations on words of λ bits where λ < k, each k-bit word operation can be done in O( k λ ) steps. Any boolean operation (∧, ∨, lead) on a λ-word counts as a single operation. Given two nodes i ∈ V 1 and j ∈ V 2 , the bits corresponding to the arc (i, j) in IN(j) and OUT(i) can be accessed and modified in O(1).
Initialization For each node v ∈ V 1 , we look at the next arc in its out neighbors in the adjacency list. If this arc does not lead to an unmatched W T 1 node, we perform a lead(OUT 1 (v)) operation. If lead(OUT 1 (v)) equals 0, we return to the adjacency list and look at the next arc. Again, if this arc does not lead to an unmatched V 2 -node, a lead operation is performed on the next unscanned λ-word (OUT 2 (v)). This procedure of looking at the next λ-word and the next arc in the adjacency list until an unmatched V 2 neighbor is found, or the end of the list is reached. In the adjacency list, either a neighboring W T 1 branch is found or all the neighbors are exhausted in at most κ arc scans for each V 1 -node. Thus, there are at most n 1 κ arc scans. Further, each arc is looked at most once, so the complexity is O (min{n 1 κ, m}) .
In OUT(v), either a neighboring W T 1 branch is found or all the neighbors are exhausted in O(n 2 /λ) operations. A neighboring W T 1 branch, if it exists, is thus found in O(min{n 1 κ, m,
Once a merger is executed, the bits corresponding to the merger arc in the IN() and OUT() words must be changed. Since there are at most κ mergers during initialization, and each requires O(1) work, the work done to maintain these words is O(κ). Building the 1-layer Similar to the initialization, for each child v of a W T 2 branch, we search for a merger arc by looking in parallel at the next neighbor in the adjacency list and performing a lead() operation on the next λ-word OUT(v). The search terminates either when a W T 1 neighbor is found or the end of the list is reached, which occurs in min{κ, n 2 /λ} operations. Since there are at most kappa nodes that are children of a W T 2 branch and each arc is scanned at most once in the entire algorithm, the total work to generate the 1-layer of the layered network throughout the algorithm is O(min{κ 2 , n 2 κ/λ, m}). Building the layered network We now describe the use of word operations in generating a layered network upwards from the 1-layer. With the exception of the -layer, all the branches in the layered network are W T 2 branches. We first discuss labeling the W T 2 branches, and later discuss how to find the -layer.
We construct words for the sub-graph induced only by the nodes in the W T 2 branches. That is, each node v ∈ V 1 which is the child of a W T 2 branch has an associated word SUB-OUT(v) containing the subset of its out-neighbor nodes that are in W T 2 branches, the length of which is at most κ. Note that this is different from OUT(v) which is a word of length n 2 and contains all out neighbors of v, not just those that are in W T 2 branches.
The i th bit of SUB-OUT(v) is 1 if an arc exists from v to the i th node which is a root of a W T 2 branch. Similarly, the roots of the W T 2 branches have a word SUB-IN(v) of size at most κ representing the inneighbors of v that are children in a W T 2 branch. We will use SUB-IN() to build the layered network and SUB-OUT() while pushing flow through this network.
Initially Each time a singleton node (either W T 1 or ST 1 branch) becomes part of a W T 2 branch either during initialization or later in the algorithm, we add a bit corresponding to that node to the existing SUB-IN() and SUB-OUT() words, and create a new word for that node. This is equivalent to adding a row and column to the SUB-matrix. The total work throughout the algorithm is O(κ 2 ) since there are O(κ) words each of size O(κ), and adding a bit to the words is an O(1) operation.
Two more types of words are needed to construct the layered network. 3. A REACHED word of size κ that keeps track of V 1 -nodes that have not been reached by the upward breadth-first-search in each stage to create the layered network. The i th bit is 0 if that node has been assigned to a layer, and 1 otherwise. All the bits of this word are set to 1 at the beginning of each stage.
Once we have computed the 1-layer of the network, V 1 LAYER(1) is populated with 1 in the locations of the nodes in the 1-layer. REACHED is then populated with 0 in the locations of the V 1 -nodes in the 1-layer. Step 4: Get SUB-IN(Parent(a))
Step 6: Compute V 1 LAYER(2)
Step 5: Get SUB-IN(Parent(b))
Step 1: Build V 1 LAYER(1)
Step 2: Initialize REACHED = ¬ (V 1 LAYER(1))
Step 3: Build V 2 LAYER(1) Figure 19 : Finding V 1 -nodes in the 2-layer from V 2 LAYER(1) using word operations.
The V 2 LAYER (1) is now constructed by successively looking at each λ-word in V 1 LAYER(1) and performing a lead() operation on that word. If the result of the lead() operation is non-zero, then we know the index of a V 1 -node in the 1-layer, and its unique parent's bit is changed in the V 2 LAYER(1). The 1-bit corresponding to the output of the lead() operation is now set to 0, and another lead() operation is performed on the same word. Identifying a 1-bit and changing it continues until the result of the lead() operation is zero, in which case we move to the next λ-word and perform a lead() operation on that word to find a 1-bit. Now, given V 2 -nodes {v 1 , . . . , v j } in the 1-layer, V 1 LAYER (2) is The V 2 -nodes in the 2-layer are obtained from V 1 LAYER(2) (the parent of a V 1 -node in the 2-layer is a V 2 -node in the 2-layer). The REACHED word is updated, the V 2 LAYER(2) word is constructed a bit at a time using the V 2 -nodes in the 2-layer. As above, V 1 LAYER(3) is now constructed from the SUB-IN() words of V 2 -nodes in the 2-layer and REACHED. This continues until there are no more changes in REACHED.
The complexity of constructing the V 2 LAYER() from the V 1 LAYER() takes O(κ 2 /λ) throughout the stage. The number of word operations that result in finding a 1-bit in the V 1 LAYER, and changing the corresponding bit in the V 2 LAYER is at most κ, since there are at most κ W T 2 branches. The number of word operations that result in not finding a 1-bit is O(κ/λ) for each layer since each V 1 LAYER() is of length κ and we look at the next λ-word when we do not find a 1-bit. There are at most κ layers, so the work done in finding the V 2 LAYER() words given the V 1 LAYER() words is O(κ 2 /λ) per stage. An operation is performed on each λ-word of SUB-IN() at most once for each node in a stage, and SUB-IN() is of length at most κ; so the work to generate the layered network is O(κ 2 /λ). The work to update the REACHED word is O(κ) per stage.
At this point, we have the two-edge distances of all W T 1 branches. To find the set of ST 1 immediately reachable from this set, we use IN() (not SUB-IN() since we want to reach nodes outside the set of W T 2 branches) and the incoming arcs in the adjacency list, in parallel, for each node to check if a ST 1 branch is reachable from this node. Finding the -layer is done analogously to finding the 1-layer. For each node v that is the root of a W T 2 branch, an incoming arc in the adjacency list is scanned for a ST 1 neighbor. If no merger is found, a lead() operation is performed on λ bits of the IN 1 (v) to check for an ST 1 neighbor. If no merger is found, the next arc in the adjacency list is looked at. This procedure of looking at the next arc in the incoming arcs in the adjacency list and performing a lead() on the next λ-word of IN(v) in parallel continues until a ST 1 neighbor is found, or all the neighbors are exhausted. Since IN(v) is a word of length n 1 , the end of this word is reached in O(n 1 /λ) operations. The end of the adjacency list is reached in at most κ arc scans of the adjacency list. Further, each arc is looked at most once so the total work done throughout the algorithm in checking for ST 1 neighbors is O(min{κn 1 /λ, κ 2 , m}).
We also maintain a word VISITED (of length at most κ) that keeps track of the branches that have been visited at each stage, i.e., the i th bit of this word is 1 if the root of the branch has not been visited in that stage. All bits in this word are initially set to 1.
To push flow through the network, we use V 2 LAYER(), VISITED, and SUB-OUT() to identify a merger arc. For a node v ∈ V 1 of label p, the set of arcs from node v to an unvisited node of layer p − 1 is found by V 2 LAYER(p − 1) ∧ SUB-OUT(v) ∧ VISITED. A lead() operation on this resultant word gives a merger arc if it exists.
Each time a merger is found, one more branch becomes visited. Therefore, there can be at most κ mergers in each stage. Hence, there are at most κ word operations that lead to mergers, which takes O(κ) work. Each time a node is revisited in a stage, the search for mergers starts from the last λ-word checked for a merger; so the work done in word operations that do not find a mergers is O (κ/λ) 
C An alternative approach
We now show that it is possible to achieve the theoretical complexity of the matching-pseudoflow algorithm by a clever analysis of Hopcroft and Karp's matching algorithm [21] 1 . Given graph G = (V 1 ∪ V 2 , E), let the cardinality of the greedy matching be κ g . Denote the nodes in the maximal matching by V g ⊆ V , then |V g | = 2κ g . Lemma C.1 κ ≤ 2κ g .
Proof:
Every edge in the graph has at least one end point in V g (otherwise, an edge with neither end point in V g can be added to the matching, which contradicts maximality). Therefore, every edge in an optimal matching must also have at least one end point in V g . Thus, the cardinality of the maximum matching is bounded by the cardinality of the set V g , which is 2κ g .
For each v ∈ V g , let E g (v) denote the set of edges that have one end point in v and the other end point in another node in V g . We now construct a graph G * = (V 1 ∪ V 2 , E * ), where E * ⊆ E contains the following edges:
(i) For every node v ∈ V g with degree ≤ 2κ g in G, E * contains all edges adjacent to v. 1 We thank an anonymous referee for this analysis
(ii) For every node v ∈ V g with degree > 2κ g in G, E * contains all edges in E g (v) and an arbitrary subset of 2κ g − |E g (v)| edges adjacent to v that are not in E g (v) . That is, a subset of 2κ g edges adjacent to v that contain all the edges in E g (v).
Each node v ∈ V g in G * has at most 2κ g neighbors by construction. Since every edge is adjacent to some node in V g and |V g | = 2κ g , the total number of edges in E * is at most 4κ 2 g . Since κ g ≤ κ, E * has O(min{m, κ 2 }) edges.
Theorem C.1 A maximum matching in G * has cardinality κ.
Min-cut Proof: Let the cardinality of a maximum matching in G * be denoted by κ * . We obtain the maximum matching by solving for a minimum cut in a graph G * st obtained by adding a source node s, a sink node t, and unit capacity arcs from s to all nodes in V 1 and from all nodes in V 2 to t. Let the source set of the minimum cut in be S * = {s} ∪ S 1 ∪ S 2 and the sink set be T * = {t} ∪ T 1 ∪ T 2 where S 1 ∪ T 1 = V 1 and S 2 ∪ T 2 = V 2 as shown in Figure 20 . Then, the capacity of this minimum cut is κ * , i.e., |T 1 | + |S 2 | = κ * . The maximum matching in G is similarly obtained by solving for a minimum cut in a graph G st (obtained by adding a source and a sink node, and arcs adjacent to the source and sink); this minimum cut has capacity κ ≤ n 1 ≤ n 2 .
Suppose (for contradiction) that κ * < κ. Then, S 1 , S 2 , T 1 , and T 2 are non-empty (if any of these sets were empty, then κ * = n 1 which contradicts the assumption that κ * < κ ≤ n 1 ). The minimum s, t-cut (S * , T * ) in G * st cannot be a finite cut in G st since it has a capacity strictly less than the minimum cut in G st . Then, there exists some arc (i, j) in G st but not in G * st such that i ∈ S 1 and j ∈ T 2 . Since the arc (i, j) was removed from G to generate G * , it means that node i has exactly 2κ g neighbors in G * . Further, since i is in the source set of a finite cut in G * st , all the neighbors of i must belong to S 2 . That is, |S 2 | ≥ 2κ g . We have shown that κ * > |S 2 | since T 1 is non-empty. Therefore, κ * > |S 2 | ≥ 2κ g ≥ κ, contradicting the assumption that κ * < κ.
The above observations and theorem suggest the following algorithm:
1. Generate a maximal matching (takes O(min{m, n 1 κ}) work).
2. Construct graph G * as described above (takes O(min{m, κ 2 }) work).
3. Solve for a maximum matching using the Hopcroft-Karp algorithm. Since the number of edges in G *
is O(min{m, κ 2 }), and the number of nodes is O(κ), the complexity is O( √ κ min{m, κ 2 }).
