The …nancial crisis has shown that neither VAR nor simple DSGE macro-modelling is fully ready to deal explicitly with the issue of …nancial frictions and stability that play an important role in modern business cycle ‡uctuations. DSGE models that incorporate …nancial frictions could deal with the transmission mechanism of standard shocks changes and how monetary policy is a¤ected by the presence of frictions, as well as with optimal macroprudential policies and the impact of capital requirements. However, DSGE and VAR models are still linear and they do not consider time-variation in parameters that could account for inherent nonlinearities and capture the adaptive underlying structure of the economy in a robust manner. In this paper, a novel multivariate state-space estimation method for time-varying VAR models is introduced. As an extension to the standard homoskedastic TVP-VAR we employ a Markov-switching heteroskedastic error structure. Overall, we conduct a comparative empirical analysis of the out-of-sample predictive performance of simple and hybrid DSGE models against standard VARs, Bayesian VARs, Factor Augmented VARs and TVP-VARs, using datasets from the US economy. We apply advanced Bayesian and Quasi-optimal …ltering techniques in estimating and forecasting the models. From a modelling point of view we focus on the interaction of frictions both at …rms' level and in the banking sector in order to examine the transmission mechanism of the shocks and to re ‡ect on the response of the monetary policy to increases in interest rate spreads, especially after the …nancial crisis. A …rst attempt is made to …nd macro-…nancial micro-founded DSGE models as well as adaptive TVP-VARs, which are able to re ‡ect reality better.
Introduction
Dynamic stochastic general equilibrium (DSGE) models are widely used among central banks and institutions as well as in the academia in order to test alternative monetary, …scal and macroprudential policies under di¤erent scenarios. However, the …nancial crisis shows that the workhorse of contemporary DSGE modelling is not fully ready to deal explicitly with the issue of credit frictions and …nancial stability, which play an important role in modern business cycle. In recent times there have been some e¤orts to model …nancial factors: Goodfriend and McCallum (2007) , Christiano et al. (2010) , Curdía and Woodford (2010) , Gerali et al. (2010) , Gertler and Kiyotaki (2010) and Gertler and Karadi (2011) constitute some promising attempts to study the e¤ects of …nancial intermediation on business cycle ‡uctuations and policy design. In particular, DSGE models with …nancial frictions could deal with many issues, such as: (i) the e¤ect of …nancial shocks on real variables, (ii) how the transmission mechanism of "standard shocks" changes in presence of imperfect capital markets (iii) how optimal monetary policy is a¤ected by the presence of …nancial frictions and (iv) optimal macroprudential policies with respect to the impact on capital requirements. In the literature there are three main strands of research on …nancial frictions: (i) …nancial frictions at the level of …rms, following the seminal contribution of Bernanke et al. (1999) , (ii) frictions at the level of households in the form of collateral constraint introduced by Kiyotaki and Moore (1997) and Iacoviello (2005) and (iii) frictions at the level of …nancial intermediaries as in Gertler and Karadi (2011) . These di¤erent modelling techniques capture the problem of asymmetric information between borrowers and lenders, which leads to a constraint in the borrowers' ability to obtain credit.
The DSGE models appear to be particularly suited for evaluating the consequences of alternative macroeconomic policies, as shown in the works of Wouters (2003, 2004) , Del Negro and Schorfheide (2004) , Adolfson et al. (2008) and Christiano et al. (2005) . However, the calibrated dynamic stochastic general equilibrium models face many important challenges such as the fragility of parameter estimates, statistical …t and the weak reliability of policy predictions as reported in Stock and Watson (2001) , Ireland (2004) and Schorfheide (2010) . In recent years Bayesian estimation of DSGE models has become popular for many reasons, mainly because it is a system-based estimation approach that o¤ers the advantage of incorporating assumptions about the parameters based on economic theory. Recently, increasing e¤orts have been undertaken to use DSGE models for forecasting. DSGE models were not considered as forecasting tools until the works of Wouters (2003, 2004) on the predictability of DSGE models compared to alternative non-structural models. In the macro-econometric literature, hybrid or mixture DSGE models have become popular for dealing with some of the model misspeci…cations as well as the trade-o¤ between theoretical coherence and empirical …t (Schorfheide, 2010) . They are categorized in additive hybrid models and hierarchical hybrid models. The hybrid models provide a complete analysis of the data law of motion and better capture the dynamic properties of the DSGE models. In the recent literature, di¤erent attempts of hybrid models have been introduced for solving, estimating and forecasting with DSGEs. Sargent (1989) and Altug (1989) proposed augmenting a DSGE model with measurement error terms that follow a …rst order autoregressive process, known as the DSGE-AR approach. Ireland (2004) proposed a method that is similar to the DSGE-AR, but imposing no restriction on the measurement errors, assuming that residuals follow a …rst-order vector autoregression (DSGE-AR à l 'Ireland) . A di¤erent approach called DSGE-VAR was proposed by Del Negro and Schorfheide (2004) and was based on the works DeJong et al. (1996) and Ingram and Whiteman (1994) . The main idea behind the DSGE-VAR is the use of the VAR representation as an econometric tool for empirical validation, combining prior information derived from the DSGE model in estimation. However, it has several problems. One of the main problems in …nding a statistical representation for the data by using a VAR, is over…tting due to the inclusion of too many lags and too many variables, some of which may be insigni…cant. The problem of over…tting results in multicollinearity and loss of degrees of freedom, leading to ine¢ cient estimates and large out-of-sample forecasting errors. It is possible to overcome this problem by using the well-known "Minnesota" priors (Doan et al., 1984) . The use of "Minnesota" priors has been proposed to shrink the parameters space and thus overcome the curse of dimensionality. Following this idea in combining the DSGE model information and the VAR representation, two alternative econometric tools have been also introduced: the DSGE-FAVAR (Consolo et al., 2009 ) and the Augmented VAR-DSGE model (Fernández-de-Córdoba and Torres, 2010) . The main idea behind the Factor Augmented DSGE (DSGE-FAVAR) is the use of factors to improve the statistical identi…cation in validating the models. Consequently, the VAR representation is replaced by a FAVAR model as the statistical benchmark.
Nevertheless, DSGE and VAR modelling can be subject to the Lucas critique (Lucas, 1976) in that atheoretic statistical models as well as micro-founded models fail to take into account inherent nonlinearities of the economy. Even though VAR models are proven to be reliable tools for data description and forecasting, they can only be utilized in the analysis of stationary macro-series, and in many cases stationarity assumptions are too restrictive. In these cases, the use of time-varying parameters seems to be an attractive alternative in order to capture nonlinear economic relationships. The time-varying properties are very useful, because they relax stationarity assumptions, and they also provide a simple interpretation of functional coe¢ cients. Time varying autoregression (TVP-VAR) models have been developed since the early 1980's. Prado et al. (2001) o¤ers an excellent review. Primiceri (2005) used them extensively in analyzing macroeconomic policy issues. The TVP-VAR model enables capturing a possible time-varying nature of underlying structure in the economy in a ‡exible and robust manner. TVP-VAR models led to new methods of time series decomposition and analysis as presented with applications in Primiceri (2005) . In this paper, a novel time-varying multivariate state-space estimation method for TVP-VAR processes is proposed both for homoskedastic and heteroskedastic error structures. As an alternative to the homoskedastic TVP-VAR we assume that the error structure of the state space Kalman …lter is dependent on state variables, which are unobserved discrete-time, discrete-state Markov process, thus providing a Markov-switching heteroskedasticity. While a simple Markov-switching variance model fails to incorporate the learning process of agents, the classic TPV-VAR model fails to incorporate uncertainty that changes due to future asymmetric random shocks. In this work we consider a more general model in which both types of uncertainty are incorporated. For the TVP-VAR models, the parameters are estimated using a multivariate speci…cation of the standard Kalman set-up (Harvey, 1990) with extended quasioptimal …ltering in particular for the TVP-VAR with Markov-switching heteroskedasticity. The likelihood estimation of the TVP-VAR is performed with a suitable multivariate extension of Kim (1993) and Kim and Nelson (1999a, 1999b) method.
Overall, in this work, we conduct an exhaustive empirical exercise that includes the comparison of the out-ofsample predictive performance of estimated simple and hybrid DSGE models with that of standard VARs, Bayesian VARs and Factor Augmented VARs as well as DSGE-VAR and Factor Augmented DSGE models estimated on the same data set for the US economy. In addition, we assess comparatively the forecastability of two time-varying parameter autoregressive models (TVP-VAR) models with homoskedastic and heteroskedastic errors against all of the aforementioned model speci…cations, in an attempt to investigate inherent nonlinearities of the economy that cannot be captured by the VAR and DSGE class models. The DSGE model is obtained by augmenting the small-scale model with …nancial frictions, following Christiano et al. (2009) and Del Negro and Schorfheide (2012) . We start considering the Smets-Wouters model with …nancial frictions proposed by Del Negro and Schorfheide (2012) . After the recent …nancial crisis, the spread is a key variable. As in Christiano, Motto and Rostagno (2009) we measure the spread as the annualized Moody's Seasoned BAA corporate bond yield spread over the 10-Year Treasury note yield at constant maturity, and we include it to re ‡ect on the response of the monetary policy to increases in interest rate spreads. The variety of estimation techniques employed makes it possible to compare estimations according to di¤erent criteria: analyzing the posterior means of key parameters, calculating the marginal data density, building Bayes Factors and forecasting comparison. The main purpose of this paper is to compare di¤erent econometrics strategies in evaluating a DSGE economy, but mainly to stress the importance of considering …nancial variables in particular for the US economy during and after the recent …nancial crisis, and their incorporation in DSGE and TVP-VAR models. We focus on many di¤erent speci…cations of the DSGE models, i.e., the simple DSGE, the DSGE-VAR and speci…cally on the Factor Augmented DSGE (DSGE-FAVAR) model with emphasis on Bayesian estimation, as well as on two speci…cations for TVP-VAR models. We use time series data from 1960:Q4 to 2010:Q4 for the real GDP, the harmonized Consumer Price Index, the nominal short-term federal funds interest rate and the yield spread, and we produce their forecasts for the out-of-sample testing period 1997:Q1-2010:Q4. The motivation comes from a group of recent papers that compares the forecasting performance of DSGE against VAR models, e.g., Wouters (2004), Ireland (2004) , Del Negro and Schorfheide (2004) , Del Negro et al. (2007) , Adolfson et al. (2008) , among others. The remainder of this paper is organized as follows. Section 2 describes the standard and Bayesian VAR as well as the Factor Augmented VAR model. In section 3 the proposed DSGE model with …nancial frictions is analyzed, and the hybrid DSGE-VAR and DSGE-FAVAR models are described in detail. Section 4 presents the time-varying multivariate state-space homoscedastic TVP-VAR model as well as a Markov-switching heteroskedastic set-up. In section 5 the data are described and the empirical results of the comparative forecasting evaluation are illustrated and analyzed. Finally, section 6 concludes.
Vector Autoregressive Models
The standard unrestricted VAR as suggested by Sims (1980) has the following compact format
where Y t is a (T n) matrix with rows Y 0 t ; and X is a (T k) matrix (k = 1 + np; p =number of lags) with rows X 
Bayesian VAR
One of main problems in using VAR models is that many parameters need to be estimated, although some of them may be insigni…cant. Instead of eliminating longer lags, the BVAR imposes restrictions on these coe¢ cients by assuming that they are more likely to be near zero than the coe¢ cients on shorter lags (Litterman, 1981; Doan et al., 1984; Todd, 1984; Litterman, 1986; Spencer, 1993) . Obviously, if there are strong e¤ects from less important variables, the data can counter this assumption. Usually, the restrictions are imposed by specifying normal prior distributions with zero means and small standard deviations for all coe¢ cients, with a decreasing standard deviation as the lags increase. The only exception is the coe¢ cient on a variable's …rst lag that has a mean of unity. Litterman (1981) used a di¤use prior for the constant. The means of the prior are popularly called the "Minnesota Priors" due to the development of the idea at the University of Minnesota and the Federal Reserve Bank at Minneapolis 1 . Formally speaking, these prior means can be written as follows
where i denotes the coe¢ cients associated with the lagged dependent variables in each equation of the VAR, while j represents any other coe¢ cient. The prior variances 2 i and 2 j specify the uncertainty of the prior means, i = 1 and j = 0, respectively. In this study, we impose their prior mean on the …rst own lag for variables in growth rate, such as a white noise setting (Del Negro and Schorfheide, 2004; Adolfson et al., 2007; Banbura et al., 2010) . Instead, for level variables, we use the classical Minnesota prior (Del Negro and Schorfheide, 2004) . The speci…cation of the standard deviation of the distribution of the prior imposed on variable j in equation i at lag m, for all i; j and m, denoted by S(i; j; m), is speci…ed as follows
where
is the tightness of variable j in equation i relative to variable i and by increasing the interaction, i.e. it is possible for the value of k ij to loosen the prior (Dua and Ray, 1995) . The ratio^ î j consists of estimated standard errors of the univariate autoregression, for variables i and j. This ratio scales the variables to account for di¤erences in the units of measurement, without taking into account the magnitudes of the variables. The term w measures the standard deviation on the …rst lag, and also indicates the overall tightness. A decrease in the value of w results in a tighter prior. The function g(m) = m d ; d > 0 is the measurement of the tightness on lag m relative to lag 1, and is assumed to have a harmonic shape with a decay of d, which tightens the prior on increasing lags. Following the standard Minnesota prior settings, we choose the overall tightness (w) to be equal to 0.3, while the lag decay (d) is 1 and the interaction parameter (k ij ) is set equal to 0.5.
Factor Augmented VAR
Recently, Stock and Watson (2002) , Reichlin (1996, 1998) and Forni et al. (1999 Forni et al. ( , 2000 have shown that very large macroeconomic datasets can be properly modelled using dynamic factor models, where the factors can be considered as an "exhaustive summary of the information" in the data. The rationale underlying dynamic factor models is that the behavior of several variables is driven by few common forces, the factors, plus idiosyncratic shocks. Hence, the factors-approach can be useful in alleviating the omitted variable problem in empirical analysis using traditional small-scale models. Bernanke and Boivin (2003) and Bernanke et al. (2005) utilized factors in the estimation of VAR to generate a more general speci…cation. Chudik and Pesaran (2011) illustrated how a VAR augmented by factors could help in keeping the number of estimated parameters under control without loosing relevant information. 1 The basic principle behind the "Minnesota" prior is that all equations are centered around a random walk with drift. This idea has been modi…ed by Kadiyala and Karlsson (1997) and Sims and Zha (1998) . In Ingram and Whiteman (1994) , a real business cycle model is used to generate a prior for a reduced form VAR, as a development of the "Minnesota" priors procedure. Also, a prior is placed on the parameters of a simple linearized DSGE, which is then compared with a Bayesian VAR in a forecasting exercise. Smets and Wouters (2003) extend this to medium scale New Keynesian models used in policy analysis. This approach has the advantage of providing information about which behavioural mechanisms produce forecast error or policy scenarios. However, it seems that it often fails to empirically …t compared to models with no behavioural structure. In Del Negro and Schorfheide (2004) and Del Negro et al. (2007) , a DSGE prior is also developed for a VAR.
Let X t denote an N 1 vector of economic time series and Y t a vector of M 1 observable macroeconomic variables which are a subset of X t : In this context, most of the information contained in X t is captured by F t , a k 1 vector of unobserved factors. The factors are interpreted as an addition to the observed variables, as common forces driving the dynamics of the economy. The relation between the "informational" time series X t , the observed variables Y t and the factors F t is represented by the following dynamic factor model:
where f is a N k matrix of factor loadings, y is a N M matrix of coe¢ cients that bridge the observable Y t and the macroeconomic dataset, and e t is the vector of N 1 error terms. These terms are mean zero, normal distributed, and uncorrelated with a small cross-correlation. In fact, the estimator allows for some cross-correlation in e t that must vanish as N goes to in…nity. This representation nests also models where X t depends on lagged values of the factors (Stock and Watson, 2002) . For the estimation of the FAVAR model equation (5), we follow the two-step principal components approach proposed by Bernanke et al. (2005) . In the …rst step factors are obtained from the observation equation by imposing the orthogonality restriction F 0 F=T = I:This implies thatF = p TĜ, whereĜ are the eigenvectors corresponding to the K largest eigenvalues of XX 0 ; sorted in descending order. Stock and Watson (2002) showed that the factors can be consistently estimated by the …rst r principal components of X, even in the presence of moderate changes in the loading matrix . For this result to hold it is important that the estimated number of factors, k, is larger or equal than the true number r: Bai and Ng (2000) proposed a set of selection criteria to choose k that are generalizations of the BIC and AIC criteria. In the second step, we estimate the FAVAR equation replacing F t byF t : Following Bernanke et al. (2005) , Y t is removed from the space covered by the principal components. In a recent paper, Boivin et al. (2009) impose the constraint that Y t is one of the common components in the …rst step, guaranteeing that the estimated latent factorsF t recover the common dynamics which are not captured by Y t . The authors, comparing the two methodologies, concluded that the results are similar. As in Bernanke et al. (2005) we partition the matrix X t in two categories of information variables: slow-moving and fastmoving. Slow-moving variables (e.g., real variables such as wages or spending) do not respond contemporaneously to unanticipated changes in monetary policy, while fast-moving (e.g., interest rates) respond contemporaneously to monetary shocks. We proceed to extracting two factors from slow variables and one factor from fast variables and we call them respectively "slow factors" and "fast factor". As suggested by Bai and Ng (2000) information criteria can be used to determine the number of factors but, as they are not so decisive, one can limit the number of factors to three (two slows and one fast) to strike a balance between the variance of the original series explained by the principal components and the di¤erence in the parameterization of the VAR and the FAVAR. It is also worth noting that the factors are not uniquely identi…ed, but this is not a problem in our context because we will not attempt a structural interpretation of the estimated factors. Finally, having determined the number of factors, we specify a Factor Augmented VAR by considering only one-lag of the factors according to BIC criterion. The potential identi…cation of the macroeconomic shocks can be performed according to Bernanke et al. (2005) using the Cholesky decomposition.
DSGE model with …nancial frictions
The model proposed is a simple DSGE model obtained as a special case of the Smets and Wouters (2007) model. We augment the small scale DSGE model by …nancial frictions as shown in Del Negro and Schorfheide (2012) , following the work of Bernanke et al. (1999) and Christiano et al. (2009) . We maintain a simpli…ed version of capital to introduce the concept of …nancial friction with a small scale DSGE model. We follow the approach proposed by Del Negro and Schorfheide (2012) , in that we detrend the non-stationary model variables by a stochastic trend rather than a determinist trend. Del Negro and Schorfheide (2012) propose this approach to express almost all equilibrium conditions in a way that encompasses both the trend-stationary total factor productivity process in Smets and Wouters (2007) as well as when the technology follows a unit root process.
Letz t be the linearly detrended log productivity process which follows the autoregressive AR(1) law of motion as exogenous shock:z
where z;t is iid standard normal. Equation (6) implies that the growth rate of the trend process evolves according to:
since we detrend all non stationary variables by Z t = e t+ 1 1 e zt ; where is the steady state growth rate of the economy. The consumption Euler equation takes the form:
where c t is consumption, R t is the nominal interest rate, R t E t [ t+1 ] is the riskless return, t is in ‡ation and c is the relative degree of risk aversion. In this model we do not assume investment, consequently the capital accumulation process is given:
The arbitrage condition between the return to capital and the riskless rate is modi…ed as proposed by Del Negro and Schorfheide (2012) :
where r k is the rental rate of capital of steady state, is the depreciation rate, e R k t is the gross nominal return on capital for entrepreneurs, n t is entrepreneurial equity which depends on equation (8) and e !;t captures meanpreserving changes in the cross-sectional dispersion of ability across entrepreneurs (Christiano et al., 2009) and follows an AR(1) process with parameters ! and ! : The …rst condition determines the spread between the expected return on capital and the riskless rate (if sp = 0, the …nancial friction shocks are zero), while the second condition de…nes the return on capital. Capital is subject to variable capacity utilization u t . The relationship between k t and the amount of capital e¤ectively rented out to …rms k t is:
The optimality condition determining the rate of utilization is given by:
where captures the utilization costs in terms of foregone consumption. From the optimality conditions of goods producers it follows that all …rms have the same capital-labor ratio:
The real marginal costs are given by:
where is the income share of capital in the production. The Phillips curve takes the form:
where p , and p are the Calvo parameter and the degree of indexation. We assume that the central bank only reacts to in ‡ation and output growth and that the monetary policy shock is iid. The policy rule is:
where R;t is iid standard normal. The production function is:
The aggregate resource constraint is:
where g t is an exogenous shock process, evolving such as an AR (1):
and g;t is iid standard normal. The previous set of equations can be recasted into a set of matrices ( 0 ; 1 ; C; ; ) accordingly to the de…nition of the vectorsZ t and t
where t+1 , such that E t t+1 E t (y t+1 E t y t+1 ) = 0, is the expectations error. As a solution to (11), we obtain the following transition equation as a policy functioñ
and in order to provide the mapping between the observable data and those computed as deviations from the steady state of the model. The small-scale model is estimated based on four quarterly macroeconomic time series: The measurement equations for real output growth, in ‡ation, short term interest rate and spread:
where all variables are measured in percent and ; R and SP measure the steady state level of in ‡ation, short term interest rate and spread. This can be also casted into matrices as
where Y t = ( ln y t ; ln P t ; ln R t ; SP t ) 0 , v t = 0 and 0 and 1 are de…ned accordingly. For completeness, we write the matrices T , R, 0 and 1 as a function of the structural parameters in the model, . Such a formulation derives from the rational expectations solution. The evolution of the variables of interest, Y t , is therefore determined by (12) and (14) which impose a set of restrictions across the parameters on the moving average (MA) representation. Given that the MA representation can be very closely approximated by a …nite order VAR representation, Del Negro and Schorfheide (2004) propose to evaluate the DSGE model by assessing the validity of the restrictions imposed by such a model with respect to an unrestricted VAR representation. The choice of the variables to be included in the VAR is however completely driven by those entering in the DSGE model regardless of the statistical goodness of the unrestricted VAR.
Estimation of the linearized DSGE Model
Several econometric procedures have been proposed to parameterize and evaluate DSGE models. Kydland and Prescott (1982) use calibration, Christiano and Eichenbaum (1992) consider the generalized method of moments (GMM) estimation of equilibrium relationships, while Rotemberg and Woodford (1997) and Christiano et al. (2005) use the minimum distance estimation based on the discrepancy among VAR and DSGE model impulse response functions. Moreover the full-information likelihood-based estimation is considered by Altug (1989 ), McGrattan (1994 , Leeper and Sims (1994) and Kim (2000) . In last years, Bayesian estimation became very popular. According to An and Schorfheide (2007) there are essentially three main characteristics. Firstly, the Bayesian estimation is system-based and …ts the solved DSGE model to a vector of aggregate time series, as opposed to the GMM which is based on equilibrium relationships, such as the Euler equation for the consumption or the monetary policy rule. Secondly, it is based on the likelihood function generated by the DSGE model rather than the discrepancy between DSGE responses and VAR impulse responses. Thirdly, prior distributions can be used to incorporate additional information into the parameter estimation.
Priors distributions are important to estimate DSGE models. According to An and Schorfheide (2007) priors might downweigh regions of the parameter space that are at odds with observations which are not contained in the estimation sample. Priors could add curvature to a likelihood function that is (nearly) ‡at for some parameters, given , where v=4 and s equals 0.2, 0.5, and 0.7, respectively. Approximately 1.5% of the prior mass lies in the indeterminacy region of the parameter space. The prior is truncated to restrict it to the determinacy region of the DSGE model, to avoid multiple equilibria typical in rational expectations models . a strong in ‡uence to the shape of the posterior distribution. Table 1 lists the prior distributions for the structural parameters of the DSGE model which are adopted from Del Negro and Schorfheide (2012) .
In the Bayesian framework, the likelihood function is reweighted by a prior density. The prior is useful to add information which is contained in the estimation sample. Since priors are always subject to revisions, the shift from prior to posterior distribution can be considered as an indicator of the di¤erent sources of information. If the likelihood function peaks at a value that is at odds with the information that has been used to construct the prior distribution, then the marginal data density (MDD) of the DSGE model is de…ned as:
The marginal data density is the integral of the likelihood (L( jY )) taken according to the prior distribution (p( )), that is the weighted average of likelihood where the weights are given by priors. The MDD can be used to compare di¤erent models M i ; p(Y jM i ):We can rewrite the log-marginal data density as:
where ln(p(Y jM ) can be interpreted as a predictive score (Good, 1952) and the model comparison based on posterior odds captures the relative one-step-ahead predictive performance. To compute the MDD, we consider the Geweke (1999) modi…ed harmonic mean estimator. Harmonic mean estimators are based on the identity:
where f ( ) has the property that Gelfand and Dey, 1994) . Conditional on the choice of f ( ), an estimator is:
where (s) is drawn from the posterior p( jY ): For a numerical approximation e¢ cient, f ( ) should be chosen so that the summands are of equal magnitude. Geweke (1999) proposed to use the density of a truncated multivariate normal distribution:
In the above and V are the posterior mean and covariance matrix computed from the output of the posterior simulator, d is the dimension of the parameter vector,
is the cumulative density function of a 2 random variable with d degrees of freedom, and 2 (0; 1). If the posterior of is in fact normal then the summands in eq. (15) are approximately constant.
The Del Negro-Schorfheide DSGE-VAR
Based on the study of Ingram and Whiteman (1994) , Del Negro and Schorfheide (2004) designed the DSGE-VAR approach to improve forecasting and monetary policy analysis with VARs. Del Negro-Schorfheide's (2004) approach is to use the DSGE model to build prior distributions for the VAR. Basically, the estimation initializes with an unrestricted VAR of order p
In compact format: 
The prior distribution for the VAR parameters proposed by Del Negro and Schorfheide (2004) is based on the statistical representation of the DSGE model given by a VAR approximation. Let xx ; yy ; xy and yx be the theoretical second-order moments of the variables Y and X implied by the DSGE model, where
The moments are the dummy observation priors used in the mixture model. These vectors can be interpreted as the probability limits of the coe¢ cients in a VAR estimated on the arti…cial observations generated by the DSGE model. Conditional on the vector of structural parameters in the DSGE model , the prior distributions for the VAR parameters p( ; u j ) are of the Inverted-Wishart (IW) and Normal forms
where the parameter controls the degree of model misspeci…cation with respect to the VAR: for small values of the discrepancy between the VAR and the DSGE-VAR is large and a sizeable distance is generated between the unrestricted VAR and DSGE estimators. Large values of correspond to small model misspeci…cation and for = 1 beliefs about DSGE misspeci…cation degenerate to a point mass at zero. Bayesian estimation could be interpreted as estimation based on a sample in which data are augmented by a hypothetical sample in which observations are generated by the DSGE model, the so-called dummy prior observations (Theil and Goldberg, 1961; Ingram and Whiteman, 1994) . Within this framework determines the length of the hypothetical sample. The posterior distributions of the VAR parameters are also of the Inverted-Wishart and Normal forms. Given the prior distribution, posterior distributions are derived by the Bayes theorem
where the matrices^ b ( ) and^ u;b ( ) have the interpretation of maximum likelihood estimates of the VAR parameters based on the combined sample of actual observations and arti…cial observations generated by the DSGE.
Equations (21) and (22) show that the smaller is; the closer the estimates are to the OLS estimates of an unrestricted VAR. Instead, the higher is, the closer the VAR estimates will be tilted towards the parameters in the VAR approximation of the DSGE model (^ b ( ) and^ u;b ( )). In order to obtain a non-degenerate prior density (20), which is a necessary condition for the existence of a well-de…ned Inverse-Wishart distribution and for computing meaningful marginal likelihoods, has to be greater than
Hence, the optimal lambda must be greater than or equal to the minimum lambda ^ M IN . Essentially, the DSGE-VAR tool allows the econometrician to draw posterior inferences about the DSGE model parameters : Del Negro and Schorfheide (2004) explain that the posterior estimate of has the interpretation of a minimum-distance estimator, where the discrepancy between the OLS estimates of the unrestricted VAR parameters and the VAR representation of the DSGE model is a sort of distance function. The estimated posterior of parameter vector depends on the hyperparameter . When ! 0, in the posterior the parameters are not informative, so the DSGE model is of no use in explaining the data. Unfortunately, the posteriors (22) and (21) do not have a closed form and we need a numerical method to solve the problem. The posterior simulator used by Del Negro and Schorfheide (2004) is the Markov Chain Monte Carlo Method and the algorithm used is the Metropolis-Hastings acceptance method. This procedure generates a Markov Chain from the posterior distribution of and this Markov Chain is used for Monte Carlo simulations. The optimal is given by maximizing the log of the marginal data densitŷ
According to the optimal lambda ^ , a corresponding optimal mixture model is chosen. This hybrid model is called DSGE-VAR ^ and^ is the weight of the priors. It can also be interpreted as the restriction of the theoretical model on the actual data.
Factor Augmented DSGE (DSGE-FAVAR)
Following Bernanke et al. (2005) , a FAVAR benchmark for the evaluation of a DSGE model will include a vector of observable variables and a small vector of unobserved factors extracted from a large data-set of macroeconomic time series, that capture additional economic information relevant to model the dynamics of the observables. In this study we implement the DSGE-FAVAR model of Consolo et al. (2009) . The statistical representation has the following speci…cation:
where Y t are the observable variables included in the simple DSGE model and F t is a small vector of unobserved factors relevant to modelling the dynamics of Y t (F s 1t ; F s 2t are the two slow factors and F f 3t is the fast factor). The system reduces to the standard VAR when 12 (L) = 0. Importantly, and di¤erently from Boivin and Giannoni (2006) , this FAVAR is not interpreted as the reduced form of a DSGE model at hand. In fact, in this case the restrictions implied by the DSGE model on a general FAVAR are very di¢ cult to trace and model evaluation becomes even more di¢ cult to implement. A very tightly parameterized theory model can have a very highly parameterized reduced form if one is prepared to accept that the relevant theoretical concepts in the model are a combination of many macroeconomic and …nancial variables. The DSGE-FAVAR is implemented in the same way as the DSGE-VAR.
Multivariate State-Space Time-Varying Parameter VAR models
Time varying parameter autoregression could easily form a state space model with the parameters of the TVP-VAR as state variables. The state space model has been well studied by Harvey (1990) and Durbin and Koopman (2002) . According to Kalman (1960 Kalman ( , 1963 , in a state-space representation the signal extraction is implemented through a model that links the unobserved and observed variables of the system. To estimate a state space model, several methods have been developed. Kalman …ltering involves sequentially updating a linear projection on the vector of interest. The state-space representation is given by a system of two vector equations. Firstly, the state or transition equation describes the dynamics of the state vector containing the unobserved variables for estimation, while the second equation represents the observation or measurement equation linking the state vector to the vector containing the observed variables. For the standard homoskedastic TVP-VAR models, the parameters are estimated using a multivariate speci…cation of the standard Kalman …lter (Harvey, 1990; Bekiros and Paccagnini, 2013) . The likelihood estimation requires repeating the …ltering many times in order to evaluate the likelihood for each set of the timevarying parameters until the maximum is reached. This is performed with a suitable multivariate extension of the Kim and Nelson (1999a, 1999b) method. The calculation of the Hessian for the estimation of the variance-covariance matrix is done with the Broyden-Fletcher-Goldfarb-Shano (BFGS) optimization algorithm. Other algorithms can also be used with the same results, e.g., the DFP and the Levenberg-Marquardt. The parameters could be also estimated with the use of the Zellner g-prior both for homoskedastic and heteroskedastic TVP-VARs and in this case the numerical evaluation of the posterior distributions is performed with Gibbs sampling (Kim and Nelson, 1999b) .
MVSS-TVP-VAR model with Homoscedastic errors (standard model)
The standard homoskedastic TVP-VAR (MVSS-TVP-VAR) can be expressed as
in which B 0;t is a k 1 vector of time-varying intercepts, B i;t (i = 1; : : : ; p) are k k matrices of time-varying coe¢ cients and u t are homoscedastic reduced-form residuals with a covariance matrix t . This could be transformed into a multivariate state-space form. First, consider the following state-space system:
The …rst equation is known as the measurement or observation equation and presents that part of the system than can physically be measured, while the second is the state equation t the vector of state variables. The variables in this equation may or may not be observable. In the case at hand, they are not observable but will be estimated by the Kalman …lter. Z t is a matrix of known or unknown time varying coe¢ cients and matrix T t , the state transition matrix. Finally, " t is N 0; 2 while t in multivariate normal with an expected value of zero and a homoscedastic covariance matrix of Q. The unknown parameters -called hyperparameters -are the elements of the matrices and the variances of the noise processes to be estimated. This is accomplished by maximizing the likelihood function which is presented below for one time period
where t is the one-step ahead residual at time t and f t is its variance. It is calculated recursively using the following equations:
Hence, Equations (30) to (35) that generate an estimate of the state vector and its covariance matrix P t are known as the Kalman …lter. Given starting values, an estimate of the unknown regression coe¢ cients is obtained. Then using this information in the likelihood function, one may then estimate the hyperparameters of the model. Once these estimates have been obtained, an estimate of the state vector, the recursive residuals and their variance is obtained, and also an estimate of the updated residual vector e t = y t Z t t is generated. Harvey (1990) provides a framework for a multivariate version of the Kalman …lter based on a time series analogue of the seemingly unrelated regression equation (SURE) model introduced into econometrics by Zellner (1963) . Harvey (1990) refers to it as a system of seemingly unrelated time series equations (SUTSE) model. The simplest SUTSE model is the multivariate random walk plus noise process: y t = t + " t ; t = 1; : : : ; T (36)
where t is an N 1 vector of local level components and " t , and t are vectors of multivariate white noise with mean zero and covariance matrices " and respectively. As in the univariate model, " t and t are assumed to be uncorrelated with each other in all time periods. The variables are linked via the o¤-diagonal elements " and . An important property of the SUTSE system is that its form remains unaltered when it is subject to contemporaneous aggregation. A linear time-invariant univariate structural model can be written in the SUTSE state space form for N variables
with V ar(" t ) = " and V ar( t ) a block diagonal matrix with the blocks being k , k = 1; :::; g. 
In fact a more general formulation of the SUTSE model does not constrain V ar ( t ) to be diagonal and hence V ar ( t ) need not be block diagonal. Indeed the SUTSE formulation can be generalized further to allow quantities such as z; " ; T; R and V ar ( t ) to change deterministically over time. As shown in Harvey (1986) , the time-domain treatment still goes through. The Kalman …lter may be applied to (38) and (39), the number of sets of observations needed to form an estimator of t , with …nite MSE matrix being the same as in the univariate case. The conditions for the …lter to converge to a steady state are an obvious generalization of the conditions in the univariate case. Given normality of the disturbances, the log-likelihood function is of the prediction error decomposition form. The decoupling of the Kalman …lter is related to the result which arises in a SURE system where OLS applied to each equation in turn is fully e¢ cient if each equation contains the same regressors. Hence, all the information needed for estimation, prediction and smoothing can be obtained by applying the same univariate …lter to each series in turn. Consider the multivariate random walk plus noise model. If the signal-to-noise ratio is q (i.e., = " = q), the Kalman …lter for this model is t+1jt = tjt 1 + K t y t tjt 1 ; t = 2; : : : ; T
and
Let w t denote a positive scalar for t = 2; : : : ; T and suppose that P tjt 1 , the MSE matrix of the N 1 vector tjt 1 , is proportional to " , i.e. P tjt 1 = w t " . It then follows from (42) that P t+1jt is of the same form, that is, P t+1jt = w t+1 " with w t+1 = (w t + w t q + q) = (w t + 1). Furthermore if P tjt 1 = w t " the gain matrix in (41) is diagonal, that is
Suppose that the above Kalman …lter is started o¤ in such a way that P 2j1 is proportional to " ; that is P 2j1 = p 2j1 " , where p 2j1 is a scalar. Since P tjt 1 must continue to be proportional to " , it follows from (45) that the elements of t+1jt , can be computed from the univariate recursions. It also follows that w t , must be equal to p tjt 1 for all t = 2; : : : ; T . The starting values 2j1 = y 1 and P 2j1 = + " = (1 + q) " equally correspond to the use of a di¤use prior, and the use of these starting values leads to the exact likelihood function for y 2 ; : : : ; y T in the prediction error decomposition form
where v t = y t ỹ tjt 1 ; t = 1; :::; T . However, the decoupling of the Kalman …lter allows the elements of v t , to be computed from the univariate recursions. Furthermore
and so F t = P tjt 1 + " = f t " ; t = 3; : : : ; T
where f t = p tjt 1 + 1 . Substituting from (48) into (46) gives
Di¤erentiating (49) with respect to the distinct elements of 1 " leads to the ML estimator of " being
for any given value of q. The ML estimators of q and " can therefore be obtained by maximizing the concentrated likelihood function
with respect to q. Once the parameters have been estimated, prediction and smoothing can be carried out. The predictions of future observations are obtained from the univariate recursions MSE ỹ T +ljT = f T +ljT " ; l = 1; 2; : : :
The decoupling of the Kalman …lter can be shown in a similar way for the time-varying system as in Bekiros and Paccagnini (2013) :
where Q t =diag(q 1 ; : : : ; q k ). The more general formulation does not constrain Q t to be diagonal, although, as in the univariate model, restrictions are needed on Q t for the model to be identi…able. All the results on estimation and prediction carry through, with P t+1jt = P t+1jt , where P t+1jt is the MSE matrix for the univariate model (Harvey, 1986 (Harvey, , 1990 ).
MVSS-TVP-VAR model with Markov-Switching Heteroscedasticity
As an alternative to the homoskedastic TVP-VAR we assume that " t and t (i.e., 2 and Q) are dependent on Hamilton's (1988) state variable (S t ), which is an outcome of an unobserved discrete-time, discrete-state Markov process. While the Markov-switching variance model fails to incorporate the learning process of agents, the TPV model fails to incorporate uncertainty that changes due to future random shocks. In this section we consider a more general model in which both types of uncertainty are incorporated. An important motivation for considering a state-space model with Markov-switching heteroskedasticity is due to Lastrapes (1989) , Lamoureux and Lastrapes (1990) and Kim (1993) who showed that failure to allow for regime shifts leads to an overstatement of the persistence of the variance of a series. Moreover, in this way we could incorporate di¤erent regimes in crisis periods.
Consider the following …rst-order, !-state Markov-switching model of heteroskedasticity:
where jt = 1 if S t = j and jt = 0 if S t 6 = j (j = 1; 2; : : : ; !). The unobserved-state variable S t evolves according to a Markov process with transition probability
where p ij = Pr [S t = jjS t 1 = i], for i; j = 1; 2; : : : ; !, and
Under a state-space form we consider the time-varying-parameter model in Eqs. (27)- (28), in this case with a 2-state Markov-switching model of heteroskedasticity:
Pr [S t = 1jS t 1 = 1] = P 11 ; Pr [S t = 0jS t 1 = 1] = 1 P 11 ; Pr [S t = 1jS t 1 = 0] = 1 P 00 ; Pr [S t = 0jS t 1 = 0] = P 00
A Quasi-Optimal Filter for Approximation
Suppose that the parameters Q j , h j (j = 1; 2), Z t , T t , and p are known for the model with a 2-state Markov-switching heteroskedasticity that consists of Equations (27)- (28) and (56)-(58). Given that S t 1 = i and S t = j (i; j = 1; 2), the Kalman …lter can be represented as follows:
where i tjt 1 is an inference of t based on information up to time t 1, given S t 1 = i; P (i;j) tjt 1 is the covariance matrix of i tjt 1 ; i tjt 1 is the conditional forecast error of y t based on information up to time t 1, given S t 1 = i; f (i;j) tjt 1 is the conditional variance of forecast error i tjt 1 , given S t 1 = i and S t = j; and K (i;j) t is the Kalman gain, given S t 1 = i and S t = j. If we iterated the preceding algorithm from t = 1 to t = T , the inferences on T and its covariance matrix T jT and P T jT for example, would depend on the whole history of current and past states, S 0 ; S 1 ; : : : ; S T . In general, we would have ! T cases to consider, which would be quite impossible to deal even with relatively few observations. In other words, each iteration of the preceding …lter produces an !-fold increase in the number of cases to consider, as in the work of Harrison and Stevens (1976) and Gordon and Smith (1988) . In this case, we have ! T = 2 T cases to consider. However, we would like to reduce the dimension of the posteriors in (63) and (64) into (2 1) at the end of each iteration, hence we would have only (2 2) cases to consider for each iteration. Consider the following approximations employed for this purpose; If
, it would be straightforward to show that
where t = Pr [S t 1 = i; S t = jj t ] = Pr [S t = jj t ] and j tjt would represent E [ t jS t = j; t ]. In this case, the covariance matrix of t conditional on t and on S t = j could be derived in the following way:
Here, if P
jS t 1 = i; S t = j; t then (67) could be rewritten as
At the end of each iteration, we employ Equations (66) and (68) to "collapse" 2 2 posteriors in (63) and (64) into 2 1 to make the …lter appropriate. Notice, however that these collapsed posteriors involve approximation because (i;j) tjt and P (i;j) tjt in (63) and (64) do not calculate E [ t jS t 1 = i; S t = j; t ] and E " t (i;j) tjt t
exactly. This is because t conditional on t 1 ; S t = j and S t 1 = i is a mixture of Normals for t > 2. It is because this approximation is employed that the preceding …lter is called a quasi-optimal …lter. The last thing that remains to be considered to complete the …lter is to calculate Pr [S t 1 = i; S t = jj t ] and other probability terms. We follow Hamilton (1989) with a slight modi…cation:
Pr y t ; S t 1 = i; S t = jj t 1
with
Thus Equations (59)- (73) complete the quasi-optimal …lter. As a by-product of the quasi-optimal …lter, the approximated conditional log-likelihood function can be obtained from (71): log L = log (Pr [y T ; y t 1 ; : : :
log Pr y t j t 1
The preceding …lter is derived under the assumption that the parameters of the underlying model are known. To estimate the parameters of the model, we can maximize the log-likelihood function in Equation (74) with respect to the underlying unknown parameters of the model. Similarly to the homoskedastic TVP-VAR, the above model can be written in the SUTSE (multivariate) state space form for N variables
yet now V ar(" t ) = V ar(h j t ) = h j and V ar( t ) = V ar(Q j t ) = Q j are block diagonal matrices with the blocks all of them following a 2-state Markov-switching heteroskedastic structure, namely in the four-variate case, the variance of the error components in the state equation is V ar h 
Indeed the SUTSE formulation can be generalized further to allow quantities such as z; T; R and h j ; Q j to change deterministically over time. The quasi-Kalman …lter for the heteroskedastic case may be applied to (75) and (76) with the number of sets of observations needed to form an estimator of t , and with …nite MSE matrix being the same as in the univariate case. Moreover, the conditions for the …lter to converge to a steady state de…ne a generalization of the conditions in the univariate case. The decoupling of the Kalman …lter is fully e¢ cient if each equation contains the same regressors. Thus, all the information needed for estimation, prediction and smoothing can be obtained by applying the same univariate …lter to each series in turn. If the signal-to-noise ratio is q (i.e., Q j = h j = q), the Kalman …lter for this model is 
and (i;j)
Let again w t denote a positive scalar for t = 2; : : : ; T and suppose that P (i;j) tjt 1 = w t h j , i.e, the MSE matrix of the N 1 vector i tjt 1 , is proportional to h j depending on the whole history of current and past states, S 0 ; S 1 ; : : : ; S T . It follows from (80) that P (i;j) t+1jt is of the same form, that is, P (i;j) t+1jt = w t+1 h j with w t+1 = (w t + w t q + q) = (w t + 1), and if P (i;j) tjt 1 = w t h j the gain matrix in (79) is state-dependent diagonal, that is
In the heteroskedastic case the above Kalman …lter is started o¤ in the same way as in the standard model. However, the use of these starting values now would not lead to an exact likelihood function for y 2 ; : : : ; y T in the prediction error decomposition form as in (46), but now to a multivariate version of the approximated conditional log-likelihood function of the quasi-optimal …lter LL = log Pr y T ; y t 1 ; : : :
based now on the following probabilities instead of the (70)- (71) for the univariate …lter:
(
(84)
The predictions of future observations are obtained from the univariate recursions (as in the standard model) MSE ỹ T +ljT = f T +ljT h j ; l = 1; 2; : : : and p ij = Pr [S t = jjS t 1 = i] ; i; j = 1; 2
Finally, the decoupling of the Kalman …lter can be extended in a similar way for a time-varying system with a 2-state Markov-switching model of heteroskedasticity, as in Bekiros and Paccagnini (2013) :
where again V ar(" t ) = V ar(h j t ) = h j and V ar( t ) = V ar(Q j t ) = Q j are block diagonal matrices, although a more general formulation does not constrain them to be diagonal. However, as in the univariate model, restrictions are needed on the matrices for the model to be identi…able. The previous results on estimation and prediction apply, with P (i;j)
, where P (i;j) t+1jt is the MSE matrix for the univariate model.
Empirical estimation
In this work we use quarterly data of the US economy from 1960:Q4 to 2010:Q4 with an out-of sample period that spans 1997:Q1 to 2010:Q4. The data for real output growth comes from the Bureau of Economic Analysis as Gross Domestic Product (GDP), while Consumer price index (CPI) data (seasonally adjusted, 1982-1984=100) are derived from the Bureau of Labor Statistics. Both series are taken in …rst di¤erence logarithmic transformation. The interest rate series (FR rate) are constructed as in Clarida, Galì and Gertler (2000) , namely for each quarter the interest rate is computed as the average federal funds rate during the …rst month of the quarter, including business days only. In the estimation of the DSGE model with …nancial frictions we follow Del Negro and Schorfheide (2012) , namely we measure the Spread as the annualized Moody's Seasoned BAA Corporate Bond Yield spread over the 10-Year Treasury Note Yield at Constant Maturity 2 . The complete dataset is used to extract factors for FAVAR and DSGE-FAVAR models. In order to construct the FAVAR we extract factors from a balanced panel of 109 monthly and quarterly macroeconomic and …nancial time series, following the dataset built by Stock and Watson (2002) . The dataset involves several measures of industrial production, interest rates, various price indices, employment and other important macroeconomic and also …nancial variables. In this set-up, the number of informational time series N is large (larger than time period T ) and must be greater than the number of factors and observed variables in the FAVAR system (k + M N ). In the panel data used, there are some variables in monthly format, which are transformed into a quarterly data using end-of-period observations. All series have been transformed to induce stationarity. The series are taken as levels or transformed into logarithms, …rst or second di¤erence (in level or logarithms) according to series characteristics 3 . Following Bernanke et al. (2005) , we partition the data into two categories of information variables: slow and fast. Slow-moving variables (e.g., wages or spending) do not respond contemporaneously to unanticipated changes in monetary policy, while fast-moving variables (e.g., asset prices and interest rates) do respond contemporaneously to monetary shocks. Then we extract two factors from the slow variables and one factor from the fast variables. The methodology implemented to extract the factors is principal components. Stock-Watson (1998) showed that factors can be consistently estimated by the …rst r principal components of a matrix X, even in the presence of moderate changes in the loading matrix . For this result to hold it is important that the estimated number of factors k, is larger than or equal to the true number, r. Bai and Ng (2000) propose a set of selection criteria to choose k that are generalizations of the BIC and AIC criteria. As they suggest, we use information criteria to determine the number of factors but, as they are not so decisive, we limit the number of factors to three to strike a balance between the variation in the original series explained by the principal components and the di¤erence in the parameterization of the VAR and the FAVAR. It is also worth noting that the factors are not uniquely identi…ed, but this is not a problem in our context because we will not attempt a structural interpretation of the estimated factors.
We compare the out-of-sample forecasting performance of VAR models including BVAR, FAVAR and the homoskedastic and heteroskedastic MVSS-TVP-VARs as well as of the DSGE class including DSGE-VAR, DSGE-FAVAR, in terms of the Root Mean Squared Forecast Error (RMSE) for the optimal lag speci…cations (one to four) selected by the Schwartz Bayesian information criterion (SIC). More importantly, we compare the log of the marginal data densities (MDD) for the models that are estimated via Bayesian methods. Based on the MDD a forecasting exercise is provided using a rolling procedure for h-steps-ahead. The GDP, CPI, FR rate and SP forecasts are estimated for the out-of-sample testing period 1997:Q1 -2010:Q4. The forecasting investigation for the quarterly US data is performed over the one-, two-, three-and four-quarter-ahead horizon with a rolling estimation sample, based on the works of Marcellino (2004) and Brüggemann et al. (2008) for datasets of quarterly frequency. In particular, the models are re-estimated each quarter over the forecast horizon to update the estimate of the coe¢ cients, before producing the quarter-ahead forecasts. Finally, in order to evaluate the models'forecast accuracy, we use the crossmodel test statistic of Diebold and Mariano (1995) . In particular, the modi…ed Diebold and Mariano test (MDM) proposed by Harvey, Leybourne and Newbold (1997) is applied. The application of the MDM test is required as the DM could be seriously over-sized when the prediction horizon increases.
Firstly, we report estimation results for the log of Marginal Data Density (MDD). In particular, following Del Negro and Schorfheide (2006) we adopt the MDD as a measure of model …t, which arises naturally in the computation of posterior model odds. The prior distribution for the DSGE model parameters ( ), which are similar to the priors used by Del Negro and Schorfheide (2004) , were already illustrated in Table 1 . This MDD measure has two dimensions: goodness of in-sample …t on the one hand and a penalty for model complexity or degrees of freedom on the other hand. The DSGE-VAR and the DSGE-FAVAR are estimated with a di¤erent number of lags on the sample 1960:Q4 -1996:Q4. From 1997:Q1, we start our forecasting evaluation as implemented in Herbst and Schorfheide (2012) . The parameter is chosen from a grid which is unbounded from above. In our empirical exercise, the log of the MDD is computed over a discrete interval, ln p(Y j ; M ): The minimum value, min = n+k T , is model dependent and is related to the existence of a well-de…ned Inverse-Wishart distribution. For completeness, it is worth mentioning that = 0 refers to the VAR and the FAVAR model with no prior and it is not possible to compute the marginal likelihood in this particular case. Therefore, we can show the log of MDD for any value of larger than min : Importantly, min depends on the degrees of freedom in the VAR or FAVAR and therefore, given estimation on the same number of available observations, min for a DSGE-FAVAR will always be larger than min for a DSGE-VAR 4 . Table 2 shows the main results related to the DSGE-VAR implemented using a di¤erent number of lags (from 1 3 The Appendix contains a detailed description of all series and their corresponding transformations. 4 For the DSGE-VAR over the sample 1960:Q4-1996:Q4, the lambda grid is given by = 0, 0. 05, 0.08, 0.10, 0.12, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40 0.5, 0.6, 0.7, 0.8, 0.9, 1, 10, 100 .
For the DSGE-FAVAR over the sample 1960:Q4-1996:Q4, the lambda grid is given by = 0, 0.08, 0.1, 0.12, 0.14,0. 15, 0.2, 0.25, 0.3, 0,35, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1, 10, 100 :
In both lambda intervals, we consider the M IN across lags from 1 to 4. ) is given by the features of the model (number of observations, number of endogenous variables, number of lags), and the optimal lambda ( b ) is calculated using the Markov Chain Monte Carlo with Metropolis Hastings acceptance method (with 110,000 replications, we discard the …rst 10,000 ones). ln p(Y jM ) is the log-MDD of the DSGE model speci…cations computed based on Geweke's (1999) modi…ed harmonic mean estimator. The Bayes factor (ratio of posterior odds to prior odds), as in An and Schorfheide (2007) helps us to understand the improvement of the log-MDD of a speci…c model. We compare di¤erent models against the benchmark model (M ) maximizing the MDD. According to Table 2 , we select the DSGE-VAR with 2 lags for the full sample 1960-1996. We repeat our exercise for the DSGE-FAVAR. We select one lag for the factors and we implement -as in case of the DSGE-VAR, -the DSGE-FAVAR with a di¤erent number lags from 1 to 4. As Table 2 shows, the DSGE-FAVAR with 4 lags is chosen. In Table 3 , we compare the logarithm of the MDD of the hybrid models, DSGE-VAR and DSGE-FAVAR against the DSGE, the Bayesian VAR, the VAR and the Factor Augmented VAR. The DSGE-FAVAR with 4 lags shows the maximum MDD. Table 4 reports the RMSE for all models and variables. An exhaustive exercise was conducted on VAR and BVAR models with one to four lags based on the Schwartz Bayesian information criterion (SIC). The results provide evidence that in general four lags is the optimal number for these models. Overall, the results from RMSE are in accordance with those from the MDD estimation. Moreover, the SIC for one to four lags (MLE and QMLE estimation) was implemented in order to select the best speci…cation for the MVSS-TVP-VAR and the heteroscedastic MVSS-TVP-MSVAR. In both cases one lag was chosen. For the GDP series the results are diverse. In particular, the MVSS-TVP-MSVAR model is the best for the one-step-ahead period, whilst the MVSS-TVP-VAR outranks the other models for two-quarters-ahead. The BVAR model provides the lowest RMSE for the three-steps ahead and only for the four-quarters-ahead the FAVAR outperforms the other models. The VAR, DSGE and DSGE-FAVAR models present similar predictive performance and on average they generate the highest forecast errors. Next, in case of the CPI variable, the DSGE model with …nancial frictions clearly outperforms all other models for all steps-ahead. The simple VAR and the DSGE-FAVAR outrank with a few exceptions the other model classes. The FAVAR model seems slightly better than BVAR, whilst the DSGE-VAR provides with relatively high scores for the RMSE for all quarters-ahead. The worst performers are the state-space TVP-VARs. The results for the FF rate series provide evidence of the superiority of the homoscedastic MVSS-TVP-VAR. Speci…cally, when comparing the RMSE scores of all model classes, the MVSS-TVP-VAR is consistently the best performer in each forecasting horizon along with the heteroscedastic version (MVSS-TVP-MSVAR). The next lowest error is produced by the DSGE model with …nancial frictions and the VAR model for all quarters-ahead. The DSGE-FAVAR model is better than the other for all steps-ahead, while the BVAR provides with the highest error. Finally, for the spread variable SP the simple MVSS-TVP-VAR presents the lowest RMSE for one-and two-quarters-ahead, the BVAR for the three-steps-ahead and the DSGE for the longer horizon. The next best model is the MVSS-TVP-MSVAR for the …rst two-quartersahead period as well as BVAR which outperforms all other models with the exception of the four-quarter forecast. Overall, the simple VAR shows the worst performance, whilst the DSGE-FAVAR underperforms relatively to the other models in one-and four-quarters ahead and the simple DSGE in the other two forecasting horizons 5 . Moreover, we discuss results concerning the global …nancial crisis period 2008 -2010 and we comparatively assess them against those of the total forecasting period. This can be considered as a robustness analysis vis-à-vis the prediction results for the total period. We consider the out-of-sample sub-period 2008:1-2010:4 and we report the RMSE for the various models over the one-to four-quarter-ahead horizon with a rolling estimation sample. For the GDP series the MVSS-TVP-MSVAR with two regimes outperforms all models for the short-term steps-ahead (one and two), possibly because it picks out the crisis period as the "high volatility" regime and the pro-crisis period as the low regime. Next, the FAVAR model is best for the three-and four-steps-ahead, whilst the BVAR provides a relatively low RMSE, very close to that of the FAVAR model. In particular, as opposed to the total sample investigation for the GDP where the results were quite diverse, for the crisis period the MVSS-TVP-VAR models present the best out-of-sample behavior in the short forecasting horizons and FAVAR in the longer predictability periods. The next best performers are the VAR, BVAR and DSGE-VAR models. In case of CPI and FFR the results are similar to the ones derived from the total out-of-sample period. The DSGE model with …nancial frictions -exactly as in the total period -still achieves the best scores for CPI, thus clearly outperforms all other models for all steps-ahead. The next lowest RMSE for the CPI is produced by the DSGE-FAVAR model for all quarters-ahead. For the FFR the MVSS-TVP-MSVAR achieves the best performance while in case of the total period the homoscedastic MVSS-TVP-VAR was better. This result is in accordance with the rationale of the two states/regimes for the MVSS-TVP-MSVAR, in that the heteroscedastic TVP-VAR attributes the crisis period to the "high volatility" state and hence shows a better behaviour compared to the simple TVP-VAR which proves to be better for the total period. Also, VAR shows the next best performance compared to the other models, exactly as in the total period. Finally, for the SP series the results are di¤erent from the total period. Speci…cally, the MVSS-TVP-MSVAR is the outranking model for the …rst-step-ahead and the DSGE-VAR emerges consistently (in all other quarters-ahead) as the best performer. Interestingly, the DSGE-VAR was not among the best models when the total out-of-sample period was investigated, but now when the crisis period is examined the DSGE-VAR outranks the other speci…cations including BVAR, yet marginally. The RMSE ratios for the global …nancial crisis sub-period are reported in Table 5 In the next step, the Modi…ed Diebold-Mariano (MDM) pairwise test is employed in order to evaluate the comparative forecast accuracy. The results are reported in Tables 6, 7, 8 and 9. The Modi…ed Diebold-Mariano test is based on the squared prediction errors. The MDM test statistics for GDP lead to a diverse and variant assessment of di¤erential predictability, albeit many pairwise comparisons produce a statistically signi…cant MDM score. It appears that for GDP no particular model consistently and comparatively outperforms any of the other in all stepsahead, while the RMSE results for the MVSS-TVP-VAR and MVSS-TVP-MSVAR in one-and two-steps-ahead are not consistently veri…ed at the 10%, 5% or 1% level in all pairwise comparisons. However, in some pairs of the BVAR model (e.g., BVAR vs. DSGE and BVAR vs. DSGE-FAVAR for three-steps-ahead etc.) di¤erential predictability is signi…cant at the 5% or 1% level, yet for most others this is not corroborated by the results. FAVAR which was the best performer for the four-steps-ahead produces signi…cant results in most pairs. Considering the other pairs, the VAR model produces a signi…cant predictability compared to DSGE and DSGE-FAVAR, the FAVAR vs. DSGE and the DSGE vs. DSGE-VAR and DSGE-FAVAR, and the two state-space time-varying VARs show signi…cant predictability only for the …rst-quarter-ahead. The other examined cases in this study for GDP show weak or no di¤erential predictability. On the contrary for the CPI series, the DSGE model with …nancial frictions in any pair shows a distinctively signi…cant predictability at 1% (or 5%) in all step-ahead forecasts. This is in accordance with the RMSE results and in favor of the superior predictability of the DSGE model. In fact, most models for all forecast horizons appear to have a signi…cant pairwise predictability at 5% or 1% level. The only exception is the pair VAR vs. DSGE-FAVAR for all steps-ahead and the pairs VAR-BVAR and VAR-FAVAR for the long forecast horizon of four quarters and FAVAR vs. DSGE-FAVAR also in four-steps-ahead. Also, MVSS-TVP-VAR and MVSS-TVP-MSVAR present statistically signi…cant di¤erential predictability only in case of the shorter horizon, i.e., the …rst-quarterahead. the Thus, based on the MDD, RMSE and MDM results it is evident that in case of CPI the DSGE set-up including …nancial frictions outperforms the other models. Similar conclusions emerge from the investigation of the pairwise forecast comparison in case of FF Rate series, in this case for the homoskedastic MVSS-TVP-VAR model. In particular, the results are indicative of a consistent outranking classi…cation of the MVSS-TVP-VAR model vs. other models for all forecasting horizons. In fact both time-varying VAR speci…cations produced the lowest RMSE in a previous examination and in conjunction with the RMSE results it is shown that they consistently outperform any of the other models for all quarter-ahead forecasts, namely the di¤erential predictability is strongly signi…cant at 1% level. Moreover, for the FFR series it appears that almost all pairs when assessed comparatively show a strong signi…cant di¤erential predictability. Finally, in case of the SP variable the MDM scores depict in the majority of cases a statistically signi…cant pairwise forecastability, albeit with many exceptions especially for longer horizons. More importantly, the MVSS-TVP-VAR model that provided with the best performance in terms of the RMSE for the …rst two horizons in all pairs presents a consistent assessment of di¤erential predictability i.e., comparatively outperforms any of the other, yet only for the …rst-quarter-ahead and not for the second. Next, the BVAR that was the best performer for three-steps-ahead (according to RMSE) shows signi…cant results only for some pairs and not for all of them assessed comparatively (i.e., statistical signi…cance is indicative in case of BVAR vs VAR, FAVAR, DSGE-VAR and DSGE but not vs. MVSS-TVP-VAR or MVSS-TVP-MSVAR). Lastly, the DSGE with …nancial frictions that outranked any other model in the four-steps-ahead horizon produces insigni…cant di¤erential predictability compared to any model. The examination of other pairs is not indicative of statistically signi…cant predictability either. For example, VAR does not outperform the DSGE in any quarter-ahead forecast, the DSGE vs. DSGE-FAVAR pair is not producing signi…cant scores even at the 10% level and the FAVAR is not comparatively di¤erent to the DSGE-FAVAR in almost all steps-ahead 6 . Diebold-Mariano (1995) test is based on squared prediction errors and is distributed as Student with (T-1 ) degrees of freedom, where T the out-of-sample sample period. The reported numbers are the t -scores.
Conclusions and policy implications
The …nancial crisis revealed that the workhorse of contemporary DSGE modelling is not fully ready to deal with the issue of credit frictions and …nancial stability, which play an important role in modern business cycle theory. Recently there have been some e¤orts to model …nancial factors mainly by Goodfriend and McCallum (2007) , Christiano et al. (2010) , Curdía and Woodford (2010), Gerali et al. (2010) , Gertler and Kiyotaki (2010) and Gertler and Karadi (2011) . These constitute some promising attempts to study the e¤ects of …nancial intermediation on business cycle ‡uctuations and policy design. In particular, DSGE models with …nancial frictions could deal with many issues, such as the e¤ect of …nancial shocks on real variables, how optimal monetary policy is a¤ected by the presence of …nancial frictions and how macroprudential policies impact capital requirements. Moreover, new macroeconomic research is drawn to the application of Bayesian statistics because DSGE models are often seen as abstractions of actual economies. In this study we developed a DSGE model by augmenting the small-scale model with …nancial frictions, following Christiano et al. (2009) and Del Negro and Schorfheide (2012) . In this way we investigated the response of the monetary policy to increases in interest rate spreads. We included a comparative evaluation of the out-of-sample predictive performance of many di¤erent speci…cations of estimated DSGE models and various classes of VAR models, using datasets from the US economy. Simple and hybrid DSGE models were implemented, such as DSGE-VARs and Factor Augmented DGSEs (DSGE-FAVAR), and tested against standard VARs, Bayesian VARs and Factor Augmented VARs (FAVAR). Moreover, we introduced two novel speci…cations for time-varying parameter autoregressive models (TVP-VARs) in an attempt to overcome restrictive stationarity assumptions, to incorporate uncertainty due to future asymmetric random shocks and more importantly to account for inherent nonlinearities and adaptive relationships of the economy that cannot be captured by the atheoretic VAR family models as well as Table 6 by the micro-founded DSGE models according to the Lucas critique. In this paper, a novel time-varying multivariate state-space estimation method for TVP-VAR processes is proposed both for homoskedastic and heteroskedastic error structures. For the TVP-VAR models, the parameters are estimated using a multivariate speci…cation of the standard Kalman set-up (Harvey, 1990; Bekiros and Paccagnini, 2013) with extended quasi-optimal …ltering in particular for the TVP-VAR with Markov-switching heteroskedasticity. The likelihood estimation of the TVP-VAR is performed with a suitable multivariate extension of the Kim and Nelson (1999a, 1999b) method. The results were assessed with the use of Bayesian marginal data density and the Quasi-MLE method and evaluated with the root mean squared forecast error. The modi…ed Diebold and Mariano test (MDM) proposed by Harvey, Leybourne and Newbold (1997) was also employed to measure comparatively the di¤erential forecastability taking into account the serious oversizedness of the simple DM test when the prediction horizon increases.
The best forecasting performance for the CPI series was consistently produced by the DSGE model with …nancial frictions for all forecast horizons. In case of the FFR variable the homoscedastic TVP-VAR model outperforms all other models for all steps-ahead, being equal in forecasting performance with the TVP-VAR with Markov-Switching heteroskedasticity. For the GDP series the results were diverse. In particular, the heteroskedastic TVP-VAR model is the best for the one-step-ahead period, whilst the standard TVP-VAR outranks the other models for two-quartersahead. Next, the BVAR model provides the lowest RMSE for the three-steps ahead and only for the four-quarterahead the FAVAR outperforms the other models. Similarly, mixed results are produced for the SP series: the homoskedastic TVP-VAR presents the lowest RMSE for one-and two-quarters-ahead, the BVAR for the three-stepsahead and the DSGE with …nancial frictions for the longer horizon.
This work is open to several extensions. From the modelling point of view it should be relevant to focus on the interaction of frictions both at …rms level and in the banking sector, in order to examine the transmission mechanism of the shocks and the accelerator/attenuator e¤ects in line with the recent contribution by Rannenberg (2012) . Moreover, the recent episodes of …nancial turmoil have reinforced the idea that the business cycle might be, to some extent, the result of changes in agents'expectations. Empirical evidence reported in Mankiw and Reis (2002) , Orphanides and Williams (2008) and Lansing (2009) is in favour of the fact that expectations concerning in ‡ation and other economic variables display systematic mistakes that increase the stochastic volatility in the economy. Further research is needed to …nd macro-…nancial micro-founded DSGE models as well as adaptive TVP-VARs, which are able to re ‡ect reality better. For instance, featuring a more explicit modeling of …nancial intermediation or introducing occasionally binding constraints seem interesting avenues.
