Cloud simulations and cloud-climate feedbacks in the tropical and subtropical eastern Pacific region in 16 state-of-the-art coupled global climate models (GCMs) and in the International Pacific Research Center (IPRC) Regional Atmospheric Model (iRAM) are examined. The authors find that the simulation of the present-day mean cloud climatology for this region in the GCMs is very poor and that the cloud-climate feedbacks vary widely among the GCMs. By contrast, iRAM simulates mean clouds and interannual cloud variations that are quite similar to those observed in this region. The model also simulates well the observed relationship between lower-tropospheric stability (LTS) and low-level cloud amount.
Introduction
State-of-the-art comprehensive global climate models (GCMs) display a wide range of global and regional sensitivity to imposed large-scale climate forcings. The equilibrium global surface temperature increase projected to result from a doubling of atmospheric CO 2 concentration reported for the models in the latest Intergovernmental Panel on Climate Change (IPCC) intercomparison varies from 2.1 to 4.4 K. This range has not narrowed appreciably compared to that found in earlier model intercomparisons (e.g., Houghton et al. 2001) . The variation in global climate sensitivity among these GCMs is largely attributable to differences in cloud feedbacks and feedbacks of low-level clouds in particular (e.g., Bony and Dufresne 2005; Stowasser et al. 2006; Solomon et al. 2007; Medeiros et al. 2008) .
Persistent stratocumulus decks found predominantly in the subtropical eastern ocean margins have a major impact on the radiation budget by reflecting incoming solar radiation (e.g., Randall et al. 1984; Hartmann and Doelling 1991) . These clouds are prominent over cool ocean surfaces in regions where large-scale atmospheric subsidence leads to the formation of sharp temperature inversions, which trap moisture in the marine boundary layer (MBL; e.g., Albrecht et al. 1988) . The simulation of these marine clouds has been a particular challenge for global and regional models (e.g., Bretherton et al. 2004; Wang et al. 2004a,b) . This results in a particularly high uncertainty of the climate feedback of these low-level marine clouds (e.g., Bony and Dufresne 2005; Solomon et al. 2007 ). Medeiros et al. (2008) showed that trade wind cumuli might also play an important role; they are also not well captured by global climate models (Medeiros and Stevens 2009 ).
The radiative effect of low marine clouds is dominated by their contribution to the planetary albedo as their impact on outgoing longwave radiation is limited because of the small temperature difference between cloud tops and the underlying surface. The cloud optical depth for these low-level clouds is proportional to cloud geometrical thickness, the liquid water content (LWC), and the size of the cloud droplets. There have been attempts to use empirical guidance to determine how these basic cloud properties, and hence albedo, may respond to changes in large-scale climate.
The empirical relationship between cloud LWC and temperature obtained by Feigelson (1978) from aircraft measurements of midlatitude clouds for the temperature range between 2258 and 58C predicts an increase in cloud water with temperature. Somerville and Remer (1984) noted that if a constant cloud geometrical thickness for marine stratocumulus decks is assumed, a negative cloud-climate feedback would be implied (i.e., warmer temperatures would lead to more reflective clouds). On the other hand, studies analyzing satellite data from the International Satellite Cloud Climatology Project (ISCCP), the Advanced Very High Resolution Radiometer (AVHRR), and the Clouds and the Earth's Radiant Energy System (CERES) indicate that cloud optical depth of low marine clouds might be expected to decrease with increasing temperature (Tselioudis et al. 1992; Greenwald et al. 1995; Chang and Coakley 2007; Eitzen et al. 2008 ). This suggests a positive shortwave cloud-climate feedback for marine stratocumulus decks. In a recent paper, Clement et al. (2009) analyzed several decades of ship-based observations of cloud cover along with more recent satellite observations, with a focus on the northeastern (NE) Pacific between 158 and 258N. They found that there is a negative correlation between cloud cover and sea surface temperature (SST) apparent on a long time scale-again suggesting a positive cloudclimate feedback in this region. Bony and Dufresne (2005) analyzed 17 yr of observed SST, top of atmosphere (TOA) net radiative flux, and 500-hPa vertical velocity (v 500 ) from satellite data and reanalyses, respectively. Focusing only on the ocean regions between 308S and 308N, they scaled the anomalies in monthly mean TOA fluxes with the coincident SST anomalies. This analysis was done for grid points in different dynamical regimes defined by the 500-hPa vertical velocity. They showed that the cloud feedback parameter defined this way is dominated by changes to the shortwave flux and that the feedbacks are positive and in the range of 0-6 W m 22 K
21
. The Bony and Dufresne estimate of this feedback is largest in the regions with the strongest 500-hPa subsidence (corresponding to the regions of low-level marine clouds). Of course, as emphasized by Bony and Dufresne, the cloud responses to natural interannual variations of SST may differ from the response expected to large-scale forced global warming.
Cloud feedbacks have also been assessed by a number of modeling studies using a variety of models-ranging from single-column radiative-convective equilibrium models to GCMs with conventional cloud parameterizations (e.g., Somerville and Remer 1984; Xu et al. 2010; Roeckner et al. 1987; Caldwell and Bretherton 2009; Tselioudis et al. 1998; Zhang and Bretherton 2008) or to GCMs with superparameterizations in which a cloudresolving model (CRM) is run within each GCM column (e.g., Wyant et al. 2009 ). However, state-of-the-art GCMs display a wide range of simulated cloud-climate feedbacks in the marine stratocumulus regions. In addition, such models generally do a poor job in simulating the present-day climatology of marine stratocumulus clouds. The dynamics of marine stratocumulus clouds involve tightly coupled interactions among atmosphere, ocean, and land making them extremely challenging for climate models to capture (e.g., Bony and Dufresne 2005) . Singlecolumn models and large-eddy simulations (LES) can explicitly represent detailed cloud microphysics, but the interaction between clouds and the large-scale atmospheric circulation in such models has to be prescribed or determined on the basis of simplified assumptions.
This paper describes a modeling study of the response of clouds in the eastern tropical and subtropical Pacific region to large-scale climate forcing. The eastern Pacific region features extensive stratocumulus decks and the cloud feedbacks in this region in climate models contribute significantly to the global mean feedbacks and climate sensitivity (e.g., Stowasser et al. 2006) . For this investigation we used the version of the International Pacific Research Center (IPRC) Regional Atmospheric Model (iRAM) described in Lauer et al. (2009) . Lauer et al. (2009) also showed that iRAM is able to simulate a reasonable present-day seasonal climatology of stratocumulus clouds in the eastern Pacific region. As part of the present study we will show that iRAM simulates the basic cloud climatology in the eastern Pacific better than current GCMs. We will also show that iRAM successfully simulates the main features of the observed interannual variation of clouds in this region, including the evolution of the clouds through the ENSO cycle.
Section 2 describes the regional climate model used in this study and the details of the present-day and global warming simulations. This is followed by a comparison of modeled cloud properties over the east Pacific with observations in section 3. Section 4 presents the results of the cloud response to global warming. The conclusions are summarized in section 5.
Model and model simulations
a. iRAM IPRC iRAM is based on the hydrostatic primitive equations and uses s coordinates in the vertical (Wang et al. 2004a) . All model simulations presented here were conducted at a horizontal resolution of 0.58 3 0.58, with the model domain covering the tropical and subtropical eastern Pacific as well as large parts of South America (408S-408N and 1608-508W). There are 28 model levels from the surface up to about 10 hPa (;30 km) with 10 levels below 800 hPa. We used the final analysis data (FNL) from the U.S. National Centers for Environmental Prediction [(NCEP); NCEP FNL Operational Model Global Tropospheric Analyses, continuing from July 1999, are updated daily. Dataset ds083.2 is published by the Computational and Information Systems Laboratory (CISL) Data Support Section at the National Center for Atmospheric Research (NCAR), Boulder, Colorado, available online at http://dss.ucar.edu/datasets/ ds083.2/] as initial and lateral boundary conditions for the model integrations. The FNL data with a horizontal resolution of 18 3 18 and 26 vertical pressure levels (NCEP-NCAR reanalysis with a horizontal resolution of 2.58 3 2.58 and 17 pressure levels prior to the year 2000; Kalnay et al. 1996) at 6-h time intervals are interpolated linearly in time and using cubic splines to the model grid. SSTs employed are the National Oceanic and Atmospheric Administration (NOAA) analyses (Reynolds et al. 2007) , which are based on daily mean satellite observations from AVHRR and the Advanced Microwave Scanning Radiometer (AMSR) instruments. The prognostic model variables are nudged to the NCEP FNL analysis data within a 108 buffer zone along the lateral boundaries. The buffer zone is not in the analyses of the results shown here.
Grid-scale cloud processes are calculated using a double-moment cloud microphysics scheme with a semiprognostic aerosol component considering six aerosol species-sulfate, sea salt, soluble and insoluble organic matter, black carbon, and mineral dust (Phillips et al. 2007 (Phillips et al. , 2008 )-which replaces the original singlemoment cloud microphysics module of Wang (2001) . The cloud microphysics scheme predicts the mass mixing ratios of water vapor, cloud liquid water, cloud ice, rain, snow, and graupel as well as the number mixing ratios of cloud droplets and ice crystals. The size distributions of cloud and precipitation particles are assumed to follow gamma distributions. Diffusional growth of cloud particles and precipitation is predicted explicitly with a linearized supersaturation scheme from the modeled updraft and properties of cloud liquid and water vapor. The predicted supersaturation is applied to calculate the activation of aerosol particles at cloud base using the aerosol activation scheme of Ming et al. (2006) or inside the cloud when supersaturation becomes high enough. Critical droplet diameters and supersaturations as well as the equilibrium supersaturations of the droplets are obtained from the k-Kö hler theory using the hygroscopicity parameters k from Petters and Kreidenweis (2007) . The autoconversion of cloud droplets to rainwater is parameterized after Liu et al. (2007) . We chose the parameterization from Liu et al. (2007) over other schemes as it results in improved agreement for our regional model with a 50-km resolution between modeled and observed liquid water path (LWP) and cloud cover. Primary and secondary ice nucleation (Hallet and Mossop 1974) , as well as homogeneous freezing of aerosols (Koop et al. 2000) and cloud droplets (Phillips et al. 2007) , are included. All the known and empirically quantified mechanisms for initiation of cloud droplets and ice are represented (Phillips et al. 2007 ).
The cloud microphysics module is coupled to the radiation scheme and provides effective radii of cloud droplets and ice crystals as well as the liquid water and ice content as input for the radiative transfer calculations.
The radiation scheme is based on the radiation package of Edwards and Slingo (1996) with improvements by Sun and Rikus (1999) . It considers four bands in the solar spectral range and seven bands in the thermal spectral range. Cloud amount is diagnosed from cloud liquid water/ice content and relative humidity following Xu and Randall (1996) . Subgrid-scale convection including shallow, mid-level, and deep convection is parameterized following Tiedtke (1989) with modifications by Gregory et al. (2000) . The average entrainment rate for shallow convection and relative mass flux at a level of zero buoyancy (overshooting cumuli) have been adjusted using results from large-eddy simulations (Wang et al. 2004a,b) . Cloud water and cloud ice detrained at the cloud tops are considered as an additional source of cloud water/ice used by the grid-scale cloud microphysics (Wang et al. 2003) .
The iRAM results with double-moment cloud microphysics have been compared extensively to measurements from aircraft, ships, and satellites to evaluate the model performance simulating clouds over the eastern Pacific (Lauer et al. 2009 ). This evaluation showed that the model is able to simulate average cloud properties such as liquid water content, cloud droplet number concentration, cloud cover, and the radiative effect of clouds [also referred to as cloud radiative forcing (CRF)] that compare well with the observed climatology. Lauer et al. (2009) also showed that the diurnal cycle of cloud liquid water over the eastern Pacific is reasonably well simulated by iRAM.
For additional details on iRAM, we refer to Wang (2001) , Wang et al. (2004a) , and the literature cited therein. Additional details on the double-moment cloud microphysics scheme and a model evaluation can be found in Phillips et al. (2007 Phillips et al. ( , 2008 Phillips et al. ( , 2009 ) and Lauer et al. (2009) , respectively.
b. Model experiments
In the present study, we performed two kinds of experiments: a simulation of January 1997-December 2008 using observed SSTs and lateral boundary conditions and a set of 10-yr integrations designed to simulate late twenty-first-century conditions.
For the twenty-first-century experiments we apply what has been termed the ''pseudo-global-warming'' (PGW) method, which has been employed in other recent studies to downscale global climate change projections using a regional atmospheric model Sato et al. 2007; Knutsen et al. 2008 ). In the PGW method, initial and lateral boundary conditions for the model integration are given by the sum of 6-h reanalysis data as used for the present-day experiment and a climate change signal based on results from a coupled global climate model (or an ensemble of such models). We based the climate change signals used in iRAM on the monthly averaged differences between present-day climate and projections for the end of the twenty-first century made by GCMs included in the IPCC Fourth Assessment Report (AR4). Specifically, the climate change signal adopted here was computed as the difference in 10-yr means for each calendar month for the late twentieth century [1990- (Meehl et al. 2007) . Following the A1B scenario, we increased the CO 2 concentration in iRAM from 370 ppm used in the present-day run to 720 ppm. Here, we only consider global warming perturbations of the meteorological boundary conditions [i.e., temperature, horizontal wind components, sea level pressure (SLP), and humidity] and of the SST. Concentrations of trace gases other than CO 2 such as ozone or aerosols were not changed in our global warming simulations and remained at their present-day levels. Of course the global change signals differ quite significantly among the CMIP-AR4 GCMs. We performed three 10-yr experiments using 1999-2008 as the base and adding different climate change signals derived from the results of the CMIP-AR4 model simulations:
1) IPCC AR4 ensemble mean (case A): The climate change signal is averaged over all 19 AR4 models (see Table 1 ) that provided all data needed for specifying the climate change contribution to the boundary conditions in iRAM. All model results are interpolated to the 18 3 18 grid and 26 pressure levels of the FNL data before averaging. 2) Canadian Centre for Climate Modelling and Analysis (CCCma) Coupled General Circulation Model, version 3.1(T63) (CGCM3.1; case B): The climate change signal is obtained from simulations with CGCM3.1 (McFarlane et al. 1992; Flato 2005) of CCCma. Among the AR4 GCMs, the CGCM3.1 has one of the higher global climate sensitivities and also has a strong positive cloud-climate feedback over the eastern Pacific (see Fig. 9 below). 3) NCAR Community Climate System Model, version 3 (CCSM3; case C): The climate change signal is obtained from NCAR CCSM3 (Collins et al. 2006) . Among the AR4 GCMs, the CCSM3 has one of the lower global climate sensitivities and also has a negative cloud-climate feedback over the eastern Pacific (see Fig. 9 below). The PGW method has some obvious limitations, notably the variability from daily to interannual periods in the boundary conditions is necessarily the same in the warming simulations and in the present-day simulation (e.g., Hara et al. 2008) . We would also like to note that this study examines cloud response to a given climate change signal only. The usage of prescribed SSTs does not allow for possible atmosphere-ocean feedbacks. We expect that an interactive coupling of atmosphere and ocean could modify the climate change signals and may thus result in a different cloud response.
Comparison with observations
In this section, we compare the cloud fields in our present-day iRAM simulation with observations. We compare 10-yr mean simulated values with observed climatology. We also evaluate the interannual variations in the simulation, which provides an opportunity to see how realistically the simulated clouds respond to changes in large-scale meteorological forcing. We also evaluate correlations between simulated low-level cloud amount and, for instance, sea surface temperatures, lowertropospheric stability (LTS), or 500-hPa vertical velocities.
These correlations are then compared to corresponding correlations obtained from observations.
a. Shortwave cloud forcing
Shortwave cloud forcing (SCF) at the top of the atmosphere is calculated as the difference between all-sky and clear-sky shortwave radiation at the top of the atmosphere. Figure 1 shows a comparison of the multiyear annual average SCF from iRAM as well as from 16 IPCC AR4 models with multiyear (2000-05) satellite observations from CERES (Loeb et al. 2009 ). Observations show a large area of small (absolute) SCF south of the intertropical convergence zone (ITCZ) and between the western domain boundary at 1508W and about 1008W. These weakly negative SCF values correspond to a low average cloud amount over the warm-pool region. The size and extent of this area are reproduced by iRAM reasonably well, although the maximum SCF values are overestimated by about 5 W m 22 compared with the CERES observations. The satellite data show the most negative SCF in our domain in the ITCZ and in the two stratocumulus decks off the coasts of North and South America. Here, iRAM overestimates the FIG. 1. Annual average TOA shortwave cloud forcing for present-day conditions from 16 IPCC AR4 models (see Table 1 ) and iRAM compared with CERES satellite observations (Loeb et al. 2009 ).
magnitude of the SCF in the ITCZ by about 25%, but the modeled SCF of the stratocumulus decks agrees well with the observations. However, the stratocumulus deck in iRAM over the southeastern (SE) Pacific is shifted by about 98 (;1000 km) northwestward compared with the observed, also seen in the simulated cloud liquid water and cloud cover. Lauer et al. (2009) speculated that this deficiency could be related to the model horizontal resolution, which leads to an overly smooth representation of the steep Andes. Table 2 summarizes the multiyear mean cloud properties averaged over the ocean region of the model domain. Specifically cloud forcing, cloud amount, liquid water path, and rain rate from iRAM are compared with satellite observations. The details of the satellite datasets used for comparison are given in the table along with relevant references. The model overpredicts the average SCF over the ocean by 7 W m 22 and underpredicts the magnitude of the longwave cloud forcing (LCF) by 4 W m 22 compared with satellite measurements. This overestimation in the magnitude of SCF is mainly caused by a too large (absolute) SCF in the ITCZ as well as an underprediction of the extent of the region of weak SCF associated with the warm pool. The small values of domain-averaged LCF in the model mainly reflect an underestimation of cirrus clouds in, and north of, the ITCZ. The difference between domain-averaged modeled and observed total cloud forcing (CF net ) is about 210 W m
22
. Figure 1 also shows that the 16 IPCC AR4 models investigated here, with the possible exception of the Met Office (UKMO) Hadley Centre Global Environmental Model version 1 (HadGEM1) model, fail to adequately reproduce the large area of small magnitude of SCF over the warm-pool region. Among the better models in reproducing observed SCF in the ITCZ and the two stratocumulus regions are the two Geophysical Fluid Dynamics Laboratory (GFDL) models that, however, fail to reproduce the extent and position of the stratocumulus deck in the southeastern Pacific.
b. Cloud amount, liquid water path, and rainfall
The results in Table 2 show that the domain-averaged iRAM simulated low cloud cover (35%) is in good agreement with satellite observations (33%). Here, lowlevel cloud amount refers to clouds below 680 hPa. While low-level cloud amount can be averaged over all time steps in the model, the satellite data cover only periods not obstructed by high-level clouds. This is, however, not expected to be a problem as the satellite data show only small differences between low-level and total cloud amount in the stratocumulus regions, which are the main focus of this study. The domain-averaged total cloud cover in iRAM is 48%, rather less than the 58% from the satellite climatology, a difference that reflects the underprediction of the cirrus clouds in and north of the ITCZ in iRAM. The modeled multiyear annual average LWP over the ocean, 63 g m
22
, is in good agreement with 62 g m 22 determined from satellite observations. Figure 2 shows the geographical distribution of the iRAM simulated LWP compared with observations and the 20C3M simulations in the IPCC GCMs. The iRAM captures the observed overall pattern reasonably well, whereas the IPCC models vary widely among themselves and none reproduces all the major features in the observed LWP. The domain-average rainfall rate in iRAM over the ocean is 3.4 mm day 21 , which is considerably higher than the 2.0 mm day 21 in the satellite-based climatology. Li and Fu (2005) showed that the rainfall climatology from the Tropical Rainfall Measuring Mission (TRMM) satellite data has lower average rain rates than the Global Precipitation Climatology Project (GPCP; Huffman et al. 1997; Adler et al. 2003) , particularly over the ocean. A comparison of the geographical pattern of long-term mean rain rate with satellite observations (not shown) reveals that iRAM captures the location and intensity of the rain rate over most of the ocean reasonably well, but the belt of heavy rainfall in the ITCZ is overestimated by iRAM in both its meridional extent and its intensity. (Rossow et al. 1996) . c. Low-level cloud amount and lower-tropospheric stability
Observations show that the low-level cloud cover in tropical and subtropical regions is strongly correlated with LTS, defined as the difference in potential temperatures u at 700 hPa and the surface (LTS 5 u 700hPa -u s ) (Slingo 1980 (Slingo , 1987 Klein and Hartmann 1993) . For the tropical and subtropical clouds over the eastern Pacific in our model domain we find very similar correlations between observed low-level cloud amount and LTSestimated inversion strength (Wood and Bretherton 2006) . In this study, we use LTS for our analysis.
We combined monthly mean ISCCP satellite observations of low-level cloud amount (Rossow et al. 1996) with LTS values calculated from monthly mean NCEP final analysis data (NCEP-NCAR reanalysis before the year 2000; Kalnay et al. 1996) . The ISCCP data (2.58 3 2.58) are interpolated to the 18 3 18 grid of the FNL data. For comparison with results from iRAM we averaged the model data onto the 18 3 18 FNL grid. The black and blue dots in Fig. 3a show low-level cloud amount binned by LTS values from the combined ISCCP-NCEP dataset and from iRAM for the years 2000-07. The mean low-level cloud amount and its standard deviation are calculated for all grid cells in the whole domain (308S-308N and 1508-608W) and all individual monthly means in the time period 2000-07 within the same LTS bin. The vertical bars show 61 standard deviation. The standard deviation within each LTS bin will reflect spatial, annual, and interannual variability. Observations and model show an approximately linear increase in low cloud amount with increasing LTS. Such a linear relationship between seasonal mean LTS and low-level cloud amount for regions in the subtropics has also been found by Klein and Hartmann (1993) . A linear fit to the observations in Fig. 3a has a slope of 0.031 K
21
, which is close to the 0.030 K 21 obtained for the present-day iRAM simulation. The range of variability of cloud amount for any given LTS value is larger in the model than in the observations. The difference even persists when the iRAM data are averaged to 2.58 resolution to be directly comparable to the ISCCP data.
The corresponding probability density functions (PDFs) of monthly mean LTS from the present-day iRAM simulation and NCEP FNL data are shown as the blue and black curves in Fig. 3b . For both model and FNL data the most common LTS values are found to be in the range of 12-14 K. Maximum LTS densities are found to be at 12.8 K for NCEP FNL data and 13.2 K for the iRAM present-day simulation. The model reproduces the LTS PDF from NCEP FNL data for the east Pacific region reasonably well, although the modeled distribution is wider than the observed one for small LTS values (LTS 5 10-12 K). were used to calculate low-level cloud amount for each of the year 2005 LTS bins. LTS decreases in the El Niñ o year for all bins with year 2005 LTS values larger than 14 K in the NCEP data and larger than 12.5 K in the model data, respectively, while corresponding low-level cloud amount decreases particularly in the LTS range most relevant for stratocumulus clouds (LTS . 15 K). The displacement arrows from NCEP/ISCCP and iRAM are almost parallel within this LTS range, indicating that the model simulates the observed changes in the LTSlow-level cloud amount relationship during El Niñ o reasonably well.
d. Interannual variations in low-level cloud amount and liquid water path
To evaluate the response of the modeled low-level clouds to interannual variations in local thermal structure and circulation, we compare monthly mean cloud anomalies with other observed properties in the stratocumulus regions off the coasts of North and South America. Cloud properties of primary interest are lowlevel cloud amount and liquid water path as these are key parameters determining the cloud radiative properties. SST and LTS reflect the local thermal structure, while 500-hPa vertical velocities are indicative of largescale circulation changes. Figure 4 shows time series of anomalies in monthly mean low-level cloud amount, liquid water path, SST, LTS, and 500-hPa vertical velocities from iRAM in comparison with observations. Monthly mean anomalies are calculated by subtracting the average seasonal cycle calculated over the entire period. Observed low-level cloud amounts are obtained from ISCCP satellite data (Rossow et al. 1996) ; liquid water path from the Special Sensor Microwave Imager (SSM/I), TRMM Microwave Imager (TMI), and AMSR for Earth Observing System (AMSR-E; O'Dell (Reynolds et al. 2007) ; and LTS as well as 500-hPa vertical velocity are calculated from NCEP FNL data (NCEP-NCAR reanalysis before 2000; Kalnay et al. 1996) . The time series cover the period 1997-2007 (for which we have satellite data for liquid water path and cloud cover) and are averaged over the southeastern Pacific stratocumulus region (258-58S, 1008-758W, Fig. 4) . The warm and cold ENSO episodes denoted by shading in Fig. 4 are based on observed Niñ o-3.4 SST anomalies. Even though they are averaged over a large domain, the monthly mean anomalies still show significant variability. To reduce the noise introduced by the subseasonal variability we calculate 1-yr running means shown as thick curves in Fig. 4 .
SSTs in the southeastern Pacific region show strong positive deviations from average values during the 1997/98 El Niñ o event and negative deviations from the average in the subsequent cold ENSO episode (Fig. 4c) . (Fig. 4a) . During the rest of the time period 1997-2007, the 1-yr running mean anomalies of observed low-level cloud amount are small. This behavior is reproduced by iRAM except for a 15-month period following the strong El Niñ o event of 1997/98 where the model predicts a positive low-level cloud amount anomaly of 4%. Anomalies in the liquid water path show a high positive correlation with low-level cloud amount anomalies (Fig. 4b) . The top part of Table 3 Earlier observational studies have shown that LTS is strongly correlated with subtropical low-level stratocumulus cloud fraction (Slingo 1980 (Slingo , 1987 Klein and Hartmann 1993) . Correlation coefficients for the modeled and FNL LTS with low-level cloud amount over the southeastern Pacific stratocumulus region are 0.81 and 0.80, respectively. By contrast, 500-hPa vertical velocities (Fig. 4e) have a much weaker correlation with low-level cloud amount anomalies over the east Pacific stratocumulus regions during the period studied here. Table 3 also gives the correlation coefficient with domain-averaged SLP, which is 0.69 in observations but much smaller (0.19) in the iRAM simulation.
We repeated this analysis for the averages over the northeastern Pacific stratocumulus region (208-308N, 1208-1308W) . In this region as well, there is a correlation of the SST with the ENSO state, notably with anomalously warm surface waters during the 1997/98 El Niñ o and cold water during 1999. The correlation coefficients of low cloud amounts averaged over 208-308N, 1208-1308W, with SST, LWP, LTS, SLP, and midtropospheric vertical velocity, are given in the bottom part of Table 3 . These correlations are similar in the observations and in the iRAM simulation.
The ability of iRAM to reproduce the interannual variations of cloud properties in stratocumulus regions through the ENSO cycle is much better than that of typical current coupled GCMs. Clement et al. (2009) showed that many global models have difficulties even in reproducing the correct sign of the correlations between cloud properties and meteorological quantities that we show in Table 3 . Of course, the results in Fig. 4 and Table 3 involve iRAM run with prescribed SSTs and lateral boundary conditions and might be more directly comparable to prescribed SST GCM simulations than free-running coupled GCMs. However, the reality is that climate change experiments in AR4 have been performed with models that have poor representation of Clement et al. 2009 ). The much better cloud representation for current climate in iRAM provides the motivation for conducting the climate change experiments described in the next section.
Global warming results

a. iRAM global warming simulations
We estimate the response of clouds to global warming by calculating the differences between each of the three global warming cases A-C (see section 2) and our present-day reference experiment. We compare 10-yr means for each case [i.e., including only the last 10 yr (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) of the control run]. Figure 5 shows changes in low-level cloud amount as well as the imposed changes in SST for all three global warming cases. Also shown is the local cloud feedback parameter l calculated as the change in net cloud forcing (CF net ) divided by the change in surface temperature T s :
The net cloud forcing is calculated as the sum of SCF and LCF, where SCF and LCF are calculated as the difference between the all-sky and clear-sky shortwave and longwave radiation at the top of the atmosphere, respectively. Negative values correspond to a cooling effect on the climate system. Although this definition [Eq. (1)] of the cloud feedback parameter depends on changes in both cloud and clear-sky properties, such as changes in water vapor, temperature, or surface albedo (Soden et al. 2004) , it is commonly used to diagnose global climate simulations because its calculation is straightforward and the cloud forcing defined in this way can be estimated in a fairly direct way from observations (Bony et al. 2006) .
The spatial structure of the late twenty-first-century SST warming patterns taken from the multimodel ensemble (case A), CGCM3.1 (case B), and CCSM3 (case C) are rather similar, but the overall magnitude of the warming differs quite significantly among the cases (largest for CGCM3.1, smallest for CCSM3). In each case, the largest warming occurs in the equatorial east Pacific and the smallest warming occurs in the southernmost part of our model domain between 208 and 308S.
Changes in the amount of low-level marine clouds calculated by iRAM in response to the global warming signals (cases A-C) have similar geographical patterns showing a strong decrease of 5%-10%, particularly in the two stratocumulus regions, and an increase in lowlevel cloud amount in the range of 2%-8% over the equatorial Pacific between 1508 and 1008W. Consistent with the amplitudes of the imposed global warming signals, case B shows the largest decrease in low-level cloud amount in both horizontal extent and amplitude, whereas case C has the smallest cloud response. The local cloud feedback parameters [Eq. . This observation-based estimate compares reasonably well to results from iRAM ranging between 4.2 and 5.9 W m 22 K 21 averaged over the same region (global warming cases A-C).
As noted above, there is a strong similarity in the feedback parameters among the cases A-C, despite the different warming increments imposed in SST. However, it is possible that the close agreement in l may depend on the overall geographic pattern of SST warming being similar among the three cases. This issue was investigated in a fourth experiment in which a uniform 2-K warming was applied to the sea surface throughout the domain and through the depth of the atmosphere on the lateral boundaries. The l distribution in that experiment (not shown) was indeed rather different from that seen in cases A-C (the domain-average feedback in this uniform warming case was 3 W m 22 K
21
). The red dots in Fig. 3a show the dependence of lowlevel cloud amount on LTS in the global warming simulation case A. The mean relation between LTS and low-level cloud amount is significantly different in the perturbed climate from that in the control run. Specifically, in the warmer climate there are systematically smaller low-level cloud amounts for any given LTS value, except for a narrow region around LTS 5 14.5 K. Also the slope of the linear fit to results from the global warming scenario (0.025 K
) is somewhat smaller than that for the present-day model results or from observations. The model results suggest that the average relation between LTS and low-level cloud amount obtained from present-day observations over the east Pacific can change significantly in an altered climate. Application of simple models (e.g., Miller 1997) or parameterizations of the boundary layer cloud amount based on the observed present-day relation between LTS and low-level cloud cover may not be appropriate for climate change scenarios.
The red curve in Fig. 3b shows the LTS PDF in the global warming simulation case A-compared with the present-day result there is a shift toward higher LTS values. Figure 3d shows the changes in the LTS-lowlevel cloud amount relationship between our presentday simulation and global warming case A. As for the 1997/98 El Niñ o case discussed above (Fig. 3c) , average LTS and low-level cloud amount in the global warming case were calculated for the same model grid cells and months that were used to calculate low-level cloud amount for each of the present-day LTS bins. In other words, the blue dots for the present-day simulation in Fig. 3d are identical with the ones in Fig. 3a , whereas the red dots show LTS and low-level cloud amount values averaged over the same model grid cells but for the global warming case A. LTS increases in the global warming scenario for all bins while low-level cloud amount decreases for bins with present-day LTS values smaller than 13 K or larger than 16 K. However, lowlevel cloud amount remains close to its present-day level for the bins in the LTS range 13-16 K. Here, the increase in low-level cloud amount in the equatorial region between 1508 and 1008W (see Fig. 5 ) balances approximately the decrease in low-level cloud amount within the same LTS range over other parts of the ocean. The general increase in average LTS is consistent with the reduction in mean tropospheric lapse rates and increased dry stability, which are robust predictions from current GCMs in a warmed climate. Figure 6 shows the mean diurnal cycles of cloudbottom and cloud-top heights for the core regions of the stratocumulus regimes over the northeastern (208-308N, 1208-1308W) and southeastern Pacific (258-58S, 858-958W). We define cloud-bottom height as the lowest level between the surface and 4 km at which the monthly mean cloud liquid water content exceeds 0.025 g kg To provide the thermal structure context for the cloud changes, an analysis of the vertical temperature profile and lapse rate in the iRAM experiments is conducted. Conventional averaging with the vertical coordinate fixed in time and horizontal space will blur any marked feature of the vertical structure that is strongly variable in time (and horizontal space; Birner 2006 ). This blur effect makes the temperature inversion atop the MBL in the east Pacific region hard to see in a multiyear climatology. Following the approach adopted by Birner (2006) to characterize behavior near the tropopause, we use the inversion layer base height as a common reference level to composite all temperature profiles. This is done by introducing a modified vertical coordinate defined as z 2 z B with z as altitude and z B as inversion layer base height. The data are interpolated from model levels onto vertical levels in z 2 z B with a cubic spline interpolation.
Profiles that do not contain a temperature inversion in the lower troposphere (0-3 km) are not included in the average. The inversion layer base height is taken as the minimum temperature in this altitude range calculated from daily mean temperature profiles. Figure 7 (left panel) shows the results for the composited temperature profiles. We added the average of the inversion layer base height to the vertical coordinates shown in Fig. 7 . The right panel of Fig. 7 shows the corresponding lapse rates (2dT/dz). The mean inversion heights in the presentday iRAM simulation are about 1.4 km in the southeast Pacific region and 0.7 km in the northeast Pacific region. These are somewhat lower than the mean cloud-top heights presented in Fig. 6 (1.6 km and 1.0 km) as the mean heights for the clouds were computed including occasions when there is no well-defined inversion and also depend on the threshold value for monthly mean LWC (see above). The drop in diurnal mean cloud heights by about 100 m in the southeast Pacific and 50 m in the northeast Pacific (Fig. 6 ) in the global warming simulation is paralleled by the very similar reductions in the mean inversion heights (Fig. 7) .
In contrast, our sensitivity experiment with a uniform 2 K increase in SST throughout the domain and in atmospheric temperatures on the lateral boundaries shows only a little change or slight increase in inversion layer base heights in the stratocumulus regions. This suggests that the reduction in mean tropospheric lapse rates predicted by the GCMs in a warmed climate (cases A-C) is important for the shallowing of the marine boundary layer in these regions.
Analysis of the entrainment rates at the top of the boundary layer shows that entrainment in the global warming run is reduced by 9% in the northeast and by 12% in the southeast Pacific stratocumulus region compared with the present-day simulation. Reduced entrainment could be a reason for the reduction in boundary layer height (e.g., Stevens 2006) , causing the inversion to drop and the clouds to thin. Consistent with Caldwell and Bretherton's (2009) hypothesis that a decreased radiative cooling of the boundary layer in an enhanced greenhouse case could cause the inversion to drop, we find average turbulent kinetic energy (TKE) is less in our global warming run in both stratocumulus regions. In addition to less turbulence, entrainment could also be reduced by greater inversion strength in the global warming case particularly in the southeastern Pacific stratocumulus region (see also Fig. 7) .
b. Comparison with IPCC model results
We calculated the local feedback parameters for all 16 IPCC AR4 models that provided both TOA clear-sky and all-sky fluxes needed to compute TOA cloud forcings [Eq. (1)]. Just as for the other aspects of the global warming signal (see section 2), we calculate the change in cloud forcing due to global warming by subtracting 10-yr averages for the present-day simulation (experiment 20C3M, years 1990-99) from projections for the end of the twenty-first century (SRES scenario A1B years 2090-99). (CSIRO-Mk3.5) and CCSM3 simulate fairly strong negative local feedback parameters in the two stratocumulus regions. The other IPCC models have feedback parameters in the stratocumulus areas that are either quite small (CGCM3) or that vary in sign through these regions. In other parts of the domain shown in Fig. 8 the simulated local feedback parameter differs greatly among the IPCC models. While the IPCC models disagree widely among themselves, none of the GCM simulated patterns of l compare well with that in the iRAM simulation.
The domain-averaged l from iRAM is 1. The light gray bars in Fig. 9 compare the local feedback parameters from the IPCC AR4 models averaged over the domain of the regional model (308S-308N, 1508-608W) with iRAM. The domain-averaged feedback parameter simulated by iRAM is higher than that simulated by any of the 16 IPCC AR4 models. Out of the 16 IPCC models, 10 simulate positive feedback parameters for the east Pacific region, and 6 predict a negative domain-averaged feedback parameter. The dark gray bars in Fig. 9 show the feedback parameter for each of the IPCC models averaged over the entire tropicalsubtropical belt (308S-308N, 08-3608 ). The mean feedbacks in the entire tropical-subtropical belt in each model are fairly closely related to those for the east Pacific domain (the correlation coefficient over the 16 models is 0.95).
The east Pacific cloud feedbacks in the GCMs also correlate reasonably well with the equilibrium global climate sensitivities given in Table 8 .2 of Solomon et al. (2007) . The GCMs that have the highest east Pacific cloud feedback (and hence are closest to the iRAM result) are the Model for Interdisciplinary Research on Climate 3.2 (MIROC3.2), IPSL-CM4, and UKMO-HadGEM1. These (along with the medium-resolution version of MIROC3.2 not considered in this paper) are the GCMs with the highest global climate sensitivity according to the IPCC Table 8 .2. It may also be noted that UKMO-HadGEM1 was identified by Clement et al. (2009) had the most realistic cloud responses to variations in the large-scale environment.
Summary and conclusions
We have examined the cloud simulations and cloudclimate feedbacks in the tropical and subtropical eastern Pacific region in 16 state-of-the-art coupled GCMs and in the regional atmospheric model iRAM using prescribed boundary conditions. We find that the simulation of the mean cloud climatology for this region in the GCMs is very poor. The cloud feedbacks to imposed climate forcings vary widely among the GCMs in the east Pacific and in the 308N-308S band in general. These variations account for a large fraction of the uncertainty in global climate sensitivity.
Following Lauer et al. (2009) , we have found that iRAM forced with observed boundary conditions simulates rather realistic mean cloud fields in the east Pacific domain. Going beyond the earlier analysis of Lauer et al., we have also shown that the iRAM reproduces the observed interannual variations in cloud fields (as well as LTS), notably correctly simulating the response of the clouds through the 1997-99 El Niñ o to La Niñ a transition. By contrast, Clement et al. (2009) note that low clouds in GCMs generally do not respond realistically through the ENSO cycle.
To investigate cloud feedbacks in iRAM, three global warming scenarios have been run with SSTs and horizontal boundary conditions meant to be appropriate for late twenty-first-century conditions; specifically, warming signals based on IPCC AR4 SRES A1B simulations from 1) an ensemble mean of 19 GCMs, 2) the CGCM3.1 model, and 3) the CCSM3 model.
All three global warming cases simulated with iRAM show a distinct reduction in low-level cloud amount particularly in the stratocumulus regime, resulting in positive local feedback parameters in these regions in the range of 4-7 W m 22 K 21 . The model results suggest that the reduction in stratocumulus clouds because of global warming is caused by a drop in average inversion layer base height and a consequential decrease in cloud-top height. As the cloud-base height remains approximately unchanged the decrease in cloud-top height causes the stratocumulus clouds to thin and liquid water path to decrease. This results in a less efficient reflection of solar radiation and a reduction in shortwave cloud forcingdomain-averaged feedback parameters from iRAM range between 1.8 and 1.9 W m 22 K 21 (cases A-C). We have analyzed the relation between monthly mean low-level cloud cover and LTS in our iRAM simulations. The present-day simulation reproduces quite well the long-term mean relation in observations (NCEP data and satellite cloud retrievals). In both present-day iRAM simulation and observations, the El Niñ o perturbations in cloud cover are largely accounted for by the reduction in LTS. By contrast, in the global warming simulation the clouds and thermal structure change in such a way that the cloud cover versus LTS relation is significantly different from the present-day simulation. This suggests that the decrease in low-level cloud amount during the 1997/98 El Niñ o, and the decrease because of global warming by doubled CO 2 , is controlled by different physical processes as proposed by Zhu et al. (2007) . Furthermore, this shows rather dramatically the inadequacy of cloud parameterization schemes based purely on present-day empirical relations between cloud cover and large-scale environmental fields.
The cloud-climate feedback averaged over the east Pacific region has also been calculated from SRES A1B simulations for 16 AR4 GCMs. The GCM feedbacks vary from 21.0 to 11.3 W m 22 K
21
, which are all less than the 11.8 to 11.9 W m 22 K 21 obtained in the comparable iRAM simulations. The iRAM results by themselves cannot be connected definitively to global climate feedbacks, but we have shown that among the GCMs the cloud feedbacks averaged over 308S-308N and the equilibrium global climate sensitivity are both correlated strongly with the east Pacific cloud feedback. To the extent that iRAM results for cloud feedbacks in the east Pacific are credible, they provide support for the high end of current estimates of global climate sensitivity.
