Current dosimetry protocols recommend the use of plane-parallel ionization chambers for the dosimetry of clinical electron beams. The necessary perturbation corrections p wall and p cav are assumed to be unity, independent of the depth of measurement and the energy of the primary electrons. To verify these assumptions detailed Monte Carlo studies of a Roos chamber in clinical electron beams with energies in the range of 6-21 MeV are performed at different depths in water and analyzed in terms of Spencer-Attix cavity theory. Separate simulations for the perturbation corrections p wall and p cav indicate quite different properties of both correction factors with depth. Dose as well as fluence calculations show a nearly depth-independent wall correction factor for a shift of the Roos chamber z = −0.017 cm toward the focus. This value is in good agreement with the positioning recommendation given in all dosimetry protocols. Regarding the fluence perturbation p cav the simulation of the electron fluence inside the air cavity in comparison to water unambiguously reveals an in-scattering of low energy electrons, despite the fact, that the cavity is 'well guarded'. For depths beyond the reference depth z ref this effect is superimposed by an increased loss of primary electrons from the beam resulting in p cav > 1. This effect is largest for low electron energies but present for all electron energies involved in this study. Based on the different depth dependences of p wall and p cav it is possible to choose a chamber shift z in a way to minimize the depth dependence of the overall perturbation factor p. For the Roos chamber this shift is z = −0.04 cm independent of electron energy.
Introduction
Current dosimetry protocols for clinical high-energy photon and electron beams are based on absorbed dose-to-water calibration coefficients and rely upon the use of air-filled ionization chambers in reference dosimetry (IAEA 2000 , DIN6800-2 2008 , Almond et al 1999 . For clinical electron beams, especially for energies below 10 MeV, plane-parallel chambers are recommended in all protocols. The reason for this recommendation is the large fluence perturbation caused by thimble chambers in low energy electron beams (IAEA 1987) which is assumed not to be present using plane-parallel chambers. They are designed to largely eliminate the effect of electron in-scattering by choosing a large ratio of cavity diameter to cavity height and by introducing a guard ring. As a result, the fluence perturbation correction p cav is assumed to be unity and independent of depth in all dosimetry protocols. Moreover the entrance windows of plane-parallel chambers are made of thin foils to minimize the fluence perturbation. Hence the perturbation correction p wall is also assumed to be unity, independent of electron energy and depth.
Already early experimental investigations have given considerable evidence that the perturbations are not always negligible for plane-parallel chambers (Kubo et al 1986 , Wittkämper et al 1991 , Kuchnir and Reft 1992 , van der Plaetsen et al 1994 , Nilsson et al 1996 . These experimental hints have been confirmed by several Monte Carlo simulations in recent years (Araki 2008 , Verhaegen et al 2006 , Buckley and Rogers 2006 , Sempau et al 2004 , Zink and Wulff 2008 . For all chambers included in these Monte Carlo studies an energy-dependent wall correction factor p wall exceeding unity in the reference depth z ref has been assessed. The deviations from unity have been largest for low electron energies and, depending on chamber type, in the range of about 0.5-2.5%. Due to the fact, that the electron fluence spectra are strongly varying with the depth in water, it may be expected that the influence of the wall perturbation will also change with depth. Verhaegen et al (2006) and Buckley and Rogers (2006) have calculated the variation of p wall as a function of the depth in water for the NACP plane-parallel chamber for various electron energies. They have observed a striking increase of p wall with increasing depth, largest for low electron energies. For a clinical 6 MeV electron spectrum their simulations indicate a 5-6% variation between the reference depth z ref and the half-value depth R 50 . This behavior has been attributed to an increased backscatter caused by the back wall of the chamber (Verhaegen 2003) .
In both studies the authors have adopted the effective point of measurement of the NACP chamber at the center of the front face of the air cavity, neglecting the non-water equivalence of the entrance window. All current dosimetry protocols interpret the depth of measurement for parallel-plate chambers as the water equivalent depth, i.e. the difference in density or electron density of the entrance window of the chamber has to be included. The resulting shifts of the chamber are very small; for a Roos chamber it would be in the range of tenth of millimeters. Therefore it is stated in the IAEA TRS-398 code of practice: 'In practice, for the wall thicknesses normally encountered, the required adjustment is small and may be neglected. ' Moreover, the calculations of Buckley and Rogers (2006) and Verhaegen et al (2006) for the NACP chamber have revealed a depth dependence of the non-unity p cav perturbation factor (P repl in TG51). This is in contrast to the common assumption for a unity p cav when using well-guarded chambers.
Above-mentioned observations motivate for a detailed study on depth-dependent perturbation factors in electron dosimetry with plane-parallel chambers. Further, the introduction of the effective point of measurement (EPOM) concept, known from thimble chambers, is investigated. A positioning of the chamber, taking the EPOM into account, could result in an overall correction which is as depth independent as possible. The accomplished Monte Carlo simulations comprehend not only calculations of the absorbed dose but also fluence calculations aiming at a deeper insight into the perturbation processes due to the presence of an air-filled chamber.
Background theory
The dosimetry of high-energy photon and electron beams is based on Spencer-Attix cavity theory, according to which the dose-to-water D w is related to the dose in an ideal air-filled cavity D cav by the restricted stopping-power ratio s w,a between water and air. Due to the chamber walls and the cavity itself, a real chamber will affect the electron fluence spectrum in the cavity and therefore a perturbation correction p is necessary, resulting in the following relationship between absorbed dose-to-water D w at a point z and the averaged absorbed dose in the detector D det , positioned with its reference point in the depth z
Following the current dosimetry protocols, the reference point of plane-parallel chambers, which is defined as the center of the front face of the air cavity inside the chamber, should be positioned at a depth z , which is water equivalent to the depth z. This positioning ensures that the primary electrons traveling from the surface of the water phantom through the entrance window to the reference point sustain the same energy loss as the primary electrons in the undisturbed phantom. Using equation (1) there are two possible approaches to determine the unknown, possibly depth-dependent perturbation correction p and the EPOM for clinical electron beams. The first, which may be very useful for clinical applications, is to vary the positioning of the chamber around the depth of measurement z so that the resulting overall correction factor p is as depth independent as possible (Kawrakow 2006) . The assumption of an effective point of measurement for plane-parallel chambers is for example given in the new German dosimetry protocol DIN 6800-2 (DIN6800-2 2008).
As the perturbation corrections are a consequence of fluence perturbations due to the introduction of the air-filled chamber in water, the second approach is based on a closer inspection of the changes in spectral electron fluence. The general approximation in cavity theory is that the overall perturbation correction p may be factorized. For a plane-parallel chamber this factorization is given as
The perturbation correction p wall = D cav /D det (z ) corrects the response of the ionization chamber for the non-water equivalence of the chamber wall and p cav for effects related to the air cavity. D cav is the dose in the air cavity of the chamber with walls entirely made of water. Using cavity integrals, the dose-to-medium D med may be written as (Nahum 1996 )
where E,med is the electron fluence differential in energy in the given medium, (L/ρ) the restricted mass stopping power, (S/ρ) the unrestricted mass stopping power and the cut-off energy of the electrons. Only electrons with energies above the threshold are considered to be part of the electron spectrum. Usually a value of = 10 keV is used (IAEA 2000 , Mainegra-Hing et al 2003 . The term outside the integral is the dose due to the track-ends of electrons falling below the cut-off energy (Nahum 1978), i.e. E,med ( , z) denotes the electron spectral fluence taken at the energy E = .
Accordingly, the stopping-power ratio s w,a (z) may be written as
where the subscripts w and a denote the medium water and air. Using equation (3) for the different dose values given in equations (2) and (4), the perturbation corrections p wall and p cav may be written as
Within these equations E,det is the spectral fluence inside the air cavity of the ion chamber, averaged over the cavity volume and E,cav , D cav the fluence in the air cavity of the chamber with walls entirely made of water and the corresponding dose, respectively. If there is a depth-independent EPOM, minimizing the depth dependence of the perturbation corrections p wall , p cav and p respectively, according to equations (5) and (6) the appropriate electron fluence spectra E,det , E,cav and E,w should bear the largest resemblance. For a qualitative evaluation of the contributions of the different electron fluence spectra to the perturbation corrections, it is useful to neglect the track-end terms in (5) and (6) and rearrange the resulting equations
with
and
Hence, a good way to visualize the different contributions of the electron fluence spectra to the perturbations p wall and p cav and avoiding to divide small numbers is to calculate the differences δD E as a function of energy for different shifts z. Equations (7) and (9) are approximations, as the track-end terms are neglected. The contribution of the track-end terms to absorbed dose is about 5% (Rogers et al 2005) for the different electron fluence spectra considered here. Hence, considering differences as given by equations (8) and (10) these contributions will cancel out. It should be noted that the application of the concept of factorized perturbation corrections is not indisputable, as for example, discussed by Sempau et al (2004) but may lead to a deeper understanding of perturbation effects. 
Monte Carlo simulations
With the use of modern Monte Carlo codes, all quantities given in (1)- (10) may be calculated with high precision. In the present study the calculations are performed with the EGSnrc Monte Carlo code (version 4) Rogers 2001, Rogers et al 2005) , which calculates ion chamber response within a systematic uncertainty below 0.1% relative to its own cross sections, even in the case of complex geometries (Kawrakow 2000b (Kawrakow , 2000a . To inspect the fluence and dose perturbations in water due to the presence of an air cavity or a real ionization chamber two different EGSnrc usercodes are applied: the CAVITY code to calculate dose values within the different volumes given in figure 1 and the FLURZ code to calculate the appropriate spectral fluences. Except the geometry of the water phantom and the geometry of the electron beam incident on the water phantom, all inscribed geometries shown in figure 1 are the same in both user codes.
The dose-to-water D w and the spectral fluence E,w are calculated in a thin layer of water centered around the depth z. The diameter of the water layer is identical to that of the active volume of the Roos chamber. The thickness (0.02 cm) is chosen in a way that the fluence and dose variations, when further decreasing the thickness, are less than 0.05%. The size of the air cavity to calculate D cav and E,cav matches that of the Roos chamber, including the guard ring. The scoring volume corresponds to the active volume of the Roos chamber (dashed line in figures 1(b) and (c)).
The Roos chamber is modeled in detail according to the information of the manufacturer (PTW-Freiburg) (Zink and Wulff 2008), essential geometrical data and material compositions are given in table 1. The resulting thickness d of the entrance window is d = 0.112 cm, the wall thickness ρ · d = 0.1325 g cm −2 . According to the recommendation of the IAEA protocol this would require a shift of the Roos chamber of z = −0.02 cm toward the focus. Using the electron densities instead of the mass densities the shift is z = −0.017 cm (DIN6800-2 2008). To determine the effective point of measurement inside the Roos chamber and the air cavity, both are shifted in steps z around the depth of measurement z.
The restricted stopping powers L used in equations (8) and (10) are extracted from the EGSnrc underlying data base using the code EXAMIN, also distributed with the EGSnrc package. For the stopping-power ratios s w,a the empirical fit from Burns et al (1996) is used. As electron source three spectra from a Siemens KD2 accelerator covering the whole energy range of clinical applications with 6, 11 and 21 MeV are used (Ding et al 1995) with R 50 depth of 2.31 cm, 4.21 cm and 8.30 cm (see table 3 ). These spectra are the result of a complete simulation of the accelerator head including the electron applicator but they do not include contaminant photons. As shown by Wang and Rogers (2008) , the perturbation corrections p wall and p cav using a complete phase space including contaminant photons agree with results of a spectrum source within the calculation uncertainty of 0.1% (coverage factor k = 1). Therefore, to keep the simulation time within a reasonable limit, all simulations are performed with the spectrum source.
For the dose calculations with the CAVITY usercode a divergent beam with dimensions 10× 10 cm 2 at the focus-surface distance of 100 cm is incident on a cubic water phantom (30 × 30 × 30 cm 3 ). The fluence calculations are performed in cylindrical geometry with a divergent beam of 10 cm diameter at the same focus-surface distance and a cylindrical water phantom (diameter: 30 cm, height: 30 cm).
Essential parameters in all Monte Carlo simulations are the thresholds for the production and explicit simulation of secondary particles in electron interactions (AE and AP in EGSnrc) and the cutoff energy (ECUT and PCUT in EGSnrc), i.e. the energy threshold below which particle histories will be terminated. Indeed, the influence of both parameters on dose calculations, comparable to those presented here, has recently been shown by Wang and Rogers (2008) . However, they also demonstrated that within the investigated energy range of these parameters (1-100 keV), the calculation of dose ratios is independent of these thresholds.
Based on these results values ECUT = AE = 521 keV for the electrons are used (including the rest-mass energy of 511 keV) and PCUT = AP = 10 keV for photons. The number of primary electron histories in all simulations is approximately 10 9 . To improve the efficiency, photon splitting (Kawrakow and Fippel 2000) is turned on, with a splitting factor of 40. Furthermore, the Russian Roulette option of CAVITY for electrons that cannot reach the cavity is used with a survival probability of 1/10 (Kawrakow 2006).
Results and discussion

Shift of depth dose curves
According to the recent German dosimetry protocol DIN 6800-2 (DIN6800-2 2008) a shift of the reference point of the Roos chamber, z = −0.05 cm toward the focus, should result in a depth-independent overall perturbation correction p. To verify this recommendation, depth dose curves for the water layer D w and the Roos chamber (D det · s w,a ) are calculated for all three electron energies. Using the χ 2 -minimization procedure proposed by Kawrakow (2006) , a shift z for all data points is applied until the ratio D w (z + z)/(D det (z) · s w,a ) is as depth independent as possible. As data points on the decreasing part of the depth dose curve are most sensitive against small shifts z, in a second approach only these data points are included in the minimization procedure. From table 2 it can be seen that the resulting shift including the whole depth dose curve is almost energy independent and is in good agreement with the experimental-based value z = −0.05 cm given in DIN 6800-2. Including only data points beyond the depth of maximum, the necessary shift is somewhat smaller and exhibits a slight energy dependence. However, the resulting shift is much larger than the simple depth scaling for the nonwater equivalence of the entrance window material and the overall perturbation correction (z) ) is still depth dependent as can be seen in figure 2. Whereas the perturbation correction p is nearly independent of z for depth less than the reference depth z ref , it depends strongly on the positioning of the chamber for larger depths. Results in table 2 and figure 2 show that a shift z of about −0.04 cm indeed results in the smallest depth dependence of the perturbation correction but the shape of the data points still displays a small but complex depth dependence. On the other hand a shift z = 0.017 cm, i.e. the shift to compensate the non-water equivalence of the entrance window, results in a simple, nearly linear dependence for depths beyond z ref . Table 3 . Calculated perturbation correction factors for the plane-parallel Roos chamber for the specified clinical electron spectra. The wall perturbation p wall as well as the correction factor p refers to the shifted Roos chamber with z = −0.017 cm. The replacement correction p cav refers to the unshifted air cavity, i.e. z = 0.00 cm. The relative standard uncertainty arising from random effects is 0.2% for all data. At the reference depth z ref = 0.6 · R 50 − 0.1 g cm −2 , which almost agrees with the depth of the maximum of the depth dose curve for the 6 and 11 MeV spectrum, the perturbation correction p is completely independent of z. The numerical values for p at this depth differ somewhat from unity, the recommended value in all dosimetry protocols (IAEA 2000) , and decrease slightly with increasing energy (see table 3 ). These data are in good agreement with those recently published by Zink and Wulff (2008) .
Regarding figure 2 it may be concluded that there is no unique EPOM resulting in a depthindependent perturbation correction. This conclusion is supported by fluence calculations inside the different geometries given in figure 1. According to equations (5) and (6), the perturbation corrections are affected by fluence changes due to the air cavity and the wall material. Another way to determine the effective point of measurement is therefore to calculate the fluence inside the different geometries for different depths and for different shifts z of the Roos chamber and the air cavity. As a measure for the fluence changes, the normalized mean square deviation is chosen
where the summation is performed over all equidistant energy bins of the electron spectral fluence. Equation (11) corresponds to the influence on the overall perturbation, whereas equation (12) describes the influence of the wall material on the fluence inside the air cavity. As can be seen in figure 3 , small shifts of the Roos chamber have a strong impact on the fluence inside the active volume of the chamber. Concerning the depth z ref the normalized mean square deviation MSD cav,det exhibits a minimum for a chamber shift of z = −0.015 cm. At the depth R 50 the minimal deviation is reached at a somewhat larger value ( z = −0.02 cm), i.e. the influence of the chamber wall and therefore the resulting wall perturbation correction shows a small but detectable depth dependence. This is in qualitative agreement with the study from Siegbahn et al (2003) who has shown, that the depth scaling of non-water material is not constant with depth, especially for depth beyond R 50 . For the 21 MeV spectrum not shown in figure 3 the same value z results. The necessary shift of about −0.015 cm to −0.020 cm to adjust for the influence of the chamber wall agrees with the recommendation given in all dosimetry protocols for the positioning of the Roos chamber. As may be concluded from figure 3, this recommendation will minimize the influence of the chamber wall, i.e. the perturbation correction p wall .
Comparing the fluence inside the Roos chamber with the fluence in water at both depths z ref and R 50 , the situation is quite different. Whereas at z ref the normalized mean square deviation calculated from both spectra reaches a minimum for the same shift z = −0.015 cm, this minimum is shifted toward z ≈ −0.03 cm at the depth R 50 and the value MSD w,det itself clearly deviates from zero. This result is a strong hint, that there is a depth-dependent perturbation due to the air cavity, i.e. a depth dependent p cav .
Perturbation correction p wall
Following the approximation of independent perturbation corrections, p wall as a function of depth is calculated for different shifts z together with the appropriate electron fluence spectra. As can be seen in figure 4 , there is a striking increase of p wall if the chamber is positioned with its reference point at the depth z. This result is in good agreement with data recently published by Buckley and Rogers (2006) for a NACP parallel-plate chamber. Using the data from figure 3, i.e. shifting the chamber by an amount of z = −0.017 cm toward the focus, the resulting p wall value is almost depth independent with a numerical value slightly above unity. A further shift of the reference point of the Roos chamber toward the focus results in a p wall value strongly decreasing with depth. Table 3 gives a compilation of some numerical values of the calculated perturbation correction factors.
To get further information about the influence of small chamber shifts z on the resulting perturbation correction p wall it is worthwhile to take a closer look for the different contributions of the electron spectral fluences to dose according to equation (8). The quantity figure 5 for the 6 MeV spectrum for the depths z = z ref and z = R 50 . At both depths small shifts of the chamber have a significant impact on the spectral fluence inside the air cavity of the Roos chamber mainly due to the fact, that for different shifts z the path length of the primary electrons to the cavity and therefore their energy loss is different. At the depth z ref , an excess of high-energy electrons inside the Roos chamber is just balanced by a lack of lower energy electrons and vice versa. As a result, the dose D det , hence p wall is completely independent of the shift z at the reference depth z ref , although the fluence spectra change strongly. This is the reason why the normalized mean square deviation shown in figure 3 is largely influenced by the positioning while the resulting perturbation factor is nearly independent of z (figure 4). For the shift z = −0.015 cm the difference δD E,wall is small and mostly independent of energy. At the depth R 50 the situation is different. Depending on z, there is an excess or a miss of electrons over a broader range of energies, resulting in a wall perturbation correction deviating significantly from unity. But in turn, the fluence spectra inside the Roos chamber and inside the air cavity are almost identical for the shift z ≈ −0.015 cm.
From previous figures it can be concluded that the effective point of measurement for a plane-parallel chamber regarding the perturbation correction p wall solely is simply given by the depth scaling of the non-water equivalence of the entrance window. For the Roos chamber investigated here, this implies a shift z between −0.015 cm and −0.02 cm toward the focus (see figure 3) . Following that recommendation, the fluence inside a Roos chamber is nearly equal to a wall-less air cavity of same size, the perturbation correction p wall exhibits a very small depth dependence only and the deviation from unity is minimal. For the electron fluence spectra included in this study the residual wall correction is in the range of 1% (see table 3 ) and may in all probability be attributed to the different scatter properties of the wall materials in comparison to water (Verhaegen et al 2006) .
Perturbation correction p cav
The perturbation correction p cav is determined by equation (6). For a qualitative evaluation equation (10) is used. The quantity δD E,cav = ( E,w (z) − E,cav (z + z)) · (L/ρ) a as a function of the electron energy is given in figure 6 calculated for different measuring depths z for a shift z = 0 cm. At depths below z ref , there is an excess of low energy electrons inside the air cavity in comparison to water, resulting in a value p cav < 1 (see z = 0.7 cm in figure 6 and table 3). This is obviously caused by electrons more likely to be scattered into the cavity by the surrounding high density water than to be scattered out by the air, i.e. there is a lateral disequilibrium due to the introduction of the air cavity (Harder 1968) , indicating a guard ring not wide enough to prevent the contribution from these electrons.
At the depth of reference the excess of low energy electrons inside the air cavity is just balanced by a miss of high-energy electrons resulting in a value p cav = 1 (figure 6 and table 3). For depths beyond the reference depth the situation is reversed. A miss of low energy electrons inside the air cavity is observable in comparison to water, resulting in p cav > 1. This behavior has already been discussed by Olofsson and Nahum (1985) and interpreted by a combination of the very broad angular distribution of the electrons at large depths and the loss of total path length within the gas-filled cavity due to lack of scattering, i.e. the loss of primary electrons from the beam. This is equivalent to the obliquity effect discussed by Harder (1974) .
A shift of the air cavity of only tenth of millimeters has a strong impact on the fluence inside the air cavity but almost no impact on the numerical value of p cav for depth below z ref (compare figures 7 and 8) . As shown in figure 7 , the major changes in the fluence spectra at depths z ≈ 0.7 cm is on the high-energy tail. As for the wall perturbation correction this is simply due to the different pathlengths and therefore the different energy loss of the primary electrons. These fluence changes at the high-energy tail do cancel out and will not contribute to the cavity perturbation correction. The deviation of p cav from unity for z < z ref is solely due to an excess of low energy electrons (E < 2 MeV in figure 7) within the air cavity as described above.
For depths beyond the reference depth, an adjusted shift z of the air cavity can result in a fluence spectrum inside the air cavity, that compensates the lack of low energy electrons by higher energy primary electrons resulting in p cav = 1. However, figures 7 and 8 show that to get a balanced difference δD E,cav , the resulting shift z must depend on the fluence spectrum itself, hence on the depth of measurement. Thus, a depth-independent perturbation correction p cav will not exist, at least not for a cavity with dimensions comparable to the Roos chamber. This fact explains why the overall perturbation might be minimized, but a remaining depth dependence exist.
This statement turns out to be true for low electron energies as shown in the previous figures but also for higher energies up to 21 MeV as shown in figure 8. For depths beyond the maximum of the depth dose curve there is a linear increase of p cav with depth for all electron energies due to the loss of low energy electrons from the beam.
Conclusion
All present dosimetry protocols assume depth-independent perturbation correction factors p wall and p cav for a parallel-plate Roos chamber in clinical electron beams with a value of unity for both quantities. Considering the positioning of the chamber it is recommended to place the reference point of the chamber in the water equivalent depth z , i.e. to account for the difference in density or electron density of the entrance window. The resulting shifts of the chamber are in the range of tenth of millimeters only and according to the IAEA TRS-398 code of practice, these shifts may be neglected.
The present study shows that these assumptions are not valid and may result in deviations of the measured dose-to-water of several percent for measurements beyond the depth of the dose maximum. The accomplished Monte Carlo simulations show, that the positioning recommendation accounts very well for the influence of the chamber wall but disregards fluence perturbations due to the presence of the air-filled cavity. Positioning of the chamber's reference point in the water equivalent depth z will result in a wall perturbation correction p wall which is almost depth independent for the whole range of primary electron energies investigated here (6-21 MeV) and deviates from unity in the order of one percent only. We assume that the deviation from unity is caused by the different scatter properties of the wall material in comparison to water.
Regarding the fluence perturbation correction the calculations unambiguously reveal that there is a non-unity, depth-dependent fluence perturbation p cav , although the Roos chamber is widely known as a 'well-guarded' chamber. For depth beyond the depth of the dose maximum when no shift toward the focus is applied, there is a linear increase in p cav with depth due to the loss of low energy electrons from the beam. Hence, the recommendation of an uniform, depth-independent EPOM in clinical electron dosimetry with a Roos chamber is too simplistic. However, a shift of the Roos chamber of about 0.04 cm toward the focus will minimize the depth dependence of the overall correction factor p. This result is in good agreement with the recommendation given in the new German dosimetry protocol DIN 6800-2 (DIN6800-2 2008), where a uniform shift z = −0.05 cm is recommended. Doing this, one should keep in mind, that the Bragg-Gray requirements in calculating stopping-power ratios may be violated, as already discussed by Nahum (1996) .
In conclusion, the study demonstrates that the combined Monte Carlo simulations of dose values and fluence spectra and the application of factorized perturbation corrections are a very powerful tool to get a deeper understanding of ionization chambers and may be used to optimize the geometry and material composition of future chambers. 
