Abstract-Achieving minimal loss while satisfying an acceptable delay profile remains to be an open problem under the RED queuing discipline. In this paper, we present a framework targeted at optimal fine tuning of the RED parameters in order to address such problem. For a given traffic pattern and utilizing a statistical analysis of finite-state Markov chains, we formulate an optimization problem aimed at addressing the loss and delay tradeoff of the RED queuing discipline. Our two-step iterative solution to the problem identifies the optimal settings of the RED parameters. We prove the convergence of our solution and investigate its low complexity characteristics. We apply our framework to a number of generic queuing and TCP scenarios in order to capture loss and delay performance of our algorithms versus buffer capacity and service rate. Based on our results, we argue that our model is capable of optimally addressing the loss-delay tradeoff of RED queues accommodating time-varying traffic profiles.
I. INTRODUCTION
In the past years, Active Queue Management (AQM) schemes [5] have been proposed as key schemes to prevent excessive loss of Internet traffic. Random Early Drop (RED) [11] and Random Early Marking (REM) [15] are arguably the most widely studied AQM schemes. While both schemes follow the same concept of operation pertaining to early detection of a congestion phenomenon, RED relies on intermediate nodes to react to a congestion phenomenon rather than the end nodes utilized by REM.
Although random early detection schemes can potentially outperform traditional drop-tail schemes, it is often difficult to parameterize random early detection queues under different congestion scenarios. In addition, there is a need for constant fine tuning of parameters to adapt to current network conditions. To that end and based on simplified models, guidelines have been proposed in [7] , [6] , [21] for setting RED parameters. However, most studies on RED are based on heuristics or simulations rather than a systematic approach. Of the literature articles, the authors of [2] and [9] have modeled RED stochastically, while those of [14] , [20] , and [19] have used a Markovian model to study RED.
In this paper, we perform a systematic study on the optimal fine tuning of RED parameters. The parameters of interest include the two thresholds, the probability of drop in the intermediate regime, and the instantaneous queue weighting function. Given the statistical properties of the arrival pattern of a RED queue, our objective is to minimize its loss characteristic while satisfying an acceptable delay profile. The formulation of our problem appears in the form of a constraint optimization problem that can be efficiently solved in two iterative steps. This paper is structured as follows. In Section II, we discuss RED preliminaries. In Section III, we formulate and solve our optimization problem. We consider two cases associated with instantaneous and average queue sizes observed in a RED queue. Section IV provides our simulation results applied to both generic queuing and TCP scenarios. Finally, Section V concludes this paper.
II. RED PRELIMINARIES
In this section, we describe the RED algorithm and its associated queuing models in conjunction with the arriving traffic profile of the queue. Our objective is to identify the steady-state distribution probability of the occupancy of a given buffer the behavior of which is governed by RED.
A. The RED Algorithm
The average queue size of a RED queue is calculated using a low-pass filter with an exponential weighted moving average as
where q t is the current average queue size, q t−1 is the average queue size at the last time instant, w q is the weighting function, andq t is the current instantaneous queue size. q t is then compared to two thresholds, a minimum threshold q min and a maximum threshold q max . Each arriving packet is dropped with probability p given by
While in our study p is varied linearly from 0 to p max in the region between q min and q max , there are many other possibilities of choosing this drop probability. Examples include choosing p as a nonlinear convex, or nonlinear concave function of the queue size.
B. Traffic Profiling
We consider a queuing system with the capacity of K fixed size packets operating under the RED queuing discipline. We note that a fixed packet size can represent an atomic unit of operation when receiving variable length packets and thus does not represent a loss of generality. The RED queuing system is described by its traffic pattern and is assumed to be operating in its steady-state regime. In [12] and [13] , the authors develop a model for analyzing both transient and steady-state behavior of
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2008 proceedings. RED queues accommodating a large population of random traffic sources the traffic generation pattern of which is described by a Poisson arrival process with a time varying rate. As the result of enforcing RED packet discarding mechanism with a small averaging factor of w q in the order of 10 −3 and for a slowly varying Poisson parameter, the RED queue is considered to be operating in a quasi-stationary state. As such, the behavior of the queue can be approximated with M/G/1/K queuing discipline. For the purpose of our study, we select the M/D/1/K queuing discipline not only as a special case of M/G/1/K but as the best practical alternative considering the fact that today's Internet network buffers provide a fixed deterministic service rate. Fig. 1 shows such queuing system.
For an M/D/1/K queue with a load factor ρ, we normalize the service time to indicate the time unit such that the arrival intensity is equal to ρ. Then, the steady-state probabilities π k of being in state k for k ∈ {1, · · · , K} form a discrete Probability Density Function (PDF) the terms of which are calculated as
Further, the steady-state probability π ∞ k of state k for an infinite capacity M/D/1 queuing system with load ρ is identified in Page 44 of [8] as
with π
. We note that depending on the choice of ρ, the numerical evaluation of the expression of (4) faces stability issues for the values of k larger than 12. In such cases, the asymptotic approximation of Equation (15.1.4) of [17] can be used to identify the steady-state probabilities as
where r 0 is the unique negative zero of the equation r = ρ(1 − e −r ) and
We note that a similar approach can be applied to the case of an M/G/1/K, or G/G/1/K queue.
III. OPTIMAL FINE TUNING OF THE RED PARAMETERS
For the discussion of this section, we focus on fine tuning of the RED parameters namely q min , q max , p max , and w q for a given traffic pattern. We work with fixed size packets and assume a deterministic service time of one packet per unit time.
A. The Case of Instantaneous Queue Size
In this section, we establish a foundation for our optimization problem by focusing on the case of instantaneous queue size, i.e., w q = 1. From the discussion of the previous section and given ρ, one can determine the steady-state probabilities π k of being in state k where k ∈ {1, · · · , K}. Given such probabilities, the probability of loss for an arriving packet at a RED queue is expressed as
Note that Equation (6) represents a statistical average in which the probability of loss in each state is calculated based on the queue occupancy in comparison with the RED thresholds. In the presence of a FIFO service discipline utilized by M/D/1/K queuing discipline, the statistical queuing delay of a packet arriving at a RED queue is calculated as
Once more, we note that Equation (7) represents a statistical average in which the delay in each state is calculated based on the queue occupancy and the probability of drop in comparison with the RED thresholds. Utilizing Equation (6) and (7), we can now formulate a primal constrained optimization problem that attempts at minimizing the probability of packet loss subject to an upper bound D max on its statistical queuing delay. As a dual problem, we can also attempt at minimizing the statistical queuing delay of a packet subject to an upper bound on its loss probability.
In what follows we focus on the primal problem. The primal optimization problem is formulated as min qmin,qmax,pmax
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Subject To:
Since q min , q max , and p max appear as decision variables of the optimization problem, solving the problem yields their optimal values. Generally speaking, the problem above is categorized under NonLinear Integer Programming (NLIP) problems. Since the decision variables appear in the boundary of summations as well as within the expressions, solving the problem is not straightforward. In specific, applying standard numerical optimization approaches such as Sequential Quadratic Programming (SQP) method in conjunction with line search algorithms introduce both convergence and complexity issues. In addition, utilizing Dynamic Programming (DP) to jointly solve for the three decision variables yields high space-and time-complexity results. In order to efficiently solve the problem, we describe a two-step iterative solution to the problem formulated above and prove that our solution is guaranteed to converge to a local minimum.
In the first step, we analytically solve for the optimal value p * max assuming q min and q max are fixed and given.
Step 1: In the first step, we work with fixed thresholds q min and q max . Thus, the only decision variable in solving the optimization problem is p max . While the cost function is minimized for the smallest value of p max , the constraint function (9) enforces a lower bound on the value of p max . The optimal value of p max is then calculated at the boundary point of the constraint function (9) as
The solution to the equation above appears as
Note that the operation associated with deriving the value of p * max from Equation (13) has a time complexity in the order of O(K). Further, the value of p * max satisfies the constraint function (11) .
In the second step, we provide a reduced order search strategy in order to identify the values of q * min and q * max based on a fixed value of p max given in the first step.
Step 2: In the second step, we work with a fixed value p max obtained by the solution of step 1. Thus, the decision variables in solving the optimization problem are q min and q max . Considering the fact that q min and q max are integer values when working with the instantaneous queue size and paying attention to the constraint function (10), we propose performing an intelligent search algorithm in the 2D space of (q min , q max ). Fig.  2 sketches the feasible region containing
points in the 2D space of (q min , q max ). Hence, the search algorithm has to evaluate the values of the cost function (8) and the constraint function (9) with a fixed p max at
points to identify the optimal values (q * min , q * max ). Therefore, the time complexity of the search algorithm is in the order of O(K 3 ). Considering the staging approach of our solution, one can reach the optimal solution by iteratively applying the result of the second step to the first step and vice versa. Thus, we propose the following algorithm to solve the constraint NLIP problem identified by the cost function (8) and constraint functions (9), (10), and (11).
Iterative Optimization Algorithm
• Step 1: Start from an initial assignment of thresholds (q min , q max ) by uniformly splitting the buffer space between them, i.e., q min = K/3 and q max = 2K/3 . In addition, set the initial iteration number it = 0, the maximum number of iterations it max = 10 6 , and stoppage criterion variables L 1 = 0, L 2 = 1, δ = 10 −6 .
• Step 2: Calculate the optimal value of p max from Equation (13). (9) is satisfied, calculate the value of the cost function (8) and store it in the inter-
• Step 5: Go back to Step 2.
We note that the time complexity of implementing the above algorithm is O(IK 3 ) where I indicates the number of iterations.
Theorem 1:
The two-step iterative optimization algorithm given in this section with decision variables p max , q min , q max converges to a local minimum.
The theorem is a special case of Theorem 2.
B. The Case of Average Queue Size
In this subsection, we generalize the formulation of the previous section to the case of average queue size.
We open our discussion by indicating that our objective is to first express the current average queue size q t in terms of the current instantaneous queue sizeq t . The latter is equivalent to providing the solution to the first-order difference equation expressed by (1) with inputq t and output q t . Relying on the method of successive calculations and starting from the initial condition q 0 , the following pattern is observed.
Since the equation has a unique solution, it is sufficient to verify that Equation (14) satisfies the original equation. Relying on induction, we start from Equation (1) to note that
arriving at the right hand side of Equation (14) . Analyzing the solution (14), we notice that it consists of a transient and a steady-state term. Considering the fact that 0 ≤ 1 − w q ≤ 1, the transient term (1 − w q ) t q 0 goes to zero in steady-state. The steady-state solution is thus expressed as
Our numerical evaluations have supported the observation that the set of discrete random variables {q k } t k=1 are Independently and Identically Distributed (IID) in the steady-state 1 . Recall that the distribution of discrete random variables {q k } t k=1 can be determined from the traffic and queuing profile. Relying on the IID assumption, the steady-state PDF of the random variable q t appearing in the form of a weighted sum of t random variables {q k } t i=k can be numerically calculated as a scaled discrete convolution of a number of PDFs, [16] . Further, the PDF of q t only depends on a small number of random variables q t , q t−1 , q t−2 , and so on considering the fact that scaling factor 1 − w q is smaller than one.
Once the PDF of q t is calculated, we can revert back to the constrained optimization problem with the cost function (8) and constraint set (9) , (10) , and (11). In the latter case, a new constraint related to the variable w q is added to the constraint set as 0 ≤ w q ≤ 1 (17) Note that the impact of working with the average queue size on the optimization problem is that the steady-state probabilities appearing in the cost and constraint functions are now depending on the RED parameter w q representing a new decision variable of the optimization problem. While one can still utilize the two-step recursive optimization approach to solve the resulting problem, the closed-form expression identified for p * max in the first step does not hold any longer. Rather, a numerical optimization approach such as Sequential Quadratic Programming (SQP) [3] should be used in conjunction with a line search algorithm such as the one proposed by [18] to calculate the values p * max and w * q in the first step. SQP relies on the Lagrangian theory to convert an optimization problem in its standard form to one without constraints. We define the Lagrangian function of the original problem of the first step as
where the parameters λ 1 , λ 2 , and λ 3 are the Lagrange multipliers. Having defined the Lagrangian function of the first step, the necessary conditions for optimality are represented by the Karush-Kuhn-Tucker (KKT) conditions described below. 
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The two-step iterative optimization algorithm given in this section with decision variables p max , w q , q min , q max converges to a local minimum.
The proof of the theorem is similar to that of Theorem 3.1 of [22] . It is skipped here due to shortage of space.
Next, we investigate potential implications of utilizing average queue lengths rather than instantaneous queue lengths on the second step of our proposed algorithm. In the latter scenario, we note that the search of the second step has to be performed over a continuous K × K space to identify q * min and q * max . In order to perform the search over the feasible region of the K × K space, a quantized grid covering the triangle with edges at coordinates (0, 0), (K, 0), and (K,
is formed. Therefore, the complexity of the search is much higher depending on the granularity of the quantization grid. The time complexity of implementing the above algorithm is N log N ) where I, G, and N indicate the number of iterations, the grid size, and the degree of quadratic estimation identified by SQP method, respectively.
With a large grid size and when w q is fixed, e.g., w q = 0.002, the complexity of the problem is reduced to that instantaneous queue size.
At the end of this section, the following remarks are in order. First, the dual problem of our optimization problem for both cases of instantaneous and average queue size is obtained by swapping the cost function (8) with the constraint function (9). The dual problem can then be solved relying on a similar two-step iterative approach described in this section. Second, it is important to emphasize on the fact the derivation of our optimization results is independent of the traffic profile model as discussed in the Section II-B. In fact, optimization results are valid for as long as the steady-state probabilities of being in each state can be identified either analytically or numerically.
IV. SIMULATION RESULTS
In this section, we validate the performance of our optimal RED algorithm via NS2 [1] simulations. The topology of our experiments includes a single server queue the behavior of which is governed by RED. We experiment with fixed length data packets of size 1024 bytes and in the case of utilizing TCP flows ACKnowledgment (ACK) packets of size 40 bytes. In our experiments, all of the values of q min , q max , and K are normalized and expressed as multiples of a size of a data packet. The RED queue is fed with UDP Poisson arrival patterns, FTP arrival patterns utilizing TCP Reno, and HTTP arrival patterns utilizing TCP Reno. The queue is assumed to offer a normalized service rate of one packet per second. The latter allows us to examine the performance of our optimal algorithm under the M/D/1/K queuing model as well as TCP traffic patterns mapped to G/G/1/K queuing models.
Viewing the queue capacity K and the maximum delay threshold D max as our design parameters, our experiments span over two sets. In the first set of experiments, we investigate the loss performance of our proposed solution for a fixed D max and varying queue sizes. In the second set of experiments, we investigate the loss performance of our proposed solution for a fixed K and varying delay thresholds. We compare the performance of our solution with that of standard RED. We note that the parameters of standard RED are selected from the default settings of NS2 representing the best heuristic and numerical findings in the literature. Thus, the parameters of standard RED are set at q min = 5, q max = 15, and p max = 0.1. For the case of average queue size, standard RED uses w q = 0.002.
In the discussion and figures below, our optimal RED and standard RED algorithm are referred to as ORED and SRED, respectively. Fig. 3 illustrates the comparison results of ORED with those of SRED for the case of instantaneous queue size utilizing three different choices of load factor ρ associated with a Poisson arrival pattern. As observed from the figure, the loss performance of ORED is by far better than that of SRED for all three choices of ρ. Next, we investigate the performance of our scheme in conjunction with TCP traffic where the sources adjust their transmission rate according to the received ACK packets. We note that in the experiments with TCP traffic sources, we numerically generate the PDF of q t as opposed to utilizing the discussion of Section II-B. Starting with pre-determined values of SRED parameters and adjusting RED parameters as an experiment progresses, our approach works by counting the frequency of queue occupancy as a million packet moving average. Fig. 4 illustrates the results of feeding the queue with FTP and HTTP traffic patterns for the case of average queue size. The three curves in each figure are associated with an aggregate traffic pattern generated by 1, 10, and 100 sources. As observed from the figures, ORED is still by far outperforming SRED.
In the second set of experiments, the queue size is fixed. Fig.  5 illustrates the loss performance of ORED as a function of delay threshold for four different values of K. The traffic pattern generated by 10 FTP sources. The curves show that increasing the value of D max will result in reducing the loss by servicing more packets staying in the queue for a longer period of time.
The results of SRED are not shown for clarity but exhibit similar patterns. We have observed that each curve of SRED is always above the curve of ORED for the same choice of K. While not shown here due to space shortage, our experiments in the case of average queue size and in a broad range of parameter selections have led to observing results consistent with those reported here.
Considering the relatively low complexity of our algorithms associated with an average value of I = 10 for Poisson experiments and I = 25 for TCP experiments 2 , we argue that applying our technique to identify optimal settings of RED parameters is highly desired.
V. CONCLUSIONS
In this paper, we presented optimal algorithms for the fine tuning of the parameters of the RED queuing discipline. Our approach spanned over two scenarios working with instantaneous and average queue sizes. For a given traffic pattern and utilizing a statistical analysis approach based on a finite-state Markov chain, we formulated and efficiently solved an optimization problem aimed at addressing the loss and delay tradeoff of a RED queue. Relying on an iterative two-step approach, our solution to the problem identified the optimal settings of the RED parameters. We proved the convergence of our algorithms and investigated their low complexity characteristics. We applied our algorithms to a variety of scenarios, including generic queuing and TCP scenarios, in order to capture their loss and delay performance versus buffer capacity and service rate. Based on our results, we argued that our model is capable of optimally addressing the loss-delay tradeoff of RED queues accommodating time-varying traffic profiles.
