This paper develops a new method for estimating survival odds ratios under right censoring using the censored empirical likelihood. Results of a simulation study show that under small sample sizes the proposed method outperforms the corresponding Wald-type CI and the log-transformed Wald-type CI.
Introduction
The odds ratio is widely used in epidemiological studies, especially in case-control designs from which the risk ratio becomes unidentifiable (see, e.g. Cui et al., 2003; Pepe et al., 2004; Zhang et al., 2001) . To sum up briefly, there are three major advantages in the applications of odds ratios (Bland and Altman, 2000) : the estimation of binary relationships based on retrospective case-control data, the approximation of the risk ratio when the risks in the two groups being compared are small, as well as easier adjustment for covariate effects in logistic regression models.
In this paper, we study the problem of estimating odds ratios for comparing two survival functions with right-censored data. Right-censoring in survival data is a well-known feature of cohort studies, but it is also a common feature of retrospective case-control studies in which odds ratios play the central role. In retrospective studies, right-censoring is relevant to recall bias resulting from subjects being unable to remember the precise timing of life-course events (when used as the primary endpoint). For example, a subject suffering from early-stage Alzheimer's disease may be unable to remember events signaling the onset of the disease. There is an extensive literature on the issue of recall bias in epidemiological studies that use odds ratios to quantify associations (see, e.g. Hassan, 2006; McPhail and Haines, 2010; Parr et al., 2009; Vrijheid et al., 2009) . Nonetheless, as far as we know, there have been no attempts to address the problem from the perspective of right-censoring (apart from simply discarding the right-censored observations).
We develop a nonparametric confidence interval (CI) for the odds ratio defined by two survival functions at age t, as t varies over the follow-up period of the study. Data are given in the form of two independent right-censored random samples from the survival distributions of the case and control populations. The proposed CI is developed using the empirical likelihood (EL) approach described in Owen (1988 Owen ( , 1990 . Although Wald-type CIs for odds ratios can also be used for the same purpose, as discussed in Dong and Matthews (2012) , they have some known limitations: the need for sophisticated variance estimation, restricted (symmetric) shape of CIs, and a tendency to less-than-nominal coverage in small samples. In contrast, EL based CIs have several advantages: no need for variance estimation, natural adaptation to skewness in the data, and greater accuracy in small sample settings. EL methods in survival analysis have been extensively studied, originating with Thomas and Grunkemeier (1975) . Li (1995) investigated the limiting distribution of the empirical likelihood ratio for survival functions with right censoring, see Li et al. (2005) for a detailed review of the field. For two sample comparisons, McKeague and Zhao (2002) constructed a simultaneous confidence band for the ratio of two survival functions based on right censored data. McKeague and Zhao (2005) later extended this EL approach to the difference and ratio of distribution functions. Shen and He (2006) derived EL based confidence bands for the difference of two survival functions.
The paper is organized as follows. In Section 2, the approach of Shen and He (2006) is extended to estimate odds ratios of survival functions, and asymptotic properties of the resulting EL likelihood ratio statistic are established. Section 3 provides the results of a simulation study comparing the proposed method with the Wald-type method and the log-transformed Wald-type method. An additional illustration is presented in Section 4 using real data. Proofs are collected in the Appendix.
Main results
Consider two independent samples with independent right censoring. With i = 1, 2 indexing the two samples, let {Z ij , j = 1, 2, . . . , n i } be i.i.d. failure times from the distribution F i = 1 S i . Let {C ij , j = 1, 2, . . . , n i } be non-negative i.i.d. censoring times from the distribution G i , independent of Z ij . The right-censored observations for each sample are then given by the pairs
is the censoring indicator. Here and throughout the paper, we use I(A) to denote the indicator function of a set A.
To support major results in sequel, we herein adopt the same notations as in Shen and He (2006) . For any cumulative distribution function F , letF = 1 F and define the range 
Our objective is to obtain a CI for ✓ 0 (t), the true value of ✓(t) at t = t 0 2 [t 1 , t 2 ]. Let 0  T i1  · · ·  T in i < 1 denote the ordered uncensored survival times of sample i, and write
as the number of subjects ''at risk'' prior to time T ij , and the number of failures at time T ij , respectively. In addition, let K i (t) = #{j : T ij  t} and be the space of all survival functions defined on [0, 1). For any S 1 , S 2 2 , define the empirical likelihood function as
At a fixed t, the nonparametric likelihood ratio for testing the null hypothesis that ✓(t) = ✓ 0 (t) (versus the two-sided alternative) is
Here ⌘ is a nuisance parameter that separates out S 1 and S 2 in a convenient way. Referring to Li (1995) , write
where the Lagrange multipliers 1 = 1 (⌘) and 2 = 2 (⌘) are the unique solution to the equations
(2.4)
The idea is to profile out the nuisance parameter ⌘. Using the implicit function theorem (Rudin, 1976) , it can be shown that any value of ⌘ = ⌘(t) that maximizes R(✓ 0 , ·, t) satisfies
(2.5) See the Appendix for the proof of (2.5). Also, let 2
where F i , G i and H i are introduced at the beginning of this section. The following result provides a way of constructing a CI for ✓ 0 (t). The proof is based on arguments of Shen and He (2006) and is given in the Appendix.
Theorem 1. Assume that n j /n ! p j 2 (0, 1), as n ! 1, where n = n 1 + n 2 , and let
Under the conditions of the theorem, for fixed t,
(2.10) so a pointwise asymptotic 100(1 ↵)% CI for ✓ 0 (t) is given by
Simulation study
In this section we report the results of a simulation study evaluating the performance of the proposed EL approach compared to Wald-type CIs (based on normal approximation). This is done in terms of both coverage probability and average interval length.
First we describe two competing Wald-type CIs for ✓ 0 (t). Writê
whereŜ 1 (t) andŜ 2 (t) are the Kaplan-Meier estimators of S 1 (t) and S 2 (t), respectively. From standard results in Andersen et al. (1993) ,
so by the delta method it follows that
Therefore, an asymptotic 100(1 ↵)% Wald-type CI for ✓ 0 (t) is given by Table 1 Coverage probability and average length (in parentheses) of CIs for ✓ 0 (t), t = 1. whereˆ
, 2 j (t) is given by (2.11) of Shen and He (2006) , andp j = n j /n.
Similarly, using the delta method it can be shown that
after which the exponential function can be applied to transform the CI back to the original scale. Therefore, for fixed t, an asymptotic 100(1 ↵)% Wald-type (log-transformed) CI for ✓ 0 (t) is given by
.
In the following simulations, both survival time and censoring time are generated independently from Weibull distributions. Four different sample sizes (30, 50, 80 and 120) are selected for the case group and matching sample sizes are assigned to the control group. In addition, two different censoring rates (CR), 10% and 30%, are considered. Under each setting, 10,000 repetitions are conducted to assess coverage probabilities as well as average CI length. More specifically, we set F 1 = Weibull(3, 1), F 2 = Weibull(6, 1) and generate the censoring times using the distributions G 1 = Weibull(3, 2), G 2 = Weibull(6, 1.3) that produce 10% CR, and G 1 = Weibull(3, 1.2), G 2 = Weibull(6, 1.1) that produce 30% CR.
At fixed t = 1, the proposed empirical likelihood CI, I n,↵ (t), the Wald-type CI, I ⇤ n,↵ (t), and the log-transformed Wald-type CI, I ⇤⇤ n,↵ (t), are evaluated under nominal levels ↵ = 0.90 and 0.95. The nleqslv package (Hasselman, 2015) , which allows ill-conditioned Jacobian matrices, is used to solve the system of four nonlinear equations (2.2)-(2.5). Initial values of 1 and 2 are set as n 1/2 1 and n 1/2 1 , respectively, for the lower bound, and reversed for the upper bound. We compare the proposed method with both types of Wald CI. Coverage probability and average interval length (shown in parentheses) are reported in Table 1 .
It can be seen from Table 1 that, when the sample size is small, the EL-type CI is more accurate yet slightly wider on average than the Wald-type CI. The EL-type CI has comparable average length to the log-transformed Wald-type CI in most cases. The log-transformed Wald-type CI is conservative when the censoring rate is high (30%). The EL band has the best overall performance. The advantage of the EL procedure naturally diminishes as the sample size grows.
Application to real data
As a real data example, we present the analysis of the primary biliary cirrhosis (PBC) data (Fleming and Harrington, 1991) , following McKeague and Zhao (2002 , 2006 . The various types of pointwise CIs we have developed are compared for the survival odds ratio between treatment (D-penicillamine) and placebo. There are 312 patients recruited in the randomized clinical trial; 158 patients received the treatment and 154 received placebo. The data are heavily right censored (187 out of 312 patients). Fig. 1 provides EL and Wald-type CIs for the odds ratio of survival between treatment and control. The estimated odds ratio based on Kaplan-Meier estimators is also displayed. The Wald-type CIs are symmetric around the estimated odds ratio. The EL-type CIs and log-transformed Wald-type CIs are asymmetric around the estimated odds ratio. The EL-type CIs are substantially narrower than the log-transformed Wald-type CIs at the start of follow-up, which is their major advantage. As can be seen from the plot, our method agrees with that of McKeague and Zhao (2002 , 2006 for diagnostic indications in the sense that the drug treatment does not show significant improvement in terms of survival.
In the two-sample comparison, the survival time may depend on various covariates, i.e., risk factors. When the covariates are high dimensional, the EL method would need to be modified based on a semiparametric model such as a stratified Cox model. 
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Appendix. Proofs
First, (2.5) follows from similar steps in Shen and He (2006, p. 171) . Write L i (t) = max j:T ij 6t (d ij r ij ). Since the left-handsides of (2.3) and (2.4) are strictly increasing functions of i on (L i (t), 1), these equations have unique roots. Hereafter we denote the roots as i = i (⌘, t), i = 1, 2. For fixed t, we can obtain an estimate for the nuisance parameter ⌘ 0 = S 2 (t) by maximizing log R(✓ 0 , ⌘, t). By the implicit function theorem (Rudin, 1976) , taking derivatives w.r.t. ⌘ on both sides of (2.3) and (2.4), we have
which simplifies to (2.5).
Adapting Shen and He (2006) to the present context, write " n = n s , where s 2 (1/3, 1/2), and n = n 1 + n 2 . Note that ⌘ 0 = S 2 (t). Lemma 1. Under the conditions of Theorem 1, for sufficiently large n, there exists a solution to Eq. (2.5), denoted as ⌘ ⇤ (t), such that ⌘ ⇤ (t) = arg sup ⌘ R(✓ 0 , ⌘, t) almost surely, and
as n ! 1 uniformly for all t 2 [t 1 , t 2 ] almost surely.
Proof. As in Shen and He (2006) , write
By the functional delta method (see, e.g. van der Vaart, 2000), we know
. Now from Csörgö and Horváth (1983) , we know (log S j (t) logŜ j (t)) is also O((n j / log log n j ) 1/2 ). In addition, under the condition of Theorem 1, it is easy to see that given n large enough, |⌘(t) ⌘ 0 (t)|  " n uniformly in [t 1 , t 2 ], where ✏ n is defined just before the statement of Lemma 1. Then, by the Taylor expansion there exists ⌘ 0 (t) < ⌘ ⇤ (t) < ⌘(t) such that
uniformly over t 2 [t 1 , t 2 ] for n sufficiently large a.s., where the second term of (A.3) is by Theorem 2 of Csörgö and Horváth (1983) . Moreover, Theorem 2 of Csörgö and Horváth (1983) implies the LIL of the Kaplan-Meier estimator, from which we know sup t2[t 1 ,t 2 ] |Ŝ j (t) S j (t)| = O((n j / log log n j ) 1/2 ) = o(" n ) a.s.
Thus, A j (⌘ 0 (t), t) = o(" n ) also hold uniformly for t 2 [t 1 , t 2 ]. Then, by (4.3) of Shen and He (2006) , we have
(A.6) Shen and He (2006) have proved that almost surely for t 2 [t 1 , t 2 ], 
Thus, combining (A.4)-(A.8), for t 2 [t 1 , t 2 ], we have almost surely that for large n,
Plugging (A.9) into (A.4), it is easy to see that
uniformly over t 2 [t 1 , t 2 ] for n sufficiently large a.s.
Similarly, it can also be shown that
uniformly over t 2 [t 1 , t 2 ] for n sufficiently large a.s. Similar to (A.4), by (4.10) of Shen and He (2006) , we show uniformly
Note that the first two terms of (A.12) are based on the Taylor expansion, and additionally
Since j /n j = O(" n ) uniformly for t 2 [t 1 , t 2 ], we know (A.13) holds uniformly. This proves that (A.12) holds uniformly.
Thus, using (2.11), (2.12) and (4.4) of Shen and He (2006) and combining (2.3) and (2.4) with (A.12), it is easy to see that 
holds uniformly. Then, based on the proof of (4.12) of Shen and He (2006) , by (2.2), (A.1), (A.2) and (A.14), it can be shown in the same sense that
holds uniformly over t 2 [t 1 , t 2 ] for n sufficiently large a.s. This implies that the inequality,
holds uniformly over [t 1 , t 2 ] for n sufficiently large a.s. The reverse inequality can be proved similarly. This means 2 log R(✓ 0 , ⌘, t) attains its minimum in (⌘ 0 " n , ⌘ 0 + " n ) uniformly for t 2 [t 1 , t 2 ]. Using the unique solution condition for a stationary point (see, e.g. Rudin, 1976) , we know there exists ⌘ ⇤ = arg max ⌘ R(✓ 0 , ⌘) in (⌘ 0 " n , ⌘ 0 + " n ) that satisfies (A.1) uniformly for t 2 [t 1 , t 2 ]. ⇤ Proof of Theorem 1. The proof is similar to that of Theorem 2.1 of Shen and He (2006) , so we adopt the same notations herein. Let 1 = n i i , i = 1, 2, and plug these into the left-hand sides of (2.3)-(2.5). Thereafter, denoting the left-hand sides of these three equations by E i (⌘, 1 , 2 , t), i = 1, 2, 3, respectively, and similar to Shen and He (2006) , the Jacobian matrix is calculated aŝ
Therefore, denoting ⇤ i = i (⌘ ⇤ , t), i = 1, 2, by the Taylor expansion it is easy to see that
Here we replace D 0 (t) + ⌘ in (4.13) of Shen and He (2006) by ⌘{⌘+✓ 0 (t) ✓ 0 (t)⌘} ✓ 0 (t)
, then using (2.11), we can show that
as n ! 1.
By Lemma 1, similar to the derivation of (4.15) of Shen and He (2006) , we get 2 1 (⌘ ⇤ , t) n 1 = { p n 1 1 (⌘ ⇤ , t)} 2 d ! p 1 p 2 2 det(J(⌘ 0 , t)) 2 ⌘ 2 0 (1 ⌘ 0 ) 2  {1 S 2 (t)}M 1 ( 2 1 (t)) p p 1 + {1 S 1 (t)}M 2 ( 2 2 (t)) p Note that A j (⌘ 0 , t) = log S j (t) logŜ j (t) = o(" n ) (Csörgö and Horváth, 1983) . Because (A.16) holds uniformly, we can show 2 log R(✓ 0 (t), ⌘ ⇤ , t) = 2 X j=1 2 j (⌘ ⇤ , t) n jˆ 2 j (t) + o p (1)
From Lemma 1, and (4.14) and (4.15) of Shen and He (2006) , it is easy to see that
