Multi-objective optimisation is being increasingly applied in water supply management to identify optimal operating options. However, a key challenge in the implementation of multiobjective optimisation is interpreting the large and multidimensional Pareto-optimal set. This paper shows how cluster, visual and post-optimisation analysis can aid the decision maker in addressing this challenge. This is demonstrated for a case study based on South East Queensland Water Grid, Australia, as part of a broader operational planning framework. Firstly, cluster analysis identifies a smaller set of representative options to aid in visual analysis. Secondly, visual analysis techniques are used to identify the trade-offs between objectives, the relationships between decision variables and objective performance, and to shortlist promising operating options. Finally, post-optimisation analysis techniques identify efficient operating options from the Pareto set, based on decision-maker preferences. Together these techniques can be used to identify a shortlist of operating options, for further consideration using multicriteria analysis.
Introduction
Urban water supply networks are growing in complexity as they are expanded, interconnected and diversified to meet the challenges of climate variability, climate change and population growth. Water supply managers need to identify operating rules for these systems that satisfy multiple objectives, such as: maximising water security, reliability and environmental flows; and minimising operational cost, flood risk and energy use. Multi-objective simulation-optimisation is a useful tool to help the water manager to search amongst a vast number of possibilities to find operating rules that are optimal in terms of multiple management objectives. However, as increased performance on one objective typically tradesoff for decreased performance in another, no one single option typically emerges that performs best across all objectives. In the absence of preferences for acceptable trade-offs, a posteriori multi-objective optimisation is used to identify multiple Pareto-optimal operating options. These options are considered optimal as none outperforms any of the others for all objectives. The advantage of a posteriori optimisation is that is allows the decision maker to consider the performance possibilities and trade-offs before applying preferences on the objectives to select a single operating option (Coello Coello et al. 2007 ). The preferences of decision makers may evolve during consideration of the Pareto set, as the relationships between objectives become understood (Brown et al. 2015) . However, the Pareto set usually contains a large number of operating options in a complex multidimensional objective and decision space, which can be overwhelming to interpret (Lotov and Miettinen 2008) . Indeed, the ability to visualise trade-offs and select efficient operating options has been identified as one of the research challenges and barriers to the implementation of multi-objective optimisation algorithms (Branke et al. 2008 , and in conveying information to stakeholders (Kelleher and Wagener 2011) . Therefore CONTACT Stephanie C. Ashbolt stephanie.ashbolt@gmail.com The supplementary data for this article can be accessed here Software/data availability The case-study dataset, diagrams and results, as well as the source code (Jupyter notebooks and R project file) used to generate them are available to view at https://github.com/StephanieCA/visualisation-pareto-set.git. To run the Jupyter notebooks requires Jupyter Notebook with the interactive Python (IPython) kernel, and the Python programming language. For this study, version 4.1.0 of Jupyter, IPython 4.1.1 and Python 2.7.6 were used. These are free and open source. Installation instructions for Jupyter Notebook, including IPython and Python, are available at https://jupyter.readthedocs.org/en/latest/ install.html. R (Project for Statistical Computing) is required to run the R project file. R version 3.1.1 was used, with R Studio version 0.99.879. R is available free at https://www.r-project.org/. R Studio provides a graphical user interface for R and is free and open source, available at https://www.rstudio.com/ products/rstudio/download/.
this Pareto set needs to be reduced to a shortlist or smaller set of alternatives that is easier to comprehend, compare and assess against additional management criteria (Brill et al. 1990) . Multicriteria analysis can then be used to select a single operating option from the shortlist for implementation (e.g. Malekmohammadi et al. 2011 , Kasprzyk et al. 2013 , Matrosov et al. 2015 . Thus tools and guidance are required for interpreting and comprehending the Pareto set, to refine preferences on objectives, and to shortlist options from the Pareto set for multicriteria analysis. Guidelines on the application of optimisation algorithms recommend a range of techniques for interpreting the Pareto set (Deb 2001 , Branke et al. 2008 . These techniques fall into three broad categories: cluster, visual and post-optimisation analysis. Cluster analysis can help reduce the number of operating options by grouping those with similar objective and/or decision variable performance (Zio and Bazzo 2011) . This reduced set of operating options allows for easier application of visual analysis techniques, or can be used to identify a shortlist of operating options that encompass the full range of objective performance. Visual analysis is useful for exploring the multidimensional Pareto set, identifying innovative operating options, and understanding relationships between the decision variables and the objectives (Fleming et al. 2005 , Kollat and Reed 2007 , Giuliani and Herman et al. 2014 . Finally, post-optimisation analysis techniques are a group of algorithms that may be implemented after optimisation to identify options directly from the Pareto set and provide efficient trade-offs based on preferences of the decision maker for objective performance (Deb 2001) .
Combinations of several visual, post-optimisation and cluster analysis techniques have been used to understand the trade-offs of multi-objective Pareto sets or to select promising options (Kollat and Reed 2007 , Zio and Bazzo 2011 , Kasprzyk et al. 2013 , Matrosov et al. 2015 . Additionally, individual techniques have been discussed in depth in the optimisation literature (e.g. Blasco et al. 2008, Lotov and Miettinen 2008) . Miettinen (2014) also provided a review of different visual analysis techniques and how they can be used to compare a shortlist of alternatives obtained from multi-objective optimisation or multicriteria analysis. However, there is limited demonstration and review of how all three techniques can be applied together to understand the decision and objective space of a large, real-world Pareto set, and from this understanding to identify, a posteriori, a shortlist of manageable size for further discussion or assessment. Thus, in this paper, the authors show how visual analysis, supported by cluster analysis, can be used firstly to better understand the decisions and trade-offs underpinning a Pareto set of operating options for water supply. Secondly, a combination of visual and post-optimisation techniques, with multiple preference scenarios, are applied and compared to generate a shortlist of operating options for future assessment. Applying these techniques together can incorporate the interests and preferences of the decision makers and provide an understanding of the context of chosen options within the broader objective and decision space.
Case study
This paper examines a case study to identify multi-objective optimal operating rules for short-term operational water supply planning. The case study is based on the water grid in South East Queensland, Australia. This water grid consists of 28 surface water storages, three groundwater borefields, a wastewater recycling scheme for potable reuse, a desalination plant, and 48 urban and irrigation demands. Seven two-way pipeline interconnectors also connect these water sources and demands across catchment boundaries. The case study has three management objectives for 5-year short-term planning: minimising total operational cost, minimising total spill volume from storages, and maximising the minimum system storage volume. These are the objectives against which 16 operating rules are optimised. The 16 operating rules govern the operating mode and flow rate of the seven two-way pipeline interconnectors, wastewater recycling scheme and desalination plant. They include 16 decision variables (A, B, . . ., P), which represent the thresholds of storage levels that trigger a change in the operating mode or flow rate. These decision variables can range in value from 0 to 1, and refer to the ratio of volume to capacity ("fullness") in local, regional or system-wide surface water storage. The key features of the case-study system, including the operating rules and decision variables, are shown in Figure 1 .
In Ashbolt et al. (2016) , multi-objective simulationoptimisation was applied to the case study using the Source simulation-optimisation software (Dutta et al. 2013) to identify operating rules that are optimal in terms of the three management objectives. Source uses the NSGA-II genetic algorithm (Deb et al. 2002) . Further details of the multi-objective simulation-optimisation process are provided in Ashbolt et al. (2016) . The result of multi-objective optimisation of the case-study problem was a set of 677 operating options, each of which represents a set of operating rules (Ashbolt et al. 2016) . Each operating option is Pareto-optimal, meaning that none of the operating options are dominated (out-performed) by any of the others in terms of all three objectives of minimising total operational cost, minimising total spill and maximising minimum storage. The objective performance of the Pareto set of operating options is shown in the scatter plot in Figure 2 . The cluster, visual and post-optimisation analysis techniques discussed in Section 3 will be used to better understand this Pareto set and to shortlist promising operating options for further multicriteria decision analysis.
3 Methods, techniques and application
Framework
The method presented in this study forms part of a framework for operational planning for water grids, first presented in Ashbolt et al. (2014) and shown in Figure 3 . Steps 1-4 of the framework concern the problem formulation and multi-objective simulation-optimisation of operating rules. Steps 2-4 were demonstrated in Ashbolt et al. (2016) , and the outcome is a Pareto set of operating options such as that presented in Figure 2 . Each operating option consists of a set of decision variables that define the operating rules, and which is Pareto-optimal in terms of the management objectives. Uncertainty in inputs can be incorporated at this stage by optimising across multiple scenarios, as demonstrated for forecast inflow scenarios in Ashbolt and Perera (in press ). Steps 5a, 5b and 6 involve methods for interpreting and understanding the Pareto set from steps 2-4, and reducing it to a shortlist of efficient Figure 1 . Schematic of the case-study network, showing major infrastructure and supply-demand regions. The operating rules that govern this infrastructure are outlined in the call-out boxes. The decision variables pertaining to these operating rules are highlighted in bold (A, B, . . ., P). The supply-demand regions also include a number of demands as well as pipelines, streams, weirs and groundwater supplies, not shown on this figure but included in the simulation model. operating options and/or those that reflect decisionmaker preferences.
Step 7 involves multicriteria analysis to assess the shortlist against additional management criteria, and rank options by incorporating preferences on these criteria (Ashbolt and Perera 2017a) . The highest ranked option can be used to inform an operational plan in Step 8. Steps 5a, 5b and 6, as highlighted in Figure 3 , are demonstrated in this paper. Ashbolt et al. (2014) . Processes are represented as rounded rectangles 1-8 and inputs as parallelograms a-j. Methods for interpreting the Pareto set, including cluster, visual and postoptimisation analysis are highlighted in the figure and form the methodology for this study.
Steps 5 and 6 work as follows: Cluster analysis is used to divide the operating options of the Pareto set into a small number of groups (clusters) with similar objective performance. The cluster representatives at the centre of each of these clusters form a reduced set of options that cover the full range of objective performance and assist the visual analysis in the next step. Cluster representatives can also be added directly to the shortlist, if the decision maker wishes to create a shortlist encompassing the full range of objective performance. Visual analysis helps to explore the trade-offs between objectives and the relationships between decision variables and objective functions. During visual analysis, the decision maker may also identify promising operating options to add to the shortlist, based on preferences that may evolve during this process. In parallel to cluster and visual analysis, post-optimisation analysis techniques are used to shortlist efficient operating options from the entire Pareto set, based on relative trade-offs between options and proximity to a preferred region of the objective space. Several postoptimisation analysis techniques are available, which differ in how they measure efficiency and incorporate preference weights on the objectives. The decision maker could select a final option using a single postoptimisation analysis technique and a single set of preferences. However, each technique and preference scenario will likely identify a different operating option as most efficient, creating some uncertainty in this selection process. Therefore it is recommended that the decision maker implement multiple post-optimisation analysis methods and preference scenarios, and add multiple operating options to the shortlist for further consideration. The shortlist identified from both visual and post-optimisation analysis can then be further examined and assessed using multicriteria analysis to select a final operating option.
The cluster, visual and post-optimisation analysis components of the operational framework are described and demonstrated in Sections 3.3, 3.4 and 3.5, through application to the case-study Pareto set. The visual analysis techniques implemented in Section 3.4 result in various insights into the Pareto set, including the relationships between objectives and between decision variables and objective functions. The output of these analyses is a shortlist of operating options for the case study, described in Section 4. The shortlist can be used in multicriteria analysis for selection of a final option; this step of the framework is covered in Ashbolt and Perera (2017a) . Both R (R Core Team 2015) and IPython (Pérez and Granger 2007) have been used to implement the cluster, visual and postoptimisation analysis, and the scripts used for this analysis are made available to the reader at https:// github.com/StephanieCA/visualisation-pareto-set.
Preference scenarios
During the visual and post-optimisation analysis steps of the framework, preferences on the objectives are used to guide the selection of efficient or promising operating options for the shortlist. These preferences may be those of the decision maker and/or stakeholders, and may range from a single explicit (numerical) set of preference weights to a more general preference for objective performance. For the case study, an example of an explicit set of preferences would be a 70% weighting on cost and 15% weighting each on minimum storage and spill, and an example of a general preference may be for selecting low-cost operating options. These preferences may arise or be refined during visual or post-optimisation analysis. Multiple preference scenarios may also be considered, to create a shortlist that encompasses a range of objective performance.
For the case study, current operational planning does not include explicit preferences on the objectives. Therefore the authors create three hypothetical preference scenarios to be considered whilst shortlisting operating options: for balanced operating options, i.e. those that perform relatively equally in terms of the three objectives; for low-cost operating options; and for at least one high minimum storage option. These preference scenarios are used to guide the identification of promising operating options from the visual analysis and post-optimisation analysis examples. Due to the reproducible or repeated nature of the analysis, these preferences could be updated as further information is gathered, or as they change over planning cycles.
Cluster analysis
Cluster analysis is a method used in data mining to group data-points with similar characteristics and can be achieved using one of a variety of algorithms (Wu 2012, Nanda and Panda 2014) . It can be applied to the Pareto set to divide it into a number of groups (clusters) with similar objective performance (Obayashi and Sasaki 2003 , Pryke et al. 2007 , Zio and Bazzo 2010 , or decision variable values (Cela and Bollaín 2012) . A representative operating option from each cluster can then be used to form a reduced set of operating options that can be used to simplify visual representation of the Pareto set. Even when the entire Pareto set is represented in visual analysis, cluster membership can also be used to highlight or group operating options based on similarity in objective performance or decision variable values. If the decision maker has no preferences on the objectives or decision variables, the reduced set of cluster representatives could also be added directly to the shortlist to provide a set of options that encompass the full range of objective performance (Zio and Bazzo 2011) . If this is the case, epsilon-dominance sorting could alternatively be used during the optimisation process to directly reduce the size of the Pareto set (see Laumanns et al. 2006 , Salazar et al. 2016 .
For application of the framework in Figure 3 , a cluster analysis algorithm is required that can divide the Pareto set a posteriori into a given number of roughly even-sized non-overlapping clusters around a representative operating option (cluster representative). This cluster representative must be a member of the Pareto set, rather than interpolated from cluster members. Only one cluster analysis algorithm is desired, to produce a single reduced set for visual analysis. However, different clustering algorithms will likely identify different cluster groupings and representatives (Cela and Bollaín 2012, Nanda and Panda 2014) , and so the decision maker should consider adjacent operating options if selecting cluster representatives for the shortlist.
The K-medoids algorithm is a simple partitioning prototype-based algorithm that divides a dataset into non-overlapping clusters (Kaufman and Rousseeuw 1990, Wu 2012) . It involves optimisation to group a dataset of vectors into a specified number of clusters, such that the distance from each medoid (central datapoint in the cluster) is minimised. The medoid becomes the cluster representative and is a member of the Pareto set. K-medoids is available in R (R Core Team 2015) as the function pam in the cluster package using the partitioning around medoids (PAM) algorithm (Maechler et al. 2013) . The user specifies the number of clusters, k, and the algorithm randomly selects k of the data points as medoids, allocating the remaining data points to the nearest cluster medoid. The process is then repeated by swapping in alternate medoids to find the configuration that has the lowest distance of cluster members to medoid. Where the user does not wish to specify a particular number of clusters, the function pamk in the fpc R package (Hennig 2013) can be used to implement the pam algorithm and determine the optimal number of clusters (k) by maximising the cluster cohesion as measured by the silhouette value (Rousseeuw 1987) , within a range specified by the user.
The pamk function is applied to the case-study Pareto set of 677 operating options, to identify clusters and cluster representatives (medoids) based on the values of the three objective functions, and with an upper limit of 20 clusters. As a result, 10 clusters are identified. The clusters and their medoids are highlighted on the Pareto set scatter plot in Figure 4 , with points differentiated according to cluster membership, and cluster medoids indicated as larger points. The cluster medoids provide a reduced Pareto set of 10 operating options, encompassing the range of objective performance. This reduced set is used to aid the visual analysis techniques in the following section.
Visual analysis
The following subsections describe a number of visual analysis techniques and demonstrate their application to the case-study multi-objective Pareto set. These techniques are summarised in Table 1 . Numerous techniques have been included as they each elucidate different aspects of the decision variable and objective function space, or present the Pareto set in a different format. The techniques are suited to demonstrating either the full Pareto set or a reduced set of cluster representatives (cluster medoids). Cluster membership can also be colour-coded in visual analysis, to enable operating options with similar objective performance to be traced between plots.
Sequential or parallel examination of the figures resulting from visual analysis can provide insight into different aspects of the objective function and decision variable spaces. Whilst there is some cross-over in the information presented by the visual analysis techniques in Table 1 -e.g. line diagram, bar chart and radar chart -they present this information in different formats, which may lead to different insights. However, a decision maker may wish to choose a subset of these techniques depending on the number of objectives, what information the decision maker wishes to illustrate, and the preferences of a decision maker for a particular format (e.g. line diagram vs radar chart). In this paper, we present all these techniques and discuss their insights for the case study, thus providing some information on the key advantages of each technique. For the purposes of this paper, the visual analysis techniques in the following subsections are presented in a sequential manner, with each technique demonstrated by providing progressive insight into different aspects of the case study. However, it is recommended that the decision maker consider these figures in parallel.
Whilst the primary purpose of visualisation is to understand the characteristics of the Pareto set, promising operating options may be selected for the shortlist if they reflect decision-maker preferences.
During the application of the visual analysis techniques to the case study, a number of operating options are identified for the shortlist, presented in Section 4.
Scatter plot and scatter-plot matrix
The results of optimisation are most commonly visualised as a scatter plot of the objective function performance of the Pareto set, as was shown in Figure 2 . This type of graph is straightforward to interpret when there are only two objectives. However, the plot becomes more difficult to interpret for three objectives and cannot show more than three objectives. For example, in Figure 2 it is somewhat difficult to discern the nature of the trade-offs. Instead, a scatter-plot matrix can be used to represent three or more objective functions as a series of two-dimensional (2D) plots (Cleveland 1985) . This involves plotting scatter plots of all possible combinations of variables as pairwise comparisons. Such a plot allows the relationships between variable pairs to be more clearly seen. The diagonal of the scatter-plot matrix is also frequently plotted as a histogram or kernel density plot, which illustrates the distribution of values of each variable. The key drawback of the scatter-plot matrix is that only partial trade-offs are shown on each plot, and what might appear to be a promising operating option on the two-objective plane may not be when the other objectives are considered. Therefore it is not recommended for shortlisting options.
A scatter-plot matrix of the objective function performance of the case-study Pareto set is shown in Figure 5 , including histograms indicating the distributions of the values of the three objective functions. The plot points are coloured and marked according to cluster membership, with the same scheme as used in Figure 4 and subsequent plots.
The scatter-plot matrix in Figure 5 illustrates the trade-offs between objectives for the case study more clearly than the 3D scatter plot in Figure 2 . The plots of minimum system storage against total cost in Figure 5 (b) and (d) indicate that cost increases fairly linearly with minimum storage across the operating options. This is as expected, since the use of higher cost sources such as desalination to meet demand is likely to leave more surface water in the storages. However, these plots also indicate that there is a range in value of minimum storage for a given cost, highlighted by the dashed lines marked on Figure 5 (d), which cross roughly three bands in the 2D slice of the Pareto surface. This suggests that the remaining objective function, total spill from reservoirs, has a strong influence on the optimality of the operating options. Indeed, Figure 5 (c) and (g) clearly show that spill increases with minimum storage. Figure 5 (c) and (g) also show that spill remains at a relatively constant low volume across low to medium minimum storage operating options, but there is an inflection point beyond which an increase in minimum storage is associated with a significant increase in spill. This is an expected consequence of higher storage volumes placing reservoirs closer to capacity and therefore increasing the risk of spill. However, Figure 5 (f) and (h) show a more mixed relationship between total spill and cost. Approximately half of the operating options have similar low spill volumes, but range widely in cost. The remaining operating options with higher spill volumes tend to see an increase in cost with spill. This suggests that some high cost supply options increase spills, whilst others have little effect on spills. Finally, the histogram in Figure 5 (e) indicates that operating options are fairly evenly distributed across the range of possible total cost, but Figure 5(a) and (i) indicate that operating options are skewed towards high minimum storage and low spill volume.
Scatter plots or a scatter-plot matrix can also be used to examine the relationship between decision variables and the objective functions. Figure 6 shows scatter plots of the values of the case-study Desalination Full Production Threshold decision variable against the three objective functions. This decision variable represents the threshold of system storage fullness (ratio of volume to capacity) below which desalinated water is produced at full capacity. These figures indicate that, overall, an increase in the Desalination Full Production Threshold correlates with an increase in minimum system storage, cost and spill. This relationship is strongest for cost and spill, and at higher decision variable values. This means that initiating full production of desalinated water at higher storage volumes is associated with higher minimum storage, cost and spill over the planning period. This is as expected, since greater use of desalinated water to meet demand should leave more surface water in the reservoirs, increasing minimum storage and likelihood of spill. This desalinated water comes at a higher cost than the surface water sources. 
Histogram and density plot
A histogram provides an illustration of the distribution of a dataset, by dividing the dataset into a number of bins over set intervals across the range of the dataset and counting how many points of the dataset fall into each bin. It can be used to examine the distribution and density of the objective functions or decision variables of the Pareto set. The scatter-plot matrix of the case-study Pareto set in Figure 5 included histograms indicating the distribution of the objective functions throughout the entire Pareto set. Figure 5 (a), (e) and (i) showed that whilst the operating options are fairly evenly distributed in cost, there are higher concentrations of high minimum storage and low spill options. The density plot is closely related to the histogram. It estimates the likely density or distribution of a variable, assuming that the data given are a sample of a larger set. The key advantage of the density plot over the histogram is that it provides similar information but with a smoothed line rather than bars. This allows distributions of multiple datasets or subsets to be plotted legibly on the one figure. Thus the density plot is particularly useful for illustrating the distribution of objective functions or decision variable values for each cluster, to assess their similarity or differences. It must be noted that, since the density plot provides a smoothed estimated distribution rather than actual values of the Pareto set, it is not as accurate as the histogram and should be used only for comparative purposes. Figure 7 indicates that this does not mean they have similarity in the decision variable values. The conclusion is that the decision variables of an operating option at one point in the 3D objective function space of the case study are not necessarily similar to those of operating options at adjacent points.
Line diagram and bar chart
The line diagram and bar chart are both straightforward visual analysis methods that can be used to illustrate objective performance of multiple operating options on a single 2D plot. They require the use of the reduced set of cluster representatives, in order to have a legible number of lines or bars. Both the line diagram and bar chart provide the same information, but with a different format for plotting the values. A line diagram of the objective performance of the 10 case-study cluster representatives (medoids) is shown in Figure 8 and a bar chart of the same set is shown in the supplementary files. For both plots, the x-axis indicates each cluster medoid and the y-axis shows the objective function values. Each objective function value is normalised relative to the minimum and maximum values of the entire Pareto set, with 0 representing the best value (minimum cost and spill, maximum minimum storage) and 1 the least-preferred or worst value (maximum cost and spill, minimum minimum storage) within the entire Pareto set. This normalisation allows the objective function values to be plotted on the same axis and indicates the relative performance of each operating option. Lines or bars that are further apart indicate a stronger trade-off between objectives.
Figure 8 clearly shows that there is considerable variation in objective performance between operating options. It also shows that many operating options have strong trade-offs between objectives. For Medoids 1, 4 and 6, higher cost and total spill tradeoff for higher minimum storage, to varying degrees. Medoids 3, 5, 7 and 8 provide lower spill, with a tradeoff of lower minimum storage and higher cost. Medoids 2 and 9 appear to be the most balanced operating options, with more similar relative objective performance. Medoid 2 is a low cost operating option that provides lower spill and lower cost than Medoid 9, for a relatively small trade-off in minimum storage. This option might be shortlisted if water security is not an immediate concern; otherwise Medoid 9 provides a similarly balanced option with higher minimum storage, for a modest trade-off in cost and spill. For this case study, both are added to the shortlist.
Radar chart
The radar chart and the closely related spider-web diagram or star coordinate plot can be used to represent the multi-objective performance of operating options on a 2D plot (Miettinen 1998 , Deb 2001 . Capability to plot radar charts is available in most spreadsheet or statistical software. Multiple operating options are presented either as separate lines on the one plot or on separate plots. Each objective function has a separate radial axis and lines plot the objective function values. These values are normalised, as for the line diagram, from 0 to 1 relative to the rest of the Pareto set. Figure 9 shows a set of radar charts, one for each of the 10 cluster medoids of the case-study Pareto set. The best value is oriented at the centre of the radar chart and the worst at the outer circle. The space enclosed by the lines is filled to provide an idea of the "shape" of each operating option. This shape provides a simple visual clue to objective performance. A larger size indicates a poorer objective performance, such as the high cost and spill of Medoid 1. The shape also provides an indication of the balance or trade-off between objectives. Whilst this chart shows similar information to the line diagram, Medoids 2 and 9 are shown more clearly here as relatively balanced operating options, with smaller more equilateral triangles. The radar charts also more clearly highlight Medoid 10 as a promising option, with low spill and cost, for a moderate trade-off in minimum storage. Thus this operating option is also added to the shortlist.
Parallel coordinates
Parallel coordinates (also called parallel axis or value path) is a popular method for representing many dimensions on a 2D plot (Inselberg 2009 ). This method can be used to compare relationships between objectives and/or decision variables, and is often used in optimisation studies to examine the Pareto set (e.g. Kasprzyk et al. 2012 . It is a multidimensional variation of the line diagram, with the x-axis plotting a series of parallel y-axes, one for each variable. Each of these parallel y-axes indicates the values of a variable, bounded by the variable's maximum and minimum values. Each member of a dataset is plotted as a value on each of the parallel y-axes, connected by lines between adjacent axes. This plot gives a qualitative assessment of the spread of the variables and of the trade-offs between adjacent variables (Deb 2001 ). If the axes are oriented such that the preferred direction is the same, parallel lines between adjacent axes indicate a positive relationship between the two variables. Crossing lines, on the other hand, indicate a trade-off between variables, with a steeper slope indicating a stronger trade-off. The relationships are most clearly shown between adjacent axes: reordering of axes is required to highlight relationships between certain variable pairs. Unlike the line diagram, the entire Pareto set can be represented on the parallel coordinate plot. However, the plot can still be difficult to read with a large number of axes or lines. Colouring schemes can help to track lines across the parallel axes, by "brushing" options according to cluster membership or the values of one or more objectives. This "brushing" technique can be used to identify potential options of interest (Inselberg 2009) . Figure 10 shows a parallel coordinates plot of the objective function performance of the case-study Pareto set. Due to the large number of decision variables of the case study, decision variables are not included on this plot. However, an example is included in the supplementary files. This plot was constructed using the pandas library in Python programming language. As for the line diagram and radar chart, the objective function values are normalised, with 0 representing the preferred or best value and 1 the leastpreferred or worst value in the Pareto set. The operating options are "brushed" to highlight the options that perform in the top 5% for each objective (highest minimum storage, lowest cost and spill), with the remainder of the Pareto set shown in grey. It is clear from this plot that there are strong trade-offs between objectives, indicated by the steep and crossing lines. These trade-offs are strongest between minimum storage and total cost. However, for some operating options there is correlation (parallel lines) between cost and spill. The plot also indicates that operating options that perform best in terms of total cost perform fairly well in terms of minimum storage and total spill, with a relatively small trade-off in these two objectives required to obtain the lowest cost. The top 5% options for minimum storage, however, are amongst the highest cost and highest spill options: it is clear that achieving the best performance in terms of minimum storage comes with a strong trade-off in terms of cost and spill. The top 5% performing options of total spill have a wide range of cost and minimum storage, although generally achieving the lowest spill requires a tradeoff for low minimum storage and moderate cost. Considering these brushed options, the lowest cost option is added to the shortlist, since the low cost options have low spill and perform fairly well in terms of minimum storage.
Level diagram
The level diagram was proposed for Pareto sets with more than two dimensions by Blasco et al. (2008) , and further demonstrated by Zio and Bazzo (2011) . The level diagram plots the relationships between the objectives and decision variables, and the overall objective performance. It consists of a set of 2D scatter plots of the entire Pareto set, one for each objective function and/or decision variable. Each x-axis represents the value of the objective or decision variable and each y-axis the distance from the ideal point on the multiobjective plane. The ideal point typically describes a hypothetical operating option comprising the best values of each objective function obtained from the Pareto set. In most multi-objective problems, this ideal point is infeasible due to the trade-offs between objectives. For the level diagram, the distance from the ideal point is represented by the 1-norm, which is the sum of the normalised objective function values. The objective functions are normalised relative to their respective minimum and maximum values of the Pareto set, with 0 being closest to, and 1 farthest from, the preferred value. The 1-norm thus provides a measure of overall, equally weighted, objective performance. Since the y-axes are synchronised between plots, points can also be directly compared across the y-axes. By analysing the level diagrams, the decision maker can understand the relationships between decision variables and objective performance, and identify points closest to the ideal 0 value of the 1-norm. Figure 11 shows the level diagram for the case-study objective functions and decision variables of the entire Pareto set, with points coloured or marked according to cluster, to aid comparison between plots. The lowest 1-norm values (best overall objective performance) correspond to Cluster 2 (red points), which has lowest cost ( Fig. 11(s) ), low spill ( Fig. 11(q) ) and above average minimum storage (Fig. 11(r) ). The low values of 1-norm suggest overall efficiency in trade-offs. Thus the option with the lowest 1-norm value, which lies within Cluster 2, is added to the shortlist. Figure 11 can also provide some insights into the relationship between the decision variables and objective performance. As suggested by the scatter plots in Figure 6 , there is a correlation between the Desalination Full Production Threshold decision variable and objective performance (Fig. 11(p) ). This relationship also exists to a lesser extent for the other two desalination thresholds (Fig. 11(n) and (o) ). This suggests that when desalination production is initiated at higher storage fullnesses (closer to 1, indicating 100%), it reduces overall objective performance (raises 1-norm). For most of the remaining decision variables, there appears to be little relationship to objective performance. This could be due to several factors: the objective functions are not sensitive to some decision variables; the decision variable thresholds are not reached during the planning period; or that similar objective performance can result from trade-offs between different combinations of decision variables or operating modes. Despite this, for some decision variables, values are concentrated in a particular region (e.g. the NPI and NPI 2 Thresholds in Figure 11 (a)-(d)), suggesting there may be an optimal region for these decision variables.
The level diagram also suggests potential reasons for the bands in the relationship between the minimum storage and cost objective functions that were seen in Figure 5 (d), since these bands are also present in the level diagram for minimum storage in Figure 11 (r). The operating options in the leftmost band belong to Clusters 5, 7 and 8 and have low minimum storage, lowest spill and higher values of Brisbane to North Pine Flow Threshold and SPI Flow Threshold (Fig. 11(f) and (l)). Higher values of these thresholds, representing the level below which maximum flow is initiated in these two-way pipelines, likely result in an increase in the flow rate in these two-way pipelines. This increase in flow rate is associated with lower minimum system storage and spill. Similarly, operating options in the middle band of low to moderate minimum storage in Figure 11 (r), corresponding to Clusters 3, 10 and some of Cluster 7, have low spill and higher values of SPI Flow Threshold (Fig. 11(l) ), representing higher flow rate in the SPI two-way pipeline. On the other hand, clusters on the highest band of minimum storage, corresponding to Clusters 1, 2, 4, 6 and 9 in Figure 11 (r), have mostly higher spill and minimum storage than the other clusters, but overlap in cost (Fig. 11(s) ). The key differences for this band is the generally higher use of desalination indicated by high desalination thresholds in Figure 11 (n) and (o), but lower flow in two-way pipelines indicated by low Brisbane to North Pine and SPI Flow Thresholds (Fig. 11(f) and (l) ). Overall, this suggests that operating options with higher volumetric use of two-way pipelines result in lower minimum storage and spill but similar cost to operating options with higher volumetric use of desalination.
Decision maps
Decision maps are a method for projecting vectors of more than two dimensions onto a 2D plot and have been used to represent multi-objective Pareto sets (e.g. Lotov and Miettinen 2008 , Mortazavi et al. 2012 , Paton et al. 2014 . The decision map enables the decision maker to examine the Pareto set in two dimensions, whilst at the same time having information about the entire set of objective function values. In the case of three objective functions, the decision map can be plotted with the first two objective functions as a series of 2D curves or slices of the 3D surface, with the value of a third objective noted on each curve in a similar manner to contour lines of a topographic map. Alternatively, the first two objectives can be plotted as a scatter plot, with colour or shading representing the relative value of the third objective. In this format it is an extension of the 2D scatter plots as seen in the scatter-plot matrix (Fig. 5) . In the case of four objectives, the fourth objective can be set as a constraint (fixed value) to produce a three-objective slice of the 4D plane. For cases of four or more objectives, decision maps are best viewed in interactive software: scroll bars on the x-and y-axes can be used to change the 3D slices by changing the values of the fourth and fifth objectives. This technique is called interactive decision maps (IDM) (Lotov et al. 2004 , Kollat and Reed 2007 , Castelletti et al. 2010 . Alternatively, matrices can be used to display multiple three-objective decision map slices. Figure 12 shows a decision map of the entire casestudy Pareto set, with minimum storage and cost plotted on the x-and y-axes respectively. Values of total spill are represented using shading: white shading indicates the best performing values (lowest spill) and black the worst performing values (highest spill), with shades ranging through the spectrum of greys in between. This plot provides further information as to the reason for the three bands or fronts seen in the trade-off curve between minimum storage and cost, also seen in the scatter plot (Fig. 5 ) and level diagram (Fig. 11(r) ). The decision map shows that each band, from left to right (lower to higher minimum storage) is associated with progressively higher values of spill. The two left-most bands were found in analysis of the level diagrams (Fig. 11) to have greater flow rate in two-way pipelines and the right-most band was associated with higher volumetric use of desalination. The results from the decision map and the level diagram thus suggest that there are two operating paradigms that can result in similar cost but with different effects on the other two objectives. The first is one that favours greater use of two-way pipelines, avoiding spill but not adding significantly to the overall minimum storage. The second is one that favours the use of desalination, increasing minimum storage but also increasing spill. The second band may represent some overlap in these two paradigms.
Glyph plots
Glyph plots can be considered an extension of the decision map (Section 3.4.7). They are a form of scatter plot that uses size, colour, orientation and transparency of the glyphs (points) on a 2D or 3D graph to represent up to seven dimensions or objectives. They are often used for multi-objective optimisation applications of four or more objectives (Kasprzyk et al. 2013 , Reed and Kollat 2013 , Matrosov et al. 2015 . With many objectives, glyph plots can become difficult to read, but they do allow the relative values of particular points to be identified or interrogated if an interactive software tool is used. Although a decision map is sufficient for a three objective problem such as the case study, glyphs can also be used to represent the value of other management criteria or decision variables of interest. Figure 13 shows an example of a glyph plot for the case study's three objective functions and the Brisbane to North Pine Flow Threshold decision variable. This shows the relationship between the three objectives and this decision variable. The three objective functions are shown using the x-axis, y-axis and shading, the same as for the decision map in Figure 12 . However, the relative size of each point is also varied to indicate the values of the Brisbane to North Pine Flow Threshold decision variable for each operating option, with the larger points having a value closer to 1 and smaller points a value closer to 0. This threshold indicates the fullness (between 0 and 1) of the receiving regional storages below which the Brisbane to North Pine twoway pipeline will operate at maximum flow. The glyph plot suggests that there is a wide range in values of the Brisbane to North Pine Flow Threshold, but higher thresholds (closer to 1), are associated with lower minimum storage and lower spill. This confirms the findings of the level diagram. 
Heatmaps
Heatmaps can be used to represent a large number of variables on the one plot, by plotting a matrix of colour-shaded boxes to indicate relative values of variables. In this way, the values of the objective functions and decision variables for each operating option can be presented and compared side by side (Pryke et al. 2007 , Kasprzyk et al. 2012 . Whilst it is possible to show the entire Pareto set, a heatmap is much easier to read when the reduced set of cluster representatives is used. Figure 14 shows a heatmap of the decision variables and objective function values of the cluster medoids of the case-study Pareto set. The values of the objective functions and decision variables have been normalised from 0 to 1, respective to their minimum and maximum values amongst the cluster medoids, to allow their relative values to be mapped using shading. The lightest shades indicate a value of a decision variable closest to 0 and an objective function closest to the preferred value. The darkest shades indicate a value of decision variable closest to 1 and an objective function farthest from the preferred value. From this plot it can be seen that there is significant variation in the values of the decision variables and objective functions between cluster representatives. However, some decision variables, e.g. NPI and NPI 2 Thresholds, show a tendency to higher decision variable values, indicated by darker shades. The lighter shades highlight the bestperforming medoids in terms of each objective. Medoid 2 performs best in terms of cost, Medoids 1 and 4 are best in terms of minimum storage, and medoids 5, 7 and 8 all perform well in terms of spill. Despite similarity in spill, the decision variables of the three low spill medoids (5, 7 and 8) vary significantly. From this figure, Medoid 2 is added to the shortlist, since it is an operating option that performs well in terms of cost and fairly well in terms of the other two objectives. The heatmap indicates that this option favours less use of desalination (triggered at lower thresholds of system storage volumes) and lower flow rate in the Brisbane to North Pine and SPI pipelines (with maximum flow rate triggered at lower thresholds of receiving storage fullness).
Interactive plotting
Interactive plots allow the user to view a plot from different angles and to identify the objective function values of the operating options using the mouse. When these interactive plots are created using an online service, plots can also be shared easily with collaborators or stakeholders. A number of tools for interactive plotting exist. Plotly (https://plot.ly) is a free tool that allows the user to create and format interactive plots online through a graphical user interface, and does not require programming knowledge. It can be used to create a number of plot types including the scatter plot, line diagram and heatmap. Plotly may also be accessed using the user's preferred programming language such as Matlab, R or Python. Alternatively, Glue (http://www.glueviz.org) is a Python-language tool for creating linked scatter plots, histograms and images. This tool can be used to brush or link plots, focusing on a region of the Pareto set that is of interest to the decision maker. The resulting plots can also be output to Plotly. Interactive plotting is particularly useful for parallel coordinates plots, as brushing and reordering of parallel axes can be applied dynamically. Rosenberg (2015) provides an example of this in Matlab code, at https://github.com/dzeke/Blended-Near-OptimalTools. Figure 15 shows a screenshot of an interactive 3D scatter plot of the case-study Pareto set, constructed using Plotly. This plot can be explored online at https:// plot.ly/13/~StephanieAshbolt/. Using an interactive plot such as this allows the shape of the Pareto set to be more easily seen than the static 3D plot (Fig. 2) or scatter-plot matrix (Fig. 5) , by rotating the angle of view. Additionally, the values of points on the plot may be queried by hovering over the point with the cursor.
Post-optimisation analysis
Post-optimisation analysis techniques are methods of determining an efficient or preferred solution in the Pareto set, in terms of the management objectives. Efficiency is measured based on distance from the ideal point, representing best possible performance for each objective function and/or the degree of improvement of an operating option over neighbouring operating options. Preferences may be incorporated using some post-optimisation analysis techniques by narrowing the search to regions of the objective space that reflect preferred objective trade-offs. The following sections demonstrate three techniques that can be used to identify efficient options under multiple case-study preference scenarios.
Compromise programming
Compromise programming is an optimisation technique that has been widely used in multicriteria analysis (Zeleny 1973) . It involves finding a decision option that has minimum distance from the ideal point. In this context, the ideal point is a hypothetical objective function vector consisting of the most preferred (minimum or maximum) value of each objective function that exists amongst the Pareto set. The minimum distance from the ideal point can be determined using a variety of possible distance metric methods and preference weights on the objectives are used to combine the distances for each objective function into a single value. Ballestero (2007) presented a novel distance metric for compromise programming for multiple criteria that combines both linear and quadratic distance metrics. A linear metric favours higher achieving options (in terms of any one objective) and a quadratic metric favours more balanced options (across all objectives). The combined metric allows a compromise between emphasis on balanced and higher achieving options. The function to find the distance from the ideal point, as per Ballestero (2007), is shown in Equation (1) and explained further in that paper:
where Δ is the distance (to be minimised), n is the number of objective functions, y j is the 1-normalised objective function value of objective j (ideal value y j = 1, nonideal y j = 0, drawn from feasible values), and Y j is the objective preference weight in %. Weights for each objective function act as coefficients that influence both the preference of objective functions and the proportion of the distance metrics (degree of balance vs achievement) in the operating option. The coefficients n/200 and 0.5 act to balance performance between objectives and metrics respectively. Finding the member of the Pareto set with minimum distance will identify the most efficient option, for the chosen preference weights on the objective functions. Several scenarios of preference weights can also be trialled, to address different decision-maker or stakeholder views or to provide a sensitivity analysis of the effect of the preference weights on the chosen option. Figure 16 shows two efficient operating options for the case-study Pareto set, identified using compromise programming according to Equation (1) and using two of the case-study scenarios of preference weights (Section 2). The first option results from a fairly balanced weighting scenario with slight emphasis on cost: a weight of 30% on minimum storage and total spill, and 40% on cost. Such a preference scenario might be used when there are no major water security and flooding concerns for the planning period. This point is close to the lowest cost, and has low spill and moderate performance in terms of minimum storage. The second operating option considers a preference scenario of higher emphasis on minimum storage (60%), with some emphasis on cost (30%) and less on total spill (10%). This preference scenario is used to identify a more water-secure operating option for consideration in the shortlist. This option has similar low spill to the first option, but improves over the first option in terms of minimum storage, for a small trade-off in cost. These two operating options are added to the shortlist. Despite having significantly different preference weights on the objectives, the two operating options are relatively close together in the objective space, suggesting that proximity to the ideal point is relatively insensitive to preferences. Indeed, trialling a preference scenario of 20% on minimum storage, 50% on total cost and 30% on spill identified the same efficient operating option as the 40% total cost scenario above.
Trade-off quantity and marginal rate of substitution
The trade-off quantity is used to describe a 2D objective space and is the ratio of improvement in value of one objective function f i , which is achieved to the detriment in value of another objective function f j . The option with the greatest trade-off quantity is the most efficient operating option in terms of the objective f i . In essence, it describes the greatest slope between two adjacent operating options in a two-objective space, identifying the option that lies closer to the preferred region than its neighbours. For a multi-objective problem with three or more objectives, this tradeoff quantity is a partial trade-off as it describes only two objectives at a time. The trade-off quantity for combinations of two objectives (partial trade-offs) of a multi-objective space is calculated as (Miettinen 1998) : where Λ i,j is the partial trade-off of the objective function f i for objective function f j , for the operating options x 1 and x 2 . The operating options should be ordered such that f i (x 2 ) is an improvement over f i (x 1 ). The maximum value of Λ i,j can be considered the most efficient operating option in terms of objective i; i.e. the largest trade-off for unit of j, or the greatest slope in the trade-off curve of two objective functions. These partial trade-offs can be determined for all objective pairs. Since the trade-off quantity is directional along the partial trade-off curve, two maximum values Λ i,j and Λ j,i and their corresponding operating options will be identified for a given pair of objectives, as one travels along the curve in both directions.
For the case-study Pareto set of three objectives, six sets of partial trade-off quantities can be determined. The points of maximum trade-off (Λ) for the six combinations of objective functions of the case-study Pareto set are shown in Figure 17 . From this plot, two options are selected for the shortlist: the operating options with maximum trade-offs of minimum storage for cost and cost for minimum storage, shown as the circle and triangle respectively in Figure 17 . These are chosen as greater preference is placed on these two objectives for the case study.
The trade-off quantity can also be used in combination with the Marginal Rate of Substitution (MRS) method to determine the operating option with the most efficient trade-off, based on the values of the decision maker (Miettinen 1998 , Deb 2001 . This requires an indifference curve describing acceptable trade-offs, established from stakeholder or decisionmaker consultation. The point at which this indifference curve intersects the trade-off curve of the Pareto set is defined as the most efficient option. Since such consultation was beyond the scope of this case study, the indifference curve is not demonstrated here.
Pseudo-weight vector approach
The pseudo-weight vector approach is a method that describes the relative performance or "pseudo-weight" of each objective function, for each operating option in the Pareto set. The pseudo-weight vector, for minimised objectives, is a vector of relative distances of an operating option from the worst (maximum) values of each of the objective functions, calculated as (Deb 2001) :
where w j is the weight of objective function f j (representing the jth objective) for operating option x, f j max and f j min are the maximum and minimum values respectively of the objective function f j , and n is an objective of the set of N objectives. The higher the value of w j , the better the performance is of the operating option in terms of that objective, since it reflects a greater distance from the worst value. The pseudoweights of each objective function for each operating option are calculated as a ratio of relative distance from the worst value for that objective function (the numerator in Equation (3)), to the sum of all objective function distances from worst values for that operating option (the denominator in Equation (3)). For each operating option, a vector of pseudo-weights (one for each objective) is determined, which will sum to 1. Equation (3) applies to objective functions that are minimised: in order to incorporate those that are maximised, the objective function values can simply be negated (changed in sign). For visualisation purposes, the pseudoweight vector approach is best applied to the cluster representatives to reduce the number of options for comparison. The decision maker can then choose the option that has "pseudo-weights" closest to weights that reflect their objective preferences. However, if a specific preference weight is given by the decision maker, this can easily be compared to a table of pseudo-weight vectors for all operating options. Such a table is provided in the supplementary files. Figure 18 indicates the pseudo-weights of each of the cluster medoids of the case-study Pareto set, calculated according to Equation (3). These pseudo-weights are shown with the scatter plot so that the operating options and their pseudo-weights can be considered in the context of the objective space. The pseudo-weights vary significantly across operating options. Medoids 2 and 9, which were identified in the line diagram (Fig. 8) as relatively balanced options, are confirmed as such here, with weights for each of the three objectives close to 0.33. Since these relatively operating options are already included in the shortlist, an option is also sought for the shortlist that reflects the preference scenario for balanced performance but with greater weight on minimum storage (~50%). Medoid 6 has a pseudo-weight vector of 0.53 for minimum storage, 0.20 for total cost and 0.28 for total spill. Therefore this operating option is added to the shortlist.
A shortlist of promising operating options
A total of nine operating options were identified for shortlist in the visual and post-optimisation analysis of the case-study Pareto set. These options are summarised in Table 2 , alongside their source (visual or post-optimisation analysis technique) and key characteristics for which they were chosen. These options were chosen based on either providing a balance or relatively similar performance between objectives (options 139, 219 and 510), higher performance for cost (options 296, 406 and 472), or higher performance for minimum storage (options 349, 671 and 673), reflecting the three preference scenarios on objectives stated for the case study in Section 3.2. Whilst some of these options were selected for higher performance on minimum storage or cost, most of the visual or postoptimisation analysis techniques were able to show that the trade-off in terms of the other objectives remained reasonable, i.e. better performance in one objective was not at the expense of a particularly large trade-off in the other two objectives. This can be seen through the objective performance of the shortlist as shown as a series radar charts in Figure 19 . The radar charts show that most of the shortlisted operating options perform well for minimum storage and fairly well for the other two objectives. The key exceptions are Options 671 and 296, which were identified as providing efficient tradeoff quantities compared to neighbouring operating options, but did not guarantee overall high performance in cost and minimum storage as preferences were not incorporated. Option 349 also placed a higher priority on minimum storage, which came with a larger trade-off in terms of cost and spill.
Discussion
Application of the visual and post-optimisation techniques to the large Pareto set provides a smaller set of options that are easier to analyse or compare. The visual analysis techniques presented in this study can be re-applied to provide further insight into the characteristics of this shortlist, including their decision variables. However, without a clear set of preferences on objectives from the decision maker, or without agreement between post-optimisation analysis techniques, it is difficult to select a single operating option from the shortlist. However, multicriteria analysis can be used to explicitly incorporate preferences on the objectives to rank operating options and to consider their performance against other criteria not included in optimisation (see Ashbolt and Perera 2017a) . The performance against additional criteria may also help to differentiate operating options. For example, two operating options in the case study may have similar objective performance, but may perform significantly differently when assessed against different inflow scenarios, or for their ability to meet or exceed environmental flow requirements.
Each of the visual or post-optimisation analysis techniques in this study examined either the entire Pareto set or the cluster representatives (medoids) from a different perspective or using different metrics. They examined the objective or decision spaces, or the relationships between the two. Despite these differences, Table 2 indicates that many of the shortlisted operating options were identified by more than one technique. This provides some confidence in the efficiency of these options, but also reflects the overlaps in the information provided by the visual and post-optimisation analysis techniques; for example, the line diagram and heatmap were used to identify Medoid 2 (Option 219) for the shortlist. However, the line diagram (or bar chart) provides a clearer picture of objective performance and the heatmap provides additional information on the decision variables. Similarly, the line diagram provides the same information as a radar chart, but whilst the line diagram enables direct comparison, the radar chart represents individual options more clearly on separate charts. Thus using multiple visual analysis techniques remains useful for understanding the Pareto set. Table 1 summarises of the strengths of  the different visual analysis techniques and Table 2 highlights which of the visual and post-optimisation analysis techniques helped to shortlist options; this may provide a guide for the decision maker in selecting techniques for their case study.
The post-optimisation analysis techniques had no overlap in the identification of efficient options, even Compromise programming Efficient option for weight of 60% on minimum storage, 30% on total cost and 10% on total spill Option 671
Trade-off quantity Maximum trade-off of minimum storage for cost Option 296
Trade-off quantity Maximum trade-off of cost for minimum storage Medoid 6 (Option 349) Pseudo-weight vector Emphasis on higher minimum storage with pseudo-weight of 53% on minimum storage, 20% on total cost and 28% on total spill Figure 19 . Radar charts of the objective performance of the shortlist of operating options for the case-study Pareto set.
for the same weights on the objectives. For example, for the case-study Pareto set, operating option 472 is identified in compromise programming as the most efficient option for a weight of 30% on minimum storage, 40% on total cost and 30% on total spill. However, this operating option has a pseudo-weight vector of 26, 39 and 36%, respectively. Unlike compromise programming and pseudo-weight vectors, the trade-off quantity does not consider preferences on the objectives and limits analysis to two dimensions. Therefore efficient options may be located across the full objective range. Since it may be difficult to declare a single post-optimisation analysis technique or preference scenario as intrinsically "better" than any other, this uncertainty should ideally be incorporated in the shortlist for further analysis. Thus the approach recommended here is to identify a number of options for the shortlist by applying multiple post-optimisation analysis techniques and objective preference scenarios.
The compromise programming and pseudo-weight vector approaches also differ in their method of incorporating preferences. The compromise programming approach takes preference weights as an input to identify a single operating option. The pseudo-weight vector approach, on the other hand, allows the decision maker to examine the preference weights of the entire Pareto set and to select an operating option based on their preferences, in the context of the other options. Combining these two approaches could take advantage of these differences. Firstly, application of the pseudoweight vector approach could help to identify or reinforce decision-maker preference weights. These weights could then be used in compromise programming to identify the most efficient operating option in the Pareto set. It is possible that this may provide a similar outcome to single-objective optimisation using a weighted objective function combining multiple objectives. However, the advantage of the multi-objective optimisation process is that it allows the decision maker to see the operating option that reflects their objective preferences in the context of other feasible operating options and to consider a range of options for further analysis. This may result in a different option being considered, or at the very least provides an understanding of the advantages or disadvantages of the chosen option over the other feasible options.
For the case study, the Pareto set is clustered according to objective function values, as there were no preferences on decision variables. However, an alternative approach could be to cluster based on decision variable values, or both decision variable and objective function values. For the latter case, the objective function values can be normalised to place them on the same scale as the decision variables (i.e. 0 to 1). Cluster analysis results from these alternative approaches are shown in the datafiles at https://github.com/StephanieCA/ visualisation-pareto-set.git and in the supplementary figures. All three clustering approaches result in different clusters for the case study, indicating that decision variables do not always correlate closely with objective performance. Thus the decision maker should be mindful of these limitations when identifying or choosing clusters; it is recommended that clustering based on objective performance not be used to directly reduce the Pareto set for the shortlist if there are preferences on the decision variables. In that case, clustering is best used to aid in visualisation.
The selection of cluster medoids for the shortlist may also raise some concerns regarding how well they represent the decision variables within their cluster. As was found in Sections 3.3 and 3.4.2, and shown as an example for Cluster 2 in the supplementary files, there is significant within-cluster variation in decision variable values. By examining adjacent cluster members, a decision maker could adjust their choice of operating option to one with similar objective performance but more preferred decision variable values. For example, a cluster member with decision variables closer to those of the previous planning period might be chosen. This may be a more acceptable option, since it would require a less radical change in the operating rules between planning periods. Alternatively, the 1-norm, presented in the level diagram, could be used to identify the best performing operating options for each cluster, assuming equal preference on the objectives Bazzo 2010, 2011) .
Finally, this particular study has not examined the uncertainty underpinning the options from the Pareto set and hence the impact of uncertainty on the performance of the options when implemented. As part of the framework for operational planning for water grids (Ashbolt et al. 2014) , the authors have demonstrated how the Pareto set can be optimised to be robust over possible forecast streamflow scenarios (Ashbolt and Perera in press) and to consider uncertainty in preference scenarios and robustness to streamflow as part of multicriteria analysis (Ashbolt and Perera 2017a) . However, these studies have assumed that the problem formulation -objectives, decision variables, system depiction -is certain. Whilst there is opportunity to update the problem formulation across planning cycles, more explicit incorporation of this uncertainty would be ideal. A key development in optimisation research is in examining robustness of options to deep uncertainty, i.e. considering the uncertainty in both the problem formulation and the input data when identifying options (e.g. Herman et al. 2014 .
Summary and conclusions
This paper has demonstrated how cluster, visual and post-optimisation analysis techniques can be used to assist a decision maker in comprehending a Pareto set and reducing it to a shortlist for further assessment against management criteria. This shortlist is of a manageable size for comparing operating options in more detail, but the selection of a single option remains difficult. It is recommended that multicriteria analysis be used to assess and compare operating options against additional criteria and explicitly incorporate preferences on these criteria to select a final operating option.
Whilst this case study has shown some cross-over between shortlisted options identified from the visual and post-optimisation techniques, in general the different techniques and preference scenarios identified different options for shortlist. Through implementing these techniques, the decision maker can identify those that provide the insights required for their case study or those that suit their preferences. Therefore it is recommended that a decision maker, at least initially, trials multiple visual and post-optimisation analysis techniques to capture the range of information they can provide. In combination with multiple preference scenarios, this should help to identify a diverse and robust shortlist for further analysis. It is also recommended that cluster analysis is used to reduce the Pareto set to a manageable size to support implementation of many of the visual analysis techniques. The use of reusable code such as that provided alongside this case study will help to make the cluster, visual and post-optimisation analysis process fast and repeatable.
Finally, whilst this study has provided a guide to how a range of techniques could be used together to obtain outcomes of relevance to decision makers working with Pareto sets, further work is required in validating these methods directly with decision makers. This process would provide a more explicit set of preference scenarios as well as a test of efficacy in practice.
