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Abstract— Among the inherited blood disorders in Southeast Asia, thalassemia is the most prevalent. Thalassemias are pathologies 
that derive from genetic defects of the globin genes. Thalassemia is also considered a health burden among the world’s population. 
Thalassemia cannot be cured, but there is a method to prevent the occurrence of thalassemia by early detection with  screening. The 
aim is to identify the suspected unrecognised diseases in a population that seems healthy and asymptomatic using tests, examinations, 
or other procedures that can be applied quickly and easily to the target population. Research on thalassemia has been done 
extensively, such as testing the accuracy of β-thalassemia data in Thailand using the Bayesian Network and Multinomial Logistic 
Regression. In this study, we will compare the performance of the classification of thalassemia data by Fuzzy C-Means, Fuzzy Kernel 
C-Means, and Fuzzy Kernel Robust C-Means. The author uses thalassemia data from Indonesia, acquired from Harapan Kita 
Children and Womens’s Hospital,  Jakarta, that consists of 82 thalassemia samples from the patients of thalassemia and 68 non-
thalassemia samples with 11 features. In total, there are 150 data patients used in this paper. The results show the accuracy of the 
classification. The accuracy of FCM is 100% when training data is 90%, FRCM is 100% when training data is 90%, and FKRCM, 
which is the modified Fuzzy, 100% when we use the  = 0.0001 and 80% & 90% training data. This result denote that Fuzzy C-
Means, Fuzzy Robust C-Means, and Fuzzy Kernel Robust C-Means perfectly classify thalassemia data from Indonesia. 
 




Thalassemia is an inherited blood disorder that involves 
the lack of, or a deficiency in the gene that produces 
haemoglobin, the protein present in red blood cells [1]. The 
word “Thalassemia” derives from two Greek words, 
“thalassa”, which means “sea” and “haema”, which means 
“blood”. It was named so because of its high prevalence in 
Mediterranean countries [2]. Earlier, the distribution of 
thalassemia was predominantly limited to areas in the 
Mediterranean (Italy, Greece, Turkey, and Cyprus), and 
across the Middle East through Southern Asia to Southeast 
Asia (India, Vietnam, and Cambodia) in the so-called 
‘thalassemia belt.’ [3]. Thalassemia is one of the most 
common chronic diseases in Indonesia.  
The thalassemias are a group of recessively autosomal 
inherited conditions characterised by decreased or absence 
of synthesis of one of the two polypeptide chains (α or β) 
that form the normal adult human haemoglobin molecule 
[4]. According to [5], clinically thalassemia is divided into 
three forms: (a) thalassemia major, indicating patients with 
severe anaemia and dependent on blood transfusions; (b) 
thalassemia minor or trait, referring to patients that carry the 
thalassemia gene (carrier); and (c) thalassemia intermedia, 
referring to patients with a phenotype ranging in severity 
from severe anaemia with hepatosplenomegaly and 
thalassemia-like bone modifications to moderate microcytic 
hypochromic anaemia. Based on the two polypeptide chains, 
thalassemia is divided into two: namely beta thalassemia and 
alpha thalassemia. The majority of thalassemia patients will 
experience mild anaemia. This anaemia causes a pale face, 
weakness, decreased appetite, and insomnia. In some cases 
there is thickening and enlargement of the bones, especially 
in the head and face bones. Some symptoms and signs of 
thalassemia include: fatigue, shortness of breath, paleness, 
yellow skin colour, and swollen stomach. 
Prevention of thalassemia is based on prenatal testing, 
public awareness of the disease, and screening. Screening is 
the identification of suspected unrecognised diseases in a 
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population that seems healthy and asymptomatic, by means 
of tests, examinations or other procedures that can be applied 
quickly and easily to the target population.  In this study, we 
classify thalassemia using Fuzzy C-Means (FCM), Fuzzy 
Kernel C-Means (FKCM), and Fuzzy Kernel Robust C-
Means (FKRCM), and then we compare the performance of 
these for thalassemia data in Indonesia.  
Several other studies have been conducted related to 
thalassemia. For example, a comparative analysis of 
thalassemia screening of KNN, SVM, and Multi-Layer 
Perceptron [6] as well as classification of thalassemic 
pathologies based on artificial neural network [7]. In 
Thailand, β-thalassemia data was tested accurately using the 
Bayesian Network and Multinomial Logistic Regression [8]. 
In Palestine, β data -thalassemia was identified using 
balancing techniques, SMOTE and classifiers such as the 
Decision Tree and Multi-Layer Perceptron [9]. For 
thalassemia screening, thalassemia data was classified using 
a decision tree, K-Nearest Neighbour, and Multi-Layer 
Perceptron classifier [10]. The classification was conducted 
using Binomial Logistic Regression Based on Classical and 
Bayesian Statistics for Screening -Thalassemia [11]. 
Fuzzy c-means and fuzzy kernel c-means have been 
applied in various field, not only for cancer or to classify 
disease. Application of fuzzy c-means and fuzzy kernel c-
means has been used in example for predicting the direction 
of Indonesian stock price movement [12], and to predict the 
composite index price [13], and also for forecasting stock 
market momentum [14], and to solve intrusion data system 
(IDS) that they claim provides better result [15]. 
This paper consists of four sections. Section 1 is the 
introduction. In this paper, the problem to be discussed is 
thalassemia classification. In section 2, we explain the FCM, 
FKCM, and FKRCM methods used to classify thalassemia 
data, and matrix confusion, which is used to calculate the 
accuracy. In this section we also explain the data used in this 
study. The experimental results are given in Section 3 along 
with the discussion. The last section is the conclusion. 
II. MATERIAL AND METHOD  
A. Fuzzy C-Means (FCM) Method 
The idea of basic fuzzy clustering called Fuzzy C-Means 
(FCM) was invented by Bezdek [12]. For a data set =
{	
, 	, … , 	} ⊆ ℝ , we define the membership matrix  
 ×  ,   = [ ], where 1 ≤  ≤ ,  ≤  ≤ , and the 
cluster centre  = { 
,  , … ,  !} where each object in " is 
a  #-dimensional vector. 
It is based on minimisation of this objective function: 
$% = ∑ ∑ %'()*() +	, −  .+/        (1) 
 
where 0 > 1, 0 ∈ ℝ,  is the degree of the membership 	, 
in the cluster , 3 is the i-th data on #-dimensional,  . is the 
#-dimension of the cluster centre, and ‖∗‖ is any norm 
representing a similarity between the centre of the data and 
the data itself. With constraints: 
∑  = 1, 6ℎ898  = 1,2, … ,  '()             (2) 
∑  > 0,  = 1,2, … , '()                  (3)
 u<= ∈ [0.1] , j = 1,2,3, … , c                 
 
Membership values and cluster centre are updated by 
using: 
 = ∑ A+	,B .+‖	,B C‖D
B EFGH  'I()           (4) 
 J = ∑ KLM 
F .NLOLPH
∑ KLM FOLPH
                              (5) 
 
In this research, we used Fuzzy C-Means (FCM) and the 
algorithm can be seen in Fig. 1 [17]. 
 
 
Fig. 1 Fuzzy C-Means Algorithm 
 
Fuzzy C-Means classification’s accuracy is dependent on 
the types of data. When the data is non-linearly separable, its 
convergence is slow and inaccurate. To solve this problem, 
the data set are transformed into another space (feature 
space) that dimension is much higher than data space [18]. It 
is expected that the transformed data behaviour can approach 
the linearly separable data, so that classification accuracy 
can be improved. We then need a “connector” between data 
space and feature space, so we can have a better accuracy 
without directly working at feature space. This concept is 
called kernel.  
B. Fuzzy Kernel C-Means (FKCM) Method 
This study will apply the kernel method to the FCM to 
complete the classification of thalassemia data using Fuzzy 
Kernel C-Means (FKCM). In Fuzzy Kernel C-Means, we 
apply the kernel method to the FCM method. With kernel, 
we can overcome the non-linear problem that are well 
generalized in combination with linear models.  
Suppose 3), 3/, … , 3* ∈ ℝ* is the original dataset in ℝ*. 
Then, there is a function Q that maps data to a new feature 
space R [19]: 
Q = ℝ* → R   
 
The kernel function is defined as follows [20]: 
TU	,, 	.V =< XY	,Z ,  XY	.Z >       Y7Z 
and the distance function is defined as follows [19]: 
\/Y	, ]Z = ‖XY	CZ − XY ,Z‖/     Y8Z 
Input: _, , 0 , 0` , a, b 
Output:  c# " 
1. Initial condition : d = [ 
,  , … ,  !],  . ∈ e  
2. For f = 1 fg b 
3. 0 = 0) + )i Y0` − 0Z 




5. ) = [, ], 1 ≤  ≤ , 1 ≤  ≤  by using  =
\EkY	,, .Z
∑ \EkY	,, CZlmPH




6. n = [ 
,  , … ,  !] where 
  . = ∑ KLM
FNLlLPH
∑ KLMFOLPH
,  = 1,2, … ,  
7. If o = ∑ \/U .n,  .nB
V ≤ ap , 
 
STOP ELSE 
8. Go to (2) 
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We use RBF Kernel : 
TU	,, 	.V = 83q A− ∥	,B	.∥
E
/sE D             (9) 
,where  
TY	,, 	,Z = TY ,,  ,Z = 1           Y10Z 
 
Thus, 
\/Y	, ]Z = 2Y1 − UTY	, ]ZV     Y11Z 
The objective functions of Fuzzy Kernel C-Means are as 
follows: 
$Y, , t, , 0Z = ∑ ∑ YIZ%||XY	CZ − XY ,Z||/*I()p()                  
(12) 
subject to 
0 ≤ I ≤ 1                            (13) 
             
∑ I = 1p()                         (14) 
0 ≤  ∑ I ≤ p()                       (15)  = 1,2, . . ,  ;  w = 1,2, . . ,  
Where ≥ 2 is the number of  clusters,  is the number of 
data, 0 is the degree of fuzziness with 0 > 1 ,\/Y	, ]Z is 
the kernel mapping distance between the    3I  data and the 
cluster centre  ,,  t = {	
, 	, . . , 	y} is the set of data to be 
clustered,  = { 
,  , . . ,  !} is the cluster centre set, and 
 = [I] is the matrix of membership function. 
The optimum condition of the membership value and 






                           (16) 
v= = ∑ Y
PH Z{U|} ,~V
∑ YZ{Y|},~ZPH
                        (17) 
 
In  Karayiannis and Bezdek’s study of Fuzzy LVQ [21] 
for different degrees of fuzziness 0 is used 
0 = 0 +
f
b U0` − 0V 
where  0 = initial value of 0 
             0` = final value of 0 




Fig. 2 Fuzzy Kernel C-Means Algorithm 
C. Fuzzy Kernel Robust C-Means (FKRCM) Method 
In this section, we explain about the FRKCM (Fuzzy 
Robust Kernel C-Means) method. The reason for using 
Fuzzy Kernel Robust C-Means is it can show the robustness 
to outlier, crash, and weighting exponent 0. In the FKRCM 
method, we will map the data from the original data space 
into a feature space (higher-dimensional space) using the 
Kernel method.  
We first discuss the Fuzzy Robust C-Means. Fuzzy Robust 
C-Means (FRCM) or Fuzzy Robust Clustering works in 
almost the same way as Fuzzy C-Means; the differences 
concern the definition of the membership function, the use of 
scale in the prototype, and the use of learning rate for each 
iteration. For the set of data = {3), … , 3%} ⊆ ℝ , an 
objection function in the FRCM algorithm according to [23] 
is: 






%]        Y18Z 
 
where      ∈ [0,1]  ,  e is number of clusters,  = [] is 
the  ×  membership matrix where 1 ≤  ≤ , 1 ≤  ≤ e , 
1 ≤  ≤ ,  J is the d-dimensional cluster centre, ‖∗‖ is any 
norm shows distance between the data and cluster centre,  
0 > 1  is the fuzziness degree , and UV according to [23] 
: 
UV = U1 +  ln  − V           (19) 
where,  , J   according to [23]: 
 
 = minI \
/Y ,,  CZ  ,   g9  ≠ w,   Y20Z 
 = 83qY −
\/U	,,  .V
 Z           Y21Z 
 . =  . + Y	, −  .Z 83qY −
\/U	,,  .V
 Z   Y22Z 
where  = Y1 − iZ  and  T is the maximum iteration 
value, and t shows the t-th iteration.  
Next, we will explain about the Fuzzy Kernel Robust C-
Means method (FKRCM). 
The objective function of Fuzzy Kernel Robust C-Means 
is: 





1 − TY	,,  .ZZ
+  AUVD
%Z]                                     Y23Z 
 
Fuzzy Kernel Robust C-Means Algorithm 
Input :t = {	
, 	, … . , 	y} dataset,  d = { 
,  , … ,  !}, 
number of cluster, c, and tolerance,  a 
Output :  d = { 
,  , … ,  !}   
For f = 1: b 
1.   = Y1 − iZ 
2. Update membership   = []   
   = 83qY − TY	, ,, . ZM Z ,   = 1.2 …    c#  = 1.2 … .  
         = 0I ∥  . −  C ∥
/ g9  ≠ w,  
3. Update  cluster center : n = { 
.  , . . .  !} 
 . =  . + Y	, −  .Z , = 1.2 …    c#  = 1.2 … .  
 =
\U	,,  .V
∑ \Y	,,  CZpI() ,  
1 ≤  ≤ , 1 ≤  ≤  
 . =
∑ 	,*()
∑ %*() ,  = 1,2, … ,  
Input: t, , 0 , 0` , a, b 
Output:  c#  
1. Initial condition : 
d = [ 
,  , … ,  !], J ∈ e 
2. For f = 1 fg b 
3. 0 = 0 + Y%MB%LZi  
4. j = − )%B) 
5. Calculate membership 
) = [], 1 ≤  ≤ , 1 ≤  ≤ , by 
using 
6. Update cluster center 
n = [ 
,  , … ,  !], where 
7. If o = ∑ w/U .n −  .nB
V ≤ a,p()  
STOP,else   f = f + 1  
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4. If  ‖n − nB
‖ ≤ a   stop else  go to  1 
D. Confusion Matrix 
Evaluating the performance of a classifier is important. 
The confusion matrix (Table I) is a useful tool for analysing 
as much as a good clustering method recognises the tuples 




The definition of true positive, true negative, false positive 
and false negative is as listed in Table II. 
TABLE II 
DEFINITION OF TRUE POSITIVE, TRUE NEGATIVE, FALSE POSITIVE, AND 
FALSE NEGATIVE 
 
A prediction of the accuracy of the formation of 
classification models can be obtained with the following 
formula [20]: 
9c = b + bb + b +  +          Y24Z 
E. Data 
In this study, we used 150 data patients from year 2014 - 
2018 taken from Harapan Kita Children and Womens’s 
Hospital with 11 features, namely haemoglobin (g/dL), 
haematocrit (%), leukocyte count (103/µL), basophils (%), 
eosinophils (%), rod neutrophils (%), segment neutrophils 
(%), lymphocytes (%), monocytes (%), platelet counts 
(thousand / µL), and class types of patients. We divided the 
data into two, thalassemia and normal (non-thalassemia). 
The data consisted of 82 thalassemia samples and 68 non-
thalassemia samples. 
III. RESULTS AND DISCUSSION 
A. Experiment and Result 
The results of the experiment are given below in tabular 
form. We use training data diverse from 10% (90% testing 
data) to 90% (10% training data). 
TABLE III 
THE PERFORMANCE OF FKCM AND FKRCM, WITH THE RBF KERNEL USING 
PARAMETER Σ 
 
Table III shows the performance (accuracy and running 
time) of FKCM and FKRCM when the parameter of the 
RBF kernel (Z is going from 0.0001 to 1000. We use 
different value of σ to find out the value of σ that produce 
the best accuracy and running time. The training data we 
used was 60% training data.  In first experiment, the σ = 
0.0001 is used. As the result, the accuracy of FKCM is 
smaller than accuracy obtained using FKRCM, but the 
running time of FKCM is faster.  
We obtained the highest performance in both the FKCM 
and FKRCM methods when sigma () was 0.001. The 
highest accuracy for both FKCM and FKRCM is 96.61% 
and 98.31%, respectively. We can conclude that the changes 
of parameter σ do not affect the accuracy of FKRCM 
classifier. Hence, we will use  = 0.001 as the parameter of 
the RBF kernel to compare the accuracy of all methods. 
Table IV shows a comparison of the accuracy using FCM, 
FKCM, FRCM, and FKRCM classifier to the thalassemia 
data with kernel RBF and σ=0.001 as the parameter of the 
RBF kernel 
TABLE IV 
THE PERFORMANCE OF FCM, FKCM, FRCM AND FKRCM USING RBF 







Type II Error 
(True Positive) (False Negative) 
Non-
thalassemia 
Type I Error 
Correct Non-
Thalassemia 
(False Positive) (True Negative) 
σ 









0.0001 67.80 0.28 98.31 0.50 
0.001 96.61 0.19 98.31 0.47 
0.05 94.92 0.16 98.31 0.44 
0.1 94.92 0.17 98.31 0.42 
1 94.92 0.14 98.31 0.44 
5 94.92 0.14 98.31 0.44 
10 94.92 0.16 98.31 0.42 
50 94.92 0.16 98.31 0.44 
100 94.92 0.16 98.31 0.44 




The number of thalassemia tuples which 
are correctly classified 
True Negative 
(TN) 
The number of non-thalassemia tuples 
which are correctly classified 
False Positive 
(FP) 
The number of non-thalassemia that are 
classified as thalassemia 
False Negative 
(FN) 
The number of non-thalassemia that are 

















10 73.88 85.82 89.55 93.28 
20 78.99 91.60 91.60 94.12 
30 66.35 80.77 89.42 95.19 
40 91.01 84.27 94.38 97.75 
50 90.67 64.00 93.33 98.67 
60 91.53 96.61 94.92 98.31 
70 72.73 72.73 97.73 97.73 
80 68.97 75.86 93.10 100.00 
90 100.00 64.29 100.00 100.00 
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As we can see, the highest accuracy of FKCM classifier is 
96.61% when we use 60% training data, while the highest 
accuracy of FCM, FRCM, and FKRCM is 100%. Between 
the four fuzzy-classifier, FKRCM is the only one that can 
perform perfectly, that is when we use 80% and 90% 
training data. The graph of the accuracy of fuzzy c-means, 
fuzzy kernel c-means, fuzzy robust c-means, and fuzzy 




Fig. 3 Comparison of Accuracy Using FCM, FKCM, FRCM, and FKRCM 
with the RBF Kernel Using Parameter σ=0.001 
 
We also provide the graph of accuracy obtained using all 
of the method in Table V.Table V shows a comparison of 
running time using FCM, FKCM, FRCM, and FKRCM 
classifier to the thalassemia data with kernel RBF and 
σ=0.001 as the parameter of the RBF kernel. We can see that 
the increase of data training do not affect the running time of 
the program. 
TABLE V 
THE COMPARISON OF RUNNING TIME OF FCM, FKCM, FRCM AND FKRCM 
USING RBF KERNEL WITH Σ=0.001 
Training 
Data (%) 














10 0.41 0.16 0.19 0.23 
20 0.61 0.16 0.11 0.34 
30 0.80 0.08 0.19 0.41 
40 1.05 0.09 0.17 0.50 
50 1.30 0.11 0.19 0.47 
60 1.55 0.14 0.25 0.53 
70 1.84 0.13 0.20 0.48 
80 2.05 0.14 0.23 0.33 
90 2.27 3.56 0.23 0.16 
 
The graph of the time needed for simulating the program 
for each classifier (fuzzy c-means, fuzzy kernel c-means, 
fuzzy robust c-means, and fuzzy kernel robust c-means) to 
data training is given below in Figure 4. 
 
 
Fig. 4 Comparison of Running Time Using FCM, FKCM, FRCM, and 
FKRCM with the RBF Kernel Using Parameter σ=0.001 
B. Discussion 
Based on the result of the experiment that has been done, 
the results of classifying thalassemia data are diverse. The 
highest accuracy is obtained by fuzzy c-means, fuzzy robust 
c-means, and fuzzy kernel robust c-means. The performance 
of the fuzzy kernel robust c-means is the best among the 
other three classifier. We can say it is because of the 
robustness of the method and the proper use of sigma. In the 
FKRCM method, the changes of the sigma do not impact the 
accuracy, as in the FKCM method; the changes of sigma 
impact the performance, especially when we apply a small 
sigma. We hope this study can help with the screening of 
thalassemia in Indonesia. 
IV. CONCLUSION 
The purpose of our study is to compare the performance of 
three classification methods, namely Fuzzy C-Means (FCM), 
Fuzzy Kernel C-Means (FKCM), and Fuzzy Kernel Robust 
C-Means (FKRCM) to classify the thalassemia data from 
Harapan Kita Children and Womens’s Hospital, Indonesia. 
In section 4, we can see the highest accuracy obtained from 
each method.  We first compare the FKCM and FKRCM 
methods, using 60% of training data with different sigma 
increasing from 0.0001 to 1000 (table 3). The change of 
sigma did not change the accuracy of the FKRCM classifier, 
which was constant at 98.31%. On the other hand, there was 
a change in the FKCM classifier when the sigma was 0.0001 
and 0.001. Here, the highest accuracy of FKCM was 96.61% 



































































kernel robust c-means is outperforming the fuzzy c-means, 
fuzzy robust c-means, and fuzzy kernel c-means. Its highest 
accuracy is 100% with 80% and 90% training data. The 
fuzzy c-means classifier classifies thalassemia perfectly 
when 90% training data is used, while the highest is 96.61% 
when 60% training data is used. We can conclude that the 
best classifier to classify thalassemia data is the fuzzy kernel 
robust c-means. 
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