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Resumo
Esta tese de doutoramento estuda sistemas de visão axiais catadióptricos não-
centrais, ou seja, sistemas com um espelho de simetria axial e uma câmara pinhole
com o centro ótico pertencente ao eixo do espelho.
São propostos métodos originais para calibração e reconstrução 3D usando a
imagem de pontos e retas. Por “calibração” entende-se a reconstrução da geome-
tria do sistema de visão, em termos da forma do espelho e da posição e orientação
relativa camera/espelho. Para além disso, também se pretende estimar a pose da
câmara em relação ao sistema de coordenadas do mundo, ou seja, a estimação
dos parâmetros extrínsecos. Assume-se que a câmara pinhole está calibrada in-
ternamente a priori. Os algoritmos baseiam-se na utilização da imagem de um
padrão de calibração planar, por exemplo, um padrão em xadrez.
São propostos cinco algoritmos distintos. Um método estima a posição do
eixo do espelho na imagem (de modo a determinar a orientação relativa câ-
mara/espelho) usando a invariância do cross-ratio.
Outro método estima os parâmetros extrínsecos e a distância câmara/espelho,
dado o conhecimento da forma do espelho. Baseia-se no estabelecimento de uma
relação linear 3D/1D entre pontos do mundo e elementos da imagem, e na utiliza-
ção do algoritmo Direct-Linear-Transformation (DLT) de modo a determinar um
subconjunto dos parâmetros do sistema. Os parâmetros restantes são estimados
usando procedimentos de otimização não-linear, numa variável de cada vez.
Como uma extensão ao método anterior, também é proposta a estimação da
forma do espelho como parte do processo de calibração. Este método utiliza a
imagem de pontos e retas. Aproveita o facto de que todos os pontos num círculo
da imagem centrado na origem possuem raios de retroprojeção que se intersetam
num único ponto, formando um sistema de projeção central.
Também é proposto um algoritmo para o caso particular de sistemas catadi-
óptricos com espelhos esféricos, onde a calibração é alcançada através do ajuste
de curvas quárticas às imagens de retas de um padrão de calibração. É derivada
uma solução analítica, que é seguidamente refinada através de um procedimento
de otimização não-linear.
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Finalmente, considerando o caso de um sistema axial catadióptrico comple-
tamente calibrado, é feita a reconstrução da posição 3D de uma reta através de
uma única imagem dessa mesma reta (que é possível devido ao facto de o sistema
ser não-central). A reta é reconstruída a partir de 3 ou mais pontos na imagem,
conhecendo o rácio da distância entre 3 pontos na reta (o que é uma assunção
admissível em, por exemplo, ambientes estruturados com objetos arquitetónicos
repetitivos, como janelas ou ladrilhos). É usada a invariância do cross-ratio de
modo a restringir a localização da reta e, seguidamente, é feita a reconstrução a
partir de um conjunto de pontos na imagem através de otimização não-linear.
São apresentadas experiências com imagens reais e simuladas de modo a
avaliar a precisão e robustez dos métodos.
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Abstract
This PhD thesis focuses on non-central axial catadioptric vision systems, i.e.
systems with an axial symmetrical mirror and a pinhole camera with its optical
center located on the mirror axis.
We propose novel methods to achieve calibration and 3D reconstruction from
the image of points and lines. By “calibration” we mean the reconstruction of
the vision system geometry, in terms of mirror shape and mirror/camera relative
position and orientation. We also aim at the estimation of the pose of the camera
w.r.t. the world coordinates frame, i.e. the estimation of the extrinsic parame-
ters. We assume that the pinhole camera is internally calibrated a priori. The
algorithms rely on the image of a planar calibration pattern, e.g. a checkerboard.
We propose five distinct algorithms. One method aims at estimating the
position of the mirror axis in the image (to determine camera/mirror relative
orientation) using the cross-ratio as an invariant.
Another method estimates the extrinsic parameters and camera/mirror dis-
tance given the knowledge of the mirror shape. It relies on establishing a 3D/1D
linear relation between world points and image features, and using the Direct-
Linear-Transformation (DLT) algorithm to obtain a subset of the system param-
eters. The remaining parameters are estimated using non-linear optimization, on
a single variable at a time.
As an extension to the previous method, we propose the estimation of the
mirror shape as part of the calibration process. This method requires the image
of points and lines. It uses the fact that all points in any image circle centered
at the origin have backprojection rays that intersect at a single point, effectively
becoming a central projection system.
We also propose an algorithm for the particular case of catadioptric systems
with spherical mirrors, where the calibration is achieved by fitting quartic curves
to the images of lines in a calibration pattern. An analytical solution is derived,
which is later refined by a non-linear optimization procedure.
Finally, we consider the case of a fully calibrated non-central axial catadioptric
system, and aim at the reconstruction of the 3D position of a line from a single
vii
image of that line (which is possible because the system is non-central). The
line is reconstructed from 3 or more image points, given the knowledge of the
distance ratio of 3 points in the line (a fair assumption in, for example, structured
environments with repetitive architectural features, like windows or tiles). We use
cross-ratio as an invariant to constrain the line localization and then perform the
reconstruction from a set of image points through non-linear optimization.
Experiments with simulated and real images are performed to evaluate the
accuracy and robustness of the methods.
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1
Introduction
This chapter introduces the main topics and concepts relevant to the framework
of the thesis. The related bibliography is reviewed. An overview of the thesis is
presented and the main contributions are described.
1.1 Presentation
Omnidirectional vision systems provide a wider field-of-view (FOV) than tra-
ditional cameras, and can be found in many computer vision and robotics ap-
plications, such as surveillance, tracking, reconstruction, navigation and SLAM,
etc.
Omnidirectional images can be obtained using different methods. Some sys-
tems use a multi-camera cluster or a single rotating camera to acquired images
from different orientations. The images are then stitched together to build an om-
nidirectional mosaic. An alternative approach is to expand the FOV of a camera
using special optical elements. Dioptric omnidirectional systems use wide-angle
(fish-eye) lenses. Catadioptric systems use a combination of lenses and mirrors.
Although multi-mirror designs exist [1, 2], the most common configurations rely
on a conventional camera pointing at single mirror, usually convex, that is re-
flecting the surrounding scene.
Catadioptric vision systems can have central or non-central projection. In
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central systems all the projection rays intersect at a single viewpoint. Baker and
Nayar [3] showed which combinations of different mirror types and projective or
orthographic cameras can achieve central projection, given proper placement of
the cameras. Two practical configurations are possible: the para-catadioptric
and the hyper-catadioptric systems. Both systems are constructed using an axial
symmetric mirror, obtained from revolving a conic around the axis, and a camera
pointing at the mirror with its principal axis aligned with the mirror symmetry
axis. The para-catadioptric systems use a parabolic mirror and an orthographic
camera, while the hyper-catadioptric systems use an hyperbolic mirror and a
pinhole camera placed at a focus of the hyperbole.
In a general case, however, when the mirror type and camera placement are not
one of the special central configurations, the projection rays no longer intersect
at a single point. The single-viewpoint property is lost, and the vision system
becomes non-central.
Geyer and Daniilidis [4] proposed an unified projection model for (single-
mirror) central catadioptric systems, the sphere camera model. The projection
is modelled as a two step process: first the 3D point is projected onto a sphere,
followed by a projection to a virtual pinhole camera. This model was latter mod-
ified and expanded by Barreto and others [5–8]. The model allows an analytical
and closed-form approaches and is widely used to study the geometric properties
of central catadioptric systems and as a basis for calibration methods [7,9–12]. A
review and comparison of calibration techniques focusing on central systems can
be found in [13].
In non-central systems a single-viewpoint model is not possible. To model
the projection it is necessary to take into consideration the mirror shape, the
mirror/camera pose and the projection model of the camera itself. The backpro-
jection of an image point is achieved by intersecting the camera’s backprojection
ray with the mirror surface, and obtaining the incident ray by using the law of
reflection. Computing the forward projection of a world point is a more difficult
problem, as it is not trivial to determine the reflection point on the mirror surface.
For the particular case of a spherical mirror, the computation of the reflection
point on the mirror is the classical Alhazen’s problem [14], whose solution can
be obtain from a 4th degree polynomial [15]. Agrawal et al. generalized that
result for a general axial symmetric quadric mirror [14, 16]. They showed that,
in a general case, the solution is constrained by an 8th degree equation, that
simplifies to a 6th degree equation when the camera is placed on the mirror axis.
Further simplifications are possible for some particular types of mirror and when
the system has central projection.
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Given the difficulty in obtaining close form solutions for the forward pro-
jection problem, a common approach is to use iterative methods. Gonçalves
and Araújo [17] considered non-central systems with a perspective camera and
a general quadric mirror, and showed that the reflection point on the surface of
the mirror belongs to a quartic curve that results from the intersection of two
quadrics. Using this result, they reduced the problem of obtaining the surface
point to an iterative optimization procedure in a single variable.
Some calibration methods propose a general, un-parameterized, camera [18–
21]. These methods can model central and non-central catadioptric systems, as
well as more unconventional camera designs. The intrinsic calibration of the
camera consists on associating with each pixel in the image a 3D direction of the
corresponding projection ray.
In [22], Sturm et al. presented a comprehensive review of non-traditional cam-
era models, discussed issues relating to epipolar and multi-view geometry, and
described various calibration approaches.
1.2 Thesis overview
This thesis focus on axial catadioptric systems. By “axial catadioptric” [16] (also
called “axial camera” [23]) we mean a vision system made up of a pinhole camera
and a mirror, such that
• The mirror is rotationally symmetric around an axis;
• The camera’s optical center is placed on the mirror’s axis.
There are no additional constraints on the relative position of the camera and
mirror. The camera’s principal axis is not necessarily aligned with the axis of the
mirror.
This type of model provides a trade-off between the complexity of the pro-
jection model and the generality (or “freedom”) of its geometry. It falls between
central catadioptric systems, which have a simpler projection model but are only
possible with few, and very restrictive, geometric configurations, and a fully non-
central catadioptric system without no restriction on mirror shape or camera
placement.
In practice, the axial catadioptric model can have many applications. It is
a common configuration even for non-central systems. In some applications, for
example, the mirror shape may be design to optimize the spatial/angular resolu-
tion [22,24] or any other design parameter, forcing the system to be non-central.
The axial model can also be applied to misaligned central systems, provided the
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misalignment occurs only on the position of the camera along the axis. This is
particulary important for hyper-catadiotric systems where the camera must be
placed precisely on a focus of the hyperbole.
One very relevant application of the axial model is with spherical catadioptric
systems. When using a spherical mirror, there is always a symmetry axis passing
through the camera and, thus, there is no restriction on the placement of the cam-
era. The same camera can, even, view multiple spherical mirrors simultaneously,
forming an axial system with each one (for example, [2, 25–28]).
In this thesis we present calibration and reconstruction methods for axial
catadioptric systems. The methods estimate the extrinsic parameters, the cam-
era/mirror relative pose and the mirror shape. We also address the problem of
reconstructing 3D lines from a single image (possible in non-central systems).
Despite the non-linear nature of the projection model (due to the reflection on
the mirror surface), we explore the properties of the axial geometry to estimate
some of the parameters using simple and sometimes linear constraints. To recover
some parameters, and also to refine estimates corrupted by noise, we resort to non-
linear optimization procedures. Non-linear optimization and bundle-adjustment
are recurring techniques in these types of systems (e.g. [16,29–31]).
We present the methods assuming that the pinhole camera as been inter-
nally calibrated a priori. This requires applying traditional calibration methods,
e.g. [32], to the stand-alone camera, a common requirement of many catadioptric
calibration methods, e.g. [2,25,26,33–35]. We do not rely on the apparent image
contour of the mirror in the image, i.e. the direct view of the mirror boundary
(example of methods that use the view of the mirror boundary [2,16,17,31,36,37].
By not requiring that information, our methods can be applied to images where
the boundary is not visible, or is only partially visible, and we avoid a procedure
that is normally difficult to fully automate and often requires user intervention.
The calibration methods rely on the use of a planar calibration pattern, e.g. a
checkerboard. This allows a simple and practical setup, similar to commonly used
toolboxes for traditional cameras [32] and for central catadioptric systems [38,39].
The thesis presents five novel methods, which we now briefly introduce.
1.2.1 Method I
Method I estimates the projection of the mirror axis in the image. The knowl-
edge of these parameters establishes the camera/mirror relative orientation. The
method explores the fact that cross-ratio is an invariant in the axial-symmetric
projection model. This property was noted by Wu and Hu in [40]. Although their
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paper was focused on central systems, the underlying principle is the same. We
will show its applicability to our model and provide geometrical insight about the
constraints it imposes. To deal with noise, a non-linear optimization procedure
is used to refine the solution.
1.2.2 Method II
Method II estimates the extrinsic parameters and the camera/mirror distance.
The method explores the fact that a linear mapping can be established between
a 3D point in the world and a 1D quantity associated with its image (specifically,
its radial position). Thirthala and Pollefeys called this model a 1D radial camera
in [41, 42]. The same concept of the radial projection is also present in the
classic calibration method from Tsai [43] (for projective cameras), although using
a different mathematical derivation.
Using world-to-image point correspondence, we will apply the Direct-Linear-
Transformation (DLT) algorithm [44] to recover the extrinsic parameters, up to
a component in the translation vector.
To estimate the remaining parameters (the distance from camera to mirror
along the symmetry axis and the undetermined component of the extrinsic trans-
lation) it is necessary to take into account the complete (non-linear) projection
geometry of the system, particulary the reflection of viewing rays in the surface
of the mirror. In this method, the mirror shape is assumed to be known a priori,
a reasonable assumption in many practical cases where that information is avail-
able from the manufacturer of the system (related works with same assumption
[31, 35, 37, 45]). We achieve the estimation by defining non-linear optimization
procedures, in a parameter at a time.
1.2.3 Method III
Method III extends the previous method by assuming that the mirror shape is
unknown and also needs to be estimated. We explore the fact that, given the
axial model, every circular locus centered at the image origin can be modelled as
a central projection system, with all projection rays intersecting in a single point.
Taguchi et al. called these backprojection surfaces “axial cones”, and used them
to achieve 3D reconstruction on a system with an array of spherical mirrors [2].
We show how the intersection of image circles with the images of lines in
a calibration pattern allows the reconstruction of points on the surface of the
mirror, up to an undetermined translation component. We establish constraints
on the mirror shape and on the unknown translation, from where the parameters
can be estimated.
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The framework is developed for a general case. We then show how the proce-
dure can be adapted and simplified for particular cases that may arise in special
configurations, like central projection systems, or in situations where some a
priori information may be available, like when the mirror “type” is known but
not its dimensions. Specifically, we analyse the following cases: central systems,
spherical and parabolic mirrors, and camera with orthographic projection.
1.2.4 Method IV
Method IV serves as an alternative to the previous method to estimate the mirror
shape of spherical mirrors (radius and distance to camera). It relies on applying
curve-fitting to the images of lines of the calibration pattern.
The analytical expression to represent the image of a line in a general axial
catadioptric system is still an open problem [16]. For this method, however, we
will focus on systems with a spherical mirror. Agrawal et al. [16] have shown that
in a spherical catadioptric system, the image of a 3D line is a quartic curve, and
deduced its analytical expression.
We apply this derivation to write the quartic curve as a function of the mirror
shape and the extrinsic parameters. This results in a polynomial constraint on
the geometric variables of the system that can be solved using enough points
in the image of the lines. We derive an analytical solution and, also, propose a
non-linear optimization procedure to refine the estimation.
1.2.5 Method V
Method V reconstructs the localization of 3D lines from a single image, acquired
from a non-central axial catadioptric system. The use of a single image has the
important advantage over central-projection systems, where two or more views
are required for 3D reconstruction of lines, and the correspondence problem must
be solved.
In non-central systems, the viewing rays corresponding to a line in the image
form a non-planar surface that, in a general case, allows only for a finite number
of possible space lines transversal to the viewing rays [46–50].
We explore the invariance of the cross-ratio in the axial catadioptric model,
and obtain a constraint on the line spatial direction. We require the a priori
knowledge about the ratio of distances between 3 points in the line. Using the
ratio of distances, a minimal solution for the line reconstruction is achieved using
the image of 3 points in the line. The estimation can then be refined using more
image points through the non-linear optimization of a single variable function.
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We also show how, in our framework, additional a priori information about
the line can be used to improve the estimation results. Specifically, we address
the case where pairs of 3D lines are known to be concurrent (i.e. coplanar) and
perpendicular.
1.3 The State of the art
We now review relevant work related to the calibration of catadioptric systems
and to the 3D reconstruction of lines in non-central systems.
1.3.1 Calibration of non-central systems
Two available toolboxes by Mei and Rives [10, 38], and Scaramuzza et al. [39,
51, 52], are widely used for calibrating catadioptric systems. These toolboxes
are designed for central systems, although they can work with some non-central
systems, by approximation. Mei and Rives used the sphere camera model and
extend it to consider radial and tangential distortion parameters. Scaramuzza et
al. assumed that the image formation is radial, and modelled the radial projection
function of a 3D point as a polynomial, whose parameters are estimated by the
calibration process. The degree of the polynomial must be specified a priori.
These toolboxes are widely used because they produce good results and re-
quire a simple practical setup, relying on the acquisition of images of a planar
checkerboard pattern, much like the well known calibration toolbox by Bouguet
for traditional cameras [32,53].
Micusik and Pajdla [31] proposed a calibration method for noncentral cata-
dioptric systems by first considering the projection to be approximately central,
and then by refining the model to non-central projection.
Swaminathan, Grossberg and Nayar [45,54] studied the properties of noncen-
tral catadioptric systems and proposed a calibration technique requiring known
camera motion, achieved by mounting the camera on a translation rig. Other
approaches rely on more elaborate setups, like structured-light patterns [55, 56]
or polarized light [57].
Mashita, Iwai and Yachida [34] used the image of the mirror boundary to
perform the calibration. Caglioti et al. [50] also used the apparent contour of
the mirror, and the reflected images of lines, to calibrate off-axis catadioptric
systems, i.e. systems where the camera is not placed on the mirror axis.
Gonçalves e Araújo [17,58] proposed calibration methods for catadioptric sys-
tems with quadric mirrors based on non-linear optimization procedures (similar to
bundle adjustment methods), that estimated the mirror shape and camera/mirror
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pose. One method required the pinhole camera to be internally calibrated and
used the mirror contour in the image to enhance the calibrations results. Other
proposed method performed a complete calibration (including the camera in-
trinsic parameters), and relied on an initial calibration in the sense of a general
camera model.
Thirthala and Pollefeys [41, 42] considered the case of axial cameras, focus-
ing on central and non-central axial catadioptric systems consisting of a axial
symmetric mirror and a pinhole camera placed in the axis. They presented a
self-calibration framework, not relying on any knowledge of the scene structure.
They showed the existence of a quadrifocal tensor and, in the case of pure camera
rotation, of a trifocal tensor. For non-central cameras, their method requires at
least 15 point correspondences in 4 views.
Ramalingam, Sturm and Lodha [23] also proposed a framework to calibrate
axial catadioptric systems. They require three images of a checkerboard pattern
in different orientations, with point correspondences between the views. The
method is based in computing projection rays and using the constraint that, in
an axial system, all the rays intersect at the mirror axis.
In a paper that is closely related to the Method II presented in this thesis,
Agrawal [35] developed an algorithm to estimate the extrinsic parameters and
mirror position in catadioptric systems with spherical mirrors. The paper focus on
the problem of obtaining the extrinsic parameters of a camera w.r.t. a reference 3D
object when a direct view is not possible. Traditional methods use a planar mirror,
but require a minimum of three reflections and have degenerate configurations.
Agrawal shows that, with a spherical mirror, only one image is required and that
there are no degenerate configurations.
The intrinsic parameters of the perspective camera and the mirror radius are
assume to be known a priori. The calibration can be achieved using a single
image of a planar calibration pattern. The apparent contour of the mirror in
the image is not used. Some parameters are estimated in a linear fashion. The
remaining parameters, e.g. the camera/mirror distance, are estimated by solving
a 16th degree equation, followed by a nonlinear refinement.
In a work related to the previous paper, Agrawal and Ramalingam [25] con-
sidered the calibration of catadioptric systems consisting of a perspective camera
looking at multiple spherical mirrors. A single image of the reflection (on all the
mirrors) of a checkerboard is required. The perspective camera must be previ-
ously internally calibrated, but no assumption is made on the radii of the mirrors,
neither on their relative position. Previous calibration methods for similar sys-
tems with spherical mirror arrays, typically relied on markers to identify the
location of the mirrors [26, 27], or used the image contour of the spheres [2, 28].
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1.3.2 3D line reconstruction from a single image
The multi-viewpoint characteristic of non-central cameras has been explored to
achieve localization of lines from a single image [46–50]. In non-central systems,
the viewing rays corresponding to a line in the image form a non-planar surface
that, in a general case, allows only for a finite number of possible space lines
transversal to the viewing rays.
In [46], Caglioti and Gasparini discussed constraints on system geometry and
line positioning that enable the line to be univocally located. An axial geometry
was considered. They also presented an algorithm to reconstruct a line from 4
image points, a result related to the method presented in [59], that showed how to
obtain the set of lines that intersects a group of four generic 3D lines. In a closely
related paper [48], Lanman et al. shown how to reconstruct the spatial position
of a line using Singular-Value-Decomposition of a matrix of Plücker coordinates
of 4 viewing rays.
The constraint of placing the camera on the mirror axis was relaxed in [47],
and the conditions under which lines can be reconstructed were analyzed in this
more general system geometry. In [49], Caglioti et al. proposed two new methods
for line localization. One method first tried to identify two planar viewing rays
(whose existence is not guaranteed for a line in general position), and then use
two more rays to provide a simple geometric solution for the reconstruction. The
other method relied on a constrained non-linear optimization whose error function
was based on a bilinear operator of Plücker vectors. In [50], the image of a space
line was used to provide constraints to the calibration of an off-axis catadioptric
camera.
In a recent publication, Bermudez-Cameo et al. [60] used additional geometric
constraints to improve the reconstruction accuracy, considering the cases of an
orthogonal pair of lines and of a parallel pair of lines. They presented a minimal
solution to reconstruct the lines using 3 image points from each line in the pair.
1.4 Contributions
The five methods described above, in section 1.2, constitute the main contri-
butions of the thesis. In summary, assuming a axial catadioptric system, we
propose:
I. Novel method to estimate the position of the image of the mirror axis. The
invariance of the cross-ratio in the projection model is explored. Geometric
insights about the procedure are provided.
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II. Novel method to estimate the extrinsic parameters and camera/mirror dis-
tance using world-to-image point correspondences from a calibration pat-
tern (that can be planar). A single image is required. The Direct-Linear-
Transformation (DLT) Algorithm and non-linear optimization of single-
variable functions are used to estimate the system parameters.
III. Novel method to estimate unknown mirror shape by intersecting image cir-
cles with the image of lines in a planar calibration pattern. A single image
is required. It is shown that if some a priori information is available (cen-
tral projection, known mirror type, orthographic projection) the problem is
simplified.
IV. Novel method to estimate the mirror radius and camera/mirror distance,
in spherical catadioptric systems, by fitting quartic curves to the image of
lines of a planar calibration pattern.
V. Novel method to recover the 3D position of a line from a single image.
Knowing the distance ratio between 3 points in the line, a minimal solution
for the line reconstruction is obtained from the image of the 3 points. It is
also shown how to improve the reconstruction when a pair of lines is known
to be concurrent and perpendicular.
This work has resulted in the following publications:
• A paper describing the methods I and II is published in (International
Journal) Computer Vision and Image Understanding [61];
• A paper describing the methods III and IV is currently submitted for
publication in the (International Journal) IEEE Transactions on Cyber-
netics [62];
• Method V is published in the proceedings of the 21st International Confer-
ence on Pattern Recognition (ICPR2012) [63].
1.5 Outline of the document
To finalize this introductory chapter, we now outline de structure of the rest of
the document.
In chapter 2, we present the axial catadioptric geometry and the properties
of our projection model. In the second part of the thesis, that includes chapters
3 to 7, the developed calibration and reconstruction methods are described, one
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per chapter. In the third part of the document, we review the main results and
present the final conclusions in chapter 8.
In the fourth and final part, appendices are provided that support and sup-
plement the material in the main body of the thesis. Appendix A presents the
notation used throughout the thesis, and briefly reviews some background con-
cepts regarding cross-ratio and the matrix/vector representation of conic curves.
Appendix B is related to Method I and provides proof of the validity of an ex-
pression presented in section 3.2. Appendix C is related to Method III and serves
as an extension to an algorithm described in section 5.2.
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2
The axial catadioptric geometry and
projection model
This chapter analyses the axial catadioptric geometry and the properties of the
image formation. Our projection model is introduced.
The projection model explores the fact that, due to the properties of the
axial configuration, a linear mapping can be established between a 3D point in
the world and a 1D quantity (radial position) associated with the image of that
point. This mapping is independent of mirror shape and position. However, to
fully specify the projection of a point in the image, the non-linear model of the
reflection on the surface of the mirror must also be taken into consideration.
We remind the reader that a review of the mathematical notation is presented
in appendix A.
2.1 The pencil of projection planes and its im-
age
Consider Fig. 2.1(a). Let C be the camera’s optical center and X a point in the
world. An incident ray from X intersects the mirror’s surface at point S and is
reflected to the camera, forming the reflected image of the world point, denoted
by s.
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(a) (b)
Figure 2.1: The axial catadioptric geometry. Fig.(a): The pencil of projection
planes has the mirror axis as the common intersection line. C is the camera’s
optical center. X is a world point. S is the reflection point on the surface of the
mirror. Fig.(b): The pencil of projection planes is imaged as a pencil of lines,
with o, the image of the mirror axis, as the common point. For a given world
point Xi, there is a line in the image passing through its reflected image si, its
direct image xi, and the image of the axis o. Note that the direct image of a
point, xi, may not be available in practice. As shown for point x3, if the world
point is behind the camera (i.e., negative coordinate on the camera’s principal
axis), its direct and reflected images have opposite directions w.r.t. the central
point o.
From the laws of reflection, we know that the incident ray, the reflected ray
and the surface’s normal at point S must belong to the same plane. Also in this
plane is the direct projection ray, i.e., the projective line, from X to C, that forms
the real (not reflected) image of X, denoted by x. We refer to this plane as a
projection plane, in the sense that it contains the direct and reflected projection
rays of a given point in space.
As a consequence of the previous assumptions made on system geometry, every
projection plane is part of a pencil of planes, with the mirror axis as the common
intersection line. Furthermore, this pencil of planes is projected in the image
plane as a pencil of lines, where the common point, o, is the image of the axis
(see Fig. 2.1(b)). For every world point X, there is a line in the image passing
through its reflected image s, its direct image x, and the image of the axis o (the
vertex point).
Changes in camera orientation (i.e. rotation around the optical center) induce
homographic transformations in the image (c.f. [44]) and, of course, do not affect
the collinearity between s, x and o. Thus, the pencil of projection planes is always
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imaged as a pencil of lines, as long as the center of the camera is placed on the
mirror axis. In the particular configuration where the camera’s principal axis is
coincident with the mirror axis (which is of great practical interest, e.g., in central
catadioptric systems), point o becomes the principal point of the image.
It should be noted that the direct image of a point, x, is in most practical
situations not visible in the image, because it is out of the field-of-view or behind
the camera. This fact does not change, obviously, the validity of the discussion.
In the algorithms we present in this thesis, the direct view of a point is always
assumed to be unavailable.
2.2 Parameterizing the line pencil
Now, let x ∼
[
x y 1
]T
and s ∼
[
sx sy 1
]T
be the direct and reflected image
of X, respectively, and o ∼
[
ox oy 1
]T
be the vertex of pencil. Each line on
the pencil can be specified by a single parameter, that we will define to be the
line slope. Thus, the line containing point x and passing through the vertex o,
is specified by the slope x−ox
y−oy .
We define the 1D homogenous vector
x¯ ∼
x− ox
y − oy
 ∼
x−oxy−oy
1
 .
as the reduced coordinates of point x. Vector x¯ uniquely specifies the line in the
pencil that x belongs to. Note that, because x¯ is an homogenous vector, infinite
slopes can be handled seamlessly.
Since s and x belong to the same line of the pencil, we have
x¯ ∼ s¯ ∼
sx − ox
sy − oy
 . (2.1)
2.3 Linear mapping between X and s¯
The direct image of world point X is given by the projection equation
x ∼ K
[
R T
]
X ,
where K is the intrinsic parameter matrix, and R and T are the extrinsic rotation
and translation relating the world reference frame with the camera frame.
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Figure 2.2: Back-projection of an image point after reflection on a conic section
mirror. See text for details.
Using equation 2.1 we can rewrite the projection equation as
s¯ ∼
1 0 −ox
0 1 −oy
K [R T]︸ ︷︷ ︸
∼P
X . (2.2)
The 2 × 4 matrix P establishes a linear mapping between points in the world
reference frame and a 1D image parameter computed from the image position of
the reflected points.
2.4 Back-projection with conic section mirror
Methods II and V, that are described in following chapters, will require the de-
termination of back-projection rays associated with image points. The linear pro-
jection expressed in equation (2.2) uses only partial information (radial position)
about the image point, and a back-projection ray cannot be fully determined1.
For this task, it becomes necessary to consider the geometry of the reflection on
the mirror surface.
We now show how to determine the back-projection ray associated with an
image point. The derivation is based on the work of Agrawal, Taguchi and Ra-
malingam in [16]. That paper addressed the forward projection equations in axial
catadiotric systems with conic section mirrors, but concerning back-projection,
only the case with a spherical mirror was explicitly derived. We present the
back-projection equations for a generic conic section mirror.
Consider Fig. 2.2. The camera principal axis (zc) is aligned with the mirror
symmetry axis (zm). The distance between the camera frame origin and the
1Only a back-projection plane can be obtained.
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mirror frame origin is given by d. Vector vi is the incident ray and vr is the
reflected ray. S is the reflection point on the surface of the mirror. n is the
surface normal vector at point S.
The mirror is specified by three parameters, A, B and C, that define its conic
section in the xmzm plane:
Az2m + x2m +Bzm = C . (2.3)
The incident ray direction for a image point q (in pixels) is given, in the
camera reference frame, by s = K−1q, where K is the camera intrinsic calibration
matrix. Let s =
[
s1 s2 s3
]T
. The inhomogeneous coordinates of the reflection
point are given, in the camera reference frame, by S˜ = βs, with β obtained from
β = s3(B+2Ad)±
√
4(s21+s22)(−Bd−Ad2+C)+s23(B2+4AC)
2(s21+s22+As23)
(2.4)
As can be seen from equation (2.4), β has, in general, two solutions, cor-
responding to two intersection points between the incident ray and the mirror
surface. The smallest value of β that verifies βs3 > 0 is the one that corresponds
to the reflection point closest to, and in front of, the camera.
Finally, using the law of reflection, the direction of the reflected ray is obtained
from
vr = vi − 2nn
T
nTn vi ,
with the incident ray given by vi = S˜ and the normal vector at point S˜ =[
Sx Sy Sz
]T
given by n =
[
Sx Sy ASz − Ad−B/2
]T
.
2.5 Final remarks
In this chapter, we described the properties of image formation in the axial cata-
dioptric geometry. We established a linear projection equation that maps 3D
points in the world to the 1D radial position of their images. This linear relation
will be explored by the methods described in the following chapters to achieve
the estimation of some of the system parameters.
We have also shown how to obtain the back-projection rays associated with
image points, assuming a mirror with a generic conic section and taking into
consideration the non-linear model of the reflection on the surface of the mirror.
The determination of the back-projection rays will be required in some parts of
the algorithms, particulary in methods II and V.
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Part II
Methods
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3
Method I – Estimation of the vertex
point
In this chapter we describe a method to estimate the image of the mirror axis, i.e.
the vertex point. The location of the vertex point, given an internally calibrated
camera, implicitly defines the mirror axis direction w.r.t. the camera frame.
We explore the invariance of the cross-ratio under the axial catadioptric ge-
ometry. Additionally, a non-linear optimization procedure is proposed to refine
the initial estimation.
A review of some background concepts concerning the cross-ratio and the
vector/matrix representation of conics is presented in appendix A.
3.1 Cross-ratio as an invariant
Consider Fig. 3.1(a). Let A, B, C and D be four collinear 3D points. Consider a,
b, c and d to be their reflected images and xa, xb, xc and xd their direct images
(i.e., the direct projection in image, not reflected through the mirror).
Fig. 3.1(b) shows points in the image plane. Being the projection of collinear
3D points, xa, xb, xc and xd are also collinear. Since the cross-ratio is invariant
under a projective transformation,
{xaxbxcxd} = {ABCD} .
23
Chapter 3. Method I
(a) (b)
Figure 3.1: The cross-ratio as an invariant under the axial catadioptric geometry.
Fig.(a): A, B, C and D are four collinear 3D points. a, b, c and d are their
images after reflection from the mirror. xa, xb, xc and xd are their direct images,
i.e., the direct projection in image. Fig.(b): The cross-ratio relation between
image points. Point o is the image of the mirror axis.
Each pair of reflected and direct images of a point (e.g., a and xa) is on a line
that passes through the image of the mirror axis, o, so we can write
{o; abcd} = {xaxbxcxd} = {ABCD} . (3.1)
We see, thus, that the cross-ratio of four collinear space points is the same as the
cross-ratio of the lines through their reflected images and the common point o,
which is the image of the mirror axis.
3.2 Conic locus for point o
Assume that the cross-ratio of a 4-tuple of collinear world points is known, k =
{ABCD}. Given the reflected images of these points, a, b, c and d, the location
of point o is restricted by (review equation (3.1)):
{o; abcd} = k . (3.2)
We can see that, as a direct application of Chasles’ theorem [64], equation (3.2)
defines a conic locus of possible solutions for o (see Fig. 3.2(a)). It should be
noted that the conic is completely defined by the four points, a, b, c and d
(belonging to the conic), and the value of the cross-ratio, k.
We now show how to obtain the expression of the conic. Consider Fig. 3.2(b).
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(a) (b)
Figure 3.2: The conic locus of possible solutions for point o. Fig.(a): The conic
Ω is completely defined by four image points (a, b, c, d) and the value of the
cross-ratio, k. Chasles’ theorem states that {o; abcd} = {o′; abcd} = k. Fig.(b):
The degenerate conics Ψ1 and Ψ2 are defined by line-pairs passing through the
image points a, b, c and d. The solid blue lines define Ψ1, while the dashed red
lines define Ψ2. The conic locus Ω is a function of Ψ1, Ψ2 and k.
Let Ψ1 and Ψ2 be degenerate conics, defined by the line pairs (l1,m1) and (l2,m2),
respectively, where
l1 = a × b, m1 = c× d, l2 = a × c, m2 = d× b
and with the conics given, in matrix form, by [44]
Ψi = limiT +miliT, i = 1, 2
The conic locus of point o can be obtained from these degenerate conics and the
cross-ratio by the expression1:
Ω ∼ Ψ1 − kΨ2 (3.3)
The verification of the validity of equation (3.3) is addressed in appendix B.
As an additional insight, the conic Ω in equation (3.3) can be viewed as a
1-parameter family of conics (passing through 4 fixed points, a, b, c and d), with
that parameter being k, the desired value for the cross-ratio.
1This expression is valid for a cross-ratio calculated using the formula in (A.1). Alternative
formulas for the cross-ratio produce different combinations of points in the expressions of li and
mi
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3.3 Obtaining a solution
Given enough 4-tuples of points in the scene with known cross-ratio, a unique
solution for o can be found, corresponding to the common intersection point of
all the conic loci. The minimum number of sets of points required to obtain a
single solution depends on their location and on the number of intersection points
between the conics (as two conics can intersect in up to 4 finite points). Assuming
general position, three sets of points will normally be sufficient to produce a single
solution.
In the presence of noise, however, a common intersection point for the con-
ics may not exist. We can, thus, obtain an estimate for o using the following
procedure: Let ωi be the vector representation (review equation (A.3)) of conic
Ωi, corresponding to the i-th 4-tuple of image points with known cross-ratio.
Construct a matrix Q by stacking the conics ωi for all N sets of tuples:
Q =

ω1
T
...
ωN
T

Without noise, the right null space of Q is the solution for o, i.e., Q oˆ = 0. The
estimate for o can, thus, be obtained by picking the eigenvector corresponding to
the smallest singular value associated with matrix Q (Singular Value Decompo-
sition). At least N = 6 tuples are required for building Q.
Fig. 3.3 shows examples, using real images, of conics generated from 4-tuples
of image points and how the common intersection point is the vertex point o.
3.4 Refining the estimate
If an intersection point does not exist due to noise, the estimate for vector oˆ
will not belong to the subspace of lifted coordinates (equation (A.4)) and the
extracted vertex o will be only an approximation. Furthermore, we have verified
that the cross-ratio conics ω show a relatively high sensitivity to noise, which
degrades the accuracy of the estimate of the vertex point. Fig. 3.4 quantifies this
sensitivity. It plots the distance between the cross-ratio conic ω, obtained from
image points corrupted with noise, and the ground truth point o. Since point o
should belong to the conic, the distance provides an error measurement.
To improve the accuracy of the estimation of the vertex point, we propose
an additional refinement procedure using a non-linear optimization method. The
computation of the reduced coordinates s¯ of a given image point is a function
of point o, i.e., s¯(o). Let {s¯i(o) ; Xi}, i = 1, .., N , denote the set of N world-
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(a) (b)
Figure 3.3: Finding the vertex point o. Fig. (a) and (b) show test images of
grid patterns reflected on a spherical mirror. Several 4-tuples of image points
and their corresponding conics ω are marked in the images. The tuples of image
points correspond to equally-spaced collinear world points (cross-ratio=1/4). The
intersection point of all conics is the vertex point o, indicated by with a red arrow.
Note that point o corresponds to the reflection of the camera’s optical center
because its projection ray coincides with the mirror axis.
to-image point correspondences. Given enough correspondences, the linear map-
ping between s¯ and X can be recovered, i.e. matrix P of equation (2.2), can be
estimated, up to a scale factor. This can be achieved using the Direct-Linear-
Transform (DLT) algorithm [44]. This idea will again be explored in Method II
(chapter 4).
Consider a function SSVDLT
(
{s¯i(o) ; Xi}
)
that returns the smallest singular
value obtained during the Singular-Value-Decomposition (SVD) factorization of
the DLT algorithm. The closer to zero the value is, the better the linear mapping
fits the set of points. Thus, function SSVDLT can be used to evaluate a candidate
point o, quantifying how the estimates for the coordinates of that point fit into
the linear projection model.
Starting at the initial solution obtained in the previous section, we can refine
the estimate for point o by apply non-linear optimization to
min
o
SSVDLT
(
{s¯i(o) ; Xi}
)
. (3.4)
Additionally, we used the RANSAC algorithm [44] to handle outliers on the
set of point correspondences {s¯i(o) ; Xi}.
Fig. 3.5 shows an example, with a real image, of the output of function
SSVDLT .
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Figure 3.4: Sensitivity to noise of the cross-ratio conics ω. Plot of the distance
between the conic curve ω and the ground truth point o, as a function of noise
level σ (σ is the standard deviation of the gaussian noise added to the position
of image points). Point o should belong to the conic, so the distance to the conic
curve provides an error measurement. The figure was obtained by simulation (we
used the same simulation setups that are described in detail in section 4.3.1).
The results were obtained by averaging repeated simulations, using sets of points
in different positions.
3.5 Final remarks
A geometric interpretation of the constraint imposed by the invariance of the
cross-ratio was presented. Specifically, it was shown that each 4-tuple of image
points constrains the location of the vertex point to a conic. the intersection of
multiple conics was used to provide an initial estimate. It was shown, through
simulation, that the procedure is very sensitive to noise. To improve the the
estimation a non-linear optimization procedure was proposed.
We defer the presentation of further experimental results until section 4.3,
were both this method and Method II are evaluated in conjuction.
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(a) (b)
Figure 3.5: The function SSVDLT . Fig. (a) shows the output of function SSVDLT
evaluated at every pixel of the test image shown in Fig. 3.3(a). Fig. (b) shows
the same surface but in a 3D perspective. A blue hue represents lower values on
the surface, while a red hue represents higher values. Point o is located at the
global minimum of the surface, indicated by the red arrow.
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4
Method II – Estimation of extrinsic
parameters and camera/mirror distance
This chapter describes a method to estimate the extrinsic parameters and the
camera/mirror distance. The method relies on the linear projection established in
equation (2.2) to recover the extrinsic rotation and partially recover the extrinsic
translation. The remaining parameters are obtained from non-linear optimization
procedures.
4.1 Estimating the extrinsic parameters
In this section we show how the extrinsic parameters can be obtained, up to
one undetermined component of the translation vector, from a linear method
and using a single image of a calibration object. We first consider a generic 3D
calibration object, but then adapt the algorithm to handle the case, of practical
interest, when all the calibration points belong to a single plane.
We assume that the position of the vertex point o (discussed in the previous
chapter) has already been determined, and that the pinhole camera is internally
calibrated (using standard methods [32,53]).
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4.1.1 Pre-alignment of the camera frame
To derive the method to estimate the extrinsic parameters we assume that the
camera is aligned with the mirror, i.e., the camera’s principal axis coincides with
the symmetry axis of the mirror, with the camera pointing towards the mirror.
This assumption does not imply a loss of generality since a pre-rotation can always
be performed to align the camera axis.
Given an internally calibrated camera, the knowledge of point o provides,
implicitly, the direction of the mirror axis in the camera reference frame. A
rotation can then be calculated that would align the principal axis with that
direction.
The alignment rotation is implemented by an homographic transformation in
the image. This homography is called a conjugate rotation (c.f. [44]) and is given
by
H = KRK−1 ,
where K is the intrinsic parameters matrix and R is the rotation matrix. All image
points are transformed from their original positions into the aligned camera frame
using the homography H. It should be noted that after the alignment the vertex
point o is moved to the image center, i.e., o ∼
[
0 0 1
]T
. In subsequent sections,
any reference to an image point (s) assumes an aligned camera.
In many applications (e.g. central systems) the camera is in fact aligned with
the mirror, and this initial step is unnecessary.
4.1.2 The projection matrix P
Please recall that a point in the world reference frame is denoted by X. Point
X has known position (belongs to the calibration object). Its projection in the
image after reflection from the mirror is denoted by point s. Consider T =[
tx ty tz
]T
to be the extrinsic translation vector and let Rri denote the i-th row
of the extrinsic rotation matrix R.
Assuming that the camera is internally calibrated (K = I) and that the camera
frame is aligned with the mirror axis (o ∼
[
0 0 1
]T
), the 2×4 projection matrix
of equation (2.2) is simplified to
s¯ ∼
Rr1 tx
Rr2 ty

︸ ︷︷ ︸
∼P
X . (4.1)
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4.1.3 Retrieving R, tx and ty
Given enough correspondences between X and s, matrix P can be obtained, up
to scale, from equation 4.1, by using the Direct-Linear-Transform (DLT) algo-
rithm [44]. It should be noted that, for the moment, we are considering a general
non-planar calibration object. The case of a planar calibration pattern is analyzed
in the next section.
Let pij denote the element of P at row i and column j. Noting that P is de-
termined only up to a scale factor λ, the extrinsic parameters, with the exception
of tz, can be recovered from
Rr1 = λ
[
p11 p12 p13
]
(4.2)
Rr2 = λ
[
p21 p22 p23
]
Rr3 = Rr1 × Rr2
tx = λp14
ty = λp24
As Rr1 and Rr2 are normal vectors, the value of λ is subject to the constraint
‖λ
[
p11 p12 p13
]
‖ = ‖λ
[
p21 p22 p23
]
‖ = 1 ,
which yields
λ = ± 1‖
[
p11 p12 p13
]
‖ = ±
1
‖
[
p21 p22 p23
]
‖ . (4.3)
The signal ambiguity of λ can be solved by means of a simple procedure,
taking into consideration the geometric properties of image formation. Consider
(Xc, Yc, Zc) as the coordinates of X in the camera frame. We have that
Xc
Yc
 =
Rr1 tx
Rr2 ty


X
Y
Z
1
 , (4.4)
where point (Xc, Yc) can be seen as the orthogonal projection of (Xc, Yc, Zc) in
the image plane.
Since we are considering an aligned camera frame, the image plane is per-
pendicular to the projection planes, and point (Xc, Yc) and the corresponding
reflected image point (sx, sy) are on a line that passes through the image origin
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(see section 2). More so, in the presence of a convex mirror1, (Xc, Yc) and (sx, sy)
have the same direction w.r.t. the image origin. In other words, vectors (Xc, Yc)
and (sx, sy) must have the same orientation and direction.
The correct value for λ can, thus, be obtained using the following procedure:
1. Choose one known pair of correspondences X and s;
2. For both solutions of equation (4.3), +λ and −λ:
• Compute R, tx and ty using (4.2);
• Compute (Xc, Yc) using (4.4);
3. From the two opposing vectors resulting from step 2, (±Xc,±Yc), choose
the one pointing in the same direction as (sx, sy) (in the presence of noise,
choose the closest direction). The value of λ that corresponds to the correct
vector is the solution.
It should be noted that, in the presence of noise, the recovered matrix R may
not be a true rotation matrix. Using Singular-Value-Decomposition, R = UΣVT,
R can be projected to a matrix R′ in orthonormal space by substituting all the
singular values by 1, i.e., R′ = UVT. Matrix R′ is the closest orthonormal matrix
to R in the sense that it minimizes the Frobenius norm ‖R− R′‖F.
4.1.4 Planar calibration pattern
We now show how the algorithm can be changed in order to allow for a planar
calibration object.
We will assume, without loss of generality, that the calibration points belong to
plane Z = 0 w.r.t. the world frame (in a similar manner as in [53]). Equation 4.1
becomes
s¯ ∼
r11 r12 tx
r21 r22 ty

︸ ︷︷ ︸
∼P

X
Y
1
 , (4.5)
where rij denotes the element of matrix R at row i and column j. With some
abuse of notation, let us redefine P to be the 2 × 3 matrix mapping the planar
world points to the 1D image feature.
1In the axial geometry we are considering, when the camera is pointing at a convex mirror,
the reflection is seen on the same direction (or “side") as the object is in the world. For a
concave mirror, the opposite is true. In this algorithm we assume the convex case because of
its far greater practical interest.
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Matrix P is, again, obtained up to a scale factor λ using the DLT algorithm.
Similarly to equation (4.2), we have that
Rr1 =λ
[
p11 p12 a
]
(4.6)
Rr2 =λ
[
p21 p22 b
]
with λ, a and b to be determined.
Since Rr1 and Rr2 are orthonormal we can write
[
p11 p12 a
] [
p11 p12 a
]T
=[
p21 p22 b
] [
p21 p22 b
]T
and [
p11 p12 a
] [
p21 p22 b
]T
= 0 .
It can be shown that these constraints generate 2 real solutions for a and b. The
solutions are symmetric and will be denoted as {a+; b+} and {a−; b−}, where
a± = ±(kα − kγ)2kβ
√
kα + kγ
2 ; b± = ±
√
kα + kγ
2
with
kα =r211 + r212 − r221 − r222
kβ =r11r21 + r12r22
kγ =
√
k2α + 4k2β
The unknown scale factor λ is determined using equation (4.3), where vari-
ables p13 and p23 are substituted, respectively, by a+ and b+ (or by a− and b−,
yielding the same result). The signal ambiguity of λ can, again, be solved with
the procedure described in the previous section. It should be noted that in equa-
tion (4.4) we now have Z = 0, which causes the equation to be independent of
the values of a and b, and so λ is still uniquely determined.
Two solutions are, thus, possible for the extrinsic rotation matrix R, obtained
by substituting the values {λ; a+; b+} and {λ; a−; b−} in equation (4.6) (the
procedure to determine the correct solution is discussed in the next section). The
3rd row of R is given by Rr3 = Rr1 × Rr2 .
The first two components of the extrinsic translation are determined without
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ambiguity and can be obtained from
tx =λp13
ty =λp23 .
4.1.5 Minimal solutions
Using a 3D (non-planar) calibration object produces an unique solution for the
extrinsic rotation matrix R. Regarding the minimum number of world-to-image
point correspondences required to apply the DLT algorithm to equation 4.1, it can
be seen that each s¯↔ X pair establishes two equations up to scale. Eliminating
the unknown scale factor between them results in one constraint on the variables
of P for every point correspondence. Since the 2 × 4 matrix P is recovered only
up to scale, 7 independent variables need to be determined, which means that at
least 7 world-to-image correspondences are required. The world points can not
be located on a single plane (i.e. the calibration object must be non-planar), or
else one column of matrix P is left undetermined (equation 4.5). Furthermore,
to determine that column of P, at least two off-plane world points are needed to
constrain the two variables in the column.
For a simpler experimental setup, the use of a planar calibration pattern is
possible. A minimum of 5 point correspondences is needed in this case (a similar
reasoning as in the previous case, now with a 2× 3 matrix P). In this situation,
two possible solutions are obtained for matrix R. This ambiguity can, however,
be solved by carrying both solutions to the next step in the calibration procedure
and performing a complete reprojection of the world object into the image. The
correct solution is the one that produces the image closest to the original.
The tx and ty components of the extrinsic translation are unambiguously
recovered, regardless of the use of a non-planar or planar calibration object. The
tz component is undetermined at this stage. The value of the translation vector
T is, thus, restricted to a line space.
4.2 Estimating remaining parameters using non-
linear optimization methods
The previous section described how to obtain the complete extrinsic rotation,
and the extrinsic translation, up to one component. In this section we estimate
the remaining parameters: the distance d between camera and mirror along the
symmetry axis, and the last component of the extrinsic translation, tz.
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Previously, we have taken advantage of the axial geometry of the system and
avoided the use of the non-linear reflections associated with a (possibly) non-
central catadioptric system. From now on, we take into consideration mirror
shape and reflection geometry in order to estimate d and tz, using non-linear
optimization methods. We show, given the previously calculated parameters,
that the optimization is performed on a single variable.
Our method requires the computation of back-projection rays from the camera
and mirror geometry. In 2.4 we outlined the procedure for a mirror with a conic
section. We note, however, that any mirror profile is admissible as long as it is
known a priori so that back-projection rays can be calculated.
4.2.1 3D reconstruction from back-projection and partial
extrinsics
Let X˜c =
[
Xc Yc Zc
]T
be the inhomogeneous coordinates, in the aligned camera
frame, of a known world point X˜ belonging to the calibration object. Point X˜c
is obtained from the extrinsic parameters R and T by
Xc
Yc
Zc
 = [R T]
X˜
1
 =

Rr1X˜+ tx
Rr2X˜+ ty
Rr3X˜+ tz
 . (4.7)
Since the parameter tz is not yet determined, the position of point X˜c is
defined only up to a linear locus in space, which we denote as line Lz. The line is
orthogonal to the image plane and intersects this plane at coordinates (Xc, Yc).
On the other hand, point X˜c must also belong to the back-projected ray
obtained from its reflected image s. We denote that back-projected ray, after
reflection on the mirror surface, as space line LBP.
Consequently, space point X˜c can be reconstructed by intersecting both 3D
lines, Lz and LBP. While line Lz is fully defined (it is a function of the already
estimated R, tx and ty), line LBP depends on the yet undetermined distance d
(see section 2.4). It should be noted, however, that despite the fact that different
values of d produce distinct back-projection rays, an intersection point between
Lz and LBP always exists, as both lines belong to the same projection plane (see
chapter 2).
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4.2.2 Estimating distance to mirror d and the extrinsic
translation parameter tz
Let {X i} and {s i}, with i = 1..N , denote the set of points from the calibration
object, expressed in the world frame, and their reflected images. Consider, also,
{Xci} to be the set of points from the calibration object expressed in the camera
frame coordinates. The problem of determining d can be stated in the following
manner: Given a set of correspondences between world points {X i} and image
points {s i}, and the knowledge of the extrinsic parameters R and T, with the
exception of tz, find the value of d that reconstructs the set of points {Xci} in
such a way that they “fit" the original pattern {X i} from the calibration object.
The evaluation function is, in general, a measure of how “well" {X i} and {Xci}
can be related by a rigid transformation, as both sets should represent the same
object. Alternatively, other metric characteristics regarding shape, distances,
angles, etc., can be used, depending on the specific geometric properties of the
calibration object.
The registration of two sets of points with known correspondence is a classical
problem (related to the orthogonal Procrustes problem [65]) with well established
solutions [66,67]. In our case, we need to obtain the rotation and translation that
registers the calibration object {X i} to its reconstruction {Xci}. The values of
this rotation and translation will, of course, be dependent on d, and we denote
them as Rd and Td, respectively.
The distance d can be obtained by minimizing
min
d
∑
i
‖X˜ci − (RdX˜i +Td)‖2 . (4.8)
Once the value of d that achieves the minimization is found, the last unknown
parameter tz is obtained from the z-component of Td.
A solution for equation (4.8) can be obtained using standard non-linear op-
timization methods. We have found that, even in the presence of noise, the
minimization achieves convergence to the global minimum without an accurate
initial estimate of d. In our experiments we considered d = focal length (camera
touching the mirror) as the initial estimate.
To provide intuition, Fig. 4.1 illustrates the idea behind the procedure by
showing the effect that errors in d have on the shape of a reconstructed planar
calibration pattern.
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Figure 4.1: Estimation of the distance to mirror, d. The goal is to find the
value of d that reconstructs the original calibration object that, in this example,
consists of a planar grid. The figure, obtained from simulation, exemplifies how
a reconstructed object deviates from the original shape as an error  is added to
the true value of d.
4.3 Experimental Results
We now present experimental results regarding Method I (chapter 3) and Method
II (this chapter). As described, Method I is used as a first step to estimate the
vertex point, that is then used by Method II to perform a pre-alignment of the
camera frame (section 4.1.1). We, thus, present experimental results on both
methods in association.
First we show tests with simulated data and then results from real images.
We also include a comparison with methods designed for central systems.
To provide an intuitive representation to the reader, rotation matrices are
presented as a 3 element vector containing the corresponding Euler angles, in de-
grees. Rotation matrix R = Rz(θz)Ry(θy)Rx(θx) is represented by r =
(
θx, θy, θz
)
,
where Ra(θ) denotes a rotation of angle θ along axis a = x, y, z.
We refer to the rotation error in the following terms: given a ground truth ro-
tation matrix RGT and the corresponding noise affected estimate Rest, the rotation
error matrix Rerr is defined as: Rest = RerrRGT.
Translation errors are quantified in two distinct values: an angle error, corre-
sponding to the angle between the estimated and ground truth vectors, and as a
length percentage error, given by the ratio
‖Test −TGT‖/‖TGT‖ ,
where Test and TGT are the estimated and ground truth translation vectors,
respectively, and ‖ · ‖ denotes the L2-norm.
The methods were implemented using Matlab. The built-in function fmin-
search was used to perform the non-linear optimizations.
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4.3.1 Simulated data
The simulations were run on three distinct setups. Each setup had different pa-
rameters regarding the mirror shape, mirror position, and pose of the calibration
object. Table 4.1 summarizes the values of the parameters in each setup. The
image size of the simulated camera was 1500 × 1500 pixels, with a focal length
of 1200 pixels. The calibration pattern consisted of a planar square grid, with
8×8 points. The distance between adjacent points on the grid was 2 world metric
units.
Gaussian noise of zero mean and σ standard deviation was added to the
position of the image points before running the calibration procedure. For a given
σ value, each of the setups was repeated 100 times and the data compiled from
the 3 setups, to provide a statistical analysis on the estimation error. Fig. 4.2(a)-
(d) shows the root mean square (RMS) error, as a function of the noise level σ,
in the extrinsic parameters R and T, and in mirror position parameters d and o.
Fig. 4.2(e) plots the reprojection error as a function of the noise level. Since
our method does not rely on direct minimization of the reprojection error (like
bundle adjustment techniques), this error can be considered as a measure of
the overall quality of the calibration. Also shown in Fig. 4.2(e) is the result
from repeating the simulations assuming that point o is known a priori (without
noise), and estimating only the remaining parameters. This situation is relevant
in systems where the camera is aligned with the mirror axis, and o corresponds
to (or approximates) the image center. When using spherical mirrors, the vertex
point can be estimated from the reflected image of the camera itself (if visible)
as point o corresponds to the reflection of the optical center.
In additional simulations we studied the effect of using more than one image
in the calibration procedure. For each simulation setup, the calibration pattern
was rotated around the mirror axis, producing images with different extrinsic
parameters, but with the camera/mirror relative position kept constant. The
estimates for the vertex point o and for the mirror distance d were computed by
the minimization of expression (3.4) (for o) and (4.8) (for d) taking into account
all images simultaneously. Fig. 4.3 shows the estimation error as a function of
the number of images used, for a fixed noise level of σ = 4 pixels. It is seen that
the using multiple images (with different positions of the calibration pattern) can
help reduce the effect of noise and increase the accuracy in the estimation of the
mirror relative position.
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Figure 4.2: Simulation results. Fig.(a) to (d) show the root mean square (RMS)
error in the estimation of the calibration parameters, as a function of noise level σ
(σ is the standard deviation of the gaussian noise added to the position of image
points). o is the vertex point; d is the distance between camera and mirror; R
and T are the extrinsic rotation and translation, respectively. Fig.(e) shows the
RMS error in image position obtained from reprojecting the calibration points
using the estimated calibration parameters.
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Figure 4.3: Reduction of the estimation error of the vertex point o and mirror
distance d by using more that one image of the calibration pattern. The extrinsic
parameters change from image to image, but the camera/mirror relative position
(o and d) was kept constant. The results were compiled from repeated simulations
with different mirror types, as before. The image noise standard deviation was
fixed at σ = 4 pixels.
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Figure 4.4: Comparison with methods for central systems. Performance compari-
son between our method (full calibration and partial calibration assuming known
vertex point o) and the methods of Sacaramuzza et al., and Mei and Rives, de-
signed for central systems. Fig.(a) and (b) show the error in the estimation of
the extrinsic rotation and translation, respectively. Note that θx, θy and θz are
the euler angles of the rotation error (please review the beginning of the section
for details). Fig.(c) shows the reprojection error. Results obtained from a sim-
ulated setup of a central hypercatadioptric system with 10 calibration images
(with added noise). The error values shown were computed from all the images.
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entalR
esults
mirror (A,B,C) d o R T
Setup [w.m.u] [w.m.u] [pixels] [Euler angs.] [w.m.u]
#1 spherical (1, 0, 4) 3 (100, 150) (40◦, 100◦, 45◦) (−4, 5,−6)
#2 parabolic (0, 1, 1) 4 (100, 150) (30◦, 100◦, 0◦) (4,−5,−2)
#3 hyperbolic (−1, 4,−1) 5 (100, 150) (0◦, 60◦, 0◦) (6,−5, 2)
Table 4.1: Simulation setups. The proposed methods were simulated in different setups, each with distinct mirror shape, mirror position
(d and o), and pose of the calibration object (R and T). Mirror parameters are defined in equation (2.3) of 2.4. “w.m.u" stands for “world
metric units".
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4.3.2 Comparison with methods designed for central sys-
tems
As previously stated, although we focus on non-central catadioptric systems, our
method can be applied to central systems. Using a simulated setup, we applied
our technique to a central system and compared its performance with two widely
used methods from Sacaramuzza et al. [51, 52], and Mei and Rives [10], both
available as OpenSource toolboxes [38, 39]. The two methods use images of a
planar calibration object.
We simulated a central system with an hyperbolic mirror (parameters [mm]:
A = −0.76;B = 0;C = −600) and a pinhole camera (resolution of 1000 × 1000
pixels) placed at the focus of the hyperbola. A 9 × 10 point grid was placed
in 10 positions around the mirror, generating 10 different calibration images.
Gaussian noise of zero mean and 2 pixels standard deviation was added to the
image position of each point. The toolboxes were modified to bypass any imaging
processing and to use the simulated image points instead.
We applied our method in two distinct conditions. First with a complete
calibration, and then assuming that the vertex point o was known a priori, and
only estimating the remaining parameters. In a central system the camera is
aligned with the mirror and point o corresponds to the image center.
The results are presented in Fig. 5.5. Since our methods assumes a calibrated
pinhole camera, we only compare the estimation of the extrinsic parameters, R
and T, and the reprojection error. The values presented are the RMS errors
obtained from the set of the 10 images.
4.3.3 Experiments with real images
We now present results obtained with real images. The experiments were setup
as follows. The projective camera was previously (internally) calibrated using
standard methods [32]. Two different mirrors were used, one spherical and one
hyperbolic. An image containing two distinct planar calibration patterns was
acquired for each mirror. We applied our method to each pattern separately,
obtaining two independent results for each setup. Fig. 4.5 shows the test images
acquired with both mirrors, and the calibration points used in each grid pattern.
Each image has a resolution of 1600× 1200 pixels.
To compare and evaluate the output of our algorithm, reference values for the
calibration parameters were obtained independently, from direct measurement
and from image analysis, using Bouguet’s camera calibration toolbox [32]. Each
mirror was aligned with a third, auxiliary, grid pattern. The relative pose between
the auxiliary patterns and the mirrors was calculated from the grid alignment and
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(a) (b)
Figure 4.5: Test images obtained with a spherical and an hyperbolic mirror,
shown in Fig.(a) and Fig.(b), respectively. Two separate planar calibration grids
are seen reflected in each mirror. The calibration points used in the experiments
are highlighted in the images: points in grid 1 are marked with a red “"; points
in grid 2 are marked with a green “⊕". In Fig.(a) (spherical mirror), 8× 8 points
were used in each grid. In Fig.(b) (hyperbolic mirror), 15 × 8 points were used
in grid 1 and 9× 10 points were used in grid 2. The vertex point o is marked in
each image with a cyan “∗".
by direct measurement. Then, from an external projective image (capturing all
the grids) the transformations between the mirror frame and the calibration grids
were extracted using the toolbox.
In the spherical mirror setup, the camera was placed so that the auxiliary
mirror grid was directly visible in the test image (alongside the mirror itself), and
the camera/mirror pose was computed, again using [32]. In the hyperbolic mirror
setup, due to the small mirror size and camera alignment, the auxiliary mirror
grid was not directly visible in the image. In this case, we relied on careful camera
placement and measurement to estimate the camera/mirror transformation.
Combining the camera/mirror relative pose with the information from the
external image, the geometry of the scene was fully reconstructed for each setup,
and reference values for the extrinsic parameters (R and T) and mirror position
parameters (d and o) were obtained.
Table 4.2 summarizes the reference values and the estimation error (with
respect to the reference values) obtained for each experiment.
4.3.4 Discussion
The simulation results show that the method described in this chapter allows the
estimation of the calibration parameters with good accuracy. The values of the
estimated parameters remain stable even in the presence of considerable noise
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mirror reference values estimation error
(A,B,C) calib. d o R T d o R T reproj.
Setup [mm] grid [mm] [pix] [Euler ang] [mm] [%] [pix] [Euler ang] norm[%]; ang RMS [pix]
#1 sphere: #1 1164
[
571
386
]  51◦71◦
109◦

−50284
936
 0.8 [−4.93.0
]  2.3◦−1.9◦
−0.2◦
 1.3; 1.9◦ 0.7
#2
 10
3002
 #2
−56◦5◦
−73◦

−680−11
871
 3.0 [−3.31.0
] −1.2◦−3.6◦
0.4◦
 1.4; 0.5◦ 1.1
#3 hyperb.: #1 45
[
401
296
]  90◦0◦
−90◦

 620−398
−24
 0.8 [−4.4−2.7
]  1.9◦−3.6◦
−0.5◦
 0.4; 2.9◦ 0.4
#4
−0.760
−600
 #2
 178◦−1.4◦
−90◦

438536
8
 8.4 [6.67.3
] −3.2◦1.6◦
−3.3◦
 16.0; 9.6◦ 1.5
Table 4.2: Experimental results with real images. For each mirror type two independent calibration grids were used. Mirror parameters
are defined in equation (2.3) of 2.4. The reference values for the calibration parameters were obtained using direct measurement and
Bouguet’s camera calibration toolbox (see text for details). o is the vertex point; d is the distance between camera and mirror; R and T
are the extrinsic rotation and translation, respectively.
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(i.e., when σ = 5 pixels). At first sight, the value of the coordinates of image
point o appears to be the most affected parameter, but the error loses relevance
when compared to the full image resolution (for σ = 5, the position error in o is
less than 2% of the image dimension).
Regarding the comparison with methods designed for central systems, we
focused the analysis on the estimation of the extrinsic parameters as the remaining
parameters differ from our model. Besides the extrinsic parameters, we aim at
the reconstruction of the mirror/camera position while the method of Mei and
Rives uses the spherical camera model [4, 5] and the method of Scaramuzza et.
al uses a radial distortion model for the image. Our method had a performance
similar to the other techniques, especially when assuming that the vertex point
was given a priori. The reprojection error was also presented to provide an overall
evaluation, and all methods provided very similar results.
In the experiments with real images a good estimation of the calibration pa-
rameters was also achieved. We note, however, that in setup #4 (hyperbolic
mirror, grid pattern 2) the estimation of d and T presented larger errors, which
can be explained by the fact that the reflection of the grid pattern occupied a
relatively small area of the mirror surface (see topmost pattern in Fig. 4.5(b)),
making the calibration points more sensitive to noise.
4.4 Final remarks
In the first step of this method, a linear 3D-to-1D projection model is used to
recover the extrinsic parameters, up to one component. After that, the full non-
linear reflection geometry of the mirror surface is taken into consideration, and
the remaining parameters (camera/mirror distance and translation z-component)
are estimated using non-linear optimization.
Experimental results showed the validity of the method and its robustness
in the presence of noise. A comparison was made between our method and
two others commonly used methods designed for central systems. Our method
displayed worse performance, but the overall results are comparable, despite the
fact that we assume a more generic non-central model.
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5
Method III – Estimation of mirror shape
In the previous method, Method II, part of the procedure relied on the assumption
that the mirror shape was known. In this chapter we extend that method and
show how to recover the mirror shape (including its relative position w.r.t. the
camera). We present a general solution, and analyze particular cases that lead
to simplifications.
We assume that the procedure of the previous method has been applied up to
the point where the camera frame is aligned with the mirror axis, the extrinsic ro-
tation R is determined, up to two possible solutions, and the extrinsic translation
components tx and ty are already estimated (review section 4.1). The method
will be focused on determining the unknown parameter tz and the mirror shape
and position.
5.1 Intersecting the image of lines with a circle
Consider a circle in the image, centered at the origin and with radius h. Due
to the axial symmetry of the system, the backprojection surface of this circle,
after reflection on the mirror, is a cone with its vertex on the mirror axis. Thus,
every circular locus centered at the the image origin can be modelled as a central
projection system, with all projection rays intersecting in a single point. This
property has been explored in [2].
Consider Fig. 5.1(a). Let x be the intersection point between the image circle
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(a) (b)
Figure 5.1: Intersecting the image of lines with a circle centered at the origin.
Fig.(a): the image circle of radius h intersects the image of the line at point
x. Fig.(b): the corresponding point Xw on the reference frame of the planar
calibration pattern is obtained from intersecting the line in the pattern with the
linear constraint of equation (5.1). A set of points Xw, obtained from points
on the same image circle h, must belong to a conic curve that corresponds to
the intersection between the backprojection cone of the image circle and the
calibration pattern plane.
h and the image of a line in the scene, belonging to the calibration pattern.
The corresponding coordinates of point x in the reference frame of the planar
calibration pattern are given by Xw ∼
[
Xw Yw 1
]T
(implicit Zw = 0). From
equation (4.5) we have
λ
x
y
 =
r11 r12
r21 r22

︸ ︷︷ ︸
Rp
Xw
Yw
+
tx
ty
 ,
with λ as an unknown scale factor. This equation can be rewritten asXw
Yw
 = λRp−1
x
y
− Rp−1
tx
ty
 . (5.1)
Consider Fig. 5.1(b). Due to the unknown scale factor λ, equation (5.1)
constrains the position of pointXw to a line in the plane of the calibration pattern.
Geometrically, this line corresponds to the intersection of the projection plane
containing x (and defined by the reduced coordinates x¯), and the calibration plane.
The intersection of the line in the pattern (with known position), whose image
contains x, and the line provided by equation (5.1), yields an unique solution for
point Xw.
A set of points Xw, obtained from points on the same image circle h, must all
belong to a conic curve that results from the the intersection of the backprojection
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cone (that corresponds to the image circle), and the plane of the calibration
pattern.
5.2 Obtaining the backprojection cone
(a)
(b)
Figure 5.2: The backprojection cone. Fig.(a): Circle h, belonging to image plane
pi, backprojects to a cone with the same axis as the mirror. The intersection
between mirror and cone is the circle l, belonging to plane pig. The calibration
pattern belongs to plane piw. Fig.(b): The geometry of the reflection of a point
can be analysed on a plane, the projection plane. li and lr are the incident and
reflected rays, respectively, of image point x.
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Consider Fig. 5.2(a). Plane pi is the image plane of the camera, with the circle
of radius h. Point x belongs to the circle. The backprojection cone has its vertex
at the origin of the reference frame XgYgZg. The distance between the reference
frame of the camera and of the cone is g. The intersection between the cone and
the mirror surface is a circle of radius l. This circle belongs to plane pig. Note
that planes pi and pig are parallel. The distance between pig and the cone’s frame
origin is f . Xw is the point on the pattern plane.
The transformation between the pattern frame and the cone frame is given by
a rotation R′ and translation T′, derived from the extrinsinc (pattern to camera)
rotation R and translation T =
[
tx ty tz
]T
:
R′ =

1 0 0
0 −1 0
0 0 −1
R
T′ =
[
tx −ty g − tz
]T
The projective rays that form the cone establish a central projection between
plane pig (seen as the “image plane”) and the pattern plane, and points on both
planes are related by an homography H (more specifically, a perspectivity):
xg ∼ FM︸︷︷︸
H
Xw , (5.2)
with
F =

f 0 0
0 f 0
0 0 1

M =
[
R′ c1 R′ c2 T′
]
,
where R′ c1 and R′ c2 denote the first and second column of R′
Matrix M transforms point Xw in the corresponding 3D point in the reference
frame of the cone: 
Xg
Yg
Zg
 = M

Xw
Yw
1
 .
This point is then projected by matrix F to point xg in plane pig:xg
yg
 = 1
Zg
fXg
fYg
 . (5.3)
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Since point xg belongs to the circle in plane pig, we have that l =
√
x2g + y2g .
By combining this expression with equation (5.3) and defining the variables gtz
.=
g − tZ and fl .= f/l, we get1
gtz︸︷︷︸
g−tz
− fl︸︷︷︸
f/l
√
X2g + Y 2g = −(r′31Xw + r′32Yw) . (5.4)
Variables gtz and fl relate to the backprojection cone corresponding to the
specific image circle of radius h. Each point in that image circle that intersects
a line in the calibration pattern can establish a linear constraint on gtz and fl,
as given in equation (5.4). A minimum of 2 points is required to compute the
variables. If more points on the circle are available, a linear least-squares solution
can be obtained.
After the estimation of gtz , matrix M is fully determined and the transforma-
tion between the reference frames of the pattern and the cone is established. The
relative distance between the camera and the cone is still dependent on the yet
undetermined parameter tz. More importantly, however, is that variable fl com-
pletely defines the shape of the cone, i.e. the slope (or angle) of the backprojection
rays after reflection on the mirror surface.
In appendix C we address the situation of how the constraint of equation (5.4)
can be use to estimate gtz and fl when multiple images are available and multiple
image circles are intersected with multiple lines of the calibration pattern. The
procedure follows naturally from the concepts expressed in this section.
5.3 Reflection points on the mirror surface and
corresponding normal vector
Consider Fig. 5.2(b). Since the mirror is rotationally symmetric, the geometry of
the reflection can be analyzed entirely on the projection plane piproj. A 3D point
in the reference frame of the camera, XY Z, has 2D coordinates in the projection
plane frame, x′z, given by
x′ =
√
X2 + Y 2
z = Z
li is the backprojection ray between the pinhole camera and the mirror (inci-
1This result requires that f/Zg > 0, which is verified given the geometry of the reflection on
the mirror surface. Point
[
Xg Yg Zg
]T belongs to a ray starting at the vertex of the cone
and pointing towards the camera if f > 0, or away from the camera if f < 0 (please review
Fig. 5.2(a)). Thus, if f > 0 then Zg > 0, and if f < 0 then Zg < 0, so that f/Zg > 0.
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dent ray), while lr is the ray after reflection on the mirror surface (reflected ray),
belonging to the backprojection cone. We have that
li ∼

0
0
1
×

h
1
1
 =

−1
h
0
 (5.5)
lr ∼

0
g
1
×

l
g − f
1
 =

f
l
−gl
 .
Since both rays intersect at the reflection point on the surface of the mirror,
xs, we can write
xs ∼ li × lr ∼

glh
gl
l + fh

After simple manipulations, the inhomogeneous coordinates of xs are given by
x˜s =
tz + gtz
hfl + 1
h
1
 (5.6)
Note that equation (5.6) expresses the coordinates of point xs as a function of
the unknown parameter tz.
We note that the derivation of a point xs corresponds, geometrically, to the
intersection of the projection ray of the image point x with the backprojection
cone defined by fl and gtz.
Let vi and vr represent the direction2 of rays li and lr. We have
vi ∼

h
1
0

vr ∼

l
−f
0
 ∼

1
−fl
0
 .
At point xs, the direction of the normal vector to the mirror surface, n, is
determined by the law of reflection: vi, vr and n are coplanar, and the angle
2It should be noted that a homogeneous vector with zero as the last coordinate represents
an ideal point at infinity, and can be interpreted as a direction [44].
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Figure 5.3: Reconstruction of the mirror shape. Blue lines represent reflected
rays, while red lines represent incident rays (incident rays belong to the backpro-
jection cones of each image circle). Each image circle provides “sample” points xs
on the mirror surface (using equation (5.6)). However, the mirror shape can only
be reconstructed as a function of the unknown parameter tz. Thus, to uniquely
reconstruct the mirror, additional constraints must be used.
between vi and n is equal to the angle between vr and n. Thus, we can write
n ∼ vr‖vr‖ −
vi
‖vi‖ .
After simple manipulations, we get
n ∼

nx′
nz
0
 =

− h√
h2+1 +
1√
f2
l
+1
− 1√
h2+1 − fl√f2
l
+1
0
 . (5.7)
The normal n is fully determined given the radius of the image circle, h, and the
previously computed variable fl.
5.4 Constraints on the mirror shape and tz
Each point x in an image circle h corresponds to a point xs on the surface of the
mirror, given by equation (5.6) as a function of the unknown extrinsic parameter
tz. As a consequence, each circle in the image provides a “sample” of the mirror
surface, and its profile can be recovered if enough “samples” are available, but
only as a function of the unknown variable tz. To provide insight, Fig. 5.3 shows
how, from the same set of image circles, different values of tz provide different
points xs (using (5.6)), resulting in different solutions for the mirror shape.
To determine a unique solution for the mirror shape, and, thus, also obtain
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the value of tz, we will use the additional constraint that the surface normals
must comply with the law of reflection.
From now on, we will assume a mirror with a conic section. This has ob-
vious practical interest since it includes the commonly used spherical, ellipsoid,
parabolic and hyperbolic mirrors (concave or convex). A brief discussion on the
use of our method with more general mirror shapes will be presented in section 5.8.
Under this assumption, and given the mirror axial symmetry, the mirror sur-
face is described, in the camera’s reference frame x′z, by three parameters A, B
and C (same model as in [16], previously introduced in section 2.4):
Az2 + x′2 +Bz = C . (5.8)
It should be noted that equation (5.8) describes both the mirror shape and its
position in the camera frame.
The surface normal direction is given by vector
n ∼

x′
Az +B/2
0
 (5.9)
For a given point xs on the surface of the mirror, the normal vector must be equal
(up to scale) to the direction, previously obtained from the law of reflection. Thus,
from combining (5.6) and (5.9), we get
 tz+gtzhfl+1 h
tz+gtz
hfl+1 A+B/2
 ∼
nx′
nz
 , (5.10)
where nx′ and nz are given in (5.7). By eliminating the unknown scale factor,
equation (5.10) yields
A tz + (gtz)︸ ︷︷ ︸
ka
A+ (hfl + 12 )︸ ︷︷ ︸
kb
B + (−hnz
nx′
)︸ ︷︷ ︸
kc
tz + (−gtzhnz
nx′
)︸ ︷︷ ︸
kd
= 0 . (5.11)
Equation (5.11) establishes a polynomial that constrains variables A, B and tz.
The coefficients ka, kb, kc, and kd are a function, ultimately, of the image circle h
used to intersect the image of the calibration grid.
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5.5 Recovering the mirror shape and tz
Each image circle h provides a constraint on the mirror parameters A and B, and
on variable tz, as shown in equation (5.11). In this section, we will describe how
to obtain the unknown variables, and discuss the minimum number of constraints
(i.e. image circles) that are required. After the estimation of A, B and tz, the
remaining mirror parameter C is obtained from equation (5.8) using just one
known point on the mirror surface xs (given by equation (5.6)). If more points
are available (possibly corrupted with noise), an average value for C can be
computed.
First, we will discuss the case of a mirror with a general conic section. Later,
we will consider some particular cases that lead to simpler and linear solutions
on A, B and tz. We discuss the cases where the mirror type is known, a priori,
to be a sphere or a parabola, the case of a central catadioptric system, and the
case of using a orthographic camera.
5.6 General solution
We will now expand the notation to account for several image circles intersecting
the calibration pattern. Let hi denote the radius of the i-th image circle. The
coefficients of equation (5.11) derived from circle hi are denoted by kia, kib, kic, and
kid.
For each image circle hi, equation (5.11) establishes a surface B = Fi(A, tz)
in the variable-space of A, tz and B, with
Fi(A, tz) = − 1
kib
A tz − k
i
a
kib
A− k
i
c
kib
tz − k
i
d
kib
.
The intersection of two surfaces, say i and j, produces a curve in the variable-
space of A and tz given by fij(A, tz) = 0, where
fij(A, tz) = Fi(A, tz)− Fj(A, tz)
= kije A tz + k
ij
f A+ kijg tz + k
ij
h , (5.12)
with
kije =
1
kjb
− 1
kib
; kijf =
kja
kjb
− k
i
a
kib
;
kijg =
kjc
kjb
− k
i
c
kib
; kijh =
kjd
kjb
− k
i
d
kib
.
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Consider, now, that from 3 image circles, hi, hj, and hk, two curves were
obtained, fij(A, tz) = 0 and fik(A, tz) = 0. The intersection point, or points, of
these curves provide the solutions for A and tz. We now describe the procedure to
obtain the intersection of the curves. First, the monomial “A tz” can be eliminated
by substitution between fij = 0 and fik = 0, resulting in a linear constraint on A
and tz: kikf − kike kijf
kije
 A+ (kikg − kike kijg
kije
)
tz
+
(
kikh − kike
kijh
kije
)
= 0 . (5.13)
Substituting equation (5.13) in fij = 0 results in
(
kike k
ij
g − kije kikg
)
t2z
+
(
kikf k
ij
g − kijf kikg + kike kijh − kije kikh
)
tz
+
(
kikf k
ij
h − kijf kikh
)
= 0 (5.14)
Equation (5.14) yields two solutions for tz. Substitution on (5.13) provides the
corresponding values for A. Finally, using the solutions for A and tz, parameter B
is obtained from (5.11). Note that C can be recovered as described in section 5.5.
Thus, we get two sets of solutions for (A,B,C, tz). Interestingly, it can be verified
that one solution corresponds to a convex mirror placed in front of the camera
(in practice, the real solution), while the other corresponds to a concave mirror
behind the camera (non feasible, in practice).
5.6.1 Final optimization
The procedure described provides a minimal solution from 3 image circles (in
a single image). This can then be used as an initial estimate in a non-linear
optimization that refines the solution for (A,B,C, tz) using all circles and corre-
sponding intersection points.
We also take into consideration the possibility of using more than one image.
As stated in section 5.2 and appendix C, we will consider that the set of image
circles has the same radii across all images. Recall also that while tz changes
from image to image, the mirror parameters A, B and C remain constant.
Due to noise, the equations derived above will provide slightly different so-
lutions for (A,B,C) in each independent image. The non-linear optimization
procedure can be repeated for all possible initial estimates until the best solution
is obtained.
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We propose the minimization of 3 distinct error functions. All functions have
an intuitive and geometric meaning:
• Error function e1: This function serves to “fit” the mirror surface to the
reconstructed set of points on the surface xs. Specifically, this function
returns the RMS geometric distance between the set of points xs and the
estimated mirror conic surface (defined by A, B and C).
• Error function e2: Since the same set of image circles is used, the estimated
set of points xs should coincide across all images. This function returns the
RMS distance between each point xs and the corresponding average across
all images. Since the expression of xs is a function of tz, this function helps
refine the estimate of tz for each individual image.
• Error function e3: For each image, the calibration (point) pattern is re-
constructed in 3D space using the partial extrinsic parameters R, tx and ty
and the estimated mirror shape (A,B,C). Errors in the estimated param-
eters will cause the reconstructed pattern to diverge from the original form
(including becoming non-planar). This function returns the RMS distance
between each point of the original and of the reconstructed pattern. The re-
construction procedure was described in chapter 4 (regarding Method III),
specifically in section 4.2.1.
The final estimate is obtained by minimizing
min
A,B,C,t
(1)
z ,t
(2)
z ,...
(w1 e1 + w2 e2 + w3 e3) ,
where t(i)z denotes the tz parameter corresponding to the i-th image, and w1, w2
and w3 are scalars that weight the error functions. After experimentation, we
have found that good results can be achieved with w1 = 1, w2 = 1 and w3 = 2.
5.7 Special cases
We now discuss the application of the framework to some special cases.
5.7.1 Spherical and parabolic mirrors
Consider an application where, although the mirror shape is not fully determined,
the mirror type is known a priori to be a sphere or a parabola (e.g. the mirror is
a sphere but with unknown radius and at an unknown distance to the camera).
In this situation we have that A = 1 and A = 0, for the spherical and parabolic
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mirror, respectively, and equation (5.11) becomes a linear constraint on B and tz.
A solution can be obtained using a minimum of 2 image circles. If more circles
are available, a linear least squares solution can be recovered.
5.7.2 Central catadioptric projection
In the particular case of a central projection system, variable gtz will be constant
for every image circle, i.e., for every polynomial obtained from equation (5.11).
This property can be known a priori or identified after the estimation of the set
of gtz variables. In practice, and to deal with noise, a deviation threshold can be
establish to determine if the set of gtz variables are approximately constant.
If gtz is constant across all polynomials, equation (5.11) simplifies to
A (gtz + tz)︸ ︷︷ ︸
g
+kbB + kc (gtz + tz)︸ ︷︷ ︸
g
= 0 .
Making the variable substitution B′ .= B/g, we get
A+ kbB′ + kc = 0 . (5.15)
Given the linear constraint of (5.15), a minimum of two image circles are needed
to estimate A and B′.
It can be seen that only the mirror parameter A can be fully recovered. The
remaining parameters are a function of the unknown distance between the camera
and the catadioptric center of projection, g, and are given by B = B′g, tz = g−gtz
and, C can be obtained from (5.8).
It should be noted that, although the real mirror shape and camera/mirror
distance cannot be fully recovered, any arbitrary value assigned to g results in
a valid model for the system. This model may differ from the real one in term
of the physical characteristics, but it will be an equivalent projection model, i.e.
any world point is projected to the same image position.
5.7.3 Orthographic camera
We now address the special case of a camera with an orthographic projection
model (e.g. a camera with a telecentric lens). This type of camera is used, for
example, in para-catadioptric systems, that achieve central projection using a
parabolic mirror and an orthographic camera.
Considering an orthographic projection, the backprojection ray from the cam-
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era to the mirror (incident ray) of equation (5.5) is changed to
li ∼

h
0
1
×

h
1
1
 =

−1
0
h
 ,
with the respective direction vector given by
vi ∼

0
1
0
 .
Thus, the expression of equation (5.6) for the reflection point on the surface of
the mirror becomes
x˜s =
 h
tz + gtz − hfl
 ,
and the expression for the normal vector of equation 5.7 becomes
n ∼

nx′
nz
0
 =

1√
f2
l
+1
−fl√
f2
l
+1
− 1
0
 .
Finally, the polynomial of equation (5.11) is rewritten as
A tz +
1
2B︸ ︷︷ ︸
B′
+ (gtz − hfl)A+ (−
hnz
nx′
) = 0 . (5.16)
It can be seen, by making the variable substitution B′ .= Atz + B/2, that
equation (5.16) constrains only A and B′, and that tz and B can not be indepen-
dently recovered. This is, of course, an intuitive result, because the position of
an object along the principal axis (z-axis) of an orthographic camera can not be
determined from image information.
Since it is not possible to recover tz, we can assume tz = 0 and recover the
mirror parameters from equation (5.16), which becomes a linear constraint in A
and B. A minimum of 2 image circles is required. As before, the remaining
mirror parameter C is obtained from eq (5.8).
The mirror shape is, thus, fully reconstructed by assuming tz = 0. Different
values of tz would produce the same shape but with a translation along the z-axis.
The mirror/camera relative distance and the value of the extrinsic parameter tz
can not be recovered.
61
Chapter 5. Method III
It should be noted that for a para-catadioptric system, we have A = 0
(parabolic mirror), and (5.16) can be solved only for B (only one image cir-
cle is necessary). From (5.8) we can derive that the Lactus Rectum of the mirror
equals −B.
5.8 Discussion
We now discuss some issues left unaddressed in the previous sections.
5.8.1 Ambiguity in R
As mentioned in section 4.1.4, the estimation of the extrinsic rotation R is only
achievable up to two possible solutions. To resolve the ambiguity both solutions
can be carried over to the next step in the algorithm. By finding the estimated
(A,B,C, tz) corresponding to each candidate R, the chosen solution is the one
that minimizes the error function described in section 5.6.1.
5.8.2 Degenerate images of lines
In special cases, the image of a line may be degenerate and the methods described
become unfeasible or poorly conditioned. In an axial catadioptric system, the
degenerate images of 3D line are [46,47]:
• a point, when the line coincides with the symmetry axis of the mirror. This
situation is easily avoided, as it would imply that the calibration pattern
would be placed directly in front of the camera, which would be impractical
anyway due to occlusion problem.
• a line, when the 3D line belongs to a projection plane, i.e. intercepts the
symmetry axis in one point. The 3D line is imaged as a radial line, passing
through the vertex point o. In this situation the linear constraint on point
Xw (review Fig. 5.1(b)) becomes coincident with the line in the calibration
pattern, and a unique interception point can not be obtained.
• a circle. Although the backprojection surface of a image circle is a cone,
given a particular radius (depending on mirror shape and distance to cam-
era) this cone can degenerate to a plane (i.e. variable fl becomes zero).
Thus, any 3D line in that plane is imaged as the circle. In this situation a
interception point between the image circle and the image of the line can
not be obtained.
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The last two cases require some attention when placing the calibration pattern.
Any line in the pattern that approaches these special configurations should not
be used in the method as it will provide poorly conditioned results. It is, however,
relatively simple to detect and avoid these situations by visual inspection of the
image.
5.8.3 General mirror shape (non conic)
The development of our method has assumed a conical profile for the mirror
shape. It is a simple model but with great practical interest. Our framework
can, however be applied to more general mirror shapes. As described, each image
circle provides a “sample” of the mirror by estimating points on its surface (xs).
A general model for the mirror shape could, conceivably, be fitted to these points
(e.g. splines), although the sensitivity to noise would increase with the complexity
of the model.
5.9 Experimental results
In this section we show experimental results obtained from simulation. First, we
present a non-central setup, with a spherical mirror, and evaluate the performance
of the method in the presence of noise. Results obtained from a similar, but real
setup, are deferred to section 6.4 of the next chapter, to provide a comparison
to Method IV. In a second simulation, we consider a central paracatadioptric
system and evaluate the performance of the method when compared to standard
toolboxes.
Please note that the representation of matrices by the corresponding Euler
angles, and the definition of the rotation and translation errors follow the same
expressions presented in the first paragraphs of section 4.3. The methods were im-
plemented using Matlab. The built-in function fminsearch was used to perform
the non-linear optimizations.
5.9.1 Simulations
We now present simulation results considering a non-central system with a pinhole
camera and a spherical mirror. Four simulated images (resolution 2000 × 2000
pix.) of a 10× 10 point planar grid placed around the mirror were generated. 20
image circles were used to intersect the image of the lines in the pattern. Gaussian
noise of zero mean and standard deviation σ was then added to the position of
every calibration point in the image, before inputting them to the algorithm.
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Figure 5.4: Simulation results. Simulation of a non-central system with a pin-
hole camera and a spherical mirror. Gaussian noise of zero mean and standard
deviation σ was added to the position every calibration point in the image. The
results were computed from repeated simulations. Fig.(a) shows the “surface dis-
tance error” (distance between the surface of the estimated and the ground truth
mirror), that measures the quality of the estimation of the mirror shape and po-
sition (see text for details). Fig.(b) shows the error in the extrinsic parameter
tz. Fig.(c) shows the error obtained from reprojecting the grid pattern using the
estimated system parameters.
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Fig. 5.4 shows the results obtained for different noise levels, and from repeated
simulations. It presents the errors in estimating the mirror shape and position,
the error in the extrinsic parameter tz, and the reprojection error (obtained from
reprojecting the grid pattern using the estimated system parameters).
To provide a more intuitive analysis of the error in the estimation of the mirror
shape, rather than presenting the mirror parameters A, B and C (equation 5.8),
we show a “surface distance error”, that represents the geometric distance between
the mirror surface of the estimated mirror and the ground truth mirror, computed
at the reflection points of the grid pattern. It provides a measure of how well
the estimated mirror “fits” the ground truth mirror in terms of shape, but also
of position.
It can be seen that the mirror surface estimation error is relatively small, but
that the estimation of the parameter tz is very sensitive to noise. Despite the
error in tz, the reprojection error is not greatly affected, showing that the overall
system calibration “fits” the images of the grid pattern used as input.
5.9.2 Central paracatadioptric system – comparison with
other methods
We now consider the case of a central paracatadioptric system (parabolic mir-
ror, orthographic camera). As addressed in section 5.7, the a priori information
that the system is central, that the mirror is parabolic, and that the camera is
orthographic, allows for some simplification of the estimation problem.
Using a simulated setup, we compared the performance of our algorithm with
two widely used methods from Sacaramuzza et al. [51,52], and Mei and Rives [10],
both available as OpenSource toolboxes [38,39]. A review and comparison of these
two methods and other calibration techniques (focusing on central systems) can
be found in [13].
We consider a parabolic mirror (parameters [mm] A = 0; B = −66.8; C = 0,
i.e., Lactus Rectum= 66.8mm) and an orthographic camera with a resolution of
1000× 1000 pixels. A total of 6 images are generated from a 9× 10 point planar
grid placed around the mirror in different positions. Gaussian noise of zero mean
and 2 pixels standard deviation is added to the image position of each point.
The toolboxes were modified to use the simulated image points directly, without
applying the built-in image processing functions.
A comparison of the estimated extrinsic parameters, R and T, and of the
reprojection error is presented in Fig. 5.5. The reprojection error is obtained by
reprojecting every image point using the reconstructed system model (i.e. using
the estimated extrisinc and mirror shape parameters). Although not necessary
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Figure 5.5: Comparison with Scaramuzza and Mei toolboxes using a paracata-
dioptric system. Fig.(a) and (b) show the error in the estimation of the extrinsic
rotation and translation, respectively. Note that θx, θy and θz are the euler an-
gles of the rotation error (please review the beginning of the section for details).
Fig.(c) shows the reprojection error. Results obtained from a simulated setup
with 6 calibration images (with added noise).
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for the computation of the reprojection error, to evaluate the recovery of the
mirror shape and of the translation component tz, the ground truth value of the
camera/mirror distance must be used (please review section 5.7.2).
Our algorithm produced valid results, although with some error in the recon-
struction of the mirror shape. The estimated Lactus Rectum was 60.8mm, which
corresponds to a 9% error relative to the ground truth. This performance can-
not be compared to the other methods, because they do not estimate the mirror
parameters.
Our method produced the highest translation angle error, mainly due to the
error in the estimated translation component tz. The reprojection error was also
the highest of the three methods, although the difference was not very significant,
which implies that the reconstructed model is well adjusted to the calibration
points.
5.10 Final remarks
The method presented in this chapter was based on the intersection of image
circles with the images of lines in a calibration pattern. We showed how points
on the surface of the mirror, up to an undetermined translation z-component,
could be reconstructed. Using these points and additional constraints regarding
the mirror shape and the law of reflection, the mirror shape parameters were
obtained, as well as the unknown translation component.
In the next chapter, an alternative method is presented, specifically for spher-
ical mirrors, based on fitting curves to the image of lines. We present further
experimental results, with real images, and compare both methods (Method III
and IV) in section 6.4 of the next chapter.
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6
Method IV – Estimation of mirror shape
by fitting curves to the images of lines
(spherical mirror)
In this chapter we focus on the particular case of spherical mirrors, and present an
alternative method to Method III (previous chapter). We show how to estimate
the mirror shape (radius and distance to camera) and the undetermined extrinsic
translation z-component. The reconstruction will be achieved by applying curve-
fitting to the image of a set of parallel lines in a planar calibration pattern.
In a spherical catadioptric system, the image of a 3D line is a quartic curve [16]
that can be expressed in terms of mirror shape and the extrinsic parameters. This
quartic curve equation will be used to derive a 6-degree polynomial constraint on
the geometric variables of the system. We will show how to obtain a minimal
solution from 9 image points belonging to one or more of the parallel lines in
the pattern, followed by a non-linear optimization (using all the available points)
to refine the estimation. This optimization will consist on the fitting of quartic
curves to the image points.
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6.1 Polynomial constraint on the geometric vari-
ables of the system
Let d denote the distance between the camera center and the mirror center. Also,
let r denote the radius of the mirror. Consider that the planar calibration pattern
is composed from a set of lines parallel to the Y -axis of the pattern’s reference
frame1, each line at a distance k from the origin. The Plücker coordinates [44,68]
of a line in the pattern are given, in the camera frame, by
L = (A−B;A×B) , (6.1)
where A and B are two points in the line, function of k and of the extrinsic
parameters:
A = R

k
0
0
+T ; B = R

k
1
0
+T .
It has been shown in [16] that in a spherical catadioptric system the image of
a line is modelled by a quartic curve. In that paper, the expression of the quartic
curve was deduced as a function of the Plücker coordinates of the line in 3D space
and of the mirror radius and position.
We applied equation (6.1) to the expression of the quartic, and rewrote the
resulting equation as a function of the unknown variables d, r and tz. By defining
tzd
.= tz − d ,
and after some simplification, we can obtain a constraint of the type
f(d, r, tzd) = 0 , (6.2)
where f is a polynomial on the variables d, r and tzd, of degree 6 and with 14
monomials with non-zero coefficients. For reference, Table 6.1 shows the non-zero
coefficients and their expression.
6.2 Minimal solution
The coefficients of the polynomial are computed as a function of the partial
extrinsics (R, tx, ty), the position of the line in the calibration parttern (k), and
1It should be noted that the assumption that the lines are parallel to the Y -axis of the
coordinate frame does not result in a loss of generality, as an additional rotation can be applied
to the frame to allow for generic orientation.
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Monomial Coefficient (C)
d4t2zd 4(r22x− r12y)2(x2 + y2)
d3r2tzd 4(r22x− r12y)2(x2 + y2)
d2r4 (r22x− r12y)2(1 + x2 + y2)
d2r2t2zd −4(r22x− r12y)2(1 + x2 + y2)
dr4tzd −2(r22x− r12y)2(1 + x2 + y2)
r4t2zd (r22x− r12y)2(1 + x2 + y2)
d4tzd 8(r22x− r12y)(x2 + y2)(k(r22r31x− r21r32x− r12r31y + r11r32y) + r32((−ty)x+ txy))
d3r2 4(r22x− r12y)(x2 + y2)((−r22)tx + r12ty − r32tyx+ r32txy
+k((−r11)r22 + r22r31x− r21r32x+ r11r32y + r12(r21 − r31y)))
d2r2tzd −8(r22x− r12y)(1 + x2 + y2)(k(r22r31x− r21r32x− r12r31y + r11r32y)
+r32(txy − tyx))
dr4 2(r22x− r12y)(1 + x2 + y2)(r22tx − r12ty + r32tyx− r32txy
+k((−r12)r21 + r11r22 − r22r31x+ r21r32x+ r12r31y − r11r32y))
r4tzd 2(r22x− r12y)(1 + x2 + y2)((−r22)tx + r12ty − r32tyx+ r32txy
+k((−r11)r22 + r22r31x− r21r32x+ r11r32y + r12(r21 − r31y)))
d4 4(x2 + y2)(r212t2yx2 + r232t2yx2 − 2r232txtyxy + r232t2xy2 + r212t2yy2 + r222t2x(x2 + y2)
−2r12r22txty(x2 + y2) + 2k(r32((−r22)r31 + r21r32)x(tyx− txy) + r212r21ty(x2 + y2)
+r11(r232y((−ty)x+ txy) + r222tx(x2 + y2))− r12(r31r32y((−ty)x+ txy)
+r21r22tx(x2 + y2) + r11r22ty(x2 + y2))) + k2((r22r31 − r21r32)2x2
+2r11r32(r22r31 − r21r32)xy + r212(r231y2 + r221(x2 + y2)) + r211(r232y2 + r222(x2 + y2))
−2r12(r31(r22r31 − r21r32)xy + r11(r31r32y2 + r21r22(x2 + y2)))))
d2r2 −4(1 + x2 + y2)(r212t2yx2 + r232t2yx2 − 2r232txtyxy + r232t2xy2 + r212t2yy2
+r222t2x(x2 + y2)− 2r12r22txty(x2 + y2) + 2k(r32((−r22)r31 + r21r32)x(tyx− txy)
+r212r21ty(x2 + y2) + r11(r232y((−ty)x+ txy) + r222tx(x2 + y2))− r12(r31r32y((−ty)x+ txy)
+r21r22tx(x2 + y2) + r11r22ty(x2 + y2))) + k2((r22r31 − r21r32)2x2
+2r11r32(r22r31 − r21r32)xy + r212(r231y2 + r221(x2 + y2)) + r211(r232y2 + r222(x2 + y2))
−2r12(r31(r22r31 − r21r32)xy + r11(r31r32y2 + r21r22(x2 + y2)))))
r4 (1 + x2 + y2)((−r22)tx + r12ty − r32tyx+ r32txy+
k((−r11)r22 + r22r31x− r21r32x+ r11r32y + r12(r21 − r31y)))2
Table 6.1: Expression of non-zero coefficients and corresponding monomials of the 6th order poly-
nomial of equation (6.2). The coefficients are a function of the coordinates (x, y) of an image point
belonging to the image of the line, of the extrinsic parameters R and T, and of the distance k be-
tween the line and the origin of the pattern frame. The monomials are listed in graded lexicographic
order.
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of an image point (x, y) belonging to the imaged line. Using different image
points (that can belong to the same or to distinct lines) a set of polynomials can
be obtained that constrains variables d, r and tzd.
We will now show how to apply a polynomial eigenvalue solver, based on the
method described in [69, 70] to obtain a minimal solution from 9 image points,
i.e. from 9 polynomials.
The set of polynomials is represented by
C(d) v = 0 . (6.3)
v is a vector of monomials of the variables r and tzd:
v =
[
r4t2zd r
4tzd r
4 r2t2zd r
2tzd r
2 t2zd tzd 1
]T
.
Matrix C is a function of variable d:
C(d) = d4C4 + d3C3 + d2C2 + d1C1 + C0
where C0, . . . ,C4 are 9× 9 matrices given by
C4 =

0 0 0 0 0 0 C(1)4,0,2 C
(1)
4,0,1 C
(1)
4,0,0
... ... ... ... ... ... ... ... ...
0 0 0 0 0 0 C(9)4,0,2 C
(9)
4,0,1 C
(9)
4,0,0

C3 =

0 0 0 0 C(1)3,2,1 C
(1)
3,2,0 0 0 0
... ... ... ... ... ... ... ... ...
0 0 0 0 C(9)3,2,1 C
(9)
3,2,0 0 0 0

C2 =

0 0 C(1)2,4,0 C
(1)
2,2,2 C
(1)
2,2,1 C
(1)
2,2,0 0 0 0
... ... ... ... ... ... ... ... ...
0 0 C(9)2,4,0 C
(9)
2,2,2 C
(9)
2,2,1 C
(9)
2,2,0 0 0 0

C1 =

0 C(1)1,4,1 C
(1)
1,4,0 0 0 0 0 0 0
... ... ... ... ... ... ... ... ...
0 C(9)1,4,1 C
(9)
1,4,0 0 0 0 0 0 0

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C0 =

C
(1)
0,4,2 C
(1)
0,4,1 C
(1)
0,4,0 0 0 0 0 0 0
... ... ... ... ... ... ... ... ...
C
(9)
0,4,2 C
(9)
0,4,1 C
(9)
0,4,0 0 0 0 0 0 0

with C(i)l,m,n denoting the coefficient of the monomial dl rm tnzd (see Table 6.1)
corresponding to the i-th polynomial in the set (i = 1 . . . 9).
By defining
A =

0 I 0 0
0 0 I 0
0 0 0 I
−C0 −C1 −C2 −C3

B =

I 0 0 0
0 I 0 0
0 0 I 0
0 0 0 C4

y =
[
v dv · · · d3v
]T
equation (6.3) can then be rewritten as the standard Generalized Eigenvalue
Problem [70]:
A y = d B y . (6.4)
Solving equation (6.4) may result in more than one real solution for the tuple
{d > 0; r > 0; tzd}. The non-linear optimization may simply be repeated for
all the admissible solutions as initial estimates, to check if a better solution is
achieved.
6.3 Final optimization
The minimal solution serves as an initial estimate for a non-linear optimization
procedure that refines the solution, and that we will now describe. All available
image points, belonging to known lines in the calibration pattern, are used in this
step.
The minimization consists on fitting a quartic curve to the set image points
of belonging to the lines in the pattern, and can be expressed as
min
d,r,tzd
∑
i
dist⊥
(
x(i),Q(d, r, tzd)
)2
, (6.5)
with dist⊥ denoting the geometric distance between the i-th image point x(i) and
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Figure 6.1: In a spherical catadioptric system a line is imaged as a quartic curve.
In general, the intersection of the quartic with a line passing through point o (the
vertex point) results in four real solutions.
quartic Q.
Using the geometric distance as the minimization criterion has been shown to
produce better results in this type of curve fitting problem than the simpler al-
gebraic distance [71]. However, computing the point-to-curve geometric distance
generally requires an iterative optimization procedure.
We propose the following procedure to estimate dist⊥ (x,Q):
• First, intersect the line defined by x and o (the vertex point) with the
quartic Q. The quartic (reflected image of a 3D line) will, in general2,
have the “shape” shown in Fig 6.1 (see, also, [16]). Intersection with a line
passing trough the vertex point generates 4 real solutions, which are easy
to find analytically.
• From the 4 solutions, chose the point closest to x. This will be the initial
estimate. Refine this initial estimate by a non-linear optimization procedure
that minimizes the distance to point x, subject to the fact that the solution
must belong to quartic Q.
• Finally, compute the geometric distance between x and its closest point on
the quartic.
6.4 Experimental results
We now present experimental results regarding Method III (chapter 5) and Method
IV (this chapter). The methods were implemented using Matlab. The built-in
function fminsearch was used to perform the non-linear optimizations.
2If the 3D line belongs to a projetion plane, i.e., is coplanar with the mirror axis, then the
quartic is degenerate and the image of the line is also a line passing trough the vertex point. As
previously mentioned (section 5.8), we consider that the calibration pattern is aligned in such
a way as to avoid that configuration.
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Parameter Reference Estimated Absolute Relative
value [mm] value [mm] error [mm] error [%]
d 1054 1000 54 5%
r 300 284 16 5%
tz 644 603 41 6%
Table 6.2: Results of the estimation of the spherical mirror position and shape, d
and r, and the extrinsic parameter tz using the method of quartic curve fitting.
The reference values of d and tz were obtained using Method II (chapter 4).
6.4.1 Real images
We now present results obtained with real images. We used two images of a planar
checkered grid (12×12 points) reflected from a spherical mirror (radius= 300mm).
20 image circles were used to intersect the image of the lines in the pattern.
Fig.6.2(a) shows one of the images used, with the image circles overlaid.
Method II, of chapter 4, was used (given the mirror radius) to obtain the
reference values to which our results are compared. Method III (chapter 5) was
applied with and without the a priori assumption that the mirror was a sphere.
We also applied the quartic fitting algorithm of Method IV (this chapter). The
results obtained from both methods are shown in Fig. 6.3.
As in the simulations of section 5.9.1, the results show the error in estimating
the mirror surface, the extrinsic parameter tz, and the reprojection of the points
of the grid pattern. Fig. 6.3(a) explicitly shows the estimated mirror shape ob-
tained before and after the non-linear optimization procedure of section 5.6.1 (the
“initial” and “final estimation”, respectively), the estimation with the a priori as-
sumption that the mirror was a sphere (see section 5.7.1), and the estimation
obtained from the quartic fitting method.
Fig.6.2(b) shows the 12 quartics that were fitted using Method IV. Table 6.2
shows the estimation of the spherical mirror position and shape, d and r, and the
extrinsic parameter tz produced by this method.
From what was presented above, it can be seen that Method III can produce
good results with real world images. Method IV, although also shown to produce
valid results, had an inferior performance.
6.5 Final remarks
The method described in this chapter presented an alternative to method III, es-
timating the mirror shape and the unknown translation component tz in spherical
catadioptric systems. It was shown to produce valid results, in experiments with
real images, but it had an inferior performance than method III. The procedure of
fitting quartic curves to the image of lines results in polynomial constraints with
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high degree (degree 6), which is an important factor in the method’s sensitivity
to noise and consequent degraded estimation.
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(a)
(b)
Figure 6.2: Experiments with real images in a spherical catadioptric system.
Fig.(a): One of the two images used in the experiment. Overlaid in the image are
the 20 image circles (in red) used to intersect the image of the lines in the pattern
(in green). Fig.(b): Fitting quartics to the image of lines. A total of 12 quartic
curves were fitted to the same number of lines in the image of the checkered grid.
The quartics are represented in different colors to facilitate visualization.
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Figure 6.3: Results obtained using real images. Fig.(a) shows the reconstructed
mirror with and without the a priori assumption that the mirror is spherical, and
using the quartic curve fitting method. Fig.(b), (c) and (d) show, respectively,
the error in estimating the mirror surface, the extrinsic parameter tz, and the
reprojection of the points of the grid pattern. Please see text for further details.
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7
Method V – 3D line reconstruction from
a single image
In this chapter we present a method to reconstruct the localization of lines from a
single image, acquired from a non-central axial catadioptric system. As discussed
in section 1.2.5, the reconstruction is possible because the backprojection of the
image of a line in a non-central system corresponds to a non-planar surface [46–
50].
We assume that the system is fully calibrated, so that each image point corre-
sponds to a known viewing ray in space. The method uses the images of 3 points
on a space line, and requires the knowledge of the ratio of distances between those
3 points. In structured environments, the distance ratio can be determined, for
example, from repetitive architectural features like windows, light fixtures, tiles,
etc.
By using the cross-ratio as an invariant in our image formation geometry, we
obtain a constraint on the line direction, and determine its localization through
non-linear optimization of a single variable function. All the points on the image
contour of the line can be integrated in the non-linear optimization to reduce the
effect of noise. We also show how additional information about the scene can be
used to improve the reconstruction.
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Figure 7.1: Axial catadioptric geometry. Fig.(a): Points A, B, C and D belong
to the 3D line; Point A′ is the orthographic projection of A; SA is the reflection
point on the surface of the mirror; a is the reflected image point. Fig.(b) and (c):
Cross-ratio relations between image points. In Fig.(c), point D′ is considered to
be at infinity. L′ is the orthographic projection of the 3D line. Line l′ is parallel
to L′.
7.1 Establishing a constraint on the 3D line di-
rection
Fig. 7.1(a) reviews the geometric properties of axial catadioptric model that were
discussed in chapter 2. Let C be the camera’s optical center and o the principal
point of the image (image center). LetA, B, C andD be four 3D points belonging
to a space line. Point a is the reflected image of A. Point SA is the reflection
point on the surface of the mirror. The incident and reflected rays, points A, SA
and a, and the mirror axis, all belong belong to the same projection plane.
Since the camera principal axis (z-axis) is aligned with the mirror axis, the
orthographic projection of point A in the image plane, denoted by A′, is also
on the same projection plane. Thus, in the image, the principal point o, the
orthographic projection A′, and the reflected image a are collinear. Fig. 7.1(b)
shows this relation for the four image points. Since the cross-ratio is invariant
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under an orthographic projection we can write
{o; abcd} = {A′B′C′D′} = {ABCD} . (7.1)
Consider Fig. 7.1(c), where L′ is the orthographic projection of the space line
and l′ is the image line joining points o and d. If point D is considered to be
at infinity, D → ∞, then l′ becomes parallel to L′, and its direction can be
obtained from equation (7.1), given the knowledge of the distance ratio between
three (finite) points of the space line, A, B and C.
Let n =
[
nx ny 0
]T
be a 3D vector that belongs to the image plane and
is orthogonal to line l′, pointing in the direction of the orthographic projection
of the space line (w.r.t. the image center o). Also, consider this vector to be
normalized to unit length, ‖ n ‖= 1.
Vector n can be seen as the normal vector to a family of planes that are
perpendicular to the image plane and are parallel to the space line L. This
family of planes can be parameterized by
Π(α) ∼
[
nx ny 0 −α
]T
,
where α > 0 is a scalar. Note that a 3D point X belongs to plane Π(α) iff
XT Π(α) = 0 .
7.2 3D reconstruction
The line must belong to the surface of the viewing rays back-projected from
the line image, and, at the same time, to a plane in the family of planes Π(α).
Assuming general position, the curved surface of the viewing rays contains two
lines transversal to the viewing rays [46]. One solution is the mirror axis, as all
rays pass through it, and corresponds to plane Π(α = 0). The other solution
corresponds to the 3D line itself. The problem is, thus, reduced to finding the
value of α > 0 that produces a line as the result of intersecting plane Π(α) with
the surface of the viewing rays.
Consider N viewing rays obtained from back-projecting image points belong-
ing to the the line. Each ray can be defined by the reflection point on the surface
of the mirror Si and by a direction vector Vi (see section 2.4). The subscript i
denotes the i-th ray.
A 3D point in the back-projection ray can be expressed by (please recall that
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“˜ ” denotes an inhomogeneous vector)
X˜i = S˜i + η V˜i ,
where η is a scalar. By making the point belong to plane Π(α),
XTi Π(α) = 0 ,
and solving for η, the intersection point between a viewing ray and plane Π(α) is
given by
X˜i(α) = S˜i +
(
α− nTS˜i
nTV˜i
)
V˜i . (7.2)
Now, consider three points belonging to the 3D line to be reconstructed, say
X1(α), X2(α) and X3(α). Since the points are collinear we have that
det
[
X˜1(α) X˜2(α) X˜3(α)
]
= 0 . (7.3)
Equation (7.3) results in polynomial constraint in α that yields two distinct so-
lutions1: α = 0, which corresponds to the mirror axis, and the desired solution
corresponding to the 3D line in space.
7.3 Refining the estimate
We now show how to refine the estimate by taking into consideration all available
image points of the 3D line. Consider a matrix Q that is constructed by stacking
the set of N intersection points in the following manner:
Q(α) =

X1(α)T
· · ·
XN(α)T

The right null space of Q defines a plane containing all the intersection points
Xi(α), i = 1, .., N . This null space always exists because the points belong to
plane Π(α). However, if all the points are collinear, Q will have a 2-dimensional
null space that spans a pencil of planes (with the line as the axis of the pencil) [44].
Assuming the presence of noise, the line localization can be estimated from
the following procedure: Consider function f(·) that returns the second smallest
singular value resulting from a Single-Value-Decomposition (SVD) of a matrix.
The value of α that produces the “best” set of intersection points Xi(α), i =
1Although the resulting expression is relatively long and complex, it is easily solved using
appropriate software, e.g. Matlab.
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1, .., N , can be obtained by applying non-linear optimization methods to
min
α
f
(
Q(α)
)
. (7.4)
By minimizing its second smallest singular value, matrix Q(α) will approach a
2-dimensional null space, and points Xi(α) will approach collinearity.
The space line L is obtained by fitting the set of intersection points Xi(α)
using linear regression.
7.4 Using concurrency and perpendicularity to
improve the reconstruction
In some situations, additional information regarding the scene may be available,
which can be used to improve the reconstruction accuracy and immunity to noise.
We outline the procedure that can be used when two distinct lines have a common
intersection point visible in the image and are known to be perpendicular.
Let Xi(α), i = 1, .., N be the set of viewing rays of one line, and Yi(β),
i = 1, ..,M the set of the other line. Each set is parameterized by a different
scalar, α and β, because each line is associated to different family of planes that
constrain its direction in space. Let C denote the viewing ray corresponding to
the concurrency point identified in the image. Since C belongs to both lines, we
have that C(α) = C(β) and, substituting in equation (7.2), it is straightforward
to obtain β as a function of α, so that, once again, the reconstruction problem
reduces to optimizing a function in a single variable. In this case, the objective
function f (equation (7.4)) should return a measure of orthogonality, which we
implemented by computing the inner product between the direction vectors of
both lines.
7.5 Degenerate cases
In particular situations, the relative position and orientation of a 3D line w.r.t.
the camera results in a degenerate image of the line. The degenerate images of
a line, in the axial catadioptric geometry, are a point, a line and a circle. This
cases, and the special configurations that cause them, were already discussed in
more detail in section 5.8.2.
In these degenerate situations, the back-projection surface of the image of the
line becames a line (when the image is a point), or a plane (when the image is a
line or a circle), and the reconstruction from a single image becames unfeasible.
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Figure 7.2: Fully calibrated setup. Points belonging to two distinct 3D lines are
identified in the image: line 1 (green) and line 2 (blue). The 3D lines are known
to be concurrent and perpendicular.
(a)
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Figure 7.3: Outdoor scene. Points belonging to four 3D lines are marked in the
image: line 1 (green), line 2 (cyan), line 3 (red) and line 4 (blue). The 3D lines
are known to be coplanar. The pair of parallel lines {1,2} is perpendicular to the
pair of parallel lines {3,4}.
7.6 Experimental results
We now present some experimental results obtained with our reconstruction al-
gorithm. The first experiment uses a fully calibrated setup to evaluate the recon-
struction. In the second experiment, the image of an outdoor scene is used.
As with the previous methods, the implementation was done using Matlab.
The non-linear optimization procedures used the built-in function fminsearch.
7.6.1 Calibrated setup
Fig. 7.2 shows the image obtained using a spherical mirror (30cm radius) that is
reflecting planar checkered patterns. Points belonging to two distinct lines were
identified in the image: 8 points in line 1 (green ‘•’), and 7 points in line 2 (blue
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4 points 3 points all points
(method in [46]) (our method) (our method)
line 1 346 39.6% 23.7◦ 31 3.6% 1.2◦ 53 6.0% 1.0◦
line 2 259 29.8% 24.3◦ 190 21.8% 2.4◦ 106 12.2% 2.0◦
both – – – – – – 43 5.3% 1.2◦
Table 7.1: Experimental results in the calibrated setup. Each cell of the table
shows: derr[mm]; derr[%]; γerr[◦]. See text for details.
‘’). In each line, three points in the set were selected and used to calculate the
distance ratio (marked with ‘+’). The distance between the end points is 509mm
and 594mm for line 1 and 2, respectively.
We calibrated the system using the following procedure: First, the camera’s
internal parameters were estimated using standard methods [32]. An auxiliary
grid pattern (visible on the upper left corner of Fig. 7.2), with a known pose w.r.t.
the mirror, was used to obtain the camera/mirror transformation directly from
the image (again using [32]). Finally, the transformation between the mirror and
the remaining checkered patterns was recovered from another perspective image,
external to the scene.
Table 7.1 summarizes the reconstruction results for each line using all the
marked points and using only the 3 points with known distance ratio (minimum
number of points in our method). The results obtained by applying the 4 points
method in [46] to our setup are provided for comparison. Also shown is the result
of reconstructing both lines simultaneously using the knowledge that they are
concurrent and perpendicular in space. The results are quantified by a distance
error derr, obtained from the average distance between the end points of the real
and reconstructed line segments, and an angle error γerr, the angle between the
real and reconstructed lines. Also shown is the percentage distance error, which
is the ratio between derr and the average of the distances between the end points
of the real line and the center of the camera.
It can be seen that in general, the reconstruction is not very accurate. As
observed in [48], the reconstruction is very sensitive to noise in the system’s
calibration and in image point identification.
In comparison to the method in [46], our algorithm produced better results,
although for line 2, the difference was less significant. When applying all point
in the reconstruction, the estimation of line 2 improved significantly, while the
estimation of line 1 actually became worse. This reflects the fact that the re-
construction is, in fact, very sensible to noise, and in this situation the noise
introduced by the added points outweighed the gain in information.
The simultaneous reconstruction of both lines (again using all the points)
performed better than each of the individual results, a natural consequence of
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using more a priori information about the scene.
7.6.2 Outdoor scene
Fig. 7.3(a) shows a test image of an outdoor scene of the facade of a building.
Points belonging to 4 lines were marked using visible features of the windows and
wall (line 1: green ‘•’; line 2: cyan ‘×’; line 3: red ‘∗’; line 4: blue ‘’;).
First, each line was reconstructed individually. Unlike the previous experi-
ment, although the dimensions of the building facade were known, the ground
truth position of the lines w.r.t. the camera frame was not available. Thus, we
only compared the length of the reconstructed and real line segments. In this
experiment, the line segments were reconstructed within 30% to 50% of the real
length.
Next, we paired line 1 with line 3, and line 2 with line 4, and reconstructed each
pair using the fact that the lines are concurrent and perpendicular. This time,
the length of each line was recovered to within 10% of the real value (in the worst
case). Furthermore, and although each pair was reconstructed independently, all
the recovered lines were approximately coplanar.
Fig. 7.3(b) shows the reconstructed line points projected to the recovered
“wall” plane (the plane was obtained from a least-squares fitting), overlaid on the
ground truth line segments (black lines). The distances between the reconstructed
3D points and the estimated plane had an RMS value of 75mm.
The outdoors scene proved more challenging and produced poor results on the
recovery of individual lines. However, the reconstruction of lines pairs, using the
knowledge about the perpendicularity of the lines, performed significantly better.
7.7 Final remarks
The method achieves reconstruction of lines from a single image of a non-central
axial catadioptric system. We use knowledge about the scene structure, namely
the distance ratio of 3 points, to constrain the line 3D position and facilitate the
reconstruction. Other methods propose the use of 4 points [46, 48]. Our method
uses one less point, but requires the knowledge of the distance ratio.
The reconstruction is obtained from a non-linear optimization procedure. All
the available points on the image of the line can be employed in the optimiza-
tion. We have also shown that a priori information regarding concurrency and
perpendicularity can be integrated in the method to improve the estimation.
Our experimental results show that the reconstruction is very sensitive to
noise. This is also reported by the other previously cited authors [46, 48]. We
86
7.7. Final remarks
were able to increase the accuracy by using a priori information about the per-
pendicularity of lines. In the case of the outdoor scene, using that additional
information, we achieved acceptable results, roughly reconstructing the lines in
the building facade.
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8
Conclusions
Central catadioptric systems must be designed with restrictive geometric specifi-
cations, but benefit from a simpler projection model. A central projection model
imposes the important constraint that all projection rays must intercept at a sin-
gle point. Calibration and reconstruction tasks are generally more accurate and
robust.
To model, without approximation, a non-central catadioptric system, it is
necessary to take into consideration the projection model of the camera itself, the
shape of the mirror and its relative pose w.r.t. the camera. The non-linear model
of the reflection on the surface of the mirror must be addressed. For non-central
catadioptric systems with general camera/mirror pose, no closed-form solution
exist for the forward projection problem, and iterative methods are required.
This thesis focuses on axial catadioptric systems. It is assumed that the
mirror has axial symmetry and that the camera is placed along that axis. This
model includes central systems and many non-central configurations of practical
interest. Our work is concerned mainly with the non-central systems.
The axial catadioptric geometry allows for some compromise between a man-
ageable projection model and the flexibility of system design. We explore the
properties of the axial geometry and propose methods for calibration and recon-
struction. In terms of calibration, we achieve reconstruction of the vision system
geometry, in terms of mirror shape, mirror/camera relative pose, and extrinsic
parameters. A full calibration involves the estimation of 11 parameters: vertex
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Figure 8.1: Method interaction. The five methods can be used in sequence or, in
some cases, as alternatives. Please note that Method II is divided in two partial
methods: part a) concerns section 4.1 and part b) concerns section 4.2.
point (2 parameters); extrinsic rotation and translation (6 parameters); mirror
shape/position (conic section, 3 parameters). If the mirror shape is known a
priori, the mirror parameters are replaced by the estimate of the camera/mirror
distance, resulting in a total of 9 parameters. In addition to the calibration, we
also consider the problem of reconstructing a 3D line from a single image, in
non-central projection.
Five methods are proposed. Method I (chapter 3) explores the fact that
cross-ratio is an invariant in the axial catadioptric projection to estimate the
position of the image of the mirror axis and, thus, determine camera/mirror
relative orientation.
Method II (chapter 4) relies on establishing a 3D/1D linear relation between
world points and image features, to partially estimate the system parameters,
following with a non-linear optimization to obtain the remaining parameters.
Method III (chapter 5) uses the fact that all points in an image circle centered
at the origin have backprojection rays that intersect at a single point, and recovers
the mirror shape, using the intersection of circles with the image of lines.
Method IV (chapter 6) addresses the particular case of catadioptric systems
with spherical mirrors. Calibration is achieved by fitting quartic curves to the
images of lines.
Finally, Method V (chapter 7) considers the case of a fully calibrated non-
central axial catadioptric system, and aims at the reconstruction of the 3D po-
sition of a line from a single image of that line, which is possible because the
system has non-central projection.
The proposed methods are based on geometric properties and insight regard-
ing the axial model. Some parts of the methods are based on linear relations
and expressions. The calibration methods require a simple setup, using a planar
checkerboard as the calibration object. The methods can be used in sequence,
and in some cases as alternatives. Fig. 8.1 reviews how the methods can interact,
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and what assumptions/information is required by each one.
We performed experiments on simulated data and with real images. Method
II (combined with Method I) proved to be robust and showed good accuracy.
when applied to a central catadioptric system, it produced comparable results to
others widely used methods, that are specifically designed for that type of system.
Method III also produced overall good results. It showed, however, some
sensitivity to noise, especially in the estimation of the extrinsic translation z-
component. We showed how, if available, a priori information about the system
(e.g. mirror type) can be easily integrated in the framework to simplify and
improve the estimation.
Method IV produced valid results, but it underperformed when compared
to Method III, for which it served as an alternative. The fact that the final
non-linear optimization is performed in three parameters simultaneously, and
the high degree of the polynomial constraints, contribute to its sensitivity to
noise. It presents, nevertheless, an original contribution to the research area
by performing calibration through the fitting of curves to the image of lines on
non-central catadioptric systems.
Method V addressed a difficult problem. The sensitivity to noise in the re-
construction of the 3D line is very high. The same conclusion is reported in
the related bibliography. As an insight, we can compare the problem to the re-
construction of the position of a point from triangulation, where a small baseline
produces inaccurate results. In our case, the problem is that the distance between
projection rays is small (near the approximated viewpoint) when compared to the
dimension and distance of the 3D line segment. Of course, for the extreme case
of a system with central projection, the distance between rays is zero and the
reconstruction becames impossible.
Using a relatively large mirror, and with a priori information about the per-
pendicularity of lines, we achieved acceptable results with a real image, in an
outdoor scene.
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A
Notation and background
This appendix presents the notation used throughout the thesis, and briefly re-
views some background concepts regarding cross-ratio and the matrix/vector rep-
resentation of conic curves.
A.1 Notation
Vectors are denoted by bold symbols. Homogeneous coordinates of points in P3
are represented in upper-case bold symbols (e.g. X), points in P2 are in lower-case
(e.g. x) and points in P1 are represent in lower-case with an overbar (e.g. x¯). A
tilded symbol denotes an inhomogeneous vector (e.g. X˜).
Matrices are represented by symbols in sans serif font (e.g. R). An element
in a matrix is denoted by the lower-case letter of the matrix and by a row and
column index in subscript, e.g. rij represents the element of R in the i-th row and
j-th column. The superscript “ri” denotes the i-th row of a matrix, as in Rr1 .
Equality of matrices or vectors up to a scalar factor is written as “∼”.
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Figure A.1: Cross-ratio. Points A, B, C and D are collinear. A′, B′, C′ and D′
are points in the lines OA, OB, OC and OD, respectively.
A.2 Cross-ratio
Consider Fig. A.1. Points A, B, C and D are collinear. Their cross-ratio
{ABCD} is defined as
{ABCD} = |AB| |CD||AC| |BD| , (A.1)
where |XY| denotes the (signed) distance between points X and Y.
Let O be the intersection point of four concurrent lines, with each line passing
through A, B, C and D. Points A′, B′, C′ and D′ belong to each of the lines,
respectively.
The cross-ratio of the four lines is given by
{O;ABCD} = |OAB| |OCD||OAC| |OBD| . (A.2)
with | · | denoting the matrix determinant.
We have that (c.f. [64])
{ABCD} = {O;ABCD} = {O;A′B′C′D′}
A.3 Representation of conic curves
Consider a 2D point, with homogeneous coordinates
x =
[
x y z
]T
,
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and a conic curve represented by the symmetric matrix
Ω ∼

a b/2 d/2
b/2 c e/2
d/2 e/2 f
 .
Point x is on the conic curve iff
xT Ωx = 0 .
This second order polynomial can be re-written in the following form
ωT xˆ = 0, (A.3)
with xˆ being the lifted point coordinates of x
xˆ =
[
x2 xy y2 xz yz z2
]T
, (A.4)
and ω a vector representation of the conic curve
ω =
[
a b c d e f
]T
.
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B
Appendix to Method I – Verification of
the validity of the expression for the
conic locus of the vertex point
This appendix is related to section 3.2. It shows the validity of the expression
presented in (3.3).
Consider Fig. 3.2(a). Let k be the cross-ratio of the four lines passing through
the common point o and a, b, c and d, given by (review equation (A.2)):
k = |oab||ocd||oac||obd| . (B.1)
Substituting the value of k in equation (3.3) provides an expression for the conic
Ω as a function of o, a, b, c and d.
Since point o must belong to the conic Ω, it must be true that
oTΩo = 0 , (B.2)
which can be verified, after some manipulation.
We have made available a MATLAB script that confirms the calculations at
“http://bit.ly/1AVUvSE” (requires the Symbolic Math Toolbox).
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102
C
Appendix to Method III – Estimation of
gtz and fl using the same set of radii h
on multiple images
This appendix serves as an extension to section 5.2. There, it was shown how the
intersection of an image circle h with a line of a calibration pattern can result
in a constraint on the variables gtz and fl, that define the backprojection cone
corresponding to circle h.
In this appendix, we will assume that multiple images are available. The
vision system geometry remains constant but the extrinsic parameters change
from image to image, as the calibration pattern is placed in a different pose.
In each image multiple circles are used to intersect multiple lines of the pat-
tern. Moreover, the set of image circles used will have the same radii across all
images. This will allow for a more robust estimation of the variables.
We now need to expand the notation in order to denote variables relating to
different images and different circles. Let Ni and Nj be the number of images
and the number of circles per image, respectively. The superscripts “i", “j" and
“k" denote that a variable is relative to the i-th image, to the j-th circle, or to
the k-th pattern line. Two or three of the superscripts can be used simultaneous,
in which case the order is: image index, circle index and, finally, line index (e.g.
mi,j,k).
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set of radii h on multiple images
As stated, we will assume that the image circles have the same radii across
all images. This implies that for each image the reconstructed backprojection
cones are the same, and thus, so are the values of variables fl and g. Variable
gtz changes with each image because the calibration pattern has a different tz,
but since the backproj cones are the same, the set of gtz values across images are
related by a constant difference. By choosing image i = 1, for example, as the
reference image, and defining ∆tiz
.= t1z − tiz, we have that
gi,jtz = g
1,j
tz + ∆tiz .
Using the constraint on gtz and fl defined on equation (5) and introducing
variables m and b, such that
gtz + fl (−
√
X2w + Y 2w )︸ ︷︷ ︸
m
= −(r′31xw + r′32yw)︸ ︷︷ ︸
b
,
we can now incorporate all the circle intersection points from all the images in
the linear equation
Mv = b , (C.1)
where v is a vector with the variables to be estimated
v =
[
g1,1tz · · · g1,Nhtz ∆t2z · · · ∆tNiz f 1l · · · fNhl
]T
,
and M and b are shown in Fig. C.1.
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M =

1 0 · · · 0 0 · · · 0 m1,1,1 0 · · · 0
1 0 · · · 0 0 · · · 0 m1,1,2 0 · · · 0
...
...
...
0 1 · · · 0 0 · · · 0 0 m1,2,1 · · · 0
0 1 · · · 0 0 · · · 0 0 m1,2,2 · · · 0
...
...
...
0 0 · · · 1 0 · · · 0 0 0 · · · m
...
...
...
1 0 · · · 0 1 · · · 0 m2,1,1 0 · · · 0
...
...
...
0 0 · · · 1 1 · · · 0 0 0 · · · m2,Nj ,Nk
...
...
...
1 0 · · · 0 0 · · · 1 mNi,1,1 0 · · · 0
...
...
...
0 0 · · · 1 0 · · · 1 0 0 · · · mNi,Nj ,Nk

#lines

image 1
circle1
...}
#lines
circleNj
...
 image 2
... image Ni
b =
[
b1,1,1 b1,1,2 · · · b1,2,1 b1,2,2 · · · · · · bNi,Nj ,Nk
]T
Figure C.1: Expressions for matrix M and vector b of equation (C.1).
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