A Novel Approach to Design an Integrated Antenna-Battery System by Woods, Michael





Submitted to the University of Kent as part of the
requirement in the subject of Chemistry for the degree
of
Doctor of Philosophy
School of Physical Sciences
and
School of Engineering and Digital Arts
July 2016
Contents
List of Tables v





Chapter 1 Aims 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Non-metallic battery . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Polymer Electrolytes . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3.1 Conducting polymers . . . . . . . . . . . . . . . . . . . . . . . 4
1.3.2 Ionic conductivity . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.3 Polyacetylene . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.4 Polyaniline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3.5 PEDOT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.6 Poly(ethylene oxide)/Poly(ethylene glycol) . . . . . . . . . . . 13
1.3.7 PEDOT-PEG . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3.8 PEDOT:PSS . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.4 Antenna background . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4.1 Microstrip patch antennas . . . . . . . . . . . . . . . . . . . . 18
1.4.2 Slot antennas . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.4.3 Electrical impedance . . . . . . . . . . . . . . . . . . . . . . . 22
1.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
Chapter 2 Methodology 25
2.1 Introduction to atomistic simulations . . . . . . . . . . . . . . . . . . 25
2.2 Quantum Mechanical simulations . . . . . . . . . . . . . . . . . . . . 27
i
2.2.1 The Schro¨dinger equation - a brief overview of quantum chem-
istry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2.2 Hartree-Fock approximation . . . . . . . . . . . . . . . . . . . 30
2.2.3 Density Functional Theory . . . . . . . . . . . . . . . . . . . . 31
2.2.4 DFT: The Exchange Correlation Functional . . . . . . . . . . 32
2.2.5 Hybrid Methods: Hartree-Fock/DFT . . . . . . . . . . . . . . 33
2.2.6 Basis Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.7 Basis Set Superposition Error . . . . . . . . . . . . . . . . . . 38
2.2.8 CRYSTAL09 . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.3 Molecular Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.3.1 The first molecular dynamics simulation . . . . . . . . . . . . 42
2.3.2 Continuous Potentials: Finite difference methods . . . . . . . 43
2.3.3 Force fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.3.4 Polymer Consistent Force Field (PCFF) . . . . . . . . . . . . 53
2.3.5 COMPASS Force Field . . . . . . . . . . . . . . . . . . . . . . 53
2.3.6 DL POLY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.4 Zebedde . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.5 Forcite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.6 MarvinSketch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.7 Antenna simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.7.1 Introduction to antenna methodology . . . . . . . . . . . . . . 58
2.7.2 CST Microwave Studio . . . . . . . . . . . . . . . . . . . . . . 59
2.7.3 S11 parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.7.4 Radiation patterns . . . . . . . . . . . . . . . . . . . . . . . . 64
2.8 Antenna synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
2.9 Antenna measurements . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.9.1 S11 measurements . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.9.2 Radiation pattern measurements . . . . . . . . . . . . . . . . 68
2.9.3 Permittivity measurements . . . . . . . . . . . . . . . . . . . . 69
Chapter 3 Acetylene 71
3.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.2.1 Lattice Parameters . . . . . . . . . . . . . . . . . . . . . . . . 80
3.2.2 Lattice Energies . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.2.3 Electronic Structure . . . . . . . . . . . . . . . . . . . . . . . 87
3.2.4 Electron Field Gradients and Quadrupole Coupling Constants 90
3.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
ii
Chapter 4 Molecular Dynamics Analysis of Pure Polymers 95
4.1 Determining the most suitable geometry for PEDOT-PEG . . . . . . 95
4.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.2.1 Isolated Polymers . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.2.2 Amorphous Polymers . . . . . . . . . . . . . . . . . . . . . . . 100
4.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.3.1 Physical Characteristics - Isolated Polymers . . . . . . . . . . 102
4.3.2 Physical Characteristics - Amorphous Polymers . . . . . . . . 108
4.3.3 Bond distribution - Isolated Polymers . . . . . . . . . . . . . . 114
4.3.4 Comparison of bond distances - Isolated Polymers v Amor-
phous Polymers . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.3.5 MSD plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
Chapter 5 Molecular Dynamics Analysis of Lithiated Polymers 128
5.1 Aims . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.2.1 FTIR frequencies . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.2.2 Molecular Dynamics approach for lithium diffusion . . . . . . 130
5.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.3.1 Ab initio simulations of monomers to compliment FTIR mea-
surements of co-polymers . . . . . . . . . . . . . . . . . . . . . 135
5.3.2 Molecular Dynamics investigation of lithium diffusion in poly-
mer electrolytes . . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
Chapter 6 Designing a Low-profile Antenna for Integration with a
Battery 169
6.1 Methodology and Results . . . . . . . . . . . . . . . . . . . . . . . . . 170
6.1.1 Starting structure - Simulations . . . . . . . . . . . . . . . . . 170
6.1.2 Initial measurements . . . . . . . . . . . . . . . . . . . . . . . 175
6.1.3 New structure . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
6.1.4 Conductivity sweep . . . . . . . . . . . . . . . . . . . . . . . . 182
6.1.5 Addition of a lower ground place . . . . . . . . . . . . . . . . 183
6.1.6 Design modification to replicate battery parameters . . . . . . 188
6.1.7 Radiation pattern analysis . . . . . . . . . . . . . . . . . . . . 192
6.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
Chapter 7 Simulation and Measurements of an Ultra-thin Low-Profile
Antenna operating at the Bluetooth Frequency 199
7.1 Methodology and Results . . . . . . . . . . . . . . . . . . . . . . . . . 200
7.1.1 Integrated Antenna-Battery structure . . . . . . . . . . . . . . 200
iii
7.1.2 Dielectric loading . . . . . . . . . . . . . . . . . . . . . . . . . 206
7.1.3 Sample measurement . . . . . . . . . . . . . . . . . . . . . . . 209
7.1.4 Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
7.1.5 Capacitive plate study . . . . . . . . . . . . . . . . . . . . . . 227
7.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
Chapter 8 Conclusions and Future Work 230
8.1 Acetylene . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
8.2 Polymer Electrolytes - A study of both pure and lithiated systems . . 232
8.2.1 Pure Polymers . . . . . . . . . . . . . . . . . . . . . . . . . . 232
8.2.2 Lithiated Polymers . . . . . . . . . . . . . . . . . . . . . . . . 233
8.3 Antenna simulations and measurements . . . . . . . . . . . . . . . . . 235
8.4 Summary of conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 236
8.5 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
Appendix A Additional computational procedures 239
A.1 Zebedde . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
A.2 Materials Studio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
A.3 Discover . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
A.4 Forcite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
A.5 dl poly prep . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
A.6 XCrySDen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
A.7 GDIS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242
A.8 Viewing simulation output . . . . . . . . . . . . . . . . . . . . . . . . 243
A.8.1 MDPREP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
A.8.2 J-ICE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
A.8.3 Visual Molecular Dynamics (VMD) . . . . . . . . . . . . . . . 244
A.8.4 analyse hist . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
iv
List of Tables
3.1 Experimental crystal structure data for orthorhombic and cubic acety-
lene [170] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.2 A summary of van der Waals dispersion parameters derived by Grimme
(D) [190], and current work (DS). An s6 parameter of 1.20 was applied
to BLYP-DS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.3 Optimised lattice parameters and counterpoise-corrected energies for
HCN [202], HCl [203, 204], HF [205, 206], urea [82, 207] and ammonia
[208] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.4 Lattice energies for HCN [202], HCl [204], HF [206], urea [207] and
ammonia [208] using the BLYP-DS functional at different scaling factors 79
3.5 Optimised lattice parameters in cubic acetylene (Expt. a = 6.094A˚
[170]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.6 Optimised lattice parameters in orthorhombic acetylene (Expt. a =
5.578A˚, b = 6.198A˚, c = 6.023A˚ [170]) . . . . . . . . . . . . . . . . . 81
3.7 Optimised lattice energies in cubic (Expt. -21.8kJ/mol [209]) and
orthorhombic acetylene (Expt. -23.5kJ/mol [210]), where BSSE refers
to the counterpoise corrected energies . . . . . . . . . . . . . . . . . . 82
3.8 Intramolecular distances in cubic and orthorhombic acetylene (Exp.
cubic C-C = 1.177A˚, C-H = 1.024A˚, exp. orthorhombic C-C =
1.193A˚, C-H = 1.070A˚ [170]) . . . . . . . . . . . . . . . . . . . . . . 84
3.9 Intermolecular distances in cubic and orthorhombic acetylene (Exp.
cubic C–H (1) = 3.091A˚, C–H (2) = 3.290A˚, exp. orthorhombic C–H
(1) = 2.737A˚, C–H (2) = 2.738A˚ [170]) . . . . . . . . . . . . . . . . . 84
3.10 Lattice energies obtained from optimising cell and coordinates sepa-
rately in cubic acetylene (Exp. -21.8kJ/mol [209]) . . . . . . . . . . . 86
3.11 Mulliken charges per atom for cubic and orthorhombic acetylene.
Electron charge (q) given in (e) . . . . . . . . . . . . . . . . . . . . . 88
3.12 Mulliken bond population analysis reported in units (e) for the opti-
mised structures of cubic and orthorhombic acetylene . . . . . . . . . 88
3.13 Quadrupole tensors for acetylene given in (a.u.) . . . . . . . . . . . . 90
v
4.1 Geometry configuration of PEDOT-PEG along with the optimised
total energy given by the MMFF94 optimisation algorithm in Mar-
vinSketch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.2 Polymer chain lengths investigated in this study, including the num-
ber of units for each, along with the total number of atoms, and cell
volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.3 Bond distances in A˚, obtained for both the isolated and amorphous
polymers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.4 Diffusion coefficients for PEDOT, PEG and PEDOT-PEG in an amor-
phous polymer cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.1 Derived 9-6 van der Waals parameters, taken from Peng et al.’s study
[129] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.2 Experimental and calculated frequencies (cm−1) for PEDOT-PEG . . 137
5.3 Experimental and calculated frequencies (cm−1) for PEDOT:PSS . . 139
5.4 Lithium-Oxygen coordination numbers in PEDOT-PEG for increas-
ing lithium salt concentrations . . . . . . . . . . . . . . . . . . . . . . 153
5.5 Diffusion coefficients for a single lithium ion in PEG and PEDOT . . 160
5.6 Molar limiting conductivities (Λ0m) for lithium in PEG and PEDOT . 161
5.7 Diffusion coefficients (D) for lithium in PEDOT-PEG. Lithium con-
centration is shown also as a weight percentage of the salt in the
PEDOT-PEG system . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
5.8 Molar limiting conductivities (Λ0m) for lithium in PEDOT-PEG. Lithium
concentration is shown also as a weight percentage of the salt in the
PEDOT-PEG system . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
6.1 Power to which conductivity is raised compared to percentage band-
width . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
6.2 Power to which conductivity is raised compared to gain and efficiency 183
6.3 Effect of reducing height of slots beneath dipole (g) upon fractional
bandwidth (the lower the height, the more enclosed the lower plane) . 186
6.4 Original and modified parameters for antenna-battery . . . . . . . . . 190
6.5 Effect of decreasing the slot width on the lower ground plane upon
gains and efficiencies at 2.3GHz and 3.4GHz . . . . . . . . . . . . . . 192
6.6 Effect of increased tan δ of substrate upon gains and efficiencies at
2.6GHz and 3.7GHz . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
7.1 Effect of loss tangent of substrate upon bandwidth, gain and efficiency206
7.2 Comparison of initial assumptions for antenna with PEDOT:PSS pa-
rameters (obtained from measurement) in the presence of dielectric
material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
vi
7.3 Simulated and measured fractional bandwidths for antenna mounted
on different surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226
vii
List of Figures
1.1 Diagram of typical lithium ion battery showing how lithium ions mi-
grate from the anode to the cathode [10] . . . . . . . . . . . . . . . . 3
1.2 Antenna and battery components shown as separate and integrated
systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 a) A typical lithium ion battery setup and b) Proposed non-metallic
battery with conducting polymers acting as the electrodes, replacing
the current collectors [11] . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 A diagram showing the electrical conductivities of various polymers
and materials. Note that the polymers are on the right side of the
diagram [17] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5 Chemical structure of poly(ethylene oxide) . . . . . . . . . . . . . . . 9
1.6 Chemical structure of polyacetylene . . . . . . . . . . . . . . . . . . . 9
1.7 Diagram showing the layout of a rechargeable polyacetylene battery
with a polymer solid film of PVDF·LiClO4·PC acting as the elec-
trolyte [30] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.8 Chemical structure of polyaniline . . . . . . . . . . . . . . . . . . . . 11
1.9 Chemical structure of PEDOT . . . . . . . . . . . . . . . . . . . . . . 13
1.10 Chemical structure of PEDOT:PSS [58] . . . . . . . . . . . . . . . . . 16
1.11 Typical microstrip patch antenna [71] . . . . . . . . . . . . . . . . . . 19
1.12 Process of radiation due to E-fields in microstrip patch antenna . . . 19
1.13 An example of a halfwave dipole . . . . . . . . . . . . . . . . . . . . . 20
1.14 An example of a halfwave slot dipole . . . . . . . . . . . . . . . . . . 21
1.15 H and E fields in a slot dipole . . . . . . . . . . . . . . . . . . . . . . 21
1.16 (a) Coplanar patch slot (CPA) [77], (b) bow-tie slot [77] and (c)
coplanar waveguide (CPW) slot antenna [78]. For (a) and (b), the
slots are represented in green, while for (c), the slots are shown in white 22
1.17 The parallel plate capacitor . . . . . . . . . . . . . . . . . . . . . . . 23
2.1 Different areas of computational modelling compared with time frame
and simulation size . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2 Plot showing 1s Slater type orbital in comparison with Gaussian ex-
pansions up to 4 terms [89] . . . . . . . . . . . . . . . . . . . . . . . . 36
viii
2.3 Visual representation of the counterpoise correction for BSSE . . . . 39
2.4 Definition of the torsional angle. Image obtained from [115] . . . . . . 49
2.5 Variable definition for a dipole-dipole interaction [115] . . . . . . . . . 51
2.6 The CST three-dimensional working plane allows the user freedom to
construct a vast variety of shapes . . . . . . . . . . . . . . . . . . . . 59
2.7 Recommended dimensions for a CPW port. Image obtained from
CST Online Help [165] . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.8 (a) A normal PBA mesh cell with one non-PEC area (b) TST allow-
ing two non-PEC areas (c) A critical cell (multiple non-PEC areas),
therefore must be filled completely with PEC material. Images ob-
tained from CST Online Help [165] . . . . . . . . . . . . . . . . . . . 61
2.9 Example S11 plot for slot antenna . . . . . . . . . . . . . . . . . . . . 63
2.10 A Smith Chart example showing the input impedance match . . . . . 64
2.11 (a) Simulated 3D radiation pattern for antenna . . . . . . . . . . . . 66
2.11 (b) Simulated polar diagram for antenna . . . . . . . . . . . . . . . . 66
2.12 VNA used for S11 measurements . . . . . . . . . . . . . . . . . . . . . 68
2.13 Set-up of (a) transmit and (b) receiver antenna in the anechoic chamber 69
3.1 Structure of acetylene . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.2 Configuration for (a) Orthorhombic and (b) Cubic acetylene, show-
ing optimised C- - - H intermolecular bond distances. Experimental
values are given in brackets [170] . . . . . . . . . . . . . . . . . . . . 85
3.3 Graph showing total energy of cubic acetylene when the cell and
coordinates are optimised individually, plotted against the change in
lattice parameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.4 Functional v Mulliken charges per atom for (a) cubic and (b) or-
thorhombic acetylene . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.5 Electron density difference maps for (a) BLYP vs BLYP-D and (b)
BLYP vs BLYP-DS in cubic acetylene within the experimental struc-
ture. Dashed line represents electron deficiency in the pure DFT
functional. ∆ρ(r)=0.135 e/A˚3 . . . . . . . . . . . . . . . . . . . . . . 89
3.6 QCC values for carbon in the acetylene molecule calculated from
Equation (3.3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.7 QCC values for hydrogen in the acetylene molecule calculated from
Equation (3.3). Experimental value = 198.6kHz for the gas molecule
[213] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.8 ∆QCC for carbon in cubic and orthorhombic acetylene, calculated as
the difference between the solid and the optimised molecule . . . . . . 92
3.9 ∆QCC for hydrogen in cubic and orthorhombic acetylene, calculated
as the difference between the solid and the optimised molecule . . . . 93
ix
4.1 (a) Multi-block structure and (b) Tri-block structure of PEDOT-PEG
[214] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.2 (a) Optimised Multi-block and (b) Tri-block structures of PEDOT-
PEG tested in MarvinSketch . . . . . . . . . . . . . . . . . . . . . . . 96
4.3 (a) PEDOT and (b) PEG seeds . . . . . . . . . . . . . . . . . . . . . 98
4.4 (a) Amorphous PEDOT . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.4 Continued. (b) Amorphous PEG and (c) Amorphous PEDOT-PEG . 101
4.5 20 unit chain of PEDOT (a) before and, (b) after simulation using
the PCFF force field as well as (c) before and, (d) after simulation
using the COMPASS force field . . . . . . . . . . . . . . . . . . . . . 103
4.6 120 unit chain of PEDOT (a) before and, (b) after simulation using
the PCFF force field as well as (c) before and, (d) after simulation
using the COMPASS force field . . . . . . . . . . . . . . . . . . . . . 104
4.7 20 unit chain of PEG (a) before and, (b) after simulation using the
PCFF force field as well as (c) before and, (d) after simulation using
the COMPASS force field . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.8 120 unit chain of PEG (a) before and, (b) after simulation using the
PCFF force field as well as (c) before and, (d) after simulation using
the COMPASS force field . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.9 40 unit chain of PEDOT-PEG (a) before and, (b) after simulation us-
ing the PCFF force field as well as (c) before and, (d) after simulation
using the COMPASS force field . . . . . . . . . . . . . . . . . . . . . 107
4.10 160 unit chain of PEDOT-PEG (a) before and, (b) after simulation
using the PCFF force field as well as (c) before and, (d) after simu-
lation using the COMPASS force field . . . . . . . . . . . . . . . . . . 108
4.11 Amorphous PEDOT (a) before simulation and (b) after simulation
using the PCFF force field. Highlighted in blue are examples of re-
gions of open space within the system . . . . . . . . . . . . . . . . . . 109
4.12 Amorphous PEG (a) before simulation and (b) after simulation using
the PCFF force field. Highlighted in blue are examples of regions of
open space within the system . . . . . . . . . . . . . . . . . . . . . . 110
4.13 Amorphous PEDOT-PEG (a) before simulation and (b) after simu-
lation using the PCFF force field. Highlighted in blue are examples
of regions of open space within the system . . . . . . . . . . . . . . . 111
4.14 Amorphous PEDOT-PEG (a) before simulation (PCFF), and (b) af-
ter simulation (PCFF) . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.15 Bond distribution for PEDOT20 using (a) the PCFF and (b) COM-
PASS force fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.16 Bond distribution for PEG20 using (a) the PCFF and (b) COMPASS
force fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
x
4.17 Bond distribution for PEDOT-PEG20 using (a) the PCFF and (b)
COMPASS force fields . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.18 MSD plot for the amorphous cell of PEDOT . . . . . . . . . . . . . . 122
4.19 MSD plot for the amorphous cell of PEG . . . . . . . . . . . . . . . . 123
4.20 MSD plot for the amorphous cell of PEDOT-PEG . . . . . . . . . . . 123
4.21 The number of atoms per polymer chain vs the diffusion coefficient . 125
5.1 FTIR spectrum of pure PEDOT-PEG . . . . . . . . . . . . . . . . . . 136
5.2 Structures of (a) PEDOT and (b) PEG. Carbon atoms are displayed
in black, with hydrogen atoms in grey, oxygen atoms in red and sul-
phur atoms in yellow . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.3 FTIR spectrum of pure PEDOT:PSS . . . . . . . . . . . . . . . . . . 138
5.4 Structure of the PSS monomer. Carbon atoms are displayed in black,
with hydrogen atoms in grey, oxygen atoms in red and sulphur atoms
in yellow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.5 FTIR spectra of lithiated PEDOT-PEG for various concentrations of
LiPF6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.6 Lithium ion migration in PEG monomer, with energy values in kJ/mol.
Lithium ion is shown in purple, with oxygen atoms represented in red,
carbon atoms in grey and hydrogen atoms in white . . . . . . . . . . 141
5.7 FTIR spectra of lithiated PEDOT:PSS compared with the pure sample142
5.8 Lithium ion coordinating to ether oxygen atoms in PEG/LiI system.
The oxygens are represented in red, with the lithium ion in purple.
Carbon atoms are displayed in grey, with hydrogen atoms removed
for ease of viewing. The blue lines indicate some of the oxygen atoms
the lithium ion is coordinating to, with bond distances given in A˚ . . 145
5.9 RDF plot for Li-O distances in PEG with 1 lithium ion . . . . . . . . 146
5.10 RDF plot for Li-I distance in PEG with 1 anion. In this case, no RDF
was observed for Li-Cl suggesting that these ions did not interact in
the system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.11 RDF plot for Li-O distances in PEDOT with 1 lithium ion . . . . . . 148
5.12 RDF plot for Li-I and Li-Cl distances in PEDOT with 1 anion . . . . 148
5.13 Lithium ion coordinating to oxygen atoms in PEDOT/LiCl system.
The oxygens are represented in red, with the lithium ion in purple.
Sulphur atoms are displayed in yellow, with carbon atoms displayed in
grey, and hydrogen atoms removed for ease of viewing. The blue lines
indicate some of the oxygen atoms the lithium ion is coordinating to,
with bond distances given in A˚ . . . . . . . . . . . . . . . . . . . . . 150
xi
5.14 A single lithium ion coordinating to oxygen atoms in PEDOT-PEG/LiCl
system. The oxygens are represented in red, with the lithium ion in
purple. Sulphur atoms are displayed in yellow, with carbon atoms
displayed in grey, and hydrogen atoms removed for ease of viewing.
The blue lines indicate some of the oxygen atoms the lithium ion is
coordinating to, with bond distances given in A˚ . . . . . . . . . . . . 151
5.15 RDF plots for Li-O distances in using (a) an LiI and (b) an LiCl salt 152
5.16 RDF plots for (a) Li-I and (b) Li-Cl distances in PEDOT-PEG . . . 154
5.17 Region of ion pairing in PEDOT-PEG with 1 lithium ion and 1 iodine
ion (0.72 wt.%). The lithium ion is shown in purple, with the iodine
ion shown in brown. The polymer matrix is shown in white . . . . . . 156
5.18 Region of ion pairing in PEDOT-PEG with 50 lithium ions and 50
iodine ions (26.64 wt.%). The lithium ions are shown in purple, with
the iodine ions shown in brown. The polymer matrix is shown in white157
5.19 Region of ion pairing in PEDOT-PEG with 1 lithium ion and 1 chlo-
rine ion (0.23 wt.%). The lithium ion is shown in purple, with the
chlorine ion shown in green. The polymer matrix is shown in white . 157
5.20 Region of ion pairing in PEDOT-PEG with 50 lithium ions and 50
chlorine ions (10.31 wt.%). The lithium ions are shown in purple,
with the chlorine ions shown in green. The polymer matrix is shown
in white . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
5.21 MSD plots for a single lithium ion in PEG, with both LiI and LiCl
salts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
5.22 MSD plots for a single lithium ion in PEDOT, with both LiI and LiCl
salts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
5.23 MSD plots for a single lithium ion, with both an iodine (0.72 wt.%
LiI), and a chlorine anion (0.23 wt.% LiCl) present in PEDOT-PEG
(MSD plots for anions shown by dashed lines) . . . . . . . . . . . . . 162
5.24 MSD plot for 10 lithium ions in PEDOT-PEG (6.77 wt.% LiI, 2.25
wt.% LiCl) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
5.25 MSD plot for 25 lithium ions in PEDOT-PEG (15.36 wt.% LiI, 5.44
wt.% LiCl) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
5.26 MSD plot for 50 lithium ions in PEDOT-PEG (26.64 wt.% LiI, 10.31
wt.% LiCl) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
5.27 MSD plot for 75 lithium ions in PEDOT-PEG (35.29 wt.% LiI, 14.71
wt.% LiCl) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
5.28 Lithium concentration vs diffusion coefficient for PEDOT-PEG . . . . 165
6.1 All-plastic polyacetylene battery design fabricated by Nagatomo . . . 169
6.2 The first symmetrical CPW-fed slot antenna proposed by Nithisopa . 171
6.3 The second asymmetrical CPW-fed slot antenna proposed by Nithisopa171
xii
6.4 (a) Initial dimensions and (b) S11, for antenna-battery prototype,
based on Nithisopa’s design . . . . . . . . . . . . . . . . . . . . . . . 173
6.4 Continued. (c), (d) Simulated farfield Directivity patterns for initial
antenna design at 2.9GHz . . . . . . . . . . . . . . . . . . . . . . . . 174
6.5 Synthesised asymmetric antenna with Mylar substrate . . . . . . . . 175
6.6 Experimental setup for Mylar antenna, showing how it was mounted
in the anechoic chamber . . . . . . . . . . . . . . . . . . . . . . . . . 176
6.7 (a) Simulated S11 and (b) Measured S11, for antenna-battery proto-
type, using a Mylar substrate . . . . . . . . . . . . . . . . . . . . . . 177
6.8 (a) Simulated antenna design and (b) Simulated farfield Directivity
pattern for asymmetric antenna which was vertically polarised, using
a Mylar substrate at 2.1GHz . . . . . . . . . . . . . . . . . . . . . . . 178
6.8 Continued. (c) Measured farfield Directivity pattern for asymmetric
antenna which was vertically polarised, using a Mylar substrate at
2.1GHz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
6.9 (a) Dimensions and (b) S11 of end-loaded design . . . . . . . . . . . . 180
6.9 Continued. (c) and (d) Simulated farfield Directivity patterns at
2.9GHz for end-loaded design . . . . . . . . . . . . . . . . . . . . . . 181
6.10 S11 at different ground plane conductivities . . . . . . . . . . . . . . . 182
6.11 Addition of lower ground plane (conductor shown in yellow) along
with farfield Directivity at both Phi=0◦ and Phi=90◦, respectively,
as a variation of Theta . . . . . . . . . . . . . . . . . . . . . . . . . . 184
6.11 Continued. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
6.12 Dimensions for the slots on the bottom ground plane . . . . . . . . . 186
6.13 (a) Lower ground with the slot beneath the dipole removed and (b) S11187
6.13 Continued. (c) and (d) Farfield Directivity patterns at 2.9GHz with
the slot beneath the dipole removed on the lower ground . . . . . . . 188
6.14 Diagram showing new dimensions of antenna for the substrate and
lower ground . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
6.15 (a) S11, (b) and (c) farfield Directivity patterns obtained with new
parameters for antenna-battery . . . . . . . . . . . . . . . . . . . . . 191
6.16 Farfield Directivity patterns as a result of altering the lower ground
plane slot width at 2.3GHz and 3.4GHz . . . . . . . . . . . . . . . . . 194
6.16 Continued. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
6.17 Farfield Directivity patterns as a result of substrate loss (tan δ) . . . 196
6.17 Continued. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
7.1 Integrated antenna-battery design for Bluetooth application . . . . . 200
7.2 Dimensions for slot antenna, (a) top plane, and (b) bottom plane . . 202
7.3 (a) Simulated S11, (b) and (c) Simulated farfield Directivity at 2.45GHz203
7.4 (a) Simulated S11 and (b), (c) Simulated farfield Directivity at 2.45GHz205
xiii
7.5 (a) Bottom plane of new structure showing altered dimensions and
(b) antenna mounted onto dielectric block . . . . . . . . . . . . . . . 207
7.6 (a) Simulated S11 and (b), (c) Simulated farfield Directivity at 2.45GHz
for antenna mounted onto a dielectric block . . . . . . . . . . . . . . 208
7.7 (a) Structure of PEDOT:PSS and (b) an example of a PEDOT:PSS
aerogel pellet [249] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
7.8 (a) Simulated S11 and (b), (c) Simulated farfield Directivity at 2.45GHz
for antenna with the measured PEDOT-PSS dielectric properties . . . 211
7.9 A photo of the fabricated Mylar antenna used in this study . . . . . . 212
7.10 Experimental setup of the antenna in the anechoic chamber . . . . . . 213
7.11 (a) Simulated and measured S11 and (b) Simulated and measured
farfield Directivity patterns at 2.8GHz for antenna with a Mylar sub-
strate (Phi=90◦). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
7.12 Antenna mounted on different surfaces. . . . . . . . . . . . . . . . . . 215
7.13 A photo of the polystyrene layer . . . . . . . . . . . . . . . . . . . . . 216
7.14 Simulated and measured S11 for the antenna on MDF . . . . . . . . . 217
7.15 Simulated Directivities for the antenna mounted on MDF . . . . . . . 218
7.16 Simulated and measured S11 for the antenna on PVC . . . . . . . . . 220
7.17 Simulated Directivities for the antenna mounted on PVC . . . . . . . 221
7.18 Simulated and measured S11 for the antenna on copper . . . . . . . . 222
7.19 Simulated and measured S11 for the antenna on skin with dry skin
dielectric constant values . . . . . . . . . . . . . . . . . . . . . . . . . 224
7.20 Simulated and measured S11 for the antenna on skin, using altered
dielectric constant values . . . . . . . . . . . . . . . . . . . . . . . . . 225
7.21 Altered dimensions for simulated Mylar antenna for (a) the upper
ground plane, and (b) the lower ground plane . . . . . . . . . . . . . 227
7.22 Simulated S11 for the altered structure with no end caps (Figure 7.21),
compared with the simulated S11 for the previous structure containing
the end caps (Figure 7.9) . . . . . . . . . . . . . . . . . . . . . . . . . 228
A.1 Example of a PEDOT monomer unit created in Materials Studio . . . 240
A.2 Example of a lithium ion inserted into a PEG monomer in XCrySDen 242
A.3 Example of PEDOT-PEG with ions inserted in GDIS . . . . . . . . . 243
A.4 Lithium ion interacting with PSS monomer in J-ICE . . . . . . . . . 244
A.5 PEDOT-PEG in VMD . . . . . . . . . . . . . . . . . . . . . . . . . . 245
xiv
Acknowledgments
First and foremost, I would like to thank my supervisors, Dr. Maria Alfredsson and
Dr. John Batchelor for not only providing me with this opportunity, but for all the
help and support over these last few years. Their enthusiasm and interest in this
work has kept me motivated and determined to keep going, even when things were
not going to plan.
I would like to thank the EPSRC and the University of Kent for providing the
funding that has allowed this research to be possible.
I would also like to thank the School of Physical Sciences, and School of Engi-
neering and Digital Arts, along with the staff in these departments, for providing
the resources and assistance that allowed this work to take place.
I am extremely grateful for the assistance and contribution provided by Dr.
David Willock to this work. The help provided by him allowed me to overcome what
was possibly the greatest challenge throughout this PhD, allowing me to simulate
the polymer systems, and for providing continued support and advice throughout.
I am also indebted to the Linux genius, Tim Kinnear, for helping to solve the
seemingly endless computer issues encountered along the way.
Further acknowledgements go to Dr. Dean Sayle, for the assistance provided
with regards to analysing some of output files from the simulations.
I am also very grateful for all the support from my friends over the past few
years, who have encouraged me to keep going to the end. Despite my almost endless
moaning, you have managed to put up with me (something of a miracle), and for
that, I am very much appreciative.
Finally, the love and support of my family has always helped me to overcome
whatever challenge has come my way, and you will always have my deepest gratitude,
including Baxter the cat, whose calming presence definitely helped make the writing
up period less stressful.
xv
Declarations
I hereby declare that the work presented in this thesis is entirely that of the author,
apart from where due acknowledgment has been made. This work has not been




• M. Woods and J. Batchelor, ”Low-profile Slot Antenna integrated with a thin
polymer non-metallic battery”, IEEE Loughborough Antenna and Propaga-
tion Conference, 2013.
• M. Woods, O. Rakibet, P. Young, R. Luck, M. Alfredsson and J. Batchelor,
”Integrated Antenna-Battery for Low-profile Short Range Communications”,




In this study, an integrated antenna-battery was explored. Studying the systems
separately allowed information to be obtained relating to the materials’ performance
and feasibility of an integrated system.
Conducting polymers are promising in modern day lithium ion batteries. With
high electrical conductivity as well as good ionic conductivity, they are now becoming
more widely used. Here, we present a study of a co-block polymer (PEDOT-PEG) in
which a polymer with high electrical conductivity is linked to a polymer with lithium
ion conductivity, using a combination of atomistic simulations and experiments.
Simulations showed that the diffusion and ionic conductivity for PEDOT-PEG
agreed well with experiments. A trend was identified as a function of lithium salt
concentration, in which the ionic conductivity decreased with increasing concentra-
tion. This was identified to be down to the significant ion pairing occurring in the
system between lithium and the counterion.
Requirements for the antenna were the ability to be mounted easily onto a bat-
tery substrate without a significant loss in efficiency and bandwidth. Studies were
undertaken in which a slot dipole antenna was modified so as to incorporate prop-
erties more closely associated with battery materials i.e. permittivity and dielectric
loss. An ultra-thin Mylar prototype was also synthesised and mounted onto a variety
of surfaces, to assess how the antenna performed in different environments.
Results for the antenna showed usable bandwidths and efficiencies when the
antenna structure was modified to closely resemble a solid state battery. Despite a
reduction seen in certain cases, these losses were not significant, and showed promise
with regards to designing an integrated system. The Mylar prototype showed a
good match between simulation and experiment in free space and when mounted on





Batteries and antennas are both widely used components in the electronic and sci-
ence fields. They both have a long list of applications, some of the most notable
being in mobile phones [1, 2, 3] and sensors [4]. These components, namely antennas
come in a huge range of different designs dependant upon their target application.
Battery systems are constantly being explored, developed, and improved upon.
This is to enable them to cope with the high demand that is set by technological
advances. One important quality in order to meet this demand is to ensure that we
have an energy supply which is both cheap and sustainable. This is where batteries
come into place [5]. Despite a relatively simple concept, the rate of advancement of
three-dimensional batteries has been relatively slow. As a matter of fact, batteries
are seen as the heaviest, most expensive and least green components of any electronic
device.
In its simplest form, a battery can be described as several electrochemical cells
connected either in series or parallel in order to provide the required capacity and
voltage, respectively [6]. Each cell is made up of a positive and negative electrode,
which is separated by an electrolyte solution that enables the transfer of ions between
the electrodes. There are many battery systems that have been developed over the
years. The earliest batteries contained Zn and MnO2 as their electrochemical couples
[5]. Lead-acid and Ni-Cd were other common materials used in the early days of
battery research. More recent batteries systems are the Ni-MH and Li-ion batteries.
Lithium tends to be the material of choice at present for portable devices. Lithium
ions now are being used in conjunction with nanomaterials. This is because of the
advantages offered by nanomaterials such as increased rate of lithium insertion and
removal, and enhanced mixed ionic and electronic transport within the particles [7].
Antennas are part of radio communications systems and are devices that either
transmit or receive electromagnetic waves [8]. While certain specialised transmit or
receive antenna designs exist, in general, antenna designs are not specific to either
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a transmit or receive function. The communication system as a whole consists of a
transmitter, a transmitting antenna, the propagation medium, a receiving antenna
and a receiver [9].
Batteries and antennas are commonly used together in transceivers, with a mobile
phone as a key example. Batteries are often required to power the antenna. As
separate components, they both can function effectively alongside each other. It is
when they are both combined with the intention of creating a reduced size single
component where the problems begin to arise. It is a common problem in electronics
that antenna performance is degraded in the presence of proximal metal planes.
What is meant by performance degradation in this case is antenna mismatch and a
reduction in antenna efficiency, properties which will be discussed in Chapter 2. The
battery component comprises of metal from both the current collectors, but mainly
the hermetic seal, which makes it difficult to combine with antennas. This problem
will be discussed in greater detail in Section 1.2. The aim of this investigation is
ultimately to solve this problem of degraded antenna performance in combination
with a battery.
1.2 Non-metallic battery
Possible future developments in lithium batteries involve using lithium in conjunc-
tion with air. In this project, however, the intention is to take a very different
approach: to design a battery that contains no metallic components. The reason
for this design is to ensure that the battery is then compatible with an integrated
antenna system. What we mean by compatibility is that the two components can
function side by side without the battery degrading the performance of the antenna.
In a standard battery, we have two metallic current collectors situated on either side
of the anode/cathode. These current collectors conduct electrons which are involved
in the oxidation and reduction processes which occur in the anode and cathode com-
ponents of the typical lithium ion battery. Figure 1.1 shows the standard setup for
the typical lithium ion battery.
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Figure 1.1: Diagram of typical lithium ion battery showing how lithium ions migrate
from the anode to the cathode [10]
Conventionally, the battery and antenna have been presented as two stand-alone
components. When used in an integrated system, the battery component causes
interference with the electromagnetic fields of the antenna component. The interfer-
ence can be explained in terms of these electromagnetic waves which are transmitted
or received by an antenna [8]. As Faraday demonstrated in 1831, electromagnetic
induction can occur in the presence of a metallic material [11]. The electromagnetic
waves, which are parallel to the metal’s surface, are converted into an electric cur-
rent which is present across the conductor. This causes the signals that are emitted
and received by an antenna that is close, and parallel, to a metal surface to suffer a
loss in radiated energy.
It has been identified that the mismatch problem is caused by these current
collectors from the battery. We are also presented with the problem that both
the battery and the antenna are typically two bulky components, which may cause
issues such as portability and a difficulty creating compact device envelopes. A prime
example of this is with soldiers in the army [11]. Soldiers have a very important need
for radio systems, particularly at low frequencies in order for communication. As a
result, the antenna needs to be of large dimensions, and this is then combined with
large batteries which can be problematic in terms of keeping hidden from enemies
and carrying the device around swiftly. The ability to combine smaller, short range
antennas with their transceiver batteries could have a significant reduction to the
burden on the soldier.
We have therefore been presented with two important questions that need to be
addressed:
1. Are we able to design and build a battery containing no metal?
3
2. Can we integrate the battery and antenna into a design that is both lightweight
and easier to transport? That is having one component as opposed to two.
Our design in mind is an integrated system that is easily printable and ultra-
thin/compact. A variety of applications have been considered for this combined
system including wireless sensors, home monitoring systems and small portable ra-
dios for soldiers. Figure 1.2 shows the proposed integrated antenna-battery design
for this project.
Figure 1.2: Antenna and battery components shown as separate and integrated
systems
To begin tackling these issues, we need to have a realistic idea of a way in
which these suggested designs can work, while still giving good performance. A
crucial aspect necessary for this battery to work is that it must contain a material
that is both electrical and ionic conducting. This material therefore must act as a
replacement for the metallic current collectors. Without these, the material needs
to be able to conduct electrons to compensate. Ionic conductivity is necessary so
that lithium ions can be transported from one electrode to the other.
1.3 Polymer Electrolytes
1.3.1 Conducting polymers
One candidate material that fits the criteria required for a non-metallic battery is a
polymer electrolyte. Specifically in this case, we are looking at conducting polymers,
as opposed to an electrical insulating electrolyte commonly used in typical lithium
ion batteries. Electrical conductivity (σ) can be defined as being proportional to the
product of the density of charge carriers (n), along with the charge that each carrier
holds (e) and also the mobility that each carrier possesses (µ)[12]. Equation (1.1)
relates all these terms to each other.
σ = enµ (1.1)
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As mentioned previously, a crucial aspect for a polymer electrolyte to work in
this case is mixed electrical/ionic conductivity. Figure 1.3 shows a current setup of
a typical lithium ion battery, followed by a proposed design replacing the current
collectors with conducting polymers.
Figure 1.3: a) A typical lithium ion battery setup and b) Proposed non-metallic
battery with conducting polymers acting as the electrodes, replacing the current
collectors [11]
Obviously, to have any chance of the proposed design being successful, we need
a polymer electrolyte that is suitable. A conducting polymer would be able to
transport electrical energy converted from chemical energy through it, negating the
requirement for a current collector [11]. However, for this to be successful, the
conducting polymer is also required to be both chemically and thermally stable,
along with good conductivity at room temperature. With these in place, it is hoped
that the electrolyte would be cyclable in a lithium ion battery.
With regards to the setup of the new proposed battery, the negative electrode
consists of the polymer matrix mixed together with the anode material, while the
positive electrode consists of the polymer matrix mixed with the cathode material.
Acting as the separator would be an electrically insulating membrane such as PEO,
which would enable lithium migration and ensure that short-circuits are avoided. It
is well known that many different polymer electrolytes offer good ionic conductivity,
giving them a good ability to transfer ions from the anode to the cathode and vice
versa.
So how do we know that replacing the metallic current collectors with poly-
mer electrolytes will work? Well in terms of electrical conductivity, polymers have
been investigated as current collectors previously. A prime example of this is
in the application of electrochromic windows [13], where the copolymer poly(3,4-
ethylenedioxythiophene) polystyrene sulphonate (PEDOT:PSS), was used for both
electrodes, separated by a polyelectrolyte, with the colour contrast in the elec-
trochromic display observed throughout the experiment.
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Polymer electrolytes are now commonly used in batteries, but often for other
purposes, such as binders in electrode materials. For example, polypyrrole has been
used in silicon anodes [14] to form a composite which reduces the initial irreversible
capacity loss, producing good reversibility, greater cycle life and higher coulombic
efficiency than the pure silicon anode. They are also often used as separators, such as
the polyvinylidene difluoride/polydimethylsiloxane (PVDF/PDMS) membrane [15],
where blending PDMS into the PVDF membrane lead to decreased crystallinity,
as well as increased stability of entrapped liquid electrolyte and ionic conductivity.
Another polymer that has shown to improve the PVDF membrane properties in
lithium ion batteries is poly(methyl methacrylate) (PMMA) [16]. Using a relatively
new technique known as electrospinning to fabricate the fibrous polymer membrane,
PMMA has a plasticisation effect on the PVDF polymer, leading to a decreased
crystallinity, and thus a higher ionic conductivity. The increased conductivity of this
composite is a result of increased electrolyte uptake, a three-dimensional network
structure, and a higher porosity.
As mentioned throughout, it is simply not enough to have either electrical or
ionic conductivity for our polymer electrolyte to be able to be used in the pro-
posed battery design. The polymer must be a mixed conductor having both of these
properties in order to be suitable. However, this does not necessarily mean that a
polymer containing just one of these properties should automatically be discounted.
In many cases, a polymer can be doped, which may lead to an increase in electronic
conductivity. Composite polymers can also be synthesised which may greatly en-
hance its properties and allow it to be used in a wider array of applications. It is
worth looking at specific polymers individually to begin with, so as to allow us to
assess the options available to us. What is perhaps the most important property
to begin investigating is electrical conductivity. We are hoping to use polymer elec-
trolytes with the highest electrical conductivity values possible, giving them greater
ability to conduct electrons. Figure 1.4 shows the electrical conductivity values of
various polymer electrolytes along with some other materials that include transition
metals.
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Figure 1.4: A diagram showing the electrical conductivities of various polymers and
materials. Note that the polymers are on the right side of the diagram [17]
Here, we can immediately see which polymers have the greatest conductivity.
What is instantly noticeable is the vast difference in conductivity between the pure
polymers, and their doped counterparts (shown on the diagram by d-). This suggests
that with doping, the conductivity values on these polymers can reach levels close
to transition metals. This means that in terms of electrical conductivity, polymer
electrolytes are very much a valid replacement if we are trying to create non-metallic
batteries.
When we consider conducting polymers suitable for a battery, there are several
key parameters that need to be observed. The charge density is an important
factor, and values greater than 200mAh/g are preferable [18]. The charge density is
determined by the polymer mass or volume that is required per exchangeable unit
charge. Specific charge, often used to express the charge of a battery as well, can
often be quoted as capacity instead and this is in reference to both the electrodes
and the entire battery. It should be noted that in any battery, the capacity tends
to be limited by the electrode with the overall lowest capacity.
Further important features of a good conducting polymer are a voltage difference
relative to the counter electrode which is greater than 2V. A high coulombic effi-
ciency is sought after, with a value closer to 100% seen as a preference. A suitable
polymer should also feature a voltage efficiency greater than 80%. The main other
prerequisites are to do with the overall lifetime of the material. A cycle life greater
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than 500 cycles is ideal, while self-discharge due to reactions with the electrolyte
for example should occur at less than 1% per day to ensure that the polymer has a
good chemical stability. The final point is that the electrolyte should have a shelf
life of more than a year, in the charged or discharged state.
The next step here is to briefly investigate the model polymer electrolytes that
have been tested in many battery systems previously. In this case, some of the most
studied polymers include polyacetylene, polyaniline, polypyrrole, polythiophene and
poly(p-phenylene).
1.3.2 Ionic conductivity
Ionically-conducting polymers behave differently to those that specifically conduct
electrons. These types of polymers act as hosts, forming complexes with alkali metal
salts [19]. The process can be described by Equation (1.2)
mMX + (−RY−)n → (MX)m · (−RY−)n (1.2)
Here, (-RY-) is the polymer repeat unit. For a reaction such as this to be
successful, several requirements must be fulfilled. Firstly, the system will need to be
thermodynamically favourable, which is achieved when the Gibbs energy of solvation
of the salt by the polymer is substantial enough to overcome the salt’s lattice energy.
A simpler way to describe this is the relationship between the ability of the salt to
form a homogenous complex and the ability of the monomer to dissolve this salt.
Further requirements are that the polar groups present on the polymer chain need
to be of a high concentration in order to effectively solvate the salt. The cohesive
energy that a polymer contains must not be too high. The polymer must also
be quite flexible, allowing reorientation of the local coordination geometry to be
achieved allowing for effective solvation.
In order to conduct ions, polymers require specific features, in this case, known as
coordination centres. These coordination centres are often particular atoms/groups
situated on a polymer, which allow ions to be coordinated to them. We are specifi-
cally looking at Li+ ions in this case, with the bigger picture being which polymers
favour the migration of Li+ ions in their polymer matrix.
So what is meant exactly by a coordination centre? Take poly(ethylene oxide)
or PEO for example. PEO is one of the most commonly known polymer electrolytes
and possesses oxygen atoms in its structure, as shown in Figure 1.5.
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Figure 1.5: Chemical structure of poly(ethylene oxide)
These oxygen atoms are electronegative and contain two lone pairs of electrons.
The oxygen atoms are an attractive site for lithium, and with chains of PEO, enable
Li+ ions to essentially travel from one oxygen to another. Therefore, we see a migra-
tion of lithium across the structure of PEO, meaning it possesses ionic conductivity.
The oxygen atoms in this case are referred to as coordination centres.
As well as polymers containing oxygen such as poly(propylene oxide) and polysilox-
anes, we are also interested in any that contain nitrogen and sulphur atoms. This
includes polymers such as polypyrrole and polythiophene.
1.3.3 Polyacetylene
Figure 1.6: Chemical structure of polyacetylene
When looking for a suitable polymer to incorporate into the battery, it is a good
idea to start from the beginning. The first known electrical conducting polymer
is polyacetylene, shown in Figure 1.6. It was discovered that polyacetylene could
be reversibly oxidised and reduced, which essentially meant that it could reversibly
switch from the insulating state to either a semiconducting or conducting state [20].
After this discovery, attempts were made using the redox reactions of polyacetylene
to store charge [18]. Among many of the conducting polymers, polyacetylene tends
to be regarded as a model material, which is in some way due to its bivalence
property (which means it acts as a host for both positive and negative charge).
There is also a large amount of theoretical data on polyacetylene that has been
acquired by physicists.
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During the redox reactions that occur in conducting polymers, the polymer elec-
trolyte needs to either give off or take up ions in order to ensure that the material
remains charge neutral. This process is often referred to as doping, which is an ion
insertion process. An example of a dopant used in conjunction with a conducting
polymer is Titanium Disulfide [21]. Doping essentially increases the redox state and
thus the electrical conductivity of the polymer [18]. These charge-compensating ions
are free to move within the polymer meaning that doped conducting polymers are
in fact, both electrical and ionic conducting.
One of the key features of polyacetylene that gives rise to its high conductivity
is the fact that it is a conjugated polymer. Conjugated polymers are charged con-
ducting macromolecules that contain a large number of ionisable/ionic groups [22].
It is the alternating carbon-carbon double bonds present in the main polymer chain
which give rise to its conductivity. Due to polyacetylene’s extensive conjugation, as
well as the ionic groups that it possesses upon doping, polyacetylenes are viewed
as an attractive prospect for energy storage devices. As a matter of fact, in freshly
prepared doped polyacetylene, several conductivity values of the order of 105 S/cm
have even been reported [23].
One important feature of the polyacetylene molecule is that there are two possible
isomers, the cis-isomer [24] and the trans-isomer [25]. These isomers are known as
stereoisomers and describe the ways in which the atoms or functional groups position
themselves relative to a reference plane [26]. In cis-isomerism, the atoms are situated
on the same side, whereas in trans-isomerism, the atoms are on different sides.
Past research has very much been focused on polyacetylene films, which are
prepared by the polymerisation of acetylene in the gaseous state, situated on a
layer of concentrated Ziegler-Natta catalyst solution [27]. The resulting material is
insoluble, inhomogenenous and poorly characterised. This had made it difficult for
scientists to understand the main electrical properties of both pristine, and doped
polyacetylene. In order to understand these properties, it is necessary to separate
the single chain effects (or intramolecular forces) from the chain-chain interactions
(or intermolecular forces) [28]. Previous attempts to solve this problem, which
often involve modification of the monomer have tended to yield poor results. More
successful polyacetylene materials have been created by incorporating polyacetylene
into a graft co-block polymer.
Results show that either graft or co-block polymerisation of acetylene in conjunc-
tion with a suitable carrier polymer can lead to a soluble polyacetylene [28]. This
then allows investigation of the single-chain characteristics of the polymer. Interest-
ingly, these results obtained by Bates and Baker indicate the presence of amorphous
polyacetylene trapped inside microdomains. In fact, it would seem that the likeli-
hood of these polyacetylene microphases existing in a crystalline state is low due to
their size and spatial constraints that are associated with graft function placement
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at the domain interface [29].
Polyacetylene has been studied for use in organic batteries previously. For ex-
ample, Nagatomo fabricated a rechargeable all-plastic battery using polyacetylene
film for both electrodes, along with a PVDF·LiClO4· PC (propylene carbonate)
polymeric solid electrolyte film in between [30]. A gold film was placed on top of
the positive electrode, while a sheet of aluminium foil was placed underneath the
negative electrode. The design is shown in Figure 1.7.
Figure 1.7: Diagram showing the layout of a rechargeable polyacetylene battery with
a polymer solid film of PVDF·LiClO4·PC acting as the electrolyte [30]
In this case, the ionic conductivity of the polymeric solid electrolyte increased
as the mole percentage of LiClO4 in PVDF increased. Average values ranged from
4×10−6 to 5×10−3 S/cm. The battery was found to be suitable for usage in low
current electronic devices. However, it suffered from several problems, such as the
ionic conductivity of the electrolyte being insufficient, the degradation of the battery
performance and the adhesion between the polyacetylene film and the polymeric
solid electrolyte.
1.3.4 Polyaniline
Figure 1.8: Chemical structure of polyaniline
Polyaniline, shown in Figure 1.8, is one of the most investigated conducting polymers
and it fulfils the requirements of an electrode material for usage in a light-weight
battery [18]. Polyaniline tends to be produced from either anodic and chemical ox-
idation of an aniline monomer. Perhaps one of polyaniline’s most desirable features
is that it is a conjugated polymer [31]. With an ease of synthesis, and good com-
mercial availability of both the monomer and polymer, it happens to be one of the
most commonly used conducting polymers in battery application.
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As with polyacetylene, one of the reasons for the high conductivity of polyani-
line is due to its extensive conjugativity. Further explanation of conjugativity can
be described by the overlap of adjacent pi-orbitals which give rise to the electronic
and optical properties of the polymer. In fact, the combination of molecular or-
bitals across a backbone of a conjugated polymer result in band structures which
are comparable to those witnessed in inorganic semiconductors [20, 32]. However,
conjugated polymers are associated with a maximum conjugation length, defined as
the point where further addition of monomer units will no longer have any bearing
of the electronic properties of the material [33, 34, 35].
The performance characteristics of polyaniline [36] are an operating voltage vs
Li/Li+ of between 3 and 4V. A theoretical capacity of 294mAh/g has been deduced
while experimentally, the capacity can range from 100 to 147mAh/g. It demon-
strates an energy density of 300mWh/g along with a power density of 100mW/g.
Other properties that make polyaniline desirable for a battery are its high coloumbic
efficiency of 90-100%, a good cyclability of over 500 cycles along with a good chem-
ical stability, tunable properties and a low cost [12, 18]. Of particular interest is
the conductivity of polyaniline. In pellet form, values of up to 58 S/cm have been
quoted when synthesised with H3PO4, while stretched polyaniline films have shown
electrical conductivity of up to 500 S/cm in the stretching direction [37].
Polyaniline/lithium batteries are actually among the few to have been commer-
cially successful [31]. Researchers are continuously looking for ways on which to
improve the performance of polyaniline in batteries as a result of its favourable
properties such as oxidative stability, theoretical capacity and electrochemical re-
versibility [38]. Despite the benefits offered by polyaniline, it does suffer some draw-
backs, with the most notable being insolubility and intractability. However, these
issues have been addressed in other studies that involved dispersion of the polymer
via multiple steps designed to remove aggregates, resulting in a stable suspension
[39]. In more recent years, other methods have allowed an easier form of solution
suspension in polyaniline, such as template synthesis with polyanions [40].
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1.3.5 PEDOT
Figure 1.9: Chemical structure of PEDOT
Poly(3,4-ethylenedioxythiophene) or PEDOT, shown in Figure 1.9, is a polymer that
has perhaps not been so widely studied compared to polyacetylene and polyaniline.
Like the previously mentioned polymers, PEDOT is a conjugated polymer that func-
tions as an electronic conductor [41]. PEDOT has demonstrated interesting electro-
chemical properties such as an operating voltage (V vs Li/Li+) of between 2.7-4.2V
[31]. Other key properties include a theoretical capacity of 191mAh/g, and an exper-
imental capacity of between 30-70mAh/g. Energy densities of between 1-4mWh/g
have been quoted while power density values can range from 35-2500mW/g.
What is perhaps one of the most interesting features of PEDOT is its electrical
stability, which is why it has been attracting more and more attention [41]. PEDOT
also has a good cycle life, greater than 500 cycles, the amount usually required for
lithium ion batteries. PEDOT has also been used as a composite with carbon,
showing impressive cycling stability of 25mAh/g over 220 cycles [42]. No fading of
capacity was shown over these tested cycles, and a coulombic efficiency of over 99%
was observed.
PEDOT has previously been studied in a variety of applications such as a con-
ducting surface layer for electrodeposition of copper [43] along with biosensor appli-
cations [44]. It has been shown to demonstrate enhanced electrochromatic switching
properties, along with high electronic conductivity [45]. PEDOT is able to be pro-
cessed from solution, and has demonstrated conductivity values of as high as 300
S/cm [43]. Due to its conductivity, PEDOT is commonly incorporated as an elec-
tronically conducting phase in many material systems [13].
1.3.6 Poly(ethylene oxide)/Poly(ethylene glycol)
Poly(ethylene oxide) or PEO, which can also be known as Poly(ethylene glycol)
or PEG depending on chain length, has attracted attention because of its Li-ion
conductivity. It has the ability to solvate ions, therefore allowing it to act as a solid
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polymer electrolyte that makes it suitable for many electrochemical applications,
such as batteries with high energy density [46]. Unlike the previous examples of
conjugated polymers which we are looking at, the main attribute of PEO is its
function as an ionically-conducting polymer. As mentioned in Section 1.3.2, PEO
contains oxygen atoms which allow it to solvate lithium ions, allowing them to
migrate across the polymer chains.
PEO is in fact the most studied host for cations out of the polymer electrolytes
[47]. It contains a simple monomer unit (CH2-CH2-O) along with a high chemical
stability. Due to a flexible chain, it is able to adopt several low energy conformations.
PEO is suited to forming multidentate polymer-ion bonds, which is due to the
distance between the ether oxygens in the chain. As mentioned previously, the
chain lengths, or molecular weight will determine the designation of the polymer,
along with the structure. For low molecular weights, the polymer is referred to
as PEG and is in the form of an amorphous, viscous liquid. For higher molecular
weights, the polymer is referred to as PEO and is semicrystalline, possessing both
amorphous and crystalline regions. As a result, PEO takes on a helical structure
[48]. As the molecular weight of PEO is increased, the crystallinity will decrease
due to entanglements in the system.
In this study, we are interested in the behaviour of PEO/PEG systems as a poly-
mer electrolyte, and thus the conduction mechanisms of lithium ions. It is expected
that the ionic conductivity will increase as a function of increasing salt concentra-
tion. However, though this is true in most cases, the LiClO4-PEO system shows
an initial increase before reaching a peak at an intermediate concentration [49]. At
higher concentrations, the conductivity starts to decrease. This can be explained in
terms of ion pairing, whereby aggregates are formed at high salt concentrations [50].
When a polymer-salt system becomes more concentrated, the distances between the
ions become shorter and form clusters [47]. This results in a lower mobility of the
ions due to the increased size of the clusters. Furthermore, the polymer backbone
will become more rigid with increasing salt concentration which leads to a reduction
in the number of available coordination sites. The clusters also affect the charge,
since the uncharged ion pairs will become monovalent ions, and thus have no con-
tribution to the ionic conductivity.
Materials such as PEO are of great interest in all-solid-state batteries [51]. The
ionic conductivity of PEO-based electrolytes is temperature dependant. At ambient
temperature, relatively low values are observed, of the order of 10−8 S/cm [52]
which can be partially a result of high localised crystallinity. Li-ion conductivity can
increase up to around 10−5 S/cm at about 100◦C. It is found that ionic conductivity
is more prominent in the amorphous regions of PEO [53]. Therefore, approaches have
been made to try and reduce the crystallinity including the addition of plasticisers
[47]. Water is one such example of this and has been known to increase the ionic
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conductivity for polymer electrolytes by several orders of magnitude [54]. As well as
improving ionic conductivity and mobility of the polymer chains, water absorption
also decreases the amount of crystalline phase present in the material.
For our proposed design, PEG/PEO remains a good potential prospect for our
system, and could become useful in combination with other polymers, leading to
mixed conducting polymers, such as the co-block PEDOT-PEG discussed in Sec-
tion 1.3.7.
1.3.7 PEDOT-PEG
In terms of conduction mechanism, PEDOT is mostly known to provide electrical
conductivity while PEG is a provider of ionic conductivity. By creating a co-polymer
from these two structures, we aim to create a co-polymer demonstrating mixed
conductivity, meaning it possesses the properties of both an electrical conductor
and an ionic conductor. This opens up many possibilities in the field of chemistry
and electronics. In terms of the battery component, having a mixed conducting
polymer would essentially act as a replacement for the anode/cathode components
as well as the current collectors. It would allow us to use the conducting polymer
to initiate transport of electrons across the battery, and allow lithium to be stored
and transported from the anode to the cathode.
Little work has been done to assess the possibility of using PEDOT-PEG as
an electrode in a battery, and this work would be focused on seeing how well this
co-polymer could function as an anode/cathode and a current collector. One such
application that has been discussed is the use of PEDOT-PEG in organic light
emitting diodes (OLED) [55]. In this case, PEDOT-PEG has been doped with
both perchlorate and para-toluenesulphonate. PEDOT-PEG is another example of
an intrinsically conducting polymer consisting of extended pi-conjugation along the
polymer chain. Therefore, when this co-polymer is doped, its conductivity increases
by several orders of magnitude. The PEG component in PEDOT-PEG serves to
stabilise the colloidal dispersion of the PEDOT component, which allows non-acidic
dopants and aprotic solvents to be used.
PEDOT-PEG is a neutral material and in the use of Polymer Light Emitting
Diodes (PLEDs), it exhibits conductivity values of between 0.1-2 S/cm [56]. The role
of the dopants can be relatively significant in terms of conductivity. For example,
in the study conducted by Sapp, PEDOT-PEG showed a conductivity of 0.4 S/cm
when doped with perchlorate (PC), while the PTS-doped polymer showed much
lower conductivities of around 10−3 S/cm [55].
In terms of battery applications, PEDOT-PEG has been used as a protective
layer on lithium electrodes, in order to improve cycling stability [57]. The co-polymer
showed strong adhesion to the lithium electrode which suppressed corrosion of the
lithium metal as well as stabilising the interface of the electrode which was in contact
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with the organic electrolyte. Furthermore, the polymer coating improved capacity
retention of the Li/LiCoO2 cell with an increase from 9.3% to 87.3% after 200 cycles.
1.3.8 PEDOT:PSS
Figure 1.10: Chemical structure of PEDOT:PSS [58]
PEDOT:PSS, shown by Figure 1.10, is another copolymer that shows promise with
regards to application in a non-metallic battery. In this case, the polystyrene
sulphonate (PSS) component is expected to coordinate cations, much like the PEG
phase in PEDOT-PEG. The SO3
− group can attract positive lithium ions, allowing
for energy storage and ionic conductivity. PSS is a polyanion, which when used as a
dopant for PEDOT, it gives rise to desirable properties such as good compatibility
with polar group polymers, and in turn allows good device performance when used
with aqueous electrolytes [59]. In the PEDOT:PSS dispersion, the PSS chain acts as
the charge-compensating counterion in excess that stabilises the positively charged
PEDOT chain [60].
PEDOT:PSS, like PEDOT-PEG, has also been used in PLEDs, and is in fact
one of the most widely used materials for the hole transport layer, preventing the
oxidation of the light emitting materials as they interface with the emitting layer [56].
However, as polystyrene sulphonate is a strong acidic functional group, it corrodes
the indium tin oxide (ITO) present in the PLED, causing a diffusion of indium
into the emitting layer. This problem can somewhat be resolved by synthesising
multi-layered PLEDs, using materials such a PEDOT-PEG to prevent corrosion.
In terms of conductivity values, one study in particular demonstrated a signifi-
cant enhancement from 0.3 to 3065 S/cm for PEDOT:PSS films when doped with
H2SO4 [61]. Other notable values of 1325 S/cm [62] and 1418 S/cm [63] have been
quoted. These values for doped PEDOT:PSS show a significant improvement over
the original conductivity, which is something to consider in terms of battery perfor-
mance.
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PEDOT:PSS has been used in batteries, for example as a binder and conducting
additive for a carbon black free LiFePO4 composite electrode [64]. It was found
that composite cathodes containing 8% PEDOT:PSS showed a comparable elec-
trode capacity along with a better cyclic stability than a conventional composite
cathode. PEDOT:PSS has also been used in order to coat sulphur-activated porous
graphene composite cathodes in lithium-sulphur batteries [65]. Here, the conduc-
tive PEDOT:PSS layer facilitated charge transportation and prevented dissolution
of polysulfides. This composite cathode showed an improved specific discharge ca-
pacity of 1198mAh/g at a current rate of 0.1 C for the first cycle along with good
cycling stability by retaining a reversible capacity of 845mAh/g after 200 cycles.
1.4 Antenna background
The antenna properties and performance of the short range systems considered here
come under the topic of Microwave engineering, and it is to these Microwave sys-
tems that the antenna will be applied [66]. Microwave engineering tends to cover
alternating current signal behaviour in the frequency range of 3 MHz to 300GHz.
The corresponding electrical wavelength, λ, is between 10cm and 1mm respectively,
when λ = c/f , where c is the speed of light and f is the frequency.
Insignificant voltage phase variation over electronic component dimensions is seen
at large (sub-microwave) wavelengths. Microwave components are often described
as distributed elements due to the fact that the voltage or current phase will progress
significantly over the physical extent of the device. This is due to the dimensions of
the device being in the order of the electrical wavelength.
The theory of Microwave engineering in terms of electromagnetics is described
by Maxwell’s equations. Maxwell’s equations are complex due to their vector dif-
ferential or integral operations on vector field quantities, and it is these fields which
are functions of spatial coordinates. Due to this complexity, they are beyond the
scope of this work. While a field theory solution will give a complete description
of the electromagnetic field at each point in space, device terminal quantities such
as power and impedance are more tangible and are very useful in terms of antenna
performance.
A propagating electromagnetic field is best described as a flow of energy travelling
through a medium and is in the form of both an electric field, E, and a magnetic
field, H. The electromagnetic wave can be either vertically or horizontally polarised
[8]. With vertical polarisation, the E vector is vertical. This means that a vertical
polarised antenna is required to launch it. In the horizontal case, the E vector
is horizontal, therefore requiring a horizontal antenna in order to launch it. It
is also possible that circular polarisation may be used. This is the combination
of both vertical and horizontal polarisation where a 90◦ phase difference between
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the E vectors causes the wave front polarisation to rotate 360◦ in orientation for
every wavelength propagated. In many cases, electromagnetic waves are vertically
polarised as this enhances wave propagation over the earth’s surface.
Microwave wireless transmission is popular owing to the ability of the signals to
travel by line of sight, meaning they avoid being bent by the ionosphere, or ground
conduction, as occurs for signals of lower frequency [66]. Various molecular, atomic
and nuclear resonances occur at Microwave frequencies which affect propagation
and have application in basic science and medicine. The vast majority of applica-
tions are in wireless networks and communication systems, wireless security systems,
environmental remote sensors and medical systems.
When designing a suitable antenna which could be successfully integrated with
a battery, an important parameter is efficiency, which is the ratio of power output
to supplied input power for an antenna [66]. A good operating bandwidth is also
desirable, and this is defined as the range of frequencies over which the antenna
functions according to a specified criteria, which is often the quality of the input
impedance match. Signal bandwidth is expressed as a fraction of the centre, or
carrier frequency. Therefore, high frequency microwave signals have the advantage
of offering large bandwidths. The specific antenna properties under investigation
will be explained in greater detail in Chapter 2.
What needs to be determined in this study is the type and design of the antenna.
For this antenna to be useful, it must be able to offer a good bandwidth, meaning
it can be used over a range of frequencies, along with usable efficiency for certain
applications. There is no specific application for the prototype integrated system
at this stage. However, a wider bandwidth will allow a wider range of applications
to be possible. Antenna efficiency is important to ensure that significant power loss
is not occurring in the system. Different antenna types offer different properties af-
fecting their suitability for battery integration and microwave transmission. Various
candidates will be considered in Section 1.4.1 and Section 1.4.2.
1.4.1 Microstrip patch antennas
A microstrip patch antenna is one in which a conductor of a certain resonant length
is printed onto a thin, dielectric substrate containing a ground plane. With advances
in wireless communication systems in terms of compact device size and broadband
operations, microstrip patch antennas are of increasing interest [67]. These types of
antenna are low-profile, lightweight, compact, able to be mass produced and easy
to integrate with an electronic system [68, 69, 70]. Furthermore, these antennas
can be designed with the characteristics of other types of antenna, namely, cir-
cularly polarised radiation and multiband operations i.e. the frequency bands at
which antennas operate [68]. An example of a microstrip patch antenna is shown in
Figure 1.11.
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Figure 1.11: Typical microstrip patch antenna [71]
In their most basic form, these antennas consist of a flat plate over a ground plane
[72]. The antenna itself is usually built from printed circuit board material, with
the antenna substrate acting as the dielectric. The bandwidth for patch antennas
can be determined by the distance between the patch and ground plane, therefore
being controlled by the height of the substrate and its dielectric constant. In many
cases, the patches are rectangular or square in shape, although sometimes, they can
be other shapes such as circular.
Studies on microstrip antennas have recently focused on improving bandwidth as
well as designing to operate at multiple bands with one study in particular achieving
a fractional bandwidth of 95% in terms of voltage standing wave ratio (VSWR)[73].
VSWR is the measure of the mismatch of a transmission line. Other studies demon-
strate dual-band operations for antennas of this type [74].
Microstrip patches radiate due to having parallel and co-phased horizontal E-
fields present at each edge. On the contrary, the vertical fields will not radiate since
they are in the opposite direction and sum to zero in the radiated field. Figure 1.12
shows how the fields lead to radiation in the microstrip patch.
Figure 1.12: Process of radiation due to E-fields in microstrip patch antenna
Due to their low-profile structure and ease of installation in electronic systems,
microstrip patch antennas provide one possibility for the proposed antenna-battery
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design. Referring back to Figure 1.2, a microstrip patch could in theory rest on
top of a battery substrate, with a ground plane underneath. However, it is known
that patch antennas are at their most efficient on a thick dielectric that has a low
relative permittivity value. We are looking at an ultra-thin integrated system which
maintains usable efficiencies. Furthermore, it is likely that the battery substrate
may have a greater permittivity than that which would ensure optimal performance
for a microstrip patch.
Due to the limitations caused by the dielectric substrate mentioned previously,
single layer microstrip patch antennas will generally have narrow bandwidths, with
enhancement being necessary for many applications [67]. In the case of [73], though a
bandwidth of 95% could be achieved, the patch was suspended over the ground plane
and supported with a non-conductive pin. This configuration would be impractical
for an ultra-thin low-profile integrated system such as the one proposed. Also, the
electrical losses associated with the battery electrolyte material would mean it would
be an inefficient substrate for a microstrip patch.
1.4.2 Slot antennas
In the case where an ultra-thin antenna is desired, and particularly where the in-
tention might be to mount on a structure which has a very high permittivity, a slot
antenna becomes a viable option. Slot antennas often are in the form of a slot dipole,
which is the complement of a normal dipole. A dipole in this case is a centre-fed
linear antenna that has a length, L [9]. One of the most common types of dipole
antennas is the halfwave dipole, defined with length, L = λ/2, shown in Figure 1.13.
Figure 1.13: An example of a halfwave dipole
In the case of a slot antenna, it is an opening cut in a sheet of conductor such
as copper [9]. It comes under the general term of aperture antennas. The antenna
is energised, for example, via a waveguide. A typical slot dipole may be half a
wavelength long, such as that shown in Figure 1.14
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Figure 1.14: An example of a halfwave slot dipole
In terms of radiation, a horizontal slot will produce vertical polarisation in the
direction that is normal to the slot, while a vertical slot will produce horizontal po-
larisation. Radiation can occur from both faces of the conducting sheet. Figure 1.15
shows a simplified depiction of the E and H fields around the slot. These fields give
rise to the radiated fields.
Figure 1.15: H and E fields in a slot dipole
In order for radiation to occur, an electric field stimulus should be placed across
the slot aperture [75]. This then allows the magnetic field to be partially aligned
along the slot edge. If the width of the slot is significantly less than a wavelength,
then the long edges of the slot will carry equal and opposite current meaning that
only the E-fields across the slot width will exist. At half a wavelength, the currents
at the short edges of the slot are in phase, however, they do not radiate efficiently
as they are immediately adjacent to the conductor. At a certain distance from the
narrow slot edges, the vertical components of the E field will reinforce, which results
in far-field radiation. The ground plane ideally should be at least one wavelength
larger than the slot.
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Slot antennas offer the advantage over microstrip patch antennas of having wide
bandwidth, and good impedance matching is possible with appropriate techniques
[76]. Research has demonstrated that in one case, several slot antennas consisting
of a slot dipole, a coplanar patch-slot (CPA) and bow-tie design were able to attain
bandwidth values of 17-40% [77]. A coplanar patch-slot is where the antenna consists
of a rectangular patch surrounded by a non-uniform width slot. Another study
shows how the bandwidth of a Coplanar Waveguide (CPW) slot antenna can be
improved by altering the slot dimensions, with an asymmetric configuration yielding
the biggest improvement [78]. This was for the purpose of designing an antenna
suitable for use in Wireless Local Area Network (WLAN) applications. A coplanar
waveguide is the feeding in which the side-plane conductor is ground and the centre
strip carries the signal. Figure 1.16 shows the typical geometry for a coplanar patch-
slot, bow-tie slot and coplanar waveguide antenna.
(a) (b)
(c)
Figure 1.16: (a) Coplanar patch slot (CPA) [77], (b) bow-tie slot [77] and (c) copla-
nar waveguide (CPW) slot antenna [78]. For (a) and (b), the slots are represented
in green, while for (c), the slots are shown in white
1.4.3 Electrical impedance
In typical electrical circuits, charges will be stored on a capacitor, which will consist
of a pair of conductors [79]. The energy stored by a capacitor can be expressed as
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capacitance, C, and is dependant upon the geometry of the conductors. One of the
simplest examples is the parallel plate capacitor. Here, two plates of an area, A,
are separated by a distance, d, which represents the insulating dielectric material.
Figure 1.17 gives a visual representation of the standard parallel plate capacitor.
Figure 1.17: The parallel plate capacitor





Here, εr represents the relative permittivity of the dielectric material between
the plates (also known as the dielectric constant), while ε0 is the electric constant
(8.85×10−12F/m). Capacitance is typically quoted in units of Farads, F. It is directly
proportional to the area of the conducting plates, and inversely proportional to the
height of the dielectric. Therefore, the closer the two plates are together, the greater
the capacitance.
In terms of A.C. circuits, the idea of impedance becomes important. Impedance
in itself is used to describe the complex ratio of voltage to current in A.C. circuits
[66]. The impedance of the capacitor, ZC , can be related to both capacitance and








j is the imaginary unit, where j2 = −1. At low frequencies, the impedance value
for a capacitor will be large. Meanwhile, for high frequencies, ZC becomes small,




For the rest of this study, PEDOT-PEG will be used as the model system. PEDOT
is known to be a good electrical conductor, while PEG is seen as the model system
for ionic conductors. Therefore, it will be of interest to assess the properties of
this co-block polymer in terms of mixed electrical/ionic conductivity. With PEG
having been studied extensively in terms of ionic conductivity, it will be of interest
to observe how the co-polymer PEDOT-PEG compares to previous research, both
experimentally and computationally.
In terms of the antenna, the decision has been made to investigate the slot an-
tenna for our proposed integrated design. This is due to the advantages it holds
over microstrip patches in terms of bandwidth and impedance matching. Further-
more, slot antennas are more suitable for thinner designs such as the one proposed.
In addition, with slot antennas being more suited for mounting onto materials of
potential high dielectric constants, this makes it a better option overall than the
microstrip patch. Therefore, if we refer back to Figure 1.2, our design is expected
to be a solid state battery, with a slot dipole on top. Research will be conducted
in order to design a slot antenna of suitable dimensions which shows reasonable




2.1 Introduction to atomistic simulations
So why are we looking towards computer modelling? Scientists look to computer
simulations due to the financial and time constraints associated with laboratory
trials. Theoretical chemistry can provide fundamental insights as well as allowing
studies on materials that are either difficult or dangerous to capture in situ, for
example, radiation damage due to long time scales and elevated pressures as they
are difficult to achieve and interpret experimentally.
Computer simulations can be performed at a multitude of different scales. This
refers to the broad space-time scale of interest, which can span several orders of
magnitude [80]. The scales can range from nm (atomic scale) to mm, and ps to
minutes, respectively. When considering computer simulations, one must select the
scale that is most appropriate for the system and properties of interest. The most
suitable scale is selected based on what best fits the order of magnitude in the space-
time scale of interest. The accuracy and the time it takes to perform the calculations
depend on the chosen scale. Atomistic simulations based on solving the Schro¨dinger
equation are the most accurate, but computationally are more expensive than for
example, interatomic potential simulations. The least accurate are finite element
methods which are applied to large space and time scales. Figure 2.1 shows how
these different simulation methods link together.
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Figure 2.1: Different areas of computational modelling compared with time frame
and simulation size
As we go down the scale, the system sizes become smaller along with the timescale
for which the simulations take place in. For each scale, different laws and methods
apply. At the macroscale, macroscopic conservation laws are important [81]. The
mesoscale employs methods such as mean field methods, and the Lattice-Boltzmann
method. Interatomic based Molecular dynamics (MD) tend to be used at the molecu-
lar scale. For quantum mechanical methods (atomic scale), density-functional theory
(DFT) and/or Hartree-Fock (HF) methods are commonly used.
In relation to this project, the quantum mechanical methods link in with the
macroscale simulations. In order to simulate and investigate the performance of
polymer electrolytes, computational modelling is useful [81]. In this project, mod-
elling has been employed to polymer electrolytes in order to screen potential ma-
terials for battery applications. The calculations for the polymer electrolyte can
be performed using atomistic and molecular calculations, while simulations for the
antenna are performed at the macroscale. Information obtained using quantum me-
chanics, in particular, the data about the substrate permittivity and conductivity,
can then be fed into the antenna simulations. This can help maximise the properties
of polymer electrolytes functioning in the presence of antennas and vice versa. In
turn, using macroscale simulations, information about the most appropriate param-
eters to use for the substrate can be obtained, and if necessary, fed back to the
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polymer electrolyte simulations that employ quantum mechanical methods.
2.2 Quantum Mechanical simulations
The usefulness and importance of computational simulations is somewhat restrained
by the computing power available to us. However, as recent years have seen vast
improvements in computer power, computational methods have greatly benefited
as a result. It has been claimed that since the beginning of the 50s, the power of
computers has in fact doubled every 2 years, and nowadays doubles every year [80].
This has lead to a big increase in the number of programs available to us, and the
number of applications that are being pursued. Nowadays, simulations provide a
vital tool in applying scientific theory to chemical and physical systems. Simulators
are also allowing us to design electronic structures and assess their performance
based on specific parameters. Computational chemistry will essentially provide a
prediction of specific properties, which can be very useful as either a starting point
to a study, or as a complementary technique alongside experiments.
One such program that is of strong focus to this study is the CRYSTAL09 code.
CRYSTAL is a general-purpose program that is mainly utilised for studying the
solid state [82]. The program calculates the electronic structure of periodic systems
that are within either Hartree Fock, density functional or hybrid approximations.
Therefore, this makes it a Quantum Mechanical tool in terms of the space-time
scale. Using CRYSTAL, many physical and chemical properties can be studied
for molecules, polymers, surfaces and crystalline solids (up to three dimensions).
These properties include structural features, vibrational properties and dielectric
properties amongst other information.
CRYSTAL uses ab initio calculations in order to investigate ground state energy,
energy gradient, electronic wave function and properties of the systems. Ab initio
calculations are a form of electronic structure methods, which are based on the laws
of quantum mechanics as opposed to classical physics [83]. The laws of quantum
mechanics state that specific properties of a molecule, in particular the energy,
can be obtained by solving the Schro¨dinger equation. The time-independent, non-
relativistic equation is defined by Equation (2.1).
HˆΨ(R, r) = EΨ(R, r) (2.1)
In this equation, Hˆ is the Hamiltonian operator for a many particle system. Ψ
is the wave function and contains all the information that can be derived from the
quantum system described. E is the numerical value of the energy of the state that
is being described by the wave function [84].
Electronic structure methods generally use mathematical approximations [83].
Ab initio methods in particular, do not use any experimental parameters for their
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calculations, instead, basing them entirely upon the laws of quantum mechanics.
They compute solutions to the Schro¨dinger equation via a series of mathematical
approximations, as described below. As a result, ab initio methods can provide
quantitive predictions that are considered to be of high quality, for a range of dif-
ferent systems.
With the CRYSTAL09 package, you are given a choice of using either the
Hartree-Fock or Kohn-Sham Hamiltonians [82]. The Kohn-Sham Hamiltonian adopts
an Exchange-Correlation potential that follows the postulates of Density-Functional
theory.
2.2.1 The Schro¨dinger equation - a brief overview of quan-
tum chemistry
For the majority of quantum chemical approaches, the ultimate aim is the approx-
imate solution of the Schro¨dinger equation [84]. Hˆ, the Hamiltonian operator for
a many particle system, will consist of M nuclei and N electrons that are in the
absence of either magnetic or electric fields. Hˆ is representative of the total energy.
This equation cannot be solved exactly but approximations are introduced.
The simplest way to look at the equation is to observe the differences between
the masses of nuclei and electrons in atoms. In the most basic case of hydrogen,
1H, the proton still weighs around 1800 times more than an electron. This ratio is
further increased for larger atoms. The obvious deduction from all of this is that
the nuclei will move considerably slower than the electrons. This lends itself to
the well-known Born-Oppenheimer approximation. The main considerations of this
approximation are that the electrons are perceived to be moving in a field of fixed
nuclei.
This approximation means that the wave function, Ψ(R, r), can be factorised
into two independent terms: a) A nuclear term, Φ(R), and b) an electronic term,
ϕR(r), where nuclei are fixed at their equilibrium positions and electrons move freely
[80]. Based on this approximation, the Schro¨dinger equation can be expressed by
Equation (2.2).
Ψ(R, r) = Φ(R)ϕR(r) (2.2)
For a set of electrons that are moving in the field of a nuclei set, it is intended
to find the lowest energy configuration of the electrons [85]. This lowest energy
state is the ground state of the electrons. By having M nuclei situated at positions
R1, ...,RM , it is possible to express the ground-state energy, E, as a function of the
positions of these nuclei, E(R1, ...,RM). This function is known as the adiabatic
potential energy surface of the atoms.
With the Schro¨dinger equation, the Hamiltonian is defined based upon the phys-
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ical system that the equation is describing. Perhaps the most famous examples are
the particle in a box and the harmonic oscillator, in which the Hamiltonian is simple,
allowing for the equation to solved exactly. For a system containing more than two
particles, the Schro¨dinger equation cannot be solved exactly. We are interested in
multiple electrons that are interacting with multiple nuclei. This leads to a far more
















Ψ = EΨ (2.3)
In this case, m represents the mass of the electrons. The three terms present
in the brackets represent the kinetic energy of the system, the interaction energy
between each electron along with the collection of atomic nuclei, and the interaction
energy between two separate electrons, all in order. In this case, Ψ is the electronic
wave function, which is representative of the spatial coordinates for every one of the
N electrons. This means that Ψ = Ψ(r1, ..., rN ), while E is the time-independent
ground state energy. However, it is also feasible to approximate Ψ as a product
of individual wave functions, so that Ψ = Ψ1(r)Ψ2(r), ...,ΨN (r). It is desirable to
approximate the full wave function in this manner for certain reasons, in partic-
ular, due to the number of electrons far outweighing the number of nuclei as the
computational time increases exponentially with the number of particles. The full
wave functions would lead to a large number of dimensions in for example, single
molecules, which is why it becomes practical to take the individual one-electron
wave function approach.
The Schro¨dinger equation is considered to be a many-body problem. This is due
to the fact that in order to find the individual electron wave function defined above,
the individual electron wave functions associated with each of the other electrons
must all be considered simultaneously. This is essential for defining the term in
the Hamiltonian that considers electron-electron interactions, which in turn makes
it vital for solving the equation. Despite the Schro¨dinger equation being at the
forefront of quantum mechanics, it is important to realise that the wave function
for a certain set of coordinates is not something that can be observed directly. The
measured quantity in this case is in fact the probability that the electrons being
considered will be present at a particular location defined by coordinates, r1, ..., rN .
This can be expressed as Ψ∗(r1, ..., rN )Ψ(r1, ..., rN ). The asterisk here represents a
complex conjugate.
As the many-body problem cannot be solved exactly, approximations need to
be introduced. The areas discussed below are the Hartree-Fock (HF) and density
functional theory (DFT) approximations.
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2.2.2 Hartree-Fock approximation
The first of these mathematical approximations to be looked at is the Hartree-Fock
method. The Hartree-Fock (HF) approximation is considered to be the corner stone
of most conventional wave function based quantum methods and is considered of
great importance conceptually [84]. The HF scheme employs the simplest approxi-
mation to the many-electron wave function described above. The basic principle is
that it approximates the N-electron wave function via an antisymmetrised product
of N one-electron wave functions. The product in this case is commonly known as
the Slater determinant (ΦSD). The basic principle of an antisymmetrised product
is that it treats electrons as indistinguishable, while a simple product as a wave
function for fermions assigns a specific one electron function to a specific electron,
violating the fact they are indistinguishable.
The Hartree-Fock approximation is based on the assumption that the N-electron
wave function can actually be replaced by a single Slater determinant. Therefore, it
is in the best interests to derive the best Slater determinant, using what is known
as the Variational Principle. This principle involves systematically approaching the
wave function of the ground state, Ψ0, which is a state delivering the lowest energy,
E0. This approach is known as the Self-Consistent Field procedure. The drawback
for a Slater determinant, however, is that flexibility is only provided by spin orbitals.
The spin orbitals in this case are varied under the constraint in which they are
orthonormal, meaning that the energy for the corresponding Slater determinant is
minimal.
The self-consistent field is based on the variational principles and applied to both
HF and DFT methods. The basis of the SCF procedure is that it begins with an
approximated set of atomic orbital coefficients whereby the HF equations are solved.
The new set of atomic orbitals generated from this are fed into the next iteration
and this process continues until the energy or calculated density differs by less than
a certain threshold that is predetermined. In many cases, particularly with the
CRYSTAL09 code, a finite basis set is introduced in order to expand the molecular
orbitals.
It should noted that in the Hartree-Fock approximation, the electron will interact
with the average potential which is created by all of the other electrons in the system
[86]. This means that HF methods will give the exact exchange term, since we can
find the exact one-electron Hamiltonian of the system. However, despite this, the HF
energy will not be exact from this approximation since the instantaneous correlation
in the electronic motions is underestimated. This is due to a missing contribution
known as the electron correlation. The fundamental theory behind electron exchange
and correlation will be discussed in more detail in Section 2.2.4.
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2.2.3 Density Functional Theory
Kohn-Sham density functional theory is regarded as one of the most well-known and
used methods in electronic structure calculations for condensed matter physics and
quantum chemistry [87, 88]. While there are similarities between both Hartree-Fock
and DFT approximations, there are differences which separate them and the way in
which they perform calculations. Both techniques consider single-electron functions.
However, while HF theory calculates the full N-electron wave function, DFT only
calculates the total electronic energy, based on the overall distribution of the electron
density [89]. DFT in fact draws on basic elements from the Thomas-Fermi model,
which was developed in the late 1920s. The foundation was established thanks to a
study from Hohenberg and Kohn in 1964 [90] demonstrating that the ground state
energy along with other properties were defined uniquely by the electron density,
ρ(r). To express this, the energy, E, was described as a unique functional of ρ(r).
A functional, which is usually written using square brackets, allows a function to be
mapped to a number. The energy functional itself can be written as a sum of two
terms shown in Equation (2.4).
E[ρ(r)] =
∫
Vext(r)ρ(r)dr + F [ρ(r)] (2.4)
Here, the first term is due to the interaction of an external potential, Vext(r),
with the electrons, while F [ρ(r)] is the sum of both the contribution of interelec-
tronic interactions and the kinetic energy of the electrons. The minimum energy
is corresponding to the ground-state of the electron density, allowing a variational
approach to be used. The electron density itself is constrained by the number of
electrons which is in turn fixed. The DFT equivalent of the Schro¨dinger equation is






Where the subscript, Vext, shows that fixed nuclear positions are enforced. The
Lagrange multiplier, µ, relates to the chemical potential of an electron cloud for its
nuclei, which can then be related to the electronegativity. The next breakthrough in
DFT was made by Kohn and Sham [87], who suggested that the function, F [ρ(r)],
defined in Equation (2.6) can be approximated as the sum of three terms.
F [ρ(r)] = EKE[ρ(r)] + EH [ρ(r)] + EXC [ρ(r)] (2.6)
Here, EKE is the kinetic energy, EH is the electron-electron Coulombic energy
while EXC is the contribution from both exchange and correlation (as discussed in
Section 2.2.4). EKE specifically refers to the kinetic energy of a particular system
of non-interacting electrons that possess the same density, ρ(r), as the real system
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under analysis. EH is also referred to as the Hartree electrostatic energy. In this
instance for the Hartree approach, the electrostatic energy arises from the interaction
between two charge densities. All of these terms can be combined and expanded to
form the Kohn-Sham scheme. In order for the Kohn-Sham equations to be solved,
a self-consistent method is used. This can be summarised by feeding in a density
value, from which a set of DFT orbitals can be derived. In turn, an improved value
for the density is obtained. This new value is used in the second iteration and the
process is repeated until the system is converged.
2.2.4 DFT: The Exchange Correlation Functional
One of the most important features when it comes to the success of DFT, is the
exchange-correlation functional [89]. This is particularly true as HF is missing the
correlation term. It is highly desirable for many reasons, for example, simple ap-
proximations to this functional can still yield improved results compared to HF.
The simplest form of utilising this contribution is to use the local density approx-
imation (LDA). This is based upon a model known as the uniform electron gas,
whereby the electron density is constant throughout all space. By integrating over





In this case, εXC(ρ(r)) describes the exchange-correlation energy per electron as
a function of density, in the uniform electron gas. The LDA method gained special
success in metals but failed to describe anisotropic systems satisfactorily.
It is common to consider exchange and correlation contributions separately when
an analytical approach is used. For example, in LDA, Equation (2.8) [91] is used
for the exchange-only energy.






(ρ4/3α (r) + ρ
4/3
β (r))dr (2.8)
Here, α and β are representative of the up and down spins in the system. While
this is considered a relatively simple expression, more focus has been paid to the
correlation contribution due to the fact that it does not have a simple functional
form. Perdew and Zunger [92] came up with a parametric relationship for the
correlation contribution, as shown by Equation (2.9).
εC(ρ(r)) =
{
−0.1423/(1 + 1.9529rs1/2 + 0.3334rs) rs ≥ 1
−0.0480 + 0.0311ln rs − 0.0116rs + 0.0020rsln rs rs < 1
(2.9)
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Here, rs is the parameter for the density [93]. Specifically, it is the Wigner-sphere
radius given in units of Bohr radii. This equation is applicable in the case where
both the number of up spins and down spins are equal, therefore, meaning it does
not apply to any system with an odd number of electrons. The correlation energy
functional was also described by Vosko, Wilk and Nusair [94], who came up with

























1/2, X(x) = x2 + bx+ c, Q = (4c− b2)1/2; (2.10)
A = 0.0621814, x0 = −0.409286, b = 13.0720, c = 42.7198
LDA is not the only functional that is employed in DFT calculations. LDA
enables us to completely define the Kohn-Sham equations, although the results
obtained from the equations do not solve the true Schro¨dinger equation [85]. This is
because the exchange-correlation functional being used is not considered to be the
true functional. One of the most well known functionals after LDA is the approach
in which information is used about the local electron density and local gradient
within the electron density - the generalised gradient approximation (GGA). The
EXC energy term can be improved by adding terms which depend on the gradient
of the density, as shown in Equation (2.11) [86].
EXC = EXC [ρ,∇ρ] (2.11)
There are a variety of distinct GGA functionals since there are a multitude of
ways in which information from the gradient of electron density can be included.
Prime examples for solids are the Perdew-Wang (PWGGA) [95, 96, 97, 98], Perdew-
Burke-Ernzerhof (PBE) [99], and BLYP [100, 101] functionals. The latter one being
employed to acetylene in this thesis. Also, the hybrid functional (see Section 2.2.5),
B3LYP [102], is a GGA based functional.
2.2.5 Hybrid Methods: Hartree-Fock/DFT
As discussed previously, both Hartree-Fock and density functional theory employ
different approaches to computational systems. DFT methods will incorporate cor-
relation effects at the start, something not offered by Hartree-Fock [89]. However,
Hartree-Fock will give an exact means of describing the exchange contribution, ob-
tained from the Slater determinant of the Kohn-Sham orbitals. The idea of adding
a correlation energy that is derived from DFT to the Hartree-Fock energy was ear-
lier discussed by Becke. In this case, the correlation component derived from DFT
(e.g. the local density approximation) is added to the exact exchange term from
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Hartree-Fock. This approach, however, had shortfalls despite much promise.
Becke came up with a strategy that had a lot more promise [102, 103]. He






λ is a coupling parameter with values ranging from 0 to 1. In the case where
λ is zero, there is no coulomb repulsion (UXC) between the electrons. Coulomb
repulsion can be increased up until λ = 1, at which point this describes the ’real’
system where full interactions are occurring. In each case, the electron density will
equal the density of the real system. Through linear interpolation (performed as it








In this case, U0XC refers to the exchange-correlation potential energy of the non-
interacting reference system. When λ = 0 and there are no electronic interactions
in the system, the correlation term disappears, therefore U0XC is the pure exchange
energy of the Kohn-Sham determinant. This allows it to be determined exactly.
U1XC describes the exchange-correlation potential energy of the full-interacting real
system. Becke suggested this term to be calculated via the local spin-density ap-
proximation, meaning it can be expressed by Equation (2.14).
U1XC ≈ ULSDAXC =
∫
uXC [ρα(r), ρβ(r)]dr (2.14)
uXC describes the exchange-correlation potential energy of the density for an
electron gas. Despite appearing to be a much better method than previous ideas
of mixing exchange and correlation energies, Becke realised that his own approach
also had a shortfall, when λ = 0. The electron gas model was not suitable near the
described exchange-only limit when it came to bonds between molecules. To combat
this, Becke eliminated the U0XC term, and wrote the exchange-correlation energy as





X − ELSDAX ) + aX∆EGCX + ac∆EGCC (2.15)
Here, EexactX describes the exact exchange energy (which is obtained from the
Slater determinant of the Kohn-sham orbitals), ELSDAX refers to the exchange energy
under the local spin density approximation, ∆EGCX and ∆E
GC
C are the gradient
correction terms for the exchange and correlation respectively. a0, aX and aC are
empirical coefficients that are obtained by least-squares fitting to the experimental
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data consisting of a total of 56 atomisation energies, 42 ionisation potentials, 8
proton affinities and the total atomic energies for the ten first row elements. Becke’s
initial study on hybrid methods featured his own gradient correction for the exchange
term, along with Perdew and Wang’s gradient correction for correlation. Becke came
up with the idea of using the Lee-Yang-Parr (LYP) [101] correlation functional,
as well as the local correlation functional suggested by Vosko, Wilk and Nusair
(VWN) [94]. Becke named this the B3LYP density functional [102], which is now
commonly used in the field of ab initio simulations. The functional is expressed by
Equation (2.16).
EB3LY PXC = (1− a0)ELSDAX + a0EHFX + aX∆EB88X + aCELY PC + (1− ac)EVWNC (2.16)
Based on Becke’s fitting to experimental data, he proposed a mixing of 20% HF
with 80% Becke (DFT) exchange, which is applied in the B3LYP functional.
2.2.6 Basis Sets
The approach in the CRYSTAL code is based on the use of basis sets comprised of
a series of atomic Gaussian functions. Basis functions in solid state codes such as
CRYSTAL are ultimately Bloch functions, which have been modulated over the in-
finite lattice [82]. Basis sets can often be the most common source of approximation
with regards to quantum mechanical simulations. Generally, the larger the basis set,
the more accurate the calculation. On the other hand, many crystalline systems are
densely packed, which can give rise to a large overlap between basis functions. As
a result, a quasi-linear dependance may occur, often down to numerical limitations,
forcing the size of the basis set to be reduced. Then again, the large overlap of
orbitals in the solid state do allow a reduction of the basis set, but the choice of
basis set will have a significant bearing on the results and needs thorough testing
on suitable model systems.
Slater-type-orbitals (STO) would have been considered a good choice to begin
with, but they are not easily implemented in molecular orbital calculations [89].
This is due to some of the integrals being either difficult or impossible to evaluate
when atomic orbitals are centred on different nuclei. Therefore, in many ab initio
calculations, the Slater orbitals are replaced by functions which are based upon
Gaussians. In many approaches, the basis set is chosen to consist of Gaussian-type-
orbitals, GTOs, that take the general form shown in Equation (2.17) [84].
ηGTO = N xlymznexp[−αr2] (2.17)
N is a normalisation factor, α represents the orbital exponent determining whether
the resulting function is compact or diffuse. A small α value means the function is
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diffuse, while a large α value refers to a compact function. The term L = l + m
+ n allows the GTO to be classified as an s-function (L=0), a p-function (L=1), a
d-function (L=2) and so forth.
A general rule of thumb is that in order to achieve a certain accuracy, three
times as many GTO than STO functions are required. The advantage of GTO
functions are that the product of two Gaussians can be expressed as one Gaussian
[89]. Despite its advantages, Gaussian functions do have their shortcomings, which
can be seen when comparing them to Slater functions. STOs show the correct cusp
behaviour at the origin and have a desirable rate of exponential decay in the tail
regions. Figure 2.2 shows the distribution of STOs in this case compared with
Gaussian expansions.
Figure 2.2: Plot showing 1s Slater type orbital in comparison with Gaussian expan-
sions up to 4 terms [89]
On the contrary, GTOs do not have a cusp at the origin and decay towards zero
at a much quicker rate. This means that replacing a STO with a single Gaussian
function simply is not an option. However, it is possible to represent each atomic
orbital as a linear combination of Gaussian functions. For each linear combination,





Here, diµ is the coefficient of the primitive Gaussian function, φi, with an expo-
nent of αiµ. L represents the number of functions in the expansion. As the number
of Gaussian functions in the linear combination increases, the fit with the STO is
improved. Despite this, the Gaussian functions are still unable to give an accurate
description of the exponential tail in the true function as well as the cusp at the nu-
cleus. This leads to an underestimation of the long-range overlap between atoms, as
well as the charge and spin density at the nucleus. The key parameters of a Gaussian
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expansion are the coefficient and exponent. In an uncontracted Gaussian function,
these parameters are allowed to vary during the calculation. In a contracted func-
tion, these values remain constant throughout the calculation. Calculations using
uncontracted Gaussians are expensive computationally, hence, contracted functions
are more commonly used.
The simplest of basis sets are known as minimal basis sets [84][89]. A minimal
basis set is a representation containing only the amount of functions required in order
to accommodate all of the occupied orbitals in each individual atom. These basis
sets tend to include all of the atomic orbitals in the shell. A particular example is
the STO-3G basis set. In this instance, three primitive GTO functions are combined
into one contracted Gaussian function. In the case of hydrogen, only a single s-type
function would be required, while five functions for carbon are needed, with one
each for the 1s and 2s orbitals and the other three for the 2p shell (2px, 2py and
2pz). It is of no surprise that as these basis sets only use the bare minimum number
of functions to describe the occupied orbitals, ignoring unoccupied ones, they have
some severe drawbacks. For example, as they only contain one contraction per
atomic orbital [89], the functions cannot expand or contract in accordance with the
molecular environment during the calculation. With atoms at the end of a period
such as fluorine, they are described as having the same amount of basis functions
as atoms at the beginning of the period, even though they contain more electrons.
Minimal basis sets also are unable to describe non-spherical aspects of the electronic
distribution, for example, certain functions are restricted in terms of incorporating
anisotropy.
One approach to address these issues is to use a double zeta basis set, in which the
number of functions in the minimal basis set is doubled. In particular, double zeta
basis sets solve the issue of anisotropy. The SCF process during the calculations
will determine whether a particular orbital requires a more contracted or diffuse
approach. It is then possible to have different combinations of orbitals such as px,
py and pz, allowing anisotropy to be introduced.
If it is taken into account that the valence space is where changes in the electronic
wave function will occur, the doubled set of functions can be limited to just the
valence orbitals [84]. Meanwhile, the most chemically inert core electrons are treated
in a minimal set. The feasibility of this approach is that the core orbitals do not
have much effect on chemical properties, and will only vary slightly from molecule
to molecule. These basis sets are known as split valence basis sets. Examples
include the 3-21G, 4-31G and 6-31G Gaussian basis sets. In the case of 3-21G,
three Gaussian functions are used in order to describe the core orbitals [89]. Three
Gaussians are also used to represent the valence electrons, with two Gaussians used
to describe a contracted function and one Gaussian describing the diffuse function.
Despite improving anisotropy in a given system, split valence basis sets do not
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solve the problem completely, and increasing the number of basis functions does
not help in this case. The issue tends to arise from electron distribution within
a molecule, with electrons being attracted from one atom to another nuclei i.e.
polarisation. In terms of the orbitals, it can be said that a p-orbital can mix into
an s-orbital of an isolated atom, to form an sp-hybrid. Unoccupied d-orbitals can
also cause asymmetry with p-orbitals. In order to solve this issue, polarisation
functions are introduced into the basis set. These functions have higher angular
momentum than those that would be occupied in the atom, for example, introducing
p-functions for hydrogen or d-functions for any of the first-row elements. These
functions have more angular nodal planes than occupied atomic orbitals allowing
the orbitals to distort from their original symmetry and to adapt better to the
molecular environment. An asterisk is used to indicate a polarised basis function.
Using 6-31G∗ as an example, this refers to a 6-31G basis set in which polarisation
functions are introduced solely on the heavy atoms (non-hydrogen). When two
asterisks are used i.e. 6-31G∗∗, this indicates that polarisation functions are used
on hydrogen and helium, as well as the heavy atoms. These can also be represented
as 6-31G(d) and 6-31G(d,p). Partial polarisation basis sets are also in use. One
particular example is the 3-21G(∗) basis set. This has the same set of Gaussians as
the 3-21G basis set, but this time, six d-type Gaussians are incorporated to account
for the second row elements, therefore accounting for d-orbital effects in molecules
that contain second-row elements.
All of the above basis sets so far have one thing in common: they have an inability
to deal with charged species such as cations and anions, and molecules containing
lone pairs. The amplitudes of the Gaussian basis functions are low and far from the
nuclei which results in this failure. Highly diffuse functions are therefore required
to solve this problem and added to the basis set. To identify these functions, a ’+’
is used. The 3-21+G basis set has a single set of diffuse s- and p-type Gaussian
functions added. ’++’ is used when the diffuse functions are also included for
hydrogen as well as heavy atoms.
Several larger basis sets exist and are commonly used in calculations. The num-
ber of functions can be increased in various categories, leading to types such as triple-
and quadrupole-zeta basis sets [84]. Such examples are the cc-pVQZ (correlation-
consistent polarised valence quadruple zeta) and cc-pV5Z (where the 5 is used for
quintuple). Studies have shown that in fact, these correlation-consistent basis sets
work very well in combination with the hybrid B3LYP functional.
2.2.7 Basis Set Superposition Error
In terms of bimolecular complexes or greater, calculating the energy of formation
becomes more of a challenge, particularly for systems such as a hydrogen-bonded
water dimer. The typical way to calculate the energy of formation would be to
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first calculate the energy of a single water molecule, and the dimer separately. The
energy of the isolated water molecules (reactants) would then be subtracted from the
energy of the dimer (products). The issue with this calculation is that it represents
an overestimation of the true value. The discrepancy in this case is what’s known
as basis set superposition error, or BSSE [89].
This error arises because as two water molecules approach each other, the energy
of the system decreases for two reasons: 1) Favourable intermolecular interactions,
and perhaps more importantly, 2) basis functions associated with each molecule
actually provide a better description of the electronic structure around the other
molecule. The BSSE is relative to the size of the basis set, with smaller basis sets
(which do not provide a detailed representation of the electron distribution further
out from the nuclei) tending to give the largest BSSE.
In order to account for this in ab initio methods, Boys and Bernardi [104] pro-
posed a counterpoise correction, where the whole basis set was included for all
calculations. The general expression for the counterpoise correction is shown in
Equation (2.19).
A + B→ AB (2.19a)
∆E = E(AB)− [E(A + EB) + E(EA + B)] (2.19b)
Using this equation, the energy of the individual species, A, is calculated in the
presence of ’ghost’ orbitals of B. A ghost orbital in this case refers to an orbital
without the nuclei or electrons of B. Similarly, the energy of the species, B, is then
calculated using the ghost orbitals on A. Figure 2.3 gives a graphical representation
of how the counterpoise method is applied to a system.
Figure 2.3: Visual representation of the counterpoise correction for BSSE
2.2.8 CRYSTAL09
The quantum mechanics simulation package used in this study is the CRYSTAL09
code. As mentioned earlier, the program can be used to calculate the electronic
structure of periodic systems within Hartree Fock, Density Functional or hybrid
approximations [82]. In order to successfully run a CRYSTAL calculation, an input
file is required. This input file requires three different pieces of information. The
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geometry of the system, a Gaussian-type of basis functions for each atom type, and
finally, the choice of Hamiltonian, along with the number of k-point in periodic
systems. With all this information, the required data about the properties of the
system can be obtained.
The CRYSTAL code makes full use of the symmetry specified by the space
group. This implies that only the coordinates for the primitive cell are required to
reproduce the infinite crystalline structure. For a non-periodic molecular system,
a point group is selected, which defines the symmetry of the system. In terms of
defining the molecule, the number of atoms is stated and only atomic number and
coordinates are used.
Once the geometry of the system has been fully described, the basis set must
be chosen for each atom type. CRYSTAL allows the following types of shells to be
employed: s, sp, p, d and f. The basis set set definition is considered to be the most
important step for ab initio calculations of periodic systems that use Gaussian-type
orbitals and to ensure proper use of the BSSE correction.
The final input section in CRYSTAL09 is used to define specific computational
settings, such as the choice of Hamiltonian, the truncation criteria of Coulomb and
exchange infinite sums, as well as the number of k-points. Other options may be
necessary in order to allow a particular system to converge or to allow corrections to
be added e.g. GRIMME allows for the correction of van der Waals forces. CRYSTAL
will consider open-shell calculations as well as closed-shell simulations.
For DFT calculations, both an exchange and correlation functional can be de-
fined. The functionals that can be employed for DFT include local density ap-
proximations (LDA), gradient-corrected (GGA) and hybrid methods. Some of the
exchange functionals available in CRYSTAL include LDA (Dirac and Slater [105]),
BECKE (Becke 1988 [100]) and PBE (Perdew, Burke and Ernzerhof 1996 [99]). All
of these functionals are considered either in terms of total density (closed shell) or
spin density. Some correlation functionals available to use include VWN (Vosko,
Wilk and Nusair 1980 [94]) and LYP (Lee, Yang and Parr 1988 [101]). For the hy-
brid functionals, the user can define exactly the amount of Hartree-Fock exchange
to incorporate ranging between 0-100%. Control over the relative weight of both the
local and non-local part of the exchange and correlation potentials with respect to
the standard definition of the GGA potentials is also built into the code. Examples
of pre-defined hybrid functionals include B3LYP (Becke’s 3 parameter functional)
[102] and B3PW [102, 95, 96, 97, 98].
The tolerances for coulomb and exchange sums via a series of truncation criteria
for the bielectronic integrals needs to be converged for each system. Five parameters
are used in order to control the accuracy of the calculation: 1) The overlap threshold
for Coulomb integrals, 2) The penetration threshold for Coulomb integrals, 3) The
overlap threshold for Hartree-Fock exchange integrals and 4) and 5) being pseudo-
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overlap for the Hartree-Fock exchange series. The SCF convergence threshold on
the total energy of the system is also optimised.
One mandatory piece of information that a calculation requires are the shrinking
factors. There are two factors that can be defined, with the first generating a grid
of k points in reciprocal space (known as a brillouin zone), via the Pack-Monkhorst
method [106]. This factor works by computing a Hamiltonian matrix in direct
space, Hf, performing a Fourier transform for each value of k. After this, the
value is diagonalised in order to give the eigenvectors and eigenvalues shown by






HkAk = SkAkEk (2.21)
In the case of 3D crystals, the sampling points belong to a lattice referred to as
the Pack-Monkhorst net, and possess basis vectors: b1/is1,b2/is2,b3/is3, where b1,
b2 and b3 represent the reciprocal lattice vectors while is1, is2 and is3 are integers
of the shrinking factors. In the CRYSTAL code, a second shrinking factor is also
specified and this defines the sampling of k points, within the “Gilat net” [107][108].
The latter is used for calculating the density matrix and determining the Fermi
energy in the case of conductors.
The Gilat net is built in the same way as the Pack-Monkhorst grid using shrinking
factors. For a metallic system, the shrinking factor is twice the value of the Pack-
Monkhorst grid. The value of the shrinking factor needs to be optimised and is
dependant upon the size of the cell and the electronic structure. The greater the
size of the cell in direct space, the smaller the size of the first brillouin zone, and,
therefore, the lower the value of the shrinking factor. In the case where the cell is
very large in direct space, only a single k-point can be adopted. To compute the
Fermi energy for conducting systems, a large number of k-points are required than
for an insulating one.
2.3 Molecular Dynamics
Molecular dynamics is a technique in which many successive configurations of a
particular system are generated with the integration of Newton’s laws of motion
[89]. The end result that is obtained is a trajectory that shows how velocities and
positions of the particles in a chemical system vary over a given time. Reminding
ourselves of Newton’s laws:
1. A body will continue to move in a straight line at constant velocity unless it
has a force acting on it.
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2. Force is equal to the rate of change of momentum (F = ma).
3. Every action has an equal and opposite reaction.
In order to obtain a molecular dynamics trajectory, the differential equations to







The motion of a particle that has a mass, mi, is described along one coordinate
(xi). Fxi is the force that acts on this particle in that direction at the time, t.
Newton’s laws of motion can essentially be applied to three different types of
problem, the simplest of which is the case where no force is acting on any of the
particles between collisions. After each collision, the particle’s position changes
by viδt with vi being the constant velocity and δt representing the time between
each collision. The second problem is when a particle experiences a constant force
between each collision such as a charged particle that moves in a uniform electric
field. The third problem involves the force on a particle being dependant on its
position relative to the other particles in the system.
2.3.1 The first molecular dynamics simulation
The very first molecular dynamics or MD simulation of a condensed phase system,
was conducted by Alder and Wainwright in 1957 [109]. A hard-sphere model was
tested in this case, where spheres were able to move at a constant velocity in a
straight line between each separate collision. Each collision was perfectly elastic
(total kinetic energy before the collision is equal to the total kinetic energy after the
collision) and occurred when the separation between the sphere’s centre equalled
the sphere’s diameter. In order to perform the molecular dynamics calculation of
the hard-sphere, several steps had to be considered:
1. The next pair of spheres to collide had to be calculated, along with the time
at which the collision will occur.
2. The position of every sphere at the time of the collision needed to be ascer-
tained.
3. For the two spheres undergoing collision, their new velocities had to be ob-
tained.
The conservation of linear momentum is applied to the model in order to calculate
the new velocities of the spheres after a collision. Early models such as these were
useful in gaining an insight into the nature of fluids. The earliest investigations
involving MD simulations involved analysing differences between solid and fluid
phases.
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2.3.2 Continuous Potentials: Finite difference methods
The early studies of molecular dynamics had many drawbacks and did not provide
the most realistic study of molecular systems. More realistic models took into ac-
count that the force on each particle changes with its position or the position of
other particles with which it interacts with. These methods required continuous
potentials, with the very first simulation of this kind being performed on argon by
Rahman in 1964 [110], who subsequently went on to simulate water in 1971 with
Stillinger [111]. Using continuous potentials, the particles’ motions are coupled to-
gether leading to a many-body problem with which the equations of motion are
integrated by means of a finite difference method.
Finite difference techniques are widely used for MD simulations. They work by
generating a trajectory with a continuous potential model, assumed to be pairwise
additive in this case. Here, the integration process is broken down into small steps,
with each being separated by a fixed time, δt. In order to calculate the total force
on each particle at a time, t, the vector sum of the interaction with other particles
is calculated. Using force and the known mass of the particles, acceleration can be
calculated. This is combined with the particles’ positions and velocities at a time,
t, allowing positions and velocities to be calculated at a time, t+ δt. During the
timestep of the simulation, it is expected that the force will remain constant. As
the particles move to new positions, the resulting forces are determined, which in
turn leads to new positions and velocities at a time, t+ δt. This process is then
repeated.
For performing the integration steps in finite difference methods, there are many
available algorithms, each of which approximate the positions and properties of the
particles as a Taylor Series expansion shown by Equation (2.23).









δt4c(t) + ... (2.23a)






δt3c(t) + ... (2.23b)




b(t+ δt) = b(t) + δtc(t) + ... (2.23d)
Here, r refers to the positions of the particles, v is the velocity obtained from
the first derivative of the particles’ positions, with respect to time. a is acceleration,
also known as the second derivative with respect to the integration. b is the third
derivative and so on.
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One of the most commonly used and well known algorithms used in molecular
dynamics is the Verlet algorithm [112]. It works by using the positions of the particles
and accelerations at a time, t, along with positions from the previous integration
step, r(t−δt), in order to calculate new positions at t+δt, r(t+δt). These quantities
and velocities at time, t, can be related via Equation (2.24).
r(t+ δt) = r(t) + δtv(t) +
1
2
δt2a(t) + ... (2.24a)
r(t− δt) = r(t)− δtv(t) + 1
2
δt2a(t)− ... (2.24b)
Which can be combined to give Equation (2.25).
r(t+ δt) = 2r(t)− r(t− δt) + δt2a(t) (2.25)
The velocities for the particles can be obtained by dividing the difference in
positions at times, t+ δt and t− δt, by 2δt shown by Equation (2.26).
v(t) = [r(t+ δt)− r(t− δt)]/2δt (2.26)
The velocities may also be calculated by estimation at the half step, t + 1
2
δt,




δt) = [r(t+ δt)− r(t)]/δt (2.27)
While the Verlet algorithm is relatively simple to implement, it does suffer from
some drawbacks. Obtaining the velocities can be particularly difficult and remain
unavailable until the positions have been obtained from the next step of the calcu-
lation. A loss of precision can occur since the positions are obtained by addition of
a small term, (δt2a(t)), to the difference of two larger terms in 2r(t) and r(t − δt).
The algorithm also suffers in the sense that it is not self-starting, meaning that the
new positions of the particles have to be obtained from the current positions, r(t),
as well the positions from the previous time step, r(t− δt). This means that when
t = 0, only one set of positions exists, and the calculation needs to be initiated in
some way so that the positions at (t − δt) can be obtained. Truncating the Taylor
series (Equation (2.23)) after the first term is one such way of achieving this.
To overcome some of the problems, variations of the Verlet algorithm have been
created, such as the leap-frog algorithm by Hockney in 1970 [113]. The leap-frog
algorithm is shown in Equation (2.28).







δt) = v(t− 1
2
δt) + δta(t) (2.28b)
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In order to implement this algorithm, the velocities v(t + 1
2
δt) are calculated
from the velocities at time, t − 1
2
δt, and accelerations at time, t. The positions of
the particles, r(t + δt), can be worked out using the velocities that have just been
calculated along with the positions at time, t, r(t), in Equation (2.28a). In order to







δt) + v(t− 1
2
δt)] (2.29)
The algorithm gets the name ’leap-frog’ due to the fact that the velocities will
leap over the positions to obtain their values at t + 1
2
δt. In turn, the positions will
leap over the velocities, to give their values at t+ δt. Once again, the velocities will
leap-frog over the positions obtaining values at t+ 3
2
δt, and the process continues.
The leap-frog algorithm specifically includes the velocity unlike the standard
Verlet algorithm. It is not necessary to calculate the difference of large numbers in
the algorithm, giving it an advantage over the Verlet method. The leap-frog method
does, however, suffer from a lack of synchronicity with the positions and velocities,
and the kinetic energy is not calculated at the same time as the definition of the
positions, meaning the potential energy cannot be defined in this way.
To overcome the drawbacks of the previous two methods, an algorithm needs to
be able to give positions, velocities, and accelerations all at the same time, without
losing precision. The velocity Verlet [114] method was developed for this purpose,
shown by Equation (2.30).




v(t+ δt) = v(t) +
1
2
δt[a(t) + a(t+ δt)] (2.30b)
The velocity Verlet method is dependant on the new velocities requiring the accel-
erations at t and δt in order to be calculated. The process begins by calculating the
positions at t+ δt (Equation (2.30a)), using the velocities and accelerations at time,
t. The new velocities at time, t+ 1
2








Using the current positions, new forces can be calculated, therefore allowing
accelerations to be determined giving a(t+ δt). Finally, the velocities at time, t+ δt
are calculated via Equation (2.32).







The velocity Verlet method is known as a three-stage procedure.
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These are just a selection of the integration methods that are available in molecu-
lar dynamics. In terms of ideality, a method should be rapid, with minimal memory
requirements and easy in terms of programming. The most significant demand in
a molecular dynamics simulation is to calculate the force on each particle in the
system. A good algorithm should conserve energy and momentum, as well as be-
ing time-reversible. It should also allow a long time step, δt, to be utilised. The
time step is particularly important in terms of computational demands. When a
long time step is used, fewer iterations of the algorithm will be required in order to
cover a given amount of phase space. While a calculated trajectory obtained from
a simulation will differ from the exact trajectory of a system, it is desirable for the
calculation to give results as close as possible to the exact analytical trajectory.
2.3.3 Force fields
Calculating the electronic energy (Ee) of a system for a given nuclear configuration
is both time and computer demanding [115]. In order to get around this issue,
Force Field (FF), methods can be used. Here, the potential energy is written as
a parametric function of the nuclear coordinates. The parameters which are fitted
either to experimental data or high level computational data are input into the
function. The basis for molecules is that they are modelled as atoms connected via
“bonds” (depending upon the force field used). Atoms will be of varying size and
“softness”, while bonds are expressed in terms of rigidity or stiffness, which lends
itself to molecules being described as a “ball and spring” model [116].
In force field simulations, the quantum aspects of electronic motion are bypassed,
allowing the dynamics of the atoms to be treated using classical mechanics, described
by Newton’s second law [115]. For time-independent cases, the issue can be reduced
further to calculating the energy at a given geometry. It is of interest to locate ge-
ometries of energetically stable molecules/conformations, by finding energy minima
on the potential energy surface. They allow calculation of relative energies as well
as barriers for interconversion of different conformations. These calculations will be
referred to as molecular mechanics simulations.
One observation used when constructing force fields is that molecules are com-
posed of units. These units are comparable on a structural level in different molecules.
A rough example is the C-H bond, in which the bond lengths and stretch vibrations
are similar in all molecules. As a result, different molecules can be pictured as being
composed of functional groups.
The force field energy (EFF ) can be expressed as a summation of individual en-
ergy terms. Each term describes the energy that is necessary to distort the molecule
in a particular way. The energy is expressed in Equation (2.33).
EFF = Estr + Ebend + Etors + Evdw + Eel + Ecross (2.33)
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Estr describes the energy required for stretching a bond between two atoms. Ebend
is representative of the energy necessary for bending an angle. Etors is the energy
change for rotation around a bond. Evdw and Eel are both non-bonded atom-atom
interaction energy terms for van der Waals interactions and electrostatic interactions,
respectively. Finally, Ecross is used to provide a description of coupling between the
first three energy terms. With an energy function such as this, geometries and
relative energies of a system can be calculated.
As mentioned above, Estr is an energy function for stretching a bond between
two different atoms labelled A and B. It can be simplified in the form of a Taylor
expansion with an equilibrium bond length, R0, and written in Equation (2.34).
Estr(R
AB −RAB0 ) = kAB(RAB −RAB0 )2 = kAB(∆RAB)2 (2.34)
One thing to note is that the R0 value is not the experimental equilibrium bond
distance. Instead, it is the geometry optimised value when zero-point energy is
neglected, corresponding to the bond distance at the minimum of the potential
energy well. R0 represents the equilibrium bond length in a diatomic molecule, but
for all other situations, experimental equilibrium bond lengths are slightly greater
than R0.
In Equation (2.34), kAB acts as the force constant for the A-B bond, in the form
of a harmonic oscillator. This is because the harmonic form is the simplest, while
still being sufficient to determine the majority of equilibrium geometries. However,
in some cases, such as strained or crowded systems, the calculated results may differ
significantly from the experimental results. One of the ways to get around this is to
add more terms to the Taylor expansion for the Estr term. However, caution needs
to be used in this approach, as polynomial expansions of the stretch energy do not
provide the correct limiting behaviour, meaning that the energy will go towards
either −∞ or +∞ at long bond distances depending on the order of termination of
the function. The correct limiting behaviour for bonds that are stretched to infinity
is for the energy to converge towards the dissociation energy. One such function
which adheres to this is the Morse potential [117], shown by Equation (2.35).
EMorse(∆R) = D[1− eα∆R]2 (2.35)
In this case, D represents the dissociation energy, while α is related to the force
constant. The potential agrees quite well with the experimental behaviour for a
wide range of bond distances. It does come with a few drawbacks, for example, at
long bond lengths, the restoring force can be quite small. As a result, any structures
that become distorted during a simulation will have a slow convergence towards the
equilibrium bond length. One of the ways to get around this issue is to ensure that
the nth order derivative at R0 matches the corresponding derivative obtained from




AB) = kAB(∆RAB)2[1− α(∆RAB) + 7
12
α2(∆RAB)2] (2.36)
For every type of bond, the two parameters that must always be determined are
kAB and RAB0 , while for higher order expansions and the Morse potential, α or D
must be determined, respectively.
The Ebend term specifically describes the energy necessary for bending an angle
that is formed by three atoms labelled A-B-C, whereby there is an interaction be-
tween A and B, as well as B and C. It is also expanded via a Taylor series, around
a natural bond angle, and giving a harmonic approximation after being terminated
at second order, shown in Equation (2.37).
Ebend(θ
ABC − θABC0 ) = kABC(θABC − θABC0 )2 (2.37)
Similar to the Estr term, the harmonic expression will be more than suitable
for the majority of applications, but a higher degree of accuracy may sometimes be
necessary. Adding a third-order term gives a good description over a large range of
angles. Higher-order force constants can be taken as a fixed fraction of the harmonic
constant, however, any constants above third-order cannot be assigned with a high
degree of confidence, due to lack of experimental data. When the central atom is
di- or trivalent, this can present a problem. However, by considering the bending
function to be identified for all types of atom, this can be bypassed. For all of the
combinations of the three atom types, A, B and C, the two mandatory bending
parameters to be determined are kABC and θABC0 .
Etors corresponds to a four atom sequence A-B-C-D and is the change in energy
required for rotation around a B-C bond. The torsional angle, ω, is defined as the
angle that is created by the A-B and C-D bonds and can either be taken in the
range [0◦, 360◦] or [−180◦, 180◦]. The function for Etors is periodic in the angle, ω.
Also, the energy required to distort the molecule by rotation is usually low, which
can give rise to large deviations from the minimum energy structure. As a result,
a Taylor expansion is not recommended, and instead a Fourier series is used, which





n=1 corresponds to a rotation which is periodic by 360◦. n=2 is periodic by
180◦, n=3 is periodic by 120◦ and so on. The Vn constants in the series represent
the size of the energy barrier that needs to be overcome in order for rotation around
the B-C bond, which can be zero for n-values in some cases, i.e. ethane. In this
particular example, hydrogens staggered relative to each other form the most stable
conformation. On the other hand, the eclipsed conformation represents a maximum
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energy. Since ethane has three identical hydrogen atoms at each end, there are a
total of three energetically equivalent staggered, and eclipsed conformations. The
rotational profile therefore has three minima and three maxima. Only terms such
as n=3, 6, 9 and so on will have Vn constants that differ from zero.
In some cases, new terms may need to be added to the series such as when
different conformations in a system (e.g butane) possess different energies. A term
corresponding to n=1 can be used to account for this. Another key example is in the
case of ethene. It is important to consider the greater energy cost for rotation around
a C=C double bond. The rotation must be periodic by 180◦, and only the terms
n=2, 4 and so on can be used. The increased energy cost will be reflected in the
larger value of V2. For the four atom types considered, A, B, C and D, three torsional




3 . The torsional angle
is represented visually in Figure 2.4.
Figure 2.4: Definition of the torsional angle. Image obtained from [115]
Evdw represents the van der Waals energy contributions, describing either the re-
pulsion or attraction between non-bonded atoms. The van der Waals energy tends
towards zero as the interatomic distance increases. At small distances, repulsion is
greater, due to overlap between fictional ”electron clouds” and repulsive interactions
between negative electrons. A small attraction occurs at intermediate distances.
This is due to dipole-dipole interactions. This can occur even if the molecule pos-
sesses no permanent dipole moment, due to an uneven distribution of the ”electron
cloud”, giving rise to instantaneous dipole moments, and inducing this in neighbour-
ing molecules, resulting in an attraction. Theoretically, the attraction is varied as a
result of the inverse sixth power of distance between the two molecules, referred to
as R−6. These interactions are known as London dispersion forces [118], occurring








As R goes toward infinity, the function will tend toward zero. One of the most
well-known potentials based on these requirements is the Lennard-Jones (LJ) [119]








C1 and C2 in this case are constants. Another form of the Lennard-Jones poten-












Here, R0 represents the minimum energy distances, and ε describes the depth of
the energy potential well.
Repulsion occurs due to overlap of electronic wave functions for real systems in
electronic structure theory, so naturally, the electron density will decrease, in this
instance, exponentially, as a function of the distance from the nucleus. Therefore,
this means that the repulsive part can be modelled as an exponential functional.






This is known as a “Buckingham” or “Hill” potential [120]. A, B and C repre-
sent constants. This potential does have its shortfalls, mainly at short interatomic
distances. As the R value decreases toward zero, the exponential becomes a con-
stant, A, and the R−6 term goes toward -∞. Therefore, at very short interatomic
distances, minimising the energy can result in nuclear fusion.
In addition to Lennard-Jones and Buckingham potentials, the aforementioned
Morse potential can be used for van der Waals forces. Like the Buckingham poten-
tial, the Morse potential is also exponentially dependant. It does not possess the
R−6 dependence for long ranges, but this is not a huge issue due to the presence
of R−8 and R−10 terms, which in reality are related to induced quadrupole-dipole
and quadrupole-quadrupole interactions. There will be differences of course in the
values of the Morse potential for the Evdw term compared with the Estr term. D
and α will be much smaller for Evdw while R0 will be longer. The Morse function
is particularly suitable for small systems, performing slightly better than the Buck-
ingham potential, which in turn performs noticeably better than the Lennard-Jones
potential.
What distinguishes each of the three functions is the way in which the repulsive
part is described at short interatomic distances. Both the Lennard-Jones and Buck-
ingham potentials tend to overestimate this repulsion. However, the attraction part
in intermolecular interactions behaves similarly in all three functions. The Morse
and Buckingham potentials have a slightly better description potentially as a re-
sult of having three parameters, as opposed to the two used in the Lennard-Jones
potential. Despite this, the Lennard-Jones function is still widely used in theoreti-
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cal methods. It is less demanding computationally than the exponential potentials.
Furthermore the repulsive part of Evdw is not often considered to be very important,
and therefore the Lennard-Jones potential has been shown to give accurate results,
while being more efficient on a computational basis. In this study, the Lennard-Jones
potential has been employed for all MD simulations to describe the force field.
Van der Waals forces form one part of the non-bonded interactions necessary for
calculating the force field energy. The other part is the electrostatic energy, Eel,
which is the internal distribution of electrons, which lead to positive and negative
sections of a molecule. An example is a carbonyl group, in which the oxygen is
negatively charged, leading to a positively charged carbon. At the most basic level,
electrostatic energy can be simply modelled by assigning a formal charge to each
atom. In other cases, the bond between the atoms may be assigned a dipole moment.
These two approaches will often yield slight differences in terms of results, and only
in the case of the long-distance limit of interaction will the results be identical. For
point charges, the interaction can be modelled by the well known Coulomb potential






Here, ε is the dielectric constant and Q represents the quantity of charge on each
atom. The most common technique is to assign the atomic charges on the basis
of fitting to the electrostatic potential, which is calculated by means of electronic
structure methods.







χ and α in this case represents angles, shown in Figure 2.5.
Figure 2.5: Variable definition for a dipole-dipole interaction [115]
The easiest way to parametrize this model is to fit it to an electronic wave
function based on first principles simulation. The importance of the ”effective”
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dielectric constant, ε, is to model the effect of the solvent molecules that may be
present along with any interactions between distant sites that may be part of the
same molecule. When ε is 1, this represents a vacuum. As ε increases, long range
charge-charge interactions become less important.
Both of the non-bonded energy terms only consider two-body contributions. This
leads to limitations when it comes to polarisation effects. The three-body contri-
bution is often quite significant for polar species [121], as the interaction between
two atomic charges can be altered due to the polarisation effect from a third atom.
While improvements can be made to account for this, they significantly increase the
computational time, and hence are not often used. However, the average polarisa-
tion is implicitly included, as atomic charges are frequently selected to result in a
dipole moment that is greater than the value that would be observed in an isolated
molecule.
Finally, the Ecross term covers coupling between the aforementioned first three
terms. The reason that this term may be required are in the cases where the first
three energy terms in the force field energy do not accurately model the system
and disregard any coupling that may occur. An example of this is H2O, in which
the hydrogens can come closer together when the bond angle is reduced. In turn,
repulsion between the hydrogens is increased, and thus to compensate, the bonds
increase in length. This coupling between angle and bond length cannot be modelled
by the first three energy terms alone, and therefore a term that is dependant on both
angle and bond length is required. Ecross can include a series of terms incorporating
two or more bonded terms.
The Ecross term takes the form of a Taylor-like expansion in the individual co-
ordinates. The most well-known example is the stretch/bend term for an A-B-C
sequence written as in Equation (2.45).
Estr/bend = k
ABC(θABC − θABC0 )[(RAB −RAB0 ) + (RBC −RBC0 )] (2.45)
Other useful examples include Equations (2.46) and (2.47).
Estr/tors = k
ABCD(RAB −RAB0 )cos(nωABCD) (2.46)
Ebend/tors/bend = k
ABCD(θABC − θABC0 )(θBCD − θBCD0 )cos(nωABCD) (2.47)
Another useful correction relating to cross terms is where parameters are mod-
ified for atoms that are not strictly involved in the interaction being described by
the parameter. A common example is in the case of carbon-carbon bond lengths,
which are reduced in the presence of electronegative atoms present at each end.
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Nowadays, many different force fields are in use, examples of these being COM-
PASS, the polymer consistent force field (PCFF) and AMBER. Each of these force
fields will differ in the way in which they describe the interactions in molecular
systems.
2.3.4 Polymer Consistent Force Field (PCFF)
Many well-parametrized force fields are available including CHARMM [123], AM-
BER [124, 125], CFF93 [126, 127, 128, 129] and MMFF94 [130, 131, 132, 133, 134],
with the latter used in MarvinSketch (See Section 2.6). All of these were designed
with biologically interesting molecules in mind [135]. Interest in materials science
has led to a requirement to develop force fields designed specifically for organic ma-
terials and polymers. As a starting point, the protein CFF91 force field was chosen,
later being developed into CFF93. From this, a dozen functional groups from the
most common organic and inorganic polymers were parametrized, with the force
field named the polymer consistent force field (PCFF).
As with the CFF93 force field, the parameters in PCFF were derived from ab ini-
tio calculations using a least-squares-fit technique developed by Hagler et al. [136].
PCFF uses atomic partial charges and Lennard-Jones 9-6 parameters in its descrip-
tion of the non-bonding parameters, with many of these taken from the CFF91 force
field [135]. The latter parameters were derived by fitting to molecular crystal data
by using energy minimization calculations [137, 138, 139, 140, 141, 142].
2.3.5 COMPASS Force Field
PCFF has been shown to perform well in many cases, however, for some applica-
tions, shortfalls are present [135]. For these specific situations, systematic errors were
found in the pressure-volume-temperature (PVT) relation in MD simulations for liq-
uids and polymers, with discrepancies in the calculated and experimental densities.
Therefore, a force field suitable for condensed phase applications was constructed, by
modification of the non-bonding parameters and valence parameters, between which
coupling can occur. The new approach, based on the PCFF force field, utilised both
ab initio and empirical methods. Several new molecular classes were parametrized,
while the non-bonding parameters were all re-parametrized. The resulting force
field was called COMPASS, which stands for condensed-phase optimised molecular
potentials for atomistic simulation studies.
The three categories of parameters to be derived were the charge, valence and
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van der Waals terms. The charge parameters were derived by means of a constrained
ab initio electrostatic potential energies (ESP) fit [143, 144], while the valence pa-
rameters were obtained using ab intio data [126, 127, 128, 129, 145, 146, 147, 148,
149, 150, 151]. Initially, the van der Waals parameters were transferred from the
PCFF force field and fixed. The final step involved optimising the van der Waals
parameters via MD simulations of molecular liquids. The overall process was it-
erated to ensure consistency. Generic atom types were introduced with extensive
transfer of parameters in order to maximise coverage and minimise the number of
parameters present.
2.3.6 DL POLY
In this study, the molecular dynamics simulation package DL POLY is used. It
is a general purpose classical molecular dynamics (MD) simulation software, and
was developed at Daresbury Laboratory initially by W. Smith and T.R. Forester
[152]. More recent versions of the code have been developed by W. Smith and
I.T. Todorov [153]. The package consists of subroutines, programs and data files
designed to simulate polymers, macromolecules, ionic systems and solutions, on a
distributed memory parallel computer. The version of DL POLY that will be utilised
is DL POLY 4. This version uses a Domain Decompostion (DD) strategy [154, 155].
It is most suitable for large scale calculations that often range from 103 to 109 atoms
on large processor counts. The DL POLY program contains a number of different
potentials required for a wide range of systems, as described by Equation (2.49).
These include van der Waals, hydrogen bond, chemical bond, valence angle, dihedral
angle and tether potentials among many others. The parameters that describe these
potentials can be obtained from force fields such as AMBER or Dreiding [156] and
can be easily adapted to run in DL POLY 4.
DL POLY can accommodate isolated molecules or apply boundary conditions
to a system. These involve cubic, orthorhombic and parallelepid boundaries. The
system can also be run as a slab. Simulations can be run either on a single processor
or in parallel. In terms of the Molecular Dynamics algorithms, the default choices are
based on the Velocity Verlet method, due to its simplicity and being time-reversible.
As well as Velocity Verlet, DL POLY also allows the user to use algorithms based on
the Leapfrog Verlet (LFV) scheme. Despite being simpler and faster numerically, it
does not offer the time reversibility of the Velocity Verlet scheme, nor the numerical
stability. All kinetic related properties also have approximate estimators, which is
due to being half a step out of phase between velocity and position.
The trajectories are generated in the microcanonical NVE ensemble. Here, N
stands for the number of particles, V stands for the volume of the system and E
represents the total energy in the system. In this case, the total energy is conserved.
Other ensembles that can be generated in DL POLY include NVT, NPT and NσT .
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A selection of thermostats and barostats can also be implemented. In the case of
thermostats, a system is coupled to a heat bath ensuring that the average temper-
ature is kept close to the specified temperature. By introducing a thermostat, the
standard equations of motion become modified and therefore the system no longer
samples the NVE ensemble. Instead, trajectories are generated for example, in the
canonical NVT ensemble. In order to solve bond constraints in the Velocity Verlet
and Leapfrog Verlet algorithms, RATTLE and SHAKE algorithms can be employed.
In order to dynamically adjust the size and shape of a simulation cell, the system
may be coupled to a barostat. This will allow the user to obtain a desired average
pressure (Pext) and/or an isotropic stress tensor (σ).
In DL POLY, the total energy of a molecular system can be expressed by Equa-
tion (2.49).




































































Here, Ushel, Uteth, Ubond, Uangl, Udihd, Uinv, U2−body, Utersoff , U3−body and U4−body are
all empirical interaction functions. They describe ion core-shell polarisation, teth-
ered particles, chemical bonds, valence angles, dihedral angles, inversion angles,
two-body, Tersoff, three-body and four-body forces respectively. The first six func-
tions in the configuration energy are all intramolecular interactions, while the next
four functions are intermolecular interactions. The final function describes the ex-
ternal field potential. ra, rb, rc and rd are position vectors and refer to the atomic
positions involved in a particular interaction. In each case, N represents the total
number of each interaction in the simulated system, while i represents the indices
of an individual interaction of each type. It should be noted that all intramolecular
interactions must be individually cited in DL POLY 4. In the case of intermolecular
interactions, the indices must be specified globally according to atom types due to
the larger number of atoms usually involved.
Otherwise referred to as position restraining, tethering forces allow atomic sites
to be tethered to a fixed point in space, taken as their position at the start of a
simulation. Bond potentials are used to describe the chemical bonds between certain
atoms. Valence angle potentials describe the bending terms of a bond between
specified atoms. Dihedral angle potentials on the other hand describe the interaction
which results from torsion in the molecule. Inversion angle potentials refer to the
interaction that results from a certain geometry of three atoms surrounding a central
atom. The trigonal pyramid structure of ammonia is a good example of this, where
the hydrogen atoms can invert to produce an identical structure, albeit with a change
in chirality. The inversion potentials can be used to restrict the molecule in question
to one structure.
Two-body potentials describe the short ranged van der Waals pair forces. Metal
potentials can also be used to describe the bonding of a metal atom in terms of
its local electronic density, making them suitable for determining the properties
of metals and alloys. The Tersoff [157] potential is a pair potential, in which for
real systems, the strength of each bond is dependant on the local environment. It
essentially couples two-body and higher many-body correlations into just a single
model. Three-body potentials are mainly used to describe valence angle forms,
and are aimed at amorphous materials such as silicate glasses. Finally, four-body
potentials deal with inversion angle forms, also with the intention of simulating
amorphous materials.
External force fields can be used in addition to the molecular force field. Ex-
amples include an electric field, a gravitational field and a magnetic field. In cases
where external force fields are applied, they are often accompanied by a thermostat.
With the DL POLY force field designed to be adaptable, it allows other force
field parameters to be used. This means that a user can choose the most appropriate
force field for the system. All calculations using DL POLY 4 have been done with
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the PCFF force field.
2.4 Zebedde
To create the polymer structure for DL POLY, the Zebedde code is used. Zebedde
is an automated construction method that can be used to build polymer chains of
arbitrary molecular mass, using a Monte Carlo approach [158]. Zebedde stands for
Zeolites By Evolutionary De-novo Design of templates, as it was written originally
for the de novo design of zeolite templating agents [159]. Recent developments of
the code have adapted it to join monomer units via a step-growth process, allowing
it to construct polymers. During the construction process, the chain conformation
is continually adjusted to give the best representation of the system sterically.
The code functions by randomly selecting either a build or twist action. In the
case of build, a new monomer unit is added to a seed molecule. The twist action
selects a non-aromatic C-C bond situated in the up to date polymer chain at random,
and alters the dihedral by a random amount falling within the range of ±3◦. Using
the Metropolis Monte Carlo criterion, the new configuration is either accepted or
changed, depending upon a given energy criteria. In order for the build action to
work, in the building blocks, certain hydrogen atoms are labelled either HA or HB.
These atoms are the ones which are randomly selected by the code, and following
this, a complementary H atom on a new fragment to be added to the monomer unit
is chosen. This H atom is added by antialigning the C-HA or C-HB bonds so as to
allow the H atom to be easily removed in order to form the new C-C bond. The
intention here is to ensure that only carbon atoms that were connected to a HA or
HB atom could form a bond.
The purpose behind having a twist option is that if a build step is unsuccessful,
the polymer could be orientated so that any new fragments which may have initially
given poor calculated energies could be positioned in a way that was more preferably
sterically.
2.5 Forcite
An alternative program to DL POLY 4 is the Forcite module available in Materials
Studio [160]. This module was only used on a parallel workstation hence, the size of
the computations were limited to smaller systems. This module was used to confirm
the results with DL POLY 4 that were obtained, including the use of the COMPASS
force field.
Forcite plus is an advanced classical mechanics tool [161]. It permits the user
to perform energy calculations, geometry optimisations and molecular dynamics
simulations on a wide variety of different structures. This can range from simple
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molecules to 3D periodic structures. It has a good range of analysis tools allowing
the user to obtain information, such as radial distribution functions and diffusion
coefficients. Structures that can be modelled well with Forcite plus include poly-
mers, crystals, catalysts and zeolites. In the case of polymers, properties such as
density, diffusion, mechanical properties and solubility can be calculated. Diffusivity
of atoms or small molecules in polymer matrices is a key speciality of the program,
meaning it can be used to measure the diffusion of lithium ions in polymers.
Forcite offers the user a variety of forcefields including the Universal force field
(UFF) [162], CVFF [163], PCFF, COMPASS and Dreiding. As with DL POLY,
thermostats and barostats can be used if required. Ensembles which are available
include NVE, NVT, NPT and NPH. The NVE ensemble was used for all calculations
with Forcite.
To create the polymers for Forcite, the Materials Studio polymer builder is used.
Models can be created and edited in the Materials Studio projects. For example, a
monomer unit can be built by hand by adding the required atoms and optimising
the bond lengths. A polymer can be built from this by defining the repeat unit and
multiplying it to give a polymer chain. From here, any of the tools can be applied
to perform a variety of simulations. A periodic boundary can also be applied to the
model, with the user being able to define the cell parameters by hand.
2.6 MarvinSketch
Using a graphical user interface, MarvinSketch allows the user to draw chemical
structures [164]. Atoms and bonds can be defined by hand allowing a large mul-
titude of different structures and types of molecules to be drawn. In this study, a
series of monomer units such as ethylene glycol were drawn in MarvinSketch. A va-
riety of simulations can be performed on the defined structure, including molecular
mechanics simulations. The MMFF94 force field was used for all structures.
After each monomer unit was optimised, the resulting output structure could be
exported, and then opened again in MarvinSketch. The structures can be viewed in
both 2D and 3D.
2.7 Antenna simulations
2.7.1 Introduction to antenna methodology
In addition to atomistic simulations, both simulations and measurements were re-
quired for the research into the antenna design. The intention was to design an
antenna, which could also act on a battery substrate, by means of an integrated
design. Chapter 1 discusses the proposed design in greater detail, showing a slot
dipole antenna cut into an upper plane of metal, with a battery underneath. The
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metal in this case will act as both the current collectors for the battery, as well as
containing the antenna. The battery substrate itself will contain no metal, to avoid
causing antenna performance degradation in terms of efficiency.
Therefore, a starting point needs to be ascertained for the size and design of the
antenna required for this integrated design. The full details of the procedures and
results obtained for this are discussed in greater detail in Chapter 6 and Chapter 7,
outlining the initial design chosen, along with all modifications, simulations and
measurements carried out. The purpose of this section is to provide an overview of
the antenna simulation method, as well as the experimental procedures undertaken
to perform all of the measurements.
2.7.2 CST Microwave Studio
All simulations for the antenna were performed using the package CST Microwave
Studio R©. Using the tools available in this package, the size, shape and material
could be specified in terms of building blocks and built on a three-dimensional
working plane as shown in Figure 2.6.
Figure 2.6: The CST three-dimensional working plane allows the user freedom to
construct a vast variety of shapes
A frequency range for the simulation could be defined. For all simulations, a
range of 1-6GHz was selected to cover the 2.4GHz design frequency later chosen
for this project. Once the antenna structure was constructed with all geometric
specifications chosen, a port was required. In this case, a waveguide port was added
to the structure.
A waveguide port simulates an infinitely long waveguide which excites the an-
tenna [165]. These type of ports are used in order to feed the calculation domain
with power, and absorb any power reflected. In an excited waveguide port, the
input signal is normalised to 1 sqrt(Watt). In a coplanar waveguide antenna such
as the ones used in this study, the waveguide port is placed across the feed of the
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antenna with a width of 2-3 times the width of the inner conductor, including the
width of the two gaps in the feed. Figure 2.7 shows the recommended dimensions
of a coplanar waveguide port.
Figure 2.7: Recommended dimensions for a CPW port. Image obtained from CST
Online Help [165]
The port should also be enlarged by half of the inner conductor width on each
side. In the case of grounded coplanar antennas, the port should be a size sufficient
enough to touch the metal ground plane. It is important for the right size port to
be defined, since an overly large port will cause higher order modes to propagate
resulting in slow energy decays in transient simulations. A port which is too small
will not launch the transmission line mode efficiently and will result in degradation of
the S-parameter accuracy, possibly causing the transient solver to become unstable.
With the port constructed, a variety of simulations could be performed. For
the purposes of this work, the S11 parameters and farfield radiation patterns were
required. In order for general purpose simulation methods to be applied, the cal-
culation domain is divided up into small cells, known as the mesh. It is in these
small cells that Maxwell’s equations are solved. To achieve this, the Transient Solver
was chosen for this work. The Transient Solver is one of several different types of
solver methods used by CST, with the Frequency Domain Solver and Eigenmode
Solver being some of the alternatives. The Frequency Domain Solver is particularly
useful for electrically small structures, while the Eigenmode Solver is primarily for
simulation of closed resonant structures.
The Transient Solver is a time domain solver which can calculate the development
of fields through time at discrete locations and time samples. It permits the user to
calculate the transmission of energy between various ports along with other sources
of excitation or even open space of the structure of interest. The solver is efficient
for many high frequency applications including antennas and transmission lines. It
can also obtain the whole broadband frequency behaviour of a device from just a
single calculation run. This makes the Transient Solver the most suitable for our
aims.
The Transient Solver uses a Finite Integration Technique to apply advanced
numerical techniques, in particular the Perfect Boundary Approximation (PBA) R©,
which is used for the spatial discretization of the structure. This is often used in
60
combination with the Thin Sheet TechnologyTM (TST). TST is useful particularly
for Perfect Electrical Conductor (PEC) structures where details are lower than the
method’s resolution, as it enables two non-PEC regions within a single cell (See
Figure 2.8). However, if more than two non-PEC areas are present in a cell, it
must be filled completely with PEC material. Using a hexahedral mesh, complex
structures and curved surfaces can be simulated, within the cubic mesh cells without
extreme refinement of the mesh. Both of these techniques are very useful in avoiding
extremely small mesh steps which has a positive effect on the simulation time.
(a) 1 non-PEC area (b) 2 non-PEC areas (c) Many non-PEC areas
Figure 2.8: (a) A normal PBA mesh cell with one non-PEC area (b) TST allowing
two non-PEC areas (c) A critical cell (multiple non-PEC areas), therefore must be
filled completely with PEC material. Images obtained from CST Online Help [165]
Each field in the transient simulation is calculated by means of a step by step
”Leap Frog” time progression scheme. The mesh has influence over the accuracy
of the simulation as well as the speed. Owing to the electrically thin layers, for
the simulations in this study, the minimum number of mesh lines per wavelength
was set to 40, as this gave a good simulation accuracy without slowing down the
calculation noticeably. Once the simulation was performed in each case, a variety
of post-processing tools were available with which to analyse the results in further
detail. The tools used in this project were for the analysis of S-parameters and
radiation patterns.
2.7.3 S11 parameters
When working at microwave frequencies, there is an issue when attempting to mea-
sure voltages and currents [66]. This is because direct measurements may involve the
magnitude and phase of a wave travelling in a given direction, or also of a standing
wave. Therefore, equivalent voltages and currents along with related impedance and
admittance networks become an issue in high-frequency networks, being considered
more of an abstraction. In order to give a representation more in line with direct
measurements, the scattering matrix is introduced. This takes into account incident,
reflected and transmitted waves.
The scattering matrix gives a complete description of the network, which can
be seen at the N-ports. An N-port network is an arbitrary network whereby the
ports may be for any type of transmission line or equivalent for a single propagation
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waveguide mode. If a single network port is a waveguide that supports multiple prop-
agating modes, additional ports can be added to account for these extra modes. A
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Referring back to the scattering matrix, we know that for an N-port network,
V +n is the amplitude of the incident voltage wave at the nth port, while V
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The scattering matrix can also be represented by Equation (2.52).
[V −] = [S][V +] (2.52)
When it comes to obtaining S-parameters from the simulated antenna, we are
looking at a specific element of the scattering matrix. In order to determine a specific





V +k =0 for k 6=j
(2.53)
This equation in simple terms shows that Sij can be identified by exciting port
j with an incident wave of voltage, V +j , and then measuring the amplitude of the
reflected wave, V −i , that comes out of port i. All ports other than the jth port are
terminated (meaning the incident wave is set to zero) in matched loads. This is
done to avoid reflections. This means that Sij can be defined as the transmission
coefficient from port j to i. Meanwhile, Sii is also known as the reflection coefficient,
when looking into port i. In both cases, all other ports are terminated in matched
loads.
For each antenna simulated in this study, only one waveguide port is present.
This means that only the S11 parameters, or the reflection coefficient can be analysed.
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From the S11 parameters, properties such as the fractional bandwidth can be
calculated. It is also useful in comparison to measurements to ensure that they
match at the resonant frequency. Figure 2.9 shows an example of a S11 plot obtained
from CST.
Figure 2.9: Example S11 plot for slot antenna
In this particular example, the peak observed here is the resonant frequency, or
reflection coefficient. The depth and sharpness of the peak can indicate how well
matched it is. The lines in the example indicate the matched operating band, which
in this case is below -10dB. From the operating frequency, which is seen at the
null of the peak, we can calculate the fractional bandwidth of the antenna. This
is done by subtracting the lower frequency limit of the operating band (the lowest
frequency at -10dB) from the upper frequency limit of the operating band (the
highest frequency at -10dB). This value is then divided by the operating frequency
(usually the frequency of the null), and multiplied by 100 to obtain a percentage.





S11 parameters can also give us other useful information such as showing how
lossy an antenna is. They are also useful for showing how a simulated antenna
compares with measurements, with a match at the resonant frequency showing good
comparison between the two. Antenna input impedance match can also be observed
from the S11. This is defined as the ratio of voltage to current at its input [8]. In our
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study, the feed line for the antenna is normalised to match at an input impedance of
50Ω. This value is chosen as it provides a good compromise between power handling
and attenuation.
The input impedance for the antenna is measured in CST by using a curve
marker on the S11 plot, and placing it at the null of the resonant frequency. An
impedance Smith Chart can then be viewed, which shows the input match, with
the real and imaginary numbers shown at the bottom of the screen. An example
impedance Smith Chart is shown in Figure 2.10.
Figure 2.10: A Smith Chart example showing the input impedance match
Underneath the Smith Chart in red, displayed in brackets, are the real and
imaginary parts of the impedance, i.e. the resistance and reactance at the resonant
frequency. Since the above example is normalized to 50Ω, the closer the real number
is to 50Ω (and the closer the imaginary number is to 0), the better the antenna input
impedance match.
2.7.4 Radiation patterns
Radiation patterns (or polar diagrams) are one of the most important properties
of an antenna [8]. For a transmitting antenna, this is a plot of the power/field
strength transmitted by the antenna in a variety of different angular directions.
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Polar diagrams can be obtained for both the vertical and horizontal planes. The
same patterns will apply regardless of whether the antenna radiates or receives due to
the principle of reciprocity. The power that an antenna radiates can be concentrated
in a certain direction. This value of directivity can be expressed in terms of its power
gain, G. This is defined in a particular direction by Equation (2.56).
G =
Power radiated by an antenna
Power radiated by the reference antenna
(2.56)
In other words, antenna gain is the ratio of maximum radiation intensity from the
antenna specified, to the maximum radiation intensity given from a loss-free isotrope
[9]. Losses due to resistance in metallic and dielectric materials are common, and
lead to differences between power delivered to the antenna input and the power
that an antenna radiates [66]. Radiation efficiency for an antenna is defined as the











Here, Prad is the power radiated by the antenna, while Pin is the power which
is supplied to the antenna input. Ploss is the power which is lost in the antenna.
Other factors may play a part in the effective loss of transmit power, i.e. impedance
mismatch at the antenna input, or polarisation mismatch with the receiving an-
tenna. These losses, however, are not normally attributed to the antenna itself,
since they can be negated by the use of matching networks or positioning of the
receiver antenna.
Referring back to the directivity of the antenna, we know that it is a function
of the shape of the radiation pattern, or polar diagram, meaning any losses in the
antenna itself have no bearing. It is a known fact that the radiation efficiency of less
than unity means that the antenna will not radiate the entirety of the input power
it receives. Therefore, the antenna gain, G, can also be represented as a product of
its directivity and radiation efficiency, shown in Equation (2.58).
G = ηradD (2.58)
What we can establish from this is that the gain will always be either equal to
or less than the directivity. Antenna gain is often expressed in units of dBi meaning
decibels referred to an isotropic antenna. Figure 2.11 shows an example radiation
pattern obtained from a slot antenna in CST, both in three-dimensions, along with
the two-dimensional polar diagram.
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Figure 2.11: (a) Simulated 3D radiation pattern for antenna
Figure 2.11: (b) Simulated polar diagram for antenna
A radiation pattern is obtained in CST by means of a field monitor. Here, the
frequency at which the radiation pattern is desired (often the resonant frequency) is
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specified. In the above example, the three-dimensional radiation pattern shows the
underlying antenna structure. From this, we can assess how the power is radiated
in relation to the position of the antenna. Other key details from this include the
directivity value, along with the total efficiency, from which the antenna gain can be
calculated. In a polar diagram, the lobe with the maximum magnitude of far-zone
field strength with relation to elevation angle, θ, is classed as the main beam [66].
Any additional lobes that may be present at lower levels are referred to as sidelobes.
Another property of importance to the radiating antenna is its radiation resis-
tance [8]. This is associated with the transmitted power from the antenna. The
radiated power can be expressed as I2Rr watts, where I is the r.m.s antenna current
and Rr is the radiation resistance, which acts like a circuit resistance dissipating
heat. The larger the radiation resistance, the greater the power radiated by the
antenna. On the other hand, for receiving antennas, the input impedance is key.
In most cases, it equals the radiation resistance. For example, a centre-fed half
wavelength dipole has an input impedance of 75Ω, which is equal to a radiation
resistance, also of 75Ω.
2.8 Antenna synthesis
In order to compare with the simulated results, several antenna measurements were
also performed. In order to achieve this, the antenna was synthesised via an etching
procedure, and measured to obtain the S11 parameters and radiation patterns. Since
it was important to ensure that all dimensions for the fabricated antenna were
identical to the simulation, a mask was created, using the antenna patterns for the
simulated design of choice. To create this, the antenna slot pattern in CST was
exported as a Gerber layer, and this was opened in a package known as ViewMate
[166]. The antenna pattern could then be printed as a negative to create the mask.
A copper film was used with a Mylar substrate, a polyester film made from
Polyethylene Terephthalate (PET). To begin with, the film was cleaned with IPA
(isopropyl alcohol). The antenna mask was laminated onto the copper layer using
a UV-sensitive etch-resist film. The negative slot dipole pattern was then exposed
under UV light, before being developed with potassium carbonate to wash all areas
that had not been struck by the UV light. Iron (III) chloride was used to etch
the antenna pattern, after which the antenna was washed with water to remove
the acid. The UV-sensitive film was removed using a photo-resist stripper (sodium
metasilicate), and washed with water, before drying in air. A port was then attached




The fabricated antenna was measured using a Vector Network Analyser (VNA), in
order to view the S11 patterns. Before a measurement took place, the cable used to
attach the antenna port to the VNA was effectively removed from the measurement
by calibration using a set of known value terminations. After this, the antenna was
fixed securely to the cable, and the S11 could be measured. The S-parameters could
be exported from the VNA, from which the data could be obtained. Figure 2.12
shows the VNA used in this study.
Figure 2.12: VNA used for S11 measurements
2.9.2 Radiation pattern measurements
Radiation pattern measurements could also be obtained. Here, a two-port VNA was
used for measuring the S21 parameters. A transmit and receiver antenna were set up
in an anechoic chamber. A general purpose wide-band transmit antenna was used
for our purposes. A 360◦ scan was performed with sweeps measured as the transmit
antenna rotated. For the first set of measurements, a total of four polarisations
took place with the transmit antenna, whereas the second set required the use of a
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pedestal in order to mount the antenna, meaning at least two different polarisations
were possible. Figure 2.13 shows an example of a transmit antenna in the anechoic
chamber along with the receiver antenna.
(a) (b)
Figure 2.13: Set-up of (a) transmit and (b) receiver antenna in the anechoic chamber
2.9.3 Permittivity measurements
Permittivity and dielectric loss measurements were performed on a sample of the
co-polymer PEDOT:PSS [167]. Aliquots (∼30ml) of conductive grade PEDOT-PSS
(3% weight dispersion in water) were pipetted into five separate sample dishes. The
samples were dried for 48 hours at 55◦C under atmospheric pressure. The precipitate
was collected from each sample and processed within a ball-mill (800rpm, 40mins).
A fine powdered sample was produced and subsequently pressed into a pellet by
use of a 25mm pellet-press. The pellet had dimensions of a width of 25mm with a
thickness of 3mm.
The permittivity measurements of the sample were achieved by etching a 24mm
long CPW line onto a Mylar sheet which was then placed directly on top of the sam-
ple. The gap between the signal and ground lines was set to 1.5mm to ensure good
penetration of the field into the material at the frequency range of measurement.
An Anritsu 37397C network analyser with on-wafer calibration was used to measure
the S-parameters up to 20GHz. The line proved to be well matched to 50Ω allowing
the phase constant and effective permittivity of the line to be calculated directly
from the S21 measurement. The phase difference between two lengths of CPW lines
placed on top of the PEDOT:PSS pellet was calculated using Equation (2.59).
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φ = β × (L1− L2) (2.59)
Here, φ is the phase delay, while β is the propagation constant, and L1 and L2
are the two transmission line lengths. β is equal to 2pi/λ. From this, the effective





Here, k0 = ω/c, where ω is the frequency and c is the speed of light in free space.





This technique is similar to the Thru-Reflect-Line method which can also be used
to calculate eff [66]. However, in this case, it was simplified due to the assumption
that the S11 in this case was small. This assumption was made due to the expected




With polyacetylene being regarded as a big discovery and a breakthrough with re-
gards to conducting polymers, it is of interest as a non-metallic battery material.
Due to its simple structure, it can be used as a model system when developing
novel, more complex computational theories. For this purpose, a detailed investiga-
tion has been undertaken on the monomer unit, acetylene. Simulations of acetylene
can provide us with a useful insight into its electrical properties, with future work
leading up to a potential analysis of three-dimensional polyacetylene, such as that
performed by Zicovich-Wilson [168]. Figure 3.1 shows the chemical structure of the
acetylene molecule.
Figure 3.1: Structure of acetylene
Acetylene (C2H2) is the simplest molecule amongst those that possess the carbon-
carbon triple bond [169]. It is a linear molecule crystallising in two known poly-
morphs, dependant upon the temperature and pressure of the system. Acetylene
crystallises in both a low temperature and a high temperature structure [170]. These
crystal structures can be defined experimentally by use of techniques such as neutron
diffraction [170, 171]. The low temperature structure is defined by an orthorhom-
bic crystallographic cell, with the Acam (Cmca) space group. Here, the acetylene
molecules in the cell are found to be almost perpendicular to each other [172] (See
Figure 3.2a). The high temperature structure takes the form of a cubic crystallo-
graphic cell. This phase was determined by Sugawara and Kanda [169] at 156K,
using single-crystal X-ray diffraction. Here, the space group Pa3 was used to describe
the cell with a lattice parameter at 156K of a = 6.14A˚ with acetylene monomers in
a T-shaped configuration (See Figure 3.2b).
The transition temperature between the two phases was reported to be 133K
for C2H2 [169] and 149K for C2D2 [173]. Further refinements were made for the
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cubic structure with the single-crystal X-ray data measured at 141K by van Nes
and van Bolhuis in 1979 [174]. For C2D2, the structural parameters were obtained
using neutron powder diffraction at 4.2K for the orthorhombic Acam space group
[175]. These measurements were further refined at 77K [176] and 109K [177]. A
refinement for orthorhombic C2D2 was also made against neutron diffraction data
at 15K by McMullan [170] and it is this particular structure of acetylene that is of
interest to our study using ab initio calculations. This is because the D-positions
can be seen in this refinement, while the H-positions cannot been seen in Neutron
or X-Ray Diffraction.
A problem that is present in the modelling of acetylene within the DFT frame-
work is the description of van der Waals forces between molecules in the crystal
structure for density functional theory. Kohn-Sham density functional theory is now
seen as one of the most well-known and used methods for electronic structure cal-
culations in the areas of condensed matter physics and quantum chemistry [87, 88].
With the thermochemistry of molecules considered, the first major step in that di-
rection was to introduce generalised gradient approximations (GGAs) to provide a
correction for local density approximation (LDA). LDAs did not appear to yield an
improvement in results compared to Hartree-Fock (HF). However, one of the most
significant drawbacks in GGA functionals was the poor description of long-range
electron correlations, which are responsible for van der Waals forces [178, 179, 180].
It is apparent that van der Waals interactions present a major challenge for DFT
approximations. The issue with LDA functionals are that they to tend to overbind
[180, 181, 182, 183]. GGA and hybrid functionals are more sensitive to the choice of
approximation [179], with the Becke 1988 exchange [100] showing a repulsive inter-
action in many cases [178, 180, 181, 183, 184, 185] while functionals based on PW91
and PBE show binding but with a lack of accuracy [182, 183, 184, 185, 186].
Conventional exchange-correlation functionals have been utilised for a range of
different systems, in particular, dimers such as N2 [187], C6H6 [178, 184, 186, 188],
as well as C2H2 [186, 189]. In the case of N2, ab initio MP2 and MP4 methods were
compared to DFT [187]. The study confirmed that B3LYP was unable to correctly
model the van der Waals forces in the N2 systems, as opposed to the exchange-
correlation functional PW91-PW91, which agreed well with the MP results. The
benzene study also compared DFT methods to MP2 calculations along with exper-
iments [188]. Here, LDA, LDA+B and LDA+B+LYP functionals were tested. In
this case, B represents the Becke gradient correction. With the dispersion-corrected
results, LDA overestimated the binding energy of the dimer, and underestimated
the dimer separation significantly, while LDA+B and LDA+B+LYP showed better
agreement with the MP2 calculations. For the acetylene dimers, it was established
that the BLYP, BPW91 and B3LYP functionals do not correctly model the dis-
persion interaction [189]. They also showed poor agreement with the HF methods
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employed, which suggested that the functionals also did not correctly model the
repulsion interaction.
In order to address these issues regarding dispersion, empirical long-range cor-
rections e.g. damped C6 · R−6 terms are among the most promising [190] with the
most widely applied and tested method being DFT-D, proposed by Grimme [191].
This method uses damped interatomic potentials to describe the dispersive energy.
Combined with the BLYP and PBE functionals, Grimme’s correction gave desir-
able accuracy for a range of applications including dimers and trimers of pyridine
[192], and azulene [193]. A few problems were, however, identified with the orig-
inal DFT-D method [191]. Firstly, consistent atomic parameters (C6) were only
available for a small number of elements, being H, and C-Ne. Any calculations in-
volving third-row elements gave errors. The correction also showed inconsistencies
for normal thermochemistry properties such as atomisation energies. Grimme [191]
initially defined a general set of atomic parameters with which he then improved
by addressing the above issues [190]. The new DFT-D approach was less empirical
and required less parameters than other methods. Furthermore, a set of s6 scaling
parameters were derived, which were functional-dependant, in order to adjust the
dispersion correction.
Despite these improvements, a few problems still remained. Civalleri’s study
[194], showed that the hybrid B3LYP-D method gave poor agreement with the ex-
perimental structures in the case of NH3, CO2 and cubic C2H2 as lattice parameters
were underestimated. The B3LYP-D dispersion parameters were modified slightly
to try and show an improvement in agreement. Several aspects were considered
when explaining the underestimation. For molecular complexes, the empirical term
was calibrated, while for molecular crystals, the intermolecular contacts are shorter
leading to a larger overlap between charge density distributions. The damping func-
tion controls this feature and is likely considered too short-range for most crystalline
systems. The s6 scaling factor increases the whole contribution for B3LYP by a fac-
tor of 1.05. The end result was an estimation of the dispersion contribution which
was unbalanced, leading to overestimation in cohesive energy and underestimation
of lattice parameters.
Civalleri et al. modified the dispersion correction by following a method initially
suggested by Jurec˘ka et al. [195]. The atomic van der Waals radii in the form of
the damping function were rescaled, which allowed for more activity in the long-
range region. This lead to a decrease in the dispersion contribution which was only
included in the regions for which B3LYP does not contribute to the intermolecular
interactions. Along with the scaling factor of the correction, the van der Waals
radius of hydrogen was also identified as a key contribution. This value has a deter-
mination upon the penetration of the damping function in terms of balancing the
dispersion contribution for both dispersion bonded and hydrogen bonded crystalline
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systems. Therefore, to improve the dispersion correction term, the original s6 scal-
ing factor was modified to a value of 1.00. The scaling factor for the atomic van
der Waals radius of hydrogen was altered. Furthermore, the van der Waals radii of
all heavy atoms (all atoms other than hydrogen) were rescaled from their original
values assigned by Grimme. All numbers for heavy atoms were scaled by a factor
of 1.05. In order to derive these modifications, the atomic van der Waals radii were
increased progressively to determine the best fit between simulation and experiment.
This augmented correction term is known as B3LYP-D*.
In some cases, however, using B3LYP causes issues. For example, when lithium
metal is used, B3LYP results in a semi-conducting/insulating system due to a band
gap, as opposed to the desired conducting system, necessary for situations such as
measuring lithium conductivity. For this reason, hybrids such as B3LYP are not
always suitable, particularly for mixed conducting systems such as polymer elec-
trolytes. Therefore, it is proposed to use the non-hybrid BLYP functional as an
alternative for these systems. Due to the advantages that B3LYP offers as a whole,
it is desirable to take an approach similar to B3LYP, but removing the Hartree-Fock
exchange which is causing mixed conducting systems to become insulating. There-
fore, BLYP provides an adequate solution to this issue, making it more desirable
over a different functional such as PBE.
The aim of this study is to show a detailed investigation into what effect the
dispersion correction is having on the systems of cubic and orthorhombic acetylene,
and to gain a greater understanding of the electrostatic properties. For this study, a
new model (BLYP-DS) was derived and compared with Grimme’s traditional model
(BLYP-D). What makes this newly derived model unique is that it is primarily
for solids, and similar to Civalleri’s B3LYP-D* method. Several hydrogen-bonded
systems are used to derive the BLYP-DS approach, which is then applied to the two
polymorphs of acetylene to see how it compares with the other functionals.
3.1 Methodology
All calculations in this study were undertaken with the CRYSTAL09 [82] software
employing both pure (BLYP) [100, 101] and hybrid (B3LYP) [102] density func-
tional theory (DFT). In the CRYSTAL09 code, the atomic orbitals are expanded
as Gaussian basis functions. For all atoms, a 6-31G(d,p) [196] basis set was em-
ployed. Other larger basis sets such as aug-cc-pVTZ failed to optimise due to being
too diffuse, while basis sets such as 6-311G** lead to conducting systems. The
structure was also optimised with the TZVP basis set at the BLYP level, but the
experimental structure was poorly modelled, so the decision was made to employ
the 6-31G(d,p) basis set for all functionals used in this study. A Pack-Monkhorst
grid of 8×8×8 was employed while the Columb and exchange integrals were trun-
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cated at 10−7, 10−7, 10−7, 10−7 and 10−14. All calculations were performed self-
consistently. Geometry optimisations were performed using the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) [197, 198, 199, 200, 201] algorithm and converged to an
energy value of 10−7 Hartree while the gradient and root mean square (rms) dis-
placement were 6×10−5 and 1.2×10−4 Hartree/bohr, respectively.
As the crystal structure is being modelled, the experimental crystal structure
is required from the literature. Table 3.1 shows all of the necessary crystal data
required to replicate the cubic and orthorhombic structures of acetylene.









Cell volume (A˚3) 208.2 226.3
Fractional coordinates
Cx: 0.0621 Cx: 0.0562
Cy: 0.0756 Cy: 0.0562
Cz: 0.0000 Cz: 0.0562
Dx: 0.1709 Hx: 0.1524
Dy: 0.2135 Hy: 0.1524
Dz: 0.0000 Hz: 0.1524
Dispersion forces were treated with the method originally proposed by Grimme
[190] and added to the BLYP functional given by Equation (3.1)
EBLYP−D = EBLYP + EDisp (3.1)











Grimme proposed a defined set of parameters with an optimised scaling factor
(s6), which is functional dependant. Grimme derived the s6 value to be equal to
1.2 for BLYP. To include long range dispersion contributions, pair-wise damping
factors were introduced for each atom referred to as C6 and Rvdw in Equation (3.2),
corresponding to the dispersion coefficient and van der Waals radius, respectively
(see Table 3.2).
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A series of parameters were required for the GRIMME keyword in CRYSTAL09
[82], i.e. the scaling factor (s6), steepness of the damping function (d=20) and cutoff
radius for the direct lattice summation (g) in Equation (3.2). The number of atomic
species were then defined, and for each individual atom, the following information
was needed: The atomic number of the species, the dispersion coefficient, and the
van der Waals radius. Table 3.2 gives the parameters used throughout this study
compared with those used by Grimme [190].
Table 3.2: A summary of van der Waals dispersion parameters derived by Grimme
(D) [190], and current work (DS). An s6 parameter of 1.20 was applied to BLYP-DS
Element C6 Rvdw (D) Rvdw (DS)
H 0.14 1.001 1.300
C 1.75 1.452 1.452
N 1.23 1.397 1.397
Cl 5.07 1.639 1.639
F 0.75 1.287 1.287
For the newly-derived BLYP-DS, the van der Waals radius for hydrogen was mod-
ified from 1.001 to 1.30, while keeping Grimme’s parameters for the heavy atoms
unchanged. The van der Waals radius of hydrogen was considered to be the main
contribution to the dispersion, and it was intended to change as few parameters as
possible. Fewer parameter changes increases the likelihood of being able to transfer
this correction to other functionals such as PBE. The newly derived s6 value was
1.20. The BLYP-DS method has been applied to urea, ammonia, hydrogen cyanide
(HCN), hydrogen chloride (HCl) and hydrogen fluoride (HF) in addition to acety-
lene. Table 3.3 shows the results for the optimised lattice parameters and lattice
energies used in each of these hydrogen-bonded systems.
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Table 3.3: Optimised lattice parameters and counterpoise-corrected energies for
HCN [202], HCl [203, 204], HF [205, 206], urea [82, 207] and ammonia [208]
Molecule/Functional
Exp. Calc. Error ∆Eexp.latt ∆E
calc.
latt Error
(A˚) (A˚) (%) (kJ/mol) (kJ/mol) (%)
HCN - BLYP
a 4.13 4.58 9.6
b 4.85 5.16 6.5 -38.5 -20.6 -46.5
c 4.34 4.17 -1.5
HCN - BLYP-D
a 4.13 3.96 -5.3
b 4.85 4.47 -7.8 -38.5 -39.6 2.8
c 4.34 4.19 -3.4
HCN - BLYP-DS
a 4.13 3.94 -6.0
b 4.85 4.46 -8.0 -38.5 -38.6 0.1
c 4.34 4.22 -3.0
HCl - BLYP
a 5.84 7.81 33.8
b 5.06 7.40 46.3 -25.9 -10.7 -58.8
c 5.38 5.88 9.4
HCl - BLYP-D
a 5.84 6.03 3.4
b 5.06 5.36 5.9 -25.9 -20.4 -21.2
c 5.38 5.50 2.3
HCl - BLYP-DS
a 5.84 6.06 3.9
b 5.06 5.38 6.3 -25.9 -19.8 -23.4
c 5.38 5.50 2.2
HF - BLYP
a 3.31 3.83 15.7
b 5.22 5.34 2.4 -54.0 -45.4 -16.0
c 4.26 4.28 0.6
HF - BLYP-D
a 3.31 3.37 1.9
b 5.22 5.32 2.0 -54.0 -59.2 9.6
c 4.26 4.25 -0.2
HF - BLYP-DS
a 3.31 3.37 1.9
b 5.22 5.33 2.0 -54.0 -57.4 6.3
c 4.26 4.28 0.6
Urea - BLYP
a 5.57 5.73 3.0
-103.6 -73.2 -29.4
c 4.68 4.70 0.3
Urea - BLYP-D
a 5.57 5.31 -4.6
-103.6 -129.1 24.6
c 4.68 4.66 -0.6
Urea - BLYP-DS
a 5.57 5.43 -2.5
-103.6 -121.5 17.3
c 4.68 4.66 -0.6
NH3 - BLYP a 5.05 5.29 4.8 -36.0 -29.0 -19.5
NH3 - BLYP-D a 5.05 4.77 -5.5 -36.0 -53.7 49.1
NH3 - BLYP-DS a 5.05 4.96 -1.8 -36.0 -46.5 29.1
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For all systems, BLYP-DS is making a noticeable improvement in lattice energy
while for lattice parameters, the trend is less straightforward. It should be noted
that the differences between BLYP-D and BLYP-DS in HCN, HCl and HF are small
when comparing their error in lattice parameters, although it does give slightly better
lattice energies for HCN and HF.
For urea and NH3, we see the great benefit of the BLYP-DS method. In both
cases, BLYP-DS shows a clear improvement in both lattice parameters and energies
with values closer to the experiment. In this situation, it does appear that the newly
derived DS correction is making a significant difference, and needs to be considered
for hydrogen-bonded systems such as these. BLYP-D is underestimating the lattice
parameters and energies for urea and NH3, but by augmenting the correction term,
we can make reasonable improvements in these values with much smaller percentage
errors. To summarise, the BLYP-DS approach is improving the overall results for
the solid state.
When deriving the s6 scaling factor for BLYP-DS, it is important to consider
how the results are affected for multiple s6 values to determine the best fit. In this
instance, it is important to ensure that the derived correction is consistent across
multiple molecular solids. It is no use in modifying the scaling factor in a way
which shows improved results for some molecular solids while losing accuracy for
others. To test this, three different scaling factors for BLYP-DS were tested (1.1,
1.2 and 1.3) for HCN, HCl, HF, Urea, NH3, and both the cubic and orthorhombic
structures of acetylene. As the scaling factor made a minimal difference upon the
lattice parameters, the lattice energies will be observed. Table 3.4 shows the lattice
energies in each case.
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Table 3.4: Lattice energies for HCN [202], HCl [204], HF [206], urea [207] and
ammonia [208] using the BLYP-DS functional at different scaling factors































As can be seen from Table 3.4, the results for the s6 scaling factors that have been
changed from the original BLYP-D scaling factor of 1.2 to 1.1 or 1.3 are inconclusive.
While one molecular solid may show an improvement in terms of lattice energy
when the scaling factor is decreased, another may show better agreement with the
experimental value when the scaling factor is increased. HCN and orthorhombic
acetylene in particular show very good agreement when the original scaling factor
of 1.2 for BLYP-D is used. It is, therefore, apparent that a scaling factor of 1.2 for
BLYP-DS gives us the best fit overall, giving consistent results across all molecular
solids. Therefore, employing an s6 value of 1.2 allows us to have results which allow
consistency across all molecular solids.
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3.2 Results and Discussion
3.2.1 Lattice Parameters
Full geometry optimisations were performed on both acetylene polymorphs, with the
intention of comparing the B3LYP and BLYP functionals along with the different
dispersion corrections in combination with the BLYP functionals.
The lattice parameters were investigated for the fully optimised crystal structures
of acetylene. Table 3.5 shows all of the geometry optimisation results in the cubic
structure.
Table 3.5: Optimised lattice parameters in cubic acetylene (Expt. a = 6.094A˚ [170])
Functional Calculated (A˚) Percentage Error (%)
B3LYP a 6.17 1.3
BLYP a 6.23 2.3
BLYP-D a 5.59 -8.3
BLYP-DS a 5.76 -5.4
Considering the cubic polymorph (Table 3.5), we observed that the optimised
lattice parameters are in best agreement for the uncorrected functionals B3LYP
and BLYP, showing small percentage errors of 1.3% and 2.3%, respectively. B3LYP
used 20% HF exchange, known to localise the electronic structure and, therefore,
gives rise to slightly higher electrostatic interaction than pure DFT, which gives a
solution that is more dispersed. When the original GRIMME correction (D) is used,
a noticeable change in the calculated lattice parameter for BLYP is observed. The
lattice parameter is underestimated with a percentage error of 8.3% for BLYP-D.
The modified BLYP-DS method does show a slight improvement in terms of the
optimised lattice parameter. However, the lattice parameter is still underestimated
by 5.4%.
Referring back to the conclusions by Civalleri et. al. [194], regarding B3LYP-D
and their augmented B3LYP-D* method, it is apparent that despite the improve-
ment shown by B3LYP-D*, the dispersion correction is strongly influenced by the
basis set. Civalleri used the basis sets 6-31G(d,p) and TZP, yielding calculated
lattice parameters of 5.82A˚ and 5.96A˚ respectively. The percentage error for 6-
31G(d,p) was 4.5%. On the other hand, the percentage error produced from the
TZP basis set was 2.2%.
Table 3.6 displays the optimised lattice parameters for orthorhombic acetylene.
Using B3LYP, BLYP and BLYP-D, the orthorhombic structure shows a tetragonal
cell, suggesting that all of these approaches are failing to reproduce the orthorhombic
structure.
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Table 3.6: Optimised lattice parameters in orthorhombic acetylene (Expt. a =
5.578A˚, b = 6.198A˚, c = 6.023A˚ [170])
Functional Calculated (A˚) Percentage Error (%) Tetra./Ortho.
B3LYP
a 6.04 8.4












b 6.26 1.0 Orthorhombic
c 6.04 0.2
For the B3LYP and BLYP methods, lattice parameter ’a’ gives relatively poor
agreement with the experiment, giving percentage errors of 8.4% for B3LYP and
12.5% for BLYP. Lattice parameters ’b’ and ’c’ give good experimental agreement
for B3LYP, but not for BLYP. It appears that overall, B3LYP gives a better agree-
ment than BLYP with the experimental data, showing that the HF exchange is
having positive impact on the results. However, it is not the agreement with the
experimental values which is the main issue here. As mentioned above, B3LYP,
BLYP and BLYP-D are giving a tetragonal cell.
This issue is resolved with the BLYP-DS method which results in an orthorhom-
bic structure. In addition, a noticeable improvement in the lattice parameters are
reputed for BLYP-DS. For lattice parameters ’a’ and ’b’, overestimation values in
BLYP-DS are given as 2.1% and 1.0% respectively. Lattice parameters ’a’ and ’c’ are
showing a greater agreement with the experiment than any of the other approaches
shown. Most significantly, the system now retains its orthorhombic structure with
the lattice parameters noticeably different from one another. This provides further
clarification that the newly derived DS approach can be applied to functionals such
as BLYP in order to successfully model the van der Waals interactions in molecular
systems such as acetylene.
3.2.2 Lattice Energies
The lattice energies were calculated with the counterpoise method correcting for the
Basis Set Superposition Error (BSSE) method applied in each case. Table 3.7 shows
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the lattice energies for both cubic and orthorhombic acetylene with the functionals
of interest, along with the dispersion corrected results for BLYP. In addition to
the presented results and methods thus far, an additional test was conducted using
BLYP-D*, which used Civalleri’s derived method, originally for B3LYP. The exact
same procedure was applied to the BLYP functional with the intention of seeing
how it compared with the BLYP-DS method derived for this study.
Table 3.7: Optimised lattice energies in cubic (Expt. -21.8kJ/mol [209]) and or-
thorhombic acetylene (Expt. -23.5kJ/mol [210]), where BSSE refers to the counter-
poise corrected energies
Cubic












Without a correction for the dispersion forces in the crystal structure, the counterpoise-
corrected (See Section 2.2.7) cohesive energies for each functional are greatly overes-
timated. BLYP-DS underestimates the lattice energy for the cubic structure but still
gives an improvement over the BLYP and BLYP-D functionals, and in particular,
gives good agreement for the orthorhombic structure.
BLYP-D* appears to show slight variation in terms of lattice energies in com-
parison with BLYP-DS. As discussed in Chapter 3, Civalleri’s approach for deriving
B3LYP-D* involved scaling the van der Waals radii of the heavy atoms as well as
hydrogen, whereas only the hydrogen van der Waals radius was scaled in BLYP-DS.
BLYP-D* results in a lattice energy which is in slightly better agreement with the
cubic experimental value. However, BLYP-DS gives a better agreement with the
orthorhombic lattice energy. Since BLYP-DS has demonstrated good overall agree-
ment in terms of modelling the orthorhombic structure, the decision was made to
continue with the BLYP-DS functional.
From Table 3.7, it is on the other hand, apparent that there is an issue with
regards to the ordering of lattice energies. Experimentally, it is known that the
82
orthorhombic structure, which is a low temperature phase will be the most stable
structure and, therefore, will have a lower lattice energy. This is not what we observe
with regards to some of the calculations. With B3LYP and BLYP, the energies are
in the correct order, with the same being said for BLYP-D when BSSE is applied.
It is in the case of the solid state corrections (BLYP-DS and BLYP-D*), where
the low temperature orthorhombic phase is less energetically favourable than the
cubic phase. While these corrections are improving the lattice energies in terms of
comparison with the experimental values, they are also resulting in the incorrect
order with regards to the different polymorphs.
From other published material, it appears that this problem is not just limited to
ab initio methods. A study from Shuler and Dykstra [211] shows that with molecular
mechanics simulations on acetylene dimers, the same problem of the energies of the
two phases is encountered, with the cubic phase producing lower lattice energies.
Another ab initio study by Nyburg [212], using Hartree-Fock calculations on the two
phases of acetylene also shows the same issue for energies without BSSE correction.
We have identified two possible reasons for the discrepancy. The first could be
related to the choice of the basis set employed. While the 6-31G(d,p) basis set gave
reasonable lattice parameters, particularly for the orthorhombic structure, instead
for the cubic structure, the lattice energies are underestimated with regards to the
experimental value. Another reason could be down to the internal geometry of the
cubic structure.
An analysis of the intra- and intermolecular bond distances in the two crys-
talline polymorphs were compared with experimental values. It is known that solid
acetylene prefers to be arranged in a T-shaped configuration [170]. Therefore, the
intermolecular distance measured will be between the carbon atoms and a hydro-
gen atom from a neighbouring acetylene molecule. What was discovered from this
approach is that for both structures, the intramolecular distances are modelled cor-
rectly. Table 3.8 shows a summary of the intramolecular distances in acetylene.
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Table 3.8: Intramolecular distances in cubic and orthorhombic acetylene (Exp. cubic
C-C = 1.177A˚, C-H = 1.024A˚, exp. orthorhombic C-C = 1.193A˚, C-H = 1.070A˚
[170])
Cubic










Looking at the intramolecular bond distances between the atoms in acetylene, we
see good agreement between the simulation and experiment for both polymorphs.
Therefore, it can be ruled out that the internal geometry of the system is causing the
problem with regards to the ordering of the lattice energies. Table 3.9 and Figure 3.2
shows the intermolecular distances for both polymorphs of acetylene.
Table 3.9: Intermolecular distances in cubic and orthorhombic acetylene (Exp. cubic
C–H (1) = 3.091A˚, C–H (2) = 3.290A˚, exp. orthorhombic C–H (1) = 2.737A˚, C–H
(2) = 2.738A˚ [170])
Cubic











Figure 3.2: Configuration for (a) Orthorhombic and (b) Cubic acetylene, showing
optimised C- - - H intermolecular bond distances. Experimental values are given in
brackets [170]
For the orthorhombic structure, both of the C-H intermolecular distances are
identical, which is expected for a T-shaped configuration. On the other hand, in the
cubic structure, the acetylene molecules are not aligning themselves in a symmetric
T-shaped configuration. This is in agreement with the experiment as the experi-
mental structure has been used as the starting geometry. This suggests that the
error in lattice energy order is not related to the internal energy.
To ensure that this alignment for the cubic phase is the most energetically
favourable, an alternative method of optimising the crystal structure was employed.
This could allow us to observe whether the lattice energies could be corrected to
give the correct order with respect to phase. To do this, the crystal cell is firstly op-
timised individually followed by a separate optimisation of the atomic coordinates.
This method is repeated several times until convergence is reached. Convergence
is determined by plotting the respective total energies of the system against the
lattice parameter until an energy minimum is found. An example of this is shown
by Figure 3.3 for B3LYP.
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Figure 3.3: Graph showing total energy of cubic acetylene when the cell and coor-
dinates are optimised individually, plotted against the change in lattice parameter
The intention of this procedure was to ensure that we are in the correct global en-
ergy minimum with regards to the optimised structure. By plotting out the energies
in this manner, we can check where the global minimum for the optimised lattice
parameter lies, and ensure that CRYSTAL is in this minimum when it comes to the
full geometry optimisation procedure. While local minima may exist, it is essential
to ensure that the global minimum is what is calculated by CRYSTAL when the
cubic structure of acetylene is simulated. It is expected that by simulating the cubic
structure while optimising the cell and atomic coordinates separately, we should
achieve lattice energies very similar to those previously calculated (Table 3.7).
The minimum energy is then used to calculate the new lattice energy, with the
minimum energy lattice parameter used to calculate the BSSE. Since this was an
test to see if we were in the global minimum, the minimum energy in this case was
taken as the lowest point of the curve as shown by the values plotted. Table 3.10
shows the new lattice energies obtained from performing a cell optimisation followed
by a coordinate optimisation of the cubic structure of acetylene.
Table 3.10: Lattice energies obtained from optimising cell and coordinates separately
in cubic acetylene (Exp. -21.8kJ/mol [209])
Cubic








If we refer back to Table 3.7, we see that the new cubic lattice energies are
similar to the ones calculated previously. This shows that we are in the correct
global minimum with regards to the optimisation process. Once again, we see the
same issue as previously with regards to the ordering of lattice energies. B3LYP,
BLYP and BLYP-D show the correct order with regards to phase stabilisation.
However, the BLYP-DS correction is still resulting in a slightly lower lattice energy
for the cubic structure, which opposes the experimental values. It is apparent that
optimising the cubic structure of acetylene in this way does not solve the issue with
regards to the lattice energies for the two different phases.
Instead, we propose that the origin to the lattice energy ordering is related to the
fact that lattice parameters for the cubic structure are underestimated using a dis-
persion correction, resulting in lattice energies that are underestimated with regards
to the experimental value. As the energy difference between the two polymorphs
is small, the failure of correctly representing the cubic structure may result in the
observed lattice energy ordering. This is further enhanced as the BSSE correction
will be underestimated owing to the small error in lattice parameters.
3.2.3 Electronic Structure
By calculating atomic charges and bond population analysis, it is possible to judge
the electron localisation of the system. The higher the charges and electron popu-
lation, the more localised the system. Figure 3.4 and Tables 3.11 to 3.12 show the
results of the atomic charges and bond population analysis for both polymorphs of
acetylene.
Figure 3.4: Functional v Mulliken charges per atom for (a) cubic and (b) orthorhom-
bic acetylene
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Table 3.11: Mulliken charges per atom for cubic and orthorhombic acetylene. Elec-












Table 3.12: Mulliken bond population analysis reported in units (e) for the optimised
structures of cubic and orthorhombic acetylene
Bond population
Bond B3LYP BLYP BLYP-D BLYP-DS
Cubic
C—H (intra.) 0.351 0.350 0.350 0.349
C≡C (intra.) 0.968 0.914 0.884 0.899
C- - -H (inter.) -0.036 -0.044 -0.046 -0.044
Orthorhombic
C—H (intra.) 0.341 0.339 0.336 0.340
C≡C (intra.) 0.951 0.896 0.882 0.894
C- - -H (inter.) -0.038 -0.048 -0.049 -0.047
From Figure 3.4 and Tables 3.11 to 3.12, it is seen that the original Grimme
correction results in a more delocalised solution than the pure DFT functional.
However, the dispersion correction derived for solids in this study compensates for
the delocalisation and results in a slightly more localised solution, but still less
localised than the pure DFT functional. It is worth noting that the hybrid functional
is still more localised than the Grimme-corrected BLYP method. These findings were
supported by the electron charge difference maps between pure BLYP and the two




Figure 3.5: Electron density difference maps for (a) BLYP vs BLYP-D and (b)
BLYP vs BLYP-DS in cubic acetylene within the experimental structure. Dashed
line represents electron deficiency in the pure DFT functional. ∆ρ(r)=0.135 e/A˚3
For each of these maps, the dashed lines represent electron deficiency in the pure
DFT functionals. Hence, the BLYP functional shows a higher electron localisation
than the dispersion-corrected solutions as they are indicating electron deficiency
between the molecules. Again, the dispersion correction derived for solids in this
study shows less features i.e. less electron deficiency than the original Grimme
correction, indicating DFT-DS being more localised than DFT-D. The results from
the electron charge difference maps support the findings in the Mulliken population
analysis (Tables 3.11 and 3.12) and both show the same results in terms of electron
localisation and delocalisation.
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3.2.4 Electron Field Gradients and Quadrupole Coupling
Constants
The Electron Field Gradients and Quadrupole Coupling Constants (QCC) are known
to be sensitive to the local structure and its electronic description. Here, a range
of functionals including Hartree-Fock and LDA were used along with a basis set de-
pendance study for the B3LYP functional. Initially, a study was undertaken on the
acetylene molecule to determine the effect regarding the choice of basis sets and func-
tionals. Furthermore, experimental data was available for the acetylene molecule,
therefore, providing a comparison. Secondly, a study into the effect of forming a
solid was undertaken by studying the QCC shift compared to the molecule. The
latter is also a measure of the effect of the dispersion correction.
Using Equation (3.3), the QCC values for each atom were calculated.
QCC = (qQV33)/h (3.3)
Here, q represents the electronic charge of a single atom, V33 is the largest value
for the gradient tensor (Table 3.13), Q represents the quadrupole moment for the
atom and h is Planck’s constant. All quadrupole gradient tensors (V33, V22 and
V11) for each atom in the acetylene molecule are shown in Table 3.13.
Table 3.13: Quadrupole tensors for acetylene given in (a.u.)
Functional Atom |V33| |V22| |V11|
B3LYP C 0.990 0.495 0.495
H 0.168 0.084 0.084
BLYP C 0.733 0.367 0.367
H 0.180 0.090 0.090
BLYP-D C 0.737 0.368 0.368
H 0.179 0.090 0.090
BLYP-DS C 0.734 0.367 0.367
H 0.180 0.090 0.090
With quadrupole moment values of 6×10−30m2 and 2.86×10−31m2 used for car-
bon and hydrogen respectively, Figures 3.6 and 3.7 show the QCCs for each of the
functionals and basis sets. From the results, it is apparent that in the case of BLYP,
the QCC values are not greatly affected by the dispersion correction.
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Figure 3.6: QCC values for carbon in the acetylene molecule calculated from Equa-
tion (3.3)
Figure 3.7: QCC values for hydrogen in the acetylene molecule calculated from
Equation (3.3). Experimental value = 198.6kHz for the gas molecule [213]
For carbon, the QCC increases very slightly with BLYP-D. BLYP-DS gives a
value smaller than BLYP-D but greater than BLYP. For hydrogen, the opposite
pattern occurs. This time, the QCC value decreases very slightly with BLYP-D and
BLYP-DS, with BLYP-D having a greater effect. Despite these small changes, as
mentioned above, it is clear that the dispersion correction is not having a significant
effect on the quadrupole coupling constant. The hydrogen isotope (Deuterium) has
a known nuclear quadrupole coupling constant in the acetylene gas molecule with a
value of 198.6kHz [213], which shows that the calculated values are underestimated
compared to experiments.
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For this purpose, the LDA functional, as well as a Hartree-Fock approach were
compared alongside the DFT methods. The LDA functional gave a QCC value sim-
ilar to Becke’s functionals, while Hartree-Fock underestimated the hydrogen value
more than the DFT functionals (See Figure 3.7). The QCC value for carbon using
HF is instead twice the value of the DFT methods (Figure 3.6).
Up till now, all calculations were run with the 6-31G(d,p) basis set. For compar-
ison using the B3LYP functional, the 6-311G**, cc-aug pVTZ and TZVP basis sets
were included in the study. For 6-311G** and TZVP, the QCC was significantly un-
derestimated in both atoms as compared with 6-31G(d,p). On the contrary, cc-aug
pVTZ significantly overestimated the QCC for both carbon and hydrogen. With
such a variation in results between the different basis sets, we can deduce that the
quadrupole coupling constant in acetylene is likely to be basis-set dependant for
DFT functionals.
The QCC shift was calculated by subtracting the QCC value of the isolated op-
timised molecule from the QCC of the crystal structure. Figures 3.8 and 3.9 show
the QCC shifts of the geometry optimised crystal structures for carbon and hydro-
gen. As for the other electronic properties, the new solid state correction gives shifts
in between the pure DFT and the original Grimme-corrected method. It is noted
that the shifts for the B3LYP and BLYP-based Hamiltonians are similar suggesting
that the Hartree-Fock exchange correction is less important when calculating ∆QCC
values.
Figure 3.8: ∆QCC for carbon in cubic and orthorhombic acetylene, calculated as
the difference between the solid and the optimised molecule
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Figure 3.9: ∆QCC for hydrogen in cubic and orthorhombic acetylene, calculated as
the difference between the solid and the optimised molecule
With regards to the cubic structure of acetylene, there is a pattern in the QCC
shift for carbon using BLYP. For carbon, BLYP-D gives a greater shift than both
BLYP and BLYP-DS, with BLYP-DS giving a slightly greater shift than BLYP. The
opposite is seen with regards to hydrogen in the cubic structure.
The QCC shift for the orthorhombic structure shows a less straightforward pat-
tern. The ∆QCC values are noticeably greater for both carbon and hydrogen com-
pared with the corresponding cubic values. This could be explained possibly due to
a much higher degree of asymmetry in the orthorhombic polymorph, compared to
the symmetrical cubic structure. For carbon, the same pattern is observed as for
the cubic shifts, with BLYP-D giving the greatest shifts. However, for hydrogen,
BLYP-D is giving the most significant ∆QCC, opposite from the cubic structure.
Interestingly, in this case, BLYP-DS actually showed the smallest ∆QCC.
3.3 Conclusions
The effect of the Grimme correction, derived for molecules results in an over-
delocalisation of the electronic density compared to pure DFT. This was shown by
studying both Mulliken population analysis and electron density distributions. The
dispersion correction derived for solids in this study improves on the electron delo-
calisation. As a result, the orthorhombic acetylene structure predicted by BLYP-DS
demonstrates lattice energies and parameters in good agreement with experimental
values. Also, for the cubic structure, the calculated lattice energies are improved
with the solid state corrected BLYP Hamiltonian compared to experiments.
However, the cubic structure is better represented by the pure DFT and hybrid
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functionals. It was deduced that this approach was also basis set dependant, as
shown by Civalleri et. al., who achieved a good agreement with the experimental
result using the TZP basis set for cubic acetylene with their B3LYP-D* method.
Electric field gradients are known to be sensitive to the local structure and the
electron density, and indeed, it is found that the QCC is method dependent, as shown
by Hartree-Fock and LDA functionals. While the LDA functional gave a QCC value
close to Becke’s functionals in hydrogen, Hartree-Fock underestimated the value
more than DFT functionals. It was discovered that the dispersion corrections had
little impact on the QCC values for BLYP. However, it appears that the QCC values
are highly basis set dependent. The calculations with the original DFT basis set
(6-31G(d,p)) result in a QCC value for hydrogen close to 100kHz, which should be
compared to an experimental value of about 200kHz. Increasing the size of the basis
set to an augmented method, instead results in a QCC value close to 400kHz for
hydrogen.
The quadrupole shifts for carbon and hydrogen are found to depend on the
localisation of the electron distribution, resulting in larger shifts for the dispersion-
corrected values than pure DFT for most cases, excluding hydrogen in the cubic
polymorph, which shows the opposite trend. On the other hand, the Hartree-Fock
exchange has only minor influence on the QCC shifts as B3LYP and BLYP both
give similar results.
To summarise, the newly derived solid state dispersion correction improves most
properties calculated in this study and suggests that it is important to correct for
the solid when employing van der Waals corrections. By studying the transferability
of the BLYP-DS functional to other hydrogen-bonded systems, it is shown that it
performs as well if not better than the pure BLYP or BLYP-D functionals.
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Chapter 4
Molecular Dynamics Analysis of
Pure Polymers
4.1 Determining the most suitable geometry for
PEDOT-PEG
In the case of PEDOT-PEG, it is known that it exists in multiple geometrical ar-
rangements, including the multi-block form and the tri-block form shown in Fig-
ure 4.1 [214]. PEDOT-PEG, also known as AedotronTM has a significant range of
bulk conductivities, depending upon the structural geometry of the co-block poly-
mer. Research has shown that the tri-block PEDOT-PEG has the highest conduc-
tivity, ranging from about 1 to 60 S/cm. Instead, the multi-block structure has a
lower range, for example, with perchlorate as the dopant and dispersed in propylene
carbonate, between 0.1 to 3 S/cm.
Figure 4.1: (a) Multi-block structure and (b) Tri-block structure of PEDOT-PEG
[214]
Experimentally, the multi-block polymer was used in our studies. Issues such
as stability are important to consider. Using the MMFF94 force field [130, 131,
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132, 133, 134], a geometry optimisation was performed in MarvinSketch [164]. Both
the multi-block and tri-block geometries were compared to determine which is the
energetically most stable one. For this purpose, two 18-unit blocks of PEDOT-PEG
were created, where A represents PEDOT and B represents PEG. A multi-block
configuration of AAAAAABBBBBBBBBBBB was designed, and compared to a
tri-block configuration of BBBBBBAAAAAABBBBBB. Figure 4.2 shows the two
optimised geometries, with Table 4.1 listing their total energies in kJ/mol.
(a)
(b)
Figure 4.2: (a) Optimised Multi-block and (b) Tri-block structures of PEDOT-PEG
tested in MarvinSketch
Table 4.1: Geometry configuration of PEDOT-PEG along with the optimised total
energy given by the MMFF94 optimisation algorithm in MarvinSketch
Geometry Total energy (kJ/mol)
Multi-block -1980.3
Tri-block -1937.0
Here, the MMFF94 force field optimisation procedure results in the multi-block
PEDOT-PEG having a lower total energy than the tri-block geometry. This suggests
that the multi-block structure is energetically more stable with a difference of less
than 50 kJ/mol compared to the tri-block configuration. Based on this investigation,
and because the experiments performed in this overall study were using the multi-
block structure of PEDOT-PEG, doped with perchlorate dispersed in propylene
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carbonate, the decision has been made to study only the multi-block structure from
this point onwards. This is so that we can obtain a more reliable comparison between
the simulations and experiments. Future work may be performed on the tri-block
structure for comparison purposes.
4.2 Method
Molecular dynamics simulations were performed on the co-block polymer PEDOT-
PEG as well as the individual polymers PEDOT and PEG as reference systems.
The aim by studying the pure polymer systems separately was to gain a greater
insight into how their behaviour changes when forming the co-block polymer, but
also to justify the computational settings. Particularly, PEG was studied for the
latter purpose as many experimental as well as theoretical studies are published
previously.
Two different force fields were used for comparison, namely PCFF [135] and
COMPASS27 [135]. In addition, two different softwares were compared: DL POLY
4 [153] and the Forcite module available within Materials Studio 6.1 [160]. It was of
interest to see whether the two different force fields produced similar and consistent
results for the systems of interest.
4.2.1 Isolated Polymers
The Zebedde code [158] was used in order to construct the polymer chains for use
with the DL POLY package using the PCFF force field. For the Zebedde input,
a seed molecule was chosen (See Figure 4.3). The seed is then replicated using a
step-growth process in which monomer units are joined together. Figure 4.3 shows
the labelled seed molecules of PEDOT and PEG, which were used in the Zebedde
input. The polymers are constructed using a Metropolis Monte Carlo criterion.
Chain conformation is adjusted throughout in order to ensure that the system is
well represented sterically. A more detailed description of Zebedde can be found in
Section 2.4.
The periodic boundary varied from 100×100×100A˚ to 200×200×200A˚ depend-
ing on the length of the polymer. A cubic cell was used in each case. The polymer
was modelled as an isolated chain, rather than in a dense amorphous cell.
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(a) (b)
Figure 4.3: (a) PEDOT and (b) PEG seeds
In the case of building PEDOT-PEG, a successful run of the PEDOT polymer
was completed. The chain length of the PEDOT polymer was chosen and became
the new seed molecule. By selecting which end of the polymer to keep a point of
attachment active, the point from which the PEG was grown could be controlled.
To do this, either the HA or HB atom was modified to a standard H atom, while
keeping the other end unaltered, depending on which was preferable in steric terms.
PEG was selected as the library fragment and grown from the PEDOT chain to
create PEDOT-PEG.
The DL POLY simulations in this study using the PCFF force field were all
ran for a total simulation time of 5000ps, with a timestep of 0.001ps. The default
system temperature for the simulations in this study was 300K. Before each MD
simulation, the starting structures were minimised in DL POLY using the zero-
temperature minimisation algorithm, with the target system reset to 10K. The sys-
tem was equilibrated for 100ps. The local density variation was permitted with a
value of 100% in the system. The system temperature was rescaled every step during
the equilibration procedure. The NVE ensemble was used for the simulations, with
the Velocity Verlet algorithm employed. The long-ranged and short-ranged van der
Waals (vdW) interactions cutoff was set to 12A˚. Electrostatic forces were calculated
using an Ewald summation with an automatic parameter optimisation. A value of
1×10−6 was used for this purpose.
The same approach to modelling the polymers with the COMPASS27 force field
was undertaken in Materials Studio 6.1, using the Forcite [161] module. Each of
the polymer systems modelled in DL POLY were replicated and built using the Ma-
terials Studio polymer builder. This approach resulted initially in a straight-chain
configuration as opposed to the random distribution of the chains in Zebedde. The
structures were relaxed using the Forcite geometry optimisation. For this proce-
dure, the convergence tolerance for the energy was set to 4.184×10−3kJ/mol. The
optimised structures were then selected and a Molecular Dynamics simulation was
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performed. Once again, all simulations in the study were ran for 5000ps with a
timestep of 0.001ps. The system was equilibrated for 100ps, with an Ewald sum
used for calculating electrostatic forces. The system temperature was again set to
300K, and the NVE ensemble was chosen. A vdW cutoff distance of 12.5A˚ was used
in this case. Table 4.2 summarises the sizes of the polymers studied.
Table 4.2: Polymer chain lengths investigated in this study, including the number
of units for each, along with the total number of atoms, and cell volume
Polymer (PEDOT)m (PEG)n m + n No. atoms Cell volume (A˚)
PEDOT 20 N/A 20 262 1×106
PEDOT 120 N/A 120 1562 8×106
PEG N/A 20 20 142 1×106
PEG N/A 120 120 842 1×106
PEDOT-PEG 20 20 40 402 1×106
PEDOT-PEG 80 80 160 1602 8×106
It was found that with a straight-chain structure as given by the Materials Studio
polymer builder, for the 120 unit chain of PEDOT and the 160 unit chain of PEDOT-
PEG, the simulation failed in Forcite for the COMPASS force field. This was found
to be down to the straight-chain starting configuration for the system, with the
chain perhaps being too long to achieve stability in terms of steric arrangement.
Therefore, these two systems were then run using the same starting configuration
built by Zebedde, but this time, applying the COMPASS force field in Forcite. This
allowed the simulation to be run successfully.
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4.2.2 Amorphous Polymers
The systems currently investigated have been isolated chains, in a large cell. While
this has allowed us to analyse how the polymer chains behave under different force
fields at ambient temperature, we are unable to observe properties such as diffusion.
This is due to the very low density of the systems. A much smaller cell is required
for this purpose, with multiple polymer chains.
To create an amorphous cell with fixed density, the Amorphous Cell module
[215] was used in Materials Studio. It simply requires an input structure, which
in this case was an isolated polymer chain consisting of 20 units (or 40 for the co-
block PEDOT-PEG polymer - see Figure 4.4c). The number of polymer chains to
be constructed can be specified. With the density fixed, the size of the cell varies
to accommodate the number of chains created. The end result is an amorphous
polymer matrix in a dense periodic cell. Figure 4.4 shows the three amorphous pure
polymer matrices created for PEDOT, PEG and PEDOT-PEG.
(a)




Figure 4.4: Continued. (b) Amorphous PEG and (c) Amorphous PEDOT-PEG
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For PEDOT and PEG, the density was fixed at 1g/cm3, while the known density
value of 1.141g/cm3 at 25◦C for PEDOT-PEG doped with perchlorate and dispersed
in propylene carbonate, was used [216]. The cell parameters varied for each system
depending on the size of the polymer chains and density. The systems investigated in
this study were for 20 units of PEDOT (Figure 4.4a), and PEG (Figure 4.4b), with
10 polymer chains present in the amorphous cell. For PEDOT-PEG (Figure 4.4c), 5
chains were present, with the co-polymer consisting of 40 units (20 for each polymer).
The amorphous systems of PEDOT and PEG consisted of 2620 and 1420 atoms,
respectively, while PEDOT-PEG consisted of 2010 atoms.
Using the PCFF force field, all of the starting structures were minimised in
DL POLY using the zero-temperature minimisation algorithm, with the target sys-
tem reset to 10K. The exact same computer settings were used for the amorphous
cell, as with the isolated chains (See Section 4.2.1). All simulations ran for 5000ps
with a timestep of 0.001ps and equilibrium time of 100ps. For the amorphous cells,
MSD plots were obtained, in order to measure the total diffusion of the polymer
chains.
4.3 Results and Discussion
4.3.1 Physical Characteristics - Isolated Polymers
To begin with, a study was conducted on how the physical appearance of the poly-
mers changed as a function of chain length. It was useful to investigate the pure
polymers for this purpose, and compare this to the co-polymer, PEDOT-PEG. The
polymers will undergo conformations as heat is applied over the number of steps
that the dynamics simulation is run for. It is of interest to observe what shape
the polymers will take, both on their own, and as a co-block polymer. Both the
DL POLY simulations with the PCFF force field and the Forcite simulations with
the COMPASS27 force field will be shown for comparison purposes.
Figures 4.5 and 4.6 show the appearance of the PEDOT chains before and after
the MD simulations are performed for the 20 unit structure (262 atoms) and the
120 unit structure (1562 atoms), respectively. In all cases, the polymers fold up
independent of the force field and chain lengths. This is especially observed in the
chain with 120 units, which clearly shows a preference for folding up. These results
suggest that the PEDOT chains like to conform to remain close together and have
an affinity for each other. This could partly be down to the shape of the PEDOT
monomers and how they prefer to arrange themselves sterically. Intermolecular
forces could also play a part in why the PEDOT chains prefer to fold and remain
close together as opposed to making use of the space that is available. We obviously
expect longer chains to have increased flexibility and, therefore, have more freedom





Figure 4.5: 20 unit chain of PEDOT (a) before and, (b) after simulation using the





Figure 4.6: 120 unit chain of PEDOT (a) before and, (b) after simulation using the
PCFF force field as well as (c) before and, (d) after simulation using the COMPASS
force field
Figures 4.7 and 4.8 show the appearance of the PEG chains before and after
the MD simulation is performed for the 20 unit structure (142 atoms) and the 120
unit structure (842 atoms), respectively. Here, the 20 unit structure of PEG does
fold up, but not to such a great extent as PEDOT. This is much more apparent for
the COMPASS force field. It does undergo movement in the chains in terms of the
atoms repositioning themselves, but in a way where the chain does not bend. This
could be due to steric effects between the seed block. As the chain length increases,
the polymer becomes more flexible resulting in the 120 unit structure of PEG folding
up, similar to the PEDOT chains. This suggests that as the chain length of PEG
is increased, the conformations of the chain change and the PEG units show more





Figure 4.7: 20 unit chain of PEG (a) before and, (b) after simulation using the






Figure 4.8: 120 unit chain of PEG (a) before and, (b) after simulation using the
PCFF force field as well as (c) before and, (d) after simulation using the COMPASS
force field
Figures 4.9 and 4.10 show the appearance of the PEDOT-PEG chains before and
after the MD simulation is performed for the 40 unit structure (402 atoms) and the
160 unit structure (1602 atoms), respectively. In this case, the PEDOT segment of
the co-block is highlighted in red, while the PEG segment is shown in blue. Once
again, the chains show a preference for folding up, which is more apparent in the
larger chains. In particular, the structure with 160 units shows a dense polymer
structure. What is most noticeable in each case is the phase separation between
the PEDOT and the PEG chains. Each of the different blocks (PEDOT and PEG)
in the co-polymer clearly prefer to predominantly separate themselves rather than
dispersing themselves amongst each other. This is more apparent in the 160 unit
structure shown by Figures 4.10b and 4.10d. This phase separation is significant






Figure 4.9: 40 unit chain of PEDOT-PEG (a) before and, (b) after simulation






Figure 4.10: 160 unit chain of PEDOT-PEG (a) before and, (b) after simulation
using the PCFF force field as well as (c) before and, (d) after simulation using the
COMPASS force field
What is apparent is that both of the simulations performed using the PCFF and
COMPASS27 force fields show similar results in terms of the physical appearance of
the polymer chains. It is of interest to see how these compare with the amorphous
polymers, which more closely resemble the experimental systems.
4.3.2 Physical Characteristics - Amorphous Polymers
The physical characteristics of the three amorphous polymer systems studied were
observed. Only the PCFF force field was used in this case. For ease of comparison,
each polymer was shown packed into the cell. The structure is shown for each case,
both before and after the simulation is completed. Figures 4.11 to 4.13 show the




Figure 4.11: Amorphous PEDOT (a) before simulation and (b) after simulation
using the PCFF force field. Highlighted in blue are examples of regions of open




Figure 4.12: Amorphous PEG (a) before simulation and (b) after simulation using





Figure 4.13: Amorphous PEDOT-PEG (a) before simulation and (b) after simula-
tion using the PCFF force field. Highlighted in blue are examples of regions of open
space within the system
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In the case of amorphous PEDOT when packed into the cell, we see negligible
differences between the structure before and after the simulation. One thing that
is noticeable are the regions of open space present in the structure as highlighted
in Figure 4.11. These open regions are visible both before and after the simulation,
with the difference being the position of these regions. As the simulation progresses,
the dense polymer rearranges in the cell, meaning that as the atoms are rearranged,
the regions of free space are shifted around.
PEG and PEDOT-PEG appear to show the same pattern with regards to regions
of space, as highlighted in Figure 4.12 and Figure 4.13. Again, these regions are
shifted as the atoms rearrange themselves when the simulation progresses. PEDOT-
PEG appears to show a greater amount of open space in the cell, which is likely due
to the steric arrangement of the PEDOT segments of the chains.
What is perhaps of more interest is a comparison of the phase separation in the
co-block polymer. For this purpose, the default structure was analysed, as opposed
to being packed into the cell. The phase separation in PEDOT-PEG is shown in
Figure 4.14. The PEDOT segments of the chain are highlighted in red, with the




Figure 4.14: Amorphous PEDOT-PEG (a) before simulation (PCFF), and (b) after
simulation (PCFF)
In both structures, a clear separation between the PEDOT and PEG segments of
the polymer chain is observed. This shows that despite an increase in density, the two
chain segments ideally prefer to remain separate, rather than be dispersed amongst
each other. This phase separation is particularly prominent after the simulation has
taken place with the strands of PEG clearly separating from PEDOT in terms of
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steric arrangement. It even appears that the PEG segments are undergoing a lesser
degree of folding after the simulation, which could be a way of the PEG segment
separating itself from any neighbouring PEDOT segments.
While differences before and after the simulation appear to be very minor in
PEDOT and PEG, the phase separation observed here for PEDOT-PEG is similar
to that seen in Figures 4.9 and 4.10.
4.3.3 Bond distribution - Isolated Polymers
An analysis was conducted on some of the isolated polymer chains using both force
fields to compare how the bonds in the polymer change over the course of the
simulation. Differences between the different polymers are expected due to the way
in which they conform, and obviously the different bonds present in the system. The
early stages are more likely to show differences as the polymers bend and arrange
themselves before reaching a point which is structurally preferable. In this case,
only the results for the 20 unit structures of PEDOT and PEG are shown, along
with the 40 unit structure (20 units for each block) for the co-block PEDOT-PEG.
The bond distributions are reported every 1000ps up to the maximum run time
of 5000ps, giving a total of 5 measurements. Figures 4.15 to 4.17 show the bond




Figure 4.15: Bond distribution for PEDOT20 using (a) the PCFF and (b) COMPASS
force fields
From these plots, it can be determined which bonds are present in the system,
and which peaks they correspond to on the graph. We know that for PEDOT,
the bonds present are C-C, C-H, C-O and C-S. By analysing an animation of the
PEDOT structure, the bond lengths could be measured at certain intervals. It was
deduced that the peaks at around 1.1A˚ corresponded to the C-H bond, while the
peaks at about 1.43A˚ were due to the C-O bond. Meanwhile, the peaks at about
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1.53-1.54A˚ were for the C-C bond, with the peaks at about 1.81-1.83A˚ representing
the C-S bond in the system. Table 4.3 details the final bond lengths for each polymer
obtained in this study for both force fields. Comparison with experimental values
is also conducted in Section 4.3.4.
For the PCFF force field, there is no change in the probability distribution as
the simulation progresses for all three systems. A difference in the bond distribution
is seen for the COMPASS force field. At 1000ps, the probability of the bonds are
all slightly greater than for 2000ps onwards, after which they stabilise. A possible
reason for the difference in values could be the rate at which the polymers fold
up in the system or to which extent this occurs. Another explanation is due to
the straight-chain starting structure of the polymers modelled in Materials Studio,
which means that more conformations are required in order to achieve the folded




Figure 4.16: Bond distribution for PEG20 using (a) the PCFF and (b) COMPASS
force fields
Measuring the bond distances of the output structure, firstly, small peaks were
observed around 0.96-0.97A˚ assigned as an O-H bond. It was determined that the
peaks at 1.1A˚ corresponded to the C-H bond. The peaks at 1.43A˚ are for the C-O
bond, similar to PEDOT, while the peaks at 1.50-1.54A˚ are characteristic of the
C-C bond. In the PEG chain, each O atom is attached to two C atoms, resulting in
around twice as many C-O bonds as C-C.
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Again, we see a difference between the PCFF and COMPASS force fields. The
PCFF force field shows very little change between the different time frames of the
simulation, while for COMPASS, there is a change in the probability shown every
1000ps. This could be explained by the difference in structures. The PCFF force
field results in the PEG20 structure folding up. However, this is not seen to such an
extent with the COMPASS force field, which also starts as a straight chain when
MD simulations are initiated. Differences in this may be what leads to differing




Figure 4.17: Bond distribution for PEDOT-PEG20 using (a) the PCFF and (b)
COMPASS force fields
With PEDOT-PEG, we expect to see a combination of the previous plots, albeit
with differences in probability. All of the above bonds identified for both the PEDOT
and PEG bond distributions are seen here, with a total of 5 peaks observed. Each
peak corresponds to the appropriate bond in either PEDOT or PEG, with a small
peak present for the O-H bond at the end of the PEG chain, and the peaks at around
1.82-1.83A˚ for the C-S bond. The respective bond lengths for C-C, C-O and C-H
are roughly the same for both polymers. The C-H bond is the most abundant in
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PEDOT-PEG, with the second most abundant being the C-O bond. After this, the
next most common is the C-C bond, since PEDOT contains more C-C bonds than
PEG in a single unit. A smaller peak is then observed for the C-S bond, since this
is only present in PEDOT. Finally, the O-H bond has a much smaller probability
because only one of this bond is present in the whole system, at the end of the PEG
chain. As seen for PEDOT, a slight difference between the first 1000ps and the rest
of the simulation is seen in the COMPASS force field. Again, this can be explained
by the straight-chain in the starting structure with the COMPASS force field.
As seen in all three polymer bond distributions, there are differences between
the bond probabilities at different stages of the calculation. The first initial sugges-
tion for this could be the straight-chain starting structure which the polymers had
with the COMPASS force field. In comparison with PCFF, these starting struc-
tures were built with Zebedde, which gave a random distribution of the polymer
chain. Furthermore, the polymers in DL POLY also underwent a zero-temperature
energy minimisation procedure before being run for the allocated simulation time.
In comparison, the polymers using COMPASS underwent a geometry optimisation
in Forcite to relax the structure. The differences in these two energy minimisation
procedures are likely to reflect in the differences between the two force fields in the
bond distribution plots.
4.3.4 Comparison of bond distances - Isolated Polymers v
Amorphous Polymers
A brief comparison was made for the final bond distances of the isolated polymers,
shown in the previous section, with the final bond distances obtained for the amor-
phous structures of PEDOT, PEG and PEDOT-PEG. Both the distances using
PCFF and COMPASS are shown for the isolated polymers, and compared with the
bond distances obtained for the amorphous polymers using the PCFF force field
only. Table 4.3 shows the distances in this case.
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Table 4.3: Bond distances in A˚, obtained for both the isolated and amorphous
polymers
Isolated
Polymer Force field O-H C-H C-O C-C C-S
PEDOT PCFF N/A 1.10 1.43 1.54 1.83
PEDOT COMPASS N/A 1.10 1.43 1.53 1.81
PEG PCFF 0.97 1.10 1.43 1.54 N/A
PEG COMPASS 0.96 1.09 1.43 1.50 N/A
PEDOT-PEG PCFF 0.97 1.10 1.43 1.54 1.83
PEDOT-PEG COMPASS 0.96 1.10 1.43 1.53 1.82
Amorphous
PEDOT PCFF N/A 1.10 1.43 1.54 1.83
PEG PCFF 0.97 1.10 1.43 1.54 N/A
PEDOT-PEG PCFF 0.97 1.10 1.43 1.54 1.82
In order to confirm that our calculated bond lengths are reliable, they were
compared to experimental values. PEDOT in particular can be compared to ex-
perimental bond lengths in thiophene with C-S lengths of 1.835A˚, C-C lengths of
1.532A˚ and C-H lengths of 1.117A˚ , while a C-O distance of 1.428A˚ in furans is also
comparable [217]. Our PEDOT and PEDOT-PEG systems are in good agreement
with these values for both force fields, and in the case of the isolated and amorphous
polymers.
For PEG, experimental bond lengths in ethylene glycol are comparible with: C-
O 1.420A˚; C-C 1.530A˚; C-H 1.093A˚; and O-H 0.950A˚ [218]. Methoxy-ethane is also
a good model for comparison, showing bond lengths of: C-O 1.412A˚; C-C 1.540A˚;
and C-H 1.097A˚ [217]. Again, our PEG models show good agreement with these
values, with only minor variations observed using the PCFF and COMPASS force
fields. It should be noted that the calculated C-O values are slightly overestimated
compared to the experimental ones. However, we are confident that the force fields
used in this study accurately model the bond distances in PEDOT and PEG.
When comparing the force fields against each other, it appears that PCFF and
COMPASS show minor variations themselves. COMPASS shows slightly underes-
timated values in comparison to PCFF and some of the experimental values, for
example, C-S bond distances. The slight variation in results for COMPASS is re-
flected in the bond distribution plots, which showed variation between the different
time frames of the simulation, particularly in PEG, while PCFF showed hardly any
variation at each stage of the simulation. Perhaps the most noticeable variation is
in the case of the C-C bond in PEG with COMPASS, which shows a noticeable
underestimation with a distance of 1.5A˚, compared to a value of 1.54A˚ with PCFF
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and experimental bond distances of 1.53-1.54A˚ [217, 218].
Observing the amorphous polymers, which were ran using the PCFF force field,
they resulted in bond distances almost identical to the corresponding isolated poly-
mer using PCFF. Therefore, we can deduce that the PCFF force field is consistent
when modelling polymers either as an isolated chain, or in a dense amorphous state.
As the amorphous polymers reflect what would be expected in an experimental sys-
tem, it is important to ensure that the polymer chains are correctly modelled, and
are comparable to isolated chains and experimental distances.
4.3.5 MSD plots
To begin with, the amorphous cells of the pure polymers (PEDOT, PEG and
PEDOT-PEG) were investigated, with the mean square displacement plotted for
each case. The intention was to observe the diffusion in the pure polymer systems.
The total MSD was plotted for each system. Figures 4.18 to 4.20 show the MSD
plots for the three systems in question.
Figure 4.18: MSD plot for the amorphous cell of PEDOT
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Figure 4.19: MSD plot for the amorphous cell of PEG
Figure 4.20: MSD plot for the amorphous cell of PEDOT-PEG
From the mean square displacement, the diffusion coefficient can be obtained.
The diffusion coefficient is taken from the most linear part of the plot, from which a
trend line can be fitted to obtain a linear equation. Any non-linear part of the plot
was disregarded as this did not represent the true diffusive motion of the polymer.
As can be seen on each of the graphs, the beginning, and usually the end of the
MSD plot was not included in fitting the trend line. Equation (4.1) represents the
diffusion over a distance for a three-dimensional system, according to Einstein’s law.
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< r2 >= 6Dt + C (4.1)
Here, < r2 > represents the mean square distance, t representing time, C is
a constant, with D defining the rate of diffusion. Table 4.4 shows the diffusion
coefficients calculated for all three of the polymers investigated in this study. The
coefficients obtained from the gradient of the linear trend line were in units of A˚2/ps.
As diffusion coefficients are often quoted in units of m2/s and cm2/s, the values have
been converted into these units for comparison.
Table 4.4: Diffusion coefficients for PEDOT, PEG and PEDOT-PEG in an amor-
phous polymer cell
Polymer No. chains No. atoms D (A˚2/ps) D (m2/s) D (cm2/s)
PEDOT 10 2620 1.1×10−3 1.1×10−11 1.1×10−7
PEG 10 1420 1.5×10−3 1.5×10−11 1.5×10−7
PEDOT-PEG 5 2010 3.5×10−4 3.5×10−12 3.5×10−8
From these results (Table 4.4), it can be seen that out of all three of the amor-
phous polymer systems, the PEG chains have the highest rate of diffusion, with a
diffusion coefficient in the order of 10−11 in m2/s. This can possibly be explained by
the chains of PEG being the least bulky, meaning that the system is less congested,
allowing for faster displacement of the chains. The PEDOT-PEG chains have the
slowest rate of diffusion, and this could be due to a bulkier system, with more dense
packing. Each PEDOT-PEG chain contains 20 units of each block with 40 units in
total, which may result in slower diffusion compared to a shorter chain.
It could be that the number of atoms in any particular chain has an effect on the
rate of diffusion. We know that a single PEDOT chain contains 262 atoms, while an
individual PEG chain only contains 142 atoms. Each PEDOT-PEG chain analysed
in this case contains a total of 402 atoms. Therefore, there is a link between the
number of atoms in any given chain and the diffusion coefficient, which can be seen
by Figure 4.21. This could be further analysed as future work. The arrangement of
atoms in the chain is also something that could be looked at, since bulkier structures
will most likely have slower rates of diffusion. Bigger systems could be looked at
for comparison, such as longer chain lengths and a greater number of chains in the
system.
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Figure 4.21: The number of atoms per polymer chain vs the diffusion coefficient
4.4 Conclusions
A theoretical study was conducted on the pure polymers of PEDOT, PEG and
PEDOT-PEG using Molecular Dynamics. The aim was to observe various properties
of the polymers, and make several comparisons including the force field used, the
chain length, and also the number of atoms per chain. A brief study was made to
compare two different geometries of PEDOT-PEG, the multi-block and tri-block.
It was found that the multi-block structure was marginally more stable. Due to
experiments being conducted using the multi-block structure, the decision was made
to simulate this, as opposed to the tri-block geometry, despite a higher electrical
conductivity.
The different polymers were ran for 5000ps using the packages DL POLY and
Forcite. The DL POLY simulations used a PCFF force field, while the Forcite cal-
culations were all run using the COMPASS force field. The isolated chains were
observed to see how their shape and conformation changed throughout the simula-
tion. It was found that the majority of the polymers folded up as the simulation
progressed for both force fields, with the exception of the 20 unit chain of PEG
for the COMPASS force field. While this example was bent in structure, it did
not fold up to the same extent as the other chains. Furthermore, a phase separa-
tion was visible for PEDOT-PEG. Both chains showed that the PEDOT and PEG
segments of the co-block polymer preferred to remain separate, although this was
much more apparent in the 160 unit chain. This gives us an indication into how the
polymer chains prefer to arrange themselves in space in the multi-block structure of
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PEDOT-PEG.
The amorphous polymers were built using Materials Studio at a fixed density
and simulated in DL POLY. For the amorphous polymers, changes throughout the
simulation were minimal. Regions of open space could be seen in each case and
analysis showed that these regions changed as the simulation progressed, meaning
that the bonds and atoms rearrange themselves during the simulation.
A bond distribution analysis was carried out on the shorter chains for the PE-
DOT, PEG, and PEDOT-PEG polymers. Each polymer was analysed using both
of the force fields (PCFF and COMPASS) to see if there was a difference between
the two. The bond distribution was recorded every 1000ps with a peak representing
a bond in the system and the probability (height of peak) indicating how abundant
that particular bond was in the polymer. By doing this, all of the peaks could be
assigned to a particular bond in the system allowing us to see which bonds were
most prevalent. The C-C bond was the most common in PEDOT, while the C-H
bond was most common in PEG. PEDOT-PEG would essentially show a combi-
nation of the two previous plots, and here, the C-H bond again had the greatest
probability. Another observation was that between each 1000ps of the simulation in
PCFF, no difference was seen in the distribution. However, minor differences were
observed for COMPASS in terms of the bond probability, which was most apparent
in PEG. A suggestion for this could be due to the polymer structure not folding up
to such an extent in the COMPASS force field. Other possibilities could be down to
the straight-chain starting structure produced by the polymer builder in Materials
Studio, meaning that more conformations of the polymer are required to achieve the
folded up state.
The bond distances obtained were also compared with experimental values. It
was found that the calculated distances agreed well with the experimental distances.
Furthermore, the amorphous polymers, which only used the PCFF force field, were
found to give very similar bond distances to the corresponding isolated chain. This
showed that the distances were reproducible regardless of whether the polymer was
modelled as an isolated chain or in an amorphous densely packed state.
The final part of the analysis for the pure polymers was to measure the mean
square displacement (MSD) of the amorphous polymer chains. This allowed us to
investigate the diffusion of the PEDOT, PEG and PEDOT-PEG polymer chains. It
was identified that the PEG chains had the highest rate of diffusion, with PEDOT-
PEG chains having the lowest. A possible reason for this could be down to the PEG
chains being less bulky, and, therefore, showing less steric hindrance, facilitating
diffusion. The PEDOT-PEG chains also contained a greater number of atoms per
chain, along with being less sterically favourable, which might explain the lower
diffusion coefficient. A trend was found between the number of atoms per chain
and the diffusion coefficient for the three systems studied. The lower the number of
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atoms, the higher the rate of diffusion.
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Chapter 5
Molecular Dynamics Analysis of
Lithiated Polymers
5.1 Aims
In this chapter, the intention is to study lithium ion insertion in PEDOT-based
co-block polymers for battery applications. An investigation into potential lithium
coordination sites in PEDOT-PEG and PEDOT:PSS was performed, using Fourier
Transform Infrared Spectroscopy (FTIR). These measurements were complemented
with frequency calculations using ab initio simulations. By analysing various changes
in the spectra between pure and lithiated samples, the coordination sites for lithium
could be deduced.
A study was then conducted to analyse the behaviour of lithium when inserted
into various polymers. The amorphous polymer systems simulated using molecular
dynamics in the previous chapter, PEDOT-PEG, PEDOT and PEG, were all used
again in this investigation. For the individual polymers, a single lithium ion was
inserted for test purposes and for comparison with each other. For each polymer,
LiI and LiCl salts were used for comparison. Various concentrations of the lithium
salts were then added to PEDOT-PEG. The results obtained in this case were the
radial distribution functions (RDF) and mean square displacements (MSD).
The RDF results provide coordination distances and coordination numbers, along
with any ion pairing that may occur in the system. The MSD allowed diffusion
coefficients to be obtained for lithium, and from this, the Li-ion conductivity could
be calculated. The coordination distances and diffusion coefficients were compared




In order to investigate lithium coordination in our polymer chains, it is useful to
do a preliminary investigation to find out the preferred coordination sites. For
this purpose, ab initio calculations were performed on monomers of PEDOT, PEG
and PSS. In addition, Fourier Transform Infra-red (FTIR) spectroscopy was used
to characterise PEDOT-PEG and PEDOT:PSS. The main aim was to obtain the
FTIR spectra for these two co-polymers, and use frequency calculations in order to
assign the peaks in the IR spectra.
Firstly, the FTIR spectra were obtained for the pure samples of PEDOT-PEG
and PEDOT:PSS. This is to determine the purity of the sample as well as to as-
sign the peaks in the spectra. In this exercise, possible coordination centres of the
polymers were identified. Once pure samples of PEDOT-PEG and PEDOT:PSS
were obtained, various concentrations of the salt, LiPF6, were added. Interactions
between the lithium salt and the polymer are expected to result in either a shift
or creation of new peaks in the spectra. These peaks in theory should correspond
to the coordination centres found in the pure polymers. This technique has been
previously used, in particular, the study of the oligo(ethylene glycol)dimethacrylate
gel with the LiTFSI salt [219].
The PEDOT-PEG sample, a commercial copolymer from Sigma-Aldrich, was
initially a 1 wt.% dispersion in propylene carbonate (PC) and water [11]. The
sample was casted onto a glass surface, and left at a temperature of 70 ◦C for a total
of 10 hours, resulting in an evaporation of the propylene carbonate, leaving behind
a thin black layer of pure PEDOT-PEG on the glass surface.
Four samples of the PEDOT-PEG copolymer were mixed with 11.35, 21.16, 37.95
and 54.69 wt.% of LiPF6, respectively. In order to prepare these samples for FTIR
analysis, these differing concentrations of LiPF6 were mixed with the PEDOT-PEG
and ultra-sonicated for a total of 90 minutes at a temperature of 60 ◦C, after which
they were casted onto a glass surface before being left overnight at 70 ◦C. Once
again, the propylene carbonate evaporated away leaving behind thin layers of a
black solid. This represented the lithiated sample of PEDOT-PEG which could
then be analysed using IR measurements.
The sample of PEDOT:PSS was a commercial composite from Sigma-Aldrich,
which was dispersed in water. It constituted a 0.5 wt.% of PEDOT and a 0.8 wt.% of
PSS. The pure sample of PEDOT:PSS was prepared by casting 30g of the dispersion
in water onto a glass surface, and leaving the sample for 10 hours at a temperature
of 70 ◦C. As a result, the water evaporated to leave behind 0.39g of a thin black layer
on the glass surface. The samples were analysed by Thermal Gravimetric Analysis
(TGA) to confirm that they were water-free.
129
One lithiated sample of PEDOT:PSS was prepared using 20 wt.% of LiPF6.
0.1g of LiPF6 was mixed with 30.76g of the pure sample dispersed in water, yielding
a mixture of 0.1g LiPF6 and 0.4g of the PEDOT:PSS composite in water. The
resulting mixture was ultra-sonicated for 90 minutes at a temperature of 60 ◦C,
after which it was casted onto a glass surface and dried overnight at 70 ◦C. This
lead to all the water being evaporated off as confirmed by TGA, leaving behind a
thin black layer weighing 0.5g, which was our lithiated polymer composite.
To assign the peaks obtained in the FTIR spectra for the pure and lithiated
samples of PEDOT-PEG and PEDOT:PSS, the CRYSTAL09 [82] code was used to
conduct the ab initio simulations. For the purposes of this study, only the monomers
of PEDOT, PEG and PSS were investigated, as they provide the required frequency
information in order to compare to the experimental data. By performing a vector
analysis in conjunction with visual identification (using the graphical interface J-ICE
[220]), the peaks were assigned. An animation of the structure at each frequency
showed the vibrational modes.
In order to create the monomer models, they were first created using MarvinS-
ketch [164] and energy minimised using the MMFF94 optimisation method, in order
to calculate the lowest energy conformer. Using the coordinates from MarvinSketch,
the CRYSTAL input file could be created using a symmetry point group of 1. A
geometry optimisation was specified in the input with the BFGS algorithm and the
basis sets were defined as: Sulphur - 86-311G* [221], Carbon - 6-311d11G [222],
Oxygen - 8-411d11G [222], Hydrogen - 5-11G* [223] and Lithium - 61-1G [223]. All
calculations were run using the B3LYP hybrid functional, performed self-consistently
and converged to an energy of 10−7 Hartree. It should be noted that when lithium
was inserted as a cation, the CHARGED keyword was used to indicate a charged
system. The frequencies of the molecule were calculated for the geometry optimised
structure.
With the calculated results obtained, and with the aid of a database of IR fre-
quencies [224] to confirm the accuracy of the results, the spectra were interpreted.
With each significant peak identified in the spectra, the wavenumber was compared
with the equivalent frequency in the simulated results. The frequencies that were
specific to each polymer were considered crucial when confirming its presence in the
sample, and the IR database confirmed the reliability of the simulations.
5.2.2 Molecular Dynamics approach for lithium diffusion
The PCFF force field in combination with the DL POLY package has been used
to simulate the lithiated polymer systems, having shown good comparison with the
COMPASS27 force field in the Forcite module in terms of the shape and conforma-
tions for the pure polymer chains.
In order to investigate lithium properties, amorphous cells of PEDOT, PEG and
130
PEDOT-PEG were constructed and simulated as described in Chapter 4. The fixed
densities of 1g/cm3 were left unchanged for PEDOT and PEG. The experimental
density of 1.141g/cm3 for PEDOT-PEG was used again [216]. As for the pure poly-
mers described, the amorphous systems of PEDOT and PEG once again consisted
of 2620 and 1420 atoms respectively with ten chains of the 20-unit polymer in the
system, while PEDOT-PEG consisted of 2010 atoms with five chains that contained
20 units for each block (PEDOT and PEG representing a block each with 40 units
in total for each chain) and the multi-block geometry analysed.
The main goal of this investigation is to measure lithium coordination and dif-
fusion in the polymer. From this we can calculate key properties such as lithium
conductivity and gain an idea into how well the polymer electrolytes store and trans-
port lithium ions to determine energy storage and ion mobility in applications such
as Li-ion batteries. By seeing how much lithium can be inserted into a system,
the suitability of that polymer electrolyte can be assessed for energy storage, while
higher diffusion coefficients result in higher conductivity.
For the PCFF force field used for the pure polymers, no interatomic potential
parameters are provided for the van der Waals interactions of lithium ions with the
polymer atoms. Therefore, a literature search was conducted to derive or obtain
suitable potentials to obtain the best interaction for lithium ions. Some force fields
such as CVFF contain parameters for lithium ions, which are based on the 12-6
Lennard-Jones functional form, shown by Equation (5.1) [129].






Here, Rij represents the internuclear distance. PCFF on the other hand uses
the 9-6 Lennard-Jones functional form for calculating van der Waals forces. Equa-

















Rij is the distance between ions i and j, while qi and qj represent the ionic charges.
The pairwise parametersR∗ij and ij are formed from the intrinsic ion parameters, R
∗
i ,
R∗j , i and j using the combination rules which have been described by Waldman
and Hagler [225]. R∗ is the separation distance at the minimum energy, while 
controls the well depth for the van der Waals interaction energy between two like


















Equation (5.2) has the advantage in that only the R∗ and  parameters are
required to specify the functional forms of the van der Waals potential [129]. Studies
of specific systems such as alkanes [226] and amide crystals [227] show that the
repulsive (R∗ij/Rij)
9 term gives a better fit to the experimental data, both in the
gaseous phase and condensed phase, compared to the (R∗ij/Rij)
12 term, which in
these cases was overly repulsive. A study by Peng et al. [129] contains a new set
of 9-6 force field parameters for a series of alkali metal cations and halide anions.
Included in this were van der Waals 9-6 parameters for Li+, Cl− and I−, required to
simulate lithium diffusion using the 9-6 PCFF force field.
Previous van der Waals coefficients have shown much variation, particularly due
to the differing approaches used to derive them. A solution to this is to derive non-
bonding parameters from crystal structures. In many cases, experimental values
for lattice energies and structures have been measured for simple ionic crystals.
However, further data is required such as dispersion energies for ions in the crystals.
In Peng et al.’s study, parameters are derived that obey physical properties for ions
as well as accounting for crystal properties.
Parameters reported in the study were converted from A and B in the commonly
used Lennard-Jones 12-6 potential to the R∗ and  quantities, used in the 9-6 poten-
tial. It is rare that enough data is available in order to determine Aij and Bij, and,
therefore, these constants may be obtained from the intrinsic parameters Ai and Bi
of individual species via a combination rule [225]. The Bi parameter is often known
as the C6 dispersion coefficient and represents the dispersion energy [129]. These
intrinsic parameters for the Lennard-Jones 12-6 potential are related to the R∗ and












Where σ represents the separation distance at which the van der Waals potential
is zero.
An evaluation of published van der Waals parameters (R∗ and ) and correspond-
ing isoelectronic rare gas values for a series of alkali metal cations and halide anions
showed large discrepancies and variation between different approaches. This was
particularly apparent when observing a wide range of values for a single ion. For
example, our particular ion of interest, Li+ had R∗ values ranging from 1.41A˚ as
derived by Chandrasekhar et al. [228] to 2.66A˚ as found by Heinzinger et al. [229].
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There is an even larger discrepancy with  ranging from as low as 0.077 kJ/mol by
A˚qvist [230] up to 26.15 kJ/mol (Chandrasekhar et al. [228]). F− shows even more
extreme variation with Chandrasekhar et al. having obtained values considerably
different to other researchers.
There are several possible explanations for the discrepancies as discussed by Peng
et al. [129], and a lack of precision in deriving the parameters may be an issue. For
example, many of the approaches involved fitting by means of ab initio calculations.
While these may agree well with experiments, the London dispersion forces may
only provide a small contribution, particularly in the case of ab initio Hartree-Fock
calculations such as those conducted by Kisternmacher et al. [231].
A difficulty in determining dispersion components of van der Waals interactions
in these systems has resulted in parameters that are possibly not determined with
a great degree of accuracy, resulting in such a variation in values. While they may
appear to work well for one particular type of methodology, a lack of transferability
is a problem here.
Referring back to Equations (5.2) to (5.4), the approach was taken by Peng et al.
[129] to derive appropriate van der Waals parameters that corrected for systematic
errors and satisfied isoelectronic trends. The Waldman-Hagler combination rules
[225] were selected for this procedure as they have shown to fit well with the proper-
ties of noble gases with a higher degree of accuracy compared to other expressions.
Furthermore, they fit more accurately to the properties of organic crystals [232].
In order to derive these new parameters, Heinzinger et al.’s R∗ and  values
were chosen as a starting point. This is because Heinzinger’s set [229] was the only
complete one for all of the alkali halide ionic crystals. The first step was to keep
Heinzinger et al.’s  values the same [129]. This was to ensure that the correct trend
in van der Waals energy based on atomic size was maintained in order to satisfy
Equation (5.7).
(I−) > (Cl−) > (Br−) > (F−)
(Cs+) > (Rb+) > (K+) > (Na+) > (Li+)
(5.7)
The R∗ values were adjusted to satisfy the isoelectronic relationship (where alkali
metal cations, noble gases and halide anions form families of isoelectronic species) i.e.
R∗(F−) > R∗(Ne) > R∗(Na+). The criteria in this case is to ensure that systematic
deviations from the experiment in the crystal calculations are minimised. Despite an
improvement in lattice constants and energies, the new parameters did not always

















This equation relates the dispersion coefficients of isoelectronic anions, cations
and neutral noble gases. It allows the C6 coefficients to be estimated for the ions,
on the provision that the C6 coefficients for the relevant noble gases are known,
along with the polarisabilities of the noble gases and ions. The C6 coefficients and
polarisabilities for noble gases for this study were taken from experiments [233],
[234], [162], while the polarisabilities for the ions were estimated by Deltour [235]
who fitted experimental indices of refraction of alkali halide salt crystals.
With these new C6 parameters derived by Peng et al. [129], along with the
revised R∗ values, the  value for the ions can be determined by relating it to C6
and R∗ (C6 = 3R∗6). The new R∗ and  parameters still had shortfalls, with an
underestimation of the lattice constants and overestimation of lattice energies, which
suggested that the van der Waals interactions between the ions were not repulsive
enough. In order to provide a better fit with the experimental data, Peng et al.
scaled the  parameters of the cations (by scaling the C6 coefficients since they
were proportional at a given R∗). A scaling factor of 2.9 for Li+ and 1.5 for the
remaining cations minimised the systematic errors in the calculated crystal data of
the 20 alkali halide salt crystals. The proper relative magnitudes for the isoelectronic
anions, neutrals and cations for R∗,  and C6 were all maintained.
The combination rules in this case can be used to work out the necessary van
der Waals interactions required for each type of atom in the system. Firstly, the
self-interaction R∗ and  values for the 9-6 van der Waals potentials must be defined.
For example, if the K+ self-interaction R∗ and  values are derived as 3.60A˚ and
0.72kJ/mol respectively, then combination rules will calculate the K+ non-bonded
interactions with all other atoms in the system. This bypasses the need to have to
derive the relevant parameters for each specific ion-atom interaction in a system.
For our purposes, the parameters for Li+, Cl− and I− were taken from Peng et
al.’s study and employed with the PCFF force field. The R∗ and  values used in
this work are shown in Table 5.1.
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Table 5.1: Derived 9-6 van der Waals parameters, taken from Peng et al.’s study
[129]




These new parameters were applied to the amorphous cells of PEDOT, PEG
and PEDOT-PEG, with the intention of investigating lithium coordination and dif-
fusion. Lithium ions were inserted manually into the structure. For each lithium ion
inserted, a counterion needed to be present. Both iodine and chlorine were chosen
in this case for comparison, with a particular focus on iodine, where it is known
experimentally that Li-O separations of about 2A˚ can be obtained in PEO/LiI so-
lutions [236]. For test purposes, a single Li+ cation along with either an I− or Cl−
anion was inserted into the amorphous polymer cell.
As with the pure amorphous polymer systems, the starting structures were min-
imised with the zero-temperature minimisation algorithm, with the target system
reset to 10K. The system was again equilibrated for the first 100 timesteps, with
a value of 100% in the system density of particles used for the density variation.
The temperature was rescaled for every step during the equilibration procedure. A
timestep of 0.001ps was used with the NVE ensemble and the Velocity Verlet al-
gorithm. The long-ranged and short-ranged interactions cutoff was set to 12A˚. A
value of 1×10−6 for the Ewald sum was used to calculate the electrostatic forces,
using an automatic parameter optimisation. Each system ran for a total of 5000ps.
The majority of these parameters were left unchanged for all simulations performed
in this study. The only variant in terms of the system parameters was the short and
long range cutoff values, which were adjusted for certain systems.
MSD plots were obtained for each system to determine the lithium diffusion
coefficient. RDF plots were also obtained in order to compare the Li-O separations
in each case, with a comparison also made between the LiI and LiCl salts.
5.3 Results and Discussion
5.3.1 Ab initio simulations of monomers to compliment FTIR
measurements of co-polymers
To determine the Li-interactions with PEDOT-PEG and PEDOT:PSS, an experi-
mental FTIR study was undertaken. To begin with, the pure PEDOT-PEG spec-
trum was investigated. Figure 5.1 shows the FTIR spectrum along with the exper-
imental frequencies for each significant peak.
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Figure 5.1: FTIR spectrum of pure PEDOT-PEG
Using the CRYSTAL09 code and the graphical user interface J-ICE to interpret
the spectrum, Table 5.2 shows the frequencies that were assigned to the different
vibrational modes. Figure 5.2 shows the PEDOT and PEG monomers which were
used in order to calculate the frequencies.
(a) PEDOT monomer (b) PEG monomer
Figure 5.2: Structures of (a) PEDOT and (b) PEG. Carbon atoms are displayed
in black, with hydrogen atoms in grey, oxygen atoms in red and sulphur atoms in
yellow
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Table 5.2: Experimental and calculated frequencies (cm−1) for PEDOT-PEG
Exp. Freq. Calc. Freq. Mode
PEDOT PEG PEDOT PEG
474 483 N/A C-C bend N/A
590 560 N/A C-S bend N/A
711 724 N/A C-C bend N/A
866 847 837 C-S stretch C-H bend
945 951 N/A C-H twist N/A
995 N/A 986 N/A C-C stretch
1064 1073 N/A C-C stretch N/A
1122 1120 1069 C-H twist C-O stretch
1159 1154 1157 C-O stretch C-H twist
1269 1271 1292 C-H twist C-H bend
1377 1388 N/A C-H bend N/A
1456 1448 1485 C-C stretch C-H bend
There are several peaks in this table which allow us to confirm the purity of
the sample. With previous experiments conducted on thiophenes, it is suggested
that multiple bands of different intensities would be seen ranging from 1200 to
1555cm−1 [224], which is confirmed both experimentally and theoretically. These
bands are associated with various C-H modes and C-C stretches. Another key
identification is the experimental peak shown at 1159cm−1, interpreted as a C-
O stretch by calculations. This also gives reasonable agreement with previously
conducted experiments on furans, which suggest that a C-O stretch would be present
between 1075-1100cm−1 [224]. Along with the C-O stretch, another key peak is
present at 866cm−1, which is due to a C-S stretch. With these comparisons, we are
confident that PEDOT is present in this pure sample of PEDOT-PEG.
With regards to PEG, the main thing we are looking for is a C-O stretch. This
is seen on the spectrum at 1122cm−1, and also computationally at 1069cm−1. The
peak at 1122cm−1 also corresponds to PEDOT which showed a vibrational mode
computationally at 1120cm−1. Hence, some peaks overlap. This is observed in this
case. It is useful to use calculations in order to distinguish between the PEDOT
and PEG vibrational modes. The other key peaks identified are the C-C stretch at
995cm−1, C-H twisting at 866cm−1 and 1159cm−1, and C-H bending at 1269cm−1
and 1456cm−1. With all this information, we are confident that PEG is also present
in the sample, and that the spectrum does indeed show that we have pure PEDOT-
PEG.
We are confident that water is not present in our samples. The TGA analysis
confirmed that water was not present in the sample. In the experimental spectrum of
water, peaks would be observed at around 600cm−1, 1600-1680cm−1, and 3550cm−1
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[237]. The peaks at 600cm−1 and 3550cm−1 would be very broad, while the peak at
around 1600-1680cm−1 would be sharp. While a peak at 590cm−1 was identified in
the above spectrum, it was deduced to be from the C-S bending mode in PEDOT.
Meanwhile, no sharp peak is observed around 1600-1680cm−1, nor are any peaks
present from 3000-3550cm−1 which can be seen in Figure 5.5. Therefore, we can
rule out any of the peaks in this spectrum being due to water.
The pure PEDOT:PSS spectrum was then analysed. The peaks were assigned
once again using the calculations from CRYSTAL along with the graphical interface
programme J-ICE. The presence of PEDOT and PSS in the sample was confirmed.
Figure 5.3 shows the FTIR spectrum for the pure sample of PEDOT:PSS.
Figure 5.3: FTIR spectrum of pure PEDOT:PSS
Figure 5.4 shows the structure of the polystyrene sulphonate monomer used in
the simulations. Table 5.3 shows the frequencies that were assigned for the spectrum.
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Figure 5.4: Structure of the PSS monomer. Carbon atoms are displayed in black,
with hydrogen atoms in grey, oxygen atoms in red and sulphur atoms in yellow
Table 5.3: Experimental and calculated frequencies (cm−1) for PEDOT:PSS
Exp. Freq. Calc. Freq. Mode
PEDOT PSS PEDOT PSS
416 N/A 422 N/A C-C bend
455 443 N/A C-O bend N/A
507 483 N/A C-C bend N/A
532 524 527 C-H twist C-S stretch
580 560 567 C-S bend C-H bend
705 724 714 C-C bend S-OH stretch
860 847 859 C-S stretch C-H bend
945 951 N/A C-H twist N/A
997 N/A 1002 N/A C-H bend
1118 1120 1112 C-H twist C-S stretch
1161 1154 1167 C-O stretch C-H bend
1271 1271 1244 C-H twist S-O stretch
1525 1524 1528 C-C stretch C-H bend
Once again, the main peaks that result from PEDOT are present, and compari-
son with these significant peaks in the previous spectrum confirm that once again,
PEDOT is identified in the sample. Several of the peaks provide evidence for de-
termining PSS in the sample, but the main peak of interest is the one shown on
the spectrum at 705cm−1. Using calculations, this was identified to result from an
S-OH stretch, in the sulphonate group of PSS. The typical range for an S-OH stretch
would be around 840− 880cm−1 [224]. However, we are still confident on the relia-
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bility of this assigned peak as it was confirmed by vector analysis. Other important
peaks are those situated at 1118cm−1 and 1271cm−1, which correspond to a C-S
stretch and an S-O stretch respectively. With these results, it is apparent that the
sulphonate group associated with PSS is present, and, therefore, the spectrum can
be assumed to correspond to the sample of pure PEDOT:PSS. It should be noted
that the hydrogen atom was used in the sulphonate group in the calculations of PSS
in order to maintain a neutral system. This is why an S-OH stretch is detected.
Figure 5.5: FTIR spectra of lithiated PEDOT-PEG for various concentrations of
LiPF6
Secondly, the effect of the insertion of lithium on the IR spectra was analysed.
With PEDOT-PEG, 4 different concentrations of LiPF6 were used, these being
11.4, 21.2, 38.0 and 54.7 wt.%. The main aim here was to see if any shifts in the
coordination bands in these co-polymers were identified, or even the creation of new
peaks. Figure 5.5 shows the spectrum of pure PEDOT-PEG along with the spectra
for all of the lithiated samples for comparison.
The first thing observed in these spectra is that no peak is present from around
3000 to 3500cm−1 which confirms that no water is in the sample. Upon comparison
of the spectra, it is noticed that no changes are present in any of the cases, even
with increasing concentrations of lithium. It is anticipated that the most favourable
coordination centre in the composite is on the PEG chain. While we would have
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expected either a shift in the C-O stretch or the creation of a new peak with regards
to this band, neither is observed in any of the lithiated samples. This result was not
completely unexpected. A suggestion as to why this is the case is perhaps explained
by previous studies carried out by Bernson et al. [238]. In the latter study, it was
proposed that in chains of (PEG)n ≥ 20, the presence of lithium in the structure
was no longer detected by FTIR measurements. Experimentally, we are obviously
looking at larger polymer chains, and so the explanation in the study by Bernson
seems plausible for the lack of change in the FTIR spectra for each of the increasing
concentrations of the lithiated PEDOT-PEG samples analysed. In order to test our
theory that lithium shows affinity for the PEG chain, a geometry optimisation was
carried out using CRYSTAL, on the monomer of PEG. Figure 5.6 shows the energy
change when a lithium ion migrates from its original location (Figure 5.6c) to the
coordination centre, in this case, the oxygen atom.
(a) ∆E = 0 kJ/mol (b) ∆E = +40.43 kJ/mol (c) ∆E = +118.67 kJ/mol
Figure 5.6: Lithium ion migration in PEG monomer, with energy values in kJ/mol.
Lithium ion is shown in purple, with oxygen atoms represented in red, carbon atoms
in grey and hydrogen atoms in white
As observed, the energy decreases as lithium is drawn towards the oxygen atom.
This calculation suggests that lithium does coordinate to the PEDOT-PEG copoly-
mer, but as previously mentioned, it appears to be only detected in chains of
(PEG)n < 20. It is also likely that lithium ions coordinate to the oxygen atoms
in the PEDOT segment of the copolymer, but, this is also undetected in the FTIR
spectra.
In the PEDOT:PSS composite, the pure sample was compared with a sample
of 20 wt.% LiPF6. Once again, the spectra were assessed in order to see if any
noticeable changes were present with the insertion of lithium. Figure 5.7 shows the
spectra of pure PEDOT:PSS alongside the lithiated sample.
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Figure 5.7: FTIR spectra of lithiated PEDOT:PSS compared with the pure sample
Here, the lithiated PEDOT:PSS sample is represented in red. The key observa-
tion in this case was the creation of a new peak in the lithiated sample present at
669cm−1. This new peak is situated close to the IR absorption band at 705cm−1
in the pure spectrum, now given as 719cm−1 in the lithiated spectrum. This was
characterised as an S-OH stretch in the initial pure sample. To investigate further,
we used the aid of calculations to simulate a lithiated sample of PSS. What we
observed here was a clear lithium interaction with the sulphonate group at a fre-
quency of 646cm−1. The lithiated peak downshifted compared to S-OH. This is in
agreement with a frequency at 669cm−1 experimentally which suggests the peak at
719cm−1 is for the SO –3 group as seen at 705cm
−1 in the pure spectrum.
As a coordination centre that contains a negative charge, the sulphonate group
appears to be a very likely site in which lithium ions prefer to sit. The distance
between the lithium ion and the SO –3 group is suggested to be 1.87A˚ computation-
ally and this strongly suggests that the lithium ion has an affinity for this group
in PSS. It is, therefore, suggested that the creation of a second peak at 669cm−1
in the lithiated spectrum of PEDOT:PSS is caused by the lithium interacting with
the sulphonate coordination centre in PSS. This provides good evidence that this is
where lithium prefers to sit in this composite polymer.
It cannot be disregarded of the possibility that the peak at 669cm−1 might corre-
spond to water, in particular, an Li-OH mode. However, no peaks in the 3000cm−1
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region and above were observed, as well as the lack of a sharp peak around 1600-
1680cm−1 corresponding to H2O bending. This suggests that in all probability, the
peak at 669cm−1 was not due to water.
5.3.2 Molecular Dynamics investigation of lithium diffusion
in polymer electrolytes
Testing of van der Waals potentials in DL POLY
Before performing the MD simulations, adequate testing of the potentials obtained
from the study of Peng et al. [129] was required to ensure they were suitable for our
models. In order to do this, the potentials were input into the PCFF force field, and
several tests were performed. PEG was used as the model system here. The Li-O
coordination distances were observed visually for a single lithium ion, along with
the Li-Cl and Li-I distances if possible. The Li-O distances could be compared to
published results to assess the suitability of the potentials employed. The Li-anion
distances were checked mainly to see if they were considered reasonable. The main
set of parameters tested in this study were the newly derived parameters for lithium,
chlorine and iodine.
A system of PEG20 consisting of 2 chains was considered as the reference system.
Initially, the LiCl salt was chosen. Each test system was ran for a total of 50ps. Using
the initial parameters (R∗ and ) as seen in Table 5.1, Li-O coordination distances
as low as 1.99A˚ were observed. These distances compared well with published
experimental values, with Li-O separations of 2.07-2.10A˚ seen in neutron diffraction
isotopic substitution (NDIS) experiments performed on PEO/LiI [236, 239] and
PEO/LiTFSI [240]. These coordination distances also compared well with other
computational studies, with values of 2.1A˚ [241] and 2.02-2.20A˚ [242] obtained using
PEO−LiPF6/PEO−LiBF4 salts respectively. A reasonable Li-Cl distance of 2.2A˚
was seen in this case. In this particular example, the lithium ion is coordinating
to at least 4 neighbouring oxygen atoms. A higher number would be expected for
larger PEG systems.
The chlorine R∗ and  parameters were re-fitted in this test system to observe
how the local geometry changed. Reducing the R∗ value tended to have an ad-
verse effect on coordination number and distances. The same issue was also seen
when the  value was increased. Though sometimes a shorter Li-O distance was
seen at certain points in the calculation, this was usually at the expense of coordi-
nation number or distances between other nearby oxygen atoms. Re-fitting these
parameters essentially lead to an imbalance in the system with potentially unknown
consequences for bigger systems. Tests were also made by fitting the oxygen van der
Waals parameters. In one case, where both the oxygen and chlorine  values were
reduced, a coordination distance as low as 1.88A˚ was seen, however, with a lower
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coordination number of three.
The decision was, therefore, made to use the derived potentials from Peng et
al. for chlorine. Due to the tests for these parameters being positive, the derived
parameters for iodine were also used, with no further fitting. The coordination
distances shown in the test PEO-LiI system were promising with values as low as
1.88A˚ in some cases, which also compared well with experiments (2.07-2.10A˚ [236,
239, 240]) and published calculations (2.02-2.20A˚ [241, 242]). An Li-O coordination
number of six was also seen in this test.
Finally, the experimental isoelectronic rare gas parameters as shown in [129]
were also fitted for comparison. For the chlorine anion, though the Li-O coordina-
tion number seemed reasonable (around 5), an imbalance in terms of coordination
distances was seen. Furthermore, the rare gas parameters showed a lower coordina-
tion number (around 4) as well as an imbalance in Li-O distances for iodine. Again,
it was deduced that the newly derived parameters from Peng et al. were the most
suitable for the polymers to be analysed in this study, with no re-fitting required.
Radial distribution functions
One area of keen interest in the study of lithium in polymers is the coordination
distance. It is expected that lithium will likely coordinate to the oxygen atoms,
both of which are present in PEDOT and PEG, due to these oxygen atoms being
coordination centres. Figure 5.8 shows an example of a simulated system of PEG
with a lithium ion coordinating to multiple oxygen atoms.
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Figure 5.8: Lithium ion coordinating to ether oxygen atoms in PEG/LiI system.
The oxygens are represented in red, with the lithium ion in purple. Carbon atoms
are displayed in grey, with hydrogen atoms removed for ease of viewing. The blue
lines indicate some of the oxygen atoms the lithium ion is coordinating to, with
bond distances given in A˚
The average Li-O coordination distance is of interest in each of the studied sys-
tems. This is not plausible to measure by visual examination. In order to investigate
this, the radial distribution functions between lithium and oxygen will be analysed.
Ion pairing is also a possibility in these systems, particularly with increasing con-
centrations of cations and anions. To investigate this, the Li-I and Li-Cl bond
distances will be compared. Initially, only a single lithium ion was inserted into the
amorphous systems of PEDOT (2620 atoms), PEG (1420 atoms) and PEDOT-PEG
(2010 atoms). A further investigation was then conducted for the PEDOT-PEG
system only, analysing the effect of increasing lithium concentration upon the RDF.
The PEDOT and PEG systems contained 10 chains of each polymer, with a den-
sity of 1g/cm3 while the PEDOT-PEG system contained 5 chains of each polymer
component in the multi-block copolymer, with a density of 1.141g/cm3. Figures 5.9
to 5.12 show the RDF plots for PEG and PEDOT.
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Figure 5.9: RDF plot for Li-O distances in PEG with 1 lithium ion
Figure 5.10: RDF plot for Li-I distance in PEG with 1 anion. In this case, no RDF
was observed for Li-Cl suggesting that these ions did not interact in the system
The intention with PEG was to observe the coordination distances and compare
them to published values. In this case, the Li-O pair distance was analysed with both
iodine and chlorine-based salts. In a PEG system consisting of 20 units per chain,
and 10 chains, the average coordination distance for lithium with an ether oxygen
atom was around 2.23A˚ for both the iodine and chlorine salts (See Figure 5.9).
Both of the RDF plots in this case give a very similar distribution. This value
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can be compared to MD calculations of lithium in PEO with Li-O separations of
around 2.1A˚ with an LiPF6 salt [241], and 2.02-2.20A˚ for a LiBF4 salt [242]. It
can also be directly compared to neutron diffraction isotopic substitution (NDIS)
experiments performed on PEO/LiI [236, 239] and PEO/LiTFSI [240] which as
mentioned previously gave Li-O separations of 2.07-2.10A˚ . The calculated Li-O
value is slightly overestimated compared with the experimental value but in the
same range as other calculations.
A reason for this overestimation could be due to the force fields used in this
study. Despite this, as seen in Figure 5.8, Li-O distances as short as 1.93A˚ are
observed. Though the average distance is slightly overestimated, this is somewhat
expected with higher coordination numbers in larger systems. Another reason could
be due to only a single lithium ion being present in the PEG system. Hence, systems
with higher salt concentrations were investigated (Figure 5.15).
What we can also investigate for the lithium interaction with the polymers is
the coordination number, which can be deduced from the g(r) peak intensity. We
know that the RDF, or g(r), is calculated by Equation (5.9).
g(r) = n(r)/(ρ4pir2∆r) (5.9)
n(r) is the mean number of atoms present in a shell that has a width of ∆r, with
r representing the interatomic distance. ρ is the mean atom density in this case. For
Figure 5.9, we can approximate and relate the value of g(r) directly to the height of
the peak. With a coordination number of approximately 4.4 with both lithium salts,
we can presume that the average coordination number for Li-O in PEG is slightly
higher than 4.
Also under investigation was the Li-I separation in the system, with which we
could compare to published values. It should be noted that for the PEG system, the
RDF for the Li-Cl distance did not give a peak, due to a lack of interaction between
the two ions. This was possibly due to the ions being placed far apart and not able
to interact in this particular example. We expect ion pairing to have an influence,
particularly for more saturated systems. Ideally, it is desirable for the cation-anion
separations to be as large as possible, since the anion will have a bearing on the
Li-O coordination distances in the polymer.
It was discovered that the average separation for Li-I in PEG was around 2.48A˚.
This can be compared to other MD simulations on PEO; in the study by Bran-
dell et al., an Li-P (for LiPF6) separation of around 3.4A˚ was calculated [241].
Borodin’s study on PEO/LiBF4 showed Li-B separations also of around 3.4A˚ [242].
For Borodin’s analysis of PEO with LiI melts, a Li-I separation of around 2.9A˚ was
calculated [236]. It is clear that our result differs from these values, with a shorter
Li-I distance. It can be expected that a smaller separation in LiI compared to LiPF6
and LiBF4 is possible, due to the size of the anions. Again, the difference between
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the Li-I value in our work and Borodin’s could be due to the force field employed.
Future work could be to analyse the same system, using a different force field i.e.
COMPASS.
The next system to be investigated was PEDOT. While PEG is known for its
ionic conductivity, it is still of interest to see whether lithium ions coordinate to the
oxygen atoms present also in the PEDOT polymer.
Figure 5.11: RDF plot for Li-O distances in PEDOT with 1 lithium ion
Figure 5.12: RDF plot for Li-I and Li-Cl distances in PEDOT with 1 anion
In both cases of PEDOT (iodine and chlorine salts, Figure 5.11), the Li-O sep-
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aration is seen at 2.18A˚. This suggests that the lithium ion is showing affinity for
the oxygen atoms in the PEDOT system, with even shorter distances than seen in
PEG.
In terms of coordination number, a g(r) value of approximately 8 is observed for
Li-O in PEDOT. It therefore appears that the average Li-O coordination number
in PEDOT is 8, a value which is double that of PEG. One possible suggestion
for the higher coordination number in PEDOT could be the fact that there are
around twice as many oxygen atoms in the system compared to PEG. Each PEDOT
unit will contain two oxygen atoms. This means that a greater number of oxygen
atoms are available for the lithium ion to coordinate to. It could be that as lithium
coordinates to an oxygen atom in PEDOT, it could be coordinating to both of the
oxygen atoms in that particular unit. Alternatively, the lithium ion may sit between
two neighbouring oxygen atoms from different PEDOT units. This could be why the
coordination number for PEDOT is almost double that of PEG. For future work, it
would be of interest to see how the coordination number of PEDOT changes with
increasing lithium concentration.
For comparison, both the Li-I and Li-Cl separations were plotted. It is expected
that the Li-I separation will be similar to that in PEG. A separation here of 2.38A˚
shows that there is a shorter Li-O distance in PEDOT compared to a separation of
2.48A˚ in PEG. In comparison, the Li-Cl separation is noticeably smaller compared
to Li-I in PEDOT, with a value of 2.08A˚ (No Li-Cl separation was seen in PEG
due to no interaction between these two ions). A reason for this could be due to the
size of the anion. Iodine has a larger ionic radius than chlorine, and bond distances
shorter for Li-Cl than Li-I are observed. Figure 5.13 shows lithium coordinating to
oxygen atoms in the PEDOT cell.
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Figure 5.13: Lithium ion coordinating to oxygen atoms in PEDOT/LiCl system.
The oxygens are represented in red, with the lithium ion in purple. Sulphur atoms
are displayed in yellow, with carbon atoms displayed in grey, and hydrogen atoms
removed for ease of viewing. The blue lines indicate some of the oxygen atoms the
lithium ion is coordinating to, with bond distances given in A˚
The next part of the analysis involved a study of PEDOT-PEG. In this case,
increasing amounts of lithium were inserted into the structure with the RDF plots
obtained in each case to compare how g(r) changed as a function of lithium and
anion concentrations. As we anticipate PEG to be a good source of coordination
centres in the multi-block copolymer, published experimental and calculated results
will be used for PEG for comparative purposes. Figure 5.14 shows a single lithium
cation coordinating to oxygen atoms in PEDOT-PEG.
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Figure 5.14: A single lithium ion coordinating to oxygen atoms in PEDOT-
PEG/LiCl system. The oxygens are represented in red, with the lithium ion in
purple. Sulphur atoms are displayed in yellow, with carbon atoms displayed in grey,
and hydrogen atoms removed for ease of viewing. The blue lines indicate some of
the oxygen atoms the lithium ion is coordinating to, with bond distances given in A˚
In this particular example, we can see lithium coordinating to at least three
oxygen atoms in the PEDOT-PEG co-block polymer. We expect that lithium ions
will coordinate to the oxygen atoms in both the PEDOT and PEG chains. From
Figure 5.15, it can be observed that an average coordination number in PEDOT-
PEG for an LiCl concentration of 0.23 wt.%, is close to 3, which is lower than both
PEG (Figure 5.9) and PEDOT (Figure 5.11). Issues such as ion pairing may have




Figure 5.15: RDF plots for Li-O distances in using (a) an LiI and (b) an LiCl salt
Figure 5.15 shows the RDF plots for the Li-O separation using the two salts in
PEDOT-PEG. What is first apparent is that there is no noticeable change in the
nearest neighbour bond distance as the lithium concentration is increased. This is
true for both salts. Each peak is present at around 2.23-2.28A˚. This is very close to
the value observed in the case of the PEG system, while being slighter greater than
the value for PEDOT. Once again, comparing to calculated values with published
ones for PEO (2.1A˚ with an LiPF6 salt [241], 2.02-2.20A˚ for a LiBF4 salt [242])
and experimental data (2.07-2.10A˚ for PEO/LiI [236, 239] and PEO/LiTFSI [240]),
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we do see a slight overestimation in the Li-O separation with an iodine and chlorine
salt. Hence, the Li-ion concentration is not a plausible explanation to the slightly
larger Li-O distance.
The main pattern we see with regards to both PEDOT-PEG/Li systems observed
is a reduction in coordination number as the amount of lithium salt increases. With
the addition of more lithium salt, the coordination number is reduced in almost
each case, with the slight exception of the LiI system where no further reduction is
seen as we go from 26.64 wt.% LiI to 35.29 wt.% LiI. Other observations are that on
average, the coordination number is higher for each Li concentration in the PEDOT-
PEG/LiI system compared to the LiCl system. For example, with the LiCl salt, a
coordination number of around 3.2 for a single cation (0.23 wt.% LiCl) is observed,
while for the LiI salt with a single cation (0.72 wt.% LiI), a value of around 4.9 is
obtained.
The average Li-O bond distance and coordination numbers obtained for PEDOT-
PEG at each Li concentration are shown in Table 5.4 for each salt.
Table 5.4: Lithium-Oxygen coordination numbers in PEDOT-PEG for increasing
lithium salt concentrations
LiI salt












From these values, we can see that for small concentrations of lithium, the LiI salt
results in higher coordination numbers than LiCl. For increasing LiI concentrations,
this value stabilises with an average coordination number of around 0.7. A possi-
ble explanation for the smaller coordination numbers with increasing concentration
could be due to ion pairing in the system. In some cases, lithium ions may coordi-
nate to nearby anions, and as a result, diffusion and coordination to ether oxygens
in PEG may be inhibited. While this is something that ideally should be minimised,
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it cannot be prevented entirely, since naturally, a cation will show a greater affinity
for a nearby anion than any surrounding oxygen atoms. This becomes more likely
as a greater number of anions and cations are inserted into the system, since there
is less chance of the anion and cation avoiding each other.
In order to further investigate this potential ion pairing in the system, the RDF
plots were obtained for the Li-I and Li-Cl separation distances at each different
concentration of the anion, as seen in Figure 5.16.
(a)
(b)
Figure 5.16: RDF plots for (a) Li-I and (b) Li-Cl distances in PEDOT-PEG
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The first observation for the Li-I separation are that distances increased gradually
with increasing anion concentration from about 2.43 to 2.53A˚. Li-Cl distances of
2.13 to 2.28A˚ were obtained, again with a gradual increase with increasing anion
concentration. On average, these values were lower than other lithium-salt systems
studied including Li-P in PEO/LiPF6 [241] and Li-B in PEO/LiBF4 [242], which
had separations of around 3.4A˚ , and an Li-I in PEO/LiI [236] separation of 2.9A˚.
This can be explained by ionic radius, since lithium would be able to approach
individual anions easier than the other salts mentioned above.
What is particularly apparent, and was also seen for the Li-anion RDF plots in
PEG and PEDOT are that the g(r) values are much greater than seen for the Li-O
coordination RDFs. While the g(r) value here does not directly give the coordination
number, it does give us information about the nature of the ion pairing in the system.
In the case of ion pairing such as that studied here, the atoms are in-equivalent, and















δ(r − rij) (5.10)
The g(r) function is in fact a ratio of the number of pairs seen at a particular
distance and what would be expected in a uniform distribution. In relation to the
above RDF plots for the Li-anion interactions, the number of nearest neighbours
varies from 1 at the lowest lithium salt concentration to between values of around
4-6 at the highest concentrations. The uniform equivalent in this case increases by
a factor of several thousand at the highest concentrations. Therefore, the bottom
component of the g(r) ratio becomes much larger at these high concentrations, there-
fore meaning that g(r) for the ion pairs is reduced as the concentration of lithium
salt increases.
A reason for the LiI salt having a greater Li-O coordination number at each
stage compared to LiCl could be the degree to which ion pairing occurs. As men-
tioned previously, chlorine has a smaller ionic radius than iodine, which allows it to
approach the lithium ions more closely. It is therefore likely that a greater degree
of ion pairing occurs in the PEDOT-PEG/LiCl system. This is supported by the
RDF plots for the Li-Cl distance, which show a greater coordination number on
average, when compared to the equivalent coordination numbers in the Li-I system.
This suggests that a greater number of lithium ions are bonding with chlorine, com-
pared to iodine. This in turn means that less lithium ions are coordinating to ether
oxygens in PEDOT-PEG for the LiCl system in comparison to the LiI system.
In order to visualise the ion pairing occurring in the system, the animation of
the simulations were viewed. As a particular set of examples, the cases of the 0.72
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wt.% LiI and 26.64 wt.% LiI systems were viewed, along with the 0.23 wt.% LiCl,
and 10.31 wt.% LiCl systems for comparison. The final frame of the simulation in
each case is shown in Figures 5.17 to 5.20.
As can be seen from Figures 5.17 to 5.20, significant regions of ion pairs occur,
which may prevent these lithium ions from coordinating with oxygen atoms in the
system. Even in the case of a single ion pair, these remain in close contact throughout
the whole simulation which may inhibit lithium diffusion. As this becomes more
prominent at higher lithium salt concentrations, this could be what gives a lower
average percentage of Li-O coordination in systems with greater salt concentration.
It could be that to improve this, bulkier anions may need to be used i.e. LiPF6, as
lithium will bind less strongly to these, and thus Li-O coordination may improve.
This is future work which can be conducted on PEDOT-PEG, along with PEDOT
to investigate whether lithium diffusion may improve with bulkier anions.
Figure 5.17: Region of ion pairing in PEDOT-PEG with 1 lithium ion and 1 iodine
ion (0.72 wt.%). The lithium ion is shown in purple, with the iodine ion shown in
brown. The polymer matrix is shown in white
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Figure 5.18: Region of ion pairing in PEDOT-PEG with 50 lithium ions and 50
iodine ions (26.64 wt.%). The lithium ions are shown in purple, with the iodine ions
shown in brown. The polymer matrix is shown in white
Figure 5.19: Region of ion pairing in PEDOT-PEG with 1 lithium ion and 1 chlorine
ion (0.23 wt.%). The lithium ion is shown in purple, with the chlorine ion shown in
green. The polymer matrix is shown in white
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Figure 5.20: Region of ion pairing in PEDOT-PEG with 50 lithium ions and 50
chlorine ions (10.31 wt.%). The lithium ions are shown in purple, with the chlorine
ions shown in green. The polymer matrix is shown in white
Mean square displacement plots
In order to further investigate the properties of these polymers in terms of their
performance in a battery, the ionic diffusion will be investigated. In this part of the
study, the mean square displacements for lithium in the polymers PEG, PEDOT
and PEDOT-PEG were investigated. An analysis in terms of lithium concentration,
diffusion and conductivity was then conducted on PEDOT-PEG as this is our main
system of interest with regards to potential use in our proposed battery. To begin
with, a single lithium ion was inserted into the polymer structure, with two different
counterions, i.e. iodine and chlorine. The total MSD is shown for lithium in both
cases to show the differences between the two. Diffusion coefficients have been
calculated for lithium in each case, and are shown in Tables 5.5 and 5.7. Figures 5.21
and 5.22 show the MSD plots for PEG and PEDOT, with a single lithium ion.
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Figure 5.21: MSD plots for a single lithium ion in PEG, with both LiI and LiCl
salts
Figure 5.22: MSD plots for a single lithium ion in PEDOT, with both LiI and LiCl
salts
In the case of PEG, the MSD value is noticeably greater with the LiI salt, by
almost a factor of two compared to the LiCl salt. A steeper gradient is also observed
for LiI. PEDOT on the other hand shows plots that are not linear for some of the
simulation time. However, at the most linear section of the plots in each system, a
much steeper line is seen in comparison to PEG.
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In order to better understand any trends that may be present, the diffusion coef-
ficients were calculated from the linear part of each MSD plot, with any non-linear
section of the plot disregarded as this does not represent the true diffusive motion of
the ionic species. The diffusion is calculated by using the equation < r2 >= 6Dt + C,
where D is equal to the diffusion coefficient. Table 5.5 shows the diffusion coeffi-
cients calculated for a single lithium ion in PEG and PEDOT. Diffusion coefficients
were initially calculated in A˚2/ps. For the purposes of this study and the table, they
have been converted to m2/s and cm2/s, as these are the units more commonly used
for diffusion and conductivity measurements experimentally.
Table 5.5: Diffusion coefficients for a single lithium ion in PEG and PEDOT
Polymer Salt D (A˚2/ps) D (m2/s) D (cm2/s)
PEG LiI 5.8×10−4 5.8×10−12 5.8×10−8
PEG LiCl 2.8×10−4 2.8×10−12 2.8×10−8
PEDOT LiI 7.8×10−3 7.8×10−11 7.8×10−7
PEDOT LiCl 8.5×10−3 8.5×10−11 8.5×10−7
It is apparent from this table that lithium in PEDOT is giving higher diffusion
coefficients than lithium in PEG, which would initially suggest a higher ionic con-
ductivity in PEDOT. However, it is important to consider that this result is only
for a single lithium ion, and, therefore, no significant conclusion can be drawn as
to which of these polymers is the most conductive. PEG is the more widely used
polymer in terms of lithium conduction in batteries. However, a more detailed study
would be required involving a greater concentration of lithium in each to draw more
realistic conclusions.
The diffusion coefficients obtained here can be compared to molecular dynamics
studies of lithium diffusion in PEO, along with experimental NMR studies. Our
diffusion coefficients for lithium in PEG range from 2.8 to 5.8×10−12m2/s, which
is comparable to values of 4.4 to 7.1×10−12m2/s obtained by molecular dynamics
studies of Li+ in PEO using a “Two-Body force field” [242]. Furthermore, they
are comparable to dynamics properties studied by NMR, with lithium diffusion
coefficients in the order of 10−12 to 10−11m2/s for both a LiCF3SO3PEG10 and
LiN(CF3SO2)2PEG10 system [243]. These values tend towards 10
−12m2/s at 300K
and below. Another NMR analysis of lithium diffusion in LiCF3SO3PEG10 at 23.5
◦C
showed a value very close to 10−12m2/s, with zero water content [244]. The latter
would be a better benchmark value for the calculation.
From these diffusion coefficients, the molar conductivity for lithium was calcu-
lated. In order to do this, the Nernst-Einstein equation is used, to establish the
relationship between molar limiting conductivity (Λ0m) and the diffusion coefficient









Here, z is the charge of the ion under investigation. T is the temperature in
Kelvin. F is Faraday’s constant (9.6485×104 Coulomb mol−1) and R is the gas
constant (8.31446 J K−1mol−1). F2/RT is known as the proportionality constant at
a given temperature in units of s·S mol−1. Molar limiting conductivity is usually
quoted in units of S cm2mol−1. In this case, the values will be displayed in both
S m2mol−1 and S cm2mol−1, for an absolute temperature of 300K. Table 5.6 shows
the molar conductivities for a single lithium ion in PEG and PEDOT.
Table 5.6: Molar limiting conductivities (Λ0m) for lithium in PEG and PEDOT
Polymer Salt Λ0m (S m
2mol−1) Λ0m (S cm2mol−1)
PEG LiI 2.18×10−5 0.22
PEG LiCl 1.06×10−5 0.11
PEDOT LiI 2.89×10−4 2.89
PEDOT LiCl 3.17×10−4 3.17
The conductivities for PEDOT are greater by a magnitude of 1, when compared
to PEG. This is expected, since the diffusion coefficients in PEDOT were also greater
by a magnitude of 1. In the case of PEG, the LiI salt gives a conductivity which
is approximately double the value of the LiCl salt. This was also reflected in terms
of the rate of diffusion. The conductivities for PEDOT are similar with both of the
salts used.
This initial investigation allows us to compare diffusion and conductivity of PEG
and PEDOT as separate polymers. We are mainly interested in the multi-block
PEDOT-PEG, particularly with differing concentrations of lithium. Figures 5.23
to 5.27 show the MSD plots obtained for PEDOT-PEG with each different lithium
salt concentration. Initially, only a single lithium ion was inserted, with both the
anion MSD plots shown as a comparison. The remainder of the MSD plots focus on
the lithium diffusion with each different salt used.
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Figure 5.23: MSD plots for a single lithium ion, with both an iodine (0.72 wt.%
LiI), and a chlorine anion (0.23 wt.% LiCl) present in PEDOT-PEG (MSD plots for
anions shown by dashed lines)
It can be observed that in the case of a single lithium ion, a steeper gradient
and, therefore, a higher diffusion coefficient is seen for lithium with a chlorine anion.
This is also seen whereby the chlorine anion itself has a steeper MSD plot than the
iodine anion. As we are mainly focused on lithium ion diffusion in PEDOT-PEG,
only the lithium MSD plots are shown hereafter.
Figure 5.24: MSD plot for 10 lithium ions in PEDOT-PEG (6.77 wt.% LiI, 2.25
wt.% LiCl)
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Figure 5.25: MSD plot for 25 lithium ions in PEDOT-PEG (15.36 wt.% LiI, 5.44
wt.% LiCl)
Figure 5.26: MSD plot for 50 lithium ions in PEDOT-PEG (26.64 wt.% LiI, 10.31
wt.% LiCl)
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Figure 5.27: MSD plot for 75 lithium ions in PEDOT-PEG (35.29 wt.% LiI, 14.71
wt.% LiCl)
From all of the above plots, a few key observations have been made. For the
majority of lithium concentrations, the LiCl salt system is showing the steepest
gradient, resulting in higher diffusion rates than for the LiI salt system. The only
exception to this is in the case of 75 lithium ions inserted into the PEDOT-PEG
system containing 2010 atoms (35.29 wt.% LiI, 14.71 wt.% LiCl). Table 5.7 shows
the diffusion coefficients for lithium in each scenario.
Table 5.7: Diffusion coefficients (D) for lithium in PEDOT-PEG. Lithium concen-
tration is shown also as a weight percentage of the salt in the PEDOT-PEG system
Lithium (Iodine salt)
No. of Li-ions Li salt conc. (wt.%) D (A˚2/ps) D (m2/s) D (cm2/s)
1 0.72 7.2×10−4 7.2×10−12 7.2×10−8
10 6.77 1.3×10−4 1.3×10−12 1.3×10−8
25 15.36 1.6×10−4 1.6×10−12 1.6×10−8
50 26.64 5.0×10−5 5.0×10−13 5.0×10−9
75 35.29 2.0×10−4 2.0×10−12 2.0×10−8
Lithium (Chlorine salt)
1 0.23 9.2×10−4 9.2×10−12 9.2×10−8
10 2.25 8.0×10−4 8.0×10−12 8.0×10−8
25 5.44 1.5×10−4 1.5×10−12 1.5×10−8
50 10.31 1.2×10−4 1.2×10−12 1.2×10−8
75 14.71 6.0×10−5 6.0×10−13 6.0×10−9
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The diffusion coefficients for each system were plotted as a function of lithium
salt concentration, as seen in Figure 5.28. The D values are given in m2/s, meaning
they are directly comparable to the experimental values.
Figure 5.28: Lithium concentration vs diffusion coefficient for PEDOT-PEG
From Figure 5.28, it appears that for the LiI salt, even at low Li-ion concentra-
tions, the diffusion coefficient falls toward a value of 1×10−12m2/s. This is confirmed
by the sharp decrease from 0.72 to 6.77 wt.% LiI. The diffusion coefficient then sta-
bilises around 1×10−12m2/s. This could be an induction of ion pairing.
On the contrary, the LiCl salt shows a different trend. As lithium concentration is
increased, the diffusion coefficient decreases at each stage. This decrease is sharp as
we go from 0.23 to 5.44 wt.% LiCl, with a gradual decrease from this point onwards.
A possible reason for this trend is that as more lithium is inserted into the structure,
the system shows higher ion pairing, leading to a reduction in ion mobility, meaning
that lithium diffuses at a slower rate. LiCl systems are commonly used, particularly
from an experimental point of view, with the PEDOT-PEG sample analysed earlier
in this study being perchlorate doped. The weight and ionic radius of the anion may
have a bearing on the simulation, along with ion-pairing.
These diffusion coefficients were compared to calculated MD values, as well as
the experimental NMR diffusion coefficients obtained for PEG, as shown previously.
In the case of the MD simulations of lithium in PEO using a “Two-Body force
field”, values of 4.4 to 7.1×10−12m2/s were obtained [242]. Values ranging from
5.0×10−13 to 9.2×10−12m2/s have been calculated for PEDOT-PEG for all of the
different lithium concentrations. Particularly in the case of lower lithium concen-
trations, we see a good agreement with published calculated results. Furthermore,
when comparing to the previously mentioned NMR-based diffusion coefficients for
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LiCF3SO3PEG10 and LiN(CF3SO2)2PEG10, these values tended towards 10
−12m2/s
at 300K and below [243], [244]. These also agree reasonably well with the calculated
values for PEDOT-PEG.
The next stage was to investigate the ionic conductivity for PEDOT-PEG with
increasing lithium concentration. Table 5.8 shows the conductivity values at each
concentration for both the LiI and LiCl salts.
Table 5.8: Molar limiting conductivities (Λ0m) for lithium in PEDOT-PEG. Lithium
concentration is shown also as a weight percentage of the salt in the PEDOT-PEG
system
Lithium (Iodine salt)
No. of Li-ions Li salt conc. (wt.%) Λ0m (S m
2mol−1) Λ0m (S cm2mol−1)
1 0.72 2.67×10−5 0.27
10 6.77 4.85×10−6 0.05
25 15.36 5.97×10−6 0.06
50 26.64 1.87×10−6 0.02
75 35.29 7.46×10−6 0.07
Lithium (Chlorine salt)
1 0.23 3.42×10−5 0.34
10 2.25 2.99×10−5 0.30
25 5.44 5.60×10−6 0.06
50 10.31 4.33×10−6 0.04
75 14.71 2.24×10−6 0.02
As can be observed from Table 5.8, the same trend as reported for the diffusion
coefficients is seen here. This is expected since F2/RT acts as a constant, meaning
that the conductivity is directly proportional to the diffusion coefficient.
In terms of comparison with the individual polymers, PEG and PEDOT, we
can directly compare with PEDOT-PEG for a single cation. What is apparent is
that PEDOT shows both higher diffusion coefficients and thus higher conductivi-
ties than both PEDOT-PEG and PEG. Meanwhile, PEDOT-PEG shows a higher
conductivity than PEG for a single cation with each salt. As the ion concentration
increases in PEDOT-PEG, these values become lower than those obtained for PEG.
It is interesting to note however that for 10 lithium cations (6.77 wt.% LiI, 2.25
wt.% LiCl), the conductivity is still higher for PEDOT-PEG than in the case of a
single cation for PEG. In fact, the results are in between PEG and PEDOT with
the latter showing higher Li-ion diffusion rates.
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5.4 Conclusions
The composite polymers, PEDOT-PEG and PEDOT:PSS were analysed using both
FTIR spectroscopy and ab initio calculations. The spectra for both the pure samples
of the polymers were characterised using frequency calculations with the CRYSTAL
code, and then the accuracy of the calculations was confirmed using previous experi-
mental results. These pure spectra were then compared alongside the spectra for the
lithiated polymers. No changes were observed experimentally for the PEDOT-PEG
sample, and this was suggested to be down to the chain length, which meant that
lithium was not detected on the FTIR spectra for chains of (PEG)n ≥ 20. Com-
putationally, however, lithium ions showed affinity for the oxygen atom on a PEG
monomer, which is known to be a significant coordination site for the copolymer.
In the PEDOT:PSS composite, the creation of a second peak was observed experi-
mentally. From calculations, it was deduced that this was caused by the interaction
of lithium with the sulphonate group in PSS. This indicates that this group is the
preferred site for lithium in this composite polymer.
A molecular dynamics study was also performed on the polymers PEG, PEDOT,
and the multi-block structure of the co-block PEDOT-PEG. An RDF analysis was
conducted to measure the lithium-oxygen coordination number and distances in each
of these polymers. Also analysed were the cation-anion separations in the system,
and the potential extent of ion pairing. Li-O separations of around 2.23A˚ in PEG,
2.18A˚ in PEDOT and 2.23-2.28A˚ in PEDOT-PEG were obtained. It was found that
these values were slightly higher than previously published calculated and experi-
mental data. Ion pairing was also found to occur, for example, in PEDOT-PEG,
Li-Cl and Li-I separations of 2.13-2.28A˚ and 2.43-2.53A˚ were calculated respec-
tively. It was determined that with a smaller average separation for Li-Cl observed,
a smaller coordination number for Li-O was also seen, indicating that a greater de-
gree of ion pairing occurred in this system. With increased ion pairing, it can be
deduced that there will be a decrease in the amount of lithium coordination.
Further molecular dynamics studies were carried out, analysing the MSD, and in
turn, diffusion and conductivities for lithium in PEG, PEDOT and PEDOT-PEG.
It was found that in the case of a single lithium ion, PEDOT showed diffusion
coefficients and conductivities a single order of magnitude higher than in PEG.
Other observations showed that values for PEDOT were similar in the case of both
salts (LiCl and LiI) whereas the LiI salt in PEG had values of approximately double
that of the LiCl salt. Importantly, the diffusion coefficients obtained for PEG agreed
well with both published calculated MD data, and experimental NMR data.
A study was then carried out on PEDOT-PEG analysing how diffusion and
conductivities changed as a function of lithium concentration. With the LiCl salt,
diffusion, and thus conductivity decreased at each stage where the lithium concen-
tration was increased, while the values tended to fluctuate for the LiI salt. The
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general decrease in these values overall suggested that ion pairing might be having a
noticeable effect, particularly with a more densely-packed system, where it becomes
more difficult for Li+ cations and Cl−/I− anions to avoid each other. Once again,
the diffusion coefficients for PEDOT-PEG generally agreed well in comparison to
published values for PEG.
Perhaps a result of a surprising nature, it was shown than the conductivity for
PEDOT considering a single cation was greater than that observed for PEG and
PEDOT-PEG. PEDOT-PEG also demonstrated a higher conductivity than PEG in
this instance. It was expected that PEG would be a preferable coordination site for
lithium ions, particularly as a model material. However, the result observed here
may suggest that lithium ions shows greater diffusion in PEDOT. Of course, this
result is inconclusive since only a single cation was tested in this case. As a future
study, it is worth investigating the conductivity of lithium in PEDOT as a function
of concentration. It could be that the distribution of oxygen atoms in PEDOT
are preferable for hosting cations, and may even lead to reduced ion pairing. As a
bulkier structure, it could also be that PEDOT arranges itself in a way where ion
pairing is less common due to steric hindrance.
Overall, this study has given us an insight into the potential use of PEDOT-PEG
as a battery material, with these calculated values being of use when considering
the performance aspects. Good ionic conductivity is a highly desirable property of a
polymer electrolyte, and it is useful to understand how this is affected with increasing
lithium concentration. In terms of battery storage, a good lithium-ion capacity
is also desirable. Striking a balance between the both is a potential challenge,
with which, further studies can be conducted. To conclude, studies on PEDOT-
PEG have shown that it indeed is an attractive prospect as a mixed conducting
polymer in batteries, demonstrating conductivity values comparable to systems that
are currently employed in solid state batteries, such as PEG.
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Chapter 6
Designing a Low-profile Antenna
for Integration with a Battery
With the issue of antenna mismatch and dramatic efficiency reduction of antennas in
the presence of proximal metal planes, there is a need for a fully integrated antenna-
battery system. Conventionally, batteries are wrapped in a hermetic metal seal,
meaning there must be a separation from the antenna(s) to avoid degradation in
efficiency.
With the proposed system, the design is intended to be extremely thin and
lightweight, while aiming to maintain acceptable antenna input match and radiation
efficiency. With this integrated design, we have considered low-profile applications
which include sensors, home monitoring systems and lightweight portable radio for
use in the military. There is also interest in using thin integrated antenna-batteries
for security purposes.
The antenna design is based on a planar layered battery design to use for our
integrated antenna, similar to that used by Nagatomo [30]. Figure 6.1 shows the
battery design proposed in this case.
Figure 6.1: All-plastic polyacetylene battery design fabricated by Nagatomo
This design of battery consisted of a polyacetylene film as the electrode active
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material, with LiClO4/PC in a polyvinylidene fluoride (PVDF) film as the elec-
trolyte. A gold film was present on top of the battery, with an aluminium foil
present underneath, to act as the current collectors. Polyacetylene was seen as an
attractive choice for an electrode, due to its high energy and power density. This
battery was ultra-thin, with the two polyacetylene films being about 70µm thick,
with the electrolyte thickness of between 30-150µm. The gold film was 2000A˚ thick,
while the aluminium sheet was around 100µm in thickness.
For our design, we are interested in a battery that does not contain metal, there-
fore, the intention is for the polymer electrolyte films to also act as the current
collectors. For the purposes of our initial integrated antenna-battery system, we
treat both the polymer films and electrolyte as the antenna substrate, while the
metallic films normally associated with the battery would essentially be the con-
ducting layers containing a slot antenna.
6.1 Methodology and Results
6.1.1 Starting structure - Simulations
The CST Microwave Studio R© package Transient Solver was used to perform all of
the simulations in this study. As the aim was to simulate a wideband antenna, the
starting structure was based on a coplanar waveguide-fed slot dipole by Nithisopa
[78] which was developed to function on a substrate structure close to the battery
design proposed by Nagatomo. Nithisopa, designed and simulated a CPW-fed slot
antenna for wideband application, to function at the 2.4GHz frequency. Alterations
were made to the slot on each side of the antenna, resulting eventually in an asym-
metric design that was demonstrated to be suitable for wideband applications. The
design was low-profile, small and lightweight, with a CPW feeding whereby the
side-plane conductor is ground and a centre strip is what carries the signal.
Nithisopa’s first design was a symmetrical structure based on RT/Duroid 5880.
It consisted of a thickness of 1.575mm with a dielectric constant (εr) of 2.2, and
was designed to have a transmission line impedance of 50Ω. Figure 6.2 shows the
dimensions of the symmetrical CPW-fed antenna design.
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Figure 6.2: The first symmetrical CPW-fed slot antenna proposed by Nithisopa
Here, the total length of the antenna was 80mm, with the width of each slot
dipole (H1, H2) of 10.5mm. The length of each slot dipole (L1, L2) was 38.8mm.
The gap (W1), width of centre strip (W2) and length of CPW line (H3) had values of
0.5mm, 2.4mm and 23mm, respectively. The symmetric antenna shows a bandwidth
(-10dB) of 1.0 GHz, and a return loss at 2.4GHz of -48dB.
Nithisopa then went on to alter the previous design by reducing the width of
both slots (H1, H2) to 9.5mm and changing the length of L1 to 43.8mm and L2 to
33.8mm, as shown in Figure 6.3.
Figure 6.3: The second asymmetrical CPW-fed slot antenna proposed by Nithisopa
This asymmetric structure had a bandwidth (-10dB) of 0.8GHz and return loss
at 2.4GHz of -35dB.
The final step involved an alteration of the width of the slots, with H1 reduced
to 7.8mm and H2 reduced to 4.1mm. In Nithisopa’s simulation, a bandwidth
(-10dB) of 1.65GHz was achieved, with a return loss at 2.4GHz of -15.5dB. This
showed a significant increase in bandwidth over the initial symmetrical design, and
demonstrated that an antenna of this design could be used in wideband applications.
Ideally, we would like to design an integrated antenna-battery that gives us the
greatest amount of bandwidth possible. Efficiency is also very important in ensuring
that the antenna is performing adequately. Nithisopa’s final asymmetric design in
this study, therefore, was used as the starting point in our designs to simulate
171
and create an antenna that could be suitably used with a battery while giving us
efficiencies that are usable despite high losses.
The slot antenna consisted of two asymmetric slots cut into an upper plane
of metal. The thickness of the substrate was 1.575mm, with a relative dielectric
constant (εr) of 2.2. The ground plane was 0.018mm thick, made up of a copper
film with a conductivity of 5.8×107 S/m. The slots used for the feed (W1) and
the gap between the two feed slots (W2) were 0.5mm and 2.4mm respectively. The
length of the CPW feed line (H3) was 23mm. The left slot had a height (H1) and
width (L1) of 4.1mm and 33.8mm. The right slot had a height (H2) and width (L2)
of 7.8mm and 43.8mm. Figure 6.4 shows the dimensions and simulated S11 results





Figure 6.4: (a) Initial dimensions and (b) S11, for antenna-battery prototype, based
on Nithisopa’s design
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(c) Phi=0◦ as a variation of Theta.
(d) Phi=90◦ as a variation of Theta
Figure 6.4: Continued. (c), (d) Simulated farfield Directivity patterns for initial
antenna design at 2.9GHz
The matched operating band is indicated in the S11 results of Figure 6.4b. The
-10dB fractional bandwidth was simulated to be about 70% and the antenna simu-
lated total efficiency was -0.87dB with a gain of 5.2dB.
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6.1.2 Initial measurements
With the simulation for Nithisopa’s asymmetric antenna design showing good band-
width and usable efficiency, a measurement was performed to establish whether an
antenna of this design could show a good match with simulations. For test purposes,
a Mylar substrate was used, with a thickness of 0.025mm and a dielectric constant
of 3.2. A single copper film was used for the ground plane, with the slot dipole
inside. The measurement is compared with the simulation to assess whether they
match at the resonant frequency. Figure 6.5 shows the antenna that was synthesised
for the measurements. Figure 6.6 shows the experimental setup for this antenna,
giving an indication of how the antenna was mounted in the anechoic chamber. Fig-
ure 6.7 shows the S11 results for both the simulation and measurement with a Mylar
substrate.










Figure 6.7: (a) Simulated S11 and (b) Measured S11, for antenna-battery prototype,
using a Mylar substrate
It can be seen that there is a good match between simulation and experiment
for the antenna design with a Mylar substrate. The simulation shows the reso-
nant frequency to be 2.1GHz, which agrees well with the measurement observed at
2.1GHz. The simulated radiated farfield indicates a gain of 4.0dB and an efficiency
of -0.996dB at the resonant frequency, values of which can be considered usable
in mobile applications. Radiation patterns were obtained both for the simulation
and measurement, however, they cannot be compared due to the disruption encoun-
tered during the radiation pattern measurements. It was discovered that due to the
setup of the apparatus in the anechoic chamber, part of the measured pattern was
blocked by the pedestal to which the antenna was attached (See Figure 6.6). The
issue with the pedestal meant that the radiation patterns could not be related back
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to the simulation results. In this case, the antenna was vertically polarised. As a
result of this issue, for all subsequent measurements, the antenna was placed on a
raised pedestal to ensure that this would not happen again. Figure 6.8 shows the
simulated and attempted measured radiation patterns for the antenna design with
a Mylar substrate.
(a)
(b) Phi=0◦ as a variation of Theta
Figure 6.8: (a) Simulated antenna design and (b) Simulated farfield Directivity pat-




Figure 6.8: Continued. (c) Measured farfield Directivity pattern for asymmetric
antenna which was vertically polarised, using a Mylar substrate at 2.1GHz
6.1.3 New structure
After testing that an asymmetric antenna of this design can give results both in
terms of simulation and measurement, the next stage was to alter the design in
Section 6.1.1, in order to improve properties and develop a structure more closely
resembling the material parameters of a battery. To create a low-profile structure
with low surface area, end caps were added to each slot to reduce the antenna
length. For the left slot, the cap had a height (H4) of 18.1mm and a width (W3)
of 7mm. The cap at the end of the right slot was of height (H5) 18mm and width
(W4) 24mm. These values were obtained via a parameter sweep on CST to select
the optimum bandwidth. Figure 6.9 shows the dimensions and S11 results for the




Figure 6.9: (a) Dimensions and (b) S11 of end-loaded design
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(c) Phi=0◦ as a variation of Theta
(d) Phi=90◦ as a variation of Theta
Figure 6.9: Continued. (c) and (d) Simulated farfield Directivity patterns at 2.9GHz
for end-loaded design
Simulation of the modified structure showed an improvement in bandwidth of
85%, and a total efficiency of -0.47dB was observed along with a gain of 5.4dB, which
compares well with the original structure. It should be noted that our modified
designs use the original frequency range chosen by that of Nithisopa, purely due to
the fact that there was no specific application in mind at this point.
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6.1.4 Conductivity sweep
Conducting polymer conductivities are lower than the bulk copper which was used in
the original design. To assess the effect of reducing conductivity, a parameter sweep
was performed on our new structure in order to see the effect that conductivity
of the ground plane had upon the bandwidth of the structure. In this case, the
parameter, n, was defined as 5.8×10n S/m. For each test, the power n was reduced
by 1, to see how the S11 parameters changed. Figure 6.10 shows the resulting S11
for the antenna structure at each different conductivity of the ground plane, while
Table 6.1 shows the percentage bandwidth in each case.
Figure 6.10: S11 at different ground plane conductivities
Table 6.1: Power to which conductivity is raised compared to percentage bandwidth







It was observed that the antenna maintained a relatively high bandwidth for
conductivities down to that of 5.8×102 S/m whilst lower values resulted in a sig-
nificant loss of bandwidth. Looking at the S11 parameters and Table 6.1, there is
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a significant change as the conductivity is reduced from 5.8×102 S/m to 5.8×101
S/m. A loss of bandwidth of 55% is seen which is a noticeable reduction. The lowest
conductivity value for the conducting plane at which the high bandwidth was main-
tained is closer to conductivity values quoted for several polymer electrolytes, such
as polyaniline (10×102 S/m in some cases [12]). This demonstrates that polymer
electrolytes could be a viable candidate material to use for the ground plane of the
antenna, though it should be recognised that radiation efficiency is also affected.
Table 6.2 gives us an overview of how the gains and efficiencies are altered when n
is changed.
Table 6.2: Power to which conductivity is raised compared to gain and efficiency







6.1.5 Addition of a lower ground place
The next stage of the investigation required the addition of a second ground plane,
representing the lower battery terminal. This lower ground plane was added pro-
gressively as illustrated in Figure 6.11. The intention was to cover as much of the
base as possible with conductor, while retaining a good bandwidth. We wished to
find the minimum rectangular slot size for the ground plane that gave sufficient ef-
ficiency and bandwidth, as opposed to designing a more complex slot configuration
that would perhaps yield better results at the expense of fabrication complexity.
The process began by inserting a conducting layer of 0.018mm thickness in stages
from the lower edge of the bottom layer. Once again, a parameter sweep was con-
ducted, with the width of conducting layer referred to as g, being the varying factor.
This ensured that at each stage of the addition, the optimum bandwidths could still
be maintained. Figure 6.11 shows the stages of the addition, with the radiation
patterns and efficiencies shown.
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(a) Bandwidth = 95%, Efficiency = -5.1dB
(b) Bandwidth = 87%, Efficiency = -5.1dB
Figure 6.11: Addition of lower ground plane (conductor shown in yellow) along
with farfield Directivity at both Phi=0◦ and Phi=90◦, respectively, as a variation of
Theta
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(c) Bandwidth = 93%, Efficiency = -5.2dB
(d) Bandwidth = 86%, Efficiency = -4.6dB
Figure 6.11: Continued.
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It should be noted that a ground conductivity of 5.8×102 S/m was chosen, similar
to that of polymer electrolytes such as polyaniline. In this situation, it merely
represented a test case, rather than giving optimum performance, particularly in
terms of efficiencies. The conductor was inserted in stages with one sheet added
at a time, to gain a better insight into how the bandwidth would change with
each parameter. As a greater amount of the surface was covered and enclosed with
the conducting film, a structure closer to that of an all-plastic solid state battery
was obtained. At this point, further parameter sweeps were conducted, mainly for
parameters g and l, to ascertain the maximum extent of lower battery terminal area
before the antenna performance is lost. By keeping parameter l constant, parameter
g was decreased, enclosing the slots seen in the middle of the structure. Figure 6.12
shows the dimensions to be altered for the purposes of this study, and Table 6.3
shows the effect of decreasing parameter g upon the bandwidth of the structure,
with all other parameters kept constant.
Figure 6.12: Dimensions for the slots on the bottom ground plane
Table 6.3: Effect of reducing height of slots beneath dipole (g) upon fractional
bandwidth (the lower the height, the more enclosed the lower plane)
g height Lower frequency Upper frequency Centre frequency Fractional Bandwidth
(mm) (GHz) (GHz) (GHz) (%)
21 1.38 3.81 2.60 94
16 1.40 3.80 2.60 93
11 1.41 3.61 2.50 88
6 1.35 3.72 2.50 95
1 2.75 3.60 3.19 27
By performing these multiple simulations, it was deduced that the slot on the
bottom ground plane located directly underneath the CPW feed was necessary to
avoid total mismatch (S11 > -10dB). However, there was no requirement for a slot
beneath the dipole to be present, and by taking this away completely, an input
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bandwidth of 27% is achieved, which could still be considered wideband. However,
due to a significant reduction in efficiency down to a value of -13.6dB, the antenna
essentially became a resonator, and therefore this particular ground plane configu-
ration was not pursued any further. Figure 6.13 shows the design in which the slot
beneath the dipole is removed, along with the resulting S11 and farfield patterns.
(a)
(b)
Figure 6.13: (a) Lower ground with the slot beneath the dipole removed and (b) S11
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(c) Phi=0◦ as a variation of Theta
(d) Phi=90◦ as a variation of Theta
Figure 6.13: Continued. (c) and (d) Farfield Directivity patterns at 2.9GHz with
the slot beneath the dipole removed on the lower ground
6.1.6 Design modification to replicate battery parameters
The next parameter to investigate is the thickness of the substrate. In Nagatomo’s
proposed polyacetylene battery, the total structure thickness was about 0.4mm.
Around 0.3mm of this consisted of the polyacetylene and electrolyte layers with the
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remaining thickness due to the metallic films deposited on the top and the bottom
of the structure. It is of keen interest to create an antenna-battery that is ultra-
thin. Therefore, to obtain an antenna design closer to these proposed batteries, the
thickness of the substrate was reduced from 1.575mm to 0.3mm. It is also important
to assess whether the antenna would still function well with anode/cathode conduc-
tivity values closer to metal, so for this purpose, we increased the current value of
5.8×102 S/m to a value of 3×105 S/m, which has been achieved in a laboratory
environment by the copolymer PEDOT:PSS, after being doped with sulphuric acid.
Though this value is still significantly lower than that of bulk copper, it allows us
to establish a middle ground in terms of conductivity, should the concept of using
polymer electrolytes as the ground plane be pursued further. It is also useful to
know the permittivity and conductivity of the electrolyte substrate.
The ionic conductivity of the substrate in this case was taken from a study
of poly(vinylidene fluoride-co-hexa fluoro propylene)/poly (methyl methacrylate)
(PVDF-HFP/PMMA) using lithium perchlorate as the salt, along with varying
concentrations of propylene carbonate [245]. This value was of the order of 0.1
S/m. Based on a study of PVDF permittivity [246], it has been calculated that εr
is about 3 at 1MHz, which was used as an initial assumption for the simulations.
A few modifications were made to the slots in the lower ground plane, with the
width of the slot beneath the dipole reduced to 1mm. This ensured that the lower
ground plane was sufficiently enclosed while providing us with optimum antenna
performance. Figure 6.14 shows the dimensions that have been altered in this inves-
tigation, with Table 6.4 summarising the changes made to the antenna to resemble
parameters more closely associated with a battery. Figure 6.15 then goes on to show
the optimum S11 and farfield results obtained.
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Figure 6.14: Diagram showing new dimensions of antenna for the substrate and
lower ground
Table 6.4: Original and modified parameters for antenna-battery
Parameter Original value New value
Substrate thickness (mm) 1.575 0.300
Ground conductivity (S/m) 5.8×102 3.0×105
Substrate conductivity (S/m) 0 1.0×10−1
Substrate permittivity (εr) 2.2 3.0
Optimum bandwith (%) 92 66
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(a)
(b) Phi=0◦ as a variation of Theta
(c) Phi=90◦ as a variation of Theta
Figure 6.15: (a) S11, (b) and (c) farfield Directivity patterns obtained with new
parameters for antenna-battery
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It was found that using these parameters, an optimum bandwidth of around 66%
was achieved with a lower ground plane. A total efficiency of around -4.1dB with
a gain of around 1.3dB was obtained. Once again, we obtain usable efficiencies in
terms of our potential application, even with parameters more closely resembling a
solid state battery. Further investigation should allow us to obtain more accurate
battery parameters, particularly by measuring candidate materials to use in the
potential design.
6.1.7 Radiation pattern analysis
The radiation patterns for the antenna were simulated for the design with the lower
ground plane as shown in Figure 6.12. The effect of changing the width of the centre
slot beneath the dipole upon the farfields was observed for two frequencies in the
S11 matched bandwidth. Table 6.5 shows the gain and efficiency results for this
analysis.
Table 6.5: Effect of decreasing the slot width on the lower ground plane upon gains
and efficiencies at 2.3GHz and 3.4GHz
Width of slot Gain (dB) at Efficiency (dB) at Gain (dB) at Efficiency (dB) at
(mm) 2.3GHz 2.3GHz 3.4GHz 3.4GHz
16 2.3 -2.9 4.1 -1.9
11 2.3 -2.9 4.2 -1.8
6 1.5 -3.7 4.2 -2.0
1 0.2 -4.8 2.6 -3.3
What is observed here is that reducing the slot width on the bottom ground plane
does not make any real difference initially, particularly going from 16mm to 11mm.
As the lower ground plane becomes more enclosed, however, we see a reduction in
efficiency and gain, beginning with the pattern at 2.3GHz. In fact, the efficiency at
3.4GHz remains largely unaffected, until we reach a slot width of 1mm. In this case,
the gain and efficiency is noticeably reduced for both of the observed frequencies.
This pattern is expected when increasing the area covered by the ground plane,
and as the results in Section 6.1.5 showed, by enclosing the slot beneath the dipole
entirely on the lower ground plane, a significant reduction in efficiency was seen.
Therefore, we expect to see a reduction in efficiency with a decrease in the width
of the slot beneath the dipole. It is important to note, however, that despite the
reduction, these gains and efficiencies are still usable and something which can be
worked with to develop our design further.
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The variation in antenna gain with substrate loss was also of interest owing
to the high frequency loss of the electrolyte material. A study was performed by
increasing the tan δ value (and therefore the dielectric loss) for the antenna substrate
and observing the changes in the farfield patterns at two frequencies within the S11
bandwidth. In this case, the lower ground plane slot width beneath the dipole was
kept constant at 1mm. Table 6.6 shows the change in gain and efficiency as a result
of the substrate loss.
Table 6.6: Effect of increased tan δ of substrate upon gains and efficiencies at 2.6GHz
and 3.7GHz
tan δ Gain (dB) at Efficiency (dB) at Gain (dB) at Efficiency (dB) at
2.6GHz 2.6GHz 3.7GHz 3.7GHz
0.0009 3.3 -2.2 3.0 -2.7
0.009 3.2 -2.3 3.0 -2.7
0.09 2.6 -2.9 2.7 -3.1
0.9 -1.8 -7.3 -3.0 -8.8
Here, it can be seen that the antenna maintains its efficiency for a loss tangent
of up to 0.09, with a slight reduction of gain and efficiency observed at both of the
frequencies of interest. However, as the tan δ value is increased up to a value of 0.9,
significant reductions in gain and efficiency occur. We see a decrease from -2.9 to
-7.3dB at 2.6GHz, and a decrease from -3.1 to -8.8dB at 3.7GHz. This pattern of
decreasing efficiency with increasing loss tangent is expected, as ultimately, a greater
substrate loss will result in a less efficient antenna. However, this result shows that
the substrate loss can be increased to a certain point where the gains and efficiencies
could still be considered usable. It is expected that the candidate battery material,
which will become the substrate, will be fairly lossy, and so it is important to ensure
that the antenna design can accommodate this and still maintain good performance
as a result. With polymer electrolytes showing good potential to be used in a
battery, it is of interest to measure the permittivity and dielectric loss of a sample,
and analyse whether the antenna will maintain its performance with these measured
parameters.
Figures 6.16 and 6.17 show all the farfield patterns in this part of the study, with
both Phi=0◦ and Phi=90◦ shown as a variation of Theta.
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(a) Slot width 16mm, 2.3GHz, Phi=0◦ (b) Slot width 16mm, 2.3GHz, Phi=90◦
(c) Slot width 16mm, 3.4GHz, Phi=0◦ (d) Slot width 16mm, 3.4GHz, Phi=90◦
(e) Slot width 11mm, 2.3GHz, Phi=0◦ (f) Slot width 11mm, 2.3GHz, Phi=90◦
(g) Slot width 11mm, 3.4GHz, Phi=0◦ (h) Slot width 11mm, 3.4GHz, Phi=90◦
Figure 6.16: Farfield Directivity patterns as a result of altering the lower ground
plane slot width at 2.3GHz and 3.4GHz
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(i) Slot width 6mm, 2.3GHz, Phi=0◦ (j) Slot width 6mm, 2.3GHz, Phi=90◦
(k) Slot width 6mm, 3.4GHz, Phi=0◦ (l) Slot width 6mm, 3.4GHz, Phi=90◦
(m) Slot width 1mm, 2.3GHz, Phi=0◦ (n) Slot width 1mm, 2.3GHz, Phi=90◦
(o) Slot width 1mm, 3.4GHz, Phi=0◦ (p) Slot width 1mm, 3.4GHz, Phi=90◦
Figure 6.16: Continued.
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(a) tan δ = 0.0009, 2.6GHz, Phi=0◦ (b) tan δ = 0.0009, 2.6GHz, Phi=90◦
(c) tan δ = 0.0009, 3.7GHz, Phi=0◦ (d) tan δ = 0.0009, 3.7GHz, Phi=90◦
(e) tan δ = 0.009, 2.6GHz, Phi=0◦ (f) tan δ = 0.009, 2.6GHz, Phi=90◦
(g) tan δ = 0.009, 3.7GHz, Phi=0◦ (h) tan δ = 0.009, 3.7GHz, Phi=90◦
Figure 6.17: Farfield Directivity patterns as a result of substrate loss (tan δ)
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(i) tan δ = 0.09, 2.6GHz, Phi=0◦ (j) tan δ = 0.09, 2.6GHz, Phi=90◦
(k) tan δ = 0.09, 3.7GHz, Phi=0◦ (l) tan δ = 0.09, 3.7GHz, Phi=90◦
(m) tan δ = 0.9, 2.6GHz, Phi=0◦ (n) tan δ = 0.9, 2.6GHz, Phi=90◦




Simulation has indicated the possibility to create a fully integrated antenna-battery
system in the microwave band, based on polymer battery material properties taken
from the literature. By creating a structure that is wideband and shows reasonable
gain and efficiency results even with relatively lossy substrates, close to that of a
planar polymer battery, an antenna with reasonable efficiency can be designed.
Research into conducting polymers shows that we can still achieve high conduc-
tivities, which are not far off that of metals. This shows promise in terms of creating
a non-metallic battery. Results showed that the antenna could maintain its perfor-
mance down to a value of 5.8x102 S/m, which covers a range of polymer electrolytes
that possess conductivities around this value and higher.
By adding a second ground plane to the bottom of the structure, we were able
to see how the antenna performed with two current collectors. Once again, good
bandwidth values were obtained with slots cut into the bottom current collector.
It was observed that the slot beneath the feed was necessary for the antenna to
function, but a large proportion of the slot below the dipole could be taken away.
To simulate conditions as close as possible to an actual polymer battery, the
substrate thickness was set to 0.3mm and given an ionic conductivity value of 10−3
S/cm. The relative permittivity (εr) of the electrolyte substrate was assumed to be
3. Good bandwidth and reasonable gain was obtained with values of 66% and 1.7dB
respectively.
The farfield dependence on the width of the lower ground plane slot was assessed
as well as the loss tangent (tan δ) value of the substrate. The trend for slot width
showed that as it was reduced, the gain and total efficiency decreased as would be
expected. Similarly, as the loss tangent was increased, a reduction in both gain and




Simulation and Measurements of
an Ultra-thin Low-Profile Antenna
operating at the Bluetooth
Frequency
With the advent of new proximity location systems operating with Bluetooth links
to smart phones, for instance the Tile tag [247], there is interest in creating extreme
low-profile and integrated antenna-battery components for use at 2.45GHz. The
battery and antenna are typically the bulkiest components in a transceiver system
and it is therefore of interest to combine them and ideally use novel digital fabrication
technologies to realise them using low-profile conducting polymer films.
Following on from the design principle of the antenna in Chapter 6, the intention
was to develop an antenna with performance optimised on a better representation
of a battery. Furthermore, with the majority of the work being simulations up
to this point, it is important to perform some experimental measurements on a
prototype design to validate the reliability of these simulations. With the previous
work, a measurement had been conducted on an asymmetric antenna with a single
conducting ground plane. Our intended design will consist of two ground planes,
leading to a partially enclosed or sandwiched structure. Nagatomo’s design [30] of
solid state battery is used as the basis of the design process, with the intention of
designing a battery similar to this, while also functioning as an antenna structure.
The previous antenna design will be modified, giving a smaller and much thinner
structure. Printed electronics are highly desirable as a future fabrication process,
and so an ultra-thin design will be pursued. One thing of high interest in this study,
and dictated by the thin battery structure, is to assess the antenna performance
with two conducting ground planes in close proximity to one another with only a
very thin substrate between them. If it can be demonstrated that an antenna can
still maintain good functionality, then our intended ultra-thin design will be a viable
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one.
Another new consideration in this study is a target frequency range, particularly
for our simulated systems. Much electronics have been developed specifically for the
Bluetooth frequency range at 2.45GHz, and so this presents a good opportunity to
tailor our antenna for a specific application. Home monitoring systems and wireless
sensors are all potential uses for an ultra-thin portable antenna.
7.1 Methodology and Results
7.1.1 Integrated Antenna-Battery structure
Starting with the previous structure design (Chapter 6) [248], in which the antenna
substrate was sandwiched between two ground planes, a new design was proposed.
The new antenna design is a symmetric slot antenna cut into a conducting film, with
an electrolyte substrate underneath, followed by a second conducting layer, also with
slots present. The conducting films are used to represent the anode and cathode
of a solid state battery. Furthermore, they will also act as the battery terminals,
providing the electrical conductivity needed for the battery to function. Figure 7.1
shows the integrated antenna-battery design proposed.
Figure 7.1: Integrated antenna-battery design for Bluetooth application
The CST Microwave Studio R© package Transient Solver was used to perform
the required simulations for this investigation. The slot dipole antenna consisted of
two symmetric slots cut into an upper conducting plane. The antenna structure is
derived from that of [248] (See Chapter 6), and is based on Nithisopa’s CPW-fed
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slot dipole [78], and redesigned for the 2.45GHz frequency band. The substrate had
a thickness of 0.3mm, with a relative permittivity (εr) of 3.
Both the upper and lower ground planes had a thickness of 0.018mm and Fig-
ure 7.2 shows the structure geometry. The dipole slots in this particular structure
were symmetrical, with a width and length (W1) and (L1), of 35mm and 4.1mm
respectively. The end caps, or folded sections, on each slot were each of length (L2)
and width (W2), 14.1mm and 7mm. The width of the feed slots (W3) was 0.5mm,
with the gap between the two (W4) being 2.4mm. The CPW feed line for the an-
tenna consisted of a length (L3) of 11mm. Slots were also present on the bottom
ground plane with the slot beneath the coplanar wave guide feed of a length (L4) of
12mm and width (W5) of 16mm. The slot beneath the dipole was of a length (L5)
3mm and width (W6) 70mm.
The antenna itself had an overall width of 80mm with an overall length of 45mm.
The substrate was initially simulated with a low-loss tan δ value of 0.0009. A
conductivity value of 1000 S/m was applied to the two conducting planes as might
be expected for a good conducting polymer electrolyte. Figure 7.2a and Figure 7.2b
show the upper and lower plane views of the structure along with the associated
length and width parameters. Figures 7.3a to 7.3c show the simulated S11 results,




Figure 7.2: Dimensions for slot antenna, (a) top plane, and (b) bottom plane
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(a)
(b) Phi=0◦ as a variation of Theta
(c) Phi=90◦ as a variation of Theta
Figure 7.3: (a) Simulated S11, (b) and (c) Simulated farfield Directivity at 2.45GHz
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The matched operating band is indicated in the S11 results of Figure 7.3a. We
can see that the structure is noticeably lossy with an out of band loss of about
4dB. However, with our low range application in mind, this is not a concern. The
-10dB fractional bandwidth was calculated to be about 28%. The antenna radiation
patterns in Figures 7.3b and 7.3c are those expected for a narrow slotted dipole
and are symmetrical in the forwards and backwards direction because no mounting
substrate is included in the simulation. The simulated total efficiency was -2.3dB
with a gain of 2.8dB. This can be compared to the previous study in Section 6.1.7
[248] where efficiencies of about -2.2dB and gains of about 3.3dB at 2.6GHz were
obtained.
The loss tangent (tan δ) of the substrate was then altered from 0.0009 to 0.9,
as might be anticipated for a battery electrolyte. Here, although the directivity is
unaffected, we observed a reduction in gain to 0.3dB because of a reduction in effi-
ciency to -4.8dB. Once again, comparing this to the previous study in Section 6.1.7
[248] where an efficiency of -7.3dB at 2.6GHz was simulated for a loss tangent of
0.9, a noticeable improvement was achieved. Figure 7.4 shows the simulated S11 pa-
rameters and farfield results respectively for the antenna with a substrate dielectric
loss tangent of 0.9.
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(a)
(b) Phi=0◦ as a variation of Theta
(c) Phi=90◦ as a variation of Theta
Figure 7.4: (a) Simulated S11 and (b), (c) Simulated farfield Directivity at 2.45GHz
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Table 7.1 shows a summary of the results obtained from the initial structure of
Figures 7.2 to 7.4 compared with the results obtained from the previous study in
Section 6.1.7 [248].
Table 7.1: Effect of loss tangent of substrate upon bandwidth, gain and efficiency
tan δ Fractional Gain (dB) Efficiency (dB) Gain (dB) Efficiency (dB)
bandwidth (%) (Figs. 7.2-7.4) (Figs. 7.2-7.4) [248] [248]
0.0009 28 2.8 -2.3 3.3 -2.2
0.9 44 0.3 -4.8 -1.8 -7.3
7.1.2 Dielectric loading
The low-profile slotted design is affected by dielectric loading when mounted on
structures. It is expected that potential applications of our antenna will involve
mounting on several different structures and surfaces i.e. walls, plastic. Therefore,
it is important to ascertain the overall effect that certain surfaces will have upon the
performance of the antenna and whether it will retain a good degree of functionality.
A simulated investigation was carried out to ascertain how the antenna match and
efficiency were altered when the antenna-battery was placed on a dielectric block of
relative permittivity (εr) 2.3 and tan δ 0.09. With no specific surface at this stage,
this is an initial investigation into how dielectric loading will affect the structure,
with the intention of testing the antenna on specific surfaces both by simulation and
experiment.
The antenna bandwidth and efficiency underwent a change upon dielectric load-
ing and a few adjustments were made to the antenna in order to allow it to function
again at 2.45GHz. The width of the antenna was reduced from 80mm to 75mm,
while the width of the slots (W6) beneath the dipole were reduced from 70mm to
55mm. The substrate material parameters were kept constant with the tan δ at 0.9.
Figure 7.5 shows the amended material parameters of the antenna along with how




Figure 7.5: (a) Bottom plane of new structure showing altered dimensions and (b)
antenna mounted onto dielectric block
When mounted onto the dielectric block with the altered dimensions, a fractional
bandwidth of 55% was observed, with an efficiency of -6.3dB and a gain of -1.7dB.
This still gives a slight improvement in gain and efficiencies compared to the results
shown in Section 6.1.7 [248], in which the structure was not mounted onto any
dielectric material. Figure 7.6 shows the S11 and farfield results for this antenna
mounted onto the dielectric block. We notice that the presence of the dielectric
block has introduced a degree of asymmetry to the radiated beams.
207
(a)
(b) Phi=0◦ as a variation of Theta
(c) Phi=90◦ as a variation of Theta
Figure 7.6: (a) Simulated S11 and (b), (c) Simulated farfield Directivity at 2.45GHz
for antenna mounted onto a dielectric block
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With these results considered, it does appear to be possible to create a func-
tioning antenna that can be loaded onto a dielectric material, albeit with a loss of
efficiency. By optimising the structure or material that we use, we can create a
design that not only mirrors a battery, but also offers potentially useful antenna
efficiency and bandwidth. It is interesting to observe how antenna performance will
change, particularly with substrate parameters associated with battery materials,
and that when mounted on representative battery materials, the thin antenna offers
gain values which compare favourably with those of existing mobile technology.
7.1.3 Sample measurement
It was desirable to create a sample of material as would be used in the polymer
battery to form an electrode. A pellet of PEDOT:PSS, a highly conductive polymer
electrolyte, was synthesised for this purpose. The dimensions of the pellet were a
width of 25mm and a thickness of 3mm [167]. The chemical structure and appear-
ance of PEDOT:PSS is shown in Figure 7.7.
Figure 7.7: (a) Structure of PEDOT:PSS and (b) an example of a PEDOT:PSS
aerogel pellet [249]
The permittivity of the PEDOT:PSS sample was measured by placing a Coplanar
Waveguide (CPW) track on top of the material and calculating the phase constant
and effective permittivity of the line directly from the S21 measurement, since it was
well matched to 50Ω [167]. Using the approximation that the effective permittivity
of a CPW is the average of the air and dielectric region allowed a figure of εr = 4.3
and tan δ = 0.13 for the relative permittivity and loss tangent to be obtained.
These measured material values were applied to the antenna-battery substrate
and simulated. The underlying dielectric material was still present and remained
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unchanged. The permittivity (εr) of the antenna substrate was increased from 3 to
4.3, while the tan δ value of 0.9 was reduced to 0.13. The main observations were a
reduction in bandwidth from 55% to 44%, which is to be expected when decreasing
the loss tangent. More importantly, an improvement in efficiency with a value of
-4.63dB was observed, with an increase in gain to 0.02dB. Figure 7.8 shows the S11
and farfield results for the structure simulated with the experimental parameters.
Table 7.2 gives a summary of the comparison of simulation results for the antenna
mounted onto the dielectric block with both the initial assumptions and the results
obtained from the experimental data.
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(a)
(b) Phi=0◦ as a variation of Theta
(c) Phi=90◦ as a variation of Theta
Figure 7.8: (a) Simulated S11 and (b), (c) Simulated farfield Directivity at 2.45GHz
for antenna with the measured PEDOT-PSS dielectric properties
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Table 7.2: Comparison of initial assumptions for antenna with PEDOT:PSS param-
eters (obtained from measurement) in the presence of dielectric material
Permittivity (εr) tan δ Bandwidth (%) Gain (dB) Efficiency (dB)
3 0.9 55 -1.7 -6.3
4.3 0.13 44 0.02 -4.6
The results show an overall improvement in performance using the experimental
parameters for PEDOT:PSS obtained through measurement. This suggests that
PEDOT:PSS may be a useful candidate material to use for our antenna-battery. In
order to investigate the possibility of an integrated structure further, it is important
to perform some experimental measurements on a design similar to our system of
interest, to gauge whether our simulated results will match.
7.1.4 Measurements
In order to assess the reliability of our simulations, it is necessary to perform some
experimental measurements. The first step in this study was to observe whether an
antenna with two copper ground planes could still function, despite being very close
together due to an ultra-thin substrate. For this purpose, a double-sided copper
clad film with a Mylar substrate in the middle was chosen. The Mylar substrate
has a thickness of 0.045mm. The permittivity (εr) of the Mylar was 3.2, and it had
a loss tangent (δ) value of 0.005. It should be noted that the dimensions of the
antenna from Figure 7.2 were used for this study, as opposed to the slightly altered
dimensions in Figure 7.5, due to the fact the earlier antenna design was optimised
to function at 2.45GHz in free space. Figure 7.9 shows the antenna fabricated.
Figure 7.9: A photo of the fabricated Mylar antenna used in this study
212
The antenna with a Mylar substrate was both simulated and measured first of all,
in free space, with S11 parameters and farfield patterns obtained in each case. This
was to ensure that we could get a good match between simulation and experiment
before any further tests were conducted. Figure 7.10 shows the experimental setup
for the synthesised antenna in the anechoic chamber, where measurements for the
radiation patterns took place. Figure 7.11a shows the simulated and measured S11
parameters for the antenna in free space, while Figure 7.11b shows the simulated
and measured farfield patterns, also in free space.
(a) (b)
(c)




Figure 7.11: (a) Simulated and measured S11 and (b) Simulated and mea-
sured farfield Directivity patterns at 2.8GHz for antenna with a Mylar substrate
(Phi=90◦).
Key points to note here are a slight shift in the resonant frequency to around
2.8GHz, with a percentage error of 12.5% compared to the original frequency of
2.45GHz. This is caused by the Mylar film (which was not present in the initial
simulations in Section 7.1.1) and is not a concern in this instance. What is apparent
is that for both the S11 parameters and farfield patterns, the simulated and measured
results show a good match with each other. This suggests that the simulations are
accurate. The fractional bandwidth calculated for the simulation was 28%, while
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the measured results gave a value of 22%. The gain and total efficiency was obtained
for the simulation in this case with values of 5.3dB and -0.40dB respectively. What
is most interesting about these results is that they demonstrate that an antenna can
still function well with two conducting copper ground planes close together, with
only a separation of 0.045mm between them. Having worked in free space, it is of
interest to investigate the structure undergoing dielectric loading.
The next stage involved mounting the antenna onto a variety of different surfaces,
with differing dielectric properties. The surfaces tested were MDF, PVC, copper and
human flesh. Figure 7.12 shows the antenna being tested on each of these surfaces.
(a) MDF (b) PVC
(c) Copper (d) Human flesh
Figure 7.12: Antenna mounted on different surfaces.
In each situation, the antenna was mounted both directly onto the material
of choice as well as 2.3mm above it. In order to create this 2.3mm separation, a
polystyrene layer was used. The polystyrene layer was cut to ensure it had the same
overall dimensions as the antenna (80×45mm), and had a thickness of 2.3mm. Fig-
ure 7.13 shows the polystyrene layer used in this instance, attached to the back of
an antenna. The main intention here is to observe how much effect the material has
upon the antenna performance with regards to proximity, and more importantly,
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whether we see a match between simulation and experiment. The relative permit-
tivity of expanded polystyrene is approximately 1, making it appear as air to an
electromagnetic field.
Figure 7.13: A photo of the polystyrene layer
MDF
Medium-density fibreboard or MDF, is a common wooden material in everyday use,
which makes it an interesting surface to test our antenna on. While a permittivity
can be assumed for the material we are analysing, simulations can help us deduce a
value which is more accurate in that it gives us a good match between the simulated
and measured S11 parameters. With tan δ values that can start around 0.023 [250]
for certain MDF samples, in this case, a value of 0.02 was chosen as an initial
assumption. Figure 7.14 shows the simulated and measured S11 results both for a
2.3mm separation between the antenna and the surface, and with direct mounting
on the surface. Figure 7.15 shows the simulated farfield results in each of these cases.
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(a) Antenna mounted 2.3mm above MDF
(b) Antenna directly mounted on MDF
Figure 7.14: Simulated and measured S11 for the antenna on MDF
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(a) 2.3mm above MDF, Phi=0◦ (b) 2.3mm above MDF, Phi=90◦
(c) Directly on MDF, Phi=0◦ (d) Directly on MDF, Phi=90◦
Figure 7.15: Simulated Directivities for the antenna mounted on MDF
Firstly, what we can deduce from the S11 results is that in both cases, we get a
good match between simulation and experiment. Using the measured results, and
comparing them to simulations, the relative permittivity of the material (εr), in this
case MDF, was determined to be about 1.8. This was confirmed from getting a good
match in both of scenarios tested. From the simulated farfield patterns, a gain of
4.65dB and an efficiency of -0.77dB was obtained when the antenna was mounted
2.3mm above the MDF surface. A gain of 4.37dB and efficiency of -0.8dB was
obtained when the antenna was mounted directly onto the material. It is expected
that as the antenna is in closer contact with the underlying dielectric material, the
gain and efficiency will be reduced. However, these simulated values suggested that
they may be usable in certain applications.
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PVC
Polyvinyl chloride, or PVC, is another commonly used material, with many appli-
cations. As antennas are likely to come into contact with plastics such as this, it
is useful to assess how our fabricated design performs, compared to simulations.
Once again, a relative permittivity was deduced using simulations and comparing
to the measured results. It is known that the loss tangent decreases noticeably at
higher frequencies [251], dropping to around 0.05 as the frequency reaches up to the
100kHz mark. Therefore, it is assumed that at around 2.45GHz, the tan δ value
will be relatively low-loss. A value of 0.0005 was chosen in this case, simply as an
initial value for a low-loss substrate. The antenna was again measured 2.3mm above
the PVC surface using a polystyrene layer for the measurements, and then mounted
directly onto the surface. Figure 7.16 shows the measured and simulated S11 results
in both cases, while Figure 7.17 shows the farfield patterns.
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(a) Antenna mounted 2.3mm above PVC
(b) Antenna directly mounted on PVC
Figure 7.16: Simulated and measured S11 for the antenna on PVC
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(a) 2.3mm above PVC, Phi=0◦ (b) 2.3mm above PVC, Phi=90◦
(c) Directly on PVC, Phi=0◦ (d) Directly on PVC, Phi=90◦
Figure 7.17: Simulated Directivities for the antenna mounted on PVC
Again, we see a good match between simulation and experiment in both of the
scenarios. By comparing simulations to experiments, the relative permittivity (εr)
was determined as 2 for the sample of PVC tested. The simulated farfield patterns
showed a gain of 4.82dB and efficiency of -0.64dB when the antenna was mounted
2.3mm above the PVC surface. When mounted directly onto the material, a gain of
4.57dB and efficiency of -0.6dB was observed.
Copper
The antenna was then mounted onto bulk copper. It is expected that unlike the
previous materials, copper will cause a significant degradation in the antenna per-
formance. Despite this, a comparison was still made with the simulation. As the
material parameters for copper were already stored in the CST database, there was
no need to make any assumptions with regards to the material parameters. Fig-
ure 7.18 shows the simulated and measured results obtained both with a 2.3mm
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separation and direct mounting on the copper surface.
(a) Antenna mounted 2.3mm above copper film
(b) Antenna directly mounted on copper film
Figure 7.18: Simulated and measured S11 for the antenna on copper
As expected, the copper caused a degradation with regards to the antenna per-
formance. This was particularly noticeable when the antenna was in direct contact
with the copper film. This made it difficult to give a good comparison between
simulation and measurements. With a 2.3mm separation, a null was observed at
around 4.2GHz for both measurement and simulation. It was noted that we achieved
a match in the measurement at the operating frequency of 2.45GHz. This was not
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observed for the simulation with the pattern as a whole giving a poor match. With
direct mounting on the copper surface, it is clear that the antenna S11 is completely
degraded, with no grounds for comparison with the simulated result.
This result was ultimately expected, and can be related back to the overall aim
of this research. It is known that the antenna performance is affected in the presence
of proximal metal planes, with the result here confirming this. Hence, it is clear that
there is a requirement for a non-metallic battery in our intended antenna-battery
design in order for the antenna to function well.
Flesh
Another test was to see how the antenna behaved when mounted on human flesh.
There is increasing interest in having antennas placed directly onto the skin and
even as tattoos [252]. Therefore to design an antenna that can perform in this
environment is desirable. However, it can be difficult to predict antenna performance
on skin, due to a variety of factors e.g. increased muscle mass and moisture content.
Based on an application used to calculate the dielectric properties of body tissues
in the frequency range 10Hz-100GHz [253], the dielectric constant of dry skin at
2.4GHz was calculated to be 38.063 with a predicted loss tangent of 0.2835. These
values were input into the simulation with the intention of comparing to the S11
measurements.
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(a) Antenna mounted 2.3mm above human skin
(b) Antenna directly mounted on human skin
Figure 7.19: Simulated and measured S11 for the antenna on skin with dry skin
dielectric constant values
As can be seen from Figure 7.19, the simulated results do not match well with
the measurements. This suggests that the initial dielectric parameters used for the
simulations are not accurate. It is difficult to predict precise dielectric properties
for a given individual for flesh due to several variables. To observe whether a better
match could be obtained, the dielectric constant was altered in the simulations to
values of 34 and 20, to see how the S11 changed, and whether we could get a better
idea as to the dielectric parameters of the skin tested in this instance. Figure 7.20
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shows the simulated results for these altered dielectric constant values compared
with the measurements in each case, with a polystyrene layer and direct mounting
on the surface of the skin.
(a) Antenna mounted 2.3mm above human skin
(b) Antenna directly mounted on human skin
Figure 7.20: Simulated and measured S11 for the antenna on skin, using altered
dielectric constant values
Despite the change in permittivity, the S11 simulations still do not match with
the experiments in either case. It should be noted, however, that as the permittivity
was reduced, there was a slight shift in resonant frequency, towards the measured
peak. This was not pursued further at this stage, but future work could be to try
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and obtain a simulated pattern closer to the measured value, or to perform new
measurements. It is clear that further adjustment of the dielectric properties in the
simulation is required, which is something to consider if this work is revisited.
Bandwidths
A summary of the bandwidths obtained for the measurements and simulations of
the antenna in free space, on MDF and PVC are shown in Table 7.3. It should be
noted that bandwidths for the copper and flesh results were not calculated due to
poor S11 comparison.
Table 7.3: Simulated and measured fractional bandwidths for antenna mounted on
different surfaces
Simulated
Surface Low. freq. Upp. freq. Null freq. Fractional Bandwidth
(GHz) (GHz) (GHz) (%)
Free space 2.44 3.23 2.80 28
MDF (2.3mm separation) 2.28 2.99 2.59 27
MDF (Direct mounting) 2.10 2.80 2.40 29
PVC (2.3mm separation) 2.26 2.94 2.55 27
PVC (Direct mounting) 2.05 2.70 2.35 28
Measured
Free space 2.62 3.23 2.84 22
MDF (2.3mm separation) 2.34 3.17 2.51 33
MDF (Direct mounting) 2.29 3.13 2.44 34
PVC (2.3mm separation) 2.33 2.86 2.62 20
PVC (Direct mounting) 2.15 2.51 2.31 16
What is first noticeable is that the majority of fractional bandwidths in each case
could be considered usable for wireless applications where 10% is a nominally useful
value. All of the simulated results are very similar between 27-29%. The measured
results differed slightly from the simulations, with the results for MDF giving higher
values, while the PVC bandwidths were lower for the measurements compared to
simulations. The bandwidths for the measurements range from 16-34%. Despite the
difference between the simulated and measured bandwidths, it is more important
that they match around the null frequency, rather than having similar upper and
lower frequencies at the point which they pass -10dB in the S11 patterns.
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7.1.5 Capacitive plate study
Due to the presence of two capacitive plates for the antenna being in such close
proximity with a separation of about 0.045mm, it was of interest to see if the end
caps present for this design had any bearing upon the results. An additional brief
simulated study was therefore conducted for the antenna with a Mylar substrate
(Figure 7.9) to observe if these end caps had any effect. In addition, the slots on
the lower ground plane were altered to be of identical width and length to the slot
dipole on the upper ground plane. The new patterns are shown in Figure 7.21.
In comparison with the original dimensions, as shown in Section 7.1.1, the length
(L1) and width (W1) remained unchanged, however, with the end caps this time
removed. The lower ground plane showed new dimensions with the length (L5) and
total width (W6) of the slots beneath the dipole at 4.1mm, and 72.4mm, respectively,
while the new length of the slot beneath the feedline (L4) was altered to 11mm. This
ensured that the length and overall width (the total width including both slots and
the gap between the feed) of the slots on the lower ground plane were identical to
the dimensions on the upper ground plane.
(a)
(b)
Figure 7.21: Altered dimensions for simulated Mylar antenna for (a) the upper
ground plane, and (b) the lower ground plane
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For this study, the simulated S11 parameters were shown for the new structure,
and compared alongside the original structure for the antenna with a Mylar sub-
strate, containing the end caps. The S11 plots are shown in Figure 7.22.
Figure 7.22: Simulated S11 for the altered structure with no end caps (Figure 7.21),
compared with the simulated S11 for the previous structure containing the end caps
(Figure 7.9)
As can be seen from the results, the design gives a similar plot to the original
study, however, with a slight shift in resonant frequency. It was perhaps expected
that due to the two capacitive ground planes being in such close proximity, the
end caps would have a negligible effect. This is not the case, since we see a slight
downshift in frequency when these end caps are removed. It could be that altering
the dimensions on the lower ground plane to be identical to the upper ground plane
slot configuration may have had an effect. In theory, however, this effect should have
also been negligible. One positive to take from this study is that removing the end
caps shifts the resonant frequency closer to the initial target frequency of 2.45GHz.
7.2 Conclusions
The feasibility of producing extremely low-profile composite polymer-battery an-
tenna devices for active short range systems such as Bluetooth has been indicated
by simulation. Material measurements of a candidate polymer sample indicate that
losses may not be prohibitively high, though further studies using appropriately
treated polymer samples will be required before validation with antenna structures.
This technology is proposed for use in short range location finding and security
applications where very low-profile or covert tags may be beneficial.
In addition to simulations, measurements were performed on a Mylar prototype
antenna with two ground planes and an ultra-thin substrate. The antenna was
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measured in free space, with S11 and farfield results obtained. The measured results
for the prototype compared well with the equivalent simulated design.
The antenna was then mounted on a variety of surfaces being MDF, PVC, copper
and flesh. The S11 patterns were measured in this case, and compared with simu-
lations. In each case, the antenna was measured with a 2.3mm separation between
the surface, by means of a polystyrene layer. This layer was then removed, allowing
the antenna to be mounted directly onto the chosen surface. For MDF and PVC,
all of the measured S11 patterns matched well with their equivalent simulations. As
expected, copper caused a significant degradation for the patterns, noticeably in
the measurements. This was not a surprise as we know that proximal metal planes
cause interference with the antenna performance. Meanwhile, a match could not be
obtained for when the antenna was mounted on flesh. This could be due to inaccu-
racies in the simulated dielectric parameters for human skin, or the measurements
themselves. Further measurements and simulations may be required in order to
investigate further.
Simulated and measured bandwidths were obtained and compared for the pro-
totype antenna, with values considered usable for wireless applications. Overall, the
measured and simulated results for the prototype indicate that we can design and
build a fully functioning antenna whereby two ground planes are in close proximity
as a result of an ultra-thin substrate, with usable bandwidths and efficiencies shown
throughout. Therefore, it is feasible for our integrated antenna-battery to be of an
ultra-thin design.
A final study focused on comparing the effect of the end caps of the slot dipole
upon the S11 patterns, for the ultra-thin Mylar prototype. This design involved
two capacitive plates in very close proximity due to a very thin substrate. It was
therefore anticipated that removing the end caps, as well as ensuring the slot dipole
configuration was identical for both the upper and lower ground planes, would have
a negligible impact on the S11 patterns. While the results were similar when com-
pared with the structure containing the end caps, a slight downshift in the resonant
frequency was observed for when the end caps were removed. This result was slightly
unexpected, however, removing the end caps did result in a shift closer to the initial
target frequency of 2.45GHz.
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Chapter 8
Conclusions and Future Work
In this study, a detailed analysis has been performed on both battery materials and
antenna systems, to determine their suitability as an integrated, compact, ultra-thin
component. By studying the systems separately, information can be obtained specif-
ically relating to the performance of these materials, indicating how the integrated
system may function.
In terms of the battery material, the system of choice being a mixed conducting
co-block polymer, PEDOT-PEG was studied in order to obtain information about
lithium coordination and lithium conduction properties. Detailed studies were also
performed on the pure polymers, PEG and PEDOT, to investigate properties such
as the physical characteristics and bond lengths.
For the antenna systems, a suitable design of antenna needed to be chosen, one
which could be easily mounted onto a battery substrate without significant reduction
in efficiency and bandwidth. Modifications were made to the simulated antenna in
order to assess performance using parameters associated with battery materials such
as conducting polymers. A prototype was also constructed using a Mylar substrate.
This prototype was then mounted onto a variety of surfaces, both computationally
and experimentally. Potential applications such as a printed antenna placed on
a wall require the antenna to maintain performance in the case of mounting onto
different surfaces.
8.1 Acetylene
With polyacetylene being considered a model material with regards to conducting
polymers, a detailed ab initio study was performed on the acetylene molecule. This
was predominantly a study of the effect of the dispersion correction using DFT func-
tionals (BLYP), along with an analysis of the electrostatic properties in acetylene.
The effect of hybridisation was also discussed, which involved introducing a certain
degree of Hartree-Fock exchange added to the DFT functional (B3LYP).
The dispersion correction, initially derived by Grimme was applied to two dif-
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ferent polymorphs of acetylene, namely the low temperature orthorhombic and high
temperature cubic structures. A newly derived method for the solid state was also
applied to the pure DFT BLYP functional. Lattice parameters and energies were
calculated. It was found that the cubic structure of acetylene was better repre-
sented by the BLYP and B3LYP functionals in terms of lattice parameters, with
Grimme’s dispersion correction (BLYP-D) and the newly derived solid state correc-
tion (BLYP-DS) underestimating these values. On the contrary, both the pure and
Grimme-corrected functionals (BLYP, B3LYP and BLYP-D) incorrectly modelled
the orthorhombic structure, resulting in a tetragonal structure instead. This was
corrected by the BLYP-DS method, which resulted in the expected orthorhombic
symmetry, along with a good agreement with the experimental values.
In the case of each polymorph, the pure functionals significantly overestimated
the lattice energies. The energies were improved noticeably with the BLYP-D ap-
proach, with further improvement shown by the newly derived BLYP-DS functional.
The orthorhombic structure in particular showed good agreement with experiments.
A study of the electron density using the pure BLYP functional showed an over-
delocalisation when the Grimme correction was applied, as seen in a Mulliken popu-
lation analysis and electron density distributions. The BLYP-DS approach localised
the electron delocalisation.
With electric field gradients known to be sensitive to the local structure as well as
electron density, quadrupole coupling constants (QCC) were calculated for the two
different types of atoms in acetylene (carbon and hydrogen). It was discovered that
the QCC values were method dependant, with the LDA and HF approaches shown
for comparison. LDA gave values similar to the BLYP and B3LYP functionals, while
HF showed an overestimation for the carbon atom and an underestimation for the
hydrogen atom. Comparing BLYP with BLYP-D and BLYP-DS, it was observed
that the dispersion correction had little effect on the QCC values. It was identified,
however, that the QCCs are influenced by the basis set, with an augmented method
resulting in a value of almost four times that of the original basis set in the case of
hydrogen. Meanwhile, the augmented method resulted in a value of approximately
double the original basis set in carbon.
In summary, the newly derived solid state dispersion correction improved most
of the properties calculated in this investigation. Having been derived by studying
the transferability of the BLYP-DS functional to other hydrogen-bonded systems,
it has demonstrated to perform either as well, or even better than the pure BLYP
and BLYP-D functionals.
This greater understanding of the electrostatic and lattice properties would prove
useful should polyacetylene have been chosen as a potential battery material. How-
ever, due to issues such as stability in a laboratory environment, other mixed con-
ducting polymers were pursued.
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8.2 Polymer Electrolytes - A study of both pure
and lithiated systems
With mixed conducting polymers of great interest for a non-metallic battery, due
to offering both electrical and ionic conductivity, PEDOT-PEG was chosen as a
good potential candidate material. The PEDOT phase of the polymer is known to
offer good electrical conductivity, while PEG is considered a model material with
regards to ionic conductivity. A theoretical study was conducted on this co-block
polymer, investigating its performance both as a pure and lithiated polymer. Two of
the known geometries of PEDOT-PEG, the multi-block and tri-block configuration,
were briefly compared, with the multi-block found to be marginally more stable.
Since experiments were performed using the multi-block geometry, the decision was
made to investigate this structure for the remainder of the simulations. In order
to understand how properties changed when forming the co-block polymer, studies
were also performed on the pure PEDOT and PEG polymer systems.
8.2.1 Pure Polymers
With Molecular Dynamics (MD) simulations being chosen to model these polymers,
a force field comparison was made. Two different approaches to constructing the
polymers were used, with the PCFF and COMPASS force fields being compared.
The PCFF force field was used in the DL POLY software, while the COMPASS
force field was used with Forcite, in the Materials Studio package. Initially, the
isolated chains were analysed, in terms of their physical shape and conformations.
Two different chain lengths were investigated (20 and 120 units for PEDOT and
PEG, 40 and 160 units for PEDOT-PEG), and it was found for the three different
polymers simulated, both force fields modelled the polymers in a similar fashion.
A further investigation of the pure polymers involved looking at the bond dis-
tribution for the 20 unit isolated chains and the amorphous systems. These plots
allowed the bond distances to be determined, along with the probability of finding
that bond in the system. For the isolated systems, the distribution was plotted for
every 1000ps of the simulation (with a total run time of 5000ps per system). It
was found that for the PCFF force field, there was no change after the first 1000ps
onwards in terms of the bond probability. On the contrary, minor differences were
obtained for COMPASS which were most apparent in PEG. This could possibly be
down to the polymer structure not folding up to the same extent with this simulation
approach. Furthermore, the systems constructed for use with the COMPASS force
field in Forcite had a straight chain starting structure, and were optimised using
the Forcite geometry optimisation procedure. Meanwhile, the systems in DL POLY
using the PCFF force field were built as a random polymer distribution and opti-
mised using a zero-temperature energy minimisation method. This resulted in the
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fact that the majority of the polymers folded up during the course of the simulation
with the exception of a 20 unit chain of PEG using the COMPASS force field.
The bond distances for the isolated 20 unit polymer chains and amorphous sys-
tems were compared with experiments. It was found that all the systems gave good
agreement with the experimental values.
A result of interest was a phase separation observed in PEDOT-PEG. For both
of the different chain lengths as well as each force field, it was evident that the
PEDOT and PEG phases of the co-block polymer preferred to remain separate
during the simulation. This behaviour is helpful in understanding how this polymer
may conduct electrons as well as lithium ions in the battery.
In addition, the mean square displacement (MSD) was calculated for the amor-
phous polymer chains. From these plots, the diffusion coefficient could be obtained
for the PEDOT, PEG and PEDOT-PEG polymer chains. It was discovered that
the PEG system had the highest rate of diffusion, with PEDOT-PEG resulting in
the lowest rate. This was deduced to be down to the PEG chains being the least
bulky, resulting in less steric hindrance, which in turn would facilitate diffusion.
A trend was identified between then number of atoms per polymer chain and the
diffusion coefficient. PEDOT-PEG, which showed the lowest rate of diffusion, had
the greatest number of atoms per chain, while PEG, which had the highest rate, in
turn, contained the smallest number of atoms per chain.
8.2.2 Lithiated Polymers
In order to investigate lithium conduction in mixed conducting polymers, both ab
initio calculations performed alongside experimental measurements, and MD simu-
lations were undertaken. The aim of the ab initio study was to investigate coordi-
nation sites of PEDOT-PEG. For comparison, the composite polymer PEDOT:PSS
was also investigated in this case. MD simulations were performed on PEG, PE-
DOT and then focusing on PEDOT-PEG, in order to analyse coordination numbers
and distances. The lithium diffusion coefficients were then obtained, which in turn
allowed the ionic conductivity to be calculated for these systems.
The pure and lithiated PEDOT-PEG and PEDOT:PSS polymers were investi-
gated using FTIR spectroscopy. Ab initio simulations were performed, with fre-
quency calculations used to help characterise the peaks on the IR spectra. In the
case of PEDOT-PEG, no change in the FTIR spectra was observed when lithium
ions were inserted into the polymer. A similar study showed that lithium was not
detected in FTIR spectra for chains of (PEG)n ≥ 20. This was assumed to be the
case also with PEDOT-PEG. A brief ab initio simulation was performed on a PEG
monomer, which confirmed that the lithium ion showed an affinity for the oxygen
atom, which is known to be a significant coordination centre in PEG. For the lithi-
ated IR spectrum of PEDOT:PSS, a second peak was observed experimentally, not
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seen in the pure PEDOT:PSS spectrum. By using ab initio calculations, it was
identified that this second peak was a result of the interaction of lithium with the
sulphonate group in the PSS phase of the polymer. Therefore, it was suggested that
this functional group in PSS acted as the preferred coordination site for lithium, in
the composite polymer PEDOT:PSS.
Using MD calculations, the radial distribution functions for the lithiated poly-
mers could be obtained. Two different salts were used for this study (LiI and LiCl).
Furthermore, a more detailed analysis was conducted on PEDOT-PEG whereby
different concentrations of each salt were used. The intention was to observe both
coordination numbers and distances for the Li-O separation in the polymer. Sepa-
rations of 2.23A˚ in PEG, 2.18A˚ in PEDOT and 2.23-2.28A˚ in PEDOT-PEG were
obtained. Coordination numbers of 4.4 and 8 were observed for PEG and PEDOT,
respectively. For differing concentrations of the salts in PEDOT-PEG, coordina-
tion numbers ranged from 0.3 up to 4.9. A decrease in Li-O coordination number
was observed with increasing lithium salt concentration, suggested to be due to ion
pairing.
In order to calculate the conductivity of the system, MSD plots were obtained
for the lithiated polymers. The diffusion coefficient obtained from these plots could
then be used to calculate the ionic conductivity. Again, PEG and PEDOT were
investigated using both the LiI and LiCl salts, with PEDOT showing diffusion coef-
ficients and conductivities a single order of magnitude higher than PEG. Both salts
in PEDOT gave similar results, while the LiI salt in PEG gave diffusion coefficients
twice those of the LiCl salt. The diffusion coefficients for PEG agreed well with
published calculated MD data, along with experimental NMR results. The diffusion
coefficients obtained for PEDOT-PEG were also found to agree well with published
results for PEG.
A conductivity study was then carried out using differing concentrations of salt
in the PEDOT-PEG co-block polymer. Both salts showed an overall decrease in
diffusion coefficient, stabilising at a value of around 1×10−12m2/s. The overall de-
crease of lithium conductivity in the PEDOT-PEG system could be related to the
degree of ion pairing, as previously observed for the RDF plots. With an increase
in the salt, it becomes more difficult for Li cations to avoid the I/Cl anions. With
increased ion pairing, lithium coordination, and thus conductivity becomes more
inhibited.
Despite PEG being considered a model material with regards to ionic conductiv-
ity, it is of interest to see that PEDOT actually gave a higher diffusion coefficient,
conductivity and coordination number than both PEG and PEDOT-PEG in the
case of a single lithium salt. While this result is inconclusive due to only a single
lithium ion being present, it could be that the way in which oxygen atoms are dis-
tributed in the PEDOT chains may be preferable for hosting lithium cations. With
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two oxygen atoms per monomer unit, it is possible that lithium may coordinate in
a way that involves both of the oxygen atoms in a unit, or perhaps coordinating
between two oxygen atoms from neighbouring PEDOT units. Furthermore, it is
also possible that due to a bulkier structure overall, the arrangement of the PEDOT
chains may even inhibit ion pairing to a certain degree.
8.3 Antenna simulations and measurements
Simulations were performed in order to design a suitable antenna to be integrated
with a battery. The simulations demonstrated the possibility of creating a fully inte-
grated system which could function in the Microwave band using potential battery
material properties from published literature. A coplanar waveguide slot dipole an-
tenna was designed, since slot antennas can function with much thinner substrates
compared to microstrip patch antennas. Despite relatively lossy substrates, which
would be more closely associated with a solid state battery, reasonable gains and
efficiencies could be obtained, along with wide bandwidth.
A study was undertaken to assess antenna performance at lower ground plane
conductivities, which would be more closely associated with polymer electrolytes.
The study showed that antenna performance could be maintained down to ground
plane conductivities of 5.8×102 S/m. This result is promising in the case of designing
a non-metallic battery.
Since current collectors in a solid state battery would be present both on the top
and bottom of the structure, as demonstrated in Nagatomo’s polyacetylene battery,
a second ground plane was added underneath the antenna structure and simulated.
With slots also cut into the bottom current collector/ground plane, good bandwidth
values could be obtained. As stated previously, an ultra low-profile integrated system
is highly desirable. The substrate thickness for the designed antenna was reduced
to a value of 0.3mm. Additional parameters of ionic conductivity and relative per-
mittivity were taken from the literature and applied to the model. Once again, a
good bandwidth and usable efficiency was obtained.
Farfield studies were also undertaken, investigating what effect the slot width
beneath the dipole on the lower ground plane had on the radiation patterns. The
effect of the loss tangent of the substrate was also observed. It was shown that the
efficiency decreased as the slot beneath the dipole was reduced, while increasing the
substrate loss would also lead to a reduction in efficiency, which is expected.
The Bluetooth frequency (2.4GHz) provided one potential application for the
antenna. The model was adjusted in order to function at this frequency. Fur-
thermore, permittivity and dielectric loss measurements performed on a sample of
PEDOT:PSS were applied to the antenna model, which suggested that the losses
may not be as high as expected, with reasonable bandwidths and usable efficiencies
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obtained.
The simulations were complimented with measurements performed on a Mylar
prototype, consisting of two ground planes. The S11 and farfield measurements
compared well with the equivalent simulations in this case. In addition to being
measured in free space, the antenna was mounted onto a variety of surfaces including
MDF, PVC, copper and flesh. The antenna demonstrated a good match between
simulation and measurement in terms of the S11 patterns in the case of MDF and
PVC. Copper, as expected, resulted in significant degradation of the patterns, which
relates back to the original problem regarding antenna performance in the presence
of a metallic plane. A match was unable to be achieved between simulation and
experiment in the case of flesh, which could be due to inaccuracies in the dielectric
parameters used in the simulation.
A study of capacitance was carried out with the theory that by having two
capacitive plates in very close proximity to each other, the effect of the end caps
in the slot dipole would be negligible, and thus could be removed. However, the
results of this study showed that removing the end caps, along with ensuring that
the upper and lower ground planes had matching overall dimensions, resulted in a
slight downshift in the resonant frequency.
Overall, the results demonstrated that a fully functioning antenna with two
ground planes very close together and an ultra-thin substrate could be both simu-
lated and synthesised. Therefore, it is feasible for the integrated antenna-battery to
be of ultra-thin design without significant degradation with regards to both band-
width and efficiency.
8.4 Summary of conclusions
Overall, the results of this study show that polymer electrolytes, particularly PEDOT-
PEG provide a good potential alternative for use in a non-metallic solid state battery.
With conductivity values comparing well with that observed in PEG experimentally,
PEDOT-PEG may well be a suitable mixed conducting polymer in a non-metallic
battery. A suitable antenna design for integration with a battery has been simu-
lated, with a prototype also measured. These results indicate that an antenna can
function using parameters associated with battery materials, while still maintaining
usable efficiencies. Furthermore, the antenna can be structured in a way that more
closely resembles a solid state battery, such as having two ground planes, and an
ultra-thin substrate. Overall, the results suggest that the non-metallic integrated
antenna-battery design is feasible, and with further investigation, a more realistic
prototype can be fabricated in the near future.
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8.5 Future work
With regards to the polymers, larger chains lengths could be investigated in each
case. So far, the maximum chain length analysed was 160 units in PEDOT-PEG.
With the ability to simulate much larger chains, these results would be more com-
parable with experimental systems. It is also of interest to see if the same physical
characteristics would be observed. Particularly in the case of PEDOT-PEG, it would
be of great interest to see if phase separation still occurs for much larger systems.
In the case of lithium insertion, a more extensive study on the PEDOT system
could be undertaken. It was observed that for the case of a single lithium ion,
PEDOT demonstrated a noticeably higher coordination number and conductivity
than PEG. It would be interesting to see if this remained the case with increasing
concentrations of the LiI and LiCl salts.
Furthermore, due to the extent of ion pairing seen in the PEDOT-PEG system,
a larger salt such as LiBF4 or LiPF6 would be interesting to analyse. Since these
anions will not bind as strongly to lithium, compared to individual iodine or chlorine
anions, the extent of ion pairing may be significantly reduced. In turn, this may lead
to increased Li-O coordination since more lithium ions will likely be coordinating
to oxygen as opposed to the counterion. As a result, diffusion would potentially
increase, leading to higher conductivities.
With the multi-block geometry of PEDOT-PEG having been investigated, it
would be useful to see how the tri-block structure compares. Experimentally, the
tri-block structure is known to have higher electrical conductivities. It would be
interesting to observe how the ionic conductivity compares, along with physical
properties such as phase separation.
In addition to PEDOT-PEG, PEDOT:PSS is also a good potential candidate
in a non-metallic battery, having demonstrated good electrical conductivity values
in laboratory environments. It would also be useful to investigate this polymer in
terms of ionic conductivity, both computationally and experimentally. As well as
PEDOT:PSS, other co-block polymers could be analysed.
Ab initio calculations could be undertaken on the polymers. This would allow
us to calculate properties such as permittivity, which would be useful in terms of
predicting how the antenna may behave. The calculated polymer permittivity could
be used in the antenna simulations to observe how the bandwidths and efficiencies
may change.
With regards to the antenna, the next stage would be to design a prototype in
which the Mylar substrate is replaced with a conducting polymer such as PEDOT-
PEG or PEDOT:PSS. It is highly desirable to see if this prototype will give usable
results with a design closer to a solid state battery. Since we expect a polymer
substrate to be more lossy, a reduction in efficiency should be anticipated. Further
tests could also be conducted to obtain a match between simulation and experiment
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when the antenna is mounted on flesh. Since there is increasing interest in antennas
placed directly onto human skin, even in the form of tattoos, designing an antenna






Zebedde requires several input files of its own to build a polymer chain. Firstly, a
CAR file (Obtained from Materials Studio - see Appendix A.2) of the monomer unit
needs to be created. This is the seed and will define the atomic structure of the
monomer along with a point of attachment, which is where Zebedde is instructed to
grow the polymer chain from on the repeat unit.
In the CAR file, the atomic labels and coordinates are displayed, along with the
force field, atom type and electron charge. Here, the hydrogen atom types, HA and
HB, represent the points of attachment from which further monomer units can grow
in Zebedde to form a polymer. These HA/HB atoms are essentially removed to form
a C-C bond between the C atoms of different fragments. As well as the monomer
unit, a CAR file is required for the fragment of the repeat unit to be grown from
the seed. This has exactly the same format as the seed molecule. A separate file is
also necessary to define the periodic boundary conditions to be used in the building
process. A force field file is also used in order to assign the force field to the newly
built polymer chains.
At each stage of the building process (for each new monomer unit added to
the chain), an ARC file is created. This file is important as it defines the atomic
structure of the polymer for each chain length, along with the force field parameters,
as instructed by Zebedde. ARC files can be opened in the Materials Studio package,
which is described below.
A.2 Materials Studio
Materials Studio [160] is a package that creates a complete modelling and simulation
environment, allowing researchers to investigate a large range of materials, and
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analyse their properties and behaviour. It is suited for many different applications
such as pharmaceuticals, catalysts and polymers. Many different simulation tools
are available to the user, such as the Discover and Forcite programs. Figure A.1
shows an example of a PEDOT monomer in the Materials Studio interface.
Figure A.1: Example of a PEDOT monomer unit created in Materials Studio
A.3 Discover
Discover is a simulation engine used in Materials Studio [254]. It uses a wide range of
molecular mechanics and dynamics methodologies which are applicable to molecular
design. It uses a derived force field as its foundation, and is useful for computing
minimum energy conformations as well as families of structural and dynamical tra-
jectories of molecular systems. It can support a variety of simulation strategies, for
example, simulation of crystalline or amorphous solid state systems with periodic
boundary conditions.
In our case, Discover is used in order to assign the PCFF force field to polymers.
It is simply activated in the Materials Studio software by selecting the setup menu
on the Discover section and choosing the force field to assign. Other options such
as CVFF and COMPASS are also available.
After the process is complete, the resulting output structure will have the force
field assigned to the model, and can be exported into a variety of file formats for
use with other programs.
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A.4 Forcite
Forcite plus is used via the Materials Studio interface and from the Forcite menu,
the type of calculation can be selected. For example, a geometry optimisation can
be used so that the structure is at its minimum energy. A variety of optimisation
algorithms can be used. After this is performed, a molecular dynamics simulation
can be run on the system of choice, using a range of dynamics ensembles, thermostats
and barostats. Run settings can be altered such as the timestep, number of steps
and system temperature.
Once the simulation has been run for the specified number of steps, the output
files are stored in a Materials Studio project. The Forcite plus analysis tools can be
used to obtain a wide range of information and results, such as the mean square dis-
placement (MSD), radial distribution function (RDF) and velocity autocorrelation
function (VAF), allowing the user to gain an understanding into what is occurring
in the molecular system.
A.5 dl poly prep
The dl poly prep code is an in-house utility [255], which can be used to convert CAR
files of polymers obtained from Zebedde into DL POLY input files. A CONFIG and
FIELD file are created from the CAR file input, ensuring that the atomic coordinates
are correct, with the periodic boundary applied, as well as ensuring that the force
field selected by the user is assigned.
This utility requires several files for the conversion to take place. Firstly, the
CAR file of the polymer to simulate must be present. As Zebedde creates ARC
files, the best procedure is to import these files into Materials Studio first of all.
Here, the ARC file can be opened and edited if the user deems it necessary, such
as adding atoms to terminate the polymer chain. The Discover module is used to
reassign the force field, ensuring that the system is charge neutral. The ARC file
can be exported as a CAR file. The code requires the force field file that was used
in Zebedde to ensure that it can be assigned to the new FIELD file in DL POLY.
After running the code, the two output files obtained are the CONFIG and
FIELD files, which are then able to be used with DL POLY to perform MD simula-
tions. dl poly prep was chosen in this case due to its rapid conversion of these files
from Zebedde, as well as its simplicity in terms of usage.
A.6 XCrySDen
The software package XCrySDen [256] was used primarily for ensuring that the
CRYSTAL09 input files were correct, by showing the resulting crystal structure. It
was also used in order to insert lithium ions into the monomer/polymer structures
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used in Chapter 5. XCrySDen allows the user to manipulate the position of the ions,
placing them ideally near a coordination centre such as an oxygen atom. Figure A.2
shows an example of lithium inserted into a PEG monomer input structure in the
XCrySDen interface.
Figure A.2: Example of a lithium ion inserted into a PEG monomer in XCrySDen
A.7 GDIS
In order to insert lithium ions into the polymer structures (See Chapter 5), a package
called GDIS (Graphical Display Interface for Structures) [257] was used. The CAR
files created in Materials Studio were imported, and for the resulting structure, both
lithium ions and either chlorine or iodine anions could be inserted. The program
also allowed manipulation of the ion positions which was useful for smaller ion
concentrations where it was desirable to place cations closer to oxygen and anions
further apart from the cations. Figure A.3 shows an example of PEDOT-PEG with
lithium and iodine ions inserted into the structure in GDIS.
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Figure A.3: Example of PEDOT-PEG with ions inserted in GDIS
A.8 Viewing simulation output
A.8.1 MDPREP
In order to visualise MD simulation output ran in DL POLY, a code known as
mdprep [258] could be used. This simply required the HISTORY file from the
completed simulation as its input. In this situation, the code was used in order
to obtain the ARC files for the simulation, which then allowed the trajectory to
be analysed in Materials Studio. This trajectory could be animated so that the
structure at each frame of the calculation could be viewed, allowing us in particular
to look at the shape and structure of the polymer along with bond lengths. The
trajectory could also be analysed using Forcite, which allows us to view statistics
such as the bond distribution. Using these ARC files, the resulting structure at the
end of the simulation was visualised.
A.8.2 J-ICE
Here, the online resource known as J-ICE [220] was used in order to view CRYS-
TAL09 output files. J-ICE uses a Java interface, and can load a multitude of differ-
ent output files such as CRYSTAL09 and XYZ files. Particular uses in this project
were to view the geometry optimisation animations, which show how the structure
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changes as the simulation progresses. This was particularly useful when analysing
the position of lithium in polymers. Also, simulated FTIR frequencies could be
viewed for a model, which can then be compared to experimental data. These fre-
quencies could also be animated, showing how the structure moves and conforms at
a particular frequency. Figure A.4 shows an example of a lithium ion interacting
with a polystyrene sulphonate (PSS) monomer in J-ICE.
Figure A.4: Lithium ion interacting with PSS monomer in J-ICE
A.8.3 Visual Molecular Dynamics (VMD)
VMD [259] is a tool which allows the user to view a variety of different Molecular
Dynamics output. In this case, it was used mainly to view DL POLY output to
assess lithium coordination in polymers. It uses a HISTORY file in order to load the
trajectory, with which the frame by frame output could be viewed as an animation.
Other useful features included the ability to view atomic distances, which gave an
early indication into what potential ion coordination distances may be. Figure A.5
shows an example of a PEDOT-PEG polymer in VMD.
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Figure A.5: PEDOT-PEG in VMD
A.8.4 analyse hist
analyse hist is a routine which can carry out various forms of analysis on DL POLY
OUTPUT and HISTORY files [260]. In this project, it was used primarily to obtain
the mean square displacement (MSD) plots for the polymers. It also requires the
FIELD file used for the simulation input in order to determine how the atoms
are grouped in the molecules. In order to use analyse hist, a specific input file is
required. In this file, the names of the HISTORY, OUTPUT and FIELD files are
defined. In addition, the time frame (referred to as T1) for the simulation needs to
be calculated. This is the time in picoseconds between each frame in the HISTORY
file, multiplied by the simulation timestep.
For obtaining the MSD plot from the simulation, the plot range must be specified.
This generally begins with the time frame value. The final value in the range (defined
as T2) is usually around half of the total time of the HISTORY file. This allows
for multiple time origins. Finally, the molecule type, as defined in the HISTORY
and FIELD files must be chosen. This is the type of molecule with which the MSD
analysis is carried out upon. Multiple molecular types can be defined in this case.
For example, if Li+ is defined as molecule 2 in the FIELD file, then a value of 2 is
chosen in the analyse hist input file.
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