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UNBOUNDED CRITICAL POINTS FOR A CLASS OF LOWER
SEMICONTINUOUS FUNCTIONALS
BENEDETTA PELLACCI AND MARCO SQUASSINA
Abstract. In this paper we prove existence and multiplicity results of unbounded
critical points for a general class of weakly lower semicontinuous functionals. We
will apply a nonsmooth critical point theory developed in [10, 12, 13] and applied
in [8, 9, 20] to treat the case of continuous functionals.
1. Introduction
In this paper we prove existence and multiplicity results of unbounded critical
points for a class of weakly lower semicontinuous functionals. Let us consider Ω a
bounded open set in RN (N > 3) and define the functional f : H10 (Ω)→ R ∪ {+∞}
by
f(u) =
∫
Ω
j(x, u,∇u) −
∫
Ω
G(x, u),
where j(x, s, ξ) : Ω × R× RN → R is a measurable function with respect to x for all
(s, ξ) ∈ R×RN , and of class C1 with respect to (s, ξ) for a.e. x ∈ Ω. We also assume
that for almost every x in Ω and every s in R
(1.1) the function
{
ξ 7→ j(x, s, ξ)} is strictly convex.
Moreover, we suppose that there exist a constant α0 > 0 and a positive increasing
function α ∈ C(R) such that the following hypothesis is satisfied for almost every
x ∈ Ω and for every (s, ξ) ∈ R× RN
(1.2) α0|ξ|2 6 j(x, s, ξ) 6 α(|s|)|ξ|2.
The functions js(x, s, ξ) and jξ(x, s, ξ) denote the derivatives of j(x, s, ξ) with respect
of the variables s and ξ respectively. Regarding the function js(x, s, ξ), we assume
that there exist a positive increasing function β ∈ C(R) and a positive constant R
such that the following conditions are satisfied almost everywhere in Ω and for every
ξ ∈ RN :
(1.3)
∣∣js(x, s, ξ)∣∣ 6 β(|s|)|ξ|2, for every s in R,
(1.4) js(x, s, ξ)s > 0, for every s in R with |s| > R.
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Let us notice that from (1.1) and (1.2) it follows that jξ(x, s, ξ) satisfies the follo-
wing growth condition (see Remark 4.1 for more details)
(1.5)
∣∣jξ(x, s, ξ)∣∣ 6 4α(|s|)|ξ|.
The function G(x, s) is the primitive with respect to s such that G(x, 0) = 0 of a
Carathe´odory (i.e. measurable with respect to x and continuous with respect to s)
function g(x, s). We will study two different kinds of problems, according to different
nonlinearities g(x, s), that have a main common feature. Indeed, in both cases we
cannot expect to find critical points in L∞(Ω). In order to be more precise, let us
consider a first model example of nonlinearity and suppose that there exists p such
that
(1.6) g1(x, s) = a(x)arctgs+ |s|p−2s, 2 < p < 2N
N − 2 , a(x) ∈ L
2N
N+2 (Ω), a(x) > 0.
Notice that from hypotheses (1.2) and (1.6) it follows that f is weakly lower semi-
continuous on H10 (Ω). We will also assume that
(1.7) lim
|s|→+∞
α(|s|)
|s|p−2 = 0.
Condition (1.7), together with (1.2), allows f to be unbounded from below, so that we
cannot look for a global minimum. Moreover, notice that g(x, s) is odd with respect to
s, so that it would be natural to expect – if j(x,−s,−ξ) = j(x, s, ξ) – the existence of
infinitely many solutions as in the semilinear case (see [1]). Unfortunately, we cannot
apply any of the classical results of critical point theory, because our functional f
is not of class C1 on H10 (Ω). Indeed, notice that
∫
Ωj(x, v,∇v) is not differentiable.
More precisely, since jξ(x, s, ξ) and js(x, s, ξ) are not supposed to be bounded with
respect to s, the terms jξ(x, u,∇u) · ∇v and js(x, u,∇u)v may not be L1(Ω) even
if v ∈ C∞0 (Ω). Notice that if js(x, s, ξ) and jξ(x, s, ξ) were supposed to be bounded
with respect to s, f would be Gateaux derivable for every u in H10 (Ω) and along any
direction v ∈ H10 (Ω) ∩ L∞(Ω) (see [2], [8], [9], [19], [20] for the study of this class
of functionals). While in this case, for every u ∈ H10 (Ω), f ′(u)v does not exist even
along directions v ∈ H10 (Ω) ∩ L∞(Ω).
In order to deal with the Euler equation of f let us define the following subspace
of H10 (Ω) for a fixed u in H
1
0 (Ω).
(1.8) Wu =
{
v ∈ H10 (Ω) : jξ(x, u,∇u) · ∇v ∈ L1(Ω), js(x, u,∇u)v ∈ L1(Ω)
}
.
We will see that Wu is dense in H
1
0 (Ω), and we give the following definition of a
generalized solution
Definition 1.1. Let Λ ∈ H−1(Ω) and assume (1.1), (1.2), (1.3). We say that u is a
generalized solution of{
− div (jξ(x, u,∇u)) + js(x, u,∇u) = Λ in Ω,
u = 0 on ∂Ω,
if u ∈ H10 (Ω) and it results
jξ(x, u,∇u) · ∇u ∈ L1(Ω), js(x, u,∇u)u ∈ L1(Ω),∫
Ω
jξ(x, u,∇u) · ∇v +
∫
Ω
js(x, u,∇u)v = 〈Λ, v〉 ∀ v ∈Wu.
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We will prove the following result.
Theorem 1.2. Assume conditions (1.1), (1.2), (1.3), (1.4), (1.6), (1.7). Moreover,
suppose that there exist R′, δ > 0 such that
|s| > R′ =⇒ pj(x, s, ξ) − js(x, s, ξ)s− jξ(x, s, ξ) · ξ > δ|ξ|2(1.9)
for a.e. x ∈ Ω and for all (s, ξ) ∈ R× RN . Then, if
j(x,−s,−ξ) = j(x, s, ξ),
there exists a sequence {uh} ⊂ H10 (Ω) of generalized solutions of
(P1)
{
− div (jξ(x, u,∇u)) + js(x, u,∇u) = g1(x, u) in Ω,
u = 0 on ∂Ω,
with f(uh)→ +∞.
In the nonsymmetric case we consider a different class of nonlinearities g(x, s). A
simple model example can be the following
(1.10)
g2(x, s) = d(x)arctg(s
2) + |s|p−2s, 2 < p < 2N
N − 2 , d(x) ∈ L
N
2 (Ω), d(x) > 0.
We will prove the following result.
Theorem 1.3. Assume conditions (1.1), (1.2), (1.3), (1.4), (1.7), (1.9), (1.10).
Then there exists a nontrivial generalized solution of the following problem
(P2)
{
− div (jξ(x, u,∇u)) + js(x, u,∇u) = g2(x, u) in Ω,
u = 0 on ∂Ω,
Since the functions α(|s|) and β(|s|) in (1.2) and (1.3) are not supposed to be
bounded, we are dealing with integrands j(x, s, ξ), which may be unbounded with
respect to s. This class of functionals has also been treated in [3], [4] and [5]. In these
papers the existence of a nontrivial solution u ∈ L∞(Ω) is proved when g(x, s) =
|s|p−2s. Note that, in this case it is natural to expect solutions in L∞(Ω). In order
to prove the existence result, in [4] and [5], a fundamental step is to prove that every
cluster point of a Palais-Smale sequence belongs to L∞(Ω). That is, to prove that
u is bounded before knowing that it is a solution. Notice that if u is in L∞(Ω)
and v ∈ C∞0 (Ω) then jξ(x, u,∇u) · ∇v and js(x, u,∇u)v are in L1(Ω). Therefore, if
g(x, s) = |s|p−2s, it would be possible to define a solution as a function u ∈ L∞(Ω)
that satisfies the equation associated to (P1) (or (P2)) in the distributional sense.
In our case the function a(x) in (1.6) belongs to L2N/(N+2)(Ω), so that we can only
expect to find solutions in H10 (Ω). In the same way, the function d(x) in (1.10) is in
LN/2(Ω) and also in this case the solutions are not expected to be in L∞(Ω). For
these reasons, we have given a definition of solution weaker than the distributional
one and we have considered the subspace Wu as the space of the admissible test
functions. Notice that if u ∈ H10 (Ω) is a generalized solution of problem (P1) (or
(P2)) and u ∈ L∞(Ω), then u is a distributional solution of (P1) (or (P2)).
We want to stress that we have considered here particular nonlinearities (i.e. g(x, s) =
g1,2(x, s)) just to present - in a simple case - the main difficulties we are going to
tackle. Indeed, Theorems 1.2 and 1.3 will be proved as consequences of two general
results (Theorems 2.1 and 2.3). In order to prove these general results we will use
an abstract critical point theory for lower semicontinuous functionals developed in
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[10, 12, 13]. So, first we will show that the functional f can be studied by means
of this theory (see Theorem 3.11). Then, we will give a definition of a Palais-Smale
sequence {un} suitable to this situation (Definition 6.3), and we will prove that un
is compact in H10 (Ω) (Theorems 5.1 and 6.9). In order to do this we will follow the
arguments of [8, 9, 19, 20] where the case in which α(s) and β(s) are bounded is
studied. In our case we will have to modify the test functions used in these papers
in order to prove our compactness result. Indeed, here the main difficulty is to find
suitable approximations of un that belong to Wun , in order to choose them as test
functions. For this reason a large amount of work (Theorems 4.7, 4.8, 4.9 and 4.10) is
devoted to find possible improvements of the class of allowed test functions. Finally,
in Section 7 we will prove a summability result concerning the solutions.
The paper is organized as follows.
In Section 2 we define our general functional, we set the general problem (Problem
(P )) that we will study and we state the main existence results that we will prove.
In Section 3 we recall (from [10], [12] and [13]) the principal abstract notions and
results that we will apply. Moreover, we will study the functional J : H10 (Ω) →
R ∪ {+∞} defined by
J(v) =
∫
Ω
j(x, v,∇v),
and we will prove (see Theorem 3.11) that J satisfies a fundamental condition (con-
dition (3.3)) required in order to apply all the abstract results of Section 3.
In Section 4 we find the conditions under which we can compute the directional deri-
vatives of J (Proposition 4.4). Then, we will prove a fundamental inequality regarding
the directional derivatives (Proposition 4.5). Moreover, we will prove some Brezis–
Browder ([7]) type results (see Theorems 4.7, 4.8, 4.9, 4.10). These results will be
important when determining the class of admissible test functions for Problem (P ).
In particular, in Theorem 4.9 and 4.10 we study the conditions under which we can
give a distributional interpretation of Problem (P ).
In Section 5 we will prove a compactness result for J (Theorem 5.1). This Theorem
will be used to prove that f satisfies our generalized Palais–Smale condition.
In Section 6 we will give the proofs of our general results 2.1 and 2.3 . Then, we will
prove Theorems 1.2 and 1.3.
Finally, in Section 7 we will prove a summability result (Theorem 7.1) for a generalized
solution in dependence of the summability of the function g(x, s).
2. General Setting and Main Results
Let us consider Ω a bounded open set in RN (N > 3). Throughout the paper, we
will denote by ‖ · ‖p, ‖ · ‖1,2 and ‖ · ‖−1,2 the standard norms of the spaces Lp(Ω),
H10 (Ω) and H
−1(Ω) respectively.
Let us define the functional J : H10 (Ω)→ R ∪ {+∞} by
(2.1) J(v) =
∫
Ω
j(x, v,∇v),
where j(x, s, ξ) satisfies hypotheses (1.1), (1.2), (1.3), (1.4). We will prove existence
and multiplicity results of generalized solutions (see Definition 1.1) of the problem
(P )
{
− div (jξ(x, u,∇u)) + js(x, u,∇u) = g(x, u) in Ω,
u = 0 on ∂Ω.
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In order to do this, we will use variational methods, so that we will study the fun-
ctional f : H10 (Ω)→ R ∪ {+∞} defined by
f(v) = J(v)−
∫
Ω
G(x, v),
where G(x, s) =
∫ s
0 g(x, t)dt is the primitive of the Carathe´odory function g(x, s).
In order to state our multiplicity result let us suppose that g(x, s) satisfies the
following conditions.
Assume that for every ε > 0 there exists aε ∈ L
2N
N+2 (Ω) such that
(2.2) |g(x, s)| 6 aε(x) + ε|s|
N+2
N−2
for a.e. x ∈ Ω and every s ∈ R. Moreover, there exist p > 2 and functions
a0(x), a(x) ∈ L1(Ω), b0(x), b(x) ∈ L
2N
N+2 (Ω) and k(x) ∈ L∞(Ω) with k(x) > 0
almost everywhere, such that
pG(x, s) 6 g(x, s)s + a0(x) + b0(x)|s|,(2.3)
G(x, s) > k(x)|s|p − a(x)− b(x)|s|,(2.4)
for a.e. x ∈ Ω and every s ∈ R (the constant p is the same of the one in (1.9)).
In this case we will prove the following result.
Theorem 2.1. Assume conditions (1.1), (1.2), (1.3), (1.4), (1.7), (1.9), (2.2), (2.3),
(2.4). Moreover, let
(2.5) j(x,−s,−ξ) = j(x, s, ξ), g(x,−s) = −g(x, s),
for a.e. x ∈ Ω and every (s, ξ) ∈ R×RN . Then there exists a sequence {uh} ⊂ H10 (Ω)
of generalized solutions of problem (P ) with f(uh)→ +∞.
Remark 2.2. In the classical results of critical point theory different conditions from
(2.2), (2.3) and (2.4) are usually supposed. Indeed, as a growth condition on g(x, s)
it is assumed that
(2.6) |g(x, s)| 6 a(x) + b|s|σ−1, 2 < σ < 2N
N − 2 , b ∈ R
+, a(x) ∈ L 2NN+2 (Ω).
Note that (2.6) implies (2.2). Indeed, suppose that g(x, s) satisfies (2.6), then Young
inequality implies that (2.2) is satisfied with aε(x) = a(x) + C(b, ε).
Moreover, as a superlinear condition it is usually assumed that there exist p > 2 and
R > 0 such that
(2.7) 0 < pG(x, s) 6 g(x, s)s, for every s, with |s > R.
Note that this condition is stronger than conditions (2.3), (2.4). Indeed, suppose that
g(x, s) satisfies (2.7) and notice that this implies that there exists a0 ∈ L1(Ω) such
that
pG(x, s) 6 g(x, s)s + a0(x), for every s in R.
Then (2.3) is satisfied with b0(x) ≡ 0. Moreover, from (2.7) we deduce that there
exists a(x) ∈ L1(Ω) such that
G(x, s) >
1
Rp
min{G(x,R), G(x,−R), 1}|s|p − a(x).
then also (2.4) is satisfied.
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In order to state our existence result in the nonsymmetric case, assume that the
function g satisfies the following condition
|g(x, s)| 6 a1(x)|s|+ b|s|σ−1,(2.8)
2 < σ <
2N
N − 2 , a1(x) ∈ L
N
2 (Ω), b ∈ R+.
We will prove the following result.
Theorem 2.3. Assume conditions (1.1), (1.2), (1.3), (1.4), (1.7), (1.9), (2.3), (2.4),
(2.8). Moreover, let
(2.9) lim
s→0
g(x, s)
s
= 0 a.e. in Ω.
Then there exists a nontrivial generalized solution of the problem (P ).
In addition, there exist ε > 0 such that for every Λ ∈ H−1(Ω) with ‖Λ‖−1,2 < ε the
problem
(PΛ)
{
− div (jξ(x, u,∇u)) + js(x, u,∇u) = g(x, u) + Λ in Ω,
u = 0 on ∂Ω,
has at least two generalized solutions u1, u2 with f(u1) 6 0 < f(u2).
Remark 2.4. Notice that, in order to have g(x, v)v ∈ L1(Ω) for every v ∈ H10 (Ω), the
function a1(x) has to be in L
N
2 (Ω). Nevertheless, also in this case we cannot expect to
find bounded solution of problem (P ). The situation is even worse in problem (PΛ),
indeed in this case we can only expect to find solutions that belong to H10 (Ω)∩dom(J).
Remark 2.5. Notice that condition (2.8) implies (2.2). Indeed, suppose that g(x, s)
satisfies (2.8). Then Young inequality implies that for every ε > 0 we have
|g(x, s)| 6 β(ε)(a1(x))
N+2
4 + ε|s|N+2N−2 + γ(ε, b),
where β(ε) and γ(ε, b) are positive constants depending on ε, b. Now, since a1(x) ∈
L
N
2 (Ω), it results
aε(x) :=
(
β(ε)(a1(x))
N+2
4 + γ(ε, b)
)
∈ L 2NN+2 (Ω),
so (2.2) holds.
3. Abstract results of critical point theory
In this section we will recall the principal abstract notions and results that we
will use in the sequel. We refer to [10], [12] and [13], where this abstract theory is
developed.
Moreover, we will prove that our functional f satisfies a fundamental condition
(see condition (3.3) and Theorem 3.11) requested to apply the abstract results.
Let X be a metric space and let f : X → R ∪ {+∞} be a lower semicontinuous
function. We set
dom(f) = {u ∈ X : f(u) < +∞} , epi (f) = {(u, η) ∈ X × R : f(u) 6 η} .
The set epi (f) is endowed with the metric
d ((u, η), (v, µ)) =
(
d(u, v)2 + (η − µ)2)1/2 .
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Let us define the function Gf : epi (f)→ R by
(3.1) Gf (u, η) := η.
Note that Gf is Lipschitz continuous of constant 1.
From now on we denote with B(u, δ) the open ball of center u and of radius δ.
Let us recall the definition of the weak slope for a continuous function introduced in
[10, 12, 15, 16].
Definition 3.1. Let X be a complete metric space, g : X → R be a continuous
function, and u ∈ X. We denote by |dg|(u) the supremum of the real numbers σ in
[0,+∞) such that there exist δ > 0 and a continuous map
H : B(u, δ) × [0, δ]→ X,
such that, for every v in B(u, δ), and for every t in [0, δ] it results
d(H(v, t), v) 6 t,
g(H(v, t)) 6 g(v) − σt.
The extended real number |dg|(u) is called the weak slope of g at u.
According to the previous definition, for every lower semicontinuous function f
we can consider the metric space epi (f) so that the weak slope of Gf is well defined.
Therefore, we can define the weak slope of a lower semicontinuous function f by using
|dGf |(u, f(u)). More precisely, we have the following definition.
Definition 3.2. For every u ∈ dom(f) let
|df |(u) =

|dGf |(u, f(u))√
1− |dGf |(u, f(u))2
if |dGf |(u, f(u)) < 1,
+∞ if |dGf |(u, f(u)) = 1.
The previous notions allow us to give the following definitions.
Definition 3.3. Let X be a complete metric space and f : X → R ∪ {+∞} a lower
semicontinuous function. We say that u ∈ dom(f) is a (lower) critical point of f if
|df |(u) = 0. We say that c ∈ R is a (lower) critical value of f if there exists a (lower)
critical point u ∈ dom(f) of f with f(u) = c.
Definition 3.4. Let X be a complete metric space, f : X → R ∪ {+∞} a lower
semicontinuous function and let c ∈ R. We say that f satisfies the Palais–Smale
condition at level c ((PS)c in short), if every sequence {un} in dom(f) such that
|df |(un) → 0,
f(un) → c,
admits a subsequence {unk} converging in X.
For every η ∈ R, let us define the set
(3.2) fη = {u ∈ X : f(u) < η}.
The following result gives a criterion to obtain a lower estimate of |df |(u). For the
proof see [12].
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Proposition 3.5. Let f : X → R∪{+∞} be a lower semicontinuous function defined
on a complete metric space, and let u ∈ dom(f). Let us assume that there exist δ > 0,
η > f(u), σ > 0 and a continuous function H : B(u, δ) ∩ fη × [0, δ]→ X such that
d(H(v, t), v) 6 t, ∀ v ∈ B(u, δ) ∩ fη,
f(H(v, t)) 6 f(v)− σt, ∀ v ∈ B(u, δ) ∩ fη.
Then |df |(u) > σ.
We will also use the notion of equivariant weak slope (see [9]).
Definition 3.6. Let X be a normed linear space and f : X → R ∪ {+∞} an even
lower semicontinuous function with f(0) < +∞. For every (0, η) ∈ epi (f) we denote
with |dZ2Gf |(0, η) the supremum of the numbers σ ∈ [0,∞) such that there exist δ > 0
and a continuous map
H = (H1,H2) : (B((0, η), δ) ∩ epi (f))× [0, δ] → epi (f)
satisfying
d(H((w,µ), t), (w,µ)) 6 t, H2((w,µ), t) 6 µ− σt,
H1((−w,µ), t) = −H1((w,µ), t),
for every (w,µ) ∈ B((0, η), δ) ∩ epi (f) and t ∈ [0, δ].
In order to compute |dGf |(u, η) it will be useful the following result (for the proof
see [12]).
Proposition 3.7. Let X be a normed linear space, J : X → R ∪ {+∞} a lower
semicontinuous functional, I : X → R a C1 functional and let f = J + I. Then the
following facts hold:
(a) for every (u, η) ∈ epi(f) we have
|dGf |(u, η) = 1 ⇐⇒ |dGJ |(u, η − I(u)) = 1 ;
(b) if J and I are even, for every η > f(0) we have
|dZ2Gf |(0, η) = 1 ⇐⇒ |dZ2GJ |(0, η − I(0)) = 1 ;
(c) if u ∈ dom(f) and I ′(u) = 0, then
|df |(u) = |dJ |(u).
Proof. Assertions (a) and (c) follow by arguing as in [12]. Assertion (b) can be reduced
to (a) after observing that, since I is even, it results I ′(0) = 0. 
In [10, 12] variational methods for lower semicontinuous functionals are developed.
Moreover, it is shown that the following condition is fundamental in order to apply
this abstract theory to the study of lower semicontinuous functions.
(3.3) ∀(u, η) ∈ epi (f) : f(u) < η =⇒ |dGf |(u, η) = 1.
In the next section we will prove that our functional f satisfies (3.3).
The next result gives a criterion to verify condition (3.3).
Theorem 3.8. Let (u, η) ∈ epi(f) with f(u) < η. Assume that for every ̺ > 0 there
exist δ > 0 and a continuous map
H : {w ∈ B(u, δ) : f(w) < η + δ}× [0, δ] → X
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satisfying
d(H(w, t), w) 6 ̺t, f(H(w, t)) 6 (1− t)f(w) + t(f(u) + ̺)
whenever w ∈ B(u, δ), f(w) < η + δ and t ∈ [0, δ].
Then we have |dGf |(u, η) = 1. If moreover X is a normed space, f is even, u = 0
and H(−w, t) = −H(w, t), then we have |dZ2Gf |(0, η) = 1
Proof. See [13, Corollary 2.11]. 
Let us now recall from [10] the following existence result.
Theorem 3.9. Let X be a complete metric space, f : X → R ∪ {+∞} a lower
semicontinuous function satisfying (3.3).
First, suppose that there exist w ∈ X, η > 0 and r > 0 such that
f(u) > η, ∀u ∈ X, ‖u‖ = r,(3.4)
f(w) < η, ‖w‖ > r.(3.5)
In this case we set
Γ = {γ : [0, 1]→ X, continuous γ(0) = 0, γ(1) = w} .
Finally, suppose that f satisfies the Palais-Smale condition at the level
c = inf
Γ
sup
[0,1]
f(γ(t)) < +∞,
then, there exists a nontrivial critical point u of f such that f(u) = c.
Now, assume that there exist v0, v1 in X and r > 0 such that
‖v0‖ < r, ‖v1‖ > r, inf f(Br(0)) > −∞, and
inf
{
f(u) : u ∈ X, ‖u‖ = r} > max{f(v0), f(v1)}.
Let
Γ =
{
γ : [0, 1] → D(f) continuous with γ(0) = v0, γ(1) = v1
}
and assume that Γ 6= ∅ and that f satisfies the Palais–Smale condition at the two
levels
c1 = inf f(Br(0)), c2 = inf
γ∈Γ
sup
[0,1]
(f ◦ γ) < +∞.
Then c1 < c2 and there exist at least two critical points u1, u2 of f such that f(ui) = ci
for every i = 1, 2.
Proof. The existence of u1 follows by Ekeland Variational Principle, while u2 can be
found by applying [10, Theorem 4.5]. 
In the equivariant case we apply the following existence result (see [10, 17]).
Theorem 3.10. Let X be a Banach space and let f : X → R∪ {+∞} an even lower
semicontinuous function. Let us assume that
(a) there exist ρ > 0, γ > f(0) and a subspace V ⊂ X of finite codimension such that
∀u ∈ V : ‖u‖ = ρ =⇒ f(u) > γ ;
(b) for every finite dimensional subspace W ⊂ X, there exists R > 0 such that
∀u ∈W : ‖u‖ > R =⇒ f(u) 6 f(0) ;
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(c) f satisfies (PS)c for any c > γ and f satisfies (3.3);
(d) it results |dZ2Gf |(0, η) 6= 0 for every η > f(0).
Then there exists a sequence {uh} of critical points of f with
lim
h→∞
f(uh) = +∞ .
Now, let us set X = H10 (Ω) and consider the functional J : H
1
0 (Ω) → R ∪ {+∞}
defined in (2.1). From hypothesis (1.2) we obtain that J is lower semicontinuous.
We will prove that J satisfies (3.3). In order to do this, it will be useful the following
function. For k > 1, let Tk : R→ R be the truncation at height k, defined by
(3.6) Tk(s) = s if |s| 6 k, Tk(s) = k s|s| if |s| > k.
We will prove the following result.
Theorem 3.11. Assume conditions (1.1), (1.2), (1.4). Then, for every (u, η) ∈
epi (J) with J(u) < η it results
|dGJ |(u, η) = 1.
Moreover, if j(x,−s,−ξ) = j(x, s, ξ), ∀ η > J(0)(= 0) it results |dZ2GJ |(0, η) = 1.
Proof. Let (u, η) ∈ epi (J) with J(u) < η and let ̺ > 0. Then, there exists δ ∈ (0, 1],
δ = δ(̺) and k > 1, k = k(̺) such that k > R (R is defined in (1.4)) and
‖Tk(v)− v‖1,2 < ̺, for every v ∈ B(u, δ)(3.7)
From (1.2) we have
j(x, v,∇Tk(v)) 6 α(k)|∇v|2.
Then, up to reducing δ, we get that the following inequalities hold
(3.8)
∫
Ω
j(x, v,∇Tk(v)) <
∫
Ω
j(x, u,∇Tk(u)) + ̺ 6
∫
Ω
j(x, u,∇u) + ̺,
for every v ∈ B(u, δ). Now, let us prove that the following inequality is satisfied for
every t ∈ [0, δ] and for every v ∈ B(u, δ)
(3.9) J((1 − t)v + tTk(v)) 6 (1− t)J(v) + t(J(u) + ̺).
Since j(x, s, ξ) is of class C1 with respect to the variable s and from (1.1) we obtain
that there exists θ ∈ [0, 1] such that
j(x, (1 − t)v + tTk(v), (1 − t)∇v + t∇Tk(v)) − j(x, v,∇v) =
= j(x, (1 − t)v + tTk(v), (1 − t)∇v + t∇Tk(v)) − j(x, v, (1 − t)∇v + t∇Tk(v))
+ j(x, v, (1 − t)∇v + t∇Tk(v))− j(x, v,∇v)
6 tjs(x, v + θt(Tk(v) − v), (1 − t)∇v + t∇Tk(v))(Tk(v)− v)
+ t (j(x, v,∇Tk(v)) − j(x, v,∇v) ) .
Notice that
v(x) > k =⇒ v(x) + θt(Tk(v(x)) − v(x)) > k > R,
v(x) 6 −k =⇒ v(x) + θt(Tk(v(x)) − v(x)) 6 −k 6 −R.
Then, in view of (1.4) one has
js(x, v + θt(Tk(v) − v), (1 − t)∇v + t∇Tk(v))(Tk(v)− v) 6 0,
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whence
j(x, (1 − t)v + tTk(v), (1 − t)∇v + t∇Tk(v)) 6 (1− t)j(x, v,∇v) + tj(x, v,∇Tk(v)).
Therefore from (3.8) one gets (3.9). In order to apply Theorem 3.8 we define
H : {v ∈ B(u, δ) : J(v) < η + δ}× [0, δ]→ H10 (Ω)
by setting
H(v, t) = (1− t)v + tTk(v).
Then, taking into account (3.7) and (3.9), it results
d(H(v, t), v) 6 ̺t, J(H(v, t)) 6 (1− t)J(v) + t(J(u) + ̺)
whenever v ∈ B(u, δ), J(v) < η + δ and t ∈ [0, δ]. The first assertion now follows
from Theorem 3.8. Finally, since H(−v, t) = H(v, t) one also has |dZ2GJ |(0, η) = 1,
whenever j(x,−s,−ξ) = j(x, s, ξ). 
4. The variational setting
This section regards the relations between |dJ |(u) and the derivative of the func-
tional J . Moreover, we will prove some Brezis-Browder (see [7]) type results.
First of all let us make some remarks.
Remark 4.1. It is readily seen that hypothesis (1.1) and the right inequality of (1.2)
imply that there exists a positive increasing function α(|s|) such that
(4.1)
∣∣jξ(x, s, ξ)∣∣ 6 α(|s|)|ξ|
for a.e. x ∈ Ω and every (s, ξ) ∈ R× RN . Indeed, from (1.1) one has
∀v ∈ RN : |v| 6 1 =⇒ j(x, s, ξ + |ξ|v) > j(x, s, ξ) + jξ(x, s, ξ) · v|ξ|.
This, and (1.2) yield
jξ(x, s, ξ) · v|ξ| 6 4α(|s|)|ξ|2.
From the arbitrariness of v (4.1) follows. On the other hand, if (4.1) holds we have
|j(x, s, ξ)| 6
∫ 1
0
|jξ(x, s, tξ) · ξ|dt 6 1
2
α(|s|)|ξ|2.
So that j(x, s, ξ) satisfies a growth condition equivalent to (4.1). For these reasons
it is not restrictive to suppose that the functions in the right hand side of (1.2) and
(4.1) are the same. Note that, in particular, jξ(x, s, 0) = 0.
Remark 4.2. Notice that it is not restrictive to suppose that the functions α(s) and
β(s) are increasing. Indeed, if this is not the case we can consider the functions
Ar(|s|) = sup
|s|6r
α(|s|), Br(|s|) = sup
|s|6r
β(|s|),
which are increasing.
Remark 4.3. Let us point out that the assumption of strict convexity on the function
{ξ → j(x, s, ξ)} implies that for almost every x in Ω and for every s in R, we have:
(4.2) [jξ(x, s, ξ) − jξ(x, s, ξ∗)] · (ξ − ξ∗) > 0,
for every ξ, ξ∗ ∈ RN , with ξ 6= ξ∗. Moreover, hypotheses (1.1) and (1.2) imply that,
(4.3) jξ(x, s, ξ) · ξ > α0|ξ|2.
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Indeed, we have
0 = j(x, s, 0) > j(x, s, ξ) + jξ(x, s, ξ) · (0− ξ),
then by hypothesis (1.2) we get (4.3).
Now, let us set for every u ∈ H10 (Ω) the subspace
(4.4) Vu =
{
v ∈ H10 (Ω) ∩ L∞(Ω) : u ∈ L∞({x ∈ Ω : v(x) 6= 0})
}
.
As proved in [14], Vu is a vector space dense in H
1
0 (Ω). Since Vu ⊂ Wu, also Wu
(see the Introduction) is dense in H10 (Ω). In the following proposition we study the
conditions under which we can compute the directional derivative of J .
Proposition 4.4. Assume conditions (1.2), (1.3), (1.5). Then there exists J ′(u)(v)
for every u ∈ dom(J), v ∈ Vu and one has js(x, u,∇u)v ∈ L1(Ω), jξ(x, u,∇u) · ∇v ∈
L1(Ω) and
J ′(u)(v) =
∫
Ω
jξ(x, u,∇u) · ∇v +
∫
Ω
js(x, u,∇u)v.
Proof. Let u ∈ dom(J) and v ∈ Vu. For every t ∈ R and a.e. x ∈ Ω, we set
F (x, t) = j(x, u(x) + tv(x),∇u(x) + t∇v(x)).
Since v ∈ Vu and by using (1.2), it follows that F (x, t) ∈ L1(Ω). Moreover, it results
∂F
∂t
(x, t) = js(x, u+ tv,∇u+ t∇v)v + jξ(x, u+ tv,∇u+ t∇v) · ∇v.
From hypotheses (1.3) and (1.5) we get that for every x ∈ Ω with v(x) 6= 0, it results∣∣∣∣∂F∂t (x, t)
∣∣∣∣ 6 ‖v‖∞β(‖u‖∞ + ‖v‖∞)(|∇u|+ |∇v|)2
+α(‖u‖∞ + ‖v‖∞)(|∇u|+ |∇v|)|∇v| .
Since the function in the right hand side of the previous inequality is in L1(Ω), the
assertion follows. 
In the sequel we will often use the function H ∈ C∞(R) given by
(4.5) H(s) = 1, on [−1, 1], H(s) = 0, outside [−2, 2] and |H ′(s)| 6 2.
Now we can prove a fundamental inequality regarding |dJ |(u).
Proposition 4.5. Assume conditions (1.2), (1.3), (1.5). Then we have
|d(J − w)|(u) >
> sup
{∫
Ω
jξ(x, u,∇u) · ∇v +
∫
Ω
js(x, u,∇u)v − 〈w, v〉 : v ∈ Vu, ‖v‖1,2 6 1
}
for every u ∈ dom(J) and every w ∈ H−1(Ω).
Proof. If it results |d(J − w)|(u) = +∞, or if it holds
sup
{∫
Ω
jξ(x, u,∇u) · ∇v +
∫
Ω
js(x, u,∇u)v − 〈w, v〉 : v ∈ Vu, ‖v‖1,2 6 1
}
= 0,
the inequality holds. Otherwise, let u ∈ dom(J) and let η ∈ R+ be such that J(u) < η.
Since we want to apply Proposition 3.5, let us consider Jη defined in (3.2). Moreover,
let us consider σ > 0 and v ∈ Vu such that ‖v‖1,2 6 1 and
(4.6)
∫
Ω
jξ(x, u,∇u) · ∇v +
∫
Ω
js(x, u,∇u)v − 〈w, v〉 < −σ.
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Let us fix ε > 0 and let us prove that there exists k0 ∈ N such that
(4.7)
∥∥∥∥H ( uk0
)
v
∥∥∥∥
1,2
< 1 + ε,
∫
Ω
js(x, u,∇u)H
(
u
k0
)
v(4.8)
+
∫
Ω
jξ(x, u,∇u) · ∇
(
H
(
u
k0
)
v
)
−
〈
w,H
(
u
k0
)
v
〉
< −σ.
Let us set vk = H
(
u
k
)
v, where H(s) is defined in (4.5). Since v ∈ Vu we deduce that
vk ∈ Vu for every k > 1 and vk converges to v in H10 (Ω). This, together with the fact
that ‖v‖1,2 6 1 implies (4.7). Moreover, Proposition 4.4 implies that we can consider
J ′(u)(vk). In addition, we have, as k tends to infinity
js(x, u(x),∇u(x))vk(x)→ js(x, u(x),∇u(x))v(x), a.e. in Ω,
jξ(x, u(x),∇u(x)) · ∇vk(x)→ jξ(x, u(x),∇u(x)) · ∇v(x), a.e. in Ω.
Moreover, we get ∣∣∣js(x, u,∇u)H (u
k
)
v
∣∣∣ 6 |js(x, u,∇u)v|
|jξ(x, u,∇u)∇uk| 6 |jξ(x, u,∇u)||∇v|+ 2|v||jξ(x, u,∇u) · ∇u|
Since v ∈ Vu and by using (1.3) and (1.5), we can apply Lebesgue Dominated Con-
vergence Theorem to obtain
lim
k→+∞
∫
Ω
js(x, u,∇u)uk =
∫
Ω
js(x, u,∇u)v ,
lim
k→+∞
∫
Ω
jξ(x, u,∇u) · ∇uk =
∫
Ω
jξ(x, u,∇u) · ∇v,
which, together with (4.6), implies (4.8). Let us now show that there exists δ1 > 0
such that
(4.9)
∥∥∥∥H ( zk0
)
v
∥∥∥∥ 6 1 + ε,∫
Ω
jξ(x, z,∇z) · ∇
(
H
(
z
k0
)
v
)
(4.10)
+
∫
Ω
js(x, z,∇z)H
(
z
k0
)
v −
〈
w,H
(
z
k0
)
v
〉
< −σ,
for every z ∈ B(u, δ1)∩Jη . Indeed, take un ∈ Jη such that un → u in H10 (Ω) and set
vn = H
(
un
k0
)
v.
We have that vn → H
(
u
k0
)
v in H10 (Ω), so that (4.9) follows from (4.7). Moreover,
note that vn ∈ Vun , so that from Proposition 4.4 we deduce that we can consider
J ′(un)(vn). From (1.3) and (1.5) it follows
|js(x, un,∇un)vn| 6 β(2k0)‖v‖∞|∇un|2,
|jξ(x, un,∇un) · ∇vn| 6 α(2k0)|∇un|
[
2
k0
‖v‖∞|∇un|+ |∇v|
]
.
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Then
lim
n→+∞
∫
Ω
js(x, un,∇un)vn =
∫
Ω
js(x, u,∇u)H
(
u
k0
)
v ,
lim
n→+∞
∫
Ω
jξ(x, un,∇un) · ∇vn =
∫
Ω
jξ(x, u,∇u) · ∇
[
H
(
u
k0
)
v
]
,
which, together with (4.8), implies (4.10). Now, observe that (4.10) is equivalent to
say that J ′(z)
(
H
(
z
k
)
v
)− 〈w,H ( zk) v〉 < −σ. Thus, there exists δ < δ1 with
(4.11) J
(
z +
t
1 + ε
H
(
z
k0
)
v
)
− J(z)− 〈w, t
1 + ε
H
(z
k
)
v〉 6 − σ
1 + ε
t,
for every t ∈ [0, δ] and z ∈ B(u, δ)∩ Jη . Finally, let us define the continuous function
H : B(u, δ) ∩ Jη × [0, δ] → H10 (Ω) by
H(z, t) = z + t
1 + ε
H
(
z
k0
)
v.
From (4.9) and (4.11) we deduce that H satisfies all the hypotheses of Proposition
3.5. Then, |dJ |(u) > σ1+ε , and the conclusion follows from the arbitrariness of ε. 
The next Lemma will be useful in proving two Brezis–Browder (see [7]) type results
for J .
Lemma 4.6. Assume conditions (1.1), (1.2), (1.3), (1.4) and let u ∈ dom(J). Then∫
Ω
jξ(x, u,∇u) · ∇u+
∫
Ω
js(x, u,∇u)u 6 |dJ |(u)‖u‖1,2.(4.12)
In particular, if |dJ |(u) < +∞ it results
jξ(x, u,∇u) · ∇u ∈ L1(Ω), js(x, u,∇u)u ∈ L1(Ω).
Proof. First, notice that if u is such that |dJ |(u) = +∞, or∫
Ω
jξ(x, u,∇u) · ∇u+
∫
Ω
js(x, u,∇u)u 6 0,
then the conclusion holds. Otherwise, let us consider k > 1, u ∈ dom(J) with
|dJ |(u) < +∞, and σ > 0 such that∫
Ω
jξ(x, u,∇u) · ∇Tk(u) +
∫
Ω
js(x, u,∇u)Tk(u) > σ‖Tk(u)‖1,2,
where Tk(s) is defined in (3.6). We will prove that |dJ |(u) > σ.
Let us fix ε > 0, we first want to show that there exists δ1 > 0 such that
(4.13) ‖Tk(w)‖1,2 6 (1 + ε)‖Tk(u)‖1,2
(4.14)
∫
Ω
jξ(x,w,∇w) · ∇Tk(w) +
∫
Ω
js(x,w,∇w)Tk(w) > σ‖Tk(u)‖1,2.
for every w ∈ H10 (Ω) with ‖w − u‖1,2 < δ1.
Indeed, take wn ∈ H10 (Ω) such that wn → u in H10 (Ω). Then, (4.13) follows directly.
Moreover, notice that from (1.3) and (1.4) it follows
js(x,wn(x),∇wn(x))wn(x) > −Rβ(R)|∇wn(x)|2.
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Since wn → u in H10 (Ω), from (4.3) and by applying Fatou Lemma we get
lim inf
n→∞
{∫
Ω
jξ(x,wn,∇wn) · ∇Tk(wn) +
∫
Ω
js(x,wn,∇wn)Tk(wn)
}
>
∫
Ω
jξ(x, u,∇u) · ∇Tk(u) +
∫
Ω
js(x, u,∇u)Tk(u) > σ‖Tk(u)‖1,2.
Thus, (4.14) holds. Let us now consider the continuous function H : B(u, δ1) ×
[0, δ1]→ H10 (Ω) defined by
H(w, t) = w − t‖Tk(u)‖1,2(1 + ε)Tk(w).
From (4.13) and (4.14) we deduce that there exists δ < δ1 such that
d(H(w, t), w) 6 t
J(H(w, t)) − J(w) 6 − σ
1 + ε
for every t ∈ [0, δ] and w ∈ H10 (Ω) with ‖w − u‖1,2 < δ and J(w) < J(u) + δ. Then,
the arbitrariness of ε yields |dJ |(u) > σ. Therefore, for every k > 1 we get∫
Ω
js(x, u,∇u)Tk(u) +
∫
Ω
jξ(x, u,∇u) · ∇Tk(u) 6 |dJ |(u)‖Tk(u)‖1,2.
Taking the limit as k → +∞, by the Monotone Convergence Theorem one obtains
(4.12). 
Notice that a generalized solution u (see definition 1.1) is not, in general, a dis-
tributional solution. This, because a test function v ∈ Wu may not belong to C∞0 .
Thus, it is natural to study the conditions under which it is possible to enlarge the
class of admissible test functions. This kind of argument was introduced in [7].
More precisely, suppose we have a function u ∈ H10 (Ω) such that
(4.15)
∫
Ω
jξ(x, u,∇u) · ∇z +
∫
Ω
js(x, u,∇u)z = 〈w, z〉 ∀z ∈ Vu,
where Vu is defined in (4.4) and w ∈ H−1(Ω). A natural question is whether or not
we can take as test function v ∈ H10 (Ω)∩L∞(Ω). The next result gives an answer to
this question.
Theorem 4.7. Assume that conditions (1.1), (1.2), (1.3) hold. Let w ∈ H−1(Ω) and
u ∈ H10 (Ω) that satisfies (4.15). Moreover, suppose that jξ(x, u,∇u) · ∇u ∈ L1(Ω)
and there exist v ∈ H10 (Ω) ∩ L∞(Ω) and η ∈ L1(Ω) such that
(4.16) js(x, u,∇u)v + jξ(x, u,∇u) · ∇v > η.
Then jξ(x, u,∇u) · ∇v + js(x, u,∇u)v ∈ L1(Ω) and∫
Ω
jξ(x, u,∇u) · ∇v +
∫
Ω
js(x, u,∇u)v = 〈w, v〉.
Proof. Since v ∈ H10 (Ω) ∩ L∞(Ω), then H(uk )v ∈ Vu. From (4.15) we have
(4.17)
∫
Ω
jξ(x, u,∇u) · ∇
[
H
(u
k
)
v
]
+
∫
Ω
js(x, u,∇u)[H
(u
k
)
v =
〈
w,H
(u
k
)
v
〉
for every k > 1. Note that∫
Ω
∣∣∣jξ(x, u,∇u) · ∇uH ′ (u
k
) v
k
∣∣∣ 6 2
k
‖v‖∞
∫
Ω
jξ(x, u,∇u) · ∇u.
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Since jξ(x, u,∇u)·∇u ∈ L1(Ω) we can use Lebesgue dominated convergence Theorem
and deduce
lim
k→∞
∫
Ω
jξ(x, u,∇u) · ∇uH ′
(u
k
) v
k
= 0,
lim
k→∞
〈
w,H
(u
k
)
v
〉
= 〈w, v〉.
As far as concerns the remaining terms in (4.17), notice that from (4.16) it follows
[js(x, u,∇u)v + jξ(x, u,∇u) · ∇v]H
(u
k
)
> H
(u
k
)
η > −η− ∈ L1(Ω).
Thus, we can apply Fatou Lemma and obtain∫
Ω
js(x, u,∇u)v + jξ(x, u,∇u) · ∇v 6 〈w, v〉 .
The previous inequality and (4.16) imply that
(4.18) js(x, u,∇u)v + jξ(x, u,∇u) · ∇v ∈ L1(Ω).
Now, notice that∣∣∣[js(x, u,∇u)v + jξ(x, u,∇u) · ∇v]H (u
k
)∣∣∣ 6 |js(x, u,∇u)v + jξ(x, u,∇u) · ∇v| .
From (4.18) we deduce that we can use Lebesgue Dominated Convergence Theorem
to pass to the limit in (4.17) and obtain the conclusion. 
In the next result we find the conditions under which we can use v ∈ H10 (Ω) in
(4.15). Moreover, we prove, under suitable hypotheses, that if u satisfies (4.15) then
u is a generalized solution (see Definition 1.1) of the corresponding problem.
Theorem 4.8. Assume that conditions (1.1), (1.2), (1.3), (1.4) hold. Let w ∈
H−1(Ω), and let u ∈ H10 (Ω) be such that (4.15) is satisfied. Moreover, suppose
that jξ(x, u,∇u) · ∇u ∈ L1(Ω), and that there exist v ∈ H10 (Ω) and η ∈ L1(Ω) such
that
(4.19) js(x, u,∇u)v > η, jξ(x, u,∇u) · ∇v > η.
Then js(x, u,∇u)v ∈ L1(Ω), jξ(x, u,∇u) · ∇v ∈ L1(Ω) and
(4.20)
∫
Ω
jξ(x, u,∇u) · ∇v +
∫
Ω
js(x, u,∇u)v = 〈w, v〉.
In particular, it results js(x, u,∇u)u, js(x, u,∇u) ∈ L1(Ω) and∫
Ω
jξ(x, u,∇u) · ∇u+
∫
Ω
js(x, u,∇u)u = 〈w, u〉,
moreover, u is a generalized solution of the problem
(4.21)
{
− div (jξ(x, u,∇u)) + js(x, u,∇u) = w in Ω,
u = 0 on ∂Ω,
in the sense of Definition 1.1.
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Proof. Let k > 1. For every v ∈ H10 (Ω), we have that Tk(v) ∈ H10 (Ω) ∩ L∞(Ω) and
−v− 6 Tk(v) 6 v+, then from (4.19) we get
(4.22) js(x, u,∇u)Tk(v) > −η− ∈ L1(Ω).
Moreover,
(4.23) jξ(x, u,∇u) · ∇Tk(v) > −[jξ(x, u,∇u) · ∇Tk(v)]− > −η− ∈ L1(Ω).
Then, we can apply Theorem 4.7 and obtain
(4.24)
∫
Ω
js(x, u,∇u)Tk(v) +
∫
Ω
jξ(x, u,∇u) · ∇Tk(v) = 〈w, Tk(v)〉
for every k > 1. By using again (4.22) and (4.23) and by arguing as in Theorem 4.7
we obtain
js(x, u,∇u)v ∈ L1(Ω), jξ(x, u,∇u) · ∇v ∈ L1(Ω).
Thus, we can use Lebesgue Dominated Convergence Theorem to pass to the limit
in (4.24) and obtain (4.20). In particular, by (1.4) and (4.3) we can choose v = u.
Finally, since
js(x, u,∇u) = js(x, u,∇u)χ{|u|<1} + js(x, u,∇u)χ{|u|>1}
and ∣∣js(x, u,∇u)χ{|u|>1}∣∣ 6 |js(x, u,∇u)u| ,
by (1.3) it results also js(x, u,∇u) ∈ L1(Ω). Finally, notice that if v ∈ Wu we can
take η = jξ(x, u,∇u) · ∇v and η = js(x, u,∇u)v, so that (4.20) is satisfied. Thus, u
is a generalized solution of Problem (4.21). 
Notice that the previous result implies that if u ∈ H10 (Ω) satisfies (4.15) and
jξ(x, u,∇u) · ∇u ∈ L1(Ω), it results that js(x, u,∇u) ∈ L1(Ω), then js(x, u,∇u)v ∈
L1(Ω) for every v ∈ C∞0 (Ω). While, the term that has not a distributional inter-
pretation in (4.15) is jξ(x, u,∇u). In the next result we show that if we multiply
jξ(x, u,∇u) by a suitable sequence of C1c functions, we obtain, passing to the limit, a
distributional interpretation of (4.15).
Theorem 4.9. Assume conditions (1.1), (1.2), (1.3), (1.4). Let w ∈ H−1(Ω) and
u ∈ H10 (Ω) such that (4.15) is satisfied. Let (ϑh) be a sequence in C1c (R) with
sup
h
‖ϑh‖∞ < +∞ sup
h
‖ϑ′h‖∞ < +∞
lim
h→+∞
ϑh(s) = 1, lim
h→+∞
ϑ′h(s) = 0.
If jξ(x, u,∇u) · ∇u ∈ L1(Ω), the sequence
div
[
ϑh(u)jξ(x, u,∇u)
]
is strongly convergent in W−1,q(Ω) for every 1 < q < NN−1 and
lim
h→+∞
{
−div
[
ϑh(u)jξ(x, u,∇u)
]}
+ js(x, u,∇u) = w in W−1,q(Ω).
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Proof. Let w = −divF with F ∈ L2(Ω,RN ) and v ∈ C∞c (Ω). Then ϑh(u)v ∈ Vu and
we can take v as test function in (4.15). It results∫
Ω
jξ(x, u,∇u)ϑh(u)∇v = −
∫
Ω
jξ(x, u,∇u)ϑ′h(u)∇u v −
∫
Ω
js(x, u,∇u)ϑh(u)v
+
∫
Ω
Fϑ′h(u)∇u v +
∫
Ω
Fϑh(u)∇v.
Then u is a solution of the following equation
−div
[
ϑh(u)jξ(x, u,∇u)
]
= ξh in D′(Ω),
where
ξh = −
[
ϑ′h(u)(jξ(x, u,∇u) − F ) · ∇u+ ϑh(u)js(x, u,∇u)
]
− div (ϑh(u)F ).
Now, notice that
ϑh(u)F → F, strongly in L2(Ω).
Then, div(ϑh(u)F ) is a convergent sequence in H
−1(Ω). Since the embedding of
H−1(Ω) in W−1,q(Ω) is continuous, we get the desired convergence. Moreover, The-
orem 4.8 implies that js(x, u,∇u) ∈ L1(Ω). Then the remaining terms in ξh converge
strongly in L1(Ω). Thus, we get the conclusion by observing that the embedding of
L1(Ω) in W−1,q(Ω) is continuous. 
Consider the case j(x, s, ξ) = a(x, s)|ξ|2 with a(x, s) measurable with respect to x,
continuous with respect to s and such that hypotheses (1.1), (1.2), (1.3), (1.4) are
satisfied. The next result proves-in particular-that if there exists u ∈ H10 (Ω) that
satisfies (4.15) and if a(x, u)|∇u|2 ∈ L1(Ω), then u satisfies (4.15) in the sense of
distribution.
Theorem 4.10. Assume conditions (1.1), (1.2), (1.3), (1.4), (1.7). Let w ∈ H−1(Ω)
and u ∈ H10 (Ω) that satisfies (4.15). Moreover, suppose that jξ(x, u,∇u)·∇u ∈ L1(Ω)
and that
(4.25) j(x, s, ξ) = ĵ(x, s, |ξ|).
Then jξ(x, u,∇u) ∈ L1(Ω) and u is a solution of{
− div (jξ(x, u,∇u)) + js(x, u,∇u) = w in Ω,
u = 0 on ∂Ω,
in D′(Ω).
Proof. It is readily seen that, in view of (1.1) and (4.25), it results
|ξ||jξ(x, s, ξ)| 6
√
2jξ(x, s, ξ) · ξ.
for a.e. x ∈ Ω, every s ∈ R and ξ ∈ RN . Then
jξ(x, u,∇u)χ{|∇u|>1} ∈ L1(Ω).
Moreover, we take into account (1.7), and we observe that (1.5) implies that there
exists a positive constant C such that
|ξ| 6 1 =⇒ |jξ(x, s, ξ)| 6 4α(|s|) 6 C(|s|p−2 + 1)
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which by Sobolev embedding implies also that jξ(x, u,∇u)χ{|∇u|61} ∈ L1(Ω). Then
jξ(x, u,∇u) ∈ L1(Ω). Moreover, from (1.3) and (1.4) we have
js(x, u,∇u)u > js(x, u,∇u)uχ{x:|u(x)|<R} ∈ L1(Ω).
Then Theorem 4.8 implies that js(x, u,∇u)u ∈ L1(Ω). Finally, Theorem 4.8 yields
the conclusion. 
5. A compactness Result for J
In this section we will prove the following compactness result for J . We will follow
an argument similar to the one used in [9] and in [20].
Theorem 5.1. Assume conditions (1.1), (1.2), (1.3), (1.4). Let {un} ⊂ H10 (Ω) be a
bounded sequence with jξ(x, un,∇un) · ∇un ∈ L1(Ω) and let {wn} ⊂ H−1(Ω) be such
that
(5.1) ∀v ∈ Vun :
∫
Ω
js(x, un,∇un)v + jξ(x, un,∇un) · ∇v = 〈wn, v〉.
If wn is strongly convergent in H
−1(Ω), then, up to a subsequence, un is strongly
convergent in H10 (Ω).
Proof. Let w be the limit of {wn} and let L > 0 be such that
(5.2) ‖un‖1,2 6 L.
From (5.2) we deduce that there exists u ∈ H10 (Ω) such that, up to a subsequence,
(5.3) un ⇀ u, weakly in H
1
0 (Ω).
Step 1. Let us first prove that u is such that
(5.4)
∫
Ω
jξ(x, u,∇u) · ∇ψ +
∫
Ω
js(x, u,∇u)ψ =
〈
w,ψ
〉
, ∀ψ ∈ Vu.
First of all, notice that from Rellich Compact Embedding Theorem we get that, up
to a subsequence,
(5.5)
{
un → u in Lq(Ω) ∀ q ∈ [1, 2N/(N − 2)),
un(x)→ u(x) a.e. in Ω.
We now want to prove that, up to a subsequence,
(5.6) ∇un(x)→ ∇u(x) a.e. in Ω.
Let h > 1. For every v ∈ C∞c (Ω) we have that H
(
un
h
)
v ∈ Vun (where H(s) is defined
in(4.5)), then ∫
Ω
H
(un
h
)
jξ(x, un,∇un) · ∇v
= −
∫
Ω
[
H
(un
h
)
js(x, un,∇un) +H ′
(un
h
)
jξ(x, un,∇un) · ∇un
h
]
v
+
〈
wn,H
(un
h
)
v
〉
.
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Let wn = −div (Fn), with (Fn) strongly convergent in L2(Ω,RN ). Then it follows
that ∫
Ω
H
(un
h
)
jξ(x, un,∇un) · ∇v
=
∫
Ω
[
H ′
(un
h
)
(Fn − jξ(x, un,∇un)) · ∇un
h
−H
(un
h
)
js(x, un,∇un)
]
v
+
∫
Ω
H
(un
h
)
Fn · ∇v.
Since the square bracket is bounded in L1(Ω) and (H
(
un
h
)
Fn) is strongly convergent
in L2(Ω,RN ) we can apply [11, Theorem 5] with
bn(x, ξ) = H
(
un(x)
h
)
jξ(x, un(x), ξ), E = Eh = {x ∈ Ω : |u(x)| 6 h}
and deduce (5.6) by the arbitrariness of h > 1. Notice that by Theorem 4.8 we have
for every n ∫
Ω
jξ(x, un,∇un) · ∇un +
∫
Ω
js(x, un,∇un)un =
〈
wn, un
〉
.
Then, in view of (1.4) one has
(5.7) sup
n
∫
Ω
jξ(x, un,∇un) · ∇un < +∞.
Let now k > 1, ϕ ∈ C∞c (Ω), ϕ > 0 and consider
(5.8) v = ϕe−Mk(un+R)
+
H
(un
k
)
, Mk =
β(2k)
α0
.
Note that v ∈ Vun and
∇v =∇ϕe−Mk(un+R)+H
(un
k
)
−Mkϕe−Mk(un+R)+∇(un +R)+H
(un
k
)
+ϕe−Mk(un+R)
+
H ′
(un
k
) ∇un
k
.
When we take v as test function in (5.1), we obtain∫
Ω
jξ(x, un,∇un) · e−Mk(un+R)+H
(un
k
)
∇ϕ(5.9)
+
∫
Ω
[
js(x, un,∇un)−Mkjξ(x, un,∇un) · ∇(un +R)+
]
ϕe−Mk(un+R)
+
H
(un
k
)
=
∫
Ω
jξ(x, un,∇un) · ϕe−Mk(un+R)+H ′
(un
k
) ∇un
k
+
〈
wn, ϕe
−Mk(un+R)
+
H
(un
k
)〉
.
Observe that[
js(x, un,∇un)−Mkjξ(x, un,∇un) · ∇(un +R)+
]
ϕe−Mk(un+R)
+
H
(un
k
)
6 0.
Indeed, the assertion follows from (1.4), for almost every x such that un(x) 6 −R
while, for almost every x in {x : −R 6 un(x) 6 2k} from (1.5), (4.3) and (5.8) we
get[
js(x, un,∇un)−Mkjξ(x, un,∇un) · ∇(un +R)+
]
6 (β(2k) − α0Mk)|∇un|2 6 0.
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Moreover, from (1.5), (5.2), (5.5) and (5.6) we have∫
Ω
jξ(x, un,∇un)e−Mk(un+R)+H
(un
k
)
∇ϕ→
∫
Ω
jξ(x, u,∇u)e−Mk(u+R)+H
(u
k
)
∇ϕ〈
wn, ϕe
−Mk(un+R)
+
H
(un
k
)〉
→
〈
w,ϕe−Mk(u+R)
+
H
(u
k
)〉
,
as n → ∞. Moreover, we take into account (5.7) and deduce that there exists a
positive constant C > 0 such that∣∣∣∣∫
Ω
jξ(x, un,∇un) · ϕe−Mk(un+R)+H ′
(un
k
) ∇un
k
∣∣∣∣ 6 Ck .
We take the superior limit in (5.9) and we apply Fatou Lemma to obtain∫
Ω
jξ(x, u,∇u) · e−Mk(u+R)+H
(u
k
)
∇ϕ +
∫
Ω
js(x, u,∇u)ϕe−Mk(u+R)+H
(u
k
)
(5.10)
−Mk
∫
Ω
jξ(x, u,∇u) · ∇u+ϕe−Mk(u+R)+H
(u
k
)
> −C
k
+
〈
w,ϕe−Mk(u+R)
+
H
(u
k
)〉
for every ϕ ∈ C∞c (Ω) with ϕ > 0. Then, the previous inequality holds for every
ϕ ∈ H10 ∩ L∞(Ω) with ϕ > 0. We now choose in (5.10) the admissible test function
ϕ = eMk(u+R)
+
ψ, ψ ∈ Vu, ψ > 0.
It results ∫
Ω
jξ(x, u,∇u) ·H
(u
k
)
∇ψ +
∫
Ω
js(x, u,∇u)H
(u
k
)
ψ(5.11)
> −C
k
+
〈
w,H
(u
k
)
ψ
〉
.
Note that ∣∣∣jξ(x, u,∇u) ·H (u
k
)
∇ψ
∣∣∣ 6 |jξ(x, u,∇u)| |∇ψ|,∣∣∣js(x, u,∇u)H (u
k
)
ψ
∣∣∣ 6 |js(x, u,∇u)ψ| .
Since ψ ∈ Vu and from (1.3) and (1.5) we deduce that we can pass to the limit in
(5.11) as k → +∞, and we obtain∫
Ω
jξ(x, u,∇u) · ∇ψ +
∫
Ω
js(x, u,∇u)ψ >
〈
w,ψ
〉
, ∀ψ ∈ Vu, ψ > 0.
In order to show the opposite inequality, we can take v = ϕe−Mk(un−R)
−
H
(
un
k
)
as
test function in (5.1) and we can repeat the same argument as before. Thus, (5.4)
follows.
Step 2.
In this step we will prove that un → u strongly in H10 (Ω). From (4.3), (5.7) and
Fatou Lemma, we have
0 6
∫
Ω
jξ(x, u,∇u) · ∇u 6 lim inf
n
∫
Ω
jξ(x, un,∇un) · ∇un < +∞
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so that jξ(x, u,∇u) · ∇u ∈ L1(Ω). Therefore, by Theorem 4.8 we deduce
(5.12)
∫
Ω
jξ(x, u,∇u) · ∇u+
∫
Ω
js(x, u,∇u)u =
〈
w, u
〉
.
In order to prove that un converges to u strongly in H
1
0 (Ω) we follow the argument
of [20, Theorem 3.2] and we consider the function ζ : R→ R defined by
(5.13) ζ(s) =

Ms if 0 < s < R, M = β(R)α0 ,
MR if s > R,
−Ms if −R < s < 0,
MR if s 6 −R .
We have that vn = une
ζ(un) belongs to H10 (Ω), and conditions (1.3), (1.4) and (1.5)
imply that hypotheses of Theorem 4.8 are satisfied. Then, we deduce that we can use
vn as test function in (5.1). It results∫
Ω
jξ(x, un,∇un) · ∇uneζ(un) = 〈wn, vn〉
−
∫
Ω
[
js(x, un,∇un) + jξ(x, un,∇un) · ∇unζ ′(un)
]
vn
Note that vn converges to ue
ζ(u) weakly in H10 (Ω) and almost everywhere in Ω.
Moreover, conditions (1.3), (1.4) and (5.13) allow us to apply Fatou Lemma and get
that
lim sup
h
∫
Ω
jξ(x, un,∇un) · ∇uneζ(un) 6 〈w, ueζ(u)〉(5.14)
−
∫
Ω
[
js(x, u,∇u) + jξ(x, u,∇u) · ∇uζ ′(u)
]
ueζ(u).
On the other hand (5.12) and (5.13) imply that
(5.15)
{
jξ(x, u,∇u) · ∇
[
ueζ(u)
]
+ js(x, u,∇u)ueζ(u) ∈ L1(Ω),
jξ(x, u,∇u) · ∇
[
u eζ(u)
] ∈ L1(Ω).
Therefore, from Theorem 4.8 it results
(5.16)
∫
Ω
jξ(x, u,∇u) · ∇(ueζ(u)) +
∫
Ω
js(x, u,∇u)ueζ(u) = 〈w, ueζ(u)〉.
Thus, (5.14) and (5.16) imply that∫
Ω
jξ(x, u,∇u) · ∇u eζ(u) 6 lim inf
n→∞
∫
Ω
jξ(x, un,∇un) · ∇uneζ(un)
6 lim sup
n→∞
∫
Ω
jξ(x, un,∇un) · ∇uneζ(un) 6
∫
Ω
jξ(x, u,∇u) · ∇ueζ(u).
Then (4.3) implies that un → u strongly in H10 (Ω). 
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6. Proofs of Theorems 2.1 and 2.3
In this section we give the definition of a Concrete Palais–Smale sequence, we study
the relation between a Palais–Smale sequence and a Concrete Palais–Smale sequence,
and we prove that f satisfies the (PS)c for every c ∈ R. Finally, we give the proofs
of Theorems 2.1 and 2.3.
Let us consider the functional I : H10 (Ω)→ R defined by
I(v) = −
∫
Ω
G(x, v) − 〈Λ, v〉
where Λ ∈ H−1(Ω), G(x, s) = ∫ s0 g(x, t) dt and g : Ω × R → R is a Carathe´odory
function satisfying assumption (2.2).
Then (1.2) implies that the functional f : H10 (Ω)→ R ∪ {+∞} defined by f(v) =
J(v) + I(v) is lower semicontinuous by (1.2).
In order to apply the abstract theory the following result will be fundamental.
Theorem 6.1. Assume conditions (1.1), (1.2), (1.4), (2.2). Then, for every (u, η) ∈
epi (f) with f(u) < η it results
|dGf |(u, η) = 1.
Moreover, if j(x,−s,−ξ) = j(x, s, ξ), g(x,−s) = −g(x, s) and Λ = 0, for every
η > f(0) one has |dZ2Gf |(0, η) = 1.
Proof. Since G is of class C1, Theorem 3.11 and Proposition 3.7 imply the result. 
Furthermore, since G a C1 functional, as a consequence of Proposition 4.5 one has
the following result.
Proposition 6.2. Assume conditions (1.2), (1.3), (1.5), (2.2). Let us consider u ∈
dom(f) with |df |(u) < +∞. Then there exists w ∈ H−1(Ω) such that ‖w‖−1,2 6
|df |(u) and
∀v ∈ Vu :
∫
Ω
jξ(x, u,∇u) · ∇v +
∫
Ω
js(x, u,∇u)v −
∫
Ω
g(x, u)v − 〈Λ, v〉 = 〈w, v〉.
Proof. Given u ∈ dom(f) with |df |(u) < +∞, let
Ĵ(v) = J(v)−
∫
Ω
g(x, u)v − 〈Λ, v〉
Î(v) = I(v) +
∫
Ω
g(x, u)v.
Then, since Î is of class C1 with Î ′(u) = 0, by (c) of Proposition 3.7 we get |df |(u) =
|dĴ |(u). By Proposition 4.5, there exists w ∈ H−1(Ω) with ‖w‖−1,2 6 |df |(u) and
∀v ∈ Vu :
∫
Ω
jξ(x, u,∇u) · ∇v +
∫
Ω
js(x, u,∇u)v −
∫
Ω
g(x, u)v − 〈Λ, v〉 = 〈w, v〉
and the assertion is proved. 
We can now give the definition of the Concrete Palais–Smale condition.
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Definition 6.3. Let c ∈ R. We say that {un} is a Concrete Palais–Smale sequence
for f at level c ((CPS)c−sequence for short) if there exists wn ∈ H−1(Ω) with wn → 0
such that jξ(x, un,∇un) · ∇un ∈ L1(Ω) for every n and
f(un)→ c,(6.1) ∫
Ω
jξ(x, un,∇un) · ∇v +
∫
Ω
js(x, un,∇un)v −
∫
Ω
g(x, un)v − 〈Λ, v〉(6.2)
= 〈wn, v〉, ∀ v ∈ Vun .
We say that f satisfies the Concrete Palais–Smale condition at level c ((CPS)c for
short) if every (CPS)c−sequence for f admits a subsequence strongly convergent in
H10 (Ω).
Proposition 6.4. Assume conditions (1.2), (1.3), (1.5), (2.2). If u ∈ dom(f) sati-
sfies |df |(u) = 0, then u is a generalized solution of{
− div (jξ(x, u,∇u)) + js(x, u,∇u) = g(x, u) + Λ in Ω,
u = 0 on ∂Ω.
Proof. Combine Lemma 4.6, Proposition 6.2 and Theorem 4.8. 
The following result concerns the relation between the (PS)c condition and the
(CPS)c condition.
Proposition 6.5. Assume conditions (1.2), (1.3), (1.5), (2.2). Then if f satisfies
the (CPS)c condition, it satisfies the (PS)c condition.
Proof. Let {un} ⊂ dom(f) that satisfies the Definition 3.4. From Lemma 4.6 and
Proposition 6.2 we get that un satisfies the conditions in Definition 6.3. Thus, there
exists a subsequence, which converges in H10 (Ω). 
We now want to prove that f satisfies the (CPS)c condition at every level c. In
order to do this, let us consider a (CPS)c−sequence {un} ∈ dom(f).
From Theorem 5.1 we deduce the following result.
Proposition 6.6. Assume conditions (1.1), (1.2), (1.3), (1.4), (2.2). Let {un} be a
(CPS)c−sequence for f , bounded in H10 (Ω). Then {un} admits a strongly convergent
subsequence in H10 (Ω).
Proof. Let {un} ⊂ dom(f) be a concrete Palais–Smale sequence for f at level c.
Taking into account that, as known, by (2.2) the map
{
u 7→ g(x, u)} is compact
from H10 (Ω) to H
−1(Ω), it suffices to apply Theorem 5.1 to see that {un} is strongly
compact in H10 (Ω). 
Proposition 6.7. Assume conditions (1.1), (1.2), (1.3), (1.4), (1.9), (2.2), (2.3).
Then every (CPS)c−sequence {un} for f is bounded in H10 (Ω).
Proof. Condition (1.4) and (4.3) allow us to apply Theorem 4.8 to deduce that we
may choose v = un as test functions in (6.2). Taking into account conditions (1.9),
(2.2), (2.7), (6.1), the boundedness of {un} in H10 (Ω) follows by arguing as in [20,
Lemma 4.3]. 
Remark 6.8. Notice that we use condition (1.9) only in Proposition 6.7.
Under the assumptions of Theorem 2.3 we now have the following result.
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Theorem 6.9. Assume conditions (1.1), (1.2), (1.3), (1.4), (1.9), (2.8), (2.3). Then
the functional f satisfies the (PS)c condition at every level c ∈ R.
Proof. Let {un} ⊂ dom(f) be a concrete Palais–Smale sequence for f at level c.
From Proposition 6.7 it follows that {un} is bounded in H10 (Ω). By Proposition 6.6
f satisfies the Concrete Palais–Smale condition. Finally Proposition 6.5 implies that
f satisfies the (PS)c condition. 
We are now able to prove Theorem 2.1.
Proof of Theorem 2.1.
We will prove Theorem 2.1 as a consequence of Theorem 3.10. First, note that (1.2)
and (2.2) imply that f is lower semicontinuous. Moreover, from (2.5) we deduce that
f is an even functional, and from Theorem 3.11 we deduce that (3.3) and condition
(d) of Theorem 3.10 are satisfied. Hypotheses (1.7) and (2.4) imply that condition
(b) of Theorem 3.10 is verified.
Let now (λh, ϕh) be the sequence of solutions of −∆u = λu with homogeneous
Dirichlet boundary conditions. Moreover, let us consider V + = span{ϕh ∈ H10 (Ω) :
h > h0} and note that V + has finite codimension. In order to prove (a) of Theorem
3.10 it is enough to show that there exist h0, γ > 0 such that
∀u ∈ V + : ‖∇u‖2 = 1 =⇒ f(u) > γ.
First, note that condition (2.2) implies that for every ε > 0 we find a
(1)
ε ∈ C∞c (Ω)
and a
(2)
ε ∈ L
2N
N+2 (Ω) with ‖a(2)ε ‖ 2N
N+2
6 ε and
|g(x, s)| 6 a(1)ε (x) + a(2)ε (x) + ε|s|
N+2
N−2 .
Now, let u ∈ V + and notice that there exist c1, c2 > 0 such that
f(u) > α0‖∇u‖22 −
∫
Ω
G(x, u)
> α0‖∇u‖22 −
∫
Ω
((
a(1)ε + a
(2)
ε
)
|u|+ N − 2
2N
ε|u| 2NN−2
)
> α0‖∇u‖22 − ‖a(1)ε ‖2‖u‖2 − c1‖a(2)ε ‖ 2N
N+2
‖∇u‖2 − εc2‖∇u‖
2N
N−2
2
> α0‖∇u‖22 − ‖a(1)ε ‖2‖u‖2 − c1ε‖∇u‖2 − εc2‖∇u‖
2N
N−2
2 .
Then if h0 is sufficiently large, since λh → +∞, for all u ∈ V +, ‖∇u‖2 = 1 implies
‖a(1)ε ‖2‖u‖2 6 α0/2. Thus, for ε > 0 small enough, ‖∇u‖2 = 1 implies f(u) > γ for
some γ > 0. Then also (a) of Theorem 3.10 is satisfied.
Theorem 6.9 implies that f satisfies (PS)c condition at every level c, so that we
get the existence of a sequence of critical points {uh} ⊂ H10 (Ω) with f(uh) → +∞.
Finally, Proposition 6.4 yields the conclusion. 
Let us conclude this section by proving Theorem 2.3.
Proof of Theorem 2.3.
We will prove Theorem 2.3 as a consequence of Theorem 3.9. In order to do this, let
us notice that from (1.2) and (2.8) f is lower semicontinuous on H10 (Ω). Moreover,
Theorem 3.11 implies that condition (3.3) is satisfied. From Theorem 6.9 we deduce
that f satisfies (PS)c condition at every level c. It is left to show that f satisfies the
geometrical assumptions of Theorem (3.9).
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Let us first consider the case in which Λ = 0, then we will apply the first part of
Theorem 3.9. Notice that condition (1.2), (2.8) and (2.9) imply that there exist η
and r that satisfy 3.4. Conditions (1.2) and (2.4) imply
(6.3) f(v) 6
∫
Ω
α(|v|)|∇v|2 −
∫
Ω
k(x)|v|p + ‖a0‖1 + C0‖a1‖ 2N
N+2
‖v‖1,2.
Now, let us considerW a finite dimensional subspace ofH10 (Ω) such thatW ⊂ L∞(Ω).
Condition (1.7) implies that for every ε > 0 there exists R > r, w ∈ W , with
‖w‖∞ > R and a positive constant Cε such that
(6.4)
∫
Ω
α(|w|)|∇w|2 6 εCW ‖w‖p1,2 + Cε‖w‖21,2,
where CW is a positive constant depending on W . Then (6.3) and (6.4) yield (3.5),
by choosing suitably ε. Thus, we can apply Theorem 3.9 and deduce the existence
of a nontrivial critical point u ∈ H10 (Ω). From Proposition 6.4 we get that u is a
generalized solution of Problem (P ).
Now, let us consider the case in which Λ 6≡ 0. As before, we note that (1.2), (2.8) and
(2.9) imply that there exists ε > 0 such that for every Λ ∈ H−1(Ω) with ‖Λ‖ 6 ε, it
results
f(u) > γ, for every u with ‖u‖1,2 = r.
Moreover, we use condition (1.2), (1.7) and (2.4) and we argue as before to deduce the
existence of v1 ∈ H10 (Ω) with ‖v1‖ > r and f(v1) < 0. Finally, let us consider ϕ1 the
first eigenfunction of the Laplacian operator with Dirichlet homogeneous boundary
conditions. We set v0 = t0ϕ1, with t0 sufficiently small, so that, thanks to (1.2) and
(2.8), also f(v0) < 0. Then we can apply Theorem 3.9 and we get the existence of
two critical points u1, u2 ∈ H10 (Ω). Finally, Proposition 6.4 yields the conclusion. 
Remark 6.10. Notice that Theorems 1.2 and 1.3 are an easy consequence of Theo-
rems 2.1 and 2.3 respectively. Indeed, consider for example g1(x, s) = a(x)arctgs +
|s|p−2s, in order to prove Theorem 1.2, it is left to show that g1(x, s) satisfies con-
ditions (2.2), (2.3) and (2.4). First, notice that Young inequality implies that, for
every ε > 0 there exists a positive constant β(ε) such that (2.2) holds with aε(x) =
β(ε) + a(x). Moreover, (2.3) is satisfied with a0(x) = 0 and b0(x) = π/2(p − 1).
Finally, (2.4) is verified with k(x) = 1/p, a(x) = 0 and b(x) = (π/2 + C) a(x) where
C ∈ R+ is sufficiently large. Theorem 1.3 can be obtained as a consequence of Theo-
rem 2.3 in an analogous way.
7. Summability Results
In this section we suppose that g(x, s) satisfies the following growth condition
(7.1) |g(x, s)| 6 a(x) + b|s|N+2N−2 , a(x) ∈ Lr(Ω), b ∈ R+.
Note that (2.2) implies (7.1). In this section we will set 2∗ = 2N/(N − 2). We will
prove the following theorem.
Theorem 7.1. Let us assume that conditions (1.1), (1.2), (1.3), (1.4), (2.2) are sa-
tisfied. Let u ∈ H10 (Ω) be a generalized solution of problem (P ). Then the following
conclusions hold.
(a) If r ∈ (2N/(N + 2), N/2), u belongs to Lr∗∗(Ω), where r∗∗ = Nr/(N − 2r).
(b) If r > N/2, (where r is defined in (2.8)) u belongs to L∞(Ω).
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Theorem 7.1 will be proved as a consequence of the following lemma.
Lemma 7.2. Let us assume that conditions (1.1), (1.2), (1.3), (1.4) are satisfied.
Let u ∈ H10 (Ω) be a generalized solution of the problem
(7.2)
{
− div (jξ(x, u,∇u)) + js(x, u,∇u) + c(x)u = f(x) in Ω,
u = 0 on ∂Ω,
then the following conclusions hold.
(a′) If c ∈ LN2 (Ω) and f ∈ Lr(Ω), with r ∈ (2N/(N +2), N/2), u belongs to Lr∗∗(Ω),
where r∗∗ = Nr/(N − 2r).
(b′) If c ∈ Lt(Ω) with t > N/2 and f ∈ Lq(Ω), with q > N/2, u belongs to L∞(Ω).
Proof. Let us first prove conclusion a′). For every k > R (where R is defined in (1.4)),
let us define the function ηk(s) : R→ R such that ηk ∈ C1, ηk is odd and
(7.3) ηk(s) =

0 if 0 < s < R,
(s−R)2γ+1 if R < s < k,
bks+ ck if s > k,
where bk and ck are constant such that ηk is C
1. Since u is a generalized solution
of (7.2), v = ηk(u) belongs to Wu. Then we can take it as test function, moreover,
js(x, u,∇u)ηk(u) > 0. Then from (1.4) and (4.3) we get
(7.4) α0
∫
Ω
η′k(u)|∇u|2 6
∫
Ω
f(x)ηk(u) +
∫
Ω
c(x)uηk(u).
Now, let us consider the odd function ψk(s) : R→ R defined by
(7.5) ψk(s) =
∫ s
0
√
η′k(t) dt.
The following properties of the functions ψk and ηk can be deduced from (7.3) and
(7.5) by easy calculations [
ψ′k(s)
]2
= η′k(s),(7.6)
0 6 ηk(s)s 6 C0ψk(s)
2,(7.7)
|ηk(s)| 6 C0|ψk(s)|
2γ+1
γ+1 ,(7.8)
where C0 is a positive constant. Notice that for every ε > 0 there exist c1(x) ∈ LN2 (Ω),
with ‖c1‖N
2
6 ε and c2 ∈ L∞(Ω) such that c(x) = c1(x) + c2(x). From (7.4), (7.6),
(7.7) and Ho¨lder inequality, we deduce
α0
∫
Ω
|∇(ψk(u))|2 6 C0‖c1(x)‖N
2
[∫
Ω
|ψk(u)|2∗
] 2
2∗
+
∫
Ω
|f(x) + C0c2(x)u||ηk(u)|.
We fix ε = (α0S)/(2C0), where S is the Sobolev constant. We obtain
(7.9)
[∫
Ω
|ψk(u)|2∗
] 2
2∗
6 C
∫
Ω
|f(x) + C0c2(x)u||ηk(u)|.
Now, let us define the function
(7.10) h(x) = |f(x) + C0c2(x)u(x)|,
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and note that h(x) belongs to Lt(Ω) with
(7.11) t = min{r, 2∗}.
Let us consider first the case in which t = r, then from (7.8) and (7.9), we get[∫
Ω
|ψk(u)|2∗
] 2
2∗
6 C‖h‖r
[∫
Ω
|ψk(u)|r
′ 2γ+1
γ+1
] 1
r′
.
Since 2N/(N + 2) < r < N/2 we can define γ ∈ R+ by
(7.12) γ =
r(N + 2)− 2N
2(N − 2r) =⇒ 2
∗(γ + 1) = r′(2γ + 1) = r∗∗
Moreover, since r < N/2 we have that 2/2∗ > 1/r′, then
(7.13)
[∫
Ω
|ψk(u)|2∗
] 2
2∗
− 1
r′
6 C‖h‖r.
Note that |ψk(u)|2∗ → C(γ)|u − R|γ+1χ{|u(x)|>R} almost everywhere in Ω. Then
Fatou Lemma implies that |u−R|γ+1χ{|u(x)|>R} belongs to L2∗(Ω). Thus, u belongs
to L2
∗(γ+1)(Ω) = Lr
∗∗
(Ω) and the conclusion follows. Consider now the case in which
t = 2∗ and note that this implies that N > 6. In this case we get[∫
Ω
|ψk(u)|2∗
] 2
2∗
6 C‖h‖2∗
[∫
Ω
s|ψk(u)|(2
∗)′ 2γ+1
γ+1
] 1
(2∗)′
.
Since N > 6 it results 2/2∗ > 1/(2∗)′. Moreover, we can choose γ such that
2∗(γ + 1) = (2∗)′(2γ + 1).
Thus, we follow the same argument as in the previous case and we deduce that u
belongs to Ls1(Ω) where
s1 =
2∗N
N − 2 2∗ .
If it still holds s1 < r we can repeat the same argument to gain more summability on
u. In this way for every s ∈ [2∗, r) we can define the increasing sequence
s0 = 2
∗, sn+1 =
Nsn
N − 2sn ,
and we deduce that there exists n such that sn−1 < r and sn > r. At this step from
(7.11) we get that t = r and then u ∈ Lr∗∗(Ω), that is the maximal summability we
can achieve.
Now, let us prove conclusion b′). First, note that since f ∈ Lq(Ω), with q > N/2,
f belongs to Lr(Ω) for every r > (2N)/(N + 2). Then, conclusion a′) implies that
u ∈ Lσ(Ω) for every σ > 1. Now, take δ > 0 such that t− δ > N/2, since u ∈ L tδ (Ω)
it results ∫
Ω
|c(x)u(x)|t−δ 6 ‖c(x)‖t−δt
[∫
Ω
|u(x)| tδ
] δ
t
<∞.
Then, the function d(x) = f(x) − c(x)u(x) belongs to Lr(Ω) with r = min{q, t −
δ} > N/2. Let us take k > R (R is defined in (1.4)) and consider the function
v = Gk(u) = u − Tk(u) (where Tk(s) is defined in (3.6)). Since u is a generalized
solution of (7.2) we can take v as test function. From (1.4) and (4.3) it results
α0
∫
Ω
|∇Gk(u)|2 6
∫
Ω
|d(x)||Gk(u)|.
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The conclusion follows from Theorem 4.2 of [21]. 
Remark 7.3. In the classical results of this type (see [18] or [6]) it is usually used
as test function v = |u|2γu. Note that this type of function cannot be used here as
test function because it does not belong to Wu. Moreover, the classical truncation
Tu() seem not to be useful because of the presence of c(x)u. Then we have chosen a
suitable truncation of u in order to manage the term c(x)u.
Now we are able to prove Theorem 7.1.
Proof of Theorem 7.1.
Theorem 7.1 will be proved as a consequence of Lemma 7.2. So, consider u a
generalized solution of Problem (P ), we have to prove that u is a generalized solution
of Problem 7.2 for suitable f(x) and c(x). This is shown in Theorem 2.2.5 of [9], then
we will give here a sketch of the proof of [9] just for clearness.
We set
g0(x, s) = min{max{g(x, s),−a(x)}, a(x)}, g1(x, s) = g(x, s)− g0(x, s).
It follows that g(x, s) = g0(x, s) + g1(x, s) and |g0(x, s)| 6 a(x) so that we can set
f(x) = g0(x, u(x)). Moreover, we define
c(x) =
−
g1(x, u(x))
u(x)
ifu(x) 6= 0,
0 ifu(x) = 0.
Then |c(x)| 6 b|u(x)| 4N−2 , so that c(x) ∈ LN2 (Ω). Lemma 7.2 implies that conclusion
a) holds. Now, if r > N/2 we have that f(x) ∈ Lr(Ω) with r > N/2. Moreover,
conclusion a) implies that u ∈ Lt(Ω) for every t < ∞, so that c(x) ∈ Lt(Ω) with
t > N/2. Then Lemma 7.2 implies that u ∈ L∞(Ω). 
Remark 7.4. When dealing with quasilinear equations (i.e. j(x, s, ξ) = a(x, s)ξ · ξ),
a standard technique, to prove summability results, is to reduce the problem to the
linear one and to apply the classical result due to [21]. Note that here this is not
possible because of the general form of jξ(x, s, ξ).
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