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The Faa` di Bruno Hopf algebra for
multivariable feedback recursions in the center
problem for higher order Abel equations
Kurusch Ebrahimi-Fard, W. Steven Gray
Abstract Poincare´’s center problem asks for conditions under which a planar poly-
nomial system of ordinary differential equations has a center. It is well understood
that the Abel equation naturally describes the problem in a convenient coordinate
system. In 1989, Devlin described an algebraic approach for constructing sufficient
conditions for a center using a linear recursion for the generating series of the solu-
tion to the Abel equation. Subsequent work by the authors linked this recursion to
feedback structures in control theory and combinatorial Hopf algebras, but only for
the lowest degree case. The present work introduces what turns out to be the non-
trivial multivariable generalization of this connection between the center problem,
feedback control, and combinatorial Hopf algebras. Once the picture is completed,
it is possible to provide generalizations of some known identities involving the Abel
generating series. A linear recursion for the antipode of this new Hopf algebra is
also developed using coderivations. Finally, the results are used to further explore
what is called the composition condition for the center problem.
Key words: center problem, Abel equation, Faa` di Bruno Hopf algebra, shuffle algebra, control
theory, combinatorial Hopf algebra
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1 Introduction
The classical center problem first studied by Henri Poincare´ [38] considers a system
of planar ordinary differential equations
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2 Faa` di Bruno Hopf algebra, center problem, higher order Abel equations
dx
dt
= X(x,y),
dy
dt
= Y (x,y), (1)
whereX ,Y are homogeneouspolynomials with a linear part of center type. The equi-
librium at the origin is a center if it is contained in an open neighborhoodU having
no other equilibria, and every trajectory of system (1) in U is closed with the same
period ω . The problem is usually studied in its canonical form via a reparametriza-
tion that transforms (1) into the Abel equation
z˙(t) = v1(t)z
2(t)+ v2(t)z
3(t), (2)
where v1 and v2 are continuous real-valued functions [3, 9, 35]. In this setting, the
origin z = 0 is a center if z(0) = z(ω) = r for r > 0 sufficiently small and ω > 0
fixed. The center problem is to determine the largest class of functions v1 and v2 that
will render z= 0 a center.
An algebraic approach to the center problem was first proposed by Devlin in
1989 [10, 11], which was based on the work of Alwash and Lloyd [3, 35]. In mod-
ern parlance, Devlin’s method was to first write the solution of the Abel equation (2)
in terms of a Chen–Fliess functional expansion or Fliess operator [18, 19] whose
coefficients are parameterized by r. A Fliess operator is simply a weighted sum of
iterated integrals of v1 and v2 indexed by words in the noncommuting symbols x1
and x2, respectively. The concept is widely used, for example, in control theory to
describe the input-output map of a system modeled in terms of ordinary differential
equations. (For readers not familiar with this subject, the following references pro-
vide a good overview [18, 19, 32, 33, 37, 44, 45, 46, 42, 43].) Devlin showed that
the generating series for his particular Fliess operator with r = 1, which is a formal
power series cA over words in the alphabet X = {x1,x2}, can be decomposed as
cA =
∞
∑
n=1
cA(n), (3)
where the polynomials cA(n), n≥ 1 satisfy the linear recursion
cA(n) = (n− 1)cA(n− 1)x1+(n− 2)cA(n− 2)x2, n≥ 2 (4)
with cA(1) = 1 and cA(0) = 0. Here deg(xi) := i, and each letter xi encodes the
contribution of νi to the series solution of (2). His derivation used the underlying
shuffle algebra induced by products of iterated integrals rather than the fact that the
operator coefficients are differentially generated from the vector fields in the Abel
equation (2) [18, 32, 37]. Devlin also provided a recursion for the higher-order Abel
equation
z˙(t) =
m
∑
i=1
vi(t)z
i+1(t), m≥ 2, (5)
though the calculations become somewhat intractable. Using such recursions, it was
then possible to synthesize various sufficient conditions on the vi under which the
origin was a center. This included a generalization of the composition condition of
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Fig. 1 Feedback connection of Fliess operators Fc and Fd
[3]. The latter states that a sufficient condition for a center is the existence of a
differentiable function q such that q(ω) = q(0) for some ω > 0 and
vi(t) = v¯i(q(t))q˙(t), i= 1, . . . ,m, (6)
where the v¯i are continuous functions. For a time it was conjectured that this condi-
tion was also a necessary condition for a center if certain constraints were imposed
on the vi, for example, if they were polynomial functions of cosωt and sinωt. How-
ever, a counterexample to this claim was later given by Alwash in [1]. It is still
believed, however, to be a necessary condition when the vi are polynomials. This is
now called the composition conjecture (see [2, 5, 6, 7, 47] and the references in the
survey article [22]).
Recently, the authors revisited Devlin’s method in a combinatorial Hopf algebra
setting in light of the fact that the Abel equation was found to play a central role
in determining the radius of convergence of feedback connected Fliess operators
as shown in Figure 1 [41]. This recursive structure is described by the feedback
equation
y(t) = Fc[ν1(t)+Fd[y(t)]],
which by a suitable choice of generating series c and d involving an arbitrary func-
tion ν2(t) can be written directly in the form
z˙(t) = z2(t)[ν1(t)+ν2(t)y(t)]
= ν1(t)z
2(t)+ν2(t)z
3(t),
where y(t) = z(t). It was shown in [14] that the decomposition (3) is exactly the sum
of the graded components of a Hopf algebra antipode applied to the formal power
series −cF , where
cF =
∞
∑
k=0
k!xk1 (7)
is the Ferfera series, that is, the generating series for solution of the equation z˙= z2u,
z(0) = 1 [15, 16]. The link is made using the Hopf algebra of output feedback which
encodes the composition of iterated integrals rather than their products [12, 23, 26].
As a consequence, another algebraic structure at play in Devlin’s approach beyond
the shuffle algebra is a Faa` di Bruno type Hopf algebra. Now it is a standard theorem
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that the antipode of every connected graded Hopf algebra can be computed recur-
sively [17, 36]. This fact was exploited, for example, in the authors’ application of
the output feedback Hopf algebra to compute the feedback product, a device used
to compute the generating series for Fliess operator representation of the intercon-
nection shown in Figure 1 [12, 25]. But somewhat surprisingly it was also shown in
[14] that for this Hopf algebra the antipode could be computed in general using a
linear recursion of Devlin type. This method has been shown empirically to be more
efficient than all existing methods for computing the antipode [4], which is useful
in control applications [13, 24, 27, 28]. What was not evident, however, was how
all of these ideas could be related for higher order Abel equations, i.e., equation (5)
when m> 2.
The goal of this paper is to present what turns out to be the nontrivial general-
ization of the connection between the center problem, control theory, and combi-
natorial Hopf algebras for higher order Abel equations. It requires a new class of
matrix-valued Fliess operators with a certain Toeplitz structure in order to provide
the proper grading. In addition, a new type of multivariable output feedback Hopf
algebra is needed, one which is distinct from that described in [12, 23, 26] and is
more closely related to the output affine feedback Hopf algebra introduced in [29]
for the m= 2 case with v2 = 1 (so effectively the single-input–single-output case) to
describemultiplicative output feedback. Once the picture is completed, it is possible
to provide higher order extensions of some known identities for the Abel generating
series, cA. A linear recursion for the antipode of this new Hopf algebra is also de-
veloped using coderivations. Finally, a new sufficient condition for a center is given
inspired by viewing the Abel equation in terms of a feedback condition. This in turn
provides another way of interpreting the composition condition.
2 Linear recursions for differentially generated series and their
inverses
The starting point is to show how any formal power series whose coefficients are
differentially generated by a set of analytic vector fields can be written in terms of a
linear recursion, as can its inverse in a certain compositional sense. This implicitly
describes a group that will be utilized in the next section to describe recursions
derived from feedback systems.
Consider the set of formal power series R〈〈X〉〉 over the set of words X∗
generated by an alphabet of noncommuting symbols X = {x1, . . . ,xm}. Elements
of X are called letters, and words over X consist of finite sequences of letters,
η = xi1 · · ·xik ∈ X
∗. The length of a word η is denoted |η | and is equivalent to
the number of letters it contains. When viewed as a graded vector space, where
deg(xi) := i and deg(e) := 0 with e denoting the empty word /0∈ X
∗, any c∈R〈〈X〉〉
can be uniquely decomposed into its homogeneous components c= ∑n≥1 c(n) with
deg(c(n)) = n− 1, n≥ 1. In particular, if X k is the set of all words of length k, then
c(1) = 〈c,e〉e and
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c(n) =
min(m,n−1)
∑
i=1
∑
η∈Xn−1−i
〈c,ηxi〉ηxi, n≥ 2. (8)
A series c ∈ R〈〈X〉〉 is said to be differentially generated if there exists a set of
analytic vector fields {g1,g2, . . . ,gm} defined on a neighborhoodW of z0 ∈ R
n and
an analytic function h :W → R such that for every word η in X∗ the corresponding
coefficient of c can be written as
〈c,η〉= Lg j1 · · ·Lg jk h(z0), η = x jk · · ·x j1 ,
where the Lie derivative of h with respect to g j is defined as the linear operator
Lg jh :W →R, z 7→ Lg jh(z) :=
∂h
∂ z
(z)g j(z).
The tuple (g1,g2, . . . ,gm,z0,h) will be referred to as the generator of c. It fol-
lows directly that c(n) = Pn−1(z0), where P0(z0) = h(z0)e and for n > 0, Pn(z) :=
∑η∈Xn Lgη h(z)η , with Lgη := Lg j1 · · ·Lg jk , and (8) can be rewritten as the linear re-
cursion
Pn(z0) =
min(m,n)
∑
i=1
LgiPn−i(z0)xi, n≥ 1. (9)
In this case the grading on R〈〈X〉〉 can be encoded in the sequence Pn(z0), n≥ 1, by
assigning degrees to the vector fields, namely, deg(gi) := deg(xi) = i, i= 1, . . . ,m.
Example 1. Suppose m = 1, g1(z) = z
2, z0 = 1, and h(z) = z. Then c(1) = P0(1) =
h(1)e= e and
c(n) = Pn−1(1) = Lz2Pn−2(1)x1 = (n− 1)Pn−2(1)x1 = (n− 1)c(n− 1)x1, n≥ 2.
In which case,
∞
∑
n=1
c(n) =
∞
∑
n=1
(n− 1)!xn−11 =
∞
∑
n=0
n!xn1 =: cF .
This is the well studied generating series of Ferfera [15, 16].
Now suppose d ∈ R〈〈X〉〉 is differentially generated, and consider the corre-
sponding Chen–Fliess series or Fliess operator
Fd[u](t) := ∑
η∈X∗
〈d,η〉Eη [u](t, t0),
where Eη [u] is defined inductively for each word η ∈ X
∗ as an iterated integral over
the controls u := (u1(t), . . . ,um(t)), ui : [t0, t]→R, by E /0[u] := 1 and
Exiη¯ [u](t, t0) :=
∫ t
t0
ui(τ)Eη¯ [u](τ, t0)dτ
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with xi ∈ X , η¯ ∈ X
∗. If u ∈ Lm1 [t0, t0 + T ], that is, u is measurable with finite L1-
norm, ‖u‖L1 := max{‖ui‖1 : 1 ≤ i ≤ m} < R, then the analyticity of the genera-
tor for d is sufficient to guarantee that the Fliess operator Fd[u](t) converges ab-
solutely and uniformly on [0,T ] for sufficiently small R,T > 0 [30]. Suppose next
that d = (d1, . . . ,dm−1) is a family of series di ∈ R〈〈X〉〉, i= 1, . . . ,m− 1 which are
differentially generated by (g1, . . . ,gm,z0,h1, . . . ,hm−1), and define the associated
Toeplitz matrix
dToep :=


1 d1 d2 · · · dm−1
0 1 d1 · · · dm−2
...
...
...
...
...
0 0 0 · · · d1
0 0 0 · · · 1

= I+
m−1
∑
i=1
diN
i,
where I ∈ Rm×m is the identity matrix, and N ∈ Rm×m is the nilpotent matrix con-
sisting of zero entries except for a super diagonal of ones. The Toeplitz affine Fliess
operator is taken to be y = Fdδ [u] := FdToep [u]u, which can be written in expanded
form as 

y1
y2
...
ym−1
ym

=


1 Fd1 [u] Fd2 [u] · · · Fdm−1 [u]
0 1 Fd1 [u] · · · Fdm−2 [u]
...
...
...
...
...
0 0 0 · · · Fd1 [u]
0 0 0 · · · 1




u1
u2
...
um−1
um

 .
Note in particular that 0Toep = I so that F0δ [u] = u. The operator Fdδ is realized by
the analytic state space system
z˙=
m
∑
i=1
gi(z)ui, z(0) = z0 (10a)
y= H(z)u, (10b)
where
H =


1 h1 h2 · · · hm−1
0 1 h1 · · · hm−2
...
...
...
...
...
0 0 0 · · · h1
0 0 0 · · · 1

= I+
m−1
∑
i=1
hiN
i, (11)
in the sense that on some neighborhoodW of z0, (10a) has a well defined solution
z(t) on [t0, t0+T ] and y=FdToep [u]u=H(z)u on this same interval. Since the Toeplitz
matrix H is always invertible and Toeplitz, it follows that the inverse operator u =
F
d−1
δ
[y] := F
d−1Toep
[y]y is another Toeplitz affine Fliess operator realized by the state
space system
Faa` di Bruno Hopf algebra, center problem, higher order Abel equations 7
z˙=
m
∑
i=1
gi(z)[H
−1(z)y]i, z(0) = z0 (12a)
u= H−1(z)y. (12b)
so that Fdδ ◦Fd−1
δ
= F
d−1
δ
◦Fdδ = I. (Here [y]i denotes the i component of y ∈ R
m.)
The generating series for the inverse operator, d−1 = (d−11 , . . . ,d
−1
m−1), is differen-
tially generated by (g˜1, . . . , g˜m,z0, h˜1, . . . , h˜m−1), where g˜i := ∑
m
j=1 g jH
−1
ji = gi +
∑i−1j=1 gi− jh˜ j with h˜ j := H
−1
1,1+ j.
Example 2. For the case where m= 3, system (12) becomes
z˙= g1y1+(g2− g1h1)y2+(g3− g2h1+ g1(h
2
1− h2))y3, z(0) = z0 (13a)
 u1u2
u3

=

 1 −h1 h21− h20 1 −h1
0 0 1



 y1y2
y3

 . (13b)
In which case,
F
d−1Toep
[y] =


1 F
d−11
[y] F
d−12
[y]
0 1 F
d−11
[y]
0 0 1

 ,
where d−1 = (d−11 ,d
−1
2 ) is generated by (g˜1, g˜2, g˜3,z0, h˜1, h˜2) with g˜1 := g1, g˜2 :=
g2− g1h1, g˜3 := g3− g2h1+ g1(h
2
1− h2), h˜1 =−h1 and h˜2 = h
2
1− h2. If coordinate
functions are defined as linear maps on R2〈〈X〉〉 by
aiη(d) := (di,η) = Lgη hi(z0), η ∈ X
∗, i= 1,2,
and S is defined as a mapping on R〈X〉 seen as dual space of R〈〈X〉〉, so that
(S(aiη))(d) := (d
−1
i ,η) = Lg˜η h˜i(z0), η ∈ X
∗, i= 1,2,
then the coordinates, i.e., coefficients of the inverse series are described compactly
by the following polynomials:
S(a1e) =−a
1
e (14a)
S(a2e) =−a
2
e+ a
1
ea
1
e (14b)
S(a1x1) =−a
1
x1
(14c)
S(a1x2) =−a
1
x2
+ a1x1a
1
e (14d)
S(a2x1) =−a
2
x1
+ 2a1x1a
1
e (14e)
S(a1x3) =−a
1
x3
+ a1x2a
1
e− a
1
x1
a1ea
1
e + a
1
x1
a2e (14f)
S(a2x2) =−a
2
x2
+ 2a1x2a
1
e− 2a
1
x1
a1ea
1
e + a
2
x1
a1e (14g)
S(a2x3) =−a
2
x3
+ 2a1x3a
1
e− 2a
1
x2
a1ea
1
e + a
2
x2
a1e− a
2
x1
a1ea
1
e + a
2
x1
a2e+
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2a1x1a
1
ea
1
ea
1
e− 2a
1
x1
a1ea
2
e (14h)
...
It is not obvious in general whether the generators for the inverse series d−1i will
necessarily satisfy a linear recursion of the form (9). This is contingent on whether
the new vector fields g˜i are consistent with the grading on R〈〈X〉〉, that is, whether
deg(g˜i) = deg(gi), i= 1, . . . ,m. The next theorem gives a sufficient condition under
which the upper triangular Toeplitz structure of H in (11) guarantees this property.
Theorem 1. Given any Toeplitz matrix of the form (11) and a set of vector fields
gi, i = 1, . . . ,m with deg(gi) = i, it follows that g˜i := ∑
m
j=1 g jH
−1
ji has the property
deg(g˜i) = deg(gi) provided deg(hi) := deg(gi) = i, i= 1, . . . ,m− 1.
Proof. First observe that
H−1 =
(
I+
m−1
∑
i=1
hiN
i
)−1
=
m−1
∑
n=0
(−1)n
(
m−1
∑
i=1
hiN
i
)n
,
using the fact that Nn = 0, n≥ m. Now applying the multinomial theorem gives
H−1 = I+
m−1
∑
j=1


j
∑
k=1
(−1)kk! ∑
k1+k2+···+k j=k
k1+2k2+···+ jk j= j
1
k1! · · ·k j!
h
k1
1 · · ·h
k j
j

N j. (15)
=: I+
m−1
∑
j=1
h˜ jN
j .
This means that deg(h˜ j) = deg(h
k1
1 · · ·h
k j
j ) = k1 + 2k2 + · · ·+ jk j = j. Therefore,
since g˜i = ∑
m
j=1g jH
−1
ji = ∑
i
j=0 gi− jh˜ j and
deg
(
gi− jh˜ j
)
= deg(gi− j)+ deg(h˜ j) = (i− j)+ j= i,
it follows that deg(g˜i) = i, i= 1, . . . ,m as required.
Example 3. Reconsider Example 2 in the particular case where (g1,g2,g3,z0,h1,h2)=
(z2,0,0,1,−z,0) so that d = (−cF ,0). This is an embedding of Example 1 into the
case wherem= 3. The series d−1=(d−11 ,d
−1
2 ) has the generator (g˜1, g˜2, g˜3,z0, h˜1, h˜2)=
(z2,z3,z4,1,z,z2). The system (13) reduces to the Abel system
z˙= z2y1+ z
3y2+ z
4y3, z(0) = 1
 u1u2
u3

=

 1 z z20 1 z
0 0 1



 y1y2
y3

 ,
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and therefore, cA,m = d
−1
1 . Using (9) with the generator for d
−1
1 , the Abel generating
series cA,3 can also be written as cA,3 = ∑n≥1 cA,3(n), where cA,3(1) = P0(1) = e and
cA,3(n) = Pn−1(1) = Lz2Pn−2(1)x1+Lz3Pn−3(1)x2+Lz4Pn−4(1)x3, n≥ 2
(Pn(1) := 0 for n < 0). A polynomial recursion follows from proving the identity
Lzi+1Pn−i−1(1) = (n− i)Pn−i−1(1), i= 1,2,3, so that
cA,3(n) = (n−1)cA,3(n−1)x1+(n−2)cA,3(n−2)x2+(n−3)cA,3(n−3)x3, n≥ 2
(cA,3(n) = 0 for n< 1). The first few of these polynomials are:
cA,3(1) = 1 (16a)
cA,3(2) = x1 (16b)
cA,3(3) = 2x1x1+ x2 (16c)
cA,3(4) = 6x1x1x1+ 3x2x1+ 2x1x2+ x3 (16d)
cA,3(5) = 24x1x1x1x1+ 12x2x1x1+ 8x1x2x1+ 4x3x1+ 6x1x1x2+ 3x2x2+ 2x1x3.
(16e)
Note that each cA,3(n) consists only of words of degree n− 1. These polynomials
were first identified by Devlin in [10]. The example can be generalized to anym≥ 2
so that
cA,m = (I− cFN)
−1
1 , (17)
and the corresponding Abel series cA,m = ∑n≥1 cA,m(n) can be computed from the
recursion
cA,m(n) =
m
∑
i=1
(n− i)cA,m(n− i)xi, n≥ 2,
with cA,m(1) = 1 and cA,m(n) = 0 for n< 1.
It is interesting to note that the construction above has some elements in com-
mon with the Faa` di Bruno Hopf algebra HFdB = (µ ,∆FdB) for the group Gdi f f of
diffeomorphisms h on R satisfying h(0) = 0, h˙(0) = 1. See [17] for details. First
observe that (15) can also be written in terms of the Bell polynomials
B j,k(t1, . . . , tl) := ∑
k1+k2+···+kl=k
k1+2k2+···+lkl= j
j!
k1! · · ·kl!
( t1
1!
)k1
· · ·
( tl
l!
)kl
,
where l = j− k+ 1, using the Faa` di Bruno formula
f (h(t)) =
∞
∑
j=0
j
∑
k=1
βkB j,k(α1, . . . ,α j−k+1)
t j
j!
with f (t) := ∑∞n=0βnt
n/n! and h(t) = ∑∞n=0αnt
n/n!. Specifically, setting
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f (t) =
1
1+ t
= 1+
∞
∑
n=1
(−1)nn!
tn
n!
h(t) =
m−1
∑
n=1
n!hn
tn
n!
gives
H−1 = f (h(N)) = I+
m−1
∑
j=1
j
∑
k=1
(−1)k
[
k!
j!
B j,k(h1,2!h2, . . . ,( j− k+ 1)!h j−k+1)
]
N j.
The expressions in brackets above, i.e., the ordinary Bell polynomials, are used
in [8] to define a variation (flipped/co-opposite version) of the coproduct ∆¯FdB on
HFdB (see equations (4.1)-(4.2) in this citation). A faithful representation of the
group Gdi f f is
Mh :=
[
k!
j!
B j,k(h1,2!h2, . . . ,( j− k+ 1)!h j−k+1)
]T
=


h1 h2 h3 h4 h5 · · ·
0 h21 2h1h2 h
2
2+ 2h1h3 2h2h3+ 2h1h4 · · ·
0 0 h31 3h
2
1h2 3h1h
2
2+ 3h
2
1h3 · · ·
0 0 0 h41 4h
3
1h2 · · ·
0 0 0 0 h51 · · ·
...
...
...
...
...


(cf. [21]) and
H−1 = I+
m−1
∑
j=1
[ llMh] jN
j = I+
m−1
∑
j=1
h˜ jN
j,
where ll := [−1 1 − 1 · · · ]. Therefore, defining the coordinate functions ai(h) = hi,
i≥ 1, it follows that h˜i = µ(∆¯FdBai( ll,h)). For example,
h˜3 = µ(∆¯FdB(a3)( ll,h))
= µ((a1⊗ a3+ a2⊗ 2a1a2+ a3⊗ a
3
1)( ll,h))
=−h3+ 2h1h2− h
3
1.
Further observe, setting h1 = 1, that the antipode SFdB of HFdB can be identified
from the top row of
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M−1h =


1 −h2 2h
2
2− h3 −5h
3
2+ 5h2h3− h4 14h
4
2− 21h
2
2h3+ 3h
2
3+ 6h2h4− h5 · · ·
0 1 −2h2 5h
2
2− 2h3 −14h
3
2+ 12h2h3− 2h4 · · ·
0 0 1 −3h2 9h
2
2− 3h3 · · ·
0 0 0 1 −4h2 · · ·
0 0 0 0 1 · · ·
...
...
...
...
...


.
That is, using a standard expression for SFdB (see [17]), the ( j+ 1)th entry in the
top row ofM−1h is given by
(SFdB(a j+1))(h) =
j
∑
k=1
(−1)kB j+k,k(0,2!h2,3!h3, . . . ,( j+ 1)!h j+1), j ≥ 1.
The assertion to be explored in Section 4 is that this construction has deeper con-
nections to another kind of Faa` di Bruno type Hopf algebra, one that is derived from
a group of Fliess operators and used to described their feedback interconnection. In
fact, the compositional inverse described above corresponds to the group inverse.
3 Devlin’s polynomials and feedback recursions
It was shown in [14] that the Devlin polynomials describing the Abel generating
series cA,m when m = 2 can be related to a certain feedback structure commonly
encountered in control theory. This in turn led to a Hopf algebra interpretation of
these polynomials since feedback systems have been characterized in such terms in
[12, 23, 24, 25, 26]. In this section, the generalization of the theory is given for any
m≥ 2. This will again provide a Hopf algebra interpretation of Devlin’s polynomials
as well as a shuffle formula for the Abel series which is distinct from that derived
directly from the Abel equation, namely, the non-linear recursion
cA,m = 1+
m
∑
i=1
xic
⊔⊔ i+1
A,m , m≥ 2,
where c ⊔⊔ iA,m denotes the i-th shuffle power of cA,m. Recall that R〈〈X〉〉 consisting of
all formal power series over the alphabet X with coefficients in R forms an unital
associative R-algebra under the concatenation product and an unital, commutative
and associative R-algebra under the shuffle product, denoted here by the shuffle
symbol ⊔⊔ . The latter is theR-bilinear extension of the shuffle product of two words,
which is defined inductively by
(xiη) ⊔⊔ (x jξ ) = xi(η ⊔⊔ (x jξ ))+ x j((xiη) ⊔⊔ξ ) (18)
with η ⊔⊔ /0 = /0 ⊔⊔η = η for all words η ,ξ ∈ X∗ and letters xi,x j ∈ X [18, 39]. For
instance, xi ⊔⊔x j = xix j+ x jxi and
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Fig. 2 Multiplicative feedback system
xi1xi2 ⊔⊔xi3xi4 = xi1xi2xi3xi4 + xi3xi4xi1xi2 + xi1xi3(xi2 ⊔⊔ xi4)+ xi3xi1(xi2 ⊔⊔ xi4).
Consider the (componentwise) multiplicative feedback interconnection shown in
Figure 2 consisting of a Fliess operator Fc in the forward path, where c ∈ R
m〈〈X〉〉,
and an m×m matrix-valued Toeplitz Fliess operator FdToep in the feedback path.
It is useful here to define a generalized unital series, δi, so that Fδi [y] := yi for all
i = 1, . . . ,m and F
δ
⊔⊔ j
i
[y] := (Fδi [y])
j = y ji . With d = (δ1,δ
⊔⊔ 2
1 , . . . ,δ
⊔⊔m−1
1 ), the
closed-loop system shown in Figure 2 is described by
y= Fc[u], u= FdToep [y]v= v+
m−1
∑
i=1
yi1N
iv,
and, in particular,
u1 = v1+ y1v2+ y
2
1v3+ · · ·+ y
m−1
1 vm. (19)
Example 4. Suppose cF,m = [cF ,0, . . . ,0] ∈ R
m〈〈X〉〉, where cF = ∑
∞
k=0 k!x
k
1 as in
Example 1. In which case, y1 = FcF [u] is realized by the one dimensional state space
model
z˙= z2u1, z(0) = 1, y1 = z.
Applying the feedback (19) gives the following realization for the closed-loop sys-
tem
z˙=
m
∑
i=1
viz
i+1, z(0) = 1, y1 = z, i= 1, . . . ,m.
Hence, the generating series for the closed-loop system, denoted here by cF,m@dToep,
has the property that
cA,m = [cF,m@dToep]1. (20)
This is a generalization of the result given in [14] for the m= 2 case.
In control theory, feedback is often described algebraically in terms of trans-
formation groups. This approach is useful here as it will lead to an explicit way
to compute the generating series of any closed-loop system as shown in Figure 2.
Consider the group of Toeplitz affine Fliess operators
T :=
{
y= Fdδ [u] = FdToep [u]u : d ∈ R
m−1〈〈X〉〉
}
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under the operator composition
(Fcδ ◦Fdδ )[u] = FcToep [FdToep [u]u]FdToep [u]u,
which is associative and has the identity element F0δ . Strictly speaking, one should
limit the definition of the group to those generating series whose corresponding
Fliess operators converge. But the algebraic set up presented here carries through
in general if one considers the non-convergent case in a formal sense (see [31]).
The group inverse has already been described for the case where d is differentially
generated, i.e., by equation (12). It can be shown by other arguments to exist in
general (via contractive maps on ultrametric spaces, see [29]). The group product
on T in turn induces a formal power series product on Rm−1〈〈X〉〉 denoted by cδ ◦
dδ satisfying Fcδ ◦dδ = Fcδ ◦ Fdδ . Given that generating series are unique and the
bijection betweenRm−1〈〈X〉〉 and their associated Toeplitz matrices, this means that
R
m−1〈〈X〉〉 inherits a group structure. A right action of the group T on the set of
all Fliess operators Fc, c ∈R
m〈〈X〉〉 is given by
(Fc ◦Fdδ )[u] = Fc[FdToep [u]u] = Fc
[
u+
m−1
∑
i=1
Fdi [u]N
iu
]
.
This composition induces a second formal power series product, the mixed compo-
sition product c ◦˜dδ , satisfying
Fc ◦Fdδ = Fc ◦˜dδ . (21)
It can be viewed as a right action of the group Rm−1〈〈X〉〉 on the set Rm〈〈X〉〉.
This product is left linear, nonassociative, and can be computed explicitly when
c ∈ R〈〈X〉〉 by
c ◦˜dδ = φd(c)(1) = ∑
η∈X∗
〈c,η〉φd(η)(1),
where 1 := 1e, and φd is the continuous (in the ultrametric sense) algebra homomor-
phism fromR〈〈X〉〉 to End(R〈〈X〉〉) uniquely specified by φd(xiη) = φd(xi)◦φd(η)
with
φd(xi)(e) = xie+
m−i
∑
j=1
xi+ j(d j ⊔⊔ e), i= 1, . . . ,m (22)
for any e ∈ R〈〈X〉〉, and where φd( /0) denotes the identity map on R〈〈X〉〉. For any
c ∈ Ri× j〈〈X〉〉 the product is extended componentwise such that
[c ◦˜d]kl = [c]kl ◦˜d (23)
for all k = 1,2, . . . , i and l = 1,2, . . . , j. The following pre-Lie product results from
the right linearization of the mixed composition product
xiη ⊳ d := xi(η ⊳ d)+
m−i
∑
j=1
xi+ j(d j ⊔⊔η)
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with /0 ⊳ d := 0. In which case, c ◦˜dδ = c+ c ⊳ d+O(d
2). In particular, it can be
shown directly that
(cδ ◦ dδ)Toep = (cToep ◦˜dδ ) ⊔⊔dToep,
where the shuffle product on matrix-valued series is defined componentwise. An-
other useful composition product is the (unmixed) composition product c◦d induced
simply by Fc◦d = Fc ◦Fd.
With these various formal power series products defined, it is now possible to
give a general formula for the feedback product c@dToep describing the generating
series for the interconnected system in Figure 2. The following lemma is needed.
Lemma 1. The set G ⊔⊔ := {c ∈ R
m×m〈〈X〉〉 : 〈c,e〉 ∈ Glm(R)} is a group under the
shuffle product with the identity element being the constant series I := Ie, and the
inverse of any c ∈ G ⊔⊔ is
c ⊔⊔−1 = (〈c,e〉(I− c′)) ⊔⊔−1 = (c′) ⊔⊔ ∗〈c,e〉−1,
where c′ is proper (i.e, 〈c′,e〉= 0), and (c′) ⊔⊔ ∗ := ∑k≥0(c
′) ⊔⊔ k.
Theorem 2. For any c ∈ Rm〈〈X〉〉 and d ∈ Rm−1〈〈X〉〉 it follows that c@dToep =
c ◦˜((dToep ◦ c)
⊔⊔−1)−1
δ
.
Proof. The feedback law requires that u = FdToep [y]v = FdToep [Fc[u]]v= FdToep◦c[u]v.
From Lemma 1 it follows that
v= F(dToep◦c) ⊔⊔ −1 [u]u= F((dToep◦c) ⊔⊔ −1)δ [u].
As the latter is now a group element in T , one can write
u= F((dToep◦c) ⊔⊔ −1)−1δ
[v].
Making this substitution for u into y = Fc[u] and writing the result in terms of the
group action gives
y= Fc@dToep [v] = Fc[F((dToep◦c) ⊔⊔ −1)−1δ
[v]] = F
c ◦˜((dToep◦c) ⊔⊔ −1)
−1
δ
[v].
As generating series are known to be unique, the theorem is proved.
Corollary 1. The feedback product satisfies the fixed point equation c@dToep =
c ◦˜(dToep ◦ (c@dToep))δ .
Proof. Observe that y= Fc[FdToep [y]v]. So if y= Fc@dToep [v] then necessarily
y= Fc[FdToep [Fc@dToep [v]]v] = Fc[FdToep◦(c@dToep)[v]v] = Fc ◦˜(dToep◦(c@dToep))δ [v].
The uniqueness of generating series then proves the claim.
The tools above are now applied to compute the feedback product cF,m@dToep in
(20). This will in turn render identities satisfied by the Abel series. The following
lemma is useful.
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Lemma 2. If in (11) hi = h
i, i= 1, . . . ,m− 1 for some h ∈Cω then H−1 = I− hN.
Proof. Given that H = I+ hN+ h2N2+ · · ·+ hm−1Nm−1, observe
H−1 = ((I− hN)−1− (hN)m(I− hN)−1)−1
= (I− hN)(I− (hN)m)−1
= I− hN+O((hN)m)
= I− hN,
since Nn = 0 when n≥ m.
Theorem 3. For any m≥ 2, cA,m = cF ◦˜(I− cFN)
−1
δ .
Proof. Starting from the formula in Theorem 2 for the feedback product with c =
cF,m = [cF ,0, . . . ,0] and d = (δ1,δ
⊔⊔ 2
1 , . . . ,δ
⊔⊔m−1
1 ) and using the definition of the
shuffle inverse in Lemma 1, observe that
cF,m@dToep = cF,m ◦˜((dToep ◦ cF,m)
⊔⊔−1)−1δ
= cF,m ◦˜

((I+m−1∑
i=1
δ ⊔⊔ i1 N
i
)
◦ cF,m
) ⊔⊔−1
−1
δ
= cF,m ◦˜


(
m−1
∑
i=0
c ⊔⊔ iF N
i
) ⊔⊔−1
−1
δ
.
Now note that if h in Lemma 2 is identified with FcF then h
i = F icF = Fc⊔⊔ iF
. So the
shuffle version of the identity in this lemma is
(
∑m−1i=0 c
⊔⊔ i
F N
i
) ⊔⊔−1
= I− cFN. In
which case, cF,m@dToep = cF,m ◦˜(I− cFN)
−1
δ
. Next, in light of (20) and (23), it is
clear that cA,m = [cF,m ◦˜(I− cFN)
−1
δ ]1 = cF ◦˜(I− cFN)
−1
δ as claimed.
Example 5. Consider evaluating cA,m = cF ◦˜(I− cFN)
−1
δ when m= 3. In this case
cF ◦˜(I− cFN)
−1
δ =
∞
∑
k=0
k! φd(x
k
1)(1),
where
φd(x1)(e) = x1e+ x2(d1 ⊔⊔e)+ x3(d2 ⊔⊔ e)
with d1 = (I− cFN)
−1
1 and d2 = (I− cFN)
−1
2 . Using (14) to compute the inverses
gives
〈d1,e〉= S(a
1
e)(−cF) =−a
1
e(−cF) =−〈−cF ,e〉= 1
〈d1,x1〉= S(a
1
x1
)(−cF) =−a
1
x1
(−cF) =−〈−cF ,x1〉= 1
〈d1,x2〉= S(a
1
x2
)(−cF) = (−a
1
x2
+ a1x1a
1
e)(−cF)
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=−〈−cF ,x2〉+ 〈−cF ,x1〉〈−cF ,e〉= 1
〈d1,x3〉= S(a
1
x3
)(−cF) = (−a
1
x3
+ a1x2a
1
e− a
1
x1
a1ea
1
e + a
1
x1
a2e)(−cF)
=−〈−cF ,x3〉+ 〈−cF ,x2〉〈−cF ,e〉− 〈−cF ,x1〉〈−cF ,e〉
2+ 〈−cF ,x1〉〈0,e〉
= 1.
Therefore, d1 = 1+ x1+ x2+ x3+ · · · , which from (17) should be cA,3. Similarly,
d2 = 1+ 2x1+ 2x2+ 2x3, so that
cF ◦˜(I− cFN)
−1
δ = 1+ x1+ x2+ x3+ 2x1x1+ 2x1x2+ 2x1x3+ 3x2x1+ 3x2x2
+ 3x2x3+ 4x3x1+ 4x3x2+ 4x3x3+ · · · ,
which is also equivalent to cA,3 as expected.
Theorem 4. For any m≥ 2
cA,m = 1+ cA,m ⊔⊔
(
m
∑
i=1
xic
⊔⊔ i−1
A,m
)
.
Proof. Applying Corollary 1, Theorem 3, and the fact that the mixed composition
product distributes to the left over the shuffle product gives
cA,m = cF ◦˜(dToep ◦ cA,m)δ = cF ◦˜
(
m
∑
i=0
c ⊔⊔ iA N
i
)
δ
=
∞
∑
k=0
x ⊔⊔ k1 ◦˜
(
m
∑
i=0
c ⊔⊔ iA N
i
)
δ
=
∞
∑
k=0
(
x1 ◦˜
(
m
∑
i=0
c ⊔⊔ iA N
i
)
δ
) ⊔⊔ k
=
∞
∑
k=0
(
m
∑
i=1
xic
⊔⊔ i−1
A,m
) ⊔⊔ k
.
Hence, the identity in question then follows directly.
Theorem 4 was first observed in functional form for the m = 2 case in [34] (see
equation (2.3)). In fact, one of the main results of this paper (Theorem 4.1) is actu-
ally just a graded version of this result as described next.
Corollary 2. For any m,n≥ 2
cA,m(n) = cA,m(n− 1) ⊔⊔x1+
m
∑
i=2
∑
k1+···+ki=n−1
cA,m(k1) ⊔⊔ (xi(cA,m(k2) ⊔⊔ · · ·cA,m(ki))).
Example 6. When m= 3 observe cA,3 = 1+cA,3 ⊔⊔ (x1+x2cA,3+x3c
⊔⊔ 2
A,3 ). Therefore,
if a := FcA,3 then
a(t) = 1+ a(t)
[∫ t
0
u1(τ)dτ +
∫ t
0
u2(τ)a(τ)dτ +
∫ t
0
u3(τ)a
2(τ)dτ
]
.
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Defining an = FcA,3(n), n≥ 1 gives the recursion
an(t) = an−1(t)
∫ t
0
u1(τ)dτ + ∑
k1+k2=n−1
ak1(t)
∫ t
0
u2(τ)ak2(τ)dτ+
∑
k1+k2+k3=n−1
ak1(t)
∫ t
0
u3(τ)ak2(τ)ak3(τ)dτ.
The m= 2 case of this recursion appears in [34] as equation (1.7).
The final theorem will be generalized in Section 5 to provide a sufficient condi-
tion for a center of the Abel equation.
Theorem 5. Let v1,v2, . . . ,vm ∈ L1[0,ω ] and m≥ 2 be fixed. Then the m+ 1 degree
Abel equation (5) with z(0) = 1 has the solution
z(t) =
1
1−Ex1 [u](t)
,
if there exists functions u1,u2, . . . ,um ∈ L1[0,ω ] satisfying
v1(t) = u1(t)−
u2(t)
1−Ex1[u](t)
v2(t) = u2(t)−
u3(t)
1−Ex1[u](t)
...
vm−1(t) = um−1(t)−
um(t)
1−Ex1[u](t)
vm(t) = um(t),
with Ex1 [u](t) :=
∫ t
0 u1(τ)dτ < 1 on [0,ω ].
Proof. In light of Theorem 3, it is clear that cA,m = cF ◦˜(I − cFN)
−1
δ , and thus,
cF = cA,m ◦˜(I− cFN)δ . So assume there exists u ∈ L
m
1 [0,ω ] such that
v= F(I−cFN)δ [u] =


u1−FcF [u]u2
u2−FcF [u]u3
...
um−1−FcF [u]um
um

 .
Then, observing that FcF [u] = 1/(1−Ex1[u]), it follows from (21) that
z(t) = FcA,m [v] = FcA.m [F(I−cFN)δ [u]] = FcA,m ◦˜(I−cFN)δ [u] = FcF [u] =
1
1−Ex1 [u](t)
.
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In the next section a Hopf algebra structure is defined on the coordinate functions.
4 Multivariable Hopf algebra for Toeplitz multiplicative output
feedback
All algebraic structures considered in this section are over the field K of character-
istic zero. Let X = {x1, . . . ,xm} be a finite alphabet with m letters. Each letter has an
integer degree deg(xk) := k. The monoid of words is denoted by X
∗ and includes the
empty word e = /0 for which deg(e) = 0. The degree of a word η = xi1 · · ·xin ∈ X
∗
of length |η | := n is defined by
deg(η) :=
m
∑
k=1
k|η |k.
Here |η |k denotes the number of times the letter xk ∈ X appears in the word η .
Consider the polynomial algebra H(m¯) generated by the coordinate functions akη ,
where η ∈ X∗ and the so called root index k ∈ [m¯] := {1, . . . , m¯}, m¯≤m. By defining
the degree
‖akη‖ := k+ deg(η),
H(m¯) becomes a graded connected algebra, H(m¯) :=
⊕
n≥0H
(m¯)
n , and ‖akηa
l
κ‖ =
‖akη‖+ ‖a
l
κ‖. The unit in H
(m¯) is denoted by 1, and ‖1‖= 0, whereas ‖ake‖= k.
The left- and right-shiftmaps, θx j :H
(m¯) →H(m¯) respectively θ˜x j :H
(m¯) →H(m¯),
for x j ∈ X , are taken to be
θx ja
p
η := a
p
x jη , θ˜x ja
p
η := a
p
ηx j
with θx j1= θ˜x j1= 0. On products in H
(m¯) both these maps act as derivations
θx ja
p
ηa
q
µ := (θx ja
p
η)a
q
µ + a
p
η(θx ja
q
µ),
and analogously for θ˜x j . For a word η = xi1 · · ·xin ∈ X
∗
θη := θxi1 · · ·θxin , θ˜η := θ˜xin · · · θ˜xi1 .
Hence, any element aiη ∈ H
(m¯) with η = xi1 · · ·xin ∈ X
∗ can be written
aiη = θηa
i
e = θ˜ηa
i
e.
In the following it will be shown how θ˜η can be employed to define a coproduct
∆ :H(m¯)→H(m¯)⊗H(m¯). First, for the coordinate functionswith respect to the empty
word, ale, 1≤ l ≤ m¯, the coproduct is defined to be
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∆ale := a
l
e⊗ 1+ 1⊗ a
l
e+
l−1
∑
k=1
ake⊗ a
l−k
e . (24)
Note that a1e is by definition primitive, i.e., ∆a
1
e = a
1
e⊗1+1⊗a
1
e . The next step is to
define ∆ on any aiη with 1≤ i≤ m¯ and |η |> 0 by specifying intertwining relations
between the maps θ˜xi and the coproduct
∆ ◦ θ˜xi :=
(
θ˜xi ⊗ id+ id⊗ θ˜xi +
i−1
∑
j=1
θ˜x j ⊗A
(i− j)
e
)
◦∆ . (25)
The map A
(k)
e is defined by
A
(k)
e a
i
η := a
i
ηa
k
e.
The following notation is used, ∆ ◦ θ˜xi = Θ˜xi ◦∆ , where
Θ˜xi := θ˜xi ⊗ id+ id⊗ θ˜xi +
i−1
∑
j=1
θ˜x j ⊗A
(i− j)
e ,
and Θ˜η := Θ˜xin · · ·Θ˜xi1 for η = xi1 · · ·xin ∈ X
∗. In this setting, a1x1 is primitive since
∆a1x1 =∆ ◦ θ˜x1a
1
e = Θ˜x1 ◦∆a
1
e =(θ˜x1⊗ id+ id⊗ θ˜x1)(a
1
e⊗1+1⊗a
1
e)= a
1
x1
⊗1+1⊗a1x1 ,
which follows from θ˜x j1= 0. The coproduct of a
l
x2
is
∆alx2 = ∆ ◦ θ˜x2a
l
e = Θ˜x2 ◦∆a
l
e =
(
θ˜x2 ⊗ id+ id⊗ θ˜x2 + θ˜x1 ⊗A
(1)
e
)
◦∆ale
= alx2 ⊗ 1+ 1⊗ a
l
x2
+ alx1 ⊗ a
1
e+
l−1
∑
k=1
akx2 ⊗ a
l−k
e +
l−1
∑
k=1
ake⊗ a
l−k
x2
+
l−1
∑
k=1
akx1 ⊗ a
1
ea
l−k
e .
The coproduct of a general alxi is
∆alxi = ∆ ◦ θ˜xia
l
e = Θ˜xi ◦∆a
l
e =
(
θ˜xi ⊗ id+ id⊗ θ˜xi +
i−1
∑
j=1
θ˜x j ⊗A
(i− j)
e
)
◦∆ale
= alxi ⊗ 1+ 1⊗ a
l
xi
+
i−1
∑
j=1
alx j ⊗ a
i− j
e +
l−1
∑
k=1
akxi ⊗ a
l−k
e +
l−1
∑
k=1
ake⊗ a
l−k
xi
+
i−1
∑
j=1
l−1
∑
k=1
akx j ⊗ a
i− j
e a
l−k
e . (26)
Observe that the grading is preserved. A few examples may be helpful
∆ ′a2x1 = a
1
x1
⊗ a1e+ a
1
e⊗ a
1
x1
∆ ′a1x2 = a
1
x1
⊗ a1e
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∆ ′a2x2 = a
2
x1
⊗ a1e+ a
1
x2
⊗ a1e+ a
1
e⊗ a
1
x2
+ a1x1 ⊗ a
1
ea
1
e .
∆ ′a1x3 = a
1
x1
⊗ a2e+ a
1
x2
⊗ a1e
∆ ′a2x3 = a
2
x1
⊗ a2e+ a
2
x2
⊗ a1e+ a
1
x3
⊗ a1e+ a
1
e⊗ a
1
x3
+ a1x1⊗ a
2
ea
1
e + a
1
x2
⊗ a1ea
1
e,
where ∆ ′alη := ∆a
l
η − a
l
η ⊗ 1− 1⊗ a
l
η is the reduced coproduct. For the element
alx2x1 one finds the following coproduct
∆alx2x1 = ∆ ◦ θ˜x1 θ˜x2a
l
e = Θ˜x1Θ˜x2 ◦∆a
l
e
= alx2x1 ⊗ 1+ 1⊗ a
l
x2x1
+ alx1⊗ a
1
x1
+ alx1x1 ⊗ a
1
e+
l−1
∑
k=1
akx2x1 ⊗ a
l−k
e
+
l−1
∑
k=1
akx1 ⊗ a
l−k
x2
+
l−1
∑
k=1
akx1x1 ⊗ a
1
ea
l−k
e +
l−1
∑
k=1
akx2 ⊗ a
l−k
x1
+
l−1
∑
k=1
ake⊗ a
l−k
x2x1
+
l−1
∑
k=1
akx1 ⊗ a
1
x1
al−ke +
l−1
∑
k=1
akx1 ⊗ a
1
ea
l−k
x1
.
The general formula for words of length two is
∆alx jxi = ∆ ◦ θ˜xi θ˜x ja
l
e = Θ˜xiΘ˜x j ◦∆a
l
e
= alx jxi ⊗ 1+ 1⊗ a
l
x jxi
+
j−1
∑
n=1
alxnxi ⊗ a
j−n
e +
j−1
∑
n=1
alxn ⊗ a
j−n
xi
+
i−1
∑
s=1
alx jxs ⊗ a
i−s
e
+
i−1
∑
s=1
j−1
∑
n=1
alxnxs ⊗ a
i−s
e a
j−n
e +
l−1
∑
k=1
akx jxi ⊗ a
l−k
e +
l−1
∑
k=1
akxi ⊗ a
l−k
x j
+
j−1
∑
n=1
l−1
∑
k=1
akxnxi ⊗ a
j−n
e a
l−k
e
+
l−1
∑
k=1
akx j ⊗ a
l−k
xi
+
l−1
∑
k=1
ake⊗ a
l−k
x jxi
+
j−1
∑
n=1
l−1
∑
k=1
akxn ⊗ a
j−n
xi
al−ke +
j−1
∑
n=1
l−1
∑
k=1
akxn ⊗ a
j−n
e a
l−k
xi
+
i−1
∑
s=1
l−1
∑
k=1
akx jxs ⊗ a
i−s
e a
l−k
e +
i−1
∑
s=1
l−1
∑
k=1
akxs ⊗ a
i−s
e a
l−k
x j
+
i−1
∑
s=1
j−1
∑
n=1
l−1
∑
k=1
akxnxs ⊗ a
i−s
e a
j−n
e a
l−k
e .
The coproduct is then extended multiplicatively to all of H(m¯) and ∆(1) := 1⊗ 1.
Theorem 6. H(m¯) is a connected graded commutative non-cocommutative Hopf al-
gebra with unit map u :K→H(m¯), counit ε : H(m¯) →K and coproduct ∆ :H(m¯) →
H(m¯)⊗H(m¯)
∆akη = Θ˜η ◦∆a
k
e. (27)
Proof. H(m¯) =
⊕
n≥0H
(m¯)
n is connected graded and commutative by construction.
In addition, it is clear that the coproduct is non-cocommutative. What is left to be
shown is coassociativity. This is done by first proving the claim for ale, which follows
from the identity
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l−1
∑
k=1
k−1
∑
p=1
ape ⊗ a
k−p
e ⊗ a
l−k
e =
l−1
∑
k=1
l−k−1
∑
p=1
ake⊗ a
p
e ⊗ a
l−k−p
e .
From ∆(akηxi) = ∆ ◦ θ˜xi(a
k
η) = Θ˜xi ◦∆(a
k
η) it follows that
(∆ ⊗ id)◦∆(akηxi) = (∆ ⊗ id)◦Θ˜xi ◦∆(a
k
η)
=
(
∆ ◦ θ˜xi ⊗ id+ id⊗ id⊗ θ˜xi +
i−1
∑
j=1
∆ ◦ θ˜x j ⊗A
(i− j)
e
)
◦∆(akη)
=
(
Θ˜xi ⊗ id+ id⊗ id⊗ θ˜xi +
i−1
∑
j=1
Θ˜x j ⊗A
(i− j)
e
)
(∆ ⊗ id)◦∆(akη)
=
(
θ˜xi ⊗ id⊗ id+ id⊗ θ˜xi ⊗ id+ id⊗ id⊗ θ˜xi
+
i−1
∑
j=1
θ˜x j ⊗A
(i− j)
e ⊗ id+
i−1
∑
j=1
θ˜x j ⊗ id⊗A
(i− j)
e
+
i−1
∑
j=1
id⊗ θ˜x j ⊗A
(i− j)
e +
i−1
∑
j=1
j−1
∑
k=1
θ˜xk ⊗A
( j−k)
e ⊗A
(i− j)
e
)
(id⊗∆)◦∆(akη)
=
(
θ˜xi ⊗ id⊗ id+ id⊗Θ˜xi +
i−1
∑
j=1
θ˜x j ⊗
(
A
(i− j)
e ⊗ id+ id⊗A
(i− j)
e
)
+
i−1
∑
j=1
j−1
∑
k=1
θ˜xk ⊗A
( j−k)
e ⊗A
(i− j)
e
)
(id⊗∆)◦∆(akη).
As noted above, the last sum can be rewritten as
i−1
∑
j=1
j−1
∑
k=1
θ˜xk ⊗A
( j−k)
e ⊗A
(i− j)
e =
i−2
∑
j=1
i− j−1
∑
k=1
θ˜x j ⊗A
(k)
e ⊗A
(i− j−k)
e
so that
(
θ˜xi ⊗ id⊗ id+ id⊗Θ˜xi +
i−1
∑
j=1
θ˜x j ⊗
(
A
(i− j)
e ⊗ id+ id⊗A
(i− j)
e
)
+
i−1
∑
j=1
j−1
∑
k=1
θ˜xk ⊗A
( j−k)
e ⊗A
(i− j)
e
)
(id⊗∆)◦∆(akη)
=
(
θ˜xi ⊗ id⊗ id+ id⊗Θ˜xi
+
i−1
∑
j=1
θ˜x j ⊗
(
A
(i− j)
e ⊗ id+ id⊗A
(i− j)
e +
i− j−1
∑
k=1
A
(k)
e ⊗A
(i− j−k)
e
))
(id⊗∆)◦∆(akη)
= (id⊗∆)◦
(
θ˜xi ⊗ id+ id⊗ θ˜xi +
i−1
∑
j=1
θ˜x j ⊗A
(i− j)
e
)
◦∆(akη)
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= (id⊗∆)◦∆(akηxi).
The following was also used in the calculation above
∆ ◦A
(i− j)
e =
(
A
(i− j)
e ⊗ id+ id⊗A
(i− j)
e +
i− j−1
∑
k=1
A
(k)
e ⊗A
(i− j−k)
e
)
◦∆ ,
which follows from A
(l)
e a
k
η = a
l
ea
k
η together with the multiplicativity of ∆ .
In the following, a variant of Sweedler’s notation [40] is used for the reduced
coproduct, i.e., ∆ ′(alη) = ∑a
l′
η ′ ⊗ a
l′′
η ′′ , as well as for the full coproduct
∆(alη) = ∑al
′
η(1)
⊗ al
′′
η(2)
= alη ⊗ 1+ 1⊗ a
l
η +∆
′(alη).
Connectedness of H(m¯) implies for the antipode S : H(m¯) → H(m¯) the well known
recursions
Salη =−a
l
η −∑S(al
′
η ′)a
l′′
η ′′ =−a
l
η −∑al
′
η ′S(a
l′′
η ′′). (28)
A few examples are given first. Coproduct (24) implies for the elements ake that
Sake =−a
k
e+
k
∑
i=2
(−1)i ∑
p1+···+pi=k
p j>0
ap1e · · ·a
pi
e . (29)
For example,
Sa1e =−a
1
e, Sa
2
e =−a
2
e+ a
1
ea
1
e , Sa
3
e =−a
3
e+ 2a
1
ea
2
e− a
1
ea
1
ea
1
e.
The following examples are given for comparison with (14):
Sa1x1 =−a
1
x1
Sa1x2 =−a
1
x2
+ a1x1a
1
e
Sa1x3 =−a
1
x3
+ a1x1a
2
e− a
1
x1
a1ea
1
e + a
1
x2
a1e
Sa2x1 =−a
2
x1
+ 2a1x1a
1
e
Sa2x2 =−a
2
x2
+ a2x1a
1
e− 2a
1
x1
a1ea
1
e + 2a
1
x2
a1e
Sa2x3 =−a
2
x3
+ 2a1x3a
1
e− 2a
1
x2
a1ea
1
e + a
2
x2
a1e− a
2
x1
a1ea
1
e + a
2
x1
a2e
− 2a1x1a
1
ea
2
e + 2a
1
x1
a1ea
1
ea
1
e
The next theorem uses the coproduct formula (25) to provide a simple formula
for the antipode of H(m¯).
Theorem 7. For any nonempty word η = xi1 · · ·xil ∈ X
∗, the antipode S : H(m¯) →
H(m¯) can be written as
Sakη = Θ˜
′
η(Sa
k
e), (30)
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where Θ˜ ′η := θ˜
′
xil
◦ · · · ◦ θ˜ ′xi1
with
θ˜ ′xl := θ˜xl +
l−1
∑
j=1
S(al− je )θ˜x j .
For instance, calculating
Θ˜ ′x1(Sa
3
e) = θ˜x1(−a
3
e + 2a
1
ea
2
e− a
1
ea
1
ea
1
e) =−a
3
x1
+ 2a1x1a
2
e + 2a
1
ea
2
x1
− 3a1x1a
1
ea
1
e ,
which coincides with Sa3x1 . Another example is
Θ˜ ′x2(Sa
2
e) = (θ˜x2 + S(a
1
e)θ˜x1)(−a
2
e + a
1
ea
1
e) =−a
2
x2
+ 2a1x2a
1
e + a
2
x1
a1e− 2a
1
x1
a1ea
1
e.
Proof. The proof follows by a nested induction using the weight of the root index
and word length. First, formula (30) is shown to hold for words of length one. Note
that the recursions (28) can be written in terms of the convolution product, i.e.,
−S= P∗ S= S ∗P, which is defined in terms of the coproduct (27)
S =−m
H(m¯)
◦
(
P⊗ S
)
◦∆ =−m
H(m¯)
◦
(
S⊗P
)
◦∆ .
Here m
H(m¯)
denotes the product inH(m¯) and P := id−u◦ε is the projector that maps
the unit 1 in H(m¯) to zero and reduces to the identity onH
(m¯)
+ =
⊕
n>0H
(m¯)
n . Formula
(30) applied to a1xl gives
Θ˜ ′xl (Sa
1
e) =
(
θ˜xl +
l−1
∑
j=1
S(al− je )θ˜x j
)
Sa1e =−a
1
xl
−
l−1
∑
j=1
S(al− je )a
1
x j
,
where (29) was used. This coincides with
Sa1xl =−mH(m¯) ◦
(
P⊗ S
)
◦∆a1xl
=−m
H(m¯)
◦
(
P⊗ S
)(
a1xl ⊗ 1+ 1⊗ a
1
xl
+
l−1
∑
j=1
a1x j ⊗ a
l− j
e
)
=−a1xl −
l−1
∑
j=1
S(al− je )a
1
x j
.
Now (30) applied to akxl gives
Θ˜ ′xl (Sa
k
e) =
(
θ˜xl +
l−1
∑
j=1
S(al− je )θ˜x j
)
Sake
=
(
θ˜xl +
l−1
∑
j=1
S(al− je )θ˜x j
)(
− ake−
k−1
∑
w=1
awe Sa
k−w
e
)
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=−akxl −
l−1
∑
j=1
S(al− je )a
k
x j
−
k−1
∑
w=1
awxlSa
k−w
e −
l−1
∑
j=1
k−1
∑
w=1
awx jS(a
l− j
e )S(a
k−w
e )
−
k−1
∑
w=1
awe Θ˜
′
xl
Sak−we .
Using the induction hypothesis on the last term, namely, Θ˜ ′xlSa
k−w
e = Sa
k−w
xl
, gives
Θ˜ ′xl (Sa
k
e) =−a
k
xl
−
l−1
∑
j=1
S(al− je )a
k
x j
−
k−1
∑
w=1
awxlSa
k−w
e −
l−1
∑
j=1
k−1
∑
w=1
awx jS(a
l− j
e )S(a
k−w
e )
−
k−1
∑
w=1
awe Sa
k−w
xl
.
This coincides with the antipode computed via the coproduct in (26) since
Sakxl =−mH(m¯) ◦
(
P⊗ S
)
◦∆akxl
=−m
H(m¯)
◦
(
P⊗ S
)(
akxl ⊗ 1+ 1⊗ a
k
xl
+
l−1
∑
j=1
akx j ⊗ a
l− j
e
+
k−1
∑
w=1
awxl ⊗ a
k−w
e +
l−1
∑
j=1
k−1
∑
w=1
awx j ⊗ a
l− j
e a
k−w
e +
k−1
∑
w=1
awe ⊗ a
k−w
xl
)
.
Now suppose (30) holds for all words ν ∈ X∗ up to length |ν|= n−1. The final step
is to consider alη , where η = xi1 · · ·xin = η¯xin , i.e., |η |= n, and l ∈ [m¯]. Observe
Θ˜ ′η(a
l
e) = Θ˜
′
xin
S(alη¯)
=−Θ˜ ′xinmH(m¯) ◦
(
P⊗ S
)
◦∆alη¯
=−m
H(m¯)
◦
(
(Θ˜ ′xin ⊗ id+ id⊗Θ˜
′
xin
)◦ (P⊗ S)
)
◦∆alη¯
=−m
H(m¯)
◦
(
P◦Θ˜ ′xin ⊗ S+P⊗Θ˜
′
xin
◦ S
)
◦∆alη¯
=−m
H(m¯)
◦
(
P◦ θ˜xin ⊗ S+P◦
in−1
∑
j=1
S(ain− je )θ˜x j ⊗ S+P⊗ S ◦ θ˜xin
)
◦∆alη¯
=−mH(m¯) ◦
(
(P⊗ S)◦
(
θ˜xin ⊗ id+
in−1
∑
j=1
θ˜x j ⊗A
(in− j)
e + id⊗ θ˜xin
))
◦∆alη¯
=−m
H(m¯)
◦
(
P⊗ S
)
◦Θ˜xin ◦∆a
l
η¯
=−m
H(m¯)
◦
(
P⊗ S
)
◦∆alη = Sa
l
η .
The third equality above came from that fact the Θ˜ ′xin is a sum of derivations. The
fourth equality is a consequence of the identity P◦ θ˜xin = θ˜xin ◦P. The step from the
fourth to the fifth equality used the induction hypothesis to get P⊗ Θ˜ ′xin ◦ S = P⊗
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S ◦ θ˜xin , which holds due to the projector P being on the left-hand side. In addition,
the following identity was used:
m
H(m¯)
◦
(
P◦
in−1
∑
j=1
S(ain− je )θ˜x j ⊗ S
)
◦∆ = m
H(m¯)
◦
(
(P⊗ S)◦
in−1
∑
j=1
θ˜x j ⊗A
(in− j)
e
)
◦∆ ,
which holds due to S being an algebra morphism.
The final result is evident from the fact that the feedback structures in Figures 1
and 2 coincide when condition (19) holds with m= 2.
Corollary 3. For the alphabet X := {x1,x2} the Hopf algebra H
(1) coincides with
the Faa` di Bruno-type Hopf algebra for single-input, single-output (SISO) output
feedback given in [20, 23, 24].
5 Sufficient condition for a center of the Abel equation
Consider first a new sufficient condition for a center inspired by viewing the Abel
equation in terms of a feedback connection as described in Section 3.
Theorem 8. Let v1,v2, . . . ,vm ∈ L1[0,ω ] and m≥ 2 be fixed. Then the m+ 1 degree
Abel equation (5) has a center at z = 0 if there exists an R > 0 such that for every
r < R the system of equations
v1(t) = u1(t)−
ru2(t)
1− rEx1 [u](t)
(31a)
v2(t) = u2(t)−
ru3(t)
1− rEx1 [u](t)
(31b)
...
vm−1(t) = um−1(t)−
rum(t)
1− rEx1 [u](t)
(31c)
vm(t) = um(t), (31d)
has a solution u1,u2, . . . ,um ∈ L1[0,ω ] with Ex1 [u](t) :=
∫ t
0 u1(τ)dτ < 1/r on the
interval [0,ω ] and Ex1 [u](ω) = 0.
Proof. The claim is proved by showing that if the system (31) has the solution u1,
u2,. . . , um then the Abel equation (5) with z(0) = r < R has the solution
z(t) =
r
1− rEx1 [u](t)
. (32)
In which case, z(0) = z(ω) = r for all r < R so that z= 0 is a center.
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Consider the case where m= 2 for simplicity. The proposed solution for (5) can
be checked by direct substitution. That is,
z˙(t) =
r2
(1− rEx1 [u](t))
2
u1(t),
so that
v1(t)z
2(t)+ v2(t)z
3(t) =
[
u1(t)−
ru2(t)
1− rEx1 [u](t)
][
r
1− rEx1[u](t)
]2
+
u2(t)
[
r
1− rEx1[u](t)
]3
=
r2
(1− rEx1 [u](t))
2
u1(t)
as expected.
Recall it was shown in Theorem 5 where z(0) = 1 that z(t) = FcA,m [v](t) =
1/(1−Ex1[u](t)). So for sufficiently small R > 0 and given any r < R the solution
to equation (5) with z(0) = r can be written in the form
z(t) = r
∞
∑
n=1
FcA,m(n)[v](t)r
n = r
∞
∑
n=1
FrncA,m(n)[v](t) =: r
∞
∑
n=1
Fc′
A,m(n)
[v](t).
So letting c′A,m := ∑
∞
n=1 c
′
A,m(n), the composition condition (6) ensures periodic so-
lutions because
z(ω) = rFc′A.m
[v](ω) = r ∑
η∈X∗
〈c′A,m,η〉Eη [v](ω)
= r ∑
η∈X∗
〈c′A,m,η〉Eη [v¯](q(ω)) = r ∑
η∈X∗
〈c′A,m,η〉Eη [v¯](q(0))
= rE /0[v¯](q(0)) = r = z(0),
using the fact that Eη [v¯](q(0)) = 0 for all η 6= /0. Put another way, the composition
condition gives periodic solutions by simply ensuring that Eη [v](ω) = 0 for every
nonempty word η ∈ X∗. In which case, it is immediate from the shuffle identity
x ⊔⊔ ki = k!x
k
i that the moment conditions with respect to v∫ ω
0
vi(τ)E
k
x1
[v](τ)dτ = k!Exixk1
[v](ω) = 0, i= 2,3, . . . ,m, k ≥ 0
are satisfied. It is known for polynomial vi, however, that the moment conditions do
not imply the composition condition [22]. The following theorem indicates a condi-
tion under which the two conditions are satisfied with respect to the ui functions.
Theorem 9. Suppose the v1,v2, . . . ,vm ∈ L1[0,ω ] satisfy the composition condition.
Let u1,u2, . . . ,um ∈ L1[0,ω ] be any solution to (31) with Ex1 [u](t) :=
∫ t
0 u1(τ)dτ <
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1/r on the interval [0,ω ]. Then the composition condition and the moment condi-
tions with respect to the ui are equivalent.
Proof. Integrating both sides of (31) over [0,ω ] gives
Exi [v](ω) = Exi [u](ω)− r
∞
∑
k=0
rk
∫ ω
0
ui+1(t)E
k
x1
[u](τ)dτ
=Exi [u](ω)− r
∞
∑
k=0
rkk!Exi+1xk1
[u](ω)
for i = 1,2, . . . ,m− 1 with Exm [v](ω) = Exm [u](ω). Therefore, if the vi satisfy the
composition condition then the left-hand side of this equation is zero. In which case,
the claim follows immediately.
References
1. M. A. M. Alwash, On a condition for a center of cubic non-autonomous equations,
Proc. Roy. Soc. Edinburgh 113 (1989) 289–291.
2. M. A. M. Alwash, The composition conjecture for Abel equation, Expo. Math. 27 (2009)
241–250.
3. M. A. M. Alwash, N. G. Lloyd, Nonautonomous equations related to polynomial two-
dimensional systems, Proc. Roy. Soc. Edinburgh 105A (1987) 129–152.
4. L. Berlin, W. S. Gray, L. A. Duffaut Espinosa, K. Ebrahimi-Fard, On the performance of
antipode algorithms for the multivariable output feedback Hopf algebra, in Proc. 51st Con-
ference on Information Sciences and Systems, Baltimore, Maryland, 2017.
5. M. Briskin, N. Roytvarf, Y. Yomdin, Center conditions at infinity for Abel differential equa-
tion, Ann. of Math. 172 (2010) 437–483.
6. M. Briskin, Y. Yomdin, Tangential version of Hilbert 16th problem for the Abel equation,
Moscow Math. J. 5 (2005) 23–53.
7. A. Brudnyi, Some algebraic aspects of the center problem for ordinary differential equations,
Qual. Theory Dyn. Syst. 9 (2010) 9–28.
8. A. Brudnyi, Shuffle and Faa` di Bruno Hopf algebras in the center problem for ordinary dif-
ferential equations, Bull. Sci. Math. 140 (7), (2016) 830–863.
9. L. Cherkas, Number of limit cycles of an autonomous second-order system, Differ. Uravn. 12
(1976) 944–946.
10. J. Devlin, Word problems related to periodic solutions of a nonautonomous system,
Math. Proc. Cambridge Philos. Soc. 108 (1990) 127–151.
11. J. Devlin, Word problems related to derivatives of the displacement map, Math. Proc. Cam-
bridge Philos. Soc. 110 (1991) 569–579.
12. L. A. Duffaut Espinosa, K. Ebrahimi-Fard, W. S. Gray, A combinatorial Hopf algebra for
nonlinear output feedback control systems, J. Algebra 453 (2016) 609–643.
13. L. A. Duffaut Espinosa, W. S. Gray, Integration of output tracking and trajectory generation
via analytic left inversion, in Proc. 21st International Conference on System Theory, Control
and Computing, Sinaia, Romania, 2017, pp. 802–807.
14. K. Ebrahimi-Fard, W. S. Gray, Center problem, Abel equation and the Faa` di Bruno Hopf
algebra for output feedback, Int. Math. Res. Not. 2017 (2017) 5415–5450.
15. A. Ferfera, Combinatoire du Monoı¨de Libre Applique´e a` la Composition et aux Variations de
Certaines Fonctionnelles Issues de la The´orie des Syste`mes, Doctoral dissertation, University
of Bordeaux I, 1979.
28 Faa` di Bruno Hopf algebra, center problem, higher order Abel equations
16. A. Ferfera, Combinatoire du monoı¨de libre et composition de certains syste`mes non line´aires,
Aste´risque 75–76 (1980) 87–93.
17. H. Figueroa, J. M. Gracia-Bondı´a, Combinatorial Hopf algebras in quantum field theory I,
Rev. Math. Phys. 17 (2005) 881–976.
18. M. Fliess, Fonctionnelles causales non line´aires et inde´termine´es non commutatives,
Bull. Soc. Math. France 109 (1981) 3–40.
19. M. Fliess, Re´alisation locale des syste`mes non line´aires, alge`bres de Lie filtre´es transitives et
se´ries ge´ne´ratrices non commutatives, Invent. Math. 71 (1983) 521–537.
20. L. Foissy, The Hopf algebra of Fliess operators and its dual pre-Lie algebra, Comm. Algebra
43 (2015) 4528–4552.
21. A. Frabetti, D. Manchon, Five interpretations of Faa` di Bruno’s formula, in “Faa` di Bruno
Hopf Algebras, Dyson-Schwinger Equations, and Lie-Butcher Series”, K. Ebrahimi-Fard and
F. Fauvet, Eds., IRMA Lect. Math. Theor. Phys. 21, Eur. Math. Soc., Zu¨rich, Switzerland,
2015, pp. 91–147.
22. J. Gine´, M. Grau, X. Santallusia, The center problem and composition condition for Abel
differential equations, Expo. Math. 34 (2016) 210-222.
23. W. S. Gray, L. A. Duffaut Espinosa, A Faa` di Bruno Hopf algebra for a group of Fliess
operators with applications to feedback, Systems Control Lett. 60 (2011) 441–449.
24. W. S. Gray, L. A. Duffaut Espinosa, A Faa` di Bruno Hopf algebra for analytic nonlinear feed-
back control systems, in “Faa` di Bruno Hopf Algebras, Dyson-Schwinger Equations, and Lie-
Butcher Series,” K. Ebrahimi-Fard and F. Fauvet, Eds., IRMA Lect. Math. Theor. Phys. 21,
Eur. Math. Soc., Zu¨rich, Switzerland, 2015, pp. 149–217.
25. W. S. Gray, L. A. Duffaut Espinosa, K. Ebrahimi-Fard, Recursive algorithm for the antipode
in the SISO feedback product, in Proc. 21st International Symposium on the Mathematical
Theory of Networks and Systems, Groningen, The Netherlands, 2014, pp. 1088–1093.
26. W. S. Gray, L. A. Duffaut Espinosa, K. Ebrahimi-Fard, Faa` di Bruno Hopf algebra of the
output feedback group for multivariable Fliess operators, Systems Control Lett. 74 (2014)
64–73.
27. W. S. Gray, L. A. Duffaut Espinosa, K. Ebrahimi-Fard, Analytic left inversion of multivariable
Lotka-Volterra models, in Proc. 54nd IEEE Conf. on Decision and Control, Osaka, Japan,
2015, pp. 6472–6477.
28. W. S. Gray, L. A. Duffaut Espinosa, M. Thitsa, Left inversion of analytic nonlinear SISO
systems via formal power series methods, Automatica 50 (2014) 2381–2388.
29. W. S. Gray, K. Ebrahimi-Fard, SISO affine feedback transformation group and its Faa` di
Bruno Hopf algebra, SIAM J. Control Optim. 55 (2017) 885–912.
30. W. S. Gray, Y. Wang, Fliess operators on Lp spaces: Convergence and continuity, Systems
Control Lett. 46 (2002) 67–74.
31. W. S. Gray, Y. Wang, Formal Fliess operators with applications to feedback interconnec-
tions, in Proc. 18th Inter. Symp. Mathematical Theory of Networks and Systems, Blacksburg,
Virginia, 2008.
32. A. Isidori, Nonlinear Control Systems, 3rd edition, Springer-Verlag, London, 1995.
33. M. Kawski, H. J. Sussmann, Noncommutative power series and formal Lie-algebraic tech-
niques in nonlinear control theory, in “Operators, Systems, and Linear Algebra: Three
Decades of Algebraic Systems Theory,” U. Helmke, D. Pratzel-Wolters and E. Zerz, Eds.,
B. G. Teubner, Stuttgart, 1997, pp. 111–128.
34. Y. Lijun, T. Yun, Some new results on Abel equations, J. Math. Anal. Appl. 261 (2001) 100–
112.
35. N. G. Lloyd, Small amplitude limit cycles of polynomial differential equations, in “Ordinary
Differential Equations and Operators”, W. N. Everitt and R. T. Lewis, Eds., Lecture Notes in
Mathematics 1032, Springer, Berlin, 1982, pp. 346–357.
36. D. Manchon, Hopf algebras and renormalisation, in “Handbook of Algebra”, 5,
M. Hazewinkel, Ed., Elsevier, Amsterdam, 2008, pp. 365–427.
37. H. Nijmeijer, A. J. van der Schaft, Nonlinear Dynamical Control Systems, Springer-Verlag,
New York, 1990.
Faa` di Bruno Hopf algebra, center problem, higher order Abel equations 29
38. H. Poincare´, Sur les courbes de´finies par une e´quation diffe´rentielle, Oeuvres, t.1, Gauthier–
Villars et Cie, Paris, 1928.
39. C. Reutenauer, Free Lie algebras, Oxford University Press, New York, 1993.
40. M. E. Sweedler, Hopf Algebras, W. A. Benjamin, Inc., New York, 1969.
41. M. Thitsa, W. S. Gray, On the radius of convergence of interconnected analytic nonlinear
input-output systems, SIAM J. Control Optim. 50 (2012) 2786–2813.
42. Y. Wang, Differential equations and nonlinear control systems, Ph.D. dissertation, Rutgers
University, New Brunswick, New Jersey, 1990.
43. Y. Wang, Analytic constraints and realizability for analytic input/output operators J. Math.
Control Inf. 12 (1995) 331–346.
44. Y. Wang, E. D. Sontag, Generating series and nonlinear systems: analytic aspects, local
realizability and i/o representations, Forum Math. 4 (1992) 299–322.
45. Y. Wang, E. D. Sontag, Algebraic differential equations and rational control systems, SIAM
J. Control Optim. 30 (1992) 1126–1149.
46. Y. Wang, E. D. Sontag, Orders of input/output differential equations and state-space dimen-
sions, SIAM J. Control Optim. 33 (1995) 1102–1126.
47. Y. Yomdin, The center problem for the Abel equations, compositions of functions, and moment
conditions, Moscow Math. J. 3 (2003) 1167–1195.
