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Resumen
Este proyecto desarrolla un sistema de verificación de hablante, texto dependiente basado en
alineamiento dinámico del tiempo (Drw, del inglés Dynamic Time WarpingJ, utilizando el
espectro de la señal de voz como elemento de juicio. Al final del proyecto se realizan unas
pruebas para determinar los parámetros óptimos para el funciónamiento del Drw en la
verificación de hnbla continua en el idioma castellano.
Palabras claves: Dynamic Time Warping (DTW), lenguaje.
Abstrad
This project develops a texl-based speaker verification system based upon Dynamic Time
Warping (DTW) by using the voice signal spectrum as the judgement element. At the final
stage 01 the project, some tests are carried out for determining the optimum parameters for
DTW junctioning when verifying the continuos Spanish speech.
Key words:Dynamic Time Warping (DTW), speech.
1. Introducción
La identificación de las personas ha sido
una necesidad desde tiempos remotos,
pues les permite la individualizacion y
la afirmación de su personalidad. En los
ultimas años la identificación personal
• Magíster en Ingeniería Eléctrica de la Univer-
sidad de los Andes. Ingeniero Eléctrico de la Uni-
versidad del Norte, docente y Director (e) del Pro-
grama de Ingenieria Electrónica de esa misma ins-
titución (Dirección: lripolI@guayacan.uninorte.edu.coJ
ha tomado mayor importancia por la
necesidad de seguridad en diferentes
sítuacíones: Acceso a recintos, transac-
ciones bancarias y especialmente por la
concentración de información en redes
de computadores.
La verificación automática de ha-
blantes es el proceso por el cual una
máquina acepta o rechaza la identidad
que aduce una persona, cuando lo único
que se posee para confirmada es su
señal de voz. La Fig. 1 muestra el dia-
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grama de bloques general de un sistema
de verificación de hablante.!
La operación de la mayoría de los
sistemas de verificación de hablantes
consta de dos fases. En la fase de entre-
IDENTIDAD
SOLICITADA
que si es inferior a un cierto umbral ya
predeterminado, el hablante es acep-
tado; en caso contrario es rechazado.
El sistema de verificación que se
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Fig. 1. Diagrama en bloques de un sistema general de verificación de hablante
namiento, el sistema adquiere la señal
de voz del usuario, la analiza y extrae de
ella los parámetros que le permiten
•caracterizado. Dichos parámetrosdeter-
minan un patrón asociado con la iden-
tidad de la persona y es almacenado
para ser utilizado luego en la verifica-
ción. En la fase de reconocimiento, el
sistema adquiere una señal de voz que
analiza y de la cual extrae los parámetros
que compara con elpatrón de referencia.
De la comparación se obtiene un valor
, SAVIC, Michael y GUPT A, Sunil. Variable
parameter speaker verification system based on hidden
markov modeling.
en el cual se necesita que las palabras
utilizadas en el reconocimiento sean las
mismas que se utilizaron en el entrena-
miento del sistema. El conjunto de ca-
racterísticas de la voz que fueron utili-
zadas como elementos de juicio son las
contenidas en el espectro de la señal de
voz. Teniendo en cuenta que el tracto
vocal determina el contenido espectral
de los sonidos, se han desarrollado téc-
nicas (Codificación predictiva lineal,
Lpc) para estimar los parámetros
característicos de éste. Para la
generación y comparación de patrones
se utilizó Alineamiento dinámico de los
ejes de tiempo de los dos patrones (Drw,
del inglés Dynamic Time Warping), con
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el propósito de que se compensaran de
manera óptima las diferencias en las
velocidades de pronunciación de la
señal de prueba y las señales de entre-
namiento.
Teniendo en cuenta el tipo de deci-
sión que el sistema de verificación debe
tornar (identidad verdadera o falsa),
existen dos tipos posibles de error: Falso







mejor desempeño posible del sistema,
es decir, mínima probabilidad de error
y ejecución suficientemente rápida. 2
2.1. Selección de las características
Las características que se utilizaron son
las contenidas en el espectro de la señal
de voz. Las características espectrales
de un sonido dependen del sistema que





Figura 2. Modelo simplificado de la producción de voz
2. Descripción del sistema
Para solucionar el problema de verifi-
cación de identidad por voz se consi-
deraron tres factores. Elprimero de ellos
fue el conjunto de características de la
voz que iban a ser utilizadas corno ele-
mentos de juicio; el segundo, la forma
en que dichas características serían ex-
traídas, y el tercero, la técnica que se
utilizaría sobre ellas para garantizar el
dicho sistema puede modelarse así 3:
En este modelo el bloque V(z) re-
presenta la función de transferencia (en
tiempo discreto) del tracto vocal hu-
2 BELLO, Marco y GARCfA, Pablo. "Caracte-
rización de la voz, para verificación automática de
hablantes." Tesis Universidad Javeriana.
3 RABINER, Lawrence y SCHAFER, Ronald.
Digital processingofspeechsignals. Prentice-Hall, 1978.
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mano; en cuya entrada se ubica el siste-
ma excitador, constituido por los pulmo-
nes y las cuerdas vocales, yes modelado
por dos bloques distintos, dependiendo
del fonema que se intenta producir (so-
noro o no sonoro). El sistema excitador
determina características como la sono-
ridad, tono fundamental o intensidad
de la voz. El tracto vocal. a su vez,
determina el contenido espectral de los
sonidos, es decir, los fonemas que se
pronuncian y el timbre particular de
éstos. Se entiende, por lo tanto, que el
tracto vocal es un sistema variable en el
tiempo, cuyos parámetros dependen ex-
clusivamente de dos factores:
• El fonema que se produce, pues éste
determina la disposición de los órga-
nos que constituyen el tracto vocal
(lengua, paladar, velo del paladar,
dientes, labios, etc.) .
• Las dimensiones específicas del
tracto vocal (largo, área transversal,
etc.) dependen de la constitución fí-
sica de la persona.
Tanto en la disposición como en las
dimensiones particulares del tracto vo-
cal existe información asociada exclusi-
vamente al hablante. Por esta razón, y
gracias a que se han desarrollado técni-
cas que permiten estimar dichos pará-
metros a partir de la señal acústica, se
prefiere utilizar el bloque V(z) como el
elemento básico de la voz que caracteriza
la identidad'
4 BELLO, Marco y CARCtA, Pablo, op. cit.
2.2. Procesamiento de la señal de voz
La técnica que se utilizó para estimar
los parámetros característicos del trato
vocal se denomina Codificacion predic-
tiva lineal (Lpc), y es equivalente a un
modelo Auto-regresivo (AR)que utiliza
la función de auto correlación de la
señal para generar una función de trans-






Los coeficientes a. se denominan
coeficientes de predicción lineal o
coeficientes Lpc y se estiman de la fun-
ción de autocorrelación r(n), de la señal
de voz s(n), resolviendo el siguiente
sistema de ecuaciones:
P
L a. Rn ( Ii-k I) = Rn(k)
k=l
donde la función de autocorrelación
es
N-1-k
L Sn (m)Sn(m+k)= Rn(k)
m=O
y Sn(m)= S(m+n)W(m)
con Sn(m) un segmento de la señal y
W(m) una ventana de longitud finita
05m5N-1
Debido a las características de varia-
ción de la señal de voz, los coeficientes
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del predictor deben ser estimados sobre
segmentos cortos de la señal, donde se
puede considerar a ésta corno esta-
cionaria. Típicamente este tiempo se
encuentra entre 20 y 30 mino
Aunque los parámetros Lpcpermiten
representar la señal de voz, contienen
información referente tanto al texto
corno al hablante. Por ello, con el fin de
extraer la información del hablante, pue-
de ser necesario hacer un proceso de
selección de estos parámetros. O mejor
aun, realizar algun tipo de transfor-
maciónsobre ellos, que permita obtener
nuevas variables que caractericen la voz
y no el texto.Una de dichas transforma-
ciones se denomina cepstrum, y es de
gran popularidad en sistemas de veri-
ficación de hablantes'.
2.2.1. Coeficientes cepstrales
Los coeficientes cepstrales representan
una transformación de la señal de salida
de un filtro AR con dos propiedades':
1. Lo representativo de la señal de en-
trada está separado de lo represen-
tativo del filtro.
2. Los cepstrales son una combinación
lineal de lo representativo de la señal
de entrada y lo representativo del
filtro.
Uno de los métodos para calcular los
s Ibid.
•DELLER./HON;PROAKIS,johnyHANSEN,
Jhon. Discrete-time processing 01 speech signals.
Prentice-Hall, 1987.
cepstrales parte de los coeficientes Lrc.
La recursión está dada por':
y (n,m) = lag e para n=O
y (n,m) = -a(n,m) +1:(k/n) ya(k,m)a(n-k,m)
para n>O
en donde a(n,m) es cero para n>M,
donde M corresponde al orden del
modelo Lrc.
La forma de medir la similitud entre
dos tramas es calculando la distancia
euclidiana entre los vectores cepstrales
asociados a cada una, es decir,
d[cl(m),c2(m)] = ([c,(m)-c,(m)l'[c¡(m)-
c,(m)]} '/'
En la realidad, los procesos impli-
cados para extraer los parámetros ceps-
trales son':
• Preénfasis: Se realiza para acentuar
las altas frecuencias en la señal de
voz.
• Segmentación en tramas del mismo
tamaño y de duración pequeña (~50
milisegundos) para que representen
un solo fonema.
• Ponderación: Cada trama se multi-
plica por una ventana; típicamente
una ventana Hamming.
7 RABINER, Lawrence ySCHAFER, Ronald, op.
cit .
8 BEDOY A, Mauricio y ROSELLO Alberto.
"Evaluación del método dtw para reconocimiento
de habla continua." Tesis Universidad Javeriana.
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• Análisis deautocorrelación:Secalculan
los primeros p+ 1 coeficientes de
autocorrelación para todas las tra-
mas.
• Análisis Lrc-Cepstral: A partir de los
valores de autocorrelación se calcula
para cada trama un vector de coefi-
cientes Lpc.Sesigue con la extracción
de los coeficientes cepstrales, a partir
de los coeficientes Lpcy las autoco-
rrelaciones.
2.3. Generación, comparación y recono-
cimiento de patrones
Para la generación y el reconocimiento
de patrones se utilizó la técnica Dynamic
Time Warping (Drw).
2.3.1. DTW (Alineamiento Dinámico del
Tiempo)
Teniendo en cuenta el problema de que
dos repeticiones de una misma palabra
nunca se pronuncian igual, y que en
general no son de la misma duración
cada uno de los fonemas que la consti-
tuyen, hay que utilizar una técnica capaz
de alinear de manera adecuada los soni-
dos registrados en dos patrones distintos
de una misma palabra, para garantizar
así una comparación razonable de los
datos. Drw tiene su punto de partida en
el apareamiento de plantillas (templa te
matching). Para llevar a cabo la prueba
de apareamiento de éstas es indispen-
sable que cada palabra se encuentre
alineada en el tiempo con la plantilla
que se encuentra en observación. Con el
fin de resolver este problema se hace
uso de la técnica de Programación
Dinámica (Dr)'.
En la práctica se comparan cadenas
de vectores cepstrales extraídos de la
señal de voz de cada palabra. Las cade-
nas de vectores de la frase de prueba y
de la frase de referencia (templa te) se
colocan sobre los ejes I y J, respectiva-
mente; los primeros vectores de cada
cadena quedan en los puntos 1de cada
eje. Estas cadenas son de la forma:
Cadena de prueba t(I), ,t(l)
Cadena de referencia r(I), ,rU)
Cada nodo en el plano ha sido inde-
xado con un número entero positivo. El
problema básico consiste en encontrar
el camino con la distancia más corta o
con el menor costo asociado a éste a
través de la rejilla que comienza en el
nodo origen (0,0)y termina en el nodo
terminal (l,n.1O Las distancias o costos
son asignadas a los caminos de tres
formas: Asignación de costo tipo T, tipo
N y tipo BY En el tipo T hay un costo
asociado con la transición a un nodo
cualquiera desde su predecesor. En el
tipo N, los costos son asignados con los
nados en sí, en vez de la transición entre
ellos (éste fue el tipo de costo que se
utilizó en el algoritmo). El tipo B es
aquel costo donde tanto la transición
como los nodos poseen costos asociados.
9 BEDOY A, Mauricio y ROSELLO, Alberto, op.
cit.
10 Ibidem.
" DELLER. )hon; PROAKtS. John y HANSEN.
Jhon, op. cit.
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La distancia asociada con el camino com-
pleto es usualmente tomada como la
suma de los costos de transición y/o
nadas a través de la trayectoria com-
pleta. El principio de la Dp es que para
calcular el costo mínimo a cada punto
de la rejilla se debe calcular el camino
más corto hasta los puntos anteriores
posibles y sumarles el costo de pasar de
esos puntos al actual y tomar como
camino el más económico entre los ha-
llados con este método. Este recurso se
repite hasta llegar al punto de inicio.!'
Ahora podemos asociar a cada punto
del plano cartesiano (i,j) un costo igual
a la distancia entre t(i) y r(j):
Esta distancia se aplica en el caso de
los coeficientes cepstrales.
El camino óptimo se hallacalculando
Dmin con Dp. La ecuación para este
camino es de la forma13:
#p
Dmin = L d(ik,jk I ik_1, jk-1)k=l
donde (io ,jo) = (O, O) , el # de p
depende de la trayectoria del camino y
d(ik,ik I ik_l' ik-l) es el costo de pasar de
(ik_1 ,jk-l) a (ik-jk)'
12lbid.
13lbid.
• Para buscar el camino de costo mí-
nimo a un punto de la grilla es nece-
sario buscar el punto anterior entre
puntos tales, ik_1 ~ ik Yque jk-l ~ ik-
para ahorrar tiempo de cómputo;
esta condicion se extrae de la física
del problema. La única forma de que
no se cumpliera seria que la persona
hablara "al revés."14
Con el fin de evitar una compresión
o una expansión excesiva de tiempos
entre las palabras de referencia y las de
prueba, aparecen las restricciones lo-
cales.
• Para independizar la selección de la
frase de referencia con relación a su
tamaño se divide el costo asociado a
cada punto de la grilla por el número
de pasos requeridos para llegar a
ellos1s
Para economía de cómputo, y te-
niendo en cuenta que las variaciones
entre diferentes iteraciones de la misma
frase no son muy grandes, sólo se calcula
el Dmin(i,j) en los puntos que se indican
en la figura16
A continuación se muestra en la Fig.
4 el diagrama de bloque del algoritmo
para el entrenamiento.
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3. Experimento
Para llevar a cabo el diseño de un sis tema
de verificación de hablante basado en
DTW, se realizaron los siguientes objeti-
vos particulares:
3.1. Creación de un banco de voces
Se contó con la colaboración de 10 per-
sonas (5 hombres y 5 mujeres), con
edades entre 24 y 32 años.
Cada una de estas personasdigilalizó
la secuencia liCero, uno, dos, tres, cuatro,
seis, ocho", en 10 sesiones diferentes,
separadas entre sí una semana como
minimo, lo cual generó una base de
datos de 100 señales de voz (17 Mbytes
Aprox.).
3.2. Procesamiento de la señal de voz
El banco de voces fue procesado reali-
zando los pasos descritos en el ílem
2.2.1.
3.3. Diseño del sistema verificador
Este diseño se observa en la estructura
del diagrama de bloques de la figura 5.

















Ingeniería & Desarrollo. Universidad del Norte. 3-4: 111~127,1998 119
• Texto fijo
• Procesamiento de las señales basado
en predicción lineal
• Patrones individuales por persona
• DTWparalageneración,comparación
y reconocimiento de patrones
• 10 personas en total: 5 hombres y 5
mujeres.
• Condiciones de bajo ruido (cuarto
cerrado y en silencio)
3.3.1. La generación y comparación de
patrones
Elproceso que se utiliza para generar el
patrón de una persona es el siguiente:
• Se procesan las 10 señales de cada
persona utilizando el diagrama de
bloques de la figura 4.
• Se evalúa y se escoge la señal de cada
persona que mejor representa a las
nueve señales restantes, siendo éste
el patrón que debe utilizar cada
persona.
3.3.2. La regla de decisión
El bloque de decisión del sistema de
verificación determina una distancia o
costo resultante entre la señal de prueba
con los respectivos patrones.
El criterio que se utiliza para aceptar
como verdadera la identidad del usuario
es comparar las distancias obtenidas en
el bloque de decisión con un umbral
previamente establecido. Si cualquiera
de las distancias es menor a este umbral,
el usuario es aceptado; en caso contrario
es rechazado.
3.3.3. Evaluación del sistema
Las condiciones utilizadas para realizar
la evaluación del sistema fueron:
• Se utilizó un computador personal
con procesador pentium de 166MHz
y 32 MBde RAM.
• Dicho computador posee una tarjeta
de sonido sound blaster de 16 bi ts y
un micrófono convencional.
• Frecuencia demuestreo de 11025Hz.
Se utilizaron 10 señales de cada una
de las personas del banco de voz y se
generaron con ellas patrones de voz
característicos para cada usuario. Luego,
utilizamos 9 señales de cada persona y
las empleamos como señales de prueba
en el sistema de verificación. De esta
forma el sistema intentó verificar 9 se-
ñales verdaderas y 90 falsas para cada
uno de los 10 usuarios.
En total se hicieron 90 intentos de
verificaciones válidas y 900 intentos de
suplantación (todos los intentos de
verificaciones válidas y de suplantación
se realizaron con la frase de verificación).
Con el fin de determinar qué pará-
metros son los óptimos para el funcio-
namiento del DTWen la verificación de
habla continua en el idioma castellano,
se realizaron pruebas en las que se va-
riaron los parámetros que afectan el
desempeño del software desarrollado.
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Cada prueba con tenia una sección de
los parámetros que se mantuvieron
constantes, seguida de otra en la que se
encuentra el parámetro que se varió en
dicha prueba. Para finalizar, se muestran
los resultados obtenidos.
Para obtener el umbral óptimo de
operación se graficaron los porcentajes
de error (Falsa aceptación y falso recha-
zo) con base en diferentes umbrales
para cada prueba.
4. Pruebas
4.1. Variación del factor de multipli-
cación
Condiciones de la prueba:
• Con preénfasis
• Ventana Hamming
• Orden Ll'c = 8
• Orden cepstrales = 10
• Tamaño de la ventana = 16 m.
• Restricción local














Ingeniería & Desarrollo. Universidad del Norte. 3-4: 111-127, 1998 121





El factor de multiplicación escogido fue el 0.2
4.2. Tamaño de la ventana
Condiciones de la prueba:
• Con preénfasis
• Ventana Hamming
• Orden Lpc = 8
• Orden cepstrales = 10
• Factor = 0.2
• Restricción local
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Tamaño = 32 ms
."
l·,.
Permaneció la de 16 ms
4.3. Variadón del orden LPC





• Factor = 0.2
• Orden cepstrales = 10
• Tamaño de la ventana = 16 ms
• Restricción local
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Permaneció el orden de 8
4.4. Variación orden cepstrales
Condiciones de la prueba:
• Con preénfasis
• Ventana Hamming
• Factor = 0.2
• Orden LI'C = 8
• Tamaño de la ventana = 16 ms
• Restricción local
124
Orden coeficientes cepstrales = 15
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5. Conclusiones y posibles proyectos
Se ha presentado un sistema de verifi-
cación basado en Dynamic Time Warping,
donde se obtuvieron buenos resultados
(porcentajes de error de falsa aceptación
y falso rechazo de aproximadamente
5%), si se consideran los siguientes fac-
tores:
• Homogeneidad de la población.
• Señales de prueba y entrenamiento
tomadas con semanas de diferencia.
• Tamaño de la frase de verificación.
Usualmente los sistemas comerciales
utilizan frases más largas, o por lo
menos admiten repeticiones de éstos.
• La no utilización de un algoritmo de
inicio y fin de frase.
Se pudo observar que el mejor ta-
maño de ventana es la de 16 ms. Esto
significa que este tamaño es lo suficien-
temente corto para representar un seg-
mento estacionario del tracto vocal, y lo
suficientemente largo para captar el es-
pectro de la señal de voz en estado
estacionario.
En la teoría, entre mayor sea el orden
del modelo Lpc, la señal estará mejor
representada, ypor lo tanto elporcentaje
de aciertos debería aumentar. Sin
embargo, se observó que al aumentar el
orden del modelo Lrc, el desempeño
del algoritmo tiene su mejor valor en 8,
yenadelante se queda igual. Una posible
causa de esto es que si el orden del
modelo es muy pequeño, entonces no
representa de forma adecuada a la señal;
pero si es muy grande representa a la
señal con muchos picos que no pertene-
cen al espectro real de ésta.
Al aumentar el orden de los ceps-
trales no se observó cambio en la mejora
del porcentaje de error.
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Sepodría intentar mejorar el sistema
de verificación realizando lo siguiente:
• Eliminar algunos de los primeros
coeficientes cepstrales, debido a que
éstos representan al filtro y no a la
señal de entrada, y por lo tanto son
malos para realizar verificación.
• Utilizar filtros para limitar el ancho
de banda de la señal de voz, mejo-
rando la calidad de ésta.
• Utilizar un algoritmo de inicio y fin
de frase, para evitar los silencios pro-
longados al inicio y al final de la
frase, mejorando la verificación.
• Utilizar otros tipos de restricciones
locales.
Setiene pensado realizar, entre otros,
los siguientes proyectos:
• Una implementaciónen hardware o
en procesadores digitales de señales
que permitan el procesamiento en
tiempo real.
• Elestudio de modelos más complejos
del sistema productor de lavoz,como
un paso fundamental para mejores
representaciones de las señales de
voz.
• Utilizar modelos distintos a DTW,
para la generación y reconocimiento
de patrones, como la aproximación
estadística clásica o la utilización de
técnicas adaptables al fenómeno,
como sucede con los modelos escon-
didos de Markov (HMM).
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