In this paper, we consider the Whittle estimator for the parameters of a stationary solution of a continuous-time linear state space model sampled at low frequencies. In our context the driving process is a Lévy process which allows flexible margins of the underlying model. The Lévy process is supposed to have finite second moments. It is well known that then the class of stationary solutions of linear state space models and the class of multivariate CARMA processes coincides. We prove that the Whittle estimator, which is based on the periodogram, is strongly consistent and asymptotically normally distributed. A comparison with the classical setting of discrete-time ARMA models shows that in the continuous-time setting the limit covariance matrix of the Whittle estimator has an additional correction term for non-Gaussian models. For the proof, we investigate as well the asymptotic normality of the integrated periodogram which is interesting for its own. It can be used to construct goodness of fit tests. Furthermore, for univariate state space processes, which are CARMA processes, we introduce an adjusted version of the Whittle estimator and derive as well the asymptotic properties of this estimator. The practical applicability of our estimators is demonstrated through a simulation study.
Introduction
Continuous-time linear state space models are widely used in diversified fields as, e.g., in signal processing and control, high-frequency financial econometrics and financial mathematics. The advantages of continuous-time models are that they allow to model high-frequency data as in finance and in turbulence but as well irregularly spaced data, missing observations or situations when estimation and inference at various frequencies has to be carried out.
In this paper, we investigate stationary solutions of continuous-time linear state space models driven by a Lévy process. A one-sided d-dimensional Lévy process (L t ) t≥0 is a stochastic process with stationary and independent increments satisfying L 0 = 0 almost surely and having continuous in probability sample paths. For matrices A ∈ R N×N , B ∈ R N×d , C ∈ R m×N and an d-dimensional centered Lévy process L = (L t ) t≥0 a continuous-time linear state space model (A, B,C, L) is defined by
The processes (X t ) t≥0 and (Y t ) t≥0 in the state space representation (1) are called state-and output process, respectively.
In the case of a finite second moment of the driving Lévy process the classes of stationary linear state space models and multivariate continuous-time ARMA (MCARMA) models are equivalent (see Schlemm and Stelzer (2012b) , Corollary 3.4). This means that for every output process (Y t ) t≥0 of the state space model (1) there exist an autoregressive polynomial P(z) := I d z p + P 1 z p−1 + . . . + P p−1 z + P p with P 1 , . . . , P p ∈ R d×d and a moving average polynomial Q(z) := Q 0 z q + Q 1 z q−1 + . . . + Q q−1 z + Q q with Q 0 , . . . , Q q ∈ R d×m such that (Y t ) t≥0 can be interpreted as solution of the differential equation
where D is the differential operator with respect to t. Since the orders of the autoregressive polynomial and the moving average polynomial are p and q, Y is called MCARMA(p, q) process. Formally, MCARMA processes were introduced as linear state space models with special matrices A, B,C, see Marquardt and Stelzer (2007) . Since the parametrization of a general linear state space model (1) is more flexible than the parametrization of an MCARMA model (2), it is advantageous to use (1) and estimate the parameters within this representation. The defining differential equation (2) of an MCARMA process reminds of the defining difference equation of a discrete-time vector ARMA (VARMA) process. A VARMA process (Z n ) n∈N is the d-dimensional solution of a difference equation of the form P(B)Z n = Q(B)e n , n ∈ N,
where B is the Backshift-operator BZ n = Z n−1 and (e n ) n∈Z is an m-dimensional white noise, see, e.g., the monographs of Brockwell and Davis (1991) and Lütkepohl (2005) . From Thornton and Chambers (2017) , see Brockwell and Lindner (2009) for the univariate case, it is well known that a discretely sampled MCARMA process admits a VARMA representation with a weak white noise (e n ) n∈Z . The covariance matrix of e n depends on the parameters of the polynomial P and Q in the MCARMA representation, respectively on the parameters of (A, B,C) in the state space model (1). For Lévy driven models the white noise of the sampled process is whether a strong white noise nor a martingale difference in general. Since the results concerning the asymptotic behavior of the quasi maximum likelihood estimator and the Whittle estimator for VARMA models require the white noise to be a martingale difference, see Dunsmuir and Hannan (1976) , Deistler et al. (1978) , Dahlhaus and Pötscher (1989) , they are not transferable to non-Gaussian Lévy driven state space models. In the econometric literature there are several papers using the Kalman filter approach for maximum likelihood estimation of Gaussian possibly non-stationary MCARMA processes as, e.g., Harvey and Stock (1985 , 1989 , Zadrozny (1988) , Thornton and Chambers (2017) . The rigorous mathematical derivation of the asymptotic properties of the quasi-maximum likelihood estimator for stationary Lévy driven state space and MCARMA models was given recently in Schlemm and Stelzer (2012a) and for nonstationary models in Fasen-Hartmann and Scholz (2019) . In the case of univariate MCARMA processes with d = m = 1, which are called CARMA processes, there exist some further estimation methods. An indirect estimation procedure for CARMA models, which is robust against outliers, is topic of Fasen-Hartmann and Kimmig (2019) . To the best of our knowledge Fasen and Fuchs (2013) present the only frequency domain estimator for high-frequency sampled CARMA processes.
In this paper, we investigate a frequency domain estimator, the Whittle estimator, for a low-frequency sampled state space model (1) with stationary observations Y ∆ , . . . ,Y n∆ (∆ > 0 fixed). The Whittle estimator is going back to Whittle (1951 Whittle ( , 1953 , Walker (1964) and is very well investigated for different time series models in discrete time. If the autocovariance function of Y (∆ ) := (Y k∆ ) k∈N 0 is denoted by Γ 
Conversely, using the inverse Fourier transform, yields
The empirical version of the spectral density is the periodogram I n : [−π, π] → R m×m defined as is the empirical autocovariance function. For different frequencies the periodogram behaves asymptotically like independent exponentially distributed random variables, see Fasen (2013) , and is not a consistent estimator for the spectral density. However, the periodogram is the basic part of the Whittle estimator. Let Θ ⊆ R r be a parameter space and for any ϑ ∈ Θ let f (∆ ) Y (ω, ϑ ) be the spectral density of a stationary equidistant sampled state space process Y (∆ ) (ϑ ). Then, the Whittle function W n is defined by
with ω j = π j n for j = −n + 1, . . ., n and the Whittle estimator is ϑ (∆ ) n := arg min ϑ ∈Θ W n (ϑ ).
In the definition of the Whittle function it is also possible to replace the term log(det( f (∆ ) Y (ω j , ϑ ))) by log(detV (∆ ) (ϑ )) where V (∆ ) (ϑ ) is the covariance matrix of the one-step linear prediction error. Therefore, if the covariance matrix V (∆ ) (ϑ ) of the linear prediction error does not depend on ϑ , we can neglect the penalty term log(detV (∆ ) (ϑ )) completely since it is constant for all ϑ . However, in the case of state space models, V (∆ ) (ϑ ) depends on ϑ and has to be computed additionally (cf. Proposition 1). Conversely, for VARMA models, V (∆ ) (ϑ ) is the covariance matrix of the white noise. Hence, the Whittle function for VARMA models with penalty function log(detV (∆ ) (ϑ )) in Dunsmuir and Hannan (1976) differs from our Whittle function. That paper is also one of the few papers using the Whittle estimator for the estimation of a multivariate model. Empirical spectral processes indexed by a class of functions are applied to derive the asymptotic properties of frequency domain estimators as the Whittle estimator. The asymptotic behavior of empirical spectral processes is very well investigated but unfortunately the known results cannot be utilized to our setting. The empirical spectral process theory usually requires some exponential inequality and therefore some stronger model assumptions are necessary. For example, Mikosch and Norvaiša (1997) investigate empirical spectral processes for linear models with i.i.d. (independent and identically distributed) noise having finite fourth moments; similarly Dahlhaus and Polonik (2009) . Dahlhaus (1988) assumes some exponential moment condition for the stationary time series model and Dahlhaus and Polonik (2006) study Gaussian locally stationary processes. The recent paper of Bardet et al. (2008) assumes some weak dependence on the stationary time series and that the one-step linear prediction error variance, which corresponds to the variance of the white noise in the ARMA representation of the discrete sampled process, does not depend on the model parameters. However, in our case, the parameters of (A, B,C) affect this variance. Whittle estimation for continuous-time fractionally integrated CAR processes, where the driving process is a fractionally Brownian motion, is studied in Tsai and Chan (2005) . But essential for the proofs in that paper is again that the driving process is Gaussian such that the techniques cannot be used for Lévy driven models. Moreover, all of these papers only analyze univariate models, whereas we consider a multivariate model.
The paper is structured in the following way. We start by stating the basic facts on discrete-time sampled linear state space models in Section 2. Then, the main results of this paper are presented. In Section 3, we derive the consistency and the asymptotic normality of the Whittle estimator. Interesting is that for non-Gaussian state space models the limit covariance matrix of the Whittle estimator differs from the covariance matrix in the Gaussian case. As a contrast to Whittle estimation for VARMA models, this confirms that for the proofs standard techniques cannot be applied as well. An advantage of the Whittle estimator over the quasi-maximum likelihood estimator of Schlemm and Stelzer (2012a) is that we have an analytic representation of the limit covariance matrix which can be used for the determination of confidence bands. For the proof of the asymptotic normality of the Whittle estimator we show as well the asymptotic normality of the integrated periodogram. This result lays the basis for goodness of fit tests for state space models which can be written as continuous functionals of the integrated periodogram as, e.g., the Grenander and Rosenblatt test or Bartlett's test for the integrated periodogram, Bartlett's T p test or the Cramér-von Mises test (cf. Priestley (1981) ), and is topic of some future research. Furthermore, results of this type are typically used for bootstraps in the frequency domain. In Section 4, we motivate the definition of the adjusted Whittle estimator, which works only for univariate state space models with d = m = 1, and present the consistency and the asymptotic normality for this estimator as well. Finally, the applicability of the Whittle and the adjusted Whittle estimator is demonstrated through a simulation study in Section 5 and compared to the quasi maximum likelihood estimator of Schlemm and Stelzer (2012a) . for the Whittle estimator, the detailed proofs are given in Section 6 and since the proofs for the adjusted Whittle estimator are very similar, they are moved to Section 7 in the Supplementary Material. Some further simulation studies are presented there as well.
Notation
For some matrix A, tr(A) stands for the trace of A, det(A) for its determinant, A ⊤ for its transpose and A H for the transposed complex conjugated matrix. Further, A[i, j] denotes the (i, j)-th component of A.
We write vec (A) for the vectorization of A and A ⊗ B for the Kronecker product of A and B where B is any matrix. The N-dimensional identity matrix is denoted as I N . For a matrix function g(ϑ ) in R m×s with ϑ in R r the gradient with respect to the parameter vector ϑ is denoted by ∇ ϑ g(ϑ ) = ∂ vec(g(ϑ )) ∂ ϑ ∈ R ms×r and ∇ ϑ g(ϑ 0 ) is the shorthand for ∇ ϑ g(ϑ )| ϑ =ϑ 0 . If g : R r → R, then ∇ 2 ϑ g(ϑ ) ∈ R r×r denotes the Hessian matrix of g(ϑ ). For the real and the imaginary part of a complex valued z, we use the notation ℜ(z) and ℑ(z), respectively. Throughout the article, · denotes an arbitrary sub-multiplicative matrix norm. Finally, C > 0 is a constant which may change from line to line.
Preliminaries
Let Θ ⊂ R r be a parameter space, and suppose that for any ϑ ∈ Θ , A(ϑ ) ∈ R N×N has eigenvalues with strictly negative real parts, B(ϑ ) ∈ R N×d , C(ϑ ) ∈ R m×N and L(ϑ ) := (L t (ϑ )) t∈R is an R d -valued Lévy process with existing covariance matrix Σ L (ϑ ). A two-sided Lévy process can be constructed from two independent one-sided Lévy processes (L (1)
Details on Lévy processes can be found in Sato (1999) . The stationary solution of the state space model
The true parameter of the output process Y of our observations Y ∆ , . . . ,Y n∆ is denoted by ϑ 0 and is supposed to be in Θ . Since we only observe the output process of the state space model at discrete time points with distance ∆ > 0, we are interested in the probabilistic properties of
is an i.i.d. sequence with mean zero and covariance matrix Σ (∆ ) Schlemm and Stelzer (2012a) , Proposition 3.6). Furthermore, Y (∆ ) (ϑ ) has the vector MA(∞) representation
an application of Brockwell and Davis (1991), Theorem 11.8.3, gives the spectral density
For better readability, we will omit the true parameter ϑ 0 whenever possible and write Y
Y (·, ϑ 0 ), . . .. To define the adjusted Whittle estimator and for the proof of the consistency of the Whittle estimator we introduce the linear innovations of Y (∆ ) (ϑ ).
where the closure is taken in the Hilbert space of random vectors with square-integrable components and inner product (X,Y ) → E X ⊤ Y .
Adjusted to our notation, Proposition 2.1 of Schlemm and Stelzer (2012a) gives the following representation of the linear innovations of Y (∆ ) (ϑ ).
Proposition 1 Suppose that the eigenvalues of A(ϑ ) have strictly negative real parts and Σ L (ϑ ) is positive definite. Then, the following holds:
(a) The Riccati equation
be the Kalman gain matrix. Furthermore, define the polynomial Π as
Then, the linear innovations are ε (∆ )
Furthermore, the absolute value of any eigenvalue of e A(ϑ )∆ − K (∆ ) (ϑ )C(ϑ ) is less than one and Y (∆ ) (ϑ ) has the moving average representation
]. An application of Brockwell and Davis (1991), Theorem 11.8.3, and (8) yield the representation
for the spectral density of Y (∆ ) (ϑ ).
3 The Whittle estimator
Consistency of the Whittle estimator
Assumption A For all ϑ ∈ Θ the following holds: 
Remark 1 (a) Note that Assumptions (A2) and (A3) allow us to calculate the linear innovations. Furthermore, the covariance matrix V (∆ ) (ϑ ) of the linear innovations is non-singular (cf. Lemma 3.14 in Schlemm and Stelzer (2012a) ). (b) Theorem 2.3.4 in Hannan and Deistler (1988) shows that (A5) guarantees the uniqueness of the state space representation (A(ϑ ), B(ϑ ),C(ϑ ), L(ϑ )) up to a change of basis. Hence, (A5) reduces redundancies in the continuous-time model. In addition, Schlemm and Stelzer (2012a) , Theorem 3.13, proved that Assumptions (A2)-(A7) provide ∆ -identifiability of the collection of output processes (Y (ϑ ), ϑ ∈ Θ ), i.e., for fixed ∆ > 0 and arbitrary ϑ 1 , ϑ 2 ∈ Θ with ϑ 1 = ϑ 2 , there exists an ω ∈ [−π, π] with f (∆ ) We start to prove some auxiliary results which we need for the proof of the consistency of Whittle's estimator. The following proposition states that the Whittle function W n converges almost surely uniformly.
Proposition 2 Let Assumptions (A1)-(A4) hold and
Then,
Obviously, it is necessary that ϑ 0 is a global minimum of W to guarantee the consistency of the Whittle estimator.
Proposition 3 Let Assumptions (A1)-(A4) and (A6) hold. Then, W has a unique global minimum in ϑ 0 .
The proof is based on an alternative representation of W . Namely, the function W is exactly the limit function of the quasi maximum likelihood estimator of Schlemm and Stelzer (2012a) .
Lemma 1 Let Assumptions (A1)-(A4) hold and let ξ
Finally, we are able to state the first main result of this paper, which gives the consistency of the Whittle estimator.
Theorem 1 Let Assumption A hold. Then, as n → ∞,
Asymptotic normality of the Whittle estimator
For the asymptotic normality of the Whittle estimator some further assumptions are required.
Assumption B
(B1) The true parameter value ϑ 0 is in the interior of Θ . (B2) E L 1 4 < ∞.
(B3) The functions ϑ → A(ϑ ), ϑ → B(ϑ ), ϑ → C(ϑ ) and ϑ → Σ L (ϑ ) are three times continuously differentiable.
(B4) For any c ∈ C r , there exists an ω * ∈ [−π, π] such that ∇ ϑ f (∆ ) Y (ω * , ϑ 0 )c = 0 m 2 . Remark 2 Due to representation (7) of the spectral density, under Assumption A and (B3) the mapping
The proof of the asymptotic normality of the Whittle estimator is based on a Taylor expansion of ∇ ϑ W n around ϑ
for an appropriate ϑ * n ∈ Θ with ϑ * n − ϑ 0 ≤ ϑ (∆ ) n − ϑ 0 . Since ϑ (∆ ) n minimizes W n and converges almost surely to ϑ 0 , which is in the interior of Θ (Assumption (B1)), ∇ ϑ W n ( ϑ (∆ ) n ) = 0. Hence, in the case of an invertible matrix ∇ 2 ϑ W n (ϑ * n ) we can rewrite (10) and obtain √ n( ϑ
Therefore, we receive the asymptotic normality of the Whittle estimator from the asymptotic behavior of the individual components in (11). First, we investigate the asymptotic behavior of the Hessian matrix ∇ 2 ϑ W n (ϑ * n ).
Proposition 4 Let Assumptions (A1)-(A4) and (B3) hold and
Further, we require that for large n the random matrix ∇ 2 ϑ W n (ϑ * n ) is invertible. Therefore, we show the positive definiteness of the limit matrix Σ ∇ 2 W .
Lemma 2 Let Assumptions A and (B4) hold. Then, Σ ∇ 2 W is positive definite.
Remark 3 For Gaussian state space processes
is the Fisher information matrix (cf. Schlemm and Stelzer (2012a) ). Since W (ϑ ) = L (ϑ ) due to Lemma 1, and ∇ ϑ f
is uniformly bounded by an integrated dominant, we get by some straightforward applications of dominated convergence and some arguments of the proof of Schlemm and Stelzer (2012a), Lemma 2.17, that
where L n (ϑ ) is the quasi-Gaussian likelihood function. Furthermore, Schlemm and Stelzer (2012a), Lemma 2.17, show that if Assumption A holds and if there exists an j 0 ∈ N such that the (
has rank r, then the matrix J is positive definite. Thus, our assumption (B4) can be replaced by this condition.
Next, we investigate the asymptotic behavior of the second term in (11). Since the components of the score ∇ ϑ W n (ϑ 0 ) can be written as an integrated periodogram, we first derive the asymptotic behavior of the integrated periodogram and state the asymptotic normality afterwards.
The asymptotic behavior of the integrated periodogram is interesting for its own. It can be modified to derive goodness of fit tests for state space models which are continuous functionals of the integrated periodogram (cf. Priestley (1981) ).
Remark 4 Let the driving Lévy process be a Brownian motion. Since the fourth moment of a centered normal distribution is equal to three times its second moment and N
N . Therefore, the matrix Σ η in Proposition 5 reduces to
Finally, we obtain the asymptotic behavior of the score function.
Proposition 6 Let Assumptions (A2)-(A4) and (B2)-(B3) hold. Define
Now, we are able to present the main result of this paper, the asymptotic normality of the Whittle estimator.
Theorem 2 Let Assumptions A and B hold. Furthermore, let Σ ∇W be defined as in (13) and Σ ∇ 2 W be defined as in (12). Then, as n → ∞,
In contrast to the quasi maximum likelihood estimator of Schlemm and Stelzer (2012a), the limit covariance matrix of the Whittle estimator has an analytic representation. It can be used for the calculation of confidence bands.
Remark 5 We want to compare our outcome with an analogue result for stationary discrete-time VARMA(p, q) processes (Z n ) n∈N of the form (3) with finite fourth moments. In our setting we have the drawback that the autoregressive and the moving average polynomial influence the covariance matrix Σ
In the setting of stationary VARMA(p, q) processes of Dunsmuir and Hannan (1976) the covariance matrix Σ e of the white noise (e n ) n∈Z is not affected by the AR and MA polynomials. It was shown in Dunsmuir and Hannan (1976) that under very general assumptions for d = m the resulting limit covariance matrix of the Whittle estimator for the VARMA parameters has the representation
which is simpler than our Σ W . This can be traced back to Σ VARMA
, which is motivated on p. 26. In particular, for a Gaussian VARMA model, Σ VARMA W is the inverse of the Fisher information matrix.
Remark 6
(a) Let the driving Lévy process be a Brownian motion. Due to Remark 4, the matrix Σ ∇W reduces to
and hence, Σ W = 2 · [Σ ∇W ] −1 is the inverse of the Fisher information matrix and corresponds to Σ VARMA W as in the previously mentioned discrete-time VARMA setting. (b) Let d = m = N and C(ϑ ) = I m . Then, the state space model is a multivariate Ornstein-Uhlenbeck process (MCAR(1) process). In this example,
, the arguments are very similar to the arguments for VARMA models in Remark 5.
The adjusted Whittle estimator
In the following, we solely consider state space models where Y and L are one-dimensional, i.e., A ∈ R N×N , B ∈ R N×1 and C ∈ R 1×N . This includes, in particular, univariate CARMA processes, see, e.g., Brockwell and Lindner (2009); Brockwell (2014) for the explicit definition and existence criteria. Further, we assume that the variance parameter σ 2 L of the driving Lévy process does not depend on ϑ and has not to be estimated. In this context, we consider an adjusted Whittle estimator which takes into account that we do not have to estimate the variance. Such adjusted Whittle estimators are useful for the estimation of heavy tailed CARMA models with infinite variance. For example, Mikosch et al. (1995) estimate the parameters of ARMA models in discrete time whose noise has a symmetric stable distribution. In some future work we will investigate such an adjusted Whittle estimator for heavy tailed models as well. Now, the Whittle function is adapted in a way which makes it independent of the variance of the driving Lévy process. Therefore, we use the representation of the spectral density in (9). Although the variance σ 2 L goes linearly in Ω (∆ ) (ϑ ) and V (∆ ) (ϑ ), both K (∆ ) (ϑ ) and Π (z, ϑ ) do not depend on σ 2 L anymore. The second summand of the Whittle function W n is removed and the first term is adjusted so that we obtain the adjusted Whittle function
The corresponding minimizer ϑ
is the adjusted Whittle estimator.
Consistency of the adjusted Whittle estimator
Since the estimation procedure is different to that of the previous sections, we have to adjust Assumption A.
It is needless to say that conditions as those for the function ϑ → σ 2 L are fulfilled naturally. In addition to Remark 1, which remains mostly applicable, we stress that, under Assumption A, Π −1 as defined in (8) exists for all ϑ ∈ Θ and that the mapping (ω, ϑ ) → Π −1 (e iω , ϑ ) is continuous.
Theorem 3 Let Assumption A hold. Then, as n → ∞,
The proof follows the same steps as the proof for the consistency of the Whittle estimator in Theorem 1.
Asymptotic normality of the adjusted Whittle estimator
For the asymptotic normality of the adjusted Whittle estimator we have to adapt Assumption B.
Remark 7 Under Assumption A and Assumption B the mapping ϑ → Π (e iω , ϑ ) is three times continuously differentiable. Similarly to Lemma 2, ( B4) guarantees the invertibility of
Theorem 4 Let Assumption A and B hold. Further, let Σ ∇ 2 W (A) be defined as in (14) and
Remark 8 For the one-dimensional CAR(1) (Ornstein-Uhlenbeck) process, for which m = d = N = 1 and C(ϑ ) = B(ϑ ) = 1 holds, the limit covariance matrix Σ W (A) of Theorem 4 reduces due to Remark 9 in the Supplementary Material and Theorem 3''', Chapter 3, of Hannan (2009) 
Due to Remark 6 (b)
Thus, the adjusted Whittle estimator has a higher variance than the Whittle estimator. Let ϑ 0 < 0 be the zero of the AR polynomial in the CAR(1) model, i.e., A(ϑ 0 ) = ϑ 0 . Simple calculations show that Σ W (A) = e −2ϑ 0 − 1 which is equal to the asymptotic variance of the maximum likelihood estimator of Brockwell and Lindner (2019) . However, it is not possible to make this conclusion for general CARMA processes. There exist CARMA processes for which the adjusted Whittle estimator has a different asymptotic variance than the maximum likelihood estimator of Brockwell and Lindner (2019) .
Simulation
In this section, we show the practical applicability of the Whittle and the adjusted Whittle estimator. We simulate continuous-time state space models with an Euler-Maruyama scheme for differential equations with initial value X(0) = Y (0) = 0 and step size 0.01. Using ∆ = 1 and the interval [0, 500], we therefore get n 1 = 500 discrete observations. Furthermore, we investigate how the results change qualitatively when we consider the intervals [0, 2000] and [0, 5000], which imply n 2 = 2000 and n 3 = 5000 observations, respectively. In each sample, we use 500 replicates. We investigate the estimation procedure based on two different driving Lévy processes. Since the Brownian motion is the most common Lévy process, we examine Whittle's estimation based on a Brownian motion. As a second case, we analyze the performance based on a bivariate normal-inverse Gaussian (NIG) Lévy process, which is often used in modeling stochastic volatility or stock returns, see Barndorff-Nielsen (1997) . The resulting increments of this process are characterized by the density
Thereby, β ∈ R 2 is a symmetry parameter, δ NIG ≥ 0 is a scale parameter and the positive definite matrix ∆ NIG models the dependency between the two components of the bivariate Lévy process (L t ) t∈R . We set µ = −(δ NIG ∆ NIG β )/κ to guarantee that the resulting Lévy process is centered, see, e.g., Øigård et al. (2005) or Barndorff-Nielsen (1997) for more details. For better comparability of the Brownian motion case and the NIG Lévy process case, we choose the parameters of the NIG Lévy process in a way that the resulting covariance matrices of the Lévy processes are the same. The performances of the Whittle and the adjusted Whittle estimator are compared with the well known quasi maximum likelihood estimator (QMLE) presented in Schlemm and Stelzer (2012a) . The assumptions concerning the QMLE of Schlemm and Stelzer (2012a) are the same as ours. Therefore, the Echelon canonical form given in Schlemm and Stelzer (2012a) , Section 4, is used as parametrization (cf. Guidorzi (1975) ) which is standard for state space and VARMA models (cf. Hannan and Deistler (1988) ). In particular, Assumptions (A1)-(A7) and (B1)-(B3) are satisfied.
In the multivariate setting, we consider bivariate MCARMA(2,1) processes of the form
This parametrization is given in Table 1 of Schlemm and Stelzer (2012a) and the representations of the corresponding AR polynomial P and MA polynomial Q are given in Table 2 of that paper. Furthermore, we get the order (2, 1) of the MCARMA process from there as well. In our example, the true parameter value is ϑ
(1) 0 = (−1, −2, 1, −2, −3, 1, 2, 0.4751, −0.1622, 0.3708). To generate a NIG Lévy process with the same covariance matrix, we rely on the parameters δ (1)
The estimation results are summarized in Table 1 and Table 2 and the standard deviations are decreasing for increasing sample size for both the Whittle estimator and the quasi maximum likelihood estimator. The performance of the estimators is very similar.
Since we introduced an alternative estimator for the univariate setting, we perform an additional simulation study concerning one dimensional CARMA processes. In accordance to Assumption A, the variance parameter σ 2 L of the Lévy process is fixed in this study and has not to be estimated. We consider a CARMA(2,1) model where
and C(ϑ ) = (1 0). Since the output process Y (ϑ ) of this minimal state space model is of dimension one, the order of the AR polynomial p is equal to N = 2 and the order of the MA polynomial is q = p − 1 = 1. This means we have a CARMA(2, 1) process. For more details on CARMA processes we refer to Brockwell and Lindner (2009); Brockwell (2014) . In our simulation study the true parameter is ϑ (2) 0 = (−2, −2, −1).
The simulation results for the Brownian motion driven and the NIG driven CARMA(2,1) process are given in Table 3 and Table 4 , respectively. For all sample sizes, the Whittle estimator and the QMLE behave very similar and give excellent estimation results. Whereas for small sample sizes the adjusted Whittle estimator is remarkably worse, for increasing sample sizes it performs much better and seems to converge. Further simulations for a bivariate MCAR(1) process and an univariate CAR(3) process showing a similar pattern as the simulations of this section are presented in Section 9 in the Supplementary Material. -0.9991 0.0009 0.0339 -1.0097 0.0097 0.0508 -1.0059 0.0059 0.0415 Table 4 Estimation results for a NIG driven CARMA(2,1) process with parameter ϑ
(2) 0 .
6 Proofs for the Whittle estimator in Section 3 6.1 Proofs of Section 3.1
Proof of Proposition 2. We divide W n in two parts and investigate them separately. Therefore, define
n (ϑ ). Since (A1) and (A4) are satisfied, we can apply Lemma 9 of the Supplementary Material, which gives the uniform convergence
It remains to prove the appropriate convergence of W
n . Therefore, it is sufficient to show that
holds. We approximate f 
The inverse f (∆ ) Y (ω, ϑ ) −1 exists, is continuous and 2π-periodic in the first component. Thus, an application of Lemma 6 of the Supplementary Material gives that for any ε > 0 there exists an M 0 (ε) ∈ N such that for
Let ε > 0. In view of (17), we get 1 2n
Since all matrix norms are equivalent, using the 1-norm yields
The representation (6) of the periodogram and the non-negativeness of any one dimensional periodogram imply that a ⊤ I n (ω j )a = I n,a ⊤ Y (ω j ) ≥ 0 so that I n (ω j ) is a positive semi-definite and Hermitian matrix. Therefore, for k, ℓ ∈ {1, . . ., m}, j ∈ {−n + 1, . . ., n},
Combining (18), (19), (20) and Lemma 4 of the Supplementary Material gives for M ≥ M 0 (ε)
On the one hand, Lemma 4 of the Supplementary Material yields 1 2n
uniformly in ϑ , since b k (ϑ ) is uniformly bounded in ϑ for all k. The reason is that f
On the other hand, due to (5), we get
where we used (17) and the continuity of f (∆ ) Y (ω) for the last inequality. Combining (22) and (23) gives (21). ✷ Proof of Lemma 1. In view of Proposition 1, we express the linear innovations as
An application of Theorem 11.8.3 of Brockwell and Davis (1991) leads to the spectral densities of (ε
log det 2π f log det 2π f (2012a)). ✷ Proof of Theorem 1. Due to Proposition 2 and Proposition 3, we know that the Whittle function W n converges almost surely uniformly to W and that W has a unique global minimum in ϑ 0 . It remains to show that the minimizing arguments of W n converge almost surely to the minimizer of W . To that effect, we first prove
and deduce that for every neighborhood U of ϑ 0 Whittle's estimate ϑ (∆ ) n lies in U almost surely for n large enough.
In view of Proposition 2, for all ε > 0 there exists some n 0 ∈ N with
Therefore, using the definition of ϑ (∆ ) n and Proposition 3, we get for n ≥ n 0
and hence, sup
follows. This gives the desired convergence (25). Now, define δ (U) 
where the last equality follows from (25) 
Therefore, the proof of sup
goes in the same way as the proof of Proposition 2. It remains to show that ∇ 2 ϑ W (ϑ 0 ) = Σ ∇ 2 W . First, note that
On the one hand,
holds. On the other hand, Jacobi's formula leads to
Combining (27), (28), (29) and the property vec
for appropriate matrices A, B,C, D (see Brewer (1978) , properties T2.4, T3.4 and T3.8) gives
✷ Proof of Lemma 2. Let c ∈ C r be fixed and ω * as in (B4) . The continuity of f (∆ ) Y (ω) and its regularity imply for any ω in a neighborhood of ω * that
where · 2 is the Euclidean norm. Consequently,
For the proof of Proposition 5 we require some auxiliary result. Therefore, we denote the periodogram and the sample covariance corresponding to N (∆ ) 1 , . . . , N (∆ ) n as I n,N and Γ n,N , respectively.
Lemma 3 Let Assumptions (A2)-(A4) hold and η : [−π, π] → C m×m be a symmetric matrix-valued continuous function with Fourier coefficients (f u ) u∈Z satisfying ∑ ∞ u=−∞ f u < ∞. Then,
Proof Define R n (ω) = I n (ω) − Φ(e −iω )I n,N (ω)Φ(e iω ) ⊤ for ω ∈ [−π, π]. We get
Thus,
We have to show that these 8 components converge to zero. Since we can treat each component similarly, we only give the detailed proof for the convergence of the first term. Due to tr(A) ≤ A 1 for all quadratic matrices A, we get an upper bound for the trace of any quadratic matrix. Once again, the equivalence of all matrix norms and η(ω j ) = ∑ ∞ u=−∞ f u e −iω j u yield
Further, an application of Lemma 4 of the Supplementary Material gives
✷
This lemma helps to deduce Proposition 5, which can be seen as the main part of the proof of the asymptotic normality of the Whittle estimator.
Proof of Proposition 5. Due to Lemma 3, we get
We define q(ω) := Φ(e iω ) ⊤ η(ω)Φ(e −iω ), ω ∈ [−π, π], and approximate q by its Fourier series of degree M, namely,
The coefficients b k satisfy
and therefore ∑ ∞ k=−∞ b k < ∞ as well. An application of Lemma 5 of the Supplementary Material leads to
Step 1: We show
We investigate the terms with h = 0 and h = 0 separately. For h = 0 and n > M we get √ n π ∑ |k|>M tr Γ n, 
Due to (34)-(36) and the Tschebycheff inequality, for the proof of (33) it is sufficient to show that
First, property (30) and E vec Γ n,N (h) vec Γ n,N (h)
Step 2: We show
Let M > n. Then, due to Lemma 10 of the Supplementary Material and Parseval's equality, we receive
Using the representation f (∆ )
Then, (39)-(41) result in (38).
Step 3: Next, we prove the asymptotic normality √ n 2π tr
where Σ η (M) is defined as
Writing
an application of Lemma 8 of the Supplementary Material leads to
where (N h ) h∈N 0 is an independent centered normally distributed sequence of random vectors with covariance matrix
Finally,
Step 4: We show
Therefore, note that
where we plugged in the definition of q in the last equality. Eventually, due to the representation of b 0 , we receive
Finally, Step 3, Step 4 and a multivariate version of Problem 6.16 of Brockwell and Davis (1991) give
Along with
Step 1, Step 2 and Proposition 6.3.9 of Brockwell and Davis (1991) , the statement follows. ✷
Proof of Proposition 6. The proof is based on the Cramér Wold Theorem and Proposition 5. Therefore, let λ = (λ 1 , . . . , λ r ) ⊤ ∈ R r . We obtain
We define the matrix function η λ : [−π, π] → C m×m as
Furthermore,
Apparently, η λ is two times continuously differentiable by Remark 2 and 2π periodic. Moreover, every component of the Fourier coefficients (f λ ,u ) u∈Z of η λ satisfies ∑ ∞ u=−∞ |f λ ,u [k, ℓ]||u| 1/2 < ∞, k, ℓ ∈ {1, . . . , m} (see Brockwell and Davis (1991) , Exercise 2.22 applied to η λ and its derivative η ′ λ ), and therefore, ∑ ∞ u=−∞ f λ ,u |u| 1/2 < ∞ follows. Then, due to Proposition 5, we get as n → ∞,
We investigate the three terms separately. With (30), the first term fulfills the representation
Similarly, we get the representation
for the second term, and analogously −→ ϑ 0 (see Theorem 1) and Σ ∇ 2 W is positive definite (see Lemma 2) the conclusion follows from (11), Proposition 4 and Proposition 6. ✷ Sketch of the proof of Remark 5 Let Φ Z be the polynomial of the (existing) VAR(∞) of the VARMA(p, q) process. Proposition 5 can be formulated for VARMA processes. As in the proof of Theorem 2 we have to plug in there for η the function η λ as given in (45). Then, b 0 in (31) has for the VARMA process (Z n ) n∈N the form
If Φ Z is two times differentiable, the Leibniz rule yield
Similarly to the proof of Theorem 5.8.1 of Brockwell and Davis (1991) , one can show that the integrals are constant and therefore, that b 0 = 0. For a more detailed approach, we refer to Dunsmuir and Hannan (1976) . The proof of Theorem 3 is similar to the proof of Theorem 1. Therefore, we simply adapt the parts which are not the same, namely Proposition 2 and Proposition 3. We start by stating that W (A) n converges almost surely uniformly to
which can be shown in the same way as the uniform convergence of W Proof Let ϑ = ϑ 0 . Due to the definition of the linear innovation and assumption ( A6), we have
where for the second last equality we used Brockwell and Davis (1991) The proof of the asymptotic normality of the adjusted Whittle estimator is similar to the proof of the asymptotic normality of the original Whittle estimator. We start to prove an adapted version of Proposition 5.
Proposition 9 Let Assumptions (A2)-(A4) and (B2) hold. Suppose η :
Then, as n → ∞, π √ n n ∑ j=−n+1
Remark 9 For an Ornstein-Uhlenbeck process (CAR(1) process), Σ η reduces to
Proof of Proposition 9. Note that
Therefore, an application of Lemma 10 gives
and Proposition 5 leads to the statement. ✷ Proposition 10 Let Assumptions (A2)-(A4), ( A6) and (B2)-(B3) hold. Then, as n → ∞, (A) ).
Proof Similar to the proof of Proposition 6, we make use of the Cramér Wold Theorem. For λ = (λ 1 , . . . , λ r ) ⊤ ∈ R r , we get
We define η λ by
Under Assumption (B3), the Leibniz rule and Theorem 3''', Chapter 3, of Hannan (2009) can be applied, which results in
As in Proposition 6, this transformation leads to the applicability of Proposition 9. Therefore, we get
The representation η λ (ω) = λ ⊤ ∇ ϑ |Π (e iω , ϑ 0 )| 2 completes the proof. ✷
To prove Theorem 4, we need an analog result to Proposition 4. Since the following proposition can be shown completely analogously, the proof will be restricted to the transformation of the limit matrix.
Proposition 11 Let Assumptions (A1)-(A4),( A6) and (B3) hold. Furthermore, let (ϑ * n ) n∈N be a sequence in Θ with ϑ * n a.s. −→ ϑ 0 as n → ∞. Then, as n → ∞,
Proof Some straightforward calculation yields
Applications of (9), the Leibniz rule and Theorem 3''' in Chapter 3 of Hannan (2009) give the representation
The proof of Theorem 4 now matches the proof of Theorem 2, where Proposition 6 is replaced by Proposition 10 and Proposition 4 is replaced by Proposition 11.
8 Auxiliary Results
Fourier Analysis
Since all the previous sections make use of Fourier analysis, we state the required basic results. The first property also gives a motivation why the Whittle estimator is based on the frequencies {− π(n−1) n , . . . , π}. We now introduce results which show that an appropriate approximation of the Fourier series exhibit useful convergence properties. Suppose that ∑ |k|≤n |b k | converges. Then
Proof Körner (1989) , Theorem 3.1. ✷
The assumptions of the previous result are quite strong. If we replace the truncated Fourier series by its Cesàro sum, we receive an approximation which exhibits uniform convergence without assuming that the Fourier coefficients are absolute summable. This result is known as Fejérs Theorem. Since we want to approximate a parametrized function, we have to adjust Fejérs Theorem to a setting which allows a dependency on a second parameter.
Lemma 6 Let Θ be a compact parameter space and g be a continuous real valued function on [−π, π] × Θ . Then, the Fourier series of g in the first component is Cesàro summable. Further, define the Fourier coefficients b k (ϑ ) := 1 2π π −π g(ω, ϑ )e ikω dω and
Proof The proof is similar to the proof of Theorem 2.11.1 of Brockwell and Davis (1991) and therefore skipped. ✷
Remark 10 If we investigate the Cesàro sum of a Fourier series of a matrix valued continuous function g :
Fejérs Theorem gives the uniform convergence of each component of q M to g on [−π, π] × Θ . Since g consists of finitely many components, q M also converges to g uniformly. Obviously, the same holds true for any matrix valued continuous function g : R × Θ → R N×N which is 2π periodic in its first component. Similarly, we can transfer Lemma 5 to matrix valued functions.
The behavior of the sample autocovariance
We state and prove results concerning the asymptotic behavior of the estimators of the various arising covariance matrices.
Lemma 7 Define the empirical sample autocovariance function 
Birkhoff's Ergodic Theorem now leads to Under the stronger assumption of an i.i.d. white noise, the sample autocovariance function has an asymptotic normal distribution.
Lemma 8 Let (Z k ) k∈N be an N-dimensional i.i.d. white noise with E Z 1 4 < ∞ and covariance matrix Σ Z . Define
Then, for fixed ℓ ∈ N,
Proof The proof is similar to the proof of Proposition 4.4 in Lütkepohl (2005) and is therefore omitted. ✷
Convergence rate of the integral approximation
To prove the uniform convergence of the Whittle function, it is necessary to guarantee that the deterministic part of the Whittle function converges uniformly.
Lemma 9 Let Θ be a compact parameter space and let g :
Proof Follows by an application of the mean value theorem. ✷ Lemma 10 Let g : [−π, π] → C be continuously differentiable. Then,
Proof The lemma is a consequence of the definition of the Riemann integral and the continuously differentiability of g. ✷
Extended simulation study
In addition to the simulation study of Section 5, we investigate bivariate MCAR(1) processes and CAR (3) processes for both the Brownian motion and the NIG driven setting. The parametrization of the MCAR(1) model is given in Table 1 of Schlemm and Stelzer (2012a) Table 5 and Table 6 , respectively. Likewise, as for the MCARMA(2,1) model in Table 1 and Table 2 of Section 5, the Whittle estimator and the QMLE converge very fast. Furthermore, we use the parameter ϑ (4) 0 = (−0.01, 0, 7, −1, 0.7513, −0.3536, 0.3536) in this model class. One eigenvalue of A(ϑ (4) 0 ) is close to zero. An eigenvalue equal to zero results in a non-stationary MCARMA process. Table 7 shows the results for this setting for n 2 = 2000, and both the Brownian and the NIG driven model. The Whittle estimator and the QMLE estimate the parameters very well. But it is striking that the bias of several parameters of the QMLE even vanish.
For the univariate CAR (3) and ϑ (5) 0 = (−6, −11, −6), we choose once again the Brownian motion and the NIG Lévy process as driving processes. The results are documented in Table 8 and Table 9 . They correspond to the results of Table 3 and Table 4 , respectively for CARMA(2,1) processes. -3.9849 0.0151 0.0611 -4.0064 0.0064 0.0516 0.7513 0.7500 0.0013 0.0749 0.6912 0.0601 0.0428 -0.3536 -0.3600 0.0064 0.0148 -0.3412 0.0124 0.0237 0.3536 0.3499 0.0037 0.0201 0.3208 0.0328 0.0238 Table 6 Estimation results for a NIG driven bivariate MCAR(1) process with parameter ϑ Table 9 Estimation results for a NIG driven CAR(3) process with parameter ϑ (5) 0 .
