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Resume
Un chemin de Schr!oder est un chemin positif du plan Z2 commen7cant et terminant sur
l’axe des abscisses en e:ectuant des pas Nord-Est, Sud-Est, ou deux pas Est cons"ecutifs.
Nous donnons dans cet article un algorithme de complexit"e moyenne O(n) en espace et en
temps qui engendre de fa7con al"eatoire et uniforme un chemin de Schr!oder de longueur 2n.
Si l’on consid;ere uniquement les chemins de Schr!oder n’ayant aucun pas horizontal sur l’axe
des abscisses, on obtient un ensemble de chemins "enum"er"es par les petits nombre de Schr!oder.
Nous donnons une bijection entre ces chemins et des arbres ordonn"es enracin"es, appel"es ar-
bres de Schr!oder ou hi"erarchies ordonn"ees, dont les noeuds internes ont au moins deux =ls.
Nous d"eduisons de cette bijection un algorithme lin"eaire de g"en"eration al"eatoire et uniforme de
hi"erarchies ordonn"ees selon le nombre de feuilles. c© 2001 Elsevier Science B.V. All rights
reserved.
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1. Introduction
Les nombres de Schr!oder sont g"en"eralement connus pour le d"enombrement des par-
enth"esages d’un produit de facteurs. Ce r"esultat, qui est une g"en"eralisation du probl;eme
du parenth;esage de Catalan, est duˆ ;a E. Schr!oder [16] mais d’apr;es Stanley [17],
certains de ces nombres "etaient connus par Hipparchus. On distingue en g"en"eral les
petits nombres de Schr!oder, Sn=1; 1; 3; 11; 45; : : : et les grands nombres de Schr!oder,
Rn=1; 2; 6; 22; 90; : : :. Ils interviennent dans l’"enum"eration de nombreux objets com-
binatoires. Les chemins de Schr!oder de demi-longueur n, "enum"er"es par Rn, sont des
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chemins positifs du plan Z2 commen7cant et terminant sur l’axe des abscisses en ef-
fectuant des pas Nord-Est, Sud-Est, ou deux pas Est cons"ecutifs. Ils s’obtiennent ;a
partir des chemins de Dyck en ins"erant des pas horizontaux de longueur double con-
trairement aux chemins de Motzkin obtenus en ins"erant des paliers simples. Les ar-
bres de Schr!oder [5, 2] appel"es "egalement hierarchies ordonnees [12] sont des ar-
bres dont tous les nNuds internes poss;edent au moins deux =ls. Ces arbres ;a n + 1
feuilles sont "enum"er"es par les petits nombres de Schr!oder. Lorsque l’on suspend ces
arbres, on obtient des buissons [13] compt"es par les grands Schr!oder. Ces nombres
comptent "egalement les dissections d’un polygone convexe [9, 10, 17], des arbres avec
boucles [15].
Le tirage des chemins de Dyck a "et"e r"esolu par R"emy [15]. Celui des chemins
de Motzkin par Alonso [1] et dans [3] en s’appuyant sur un tirage lin"eaire de fac-
teurs gauches de Motzkin "etabli par l’un des auteurs [4]. Nous utilisons aussi une
m"ethode d"esormais classique consistant en : tirage de facteurs gauches, factorisa-
tion de Catalan [6, 14] et lemme du cycle [8]. Dans la premi;ere section de cet ar-
ticle, nous donnons un algorithme de complexit"e moyenne lin"eaire en espace et en
temps qui engendre de fa7con al"eatoire et uniforme un mot de Schr!oder. La premi;ere
"etape de notre algorithme consiste ;a engendrer une classe de facteurs gauches de
Schr!oder en tirant chaque lettre avec une probabilit"e constante, et en rejetant cer-
tains mots a=n de garantir l’uniformit"e du tirage. Ainsi, nous "evitons la manipula-
tion de grands nombres et aucune op"eration arithm"etique couˆteuse n’est n"ecessaire.
Dans la deuxi;eme "etape, nous donnons une preuve combinatoire reliant le nombre
de facteurs gauches de Schr!oder aux mots de Schr!oder bilat;eres, puis aux mots de
Schr!oder. On en d"eduit un algorithme lin"eaire de g"en"eration uniforme de mots de
Schr!oder, permettant d’engendrer en quelques secondes un mot de plusieurs millions
de lettres. Dans la deuxi;eme section, nous utilisons une bijection duˆe ;a Foata et Zeil-
berger [11] entre les arbres de Schr!oder et certains arbres binaires bicolor"es. Puis,
nous montrons que ces arbres sont en bijection avec les chemins de Schr!oder n’ayant
aucun pas horizontal sur l’axe des abscisses. Les transformations entre ces di:"erents
objets sont faciles ;a programmer et ne modi=ent pas la complexit"e de l’algorithme.
Ceci conduit ;a un algorithme lin"eaire de g"en"eration al"eatoire et uniforme permet-
tant d’engendrer en quelques secondes des hi"erarchies ordonn"ees de plusieurs millions
de feuilles.
2. Notations et denitions
Soit X un alphabet et X? l’ensemble des mots sur X . Soient u= u1 : : : uk et v= v1
: : : vl deux mots de X?; (ui; vj ∈X pour 16i6k; 16j6l), on d"e=nit la concatenation
de u ;a v par w= uv= u1 : : : ukv1 : : : vl et u est appel"e un facteur gauche de w. On note
‖w‖ la longueur de w et ‖w‖a le nombre d’occurrences de la lettre a de X dans
w. On notera "egalement ‖w‖aa, le nombre de facteurs aa dans w, sans chevauche-
ment de lettres. Un chemin est une suite de points (i; j) de N × N. Un pas Nord-
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Fig. 1. Un mot de Schr!oder de longueur 12.
Est est un couple de points ((i; j); (i + 1; j + 1)). Un pas Sud-Est est un cou-
ple de points ((i; j); (i + 1; j − 1)). Un pas Est est un couple de points
((i; j); (i + 1; j)).
Les mots de Schr!oder (Fig. 1) sont les mots du langage alg"ebrique R sur l’alphabet
{x; Rx; y}, solution de l’"equation grammaticale suivante:
R= + yyR+ xR RxR:
A chaque mot, on associe un chemin dans le plan Z2 dans lequel un pas Nord-Est est
cod"e par la lettre x, un pas Sud-Est est cod"e par la lettre Rx et deux pas Est cons"ecutifs
sont cod"es par le facteur yy. Un chemin de Schr!oder de longueur 2n est un chemin
commen7cant au point (0; 0) et se terminant au point (2n; 0) sans passer sous l’axe
horizontal. La r"esolution du syst;eme R en variables commutatives permet de trouver la
s"erie g"en"eratrice, not"ee R(x) par abus de langage, des mots de Schr!oder compt"es selon
la demi-longueur:
R(x)=
1− x −√1− 6x + x2
2x
:
On note Rn, le nombre de mots de Schr!oder de longueur 2n.
Les facteurs gauches de mots de Schr!oder (not"es en abr"eg"e facteurs gauches de
Schr!oder) codent des chemins commen7cant au point (0; 0) sans passer sous l’axe hor-
izontal. Ils constituent le langage F d"ecrit par l’"equation grammaticale suivante:
F = + xR RxF + xF + yyF:
La s"erie g"en"eratrice F(x) des facteurs gauches de Schr!oder compt"es selon la longueur
est alors:
F(x)=
2
1− 2x − x2 +√1− 6x2 + x4 :
On note Fn, le nombre de facteurs gauches de mots de Schr!oder de longueur n.
Les mots de Schr!oder bilat8eres codent des chemins commen7cant au point (0; 0) et
se terminant au point (2n; 0) (en pouvant franchir l’axe horizontal). Ils constituent le
langage B d"ecrit par l’"equation grammaticale suivante:
B= + yyB+ xR RxB+ Rx RRxB;
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o;u RR est le langage codant l’ensemble des chemins sym"etriques par rapport ;a l’axe hor-
izontal, cod"es par R. La s"erie g"en"eratrice B(x) des mots de Schr!oder bilat;eres compt"es
selon la demi-longueur est alors:
B(x)=
1
1− x − 2xR(x) =
1√
1− 6x + x2 :
On note Bn, le nombre de mots de B de longueur 2n.
Les facteurs gauches de Schr!oder bilat;eres codent des chemins commen7cant au point
(0,0). L’ensemble de ces mots forment un langage rationnel FB, v"eri=ant:
FB= + xFB+ RxFB+ yyFB:
La s"erie g"en"eratrice des facteurs gauches de Schr!oder bilat;eres compt"es selon la
longueur est:
FB(x)=
1
1− 2x − x2 :
3. Generation de mots de Schroder
3.1. Une relation entre facteurs gauches et mots de Schr9oder
Dans cette section, nous "etablissons une relation entre le nombre de facteurs gauches
de mots de Schr!oder bilat;eres v"eri=ant certaines contraintes et les mots de Schr!oder.
Pour cela nous prouvons un lemme qui est une forme particuli;ere du lemme du cycle de
Dvoretzky et Motzkin [8]. Nous en d"eduisons une relation, entre le nombre de facteurs
gauches de Schr!oder de taille 2n + 1 terminant par Rx ou yy et Rn. D’une preuve
combinatoire de ces r"esultats, nous d"eduisons directement un algorithme de g"en"eration
al"eatoire et uniforme de mots de Schr!oder de longueur 2n. Notons FB[−1], l’ensemble
des facteurs gauches bilat;eres =nissant aux points d’ordonn"ees −1 et FB[−1]2n−1, le nombre
de tels chemins de longueur 2n− 1 (i.e. =nissant au point (2n− 1;−1)).
Proposition 1. Bn + FB
[−1]
2n−1 = (n+ 1)Rn pour tout n¿1:
Pour "etablir cette proposition, nous d"e=nissons sur le langage
E=B Rx∪FB[−1]yy;
la relation d’"equivalence suivante.
Denition 1. On d"e=nit la relation  dite de S-conjugaison (Fig. 2) sur E2 par:
ww′ ⇔ ∃w1; w2 ∈{x; Rx; yy}? tels que ou w=w1 Rxw2 et w
′=w2w1 Rx;
ou bien w=w1yyw2 et w′=w2w1yy:
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Fig. 2. Les trois S-conjugu"es de x Rxyyx Rx Rx.
Proposition 2.  est une relation d’equivalence sur E2.
Il est clair que la relation  est r"eSexive. Nous allons montrer que  est sym"etrique
et transitive. Pour simpli=er, on utilisera les symboles a; b; c qui d"esigneront un "el"ement
de { Rx; yy}.
La relation  est sym"etrique:
Si ww′ et w =w′ alors ∃w1; w2 tels que w=w1aw2 et w′=w2w1a. Comme w∈E,
w2 =w′2b, ce qui permet de conclure que w
′
2bw1a  w1aw
′
2b, c’est ;a dire w
′w.
En=n,  est transitive: supposons w =w′ =w′′
ww′ ⇒ ∃w1; w2 tels que w=w1aw2 et w′=w2w1a;
w′w′′ ⇒ ∃u; v tels que
ou w′=w2ubva et w′′= vaw2ub= vaw′2cub⇒ ubvaw′2c=w1aw2 =w;
ou bien w′= ubvw1a et w′′= vw1aub= v′cw1aub⇒ w1aubv′c=w1aw2 =w:
Remarque 1. Tout mot w∈E tel que ‖w‖=2n+ 1 v"eri=e ‖w‖ Rx + ‖w‖yy = n+ 1.
Remarque 2. Chaque mot de E de longueur 2n+ 1 poss;ede n S-conjugu"es distincts.
Lemme 1. Chaque classe de E= contient un et un seul element de R Rx.
Nous allons d"emontrer ce lemme qui est une forme particuli;ere du lemme du
cycle [8].
Chaque classe de E= contient au plus un mot w de R Rx. En e:et,  "etant transitive
tous les mots d’une classe sont S-conjugu"es les uns des autres. Or, il est clair que tout
mot de R Rx n’a aucun S-conjugu"e distinct dans R Rx car tout facteur droit strict d’un
mot de R Rx a un d"efaut strict de lettres x.
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Nous allons montrer maintenant que l’on peut obtenir un mot de R Rx ;a partir de
n’importe quel mot de E.
Pour cela, nous utilisons une forme particuli;ere de la d"ecomposition de Catalan
[6, 14], adapt"ee aux mots de Schr!oder.
Lemme 2. Tout mot w sur l’alphabet {x; Rx; yy}? a une unique factorisation
w= u1a1 : : : ukakuk+1
satisfaisant les trois conditions:
• u1; : : : ; uk+1 sont des mots de Schr9oder;
• a1; : : : ; ak sont des lettres x ou Rx;
• il existe un entier p; 06p6k tel que pour i6p; ai = Rx; et pour i ¿ p; ai = x.
Nous appelerons le facteur u1a1 : : : upap, le facteur principal de w.
Soit w∈E, "ecrivons w=f1f2 o;u f1 est le facteur principal de w. On d"e=nit
alors l’op"eration  (w)=f2f1 qui est un cas particulier de S-conjugaison. On v"eri=e
imm"ediatement que  (w)∈R Rx. Ceci termine la preuve du Lemme 1. La S-conjugaison
"etant une relation d’"equivalence et d’apr;es les Remarques 1 et 2, chaque classe de E
dont la longueur des mots est 2n+1 contient n+1 "el"ements distincts. Cette observation
et le Lemme 1 d"emontrent le lemme suivant:
Lemme 3. L’ensemble des mots de E de longueur 2n+1 est partitionne par  en Rn
classes de cardinal n+ 1.
La Proposition 1 est une cons"equence de ce lemme.
Nous allons maintenant donner une bijection entre les mots de E et l’ensemble
compos"e de facteurs gauches de Schr!oder terminant par un Rx ou yy et de R Rx. Ceci
permettra de montrer la relation suivante.
Proposition 3. F2n + F2n−1 = (n+ 1)Rn pour tout n¿1:
On partitionne F en FP et FI qui contiennent respectivement les mots de F de
longueur paire et impaire. Remarquons que la hauteur =nale h= ‖w‖x − ‖w‖ Rx, du
chemin associ"e ;a tout mot w de FP Rx∪FIyy, est toujours impaire.
En cons"equence de la d"ecomposition de Catalan [6], tout mot w∈FP Rx∪FIyy\R Rx
se factorise de fa7con unique en:
w= u1a1 : : : u2k−1a2k−1u2k ; k¿1;
avec
• u1; : : : ; u2k−1 sont des mots de Schr!oder,
• u2k est un mot de Schr!oder non vide (u2k ∈R\),
• ai = x pour 16i62k − 1.
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Fig. 3. L’action de ’ sur un mot de FP Rx∪FIyy.
De meˆme, tout mot de E\R Rx se factorise de fa7con unique en:
w= u1a1 : : : u2k−1a2k−1u2k ; k¿1;
avec
• u1; : : : ; u2k−1 sont des mots de Schr!oder,
• u2k est un mot de Schr!oder non vide (u2k ∈R\),
• ai = Rx pour 16i6k et ai = x pour i ¿ k.
On d"e=nit une op"eration ’ (Fig. 3) de FP Rx∪FIyy dans E. Si w∈R Rx, ’(w)=
’−1(w)=w. Sinon, w∈FP Rx∪FIyy\R Rx et s’"ecrit donc w= u1a1 : : : u2k−1a2k−1u2k ,
avec les conditions mentionn"ees plus haut.
’(w)= u1a′1 : : : uka
′
k : : : u2k−1a2k−1u2k ;
avec a′i = Rx pour 16i6k. On v"eri=e imm"ediatement que ’(w)∈E.
On d"e=nit de fa7con analogue l’op"eration inverse, not"ee ’−1(w). Si w∈E\R Rx, w=
u1a1 : : : u2k−1a2k−1u2k , avec les conditions mentionn"ees plus haut.
’−1(w)= u1a′1 : : : uka
′
k : : : u2k−1a2k−1u2k ;
avec a′i = x pour 16i6k.
Ainsi ’ est une bijection de FP Rx∪FIyy dans E et ont "etablit la proposition:
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Proposition 4. Les mots de FP Rx∪FIyy de longueur 2n+ 1 sont en bijection par ’
avec les mots de E de longueur 2n+ 1.
Ainsi, puisque
‖{w∈FP Rx | ‖w‖=2n+ 1}‖=F2n et ‖{w∈FIyy | ‖w‖=2n+ 1}‖=F2n−1;
et d’apr;es la Proposition 4, nous avons d"emontr"e la Proposition 3.
3.2. Generation de facteurs gauches de Schr9oder
Dans cette section, nous donnons un algorithme ;a rejet de complexit"e temporelle et
spatiale en O(n) en moyenne qui engendre de fa7con al"eatoire et uniforme un mot de
FP Rx∪FIyy de longueur 2n+1. L’algorithme tire une lettre x (respectivement Rx) avec
une probabilit"e constante p, et un facteur yy avec probabilit"e 1−2p. Dans certain cas,
l’algorithme aura la possibilit"e de rejeter le mot courant a=n de garantir l’uniformit"e
du tirage.
Nous exposons d’abord bri;evement le principe g"en"eral d’un algorithme ;a rejet.
Soient A et B deux ensembles tels que B⊂A. L’algorithme 1 retourne un "el"ement
de l’ensemble B.
Algorithme 1 Algorithme ;a rejet g"en"eral
1: Tirer un "el"ement a∈A avec la probabilit"e p(a).
2: Si a∈B Retourner a. Sinon recommencer en 1:
L’algorithme 1 tire ;a chaque essai un "el"ement a∈A avec une probabilit"e d"ependante
de a; p(a). Il en r"esulte qu’;a chaque essai, le tirage n’est pas n"ecessairement uniforme
parmi les "el"ements de A. Cependant, nous allons prouver que si chaque "el"ement de
A∩B est tir"e avec une probabilit"e constante (p(a)=pB =Cte ∀a∈A∩B) alors lorsque
l’algorithme 1 termine, il retourne un "el"ement de B de fa'con aleatoire et uniforme
parmi les "el"ements de B, c’est ;a dire avec la probabilit"e 1‖B‖ .
Soient X; Y et N , trois variables al"eatoires prenant respectivement pour valeur le
r"esultat d’un tirage dans A, le r"esultat du premier tirage dans A qui appartient ;a B et
le nombre de tirages e:ectu"es par l’algorithme.
∀b∈B; P(Y = b) = ∑
k¿1
P(Y = b∩N = k)= ∑
k¿1
(1− P(X ∈B))k−1P(X = b)
=
P(X = b)
P(X ∈B) =
pB
‖B‖pB
=
1
‖B‖ :
Il existe une solution permettant de tirer de fa7con al"eatoire et uniforme un mot de
FP Rx∪FIyy de longueur 2n+1, en ne manipulant que des nombres constants. ;A chaque
"etape de la construction du mot, on choisit une lettre x ou Rx avec la probabilit"e p et
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un facteur yy avec probabilit"e q telles que:
{
q=p2
q+ 2p=1
⇒
{
p=
√
2− 1
q=3− 2
√
2
L’algorithme 2 retourne un mot de FP Rx∪FIyy de longueur 2n+1 avec la probabilit"e
1=(F2n−1 + F2n)= 1=(n+ 1)Rn.
Algorithme 2 G"en"eration a.e.u d’un mot de FP Rx∪FIyy de longueur 2n+ 1
Entree un entier n
Sortie un mot w ∈ FP Rx∪FIyy de longueur 2n+ 1
1:w ← 
2: tant que ‖w‖¡2n faire
3: a←


x avec probabilit "e
√
2− 1
Rx avec probabilit "e
√
2− 1
yy avec probabilit "e 3− 2
√
2
4: w ← wa
5: si w =∈F alors
6: w ← 
7: n si
8: n tant que
9: si ‖w‖=2n alors
10: a←


x avec probabilit "e
√
2− 1
Rx avec probabilit "e
√
2− 1
yy avec probabilit "e 3− 2
√
2
11: w ← wa
12: n si
13: si w =∈FP Rx∪FIyy alors
14: Recommencer en 1:
15: sinon
16: Retourner w
17: n si
La longueur des mots tir"es ;a chaque essai par l’algorithme 2 est variable. En ef-
fet, lorsque l’on peut s’apercevoir que le mot courant n’est pas un facteur gauche,
il est inutile de tirer des lettres suppl"ementaires et on e:ectue un nouvel essai en
initialisant w au mot vide . Ce proc"ed"e, parfois appel"e tirage 8a rejet anticipe est
utilis"e dans [4] pour le tirage lin"eaire de facteurs gauches de Motzkin. Il permet
de diminuer le nombre moyen de lettres tir"ees par l’algorithme ;a chaque essai, et
d’am"eliorer ainsi substantiellement la complexit"e de l’algorithme. Il suTt de remar-
quer que lors d’un essai de l’algorithme 2, un mot de FP Rx∪FIyy (n =x"e) est tir"e
avec la probabilit"e (constante) pB =(
√
2 − 1)2n+1 pour se convaincre de l’uniformit"e
du tirage.
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Fig. 4. G"en"eration de mots de FP Rx∪FIyy (n=2).
Sur la Fig. 4, les F4 facteurs gauches de Schr!oder de longueur 4 et les F3 facteurs
gauches de Schr!oder de longueur 3 sont dessin"es par des traits gras. Chacun de ces
chemins commencent au point (0; 0) et terminent sur un des cercles gris"es. Les F4 +F3
chemins de longueur 5 engendr"es par l’algorithme 2 (dessin"es par des traits gras)
terminent par un pas S"ech"e ( Rx ou yy). Les chemins rejet"es terminent par un pas en
pointill"es.
Nous allons maintenant calculer la complexit"e moyenne en temps, C, de
l’algorithme 2, qui s’exprime comme le produit du nombre moyen de lettres tir"ees lors
d’un essai, Cl, et du nombre moyen d’essais, Ce, avant d’obtenir un mot de FP Rx∪FIyy
de longueur 2n+ 1.
C=ClCe:
On trouvera une "etude d"etaill"ee sur la complexit"e des algorithmes ;a rejet de g"en"eration
de mots dans [7]. Pour simpli=er, nous consid"ererons qu’il a fallu n tirages pour en-
gendrer un mot de longueur n alors que les mots de longueur n ayant k pas Est
(yy) n’ont n"ecessit"e que n − (3k=2) tirages. Remarquons que le tirage d’une let-
tre se fait en temps constant, ind"ependant de n et ne modi=e pas la complexit"e
de l’algorithme.
Pour calculer Cl et Ce, nous avons besoin de connaUˆtre une estimation asymptotique
de Rn et de Fn. On utilise des techniques classiques d’analyse complexe (analyse des
singularit"es de la fonction g"en"eratrice) pour obtenir:
Rn= [xn]R(x)=Cte
(3 + 2
√
2)n
n
√
n
+O
(
(3 + 2
√
2)n
n2
√
n
)
∼Cte(3 + 2
√
2)n
n
√
n
;
Fn= [xn]F(x)=Cte
(
√
2 + 1)n√
n
+O
(
(
√
2 + 1)n
n
√
n
)
∼Cte(
√
2 + 1)n√
n
;
avec Cte= 0:809894 : : :
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Ce =
∑
k¿1
k((1− (n+ 1)Rn(
√
2− 1)2n+1)k−1(n+ 1)Rn(
√
2− 1)2n+1)
=
1
(n+ 1)Rn(
√
2− 1)2n+1
=O(
√
n):
Nous allons maintenant calculer
Cl=
2n+2∑
k=1
kpk
o;u pk repr"esente la probabilit"e de tirer un mot w de longueur k62n + 2 avant de
sortir de la boucle ou d’e:ectuer l’instruction (w ← ). Le mot w engendr"e lors d’une
"etape de l’algorithme 2 est soit un mot de longueur 2n+1∈FP Rx∪FIyy (E1), soit un
mot de longueur 2n+2 terminant par yy (E2) ou un mot de longueur 2n+1 terminant
par la lettre x (E3) qui sera rejet"e et provoquera l’ex"ecution de l’instruction (w ← )
dans la boucle while de l’algorithme 2, soit un mot de longueur 2i+1 (i¡n) appartenant
;a R Rx (E4) qui conduira "egalement ;a un "echec. Remarquons que la probabilit"e de tirer
un mot de longueur paire (inf"erieure ;a 2n + 2) est nulle puisque la longueur de tout
mot de R Rx est impaire.
E1 = (2n+ 1)(n+ 1)Rn(
√
2− 1)2n+1 =O(√n);
E2 = (2n+ 2)F2n(
√
2− 1)2n+2 =O(√n);
E3 = (2n+ 1)F2n(
√
2− 1)2n+1 =O(√n);
E4 =
√
2− 1 +
n−1∑
i=1
(2i + 1)Ri(
√
2− 1)2i+1 =O
(
n−1∑
i=1
1√
i
)
=O(
√
n):
Ainsi,
Cl=
2n+2∑
k=1
kpk =E1 + E2 + E3 + E4=O(
√
n):
On peut maintenant conclure que
C=O(n);
et "enoncer la proposition suivante:
Proposition 5. La complexite moyenne en temps et en espace pour engendrer de fa=con
aleatoire et uniforme un mot de FP Rx∪FIyy de longueur 2n+ 1 avec l’algorithme 2
est O(n).
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Fig. 5. G"en"eration d’un chemin de Schr!oder (n=2).
3.3. Generation uniforme de mots de Schr9oder
Nous avons maintenant tous les "el"ements pour engendrer un mot de Schr!oder de
longueur 2n de fa7con al"eatoire et uniforme.
Algorithme 3 G"en"eration a.e.u d’un mot de Schr!oder de longueur 2n
Entree un entier n
Sortie un mot w∈R de longueur 2n
1: Engendrer a.e.u un mot w de FP Rx∪FIyy de longueur 2n+ 1 avec
l’algorithme 2
2: si w =∈R Rx alors
3: w ←  ◦ ’(w)
4: n si
5: Retourner w′=∗ w=w′ Rx ∗=
L’algorithme 3 engendre un mot w de FP Rx∪FIyy de longueur 2n + 1 avec
l’algorithme 2. Puis, si w=w′ Rx et que w′ est un mot de Schr!oder alors l’algorithme
termine en retournant w′. Sinon, on applique les op"erations d’"eclairage et de conju-
gaison (Fig. 5), ’ et  pour obtenir =nalement un mot w=w′ Rx o;u w′ est un mot de
Schr!oder de longueur 2n. On retourne ensuite w′. Les op"erations ’ et  s’e:ectuent
facilement en temps lin"eaire.
Proposition 6. La complexite moyenne en temps et en espace pour engendrer de
fa=con aleatoire et uniforme un mot de Schr9oder de longueur 2n avec l’algorithme 3
est O(n).
4. Generation de hierarchies ordonnees
Les hi"erarchies ordonn"ees ou arbres de Schr!oder sont des arbres ordonn"es enracin"es
dans lesquels tout nNud interne poss;ede au moins deux =ls. Ces arbres sont compt"es
par les petits nombres de Schr!oder, Sn, avec comme param;etre le nombre de feuilles.
Si on autorise la racine ;a ne poss"eder qu’un seul =ls, on obtient des buissons compt"es
selons le nombre de feuilles par les grands nombres de Schr!oder, Rn.
Nous donnons dans cette section une bijection entre les hi"erarchies ordonn"ees et un
sous ensemble de chemins de Schr!oder. Utilisant l’algorithme 5, nous en d"eduisons un
algorithme de complexit"e lin"eaire en moyenne en temps et en espace qui engendre une
hi"erarchie ordonn"ee de fa7con al"eatoire et uniforme.
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Fig. 6. Un arbre BFZ et la hi"erarchie associ"ee.
Foata et Zeilberger ont donn"e dans [11] une bijection entre les arbres de Schr!oder
et des arbres binaires avec deux couleurs sur les nNuds internes. Nous appellerons ces
arbres, les arbres BFZ .
Denition 2. Un BFZ est soit une feuille, soit un triplet (r; T1; T2) o;u le nNud r est
colori"e 1 ou 2 et T1; T2 sont des BFZ, avec la condition que si T2 est une feuille, r
doit eˆtre colori"e 1.
Denition 3. Un arbre de Schr!oder ou hi"erarchie ordonn"ee est soit une feuille, soit
une suite (r; T1; : : : ; Tl) avec l¿2 et T1; : : : ; Tl sont des arbres de Schr!oder.
A partir de l’"equation r"ecursive d"ecrivant ces arbres, on trouve la s"erie g"en"eratrice
des arbres de Schr!oder compt"es selon le nombre de feuilles.
1 + x −√1− 6x + x2
4
:
Denition 4. Un buisson est soit un arbre de Schr!oder, soit un couple (r; T ) o;u T est
un arbre de Schr!oder.
Nous "enon7cons maintenant la bijection de Foata et Zeilberger, -, entre les arbres de
Schr!oder ;a n feuilles et les arbres BFZ ;a n feuilles (Fig. 6).
Soit T un arbre Schr!oder. Si T = r alors -(T )= r. Si la racine de T a exactement
deux =ls, i.e., T =(r; T1; T2) alors -(T )= (1; -(T1); -(T2)). Si T =(r; T1; : : : ; Tl) avec
l¿2 alors -(T )= (2; -(T1); -(r; T2; : : : ; Tl)).
Dans l’autre sens, soit T un BFZ . Si T = r alors -−1(T )= r. Si T =(1; T1; T2) alors
-−1(T )= (r; -−1(T1); -−1(T2)). Si T =(2; T1; T2) et si -−1(T2)= (k; T21 ; : : : ; T2l) avec
l¿2 alors -−1(T )= (r; -−1(T1); T21 ; : : : ; T2l).
Notre objectif est d’engendrer uniform"ement et al"eatoirement des hi"erarchies or-
donn"ees. Pour cela, nous allons donner une bijection entre les BFZ ;a n nNuds in-
ternes (n + 1 feuilles) et certains chemins de Schr!oder de longueur 2n. Ensuite, pour
engendrer une hi"erarchie ordonn"ee, il suTra de tirer un chemin de Schr!oder, le trans-
former en BFZ , puis en hi"erarchie ou le rejeter s’il ne correspond pas ;a
un BFZ .
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Fig. 7. Une grammaire d’objet pour les arbres BFZ .
Fig. 8. Un BFZ , le mot DFZ et le chemin correspondant.
Fig. 9. Un mot de DFZ et le mot de S correspondant.
Il est bien connu que les arbres binaires ;a n nNuds internes et n + 1 feuilles sont
en bijection avec les mots de Dyck de longueur 2n. Un mot de Dyck est obtenu en
parcourant un arbre binaire en profondeur et en codant un nNud interne par la lettre x
et une feuille par la lettre Rx, la derni;ere feuille n’"etant pas cod"ee. Nous en d"eduisons
naturellement une bijection entre les BFZ ;a n+1 feuilles et des mots de Dyck colori"es ;a
2n lettres. Nous appellerons ce langage DFZ . La Fig. 7 illustre une grammaire d’objets
pour les arbres BFZ .
En codant une feuille par Rx, un nNud interne colori"e 1 par x et un nNud interne
colori"e 2 par z, on obtient le langage DFZ :
DFZ = + U
U = xDFZ RxDFZ + zDFZ RxU
On repr"esente les mots du langage DFZ par un chemin de Dyck dont les pas Nord-
Est sont cod"e x ou z et les pas Sud-Est sont cod"es par Rx. Un exemple est illustr"e ;a la
Fig. 8.
Nous allons maintenant mettre en bijection (Fig. 9) les mots du langage DFZ , avec
un sous-ensemble de mots de Schr!oder.
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Fig. 10. Trois bijections.
Soit w un mot de DFZ , de longueur 2n. Si w ne contient pas de lettre z, alors
w est un mot de Schr!oder. Sinon, w s’"ecrit w=w1zu Rxxw2 o;u w1 est un mot de
{x; Rx; z}?; w2 est un mot de {x; Rx}? et u est un mot de Dyck. On transforme alors
w en w=w1xuyyw2. En it"erant ce proc"ed"e jusqu’;a ce qu’il n’y ait plus de lettre z
dans w, on obtient un mot de Schr!oder de longueur 2n appartenant au langage S
d"e=ni par:
S = + xR RxS
o;u R est le langage des mots de Schr!oder.
Par passage en variables commutatives, on retrouve la s"erie g"en"eratrice des arbres
de Schr!oder, d"ecal"ee ;a gauche puisque un chemin de demi-longueur n correspond ;a un
arbre de Schr!oder ;a n+ 1 feuilles:
S(x)=
1 + x −√1− 6x + x2
4x
:
Pour obtenir un mot de DFZ ;a partir d’un mot de S, on proc;ede ainsi: soit w un
mot de S, si w ne contient pas de facteurs yy, alors w est un mot de DFZ . Sinon,
w s’"ecrit w=w1xuyyw2 o;u w1 est un mot de {x; Rx}?, w2 est un mot de {x; Rx; yy}?
et u est un mot de Dyck. On transforme alors w en w=w1zu Rxxw2. En it"erant ce
proc"ed"e jusqu’;a ce qu’il n’y ait plus de facteurs yy dans w, on obtient un mot
de DFZ .
Proposition 7. Les mots de S de longueur 2n sont en bijection avec les hierarchies
ordonnees 8a n+ 1 feuilles.
Le diagramme de la Fig. 10 r"esume les trois bijections que l’on a obtenues.
Il est clair par construction, que le langage S d"ecrit les chemins de Schr!oder qui
n’ont pas de double pas Est-Est (correspondant au facteur yy dans le mot associ"e)
de hauteur 0 puisque les facteurs yy remplacent des facteurs Rxx. Puisque Rn=2Sn, on
"etablit le lemme suivant:
Lemme 4. Pour n =x"e; la moiti"e des chemins de Schr!oder de longueur 2n n′ont pas
de double pas Est-Est de hauteur 0.
Ainsi, le Lemme 4 implique l’existence d’une involution entre les chemins de
Schr!oder poss"edant des paliers au niveau z"ero et ceux qui n’en poss;edent pas.
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Fig. 11. Une involution sur les chemins de Schr!oder.
Fig. 12. Temps d’ex"ecutions exp"erimentaux pour la g"en"eration dehi"erarchies al"eatoires.
La Fig. 11 illustre cette involution. Etant donn"e un chemin w de R\S, w s’"ecrit de
fa7con unique w=w1yyw2, avec w1 ∈R et w2 ∈ S. Cette factorisation fait apparaUˆtre le
dernier palier horizontal de niveau z"ero dans le mot w. Pour obtenir un mot de S,
il suTt de sur"elever le facteur w1 de w et de supprimer le palier yy a=n de ne pas
modi=er la longueur de w. On obtient alors un mot w′= xw1 Rxw2 appartenant ;a S. La
r"eciproque est imm"ediate et cette op"eration est une bijection entre R\S et S.
Pour engendrer une hi"erarchie ordonn"ee ;a n+1 feuilles de fa7con al"eatoire et uniforme
parmi les Sn hi"erarchies ordonn"ees ;a n + 1 feuilles, on engendre un mot de Schr!oder
avec l’algorithme 5. Si ce mot n’appartient pas ;a S, on applique l’involution mentionn"ee
ci-dessus. Puis, on le transforme en un mot du langage DFZ en appliquant la bijection
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mentionn"ee plus haut, puis on construit l’arbre BFZ correspondant et en=n la hi"erarchie
ordonn"ee. D’un point de vue algorithmique, toutes ces transformations s’e:ectuent en
temps lin"eaire en n en utilisant une pile et sont faciles ;a programmer. Ainsi, on obtient
un algorithme de complexit"e temporelle et spatiale O(n) pour engendrer al"eatoirement
uniform"ement une hi"erarchie ordonn"ee. Remarquons que pour engendrer uniform"ement
un buisson, il suTt d’engendrer une hi"erarchie, puis de tirer ;a pile ou face pour d"ecider
si on ajoute une nouvelle racine.
La Fig. 12 montre des temps d’ex"ecutions exp"erimentaux pour engendrer une
hi"erarchie al"eatoire de dix mille ;a dix millions de feuilles, cod"ee par un mot de
Dyck. Ces tests sont r"ealis"es sur un PC de 200 Mgh avec 128 Mo de m"emoire
vive. Chaque valeur en ordonn"ee est une moyenne sur dix executions de l’algorithme
de g"en"eration.
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