Many research designs in experimental psychology generate data that are fundamentally discrete or categorical in nature, and produce multiway tables of frequencies. Despite an extensive and, more recently, accessible literature on the topic, multiway frequency analysis is rarely used in experimental psychology. A reason may be the form of exposition in the literature, with emphases and concerns far removed from those of the typical experimental psychologist. An approach to multiway frequency analysis for experimental psychologists is described that has the features we want: asymmetrical designs, factors assessed for their respective main and interactive effects in a manner analogous to ANOVA, and the ability to handle within-subject designs.
Since the seminal work of Goodman (1971, for example) , and through the now classic texts of Bishop, Fienberg, and Holland (1975) and Haberman (1978 Haberman ( , 1979 , the last 30 years has seen a revolution in the analysis of multiway, categorical frequency data. The development and discussion of this revolution have occurred predominantly in the social science literature. And yet, despite the fact that many of our research designs produce data that are fundamentally in the form of multiway tables of frequencies, and the ready availability of accessible, book-length expositions on the topic, (e.g., Agresti, 1990; Gilbert, 1993; Kennedy, 1983; Wickens, 1989 ) and a few, prominently-placed, if specialised, articles in experimental psychology journals (e.g., Olzak & Wickens, 1983; Wickens, 1993) , the use of multiway frequency analysis within experimental psychology is rare.
There is probably any number of reasons for this state of affairs, but a few figure prominently. First, most textbooks on statistical methods for experimental psychologists have no mention of multiway frequency analysis: the theory and the computational techniques presented for handling frequency data are appropriate for contingency tables of at most two dimensions, and, often, further limited to 2 x 2 tables. Such two-dimensional tables typically are analysed with the goodness-of-fit approach (re-characterised as tests of independence) developed early in the history of statistics by Karl Pearson (Pearson, 1900 (Pearson, , 1904 (Pearson, , 1911 (Pearson, , 1916 . 1 Second, even in the more accessible of expositions in the literature, the presentations routinely are concerned with correlational (i.e., bi-directional or symmetrical) rather than experimental (i.e., asymmetrical, single dependent variable) designs, and population-based (i.e., random-sampling and parametric estimation), log-linear modelling of the often bewildering complex of patterns of associations possible in such multidimensional tables rather than the assessment of the statistical significance of individual effects as would be familiar to or desired by the typical experimental psychologist. 2 Instead, confronted with crossclassified frequency data of more than two dimensions, many experimental psychologists either reduce the data analysis to a series of classic tests of independence of the various two-way contingency tables (the dependent variable and successively each of the independent variables), successively collapsed over the remaining dimensions, or simply abandon contingency table analyses altogether, and re-represent the classes or categories of the dependent variable as some not necessarily well-suited statistic or set of statistics, and then subject the resulting data to some variant of analysis of variance (ANOVA). Despite their commonality, both of these apparent solutions are problematic, and often induce more difficulties than they solve.
Third, many if not most research designs in experimental psychology involve multiple measures on the same participant (i.e., within-subject designs). The emphasis in the literature on population-based modelling and its sequelae would appear to rule out the use of frequency table analyses for such data, as the lack of independence associated with multiple measures from the same participant would appear to violate the assumptions of the χ 2 sampling distribution for the assessment of the significance of the obtained statistics. 3 In fact, many of the texts on multiway frequency analysis explicitly make just such an argument (e.g., Kennedy, 1983) . Worse yet, even ignoring the independence issue, collapsing across participants in such within-subject tables can often produce patterns of relationships among the remaining factors that fail to resemble or may even reverse the same relationships at the level of the individual participants-a problem known as Simpson's Paradox that is discussed subsequently.
However, it is possible to present multiway frequency analysis in a manner that pro-1 With the important exception that the textbook approach emphasises fixed (i.e., conditioned upon) marginals for the test of independence in such two-way tables rather than the random marginal (or marginals) advocated by Pearson (see Camilli, 1990 , for a recent discussion of the issue). It also uses the limited, and correct, degrees of freedom as recommended by Fisher (1922) rather than the incorrect and much greater degrees of freedom originally advocated by Pearson. It was this debate over degrees of freedom in contingency table analyses that initiated the life-long feud between Pearson and Fisher (see, e.g., Cowles, 1989) .
2 Techniques for the analysis of asymmetrical, single dependent variable multiway frequency tables may be found in the literature, but they often are presented in the unfamiliar (for the experimental psychologist) form of the analysis of log-odds, or "logits", or some multinomial equivalent.
3 To forestall a common confusion, the lack of independence referred to here is not that a given participant's responses tend to be similar (e.g., generally high or generally low), but rather that one response may influence another [e.g., having responded "yes" on one trial the participant is more (or less) likely to respond "yes" on a subsequent trial]. Note that this concern does not affect the number of possible alternative patterns of responding-necessary for exact or permutation testing-only their individual likelihoods.
vides for methods of multiway frequency analysis for experimental psychologists that have the features we want: asymmetrical designs (i.e., one dependent variable and multiple independent variables), factors assessed for their respective main and interactive effects on the categorical dependent variable, and the ability to handle within-subject designs. The approach has much in common with the set-wise or hierarchical regression techniques for continuous data promoted by Cohen (Cohen, 1982; Cohen & Cohen, 1983) , in which analyses of variance and covariance (ANOVA and ANCOVA) are seen as but special cases of multiple correlation and regression. In Cohen's hierarchical approach to multiple regression and specifically ANOVA, the intercorrelations among the explanatory or independent variables (and/or their vector codings in the case of ANOVA) are explicitly partialled from one another before the correlation with or effect on the dependent variable is assessed. This paper outlines a similar approach to the analysis of multiway frequency data appropriate for experimental psychologists. There is nothing really new here. Much of what is presented may be found in a close reading of the sections on hierarchical logit models in such books as Kennedy (1983) and Wickens (1989) , and intended to introduce log-linear analysis to psychologists and other behavioural researchers. It differs from such expositions in that the current approach rejects both the focus on the fitting of log-linear "models" and the background assumptions of random-sampling and parameter estimation.
Many modern computer statistical packages, such as SPSS X , BMDP, and SYSTAT to name only a few, contain modules to perform multiway frequency analysis. The exposition and examples accompanying these programs generally reflect the same orientation of symmetrical, population model fitting as found in the multiway frequency analysis literature. However, with appropriate modifications in the use of the programs, any of these programs may be used to conduct the hierarchical analyses of multiway frequency data as detailed here.
The likelihood-ratio chi-square statistic, G 2
Discussions of multiway frequency analysis typically are couched in terms of the likelihood-ratio chi-square statistic, G 2 . G 2 is an alternative to the more familiar Pearson (1900) chi-square statistic, X 2 , found in most introductory textbooks. 4 G 2 was developed by Fisher (1924) , based on his earlier work on maximum likelihood theory. As with X 2 , G 2 is distributed as χ 2 for sufficiently large N for the same reason-the central limit theorem-as that of the normal approximation to the binomial and, by direct extension, that of the Pearson chi-square statistic. However, there is nothing in the approach outlined in this article that requires either the computation of estimates of population parameters of these distributions or the assumption of normal theory; the χ 2 distribution can be seen as a convenient approximation to what would be obtained by the often rather tedious (if not practically impossible) calculation of the exact or permutation-test distribution associated with each effect [e.g., for 2 x 2 tables, the Fisher Exact Test (FET) (Fisher, 1935; Yates, 1934) ]. In fact, the treatment here makes the same assumption as the FET, appropriate for 4 With xi as the observed frequency and ei as the expected frequency for each of k cells, the Pearson (1900) X 2 is computed as:
experimental designs, that all marginal distributions are fixed. No assumptions regarding either random-sampling (i.e., independence) or population parameters (e.g., π = .5) are required, unless the resulting p-values are intended to be interpreted as probabilities rather than merely as indices of atypicality with respect to a set of alternative outcomes-the latter of which is all that is required for a statement of statistical significance (see Rouanet, Bernard, & Lecoutre, 1986; Vokey, 1998) . 5 The principal advantage of G 2 over the Pearson chi-square statistic is that it is additive: the values of G 2 for independent components of an analysis sum to the total G 2 for the analysis, although the differences between the two computational statistics are often trivial. However, G 2 is necessarily additive in hierarchical frequency analysis, whereas X 2 is not. 6
Partitioning SS total and R 2 in ANOVA Experimental psychologists are familiar with factorial or multiway ANOVA and its partitioning of the total sum-of-squares (SS total ) into individual, additive component sumsof-squares associated with the different main and interactive effects. As with SS total in ANOVA, the G 2 total obtained for a given multiway frequency table can be similarly partitioned into additive G 2 components associated with the different effects or sources that in sum are responsible for the deviation of the observed values from the simple expectation of uniform cell frequencies.
The closest analogy to the partitioning of G 2 total that should be familiar to many experimental psychologists occurs with the partitioning of multiple-R 2 in the use of multiple correlation and regression (MR) to perform ANOVA. Consider a simple between-subjects ANOVA with two factors, A and B, and a dependent variable, y. To conduct the ANOVA via MR, the levels of each of the factors are coded as sets of vectors, A and B, and the A x B interaction is coded as a set of vectors, C, that are produced as the product of the A and B vectors (see, e.g., Cohen, 1982; Pedhazur, 1982) . The regression of all 3 sets of vectors on y produces R 2 yABC -the total R 2 or proportion of variance in y "accounted for" by the vectors, with 1−R 2 yABC as the residual or proportion of error variance. R 2 yABC can be partitioned as the sum of successive squared semi-partial correlations, R 2 yABC = R 2 yA + R 2 y(B.A) + R 2 y(C.BA) , for which R 2 yA is the proportion of variance in y accounted for by factor A, R 2 y(B.A) is the proportion of variance in y accounted for by factor B after that accounted for by factor A 5 Admittedly, this brief statement and small set of references give short shrift to what for many experimental psychologists may come as a complete surprise: significance testing as divorced from probability theory. But the logic of significance testing does not require random sampling and, hence, considerations of probability. Indeed, as attested to by actual practise, few experiments in psychology ever meet the criteria of random sampling (i.e., convenience samples are random samples of what, exactly?) (Hahn & Meeker, 1993) , and more often than not intentionally do not involve random samples (Eysenk, 1975; Mook, 1983) . Regardless, experimental psychologists routinely conduct standard significance tests and make presumably meaningful statements of statistical significance.
6 With x ij...k equal to the observed frequency in cell ij . . . k, e ij...k equal to the corresponding expected frequency for that cell, and ln as the natural logarithm (i.e., to the base e), then G 2 is defined computationally as follows:
and any covariation between factors A and B, and R 2 y(C.BA) is the proportion of variance in y accounted for by the interaction A x B after that accounted for by factors A and B and any covariation between factors A and B and the coding of the interaction vectors. Because of their multiplicative construction from the vectors of A and B, the vectors in C are necessarily correlated with those of A and B, and, hence, only carry the interaction effect. However, it is possible that the vectors of A are also correlated with those of B (e.g., due to unequal or disproportionate cell ns). If so, the magnitude of the squared semi-partial correlations will depend on their order within the equation (i.e., on what is partialled from what). As a consequence, the R 2 and, hence, sum-of-squares attributed to each factor or effect is usually computed as the residual correlation after all the other effects (at the same and lower levels, e.g., main effects, or two-way interactions) have been accounted for. 7 In terms of the example, then, 8
The generalisation to designs with many more factors and higher-level interactions is straightforward.
Partitioning G 2
The partitioning of G 2 total follows a similar logic. Consider the three-way contingency table shown in Table 1 . 9 These data are the first and second shot hit and miss frequencies of 9 regular players from the Boston Celtics basketball team over the 1980-81 and 1981-1982 seasons (Gilovich et al., 1985) . Wardrop (1995) used these data to argue that the "hot hand" in basketball often claimed by aficionados of the sport is consistent with the presumably aggregate data available to them, despite the report of Tversky and Gilovich (1989) on the same data of no evidence (on average) for the claim at the level of the individual players: 4 players shot better after a hit and 5 players shot better after a miss, and for none of them was there a significant correlation between first and second shot. Yet, in the two-way table created by collapsing over players (the row labelled "Total" in Table 1 ) there is a clear contingency between first and second shots: 79% of the second shots following hits were successful, but only 74% of the second shots following misses. Applying the standard test of independence for 2x2 tables to this collapsed table yields a statistically significant G 2 = 4.90. 10 7 In the ANOVA vernacular, these are known as Type III sums-of-squares; they produce the equivalent of an unweighted means analysis.
8 These effects may be tested for significance by constructing the usual F -ratio, where k is the number of vectors (degrees of freedom) coding for a given effect, and N is the total number of observations:
The frequencies in Table 1 were reconstructed from proportions reported in Gilovich, Vallone, and Tversky (1985) .
10 With 1 degree of freedom, at the .05 level, the critical value from the χ 2 -distribution is χ 2 1 = 3.84. Simpson (1951) . 11 It occurs any time a multiway frequency table is collapsed over heterogeneity (see Vokey, 1997 , for discussion, more real-world examples, and references), and is the principal reason reducing a multiway frequency table to a series of two-way tables for analysis can be misleading. It occurs in this example because most of the hits come from good shooters (so hits will follow hits simply because of their superior shooting ability) and most of the misses are contributed by the poorer shooters (so misses will tend to follow misses). That is, it occurs because shooter is correlated with success on both first shot and second shot. The analytic solution, then, as in the R 2 example, is to assess the relationship between first and second shot only after the effects of shooter x first shot and shooter x second shot have been removed.
The example multiway frequency table in Table 1 does not represent the results of a proper experiment (i.e., first shot success was not manipulated by the experimenter), but we can treat it as one for illustrative purposes, with first shot success (F) and player (P) as the independent variables, and second shot success (S) as the dependent variable. G 2 total is computed by comparing the 2 x 2 x 9 = 36 observed cell frequencies to the expectation of a uniform distribution of such frequencies (i.e., total frequency / number of cells = 2049/36 = 56.92 as the expected frequency for each cell). Doing so yields G 2 total = 1795.22. The marginal distribution effects of the three variables, F, P, and S, and the contingency effect FP are of no intrinsic interest as they reflect simply the (fixed) structure of the experiment. Thus, any of the remaining effects (i.e., relationships with the depen-dent variable, S) must be assessed after these structural effects have been removed. To do so, we construct a table of expected frequencies based on the 3 marginal distributions and the effect PF. Often, such tables may be computed directly, but to construct more complicated tables of expected frequencies containing different combinations of interactive effects, the Deming and Stephan (1940) iterative proportional fitting algorithm is used (Goodman, 1971; Haberman, 1972) . This algorithm is used in virtually all of the aforementioned computer programs; a generalised version of it may be found in Vokey (1997) . A useful characteristic of the algorithm is that constructing a table of expected frequencies for a higher-order effect necessarily includes the lower-order effects named within it; constructing a table for effect FP of the current data, say, automatically incorporates the marginal effects of F and P, but not S. Because the higher-order terms automatically imply the lower-order terms, it is conventional to denote the tables of expected frequencies in a compressed notation (Goodman, 1971) . The table that contains the effects of F, P, S, and FP, for example, is denoted as S,FP, 12 and it yields G 2 S,F P = 75.96, a reduction of ∆G 2 S,F P = G 2 total − G 2 S,F P = 1795.22 − 75.96 = 1, 719.26 from G 2 total ; that is, most of the deviation from a completely uniform distribution of frequencies for these data may be attributed the fixed structure of the experiment.
We are now in a position to compute the amount of G 2 total to be attributed to each of the experimental effects. As with the partitioning of R 2 , the G 2 attributed to each factor or effect is computed as the residual G 2 after all the other effects (both the structural effects-F, P, S, and FP, and those experimental effects at the same or lower level) have been accounted for. Thus, The degrees of freedom associated with the ∆G 2 of each tested effect are the same as they would be for the corresponding effect in a between-subjects ANOVA. Hence, with f , p, and s as the levels of factors F, P, and S, respectively, df F S = (f −1)(s−1) = (1)(1) = 1, df P S = (p−1)(s−1) = (8)(1) = 8, and df F P S = (f −1)(p−1)(s−1) = (1)(8)(1) = 8. Compared with the χ 2 -distribution with the appropriate degrees-of-freedom, both ∆G 2 P S and ∆G 2 F P S are significant at the .05 level, 13 reflecting, respectively, the different skill levels of the players, and that 4 players shot better after a hit and 5 players shot better after a miss. Critically, ∆G 2 F S is not significant, correctly reflecting the same lack of relationship at the level of the individual players. 14 The apparent relationship between first and second shot obtained 12 Multiple notation systems have been used; Goodman (1971) , for example, would denote the S, FP table of expected frequencies as {S}{FP}, whereas Agresti (1990) and Wickens (1989) would use [S] [FP] .
13 With 8 degrees of freedom, at the .05 level, the critical value from the χ 2 -distribution is χ 2 8 = 15.51. 14 Contrary to the position assumed here of players (subjects) as a fixed effect (and, hence, the domain of statistical generalisation to be limited to subjects observed), it is often assumed in psychology that the interest is typically in estimating effects within populations from which the participants or observational units have been sampled at random (e.g., Kennedy, 1983; Wickens, 1993) . As Wickens (1993) showed, intersubject variability biases ∆G 2 F S as we have computed it here as a test of the association FS in the population in the direction of increased Type I errors. Among other possible statistics to control for this alpha-inflation, Wickens (1993) suggested a pseudo-F ratio, Fg, in which, as in classic within-S ANOVA, the heterogeneity over participants in the effect of interest is used as the denominator or error-term.
earlier by collapsing over player can now be seen to be a consequence of the confounding of player with both first and second shot that is controlled for in the current analysis. Incidentally, in a manner analogous to adjusted means following ANCOVA, it is possible to compute a table of adjusted frequencies corrected (or homogenised ) for such confoundings (Vokey, 1997) . Homogenising the obtained frequencies in Table 1 for FP and PS results in the collapsed frequencies of 1149.12, 323.88, 440.9, and 135.11 (corresponding to the percentages: 78, 22, 77, and 23) for the effect FS, and no evidence of an FS relationship.
The extension to larger multiway frequency tables is straightforward. For example, consider a 4-way table in which A, B, and C are the independent variables, and D is the dependent variable. The ∆G 2 equations for the experimental (tested) effects would be: with the degrees of freedom for each ∆G 2 computed as they would be for the corresponding effect in a between-subjects ANOVA.
