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The kinetics of ordering and concurrent ordering and clustering is analyzed with an equation of
motion initially developed to account for dissipative processes in quantum systems. A simplified
energy eigenstructure, or pseudo-eigenstructure, is constructed from a static concentration wave
method to describe the configuration-dependent energy for atomic ordering and clustering in a binary
alloy. This pseudo-eigenstructure is used in conjunction with an equation of motion that follows
steepest entropy ascent to calculate the kinetic path that leads to ordering and clustering in a series
of hypothetical alloys. By adjusting the thermodynamic solution parameters, it is demonstrated
that the model can predict the stable equilibrium state as well as the unique thermodynamic path
and kinetics of continuous/discontinuous ordering and concurrent processes of simultaneous ordering
and phase separation.
I. INTRODUCTION
As discussed in Part I1, the decomposition of a thermo-
dynamically unstable solution into two stable phases can
take place by kinetic pathways differentiated by the spa-
tial distribution of the phases. The equation of motion
within the steepest-entropy-ascent quantum thermody-
namic (SEAQT) framework provides a means of predict-
ing the operative kinetic pathway between the limiting
cases of continuous (spinodal phase separation) and dis-
continuous (nucleation and growth) transformations.
An additional degree of freedom can be considered dur-
ing decomposition of solid-solutions. For a binary A–B
alloy, the two chemical species can order or cluster on the
crystalline lattice irrespective of whether the transforma-
tion pathway is continuous or discontinuous. The prefer-
ence for ordering or clustering is determined by the rela-
tive chemical affinities of the solution components. When
the two components have a stronger chemical affinity for
each other than for themselves, the stable ground-state
structure will tend toward the ordering of A and B on the
crystal lattice. On the other hand, if the two components
prefer to bond to themselves rather than each other, the
ground state will be characterized by the clustering of
A and B into two chemically distinct phases (i.e., phase
separation).
This general tendency can be quantified by effec-
tive pairwise interaction energies, wn = V
(n)
AA + V
(n)
BB −
2V
(n)
AB , where V
(n)
ij is the component-specific n
th-nearest-
neighbor pair interaction energy (i, j =A or B). The effec-
tive pairwise interaction energies, wn, are convenient pa-
rameters characterizing chemical affinity in a solid. Con-
sidering only 1st-nearest-neighbor pair interaction ener-
gies, the interaction energy can be defined such that
w1 > 0 produces ordering at the ground state and w1 < 0
produces clustering. Although the 1st-nearest-neighbor
interactions are the largest contribution to the chemical
affinity, more distant interaction energies can be influen-
tial. As discussed in references2–4, a competition between
ordering and phase separation is expected when the 1st-
neighbor and 2nd-neighbor effective interaction energies
have opposite signs (i.e., when w1 > 0 and w2 < 0 or
when w1 < 0 and w2 > 0). Experimentally, such concur-
rent phase separation and ordering is well documented in
Fe–Be3, Al–Li, and Ni–Al alloys5. However, current the-
oretical frameworks to model the kinetics of concurrent
transformations come with significant limitations.
For example, since molecular dynamics simulations6
are based on classical mechanics, their use cannot be
justified below the Debye temperature, and they are
limited to a time scale that is extremely short relative
to diffusional processes. Although kinetic Monte Carlo
methods7 and phase field models8,9 can simulate much
longer times, they are, respectively, based on stochas-
tic and phenomenological thermodynamics. Physical in-
sights tend to be lost with stochastic methods, and phe-
nomenological approaches are not strictly applicable far
from equilibrium because they utilize a local/near equi-
librium assumption.
The Path Probability Method (PPM)10 — an exten-
sion of the Cluster Variation Method (CVM)11 to time
domains — can describe kinetic paths from an initial non-
equilibrium state to an equilibrium state without relying
on a stochastic approach or a local/near equilibrium as-
sumption. The time-evolution of state is taken to be the
most probable kinetic path determined by maximizing a
path probability function defined for all possible paths
of the transformation process. It is known that states
derived for the long-time limit in PPM converge to the
equilibrium predicted by CVM, and that the calculated
kinetic paths significantly deviate from the steepest de-
scent direction of the free-energy contour surface12. How-
ever, the PPM calculation has some drawbacks. Many
path variables make it computationally demanding, al-
loy composition is not automatically conserved during
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FIG. 1. The (a) B2 and (b) L10 lattices. While the B2
structure has a body-centered cubic (BCC) structure, the L10
structure has a face-centered cubic (FCC) structure. The gray
and black particles represent different atomic species.
the kinetic calculations, and it has not been extended
beyond applications involving single-phase alloys12.
These aforementioned limitations can be circumvented
with the SEAQT framework developed in Part I1. With
this approach, a unique kinetic path is simply deter-
mined from an arbitrary initial state to stable equilib-
rium by an equation of motion that follows the direc-
tion of steepest entropy ascent with an alloy composition
fixed. While continuous and discontinuous transforma-
tions are investigated in Part I, concurrent phase sep-
aration and ordering is explored here using the SEAQT
theoretical framework. The paper is organized as follows.
In Sec. II, a simplified energy eigenstructure, or pseudo-
eigenstructure, is constructed for a lattice that can un-
dergo ordering or clustering using the static concentra-
tion wave method13. In Sec. III, hypothetical alloys that
are expected to undergo different decomposition mech-
anisms are constructed by adjusting the relative values
of pair interaction energies, and time-evolution processes
are calculated for each alloy system. Finally, the pre-
dicted kinetic pathways from SEAQT are summarized in
Sec. IV.
II. THEORY
The SEAQT equation of motion and procedure for
specifying initial states are the same as described in
Part I1. Whereas the pseudo-eigenstructure constructed
from a reduced-order method (i.e., mean-field approxi-
mation) for the alloy system in Part I is parameterized
by the concentration of B-type atoms, ordering and clus-
tering behavior require a description of the system that
includes both concentration and the long-range order
(LRO) parameter (see the schematic of Fig. 1 in Part I).
The pseudo-eigenstructure is constructed here by em-
ploying the static concentration wave (SCW) method13,
which is a type of mean-field approximation. As an illus-
tration, a pseudo-eigenstructure for systems that have a
B2 or L10 lattice (Fig. 1) at low temperatures is con-
structed in Sec. II A. In addition, an expected phase
transformation behavior depending on thermodynamic
solution parameters at the ground state is given in
Sec. II B.
A. Pseudo-eigenstructure
As described in Part I1, the configurational energy in
a binary alloy system is given by13
E =
1
2
∑
r,r′
w(r− r′)n(r)n(r′) , (1)
where w(r− r′) is a pairwise interatomic interaction en-
ergy between two atoms at lattice sites r and r′ and n(r)
and n(r′) are the distribution functions at those lattice
points. In the SCW method, the distribution functions,
n(r), for the B2 and L10 lattices are given as
13
n(r) = c+
1
2
ηeik0·r, (2)
where c is the concentration of B-type atoms and k0 are
the wave vectors of special-points, which correspond to
the (111) and (001) points for the B2 and L10 structures,
respectively. From Eqs. (1) and (2), the configurational
energy for either lattice becomes13,14
E(c, η) = N
[
1
2
c(1− c)V (0)− 1
8
η2V (k0)
]
, (3)
where N is the number of atoms in a system, and V (0)
and V (k0) are, respectively, given by
V BCC(0) = 8w1 + 6w2 + 12w3 + 24w4 + · · ·
V FCC(0) = 12w1 + 6w2 + 24w3 + 12w4 + · · ·
(4)
and
V B2(k0) = −8w1 + 6w2 + 12w3 − 24w4 + · · ·
V L10(k0) = −4w1 + 6w2 − 8w3 + 12w4 + · · · .
(5)
Here the wn represent the n
th-nearest-neighbor effective
pair interaction energies.
The energy of the L10 lattice has an additional com-
plication in that it can involve a tetragonal distortion.
When this distortion is taken into account, the energy
shown in Eq. (3) becomes14
E(c, η) = N
[
1
2
c(1− c)V (0)− 1
8
η2V (k0)− η4e
]
, (6)
where e is the contribution of an elastic strain energy
stemming from a tetragonal distortion given by
e = vC11{(1 + C12
C11
)(¯011)
2 + 2
C12
C11
¯011¯
0
33 +
1
2
(¯033)
2}, (7)
where v is the average atomic volume, Cij are the elastic
constants, and ¯0ij are the average strains.
The degeneracy of the energy in Eq. (3) (or Eq. (6)) is
given by a binomial coefficient as
g(c, η) =
(Nα)!
(NαA)! · (NαB )!
· (N
β)!
(NβA)! · (NβB !)
=
(
N
2
)
!
(NαA)! · (N2 −NαA)!
·
(
N
2
)
!
(NβA)! · (N2 −NβA)!
,
(8)
3where α and β indicate the sublattice on which A and B
atoms predominate in the ordered lattice, and NαA and
NβA are, respectively, given by
NαA = N
[
1
2
(1− c) + 1
4
η
]
,
NβA = N
[
1
2
(1− c)− 1
4
η
]
.
(9)
The energy represented by Eq. (3) (or Eq. (6)) forms
a continuous or infinite spectrum of energies or en-
ergy eigenlevels for the system from which a pseudo-
eigenstructure of finite discrete levels can be constructed
using the density of states method developed by Li and
von Spakovsky15 (see Part I). This set is used by the
SEAQT equation of motion to accurately predict the ki-
netics of system state evolution. The energy eigenlevels,
degeneracies, concentrations of B-type atoms, and LRO
parameters for the system are then given by
Ei,j =
1
gi,j
∫ η¯j+1
η¯j
∫ c¯i+1
c¯i
g(c, η)E(c, η) dc dη , (10)
gi,j =
∫ η¯j+1
η¯j
∫ c¯i+1
c¯i
g(c, η) dc dη , (11)
ci,j =
1
gi,j
∫ η¯j+1
η¯j
∫ c¯i+1
c¯i
g(c, η)c dc dη , (12)
and
ηi,j =
1
gi,j
∫ η¯j+1
η¯j
∫ c¯i+1
c¯i
g(c, η)η dc dη . (13)
The c¯i and η¯j are prepared as
c¯i =
i
Rc
and η¯j =
j
Rη
, (14)
where Rc and Rη are, respectively, the number of inter-
vals in the pseudo-eienstructure for the concentration of
B atoms and the LRO parameter, and i and j are integer
values (i = 0, 1, 2, ...Rc and j = 0, 1, 2, ...Rη). The num-
ber of intervals, Rc and Rη, is determined by ensuring
the following condition is satisfied16:
1
β
 |Ek+1 − Ek|
N
, (15)
where the subscripts for each energy eigenlevel is ex-
pressed by k (i.e., Ei,j → Ek). Since there is a maximum
value of accessible LRO parameters for each concentra-
tion of B atoms (i.e., ηmax = 2c and 2(1− c) for c ≤ 0.5
and c > 0.5, respectively), the inaccessible LRO param-
eters are eliminated from the pseudo-eigenstructure.
Note that the B2 and L10 lattices are described by
the ordering of an underlying disordered lattice (body-
centered or face-centered cubic) through the use of a sin-
gle LRO parameter, η, in the SCW approach. Pseudo-
eigenstructures for alloy systems with different ordered
lattices described by more than two LRO parameters can
be derived by following a similar procedure.
The approach used here to describe ordering is equiv-
alent to the Bragg-Williams approximation or the point-
approximation17,18 of the cluster variation method.
More elaborate mean-field approximations for atomic
configurations are available in the cluster variation
method11,17,18 that incorporate short-range correlations
through the use of defined cluster configurations, but the
point-approximation is employed here for simplicity.
B. Ground-state analysis
In Sec. II A, pseudo-eigenstructures are constructed for
alloys exhibiting one of two types of ordering: L10 order-
ing from an initially disordered FCC solid-solution (or
FCCs.s.) and B2 ordering from an initially disordered
BCC solid-solution (or BCCs.s.). When V (0), V (k0),
and e are assumed to be constant, the energy, Eq. (6),
can be written, using the reduced parameters ω and α,
as
E(c, η)
V (k0)
= N
[
1
2
c(1− c)ω − 1
8
η2 − η4α
]
, (16)
where
ω ≡ V (0)
V (k0)
, α ≡ e
V (k0)
, (17)
and it is assumed that V (k0) > 0. The parameter α
describes the contribution of strain energy. When α = 0,
there is no tetragonal distortion and no contribution to
the strain energy (which is the case with B2 ordering).
The parameter ω reflects the relative contributions of the
nth-nearest-neighbor (effective) interaction energies (see
Eqs. (4) and (5)).
Three representative relations between energy and
concentration of B atoms for alloy systems, ω =
−1.0, 0.5, and 1.2, with α = 0 are shown in Fig. 2. In the
figure, E∗ = E(c, η)/V (k0) = 0 corresponds to the seg-
regation limit — a straight line connecting the energies
of phases composed of pure A atoms and pure B atoms.
The segregation limit shows the ground-state energy of
a phase-separated configuration and facilitates compar-
isons with solid-solutions and ordered phases. The bro-
ken lines in the figure are energies of solid-solutions
(η = 0); if the energy of a solid-solution at a given con-
centration is above (or below) the segregation limit, the
system prefers phase separation (or solid-solution). The
energies of a solid-solution are decreased by the ordering
term in Eq. (16), and the energies of a fully ordered phase
(η = ηmax) are shown by the solid curves in the figure.
Relative to the segregation limit, systems with ω < 0
(black lines) will always tend to order, but systems with
ω > 0 (red and orange curves) may order, or cluster, or
do both. The reduced parameters, ω and α, are used to
represent hypothetical alloy systems with these different
behaviors in the following calculations.
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FIG. 2. The ground-state analysis for three representative
alloy systems (ω = −1.0, 0.5, and 1.2) with α = 0, which cor-
respond to Alloys 3, 4, and 5, respectively, in the subsequent
calculations. The color represents the different alloys. While
the energies of the corresponding solid-solutions (η = 0) are
shown by the dashed curves, fully ordered phases (η = ηmax)
are shown by the solid lines. Here, the energies are normalized
as E∗ = E(c, η)/V (k0).
III. RESULTS AND DISCUSSION
Phase decomposition in a binary system whose chem-
ical affinity leads to phase separation (a single solid-
solution decomposing into two different solid-solutions)
is discussed in Part I1. Additional types of decomposi-
tion can be produced by adjusting pairwise interaction
energies to simulate hypothetical alloy systems that fa-
vor ordering (Sec. III A) or both phase separation and
ordering (Sec. III B). The kinetic pathways in these hy-
pothetical alloys from some initial unstable phase to sta-
ble equilibrium phases are explored using the SEAQT
model. All the time scales in the subsequent calculations
are normalized by a relaxation time, τ , but they can be
correlated to a real time by following a similar procedure
to that shown in Part I.
A. Ordering
The values of ω and α for three hypothetical alloys that
exhibit ordering are shown in Table I. These correspond
to the values used in reference14. Alloy-1 and Alloy-2
are for alloys that involve L10 ordering on an FCC lat-
tice and Alloy-3 represents B2 ordering on a BCC lattice
(because there can be no tetragonal distortion in this
case, α = 0). Phase diagrams calculated using these pa-
rameters in the SEAQT theoretical framework (see Ap-
pendix A) are shown in Fig. 3. For all the kinetic calcula-
tions, the initial temperature was chosen to be T ∗0 = 0.5
TABLE I. The assumed values of ω and α in the three model
alloy systems for the ordering calculations in Sec. III A. Alloy-
1 and Alloy-2 are alloy systems involving L10 ordering on an
FCC lattice and Alloy-3 represents B2 ordering on a BCC
lattice. These values correspond to those used in reference14.
ω α
Alloy-1 (L10 on FCC) -1.0 0.10
Alloy-2 (L10 on FCC) -1.0 0.05
Alloy-3 (B2 on BCC) -1.0 0.00
0
0.05
0.1
0.15
0.2
0.25
0.3
0 0.1 0.2 0.3 0.4 0.5
T*
c
S.S.
B2
(c) Alloy-3
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0 0.1 0.2 0.3 0.4 0.5
T*
c
S.S.+L10
S.S.
L10
(a) Alloy-1
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S.S.
S.S.+L10
L10+L10
L10
(b) Alloy-2
FIG. 3. The phase diagrams of the three model alloy sys-
tems in Sec. III A calculated using the SEAQT model. The
diagrams qualitatively agree with the ones determined by a
free-energy analysis14. While there are two-phase regions,
FCCs.s. + L10, in Alloy-1 and Alloy-2, there are only single
phase regions, BCCs.s. or B2, in Alloy-3. Here the tempera-
tures are normalized as T ∗ = kBT/V (k0), and the estimated
lines are shown as broken lines.
(normalized temperature T ∗ = kBT/V (k0)) with fluctu-
ations in the initial state generated using N0 = 10
2 (see
Part I1 for details).
1. Alloy-1 (FCCs.s. ⇒ L10)
The calculated kinetic ordering processes from a single
solid-solution in a A–50.0 at.% B alloy at two different
annealing temperatures, T ∗R = 0.30 and T
∗
R = 0.15, are,
5respectively, shown in Figs. 4 and 5 for the ordering sys-
tem. Each panel in these figures represents a state of the
system at a particular instant of time. The concentration
of the B-type atom in the alloy, c, varies along the hori-
zontal axis, and the long-range order parameter, η, varies
along the vertical axis. The color of each pixel in a panel
represents the probability of the combination of concen-
tration and LRO corresponding to the pixel’s location.
The sum of the probabilities over all possible configura-
tions of concentration and LRO in a given panel is unity.
The change in the configuration probabilities from panel
to panel thus shows how the alloy evolves from a chosen
initial system state to the equilibrium state.
The initial states (the upper left panels in Figs. 4 and
5) are the same. Ordering in Fig. 4 takes place at a higher
temperature (lower driving force) than in Fig. 5. At the
higher temperature of Fig. 4, the probability distribution
shifts discontinuously to the final state. The initial prob-
ability distribution (near c = 0.5, η = 0) decreases as the
ordered phase suddenly appears (nucleates) near the fi-
nal state (c = 0.5, η = 1), and order parameters in the
intervening range, say 0.5 < η < 0.8, are essentially zero
for all times. This characteristic is a signature of a dis-
continuous transformation.
At the lower annealing temperature of Fig. 5, the prob-
ability distribution ends up at a similar final state, but
it gradually shifts vertically from the initial state cor-
responding to the disordered solid-solution to the final
equilibrium state corresponding to η = 1 in the manner
of a continuous transformation. The system traverses all
values of the order parameter between η = 0 and η = 1
during the transformation.
The LRO parameter occupancy probabilities for these
two cases are shown in Fig. 6 for the same time se-
quences. Fig. 6 (a) corresponds to discontinuous ordering
at the higher annealing temperature. Only disordered
and nearly fully ordered states are occupied at any time.
In Fig. 6 (b), which corresponds to continuous ordering,
the order parameter gradually traverses all possible or-
dered states. No nucleation of the stable ordered phase
is required. The appearance of different kinetic behavior
(continuous versus discontinuous) at different annealing
temperatures is also obtained by varying alloy compo-
sition (e.g., A–30.0 at.% B and A–40.0 at.% B) and by
modifying the initial fluctuations as discussed in Part I1.
The discontinuous and continuous transformations dis-
cussed in Part I1 are also sometimes called 1st-order
and 2nd-order transitions on the Ehrenfest scheme based
upon the appearance of a discontinuity in a deriva-
tive of the free-energy with respect to a thermody-
namic variable like temperature. For 1st-order transi-
tions (discontinuous/nucleation-growth), the free-energy
changes abruptly from one phase to another, whereas the
free-energy changes smoothly between phases during a
2nd-order (continuous/spinodal) transition. In the con-
text of ordering, both 1st- and 2nd-order transitions have
been theoretically and experimentally confirmed for L10
FIG. 4. The calculated kinetic ordering process in a A–
50.0 at.% B alloy (Alloy-1 in Sec. III A) at T ∗R = 0.30 using
N = 104 and N0 = 100. Each panel represents a snapshot
corresponding to a normalized time, t∗, of (a) 0.0000, (b)
0.0220, (c) 0.0260, and (d) 0.0350.
FIG. 5. The calculated kinetic ordering process in a A–
50.0 at.% B alloy (Alloy-1 in Sec. III A) at T ∗R = 0.15 using
N = 104 and N0 = 100. Each panel represents a snapshot
corresponding to a normalized time, t∗, of (a) 0.0000, (b)
0.0021, (c) 0.0026, and (d) 0.0032.
ordering14,19–21. When an annealing temperature is rela-
tively low/high, the transformation shows 2nd-order/1st-
order behavior. The continuous behavior seen in Fig. 5
corresponds to a 2nd-order transition (which is also some-
times called spinodal ordering).
6FIG. 6. The time-dependences of the probability distri-
butions in terms of the LRO parameter at c = 0.5 in the
calculated results shown in Figs. 4 and 5; (a) T ∗R = 0.30 and
(b) T ∗R = 0.15.
2. Alloy-2 (FCCs.s. ⇒ L10 + L10)
The phase diagram in this alloy system, Fig. 3 (b),
shows an interesting phenomenon at low temperatures:
a single-ordered phase decomposes into two different or-
dered phases, each of which has a different composition.
The calculated kinetic evolution process in a A–
30.0 at.% B alloy at T ∗R = 0.05 is shown in Fig. 7. The
interesting state parameter in this case is the concentra-
tion of B-type atoms. The probability distributions for
the concentrations at each instant of time in Fig. 7 are
shown in Fig. 8. By the time t∗ = 0.0022 (Fig. 7 (c)), the
initial solid-solution has undergone continuous ordering.
As time proceeds, the ordered phase decomposes into
two different ordered phases with different compositions,
Fig. 7 (d). Thus, the kinetic ordering pathway could be
described as “a solid-solution⇒ an ordered phase⇒ two
ordered phases”. This sequence is the result of the kinetic
evolution predicted by the SEAQT equation of motion
and cannot be inferred from equilibrium thermodynamic
considerations alone.
The transition from a discontinuous to a continu-
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FIG. 7. The calculated kinetic evolution process in a A–
30.0 at.% B alloy (Alloy-2 in Sec. III A) at T ∗R = 0.05 using
N = 104 and N0 = 100. The normalized time, t
∗, of each
snapshot is (a) 0.0000, (b) 0.0018, (c) 0.0022, and (d) 0.0080,
respectively.
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FIG. 8. The time-dependence of the probability distribu-
tions in terms of the concentration of B-type atoms in the
A–30.0 at.% B alloy at T ∗R = 0.05, which corresponds to the
results shown in Fig. 7.
ous transformation mode with decreasing temperature is
also confirmed in this alloy. The annealing temperature
T ∗R = 0.05 used for Fig. 7 is low enough to place the ki-
netic pathway well within the continuous transformation
range.
7FIG. 9. The calculated kinetic ordering process in a A–
50.0 at.% B alloy (Alloy-3 in Sec. III A) at T ∗R = 0.15 using
N = 104 and N0 = 100. The normalized time, t
∗, of each
snapshot is (a) 0.0000, (b) 0.0080, (c) 0.0100, and (d) 0.0200,
respectively.
3. Alloy-3 (BCCs.s. ⇒ B2)
While FCCs.s. ⇒ L10 ordering can be a 1st-order
transition at relatively high temperatures, BCCs.s. ⇒
B2 ordering is 2nd-order22. The difference can also be
seen from the topology in the calculated phase diagrams
(Fig. 3). While there is a two-phase region of a solid-
solution and an ordered phase in Alloy-1 and Alloy-2,
there are only single phase regions in Alloy-3. Alloy-3
is used to explore the kinetic difference between the 1st-
order and 2nd-order phase transformations as well as the
difference between the 2nd-order transition seen in the
L10 ordering (i.e., spinodal ordering).
The calculated kinetic ordering process in a A–
50.0 at.% B alloy system at T ∗R = 0.15 is shown in Fig. 9.
Unlike the behavior during L10 ordering (Figs. 4, 5, and
7), there is just one phase (or peak in probability space)
during the phase transformation, and the single phase
(or peak) moves from a disordered phase region into an
ordered phase region continuously. This indicates that
although both L10 ordering and B2 ordering at low an-
nealing temperatures are 2nd-order and continuous, the
kinetic behaviors are quite different.
B. Concurrent phase separation and ordering
In Section III A, the alloy systems that prefer just or-
dering are considered. In this section, alloy systems that
have a tendency for both phase separation and order-
ing are explored by choosing positive ω in Eq. (16). The
values of ω for two more hypothetical alloy systems in-
TABLE II. The values of ω and α in the two model alloy
systems for the phase separation and ordering calculations in
Sec. III B. Both alloy systems involve B2 ordering on a BCC
lattice.
ω α
Alloy-4 (B2 on BCC) 0.5 0.00
Alloy-5 (B2 on BCC) 1.2 0.00
0
0.05
0.1
0.15
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FIG. 10. The calculated phase diagrams for the two model
alloy systems in Sec. III B using the SEAQT model. Alloy-4
has a two-phase region (BCCs.s. + B2) at low temperatures,
and Alloy-5 has a two-phase region (BCCs.s. + BCCs.s.) be-
low the solvus line, which is a typical phase diagram seen in an
alloy system which prefers just phase separation (see Part I1.
Here the temperatures are normalized as T ∗ = kBT/V (k0),
and the estimated lines are shown as broken lines.
volving B2 ordering are shown in Table II. No tetrago-
nal distortions can arise from B2 ordering, so α = 0.
The corresponding phase diagrams for these parame-
ters calculated with the SEAQT theoretical framework
are shown in Fig. 10. For the kinetic calculations in
this section, the normalized initial temperature is set as
T ∗0 = 0.5 (T
∗
0 = kBT/V (k0)) and some fluctuation is
included in the initial states using N0 = 10
2.
1. Alloy-4 (BCCs.s. ⇒ B2 + BCCs.s.)
In this alloy, there is a two-phase region of the dis-
ordered BCC solid-solution and the B2 ordered phase
in the calculated phase diagram (Fig. 10 (a)). The cal-
culated kinetic pathway in a A–30.0 at.% B alloy at
T ∗R = 0.15 is shown in Fig. 11. The initial disordered
solid-solution decomposes continuously and simultane-
ously into two phases: an ordered phase and an A-rich
solid-solution. This behavior is described as concurrent
ordering and phase separation and has been reported
in the Fe–Be system3, whose experimentally determined
phase diagram has similarities with the one calculated
here (Fig. 10 (a)). Thus, the predicted kinetic path is
qualitatively consistent with the reported experiments.
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FIG. 11. The calculated kinetic evolution process in a A–
30.0 at.% B alloy (Alloy-4 in Sec. III B) at T ∗R = 0.15 using
N = 104 and N0 = 100. The normalized time, t
∗, of each
snapshot is (a) 0.000, (b) 0.017, (c) 0.024, and (d) 0.060,
respectively.
2. Alloy-5 (BCCs.s. ⇒ BCCs.s. + BCCs.s.)
The calculated phase diagram shown in Fig. 10 (b) in
this alloy system suggests a simple phase separation pro-
cess of a solid-solution into two different solid-solutions
with different compositions at low temperatures. How-
ever, the calculated kinetic behavior in this alloy sys-
tem in a A–50.0 at.% B composition at T ∗R = 0.15 (see
Fig. 12) demonstrates that ordering during the decompo-
sition process can take place before the system ultimately
reaches the final equilibrium state of two solid-solutions.
The occupation probabilities for non-zero order parame-
ters eventually disappear as the transformation proceeds.
Ordered structures have been observed during the spin-
odal decomposition process in the Cu–10 at.% Co alloy23,
whose local average compositions are 50 at.% Co and
33 at.% Co. Although the lattice of 50 at.% Co has not
been determined, it would suggest the importance of in-
cluding longer-range interaction energies even in simple
alloy systems with a positive mixing energy.
IV. CONCLUSIONS
The SEAQT model with a pseudo-eigenstructure based
on the SCW method is applied to phase separation and
ordering processes in a solid-solution in various binary
model alloy systems, and the kinetic pathways are ex-
plored. The assumed model alloys are divided into two
groups depending on expected phase transformation be-
havior: ordering or both phase separation and ordering.
While continuous and discontinuous ordering phenomena
FIG. 12. The calculated kinetic evolution process in a A–
50.0 at.% B alloy (Alloy-5 in Sec. III B) at T ∗R = 0.15 using
N = 104 and N0 = 100. The normalized time, t
∗, of each
snapshot is (a) 0.0000, (b) 0.0040, (c) 0.0048, and (d) 0.0100,
respectively.
take place in the former group, concurrent phase separa-
tion and ordering are readily obtained in the latter.
In the ordering calculations, while the B2 ordering
shows only a continuous transformation mode, L10 order-
ing can take place both continuously and discontinuously
depending upon the annealing temperature. Although
both B2 and L10 ordering show continuous transforma-
tions, it turns out that their behaviors are quite different:
there is only a single phase during B2 ordering, whereas
two distinct phases evolve during L10 ordering. In addi-
tion, when elastic strain energy from a tetragonal distor-
tion in the L10 ordered phase is small, it is found that
a single L10 ordered phase decomposes into two differ-
ent ordered phases at low temperatures. The calculated
kinetic path of the decomposition process to the two dif-
ferent L10 ordered phases follows a “solid-solution ⇒ or-
dered phase ⇒ two ordered phases” sequence.
In the phase separation and ordering calculations, con-
current phase separation and ordering is produced in a
model alloy system, whose calculated phase diagram has
similarities with the experimentally determined phase di-
agram in Fe–Be alloy system. Furthermore, an ordering
behavior during the phase separation process is observed
even though a simple phase separation process from a
single solid-solution to two different solid-solutions is ex-
pected from the calculated phase diagram.
Finally, the SEAQT framework has some distinct ad-
vantages for modeling kinetic behavior during alloy de-
composition. It can describe kinetic paths from an initial
non-equilibrium state to stable equilibrium without rely-
ing on a stochastic approach or a local/near equilibrium
assumption, and alloy composition is automatically con-
served during the kinetic calculations and kinetic paths
9involving two phases can be calculated in a single theo-
retical framework.
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APPENDIX
A. ESTIMATION OF PHASE DIAGRAMS
WITH THE SEAQT FRAMEWORK
Phase diagrams are usually determined by calculating
the free energies of candidate phases and searching for
the phase with the lowest free-energy or searching for
phases sharing the lowest common tangent to the molar
free-energies. In this appendix, an approach to determine
phase diagrams with the SEAQT framework without us-
ing free-energies is described.
The occupation probabilities at stable equilibrium at
T se for a given pseudo-eigenstructure can be calculated
from the (semi-)24 grand canonical distribution:
psek =
gke
−βse(Ek+µANA,k+µBNB,k)
Ξ
, (A.1)
where βse = 1/kBT
se, µA and µB are, respectively, the
chemical potentials of A atoms and B atoms, and Ξ is
the grand partition function given by
Ξ ≡
∑
k′
gk′e
−βse(Ek′+µANA,k′+µBNB,k′ ) . (A.2)
The chemical potentials are adjusted to reach a target
alloy composition. The stable equilibrium configuration
can be found by searching a peak(s) in the probability
distribution. For example, when peaks in the probabil-
ity distributions appear in two regions of configuration
space, two phases are present, and their concentrations
are given by an average of the B concentrations of each
peak region. The concentration of each phase is deter-
mined at each temperature considering a series of alloy
compositions. Following statistical mechanical calcula-
tions for a solid phase that are quite large in size (a ho-
mogeneous system), a large system size, N se = 1010, is
used here for the calculations.
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