A linear time-invariant dissipative Hamiltonian (DH) systemẋ = (J − R)Qx, with a skew-Hermitian J, an Hermitian positive semi-definite R, and an Hermitian positive definite Q, is always Lyapunov stable and under weak further conditions even asymptotically stable. In various applications there is uncertainty on the system matrices J, R, Q, and it is desirable to know whether the system remains asymptotically stable uniformly against all possible uncertainties within a given perturbation set. Such robust stability considerations motivate the concept of stability radius for DH systems, i.e., what is the maximal perturbation permissible to the coefficients J, R, Q, while preserving the asymptotic stability. We consider two stability radii, the unstructured one where J, R, Q are subject to unstructured perturbation, and the structured one where the perturbations preserve the DH structure. We employ characterizations for these radii that have been derived recently in [SIAM J. Matrix Anal. Appl., 37, pp. 2016 ] and propose new algorithms to compute these stability radii for large scale problems by tailoring subspace frameworks that are interpolatory and guaranteed to converge at a super-linear rate in theory. At every iteration, they first solve a reduced problem and then expand the subspaces in order to attain certain Hermite interpolation properties between the full and reduced problems. The reduced problems are solved by means of the adaptations of existing level-set algorithms for H∞-norm computation in the unstructured case, while, for the structured radii, we benefit from algorithms that approximate the objective eigenvalue function with a piece-wise quadratic global underestimator. The performance of the new approaches is illustrated with several examples including a system that arises from a finite-element modeling of an industrial disk brake.
Introduction
Linear time-invariant Dissipative Hamiltonian (DH) systems are dynamical systems of the formẋ = (J − R)Qx.
(1.1)
They arise as homogeneous part of port-Hamiltonian (PH) systems of the forṁ x = (J − R)Qx(t) + (B − P )u(t), y(t) = (B + P ) H Qx(t) + Du(t), (1.2) when the input u is 0 and the output y is not considered. Here Q = Q H ∈ C n×n is an Hermitian positive definite matrix (denoted as Q > 0), J ∈ C n×n is a skewHermitian matrix associated with the energy flux of the system, R ∈ C n×n is the Hermitian positive semi-definite (denoted by R ≥ 0) dissipation matrix of the system, B ± P ∈ C n×m are the port matrices, and D describes the direct feedthrough from input to output. The function H(x) = H Qx (called Hamiltonian function) describes the total internal energy of the system. Here and elsewhere A H denotes the conjugate transpose of a complex matrix A. PH and DH systems play an essential role in most areas of science and engineering, see e.g. [12, 20] , due to their very important structural properties; e.g., they allow modularized modeling and easy model reduction via Galerkin projection. An important structural property is that DH systems are automatically Lyapunov stable, i.e., all eigenvalues of A = (J − R)Q are in the closed left half of the complex plane, and those on the imaginary axis are semisimple, see [15] . However, DH systems are not necessarily asymptotically stable, since A may have purely imaginary eigenvalues, e.g., when the dissipation matrix R vanishes, then all eigenvalues are purely imaginary. If a DH system is Lyapunov stable but not asymptotically stable, then arbitrarily small unstructured perturbations (such as rounding errors) may cause the system to become unstable.
These issues are our motivation to analyse whether a DH system is robustly asymptotically stable, i.e., whether small (structured or unstructured) perturbations keep it asymptotically stable. Example 1.1. Disk brake squeal is a well-known problem in mechanical engineering. It occurs due to self-excited vibrations caused by instability at the pad-rotor interface [1] . The transition from stability to instability of the brake system is generally examined by finite element (FE) analysis of the system. In [7] FE models resulting for disk brakes are derived in form of second order differential equations Mẍ + D(Ω)ẋ + K(Ω)x = f, ( In the absence of the circulatory effects, i.e., when N = 0, the system in (1.6) is a DH system and as a result it is Lyapunov stable and typically even asymptotically stable. However, small circulatory effects, i.e., perturbations by a nonsymmetric N of small norm, may result in instability.
Asymptotic stability of a general linear dynamical system in the presence of uncertainty can only be guaranteed when the system has a reasonable distance to instability, i.e., to systems with purely imaginary eigenvalues. Hence, an estimation of the distance to instability, which is an optimization problem over admissible perturbations, is an important ingredient of a proper stability analysis.
In this paper we focus on the stability analysis of large-scale (and typically sparse) DH systems of the form (1.1) in the presence of uncertainties in the coefficients. Considering perturbations in one of the coefficient matrices J, R, Q of (1.1), in [15] characterizations for several structured distances to instability were derived under restricted perturbations of the form B∆C, with restriction matrices B ∈ C n×m and C ∈ C p×n of full column rank and full row rank, respectively, allowing selected parts of the matrices J, R, Q to be unperturbed. We will use an adaptation of the subspace framework introduced in [2] , based on model order reduction techniques to compute the stability radii using the characterizations in [15] . The paper is organized as follows. Section 2 provides formal definitions of the structured and unstructured stability radii, and in Section 3 we briefly recall the characterizations of these stability radii derived in [15] . Section 4 proposes subspace frameworks for computing the unstructured stability radii problems exploiting these characterizations. The performance of the proposed frameworks for the unstructured stability radii is illustrated via the disk brake example and several synthetic examples in Section 4.3. Finally, Section 5 focuses on the structured stability radius when only R is subject to Hermitian perturbations. We first discuss how small-scale problems can be solved in Section 5.1. A new structured subspace framework is discussed in Section 5.2 followed by several numerical examples in Section 5.3.
Unstructured and Structured Stability Radii
In [15] computable formulas for DH systems of the form (1.1) are derived using several notions of unstructured and structured stability radii. In this section we briefly recall the main definitions and results from [15] for restricted perturbations in one of the following forms.
In the following iR denotes the imaginary axis in the complex plane, Λ(A) the spectrum of a matrix A, and A 2 the spectral norm.
Definition 2.1. Consider a DH system of the form (1.1) and suppose that B ∈ C n×m and C ∈ C p×n are given full rank restriction matrices.
(i) The unstructured restricted stability radius r(J; B, C) with respect to perturbations of J under the restriction matrices B, C is defined by
to preserve the asymptotic stability of the DH system in (1.6) without the circulatory effects. The relevant stability radius for a specified Ω is given by
where
Hence, the stability radius in (2.2) corresponds to the unstructured stability radius r(R; B, C) with the restriction matrices B = I 0 T and C = 0 I with n × n blocks. Furthermore, in the definition of A(N ) the skew-Hermitian perturbations are more influential on the imaginary parts of its eigenvalues, whereas the Hermitian perturbations are more effective in moving its eigenvalues towards the imaginary axis. This leads us to the consideration of the stability radius
Examples such as Example 2.2 motivate the following definition of the structured stability radius in [15] . Definition 2.3. Consider a DH system of the form (1.1) and suppose that B ∈ C n×m is a given restriction matrix. The structured restricted stability radius with respect to Hermitian perturbations of R under the restriction B is defined by
Characterizations for Stability Radii
The numerical techniques that we will derive for the computation of the unstructured and structured stability radii exploit eigenvalue or singular value optimization characterizations derived in [15] .
Theorem 3.1. For an asymptotically stable DH system of the form (1.1) and restriction matrices B ∈ C n×m , C ∈ C p×n the following assertions hold:
(i) The unstructured stability radius r(R; B, C) is finite if and only if G R (ω) := CQ(iωI n − (J − R)Q) −1 B is not identically zero if and only if r(J; B, C) is finite. If r(R; B, C) is finite, then we have r(R; B, C) = r(J; B, C) = inf
(ii) The unstructured stability radius r(Q; B, C) is finite if and only if
is not identically zero for all ω ∈ R. If r(Q; B, C) is finite, then we have
For the structured stability radius and Hermitian perturbations of R the following result is obtained in [15] . Theorem 3.2. For an asymptotically stable DH system of the form (1.1), and a restriction matrix B ∈ C n×m of full column rank, let
2. L(λ) be a lower triangular Cholesky factor of
Then r Herm (R; B) is finite, and given by
, where λ min (·) denotes the smallest eigenvalue of its Hermitian matrix argument, and the inner supremum is attained if and only if H 1 (iω) is indefinite.
The characterization in [15] is presented in a slightly different form. In particular, it is stated in terms of an orthonormal basis U (λ) for the kernel of ((I − BB + )W (λ)). It turns out that U (λ) does not have to be orthonormal, rather the theorem can be stated in terms of any basis for the kernel of ((I − BB + )W (λ)). In Theorem 3.2, we have employed a particular basis that simplifies the formulas and facilitates the computation.
Computation of the Unstructured Stability Radii for Large-Scale Problems
In this section we study the computation of unstructured stability radii for large-scale DH systems using the characterizations of r(R; B, C), r(Q; B, C), r(J; B, C) given in Theorem 3.1. One easily observes that
can be viewed as restrictions of transfer functions of control systems to the imaginary axis. To be precise, setting A = (J − R)Q, B = B and C = CQ, the matrix-valued function
which can be considered as the transfer function of the systeṁ
on the imaginary axis. Theorem 3.1 suggests that if G R (iω) := C(iωI n − A) −1 B is not identically zero, then r(R; B, C) and r(J; B, C) are finite, and characterized by r(R; B, C) = r(J; B, C) = inf
where G R H∞ := sup ω∈R σ max ( G R (iω)) denotes the H ∞ -norm of G R , and σ max (·) denotes the maximal singular value. For the stability radius r(Q; B, C), consideration of G Q (iω) := C(iωI n −(J − R)Q) −1 (J − R)B, by setting A = (J − R)Q, B = (J − R)B and C = C, leads us to a similar characterization.
A Subspace Framework
Recently, in [2] , a subspace framework for the computation of the H ∞ -norm of a large-scale system has been proposed, which is inspired from model order reduction techniques, and has made the computation of H ∞ -norms feasible for very large control systems. We will now discuss how to use these techniques for the computation of the unstructured stability radii r(R; B, C), r(J; B, C), r(Q; B, C) in the large-scale setting.
To briefly summarize the iterative procedure in the subspace framework of [2] , let us assume that in iteration k, two subspaces V k and W k of equal dimension have been determined, as well as matrices V k and W k whose columns span orthonormal bases for these subspaces. Applying a Petrov-Galerkin projection to system (4.2), restricts the state x to V k , i.e., in (4.2) we replace x by V k x k , and imposes that the residual after this restriction is orthogonal to W k . This projection gives rise to a reduced order systeṁ
with
Then the H ∞ -norm of a transfer function G(s) := C(sI n − A) −1 B in (4.2) can be approximated by computing the H ∞ -norm of
for instance by employing the method in [4] or [5] , in particular, by computing
. This is computationally cheap if the dimensions of V k , W k are small. Once ω k+1 has been computed, then the subspaces V k and W k are expanded into larger subspaces V k+1 and W k+1 in such a way that the corresponding reduced transfer function G k+1 (s) satisfies the Hermite interpolation conditions
where σ max (G(iω)) denotes the derivative of σ max (G(iω)) with respect to ω. Denoting the image space of a matrix by A by Im(A), it is shown in [2] that
more specifically the inclusions
ensure that the Hermite interpolation conditions (4.6) are satisfied. The procedure is then repeated with the expanded subspaces V k+1 , W k+1 . In [2] , it is shown that the sequence {ω k } converges at a super-linear rate and satisfies
A disadvantage of this general approach is that even if A = (J − R)Q has DH structure, this is not necessarily true for A k , so it cannot be guaranteed from the structure that the reduced system is stable. In the next section we modify the procedure of [2] to preserve the DH structure.
A Structure Preserving Subspace Framework
In this subsection we derive an interpolating, DH structure preserving version of the robust subspace projection framework. Structure preserving subspace projection methods in the context of model order reduction of large-scale PH and DH systems have been proposed in [10, 11, 17, 18, 21, 22] . Our approach is inspired by [10] and uses a general interpolation result from [6] .
Theorem 4.1. Let G(s) be the transfer function for a full order system as in (4.2), and let G k (s) be the transfer function for the reduced system defined by (4.4), (4.5) .
and W k is such that W H k V k = I, then we have
provided that both sI − A and sI − A k are invertible.
(ii) (Left Tangential Interpolation) For a given s ∈ C and c ∈ C p , if
provided that both sI − A and sI − A k are invertible. on the imaginary axis. We make use of Theorem 4.1 to obtain a reduced order system satisfying the interpolation conditions (4.8) while retaining the structure in (4.11). We, in particular, employ right tangential interpolation for a given s ∈ C and b ∈ C m , and choose V k as any subspace satisfying (4.7). Let us also define
k is an oblique projector onto Im(QV k ). The matrices A k , B k , C k of the reduced system (4.4), (4.5) for these choices of V k and W k then satisfy
This construction leads to the following result of [10] . Theorem 4.2. Consider a linear system of the form (4.11) with transfer function G(s) := CQ(sI n −(J −R)Q) −1 B. Furthermore, for a given point s ∈ C and a given tangent direction b ∈ C m , suppose that V k is a matrix with orthonormal columns such that
Then the resulting reduced order model
is a DH system with transfer function
that satisfies
where G (j) (ŝ) denotes the j-th derivative of G(s) at the pointŝ.
Based on Theorem 4.2 we obtain Algorithm 1 for the computation of r(R; B, C) = r(J; B, C). According to Theorem 4.2, for a given s ∈ C, setting
and thus the Hermite interpolation conditions
are satisfied, which suggest the use of the reduced system in the greedy subspace framework outlined in Algorithm 1. In line 5 of every iteration, the subspace framework computes the H ∞ -norm of a reduced system, in particular it computes the point iω * on the imaginary axis where this H ∞ -norm is attained. Then the current left and right subspaces are expanded in a way so that the resulting reduced system still has DH Algorithm 1 DH structure preserving subspace method for the computation of the stability radii r(R; B, C) and r(J; B, C) for large-scale systems. Input: Matrices B ∈ C n×m , C ∈ C p×n , J, R, Q ∈ C n×n . Output: The sequence of frequencies {ω k }.
1: Choose initial interpolation points ω 1 , . . . , ω q ∈ R.
Form G k as in (4.15) for the choices of
5:
7:
8: end for structure and its transfer function Hermite interpolates the original transfer function at iω * . Since the Hermite interpolation conditions (4.18) are satisfied at s = iω 1 , . . . , iω k at the end of iteration k, the rate-of-convergence analysis in [2] applies to deduce a superlinear rate-of-convergence for the sequence {ω k }.
The computationally most expensive part of Algorithm 1 is in lines 2 and 6, where many linear systems with possibly many right hand sides have to be solved. If this is done with a direct solver, then for each value ω ∈ R one LU factorization of the matrix D(i ω) has to be performed. For large values of n, the computation time is usually dominated by these LU factorizations. In contrast to this, the solution of the reduced problem in line 5 can be achieved (for small systems) by means of the efficient algorithm in [4, 5] .
Computation of r(Q; B, C)
To compute the stability radius r(Q; B, C) in the large-scale setting, we employ left tangential interpolations (i.e., part (ii) of Theorem 4.1).
In this case r(Q; B, C) is the reciprocal of the H ∞ -norm of the transfer function G(s) := C(sI − (J − R)Q) −1 (J − R)B corresponding to the systeṁ
To obtain a reduced system which has the same structure as (4.19) and has a transfer function
for a given point s ∈ C and a direction c ∈ C p , let us choose W k so as to satisfy the condition in (4.9) for A := (J − R)Q, and C := C. Furthermore, we set
as well as
. In (4.19), setting A := (J − R)Q, B := (J − R)B, C = C, let us investigate the matrices A k , B k , C k of the corresponding reduced system defined by (4.4), (4.5) . Specifically, we have that
where, in the third equality, we employ 
For a given point s ∈ C and a direction c ∈ C m , suppose that W k is a matrix with orthonormal columns such that
, and
the resulting reduced order systeṁ
Theorem 4.3 shows that at a given s ∈ C, the Hermite interpolation prop-
can be achieved, while preserving the structure, with the choices
Algorithm 2 DH structure preserving subspace method for the computation of the stability radius r(Q; B, C) of a large scale DH system. Input: Matrices B ∈ C n×m , C ∈ C p×n , J, R, Q ∈ C n×n . Output: The sequence {ω k }.
1: Choose initial interpolation points ω 1 , . . . , ω j ∈ R.
2: W j ← orth CD(iω 1 )
Form G k as in (4.22) for the choices of
6:
W k+1 ← orth W k W k+1 and
8: end for where D( s) is as in (4.17) . This in turn gives rise to Algorithm 2. At every iteration of this algorithm, the H ∞ -norm is computed for a reduced problem of the form (4.21), in particular, the optimal frequency where this H ∞ -norm is attained is retrieved. Then the subspaces are updated so that the Hermite interpolation properties hold also at this optimal frequency at the largest singular values of the full and reduced problem, respectively. Once again the sequence {ω k } by Algorithm 2 is guaranteed to converge at a super-linear rate, which can be attributed to the Hermite interpolation properties holding between the largest singular values of the full and reduced transfer functions.
Numerical Experiments
In this subsection we illustrate the performance of MATLAB implementations of Algorithms 1 and 2 via some numerical examples. We first discuss some implementation details and then present numerical results on two sets of random synthetic examples in Section 4.3.2, and data from a FE model of a brake disk in Section 4.3.3.
Implementation Details and Test Setup
Algorithms 1 and 2 are terminated when at least one of the following three conditions is fulfilled:
1. The relative distance between ω k and ω k−1 is less than a prescribed tolerance for some k > j, i.e.,
are close enough in a relative sense, i.e.,
3. The number of iterations exceeds a specified integer, i.e., k > k max .
In all numerical examples that we present, we set ε = 10 −6 and k max = 100. In general, Algorithms 1 and 2 converge only locally. The choice of the initial interpolation points affects the maximizers that the subspace frameworks converge to, in particular, whether convergence to a global maximizer occurs. The initial interpolation points are chosen based on the following procedure.
First, we discretize the interval [λ min , λ max ] into ρ equally spaced points, say ω 0,1 , . . . , ω 0,ρ , including the end-points λ min , λ max , where ρ is specified by the user and λ min , λ max denote the imaginary parts of the eigenvalues of (J − R)Q with the smallest and largest imaginary part, respectively. Then we approximate the eigenvalues z 1 , . . . , z ρ of (J − R)Q closest to iω 0,1 , . . . , iω 0,ρ , and permute them into z j1 , . . . , z jρ where {j 1 , . . . , j ρ } = {1, . . . , ρ} so that z jρ ) ). The interpolation points ω 1 , . . . , ω employed initially are then chosen as the imaginary parts of z j1 , . . . , z j , where again ≤ ρ is specified by the user.
Results on Synthetic Examples
We now present results for two families of linear DH systems with random coefficient matrices; the first family consists of dense systems of order 800, whereas the second family consists of sparse systems of order 5000.
Dense Random examples. In the dense family the coefficient matrices J, Q, R are formed by the MATLAB commands The restriction matrices B and C are chosen as 800 × 2 and 2 × 800 random matrices created by the MATLAB command randn. To compute r(R; B, C) = r(J; B, C), as well as r(Q; B, C), we ran (left), and a sparse random J, R, Q ∈ R 5000×5000 (right). The MATLAB commands yielding these J, R, Q are specified in Section 4.3.2.
(3) the subspace frameworks that preserve structure, i.e., Algorithms 1 and 2, introduced in Subection 4.2 on 100 such random examples. The spectrum of a typical (J − R)Q of size 800 generated in this way is depicted in Figure 1 on the left. The progress of Algorithm 2, as well as Algorithm 1 in [2] , to compute r(Q; B, C) for this example is presented in Figure 2 , which includes on the top left a plot of f (ω) :
, 0] along with the converged maximizers by the respective Algorithms. Algorithm 2 converges to the global maximizer ω * ,1 = −731.9774 with f (ω * ,1 ) = 32.321399, while Algorithm 1 in [2] converges to the local maximizer ω * ,2 = −1602.1187 with f (ω * ,2 ) = 29.028197. The globally optimal peak (ω * ,1 , f (ω * ,1 )) and the locally optimal peak (ω * ,2 , f (ω * ,2 )) are marked in the plot with a square and a circle, respectively.
The remaining five plots in Figure 2 illustrate the progress of Algorithm 2. In each one of these plots, the black curve is a plot of the reduced function
) with respect to ω, and the circle marks the global maximizer of this reduced function. The top right shows the initial reduced function in black interpolating the full function at ten points, and the other four show the reduced function after iterations 1-4 from middle-left to bottom-right. Observe that, at every iteration, the refined reduced function interpolates the full function at the maximizer of the previous reduced function in addition to the earlier interpolation points. We also list the iterates of Algorithm 2 in Table 1 indicating a quick converge. The algorithm terminates after performing six subspace iterations.
The results of Algorithms 1 and 2 for the first 10 random examples are presented in Tables 2 and 3 , respectively. Results from [2, Algorithm 1] and the BB Algorithm [4] are also included in these tables for comparison purposes. For the computation of r(J; B, C) = r(R; B, C), the new structure-preserving Algorithm 1 and [2, Algorithm 1] perform equally well on these first 10 examples.
They both return the globally optimal solutions in 9 out of 10 examples, perform similar number of subspace iterations and require similar amount of cpu-time.
A more decisive conclusion can be drawn when we consider all of the 100 random examples. The left-hand columns in Figure 3 On the other hand, for the computation of r(Q; B, C), Table 3 indicates that Algorithm 2 returns exactly the same globally maximal values (up to tolerances) as the BB algorithm for all of the first 10 examples except one, whereas application of [2, Algorithm 1] results in locally maximal solutions that are not globally maximal 4 times. Fewer number of subspace iterations in favor of Algorithm 2 are also apparent from the table. Once again, the plots of the ratios (f BB − f SF )/((f BB + f SF )/2) are shown in Figure 3 on the right-hand column for all 100 examples with f SF now representing the values returned by Algorithm 2 on the top and by [2, Algorithm 1] at the bottom. Algorithm 2 and [2, Algorithm 1] return locally optimal solutions that are not globally optimal 21 and 27 times, respectively. In this case the difference between the number of subspace iterations for these 100 examples is more pronounced in favor of Algorithm 2; indeed the number of subspace iterations is on average 7. Sparse Random Examples. The 5000 × 5000 sparse matrices J, Q, R are constrained to be banded with bandwidth 10. The matrix J is generated as in the dense family randomly using the randn command, but the entries that fall outside of the bandwidth 10 are set equal to zero. The matrix Q > 0 is created using the commands >> A = sprandn(n,n,1/n); >> Q = (A + A')/2, followed by setting the entries outside the bandwidth 10 again to zero. Finally, Table 1 : Iterates of Algorithm 2 to compute r(Q; B, C) on a DH system with dense random J, R, Q ∈ R 800×800 and random restriction matrices B ∈ R 800×2 , C ∈ R 2×800 . The algorithm is initiated with 10 interpolation points and terminates after 6 iterations with 32 dimensional subspaces. Table 2 : Run-time (in s) comparison of Algorithm 1 and [2, Algorithm 1] to compute r(R; B, C) = r(J; B, C) for 10 dense random examples of order 800. The third column refers to the number of subspace iterations. the following commands ensure that Q > 0.
>> mineig = eigs(Q,1,'smallestreal'); >> if (mineig<10^-4) Q=Q+(-mineig+5*rand)*speye(n); end
To form R ≥ 0, first a diagonal matrix D of random rank not exceeding 500 is generated by the commands >> p = round(500*rand); D = sparse(5000,5000); h = n/p; >> for j=1:p k = floor(j*h); D(k,k) = 5*rand; end Then we set R = sparse(X'*D*X) for a square random matrix X with bandwidth 5. The matrices B, C are random, and of size 5000 × 2, 2 × 5000, respectively. The spectrum of a typical such sparse matrix (J − R)Q is displayed in Figure 1 on the right-hand side.
We again apply Algorithms 1 and 2 to 100 such random sparse examples. Since the matrices are too large to apply the BB algorithm, we compare the structure-preserving algorithms directly with the unstructured algorithm [2, Algorithm 1]. The retrieved estimates of max ω∈R∪∞ σ max (G(iω)) for
B are compared on the top and at the bottom, respectively, in Figure 4 . Specifically, the ratio
2(fST−fUN)
fST+fUN is plotted for each random example with f UN denoting the estimate by the unstructured algorithm [2, Algorithm 1], and f ST denoting the estimate by the structured algorithm, i.e., Algorithm 1 for the top plot, Algorithm 2 for the bottom plot. According to the top plot, which concerns the computation of r(J; B, C) = R(R; B, C), the two algorithms return exactly the same results (up to tolerances) for all but 6 examples; the structured algorithm returns better estimates for 4 of these 6 examples, while the unstructured algorithm returns better estimates for the other two. The structured algorithm appears to be even more robust for the computation of r(Q; B, C) in terms of avoiding locally optimal solutions away from global solutions; as displayed at the bottom, the structured algorithm returns a better estimate for 40 of the 100 examples, the unstructured algorithm returns the better estimate for 6 examples, and the results match exactly up to the tolerances for the remaining 54 examples.
The structured algorithms perform typically fewer iterations as compared to the unstructured algorithm. Indeed the average value of the number of subspace iterations performed on these 100 examples is 6.3 for the structured and 9.8 for the unstructured algorithm for the computation of r(J; B, C) = r(R; B, C), while these average values are 9.7 and 12.9 for the computation of r(Q; B, C). On the other hand, the unstructured algorithm is slightly superior when runtimes are taken into account. The average run-times are 14.3 s for the structured and 12.7 s for the unstructured algorithm for the computation of r(J; B, C) = r(R; B, C), whereas these figures are 16.5 s and 14 s for the computation of r(Q; B, C).
We also list the computed maximal values of σ max (CQ(iωI − (J − R)Q) −1 B) and σ max (C(iωI − (J − R)Q) −1 (J − R)B) over ω for the first 10 of these sparse examples in Tables 4 and 5 . Included in these tables are also the number of subspace iterations, as well as the run-time required by the structured and the unstructured algorithm.
The FE model of a Disk Brake
The only large-scale computation required by Algorithm 1 is the solution of the linear systems
at a given ω ∈ R in lines 2 and 6, where D(iω) = iωI − (J − R)Q. For the DH system resulting from a FE model of a disk brake in (1.6) and (1.7), the mass matrix M and the stiffness matrix K(Ω) are available from the FE modeling. In other words, we have the sparse matrix Q −1 , but not Q, which turns out to be dense. Trying to invert Q −1 and/or solve a linear system with the coefficient matrix Q is computationally very expensive and would require Table 4 , in particular the numerical experiments are carried out exactly on the same 10 sparse random examples of order 5000 employed for Table 4 .
full matrix storage. This difficulty can be avoided by exploiting that
Hence, to compute X, Y as in (4.24), we proceed as follows.
(1) We first solve (iωQ −1 − (J − R)) X = B for X, and set X = Q −1 X.
(2) Then we solve (iωQ
A second observation that further speeds up the computation is the particular structure of the coefficient matrix {iωQ
Hence, to solve iωQ
T with W 1 , W 2 , Z 1 , Z 2 having all equal number of rows, we perform a column block permutation and then eliminate the lower left block to obtain
which in turn yields
At every subspace iteration, the highest costs arise from the computation of the LU factorizations of the sparse matrices K(Ω) and K(Ω) + iω M (iω; Ω). The main cost for Algorithm 2 is the solution of the linear systems
at a given ω ∈ R. This can be treated similarly by exploiting that
We have applied Algorithm 1 to compute the unstructured stability radius r(R; B, B T ) for the DH system of the form (1.6), (1.7) resulting from the FE brake model with N = 0, where
9338×9338 . The plot of the computed r(R; B, B T ) vs the rotation speed Ω is presented in Figure 5 at lower frequencies (i.e., Ω ∈ [2.5, 100]) on the top, and at higher frequencies (i.e., Ω ∈ [900, 1700]) at the bottom. For smaller frequencies, the stability radius initially decreases with respect to Ω, but around Ω = 1100 the stability radius suddenly increases. The non-smooth nature of the stability 
, the number of subspace iterations, the total run-time (in s) and the subspace dimension at termination. radius with respect to Ω is apparent from the figure. One should note, in particular, the sharp turns near Ω = 1120 and Ω = 1590; this non-smoothness is due to the fact that σ max (B T Q(iωI − (J − R)Q) −1 B) has multiple global maximizers. This means that two distinct points on the imaginary axis can be attained with perturbations of minimal norm.
The computed values of r(R; B, B T ) are listed in Table 6 for some values of Ω. In this table, for each Ω, the value ω * , where the singular value function
is maximized globally is displayed, the number of subspace iterations, the run-time (in s) and the subspace dimension at termination are included as well. In all cases, 2 or 3 subspace iterations are sufficient to achieve the prescribed accuracy tolerance. This leads to considerably smaller reduced systems of size 72 × 72 or 78 × 78 compared with the original problem of size 9338 × 9338. The ω value maximizing σ max (B T Q(iωI − (J − R)Q) −1 B) differs substantially, depending on whether the frequency Ω is small or large.
The resulting reduced problems at termination capture the full problem remarkably well around the global maximizer. This is depicted in Figure 6 , where, for Ω = 1000, the singular value function f (ω) = σ max (B T Q(iωI − (J − R)Q) −1 B) for the full problem (solid curve) and
for the reduced problem at termination (dashed curve) are plotted near the global maximizer ω * = −178880.9. It is fairly difficult to distinguish these two curves from each other. 
at termination of Algorithm 1 near the global maximizer ω * = −178880.9 for the DH system of order 9338 arising from the FE disk-brake model with Ω = 1000. The circle marks (ω * , f (ω * )).
Computation of the Structured Stability Radius
In the last section we have studied stability radii for dissipative Hamiltonian systems where the restriction matrices, however, allowed unstructured perturbations in the system coefficients. In this section we put additional constraints on the perturbations, in particular we require that the perturbations are structured themselves. We discuss only perturbations in the dissipation matrix, since this is usually the most uncertain part of the system, due to the fact that modeling damping or friction very exactly is usually extremely difficult. We deal with the computation of r Herm (R; B) defined as in (2.4). We first describe a numerical technique for small-scale problems in Section 5.1 and then develop a subspace framework that converges superlinearly with respect to the subspace dimension in Section 5.2. Both techniques use the eigenvalue optimization characterization of r Herm (R; B) in Theorem 3.2.
Small-Scale Problems

Inner Maximization Problems
The eigenvalue optimization characterization of r Herm (R; B) is a min-max problem, where the inner maximization problem is concave, indeed it can alternatively be expressed as a semi-definite program (SDP). Formally, for a given ω ∈ R, and H 0 (iω), H 1 (iω) representing the Hermitian matrices defined in The-orem 3.2, we have
where the characterization in the second line is a linear convex SDP. Here η Herm (R; B, iω) is related to a structured backward error for the eigenvalue iω, specifically it corresponds to the square of the distance (see [15, Definition 3.2 and Theorem 4.9])
We have that η Herm (R; B, iω) is finite if and only if the suprema in (5.1) are attained, which happens if and only if H 1 (iω) is indefinite, i.e., H 1 (iω) has both negative and positive eigenvalues.
The most widely used techniques to solve a linear convex SDP are different forms of interior-point methods. Implementations of some of these interiorpoint methods are made available through the package cvx [8, 9] . Hence, one option is to use cvx to compute η Herm (R; B, iω) directly. An alternative, and also theoretically well understood approach, is to employ the software package eigopt [16] for the eigenvalue optimization problem in the first characterization in (5.1). This second approach forms piece-wise quadratic functions that lie globally above the eigenvalue function, and maximizes these piece-wise quadratic functions instead of the eigenvalue function. Each piece-wise quadratic function is defined as the minimum of several other quadratic functions, all of which have the same curvature γ (which must be a global upper bound on the second derivative of the eigenvalue function at all points where the eigenvalue function is differentiable). Any slightly positive real number for the curvature γ serves the purpose (e.g., γ = 10 −6 ), since the smallest eigenvalue function in (5.1) is a concave function of t.
In our experience, eigopt performs the computation of η Herm (R; B, iω) significantly faster than cvx. The only downside is that an interval containing the optimal t for (5.1) must be supplied to eigopt, whereas such an interval is not needed by cvx.
Outer Minimization Problems
The minimum of η Herm (R; B, iω) with respect to ω ∈ R yields the distance r Herm (R; B), and the minimizing ω ∈ R yields the point iω that first becomes an eigenvalue on the imaginary axis under the smallest perturbation possible. This is a non-convex optimization problem, indeed the objective η Herm (R; B, iω) may even blow up at some ω.
We again resort to eigopt for the minimization of η Herm (R; B, iω). For the sake of completeness, a formal description is provided in Algorithm 3 below, where we use the abbreviations
Herm (R; B, iω j ) and
Introducing t(ω) := arg max t∈R λ min (H 0 (iω) + tH 1 (iω)), the algorithm approximates the smallest eigenvalue function
with the piece-wise quadratic function
at iteration k. It computes the global minimizer ω k+1 of Q k (ω), and refines the piece-wise quadratic function Q k (ω) with the addition of one more quadratic piece, namely q k+1 (ω) :
Here, γ is supposed to be a lower bound for the second derivative λ min (H 0 (iω) + t(ω)H 1 (iω)) for all ω sufficiently close to the global minimizer of η Herm (R; B, iω). In theory, it can be shown that for all γ small enough, every convergent subsequence of the sequence {ω k } converges to a global minimizer of η Herm (R; B, iω). At step k of the algorithm η Herm (R; B, iω) and its derivative need to be computed at ω k+1 . We rely on one of the two approaches (cvx or eigopt) described in Section 5.1.1 for the computation of η Herm (R; B, iω k+1 ), and employ a finite difference formula to approximate its derivative.
Algorithm 3 Small-Scale Computation of r
Herm (R; B).
Input: Matrices B ∈ C n×m , J, R, Q ∈ C n×n , a negative real number γ, and a closed interval Ω ⊆ R that contains the global minimizer of η Herm (R; B, iω) over ω ∈ R. Output: The sequence {ω k }. 
Compute η k+1 := η Herm (R; B, iω k+1 ),
Large-Scale Problems
The characterization via eigenvalue optimization in Theorem 3.2 is in terms of the matrix-valued functions H 0 (iω), H 1 (iω), which are of small size provided that B has few columns. The large-scale nature of this characterization is hidden in the matrix-valued function W (iω) := (J − R)Q − iωI defined in Theorem 3.2. Note that, in particular, both H 0 (iω) and H 1 (iω) are defined in terms of W (iω) −1 B. This is also reflected in Algorithm 3 when J, R, Q are large; at iteration k of the algorithm, the matrices H 0 (iω k+1 ), H 1 (iω k+1 ) need to be formed for the computation of η Herm (R; B, iω k+1 ), which in turn requires the solution of the linear system W (iω k+1 )Z = B.
To cope with the large-scale setting, we benefit from structure preserving two-sided projections similar to those described in Section 4.2. In particular, for a given subspace V k and a matrix V k whose columns form an orthonormal basis for V k , we set
In the following we will develop a subspace framework including an Hermite interpolation property for DH systems. For this we first show an auxiliary interpolation result for B H QW (λ) −1 B, the matrix through which H 0 (λ), H 1 (λ) are defined.
Theorem 5.3. Consider a DH model (1.1) and a reduced modelẋ k = (J k − R k )Q k x k with coefficients as in (5.4), and let W (λ) = (J − R)Q − λI and
For a given λ ∈ C such that W ( λ) and W k ( λ) are invertible, the following assertions hold:
As for the term inside the second parenthesis on the right-hand side of (5.6), we make use of the following observation:
where the last equality follows, since the columns of V k form an orthonormal basis for Im(W ( λ) −1 B). Putting these observations together in (5.6), we obtain
where in the third equality we exploit (5.7), and in the fourth equality we employ that V
Differentiating these two equations, and setting the derivatives equal to each
Once again exploiting that
ensure that the full function η Herm (R; B, iω), as well as the reduced function η Herm k (R; B, iω) for all large k are differentiable at all ω in a ball B(ω * , δ) centered at ω * and of radius δ. This differentiability property is essential for the applicability of the rate-of-convergence analysis in [3] .
Algorithm 4 Subspace method for large-scale computation of the structured stability radius r Herm (R; B).
Input: Matrices B ∈ C n×m , J, R, Q ∈ C n×n . Output: The sequence {ω k }.
1: Choose the initial interpolation points ω 1 , . . . , ω j ∈ R. 3: for k = j, j + 1, . . . do
4:
ω k+1 ← argmin ω∈R η
Herm k (R; B, iω).
5:
V k+1 ← W (iω k+1 ) −1 B W (iω k+1 ) −2 B .
6:
V k+1 ← orth V k V k+1 and W k+1 ← QV k+1 (V Table 9 : Performance of Algorithm 4 to compute r Herm (R; B) on dense random DH systems of order n = 4000. The fourth column contains the number of subspace iterations, and the fifth the run-times (in s). at the optimizer of the reduced problem. This strategy results in super-linear convergence with respect to the subspace dimensions. We have illustrated that the frameworks work well in practice on several synthetic examples, and a FE model of a disk brake. Matlab implementations of the proposed algorithms and subspace frameworks are made publicly available on the web * . Some of the data (including the one associated with the disk brake example) used in the numerical experiments are also available on the same website.
One difficulty is that the proposed frameworks converge only locally. As a remedy for this, we have initiated the subspaces to attain Hermite interpolation at several points on the imaginary axis between the full and initial reduced problems. One potential strategy that is currently investigated is to employ equally spaced interpolation points. Another potential strategy finds the poles closest to these equally spaced points, then employs the imaginary parts of the poles as the initial interpolation points.
Another research direction that is currently investigated is the maximization of the stability radii, when J, R, Q depend on parameters in a given parameter set. As an example, for the dissipative Hamiltonian system arising from the FE model of a disk brake, even in the simple setting considered here, J, R, Q depend on the rotation speed Ω.
