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Instantaneous SED coding over a DMC
Nian Guo and Victoria Kostina
Abstract—In this paper, we propose a novel code for transmit-
ting a sequence of n message bits in real time over a discrete-
memoryless channel (DMC) with noiseless feedback, where the
message bits stream into the encoder one by one at random
time instants. Similar to existing posterior matching schemes with
block encoding, the encoder in our work takes advantage of the
channel feedback to form channel inputs that contain the infor-
mation the decoder does not yet have, and that are distributed
close to the capacity-achieving input distribution, but dissimilar
to the existing posterior matching schemes, the encoder performs
instantaneous encoding - it immediately weaves the new message
bits into a continuing transmission. A posterior matching scheme
by Naghshvar et al. partitions the source messages into groups
so that the group posteriors have a small-enough difference
(SED) to the capacity-achieving distribution, and transmits the
group index that contains the actual message. Our code adopts
the SED rule to apply to the evolving message alphabet that
contains all the possible variable-length strings that the source
could have emitted up to that time. Our instantaneous SED code
achieves better delay-reliability tradeoffs than existing feedback
codes over 2-input DMCs: we establish this dominance both by
simulations and via an analysis comparing the performance of
the instantaneous SED code to Burnashev’s reliability function.
Due to the message alphabet that grows exponentially with
time t, the complexity of the instantaneous SED code is double-
exponential in t. To overcome this complexity barrier to practical
implementation, we design a low-complexity code for binary
symmetric channels that we name the instantaneous type set SED
code. It groups the message strings into sets we call type sets and
tracks their prior and posterior probabilities jointly, resulting in
the reduction of complexity from double-exponential to O(t4).
Simulation results show that the gap in performance between
the instantaneous SED code and the instantaneous type-set SED
code is negligible.
I. INTRODUCTION
With the emergence of the Internet of Things (IoT), commu-
nication systems, such as those employed in distributed control
and tracking scenarios, are becoming increasingly dynamic,
interactive, and delay-sensitive. In classical feedback codes
with block encoding [2]–[13], the encoder knows the entire
message sequence ahead of the transmission. Since collecting
the message bits into a block prior to the transmission induces
delay, these codes are ill-suited to real-time applications where
the data continuously streams into the encoder in real time.
The encoder in our work performs instantaneous encoding: it
starts transmitting as soon as the first message bit arrives and
incorporates new message bits into the continuing transmission
on the fly.
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Although feedback does not increase the capacity of a
memoryless channel [1], it simplifies the design of capacity-
achieving codes and improves achievable delay-reliability
tradeoffs [3], [8]. Horstein [2] proposed a scheme for trans-
mitting an infinite bit sequence over a binary-symmetric
channel (BSC) with feedback. Horstein’s scheme was shown
to be capacity-achieving in [4]–[5], [14]. Waeber et al. [6],
who refer to Horstein’s scheme as ‘probabilistic bisection
algorithm’ (PBA), showed that its expected L1-loss between
the message and the estimate converges at a geometric rate
with time. Schalkwijk and Kailath [7] designed a feedback
code that achieves the capacity of an additive white Gaussian
noise channel under an average power constraint. Several
feedback codes with block encoding for DMCs [8]–[12]
have been proposed to attain Burnashev’s reliability function
[8], which is the maximum rate of the exponential decay
of the error probability when the rate is strictly below the
channel capacity and the blocklength is taken to infinity.
Naghshvar et al. [11]–[12] designed a feedback code for a
binary-input DMC with feedback that is similar in spirit to






, Naghshvar’s scheme provably
attains Burnashev’s reliability function [8]. Naghshvar et al.’s
‘small-enough difference’ (SED) encoder [11] partitions the
message alphabet into groups so that the groups’ posterior
probabilities are as close as possible to the capacity-achieving
input distribution, and transmits the index of the group that
contains the message. While the SED rule in [11] has double-
exponential complexity in the message length n, Antonini et
al. [13] proposed a scheme for the BSCs with complexity
O(n2). The complexity reduction is realized by grouping the
elements with the same posterior, i.e., with the same Hamming
distance to the received sequence. Shayevitz and Feder [14]
abstracted the similarities between Horstein’s scheme [2]
and Schalkwijk-Kailath’s scheme [7] into a general method
to design capacity-achieving feedback schemes they termed
posterior matching. The posterior matching method ensures
that the encoder transmits the information about the message
that has not yet been seen by the decoder, and matches the
distribution at the output of the encoder to the capacity-
achieving distribution. It applies to most memoryless channels.
While the schemes in [2]–[14] use block encoding, one ex-
isting work that considered instantaneous encoding is Lalitha
et al. [15]. Their scheme operates as follows. It is assumed
that the inter-arrival times of bits are known by the decoder
and that the channel is a BSC.1 At the n-th message bit arrival
1These assumptions are significantly more restrictive than our setting, as
our decoder only knows the distribution of the inter-arrival times, and our























time, the encoder and decoder divide each of the existing 2n−1
uniform intervals in [0, 1] into two equal intervals. The encoder
finds the interval that contains the median of the posterior of
the message, and transmits a bit describing whether the n-bit
representation of the message is above or below a randomly
chosen boundary of this interval. Lalitha et al. [15] proved that
their scheme achieves the probability of erroneously decoding
the first n bits at time t that decays exponentially in t, and
derived a lower bound on the maximum rate that leads to a
vanishing error probability.
In this paper, we propose a feedback code with instan-
taneous encoding we term the instantaneous SED code. At
each time t, the encoder and the decoder first calculate the
priors of all possible message strings using the message bit
arrival probability and the posteriors at time t− 1. Then, they
apply an adapted SED rule to partition the evolving message
alphabet into groups. The adapted SED rule drives the group
priors instead of group posteriors as close as possible to the
capacity-achieving distribution. This is necessary because due
to the possible arrival of a new message bit at time t, the
posteriors at time t−1 are insufficient to describe all possible
variable-length message strings at time t. In contrast, feedback
codes with block encoding [2]–[13] only need to consider the
posteriors, since the block encoding implies that the priors at
time t are equal to the posteriors at time t − 1. The encoder
transmits the index of the group that contains the true variable-
length string it received so far. The posterior of each variable-
length message string is calculated using the prior of that
message string and the received channel output.
The instantaneous SED code outperforms the existing feed-
back coding schemes over 2-input DMCs. By analyzing the
performance of the instantaneous SED code, we derive a lower
(achievability) bound on the reliability function of a 2-input
DMC with feedback over the class of feedback codes with in-
stantaneous encoding. Our bound outperforms the achievabil-
ity bounds derived from Burnashev’s [8] and Naghshvar et al.’s
[11] schemes with block encoding. Furthermore, simulations
show that the instantaneous SED code achieves a significantly
larger rate than Naghshvar et al.’s [11] and Lalitha et al.’s [15]
schemes.
Since the cardinality of the message alphabet increases
exponentially with time t as new message bits arrive, and since
the SED rule has exponential complexity in the size of the
message alphabet, the complexity of the instantaneous SED
code is double-exponential in time. We design a polynomial-
complexity code we term the instantaneous type-set SED
code, which applies to the BSCs. The complexity of the
instantaneous type-set SED code is O(t4), while the rate gap
to the instantaneous SED code is negligible. The complexity
reduction is achieved due to the following effects. First, the
instantaneous type-set SED code classifies the elements in the
message alphabet into type sets whose cardinality is O(t2),
which is much smaller than O(2t), the cardinality of the
alphabet at time t. Thus, performing the prior and the posterior
updates in terms of the type sets instead of the individual
strings leads to an exponential reduction in complexity. Sec-
ond, the instantaneous type-set SED code uses a rule we refer
to as the type-set SED rule where the alphabet is partitioned by
grouping the type sets rather than the individual strings. The
type-set SED rule has quadratic complexity in the number of
type sets, which is exponentially smaller than the complexity
of the SED rule. Although Antonini et al.’s scheme [13] attains
complexity reduction also by grouping binary strings, the type
sets used in the instantaneous type-set SED code are different
from the groups used in [13]. While the groups in Antonini
et al.’s scheme [13] are generated all at once at time t = n by
grouping the message strings that have the same Hamming
distance to the received channel outputs, the instantaneous
type-set SED code generates new type sets at every time t ≤ n.
The rest of the paper is organized as follows. In Section II,
we formally define feedback codes with instantaneous encod-
ing. In Section III, we present the instantaneous SED code,
analyze its performance to derive an achievability bound to
the reliability function, and show that it outperforms existing
feedback codes. In Section IV, we present the instantaneous
type-set SED code.
Notation: We denote by {0, 1}t the set of all binary strings
of length equal to t, and we denote by Bt the set of all binary
strings of length less than or equal to t,
Bt , ∪1≤s≤t{0, 1}s (1)
We denote by  the concatenation operation between two
strings, e.g. 101  1 = 1011. We denote by  the truncation
operation that deletes the last bit of a string, e.g. 101 = 10.
We define the function [·]n : B∞ → {0, 1}n that extracts
the first n bits of its argument, e.g. [1011]2 = 10. For
a possibly infinite sequence x = {x1, x2, . . . }, we write
xi = {x1, x2, . . . , xi} to denote the vector of its first i
elements and write xij = {xj , . . . , xi} to denote the vector
of its j, j + 1, . . . , i elements, j ≤ i.
II. PROBLEM FORMULATION
Consider the real-time communication system in Fig. 1. A
encoder channel decoder
feedback
Fig. 1: Real-time communication over a channel with feedback
sequence of message bits streams into the encoder one by one
at random time instants. We denote by B∗t the bit sequence
that has arrived at the encoder by time t. The length of B∗t is
less than or equal to t:
B∗t ∈ Bt, t = 1, 2, . . . (2)
A new bit arrives at time t + 1 according to the probability
distribution
PB∗t+1|B∗t . (3)
Since at most one bit can arrive at any time, the conditional
distribution PB∗t+1|B∗t (·|s) can only place non-zero masses at
B∗t+1 = s, B
∗
t+1 = s 0 and B
∗
t+1 = s 1. Both the encoder
and the decoder know (3). We denote by τn the time at which
the n-th message bit arrives at the encoder. B∗τn is the length-n
message string that we aim to decode. Throughout, we assume
that τ1 = 1.
The next definition formalizes causal feedback codes with
instantaneous encoding.
Definition 1 (An (n, s, ε) feedback code with instantaneous
encoding). Fix a bit arrival distribution (3) and a memoryless
channel with a single-letter channel transition probability
PY |X : X → Y . An (n, s, ε) feedback code with instantaneous
encoding consists of:
1. A sequence of encoding functions ft : Bt × Yt−1 → X ,





2. A sequence of decoding functions gt : Yt → {0, 1}n, t =
1, 2, . . . ;
3. A stopping time λn adapted to the filtration generated by
{Yt}t=1,2,... that determines when the transmission stops and
that satisfies
E[λn] ≤ s, (5)




For any R > 0, the minimum error probability achievable
by rate-R feedback codes with instantaneous encoding and
message length n is given by








with instantaneous encoding}. (8)
The reliability function E(R) for feedback codes with instan-









III. INSTANTANEOUS SED CODE
In this section, we present the instantaneous SED code,
which falls in the framework of Definition 1. Then, we
analyze the new code to provide an achievability bound on
the reliability function (9) of a 2-input DMC with feedback
over the class of codes in Definition 1. Finally, we numerically
compare the instantaneous SED code with existing feedback
coding schemes.
A. The instantaneous SED code: algorithm
At time t, the encoder and the decoder first update the priors
PB∗t |Y t−1 of all elements in Bt using the posteriors PB∗t−1|Y t−1
and the bit arrival distribution (3). For any yt−1 ∈ Yt−1, the








where (10) holds since B∗t −B∗t−1−Y t−1 is a Markov chain.
Then, the encoder and the decoder partition the alphabet Bt
into |X | disjoint groups {Gx(t)}x∈X using the prior PB∗t |Y t−1 ,
such that if
P ∗X(a) ≥ P ∗X(b), ∀a, b ∈ X , (11)
then2
PB∗t |Y t−1(Ga(t)|y
t−1) ≥ PB∗t |Y t−1(Gb(t)|y
t−1), (12)
and for all other possible partitions {G′x(t)}x∈X∑
x∈X




∣∣PB∗t |Y t−1(G′x(t)|yt−1)− P ∗X(x)∣∣ , (13a)
where P ∗X is the capacity-achieving input distribution.
The output of the encoder is formed as follows. Once the
message alphabet is partitioned, the encoder determines the
group that contains the binary string B∗t it received so far and








x1{B∗t ∈ Gx(t)}. (14b)
The set partitioning rule in (11)–(13) together with the encod-
ing function in (14) drives the distribution of Xt as close as
possible towards the capacity-achieving distribution.
Upon receiving the channel output Yt at time t, the decoder
updates the posteriors PB∗t |Y t using the priors PB∗t |Y t−1 and
the channel output Yt. For any yt ∈ Yt, the posterior of the
string i ∈ Bt at time t is given by
PB∗t |Y t(i|y
t) =
PY |X(yt|ft(i, yt−1))PB∗t |Y t−1(i|y
t−1)∑
x∈X PY |X(yt|x)PB∗t |Y t−1(Gx(t)|yt−1)
,
(15)
where (15) holds since Yt−Xt−(B∗t , Y t−1) is a Markov chain.
Since the encoder knows Yt through the noiseless feedback,
the posterior in (15) is also available at the encoder.






t) ≥ 1− ε
}
, ε ∈ (0, 1).
(16)
The decoder forms the estimate B̂ at time λn by choosing the
binary string i∗ that achieves the maximum in the right side of
2If there exists a, b ∈ X such that (11) is satisfied with equality, then the
encoder and the decoder can avoid ambiguity by agreeing on an order relation
between a and b before the transmission begins.
(16). The stopping rule (16) ensures that the error probability
in (6) does not exceed ε, see Appendix A for details.
The set partitioning rule in (11)–(13) reduces to the SED
rule [11] if the entire block of n message bits is known at the
encoder before the first transmission, i.e.,
B∗t = B
∗
∞, ∀t = 1, 2, . . . (17)
B. An achievability bound on the reliability function
We present a lower bound on the reliability function E(R)
in (9) of a 2-input DMC with feedback over the class of codes
in Definition 1. We denote τ̄n , E[τn].
Theorem 1. Fix a bit arrival distribution (3) that satisfies
(1) PB∗t+1|B∗t (s|s) = 1, ∀s ∈ {0, 1}
n;
(2) ∃ function d(·) : N→ N, such that d(n) = o(n) and
P[τn ≤ τ̄n + d(n)] = 1 (18)
and fix a 2-input DMC with the single-letter transition prob-
ability PY |X : {0, 1} → Y , |Y| <∞ such that
(3) the channel capacity C is achieved by
P ∗X(0) = P
∗




D(PY |X=x1 ||PY |X=x2) (20)
is maximized at x1 = 0, x2 = 1;
(5) for any y ∈ Y and any x ∈ X , the channel transition
probability satisfies PY |X(y|x) > 0.
















where Y1, Y2, . . . are the channel outputs in response to the
channel inputs generated by the encoder of the instantaneous
SED code in Section III-A.
Proof. Appendix B.
The assumption (1) posits that the entire message contains
n bits. The assumption (2) posits that the n-th bit arrival time
τn is almost surely bounded by τ̄n+d(n). The assumption (5)
on the channel is implicitly required in [8, Eq. (3.11)] and [11,
Appendix B]. We focus on the above setting in the discussion
that follows.
Using Theorem 1, we can quantify the advantage of the
instantaneous SED code over the existing feedback codes with
block encoding over a 2-input DMC. To apply feedback codes
with block encoding to the bit streaming setting, we let the
encoder buffer the arriving bits until they form a block of n
bits and then transmit. The buffering induces delay τn. Using
Burnashev’s bound on E[λn−τn] [8, Theorems 1 and 2], where
λn is the decoding time, we immediately conclude that the
















Comparing the right sides of (21) and (22), we notice that
1) the maximum achievable rates in (21) and (22) depend
on both the channel transition probability and the bit arrival
distribution; 2) since B∗τ̄n+d(n) and Y
τ̄n+d(n) are dependent,
H(B∗τ̄n+d(n)|Y
τ̄n+d(n)) < n, hence the lower bound in (21)
is at least as good as (22). While it is not easy to obtain




general, one can calculate it numerically. For example, we
calculate it over a BSC(0.02) for periodic bit arrivals, i.e.,















thus the gap between the right sides of (21) and (22) is
significant.
To further quantify the delay-reliability tradeoffs attained by
the instantaneous SED code, in Fig. 2 and Fig. 3, we plot the
rate Rn(ε) = nE[λn] achieved by the instantaneous SED code in
comparison with the existing schemes as a function of message
length n, for a fixed error probability ε. The instantaneous
SED code achieves a significantly larger rate than either
Naghshvar et al.’ block encoding scheme [11] or Lalitha et al.’s
instantaneous encoding scheme [15]. Note that the simulation
Fig. 2: Rate vs. message length over a BSC(0.02). The error
probability is constrained by ε = 10−3 (6). At each time t =





bit arrives at the encoder. We
choose this bit arrival distribution to enable a comparison with
Lalitha et al.’s code [15], which requires the knowledge of the
bit arrival times at the decoder. The curves are displayed for
the range of n’s where their complexity is not prohibitive.
results in Fig. 3 show that the instantaneous (type-set) SED
code continues to outperform Naghshvar et al.’s [11] scheme
Fig. 3: Rate vs. message length over a BSC(0.02). The error
probability is constrained by ε = 10−3 (6). Message bits arrive
at the encoder following a Bernoulli process in (24) with q =
0.98. The curves are displayed for the range of n’s where their
complexity is not prohibitive.
even if the message bits arrive at the encoder following a
Bernoulli process, which does not satisfy assumption (2).
IV. INSTANTANEOUS TYPE-SET SED CODE
In this section, we describe the instantaneous type-set SED
code, whose complexity is polynomial in time. We assume that
n independent equiprobable message bits arrive at the encoder
following a Bernoulli-q process, i.e., ∀b ∈ {0, 1},
PB∗1 (0) = PB∗1 (1) = 0.5, (24a)
PB∗t+1|B∗t (s b|s) =
{
q
2 , if s ∈ Bn−1,
0, if s ∈ {0, 1}n;
(24b)
and assume that the channel is a BSC.
Let Sk be a set that contains some binary strings. We call
these sets type sets. We call a binary string s1 the parent of a
binary string s2 if s1 = s2, and call a set Sk the parent of
a set Sj if all the parents of the strings in Sj are in Sk. We
denote by p(j) the index of the parent of Sj , e.g. p(j) = k.
The following two insights are key to how the instantaneous
type-set SED code attains complexity reduction:
(a) Binary strings in the alphabet are classified into type sets
such that, at each time instant, the binary strings within
a type set share the same length, same prior, and same
posterior, and each type set has only one parent type set;
thus type sets form a tree structure.
(b) A type-set SED rule is employed, which mimics the SED
rule in (13), except the groups {Gx(t)}x∈{0,1} are formed
by moving type sets rather than individual binary strings.
We proceed to show how the type sets in (a) are created at
each time instant and why the type sets induce the complexity
reduction. We denote by γk(t) and ρk(t) the prior and the
posterior probabilities of the binary strings in Sk at time t. At
time t = 1, before the group partitioning, the encoder and the
decoder create two type sets S1 , {0}, S2 , {1}.
1. Creating new type sets. At time 2 ≤ t ≤ n, before the
group partitioning, each type set created at time t − 1
generates a new type set by appending a 0 and a 1 to
every binary string in that type set. For example, S1 and
S2 generate S3 = {00, 01} and S4 = {10, 11}.
2. Updating priors. As a consequence of classifying the
strings into type sets, the prior γk(t), k = 1, 2, . . . , t =
2, 3, . . . (10) of the binary strings in Sk is fully deter-
mined by ρk(t − 1), ρp(k)(t − 1), and the bit arrival
probability (24).
As we will see below, the type-set SED rule in (b) ensures that
the binary strings within any type set created at time t−1 share
the same posterior. Due to (24), the priors of all the strings
in a type set can be updated simultaneously. Therefore, the
binary strings in a type set at time t share the same prior.
We proceed to introduce the type-set SED rule in (b) and
to show why it leads to low complexity.
3. Partitioning G0(t) and G1(t). At time t = 1, 2, . . . , the
encoder and the decoder sort all the existing type sets in
descending order of γk(t), k = 1, 2, . . . . Starting from the
top of the list, type sets are moved one by one to G0(t)
until the prior of G0(t) exceeds 0.5. The remaining type
sets are moved to G1(t). To drive the priors of the two
groups closer to (0.5, 0.5), the encoder and the decoder
may further partition the last type set moved to G0(t)
into two subsets with one left in G0(t) and one moved to
G1(t). Due to the type-set creating process described in
step 1, the binary strings in each type set can be sorted
lexicographically into an ordered sequence. We split a
type set by cutting the ordered sequence into two halves
forming two subsets3. The number of strings in the subset
moved to G1(t) is n∗,
n∗ , arg min
n∗∈{n1,n2}
















where γk(t) is the prior of the binary string in the split
type set. If the type-set split results in the prior of G0(t)
becoming smaller than that of G1(t), we simply swap
G0(t) and G1(t) to satisfy (12) with a = 0, b = 1.
The type sets whose parent set was split may have two
parents. To ensure that each type set has one valid parent,
we recursively search for the type sets whose binary
3To do the splitting, we do not need to sort the binary strings in type sets
lexicographically at each time. What we do is we assign to every binary string
in Bn a natural number in a lexicographic order. We can fully specify a type
set by two numbers a and b corresponding to respectively the starting string
sstart and the ending string send of that type set. Similarly, we can fully
specify the new type set generated by this type set using (2a+1, 2b+2) to
represent (sstart  0, send  1), and fully specify the two split subsets by
(a, a+ n∗ − 1) and (a+ n∗, b).
strings have parents from more than one type set and split
them accordingly. This step guarantees that the posterior
ρp(k)(t), k = 1, 2, . . . , t = 1, 2, . . . is deterministic.
4. Updating posteriors. The posterior ρk(t) k = 1, 2, . . . ,
t = 1, 2, . . . (15) only depends on γk(t) and Yt = yt.
5. Stopping and decoding. The stopping rule and the decoder
of the instantaneous typeset SED code operate as follows.
The iterations stop at t if the type set whose binary string
has the maximum posterior, say ρi(t), satisfies ρi(t) ≥
1− ε, |Si| = 1, and the length of the only string in Si is
n. The decoder designates that string as the estimate B̂.
A heuristic analysis in Appendix C shows that the number
of type sets at time t is O(t2). The type-set SED rule sorts
and splits type sets resulting in a quadratic complexity in the
number of type sets, i.e., O(t4). The prior and the posterior
updates together with the stopping and the decoding operations
result in a linear complexity in the number of type sets, i.e.,
O(t2). Therefore, the complexity of the instantaneous type-set
SED code is O(t4). Fig. 2 shows that the rate gap between the
instantaneous SED code and the instantaneous type-set SED
code is negligible.
V. CONCLUSION
This is the first paper that implements instantaneous en-
coding of streaming data transmitted over a feedback channel
with the bit arrival times unknown to the decoder. The new
algorithm – the instantaneous SED code – attains significantly
better delay-reliability tradeoffs than existing schemes over
2-input DMCs. This is evidenced both by the analysis of
the reliability function (Theorem 1) and by the simulation
results (Fig. 2). While the instantaneous SED code has double-
exponential compelxity, the new instantaneous type-set SED
code has complexity of only O(t4) and no visible penalty in
performance compared to the instantaneous SED code (Fig. 2).
Analyzing the performance of the instantaneous SED code
over a general DMC and providing a converse bound to the
reliability function in (21) are potential directions for future
research.
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APPENDIX
A. Error probability
The error probability (6) of the instantaneous SED code is






































≥ 1− ε. (31)
B. Proof of Theorem 1
For brevity, we define
ρt(i, y
t) , PB∗t |Y t
(




t) , PB∗t+1|Y t
(
i|Y t = yt
)
. (33)
Together with the definition of E(R) in (9), it suffices to
show the following upper bound on the expected decoding










+ τn + d(n) +K, (34)
where K is a constant. For any i ∈ {0, 1}n, we define the
random stopping time νi as
νi , min
{
t ≥ 0: ρt+τ̄n+d(n)(i, Y




According to the stopping rule in (16), for any i ∈ {0, 1}n,
λn ≤ νi + τ̄n + d(n), (36)
which implies that the following inequality holds
E[λn] (37)
≤ τ̄n + d(n) + E[νi] (38)
= τ̄n + d(n) + E[E[νi|B∗τ̄n+d(n), Y
τ̄n+d(n)]]. (39)
To obtain the upper bound in (34), it suffices to upper
bound the conditional expectation in (39). Due to (18) in
assumption (2), for t ≥ τn + d(n), we have for all j ∈ Bn−1,
θt(j, Y
t−1) = ρt(j, Y
t) = 0, a.s. (40)
The instantaneous SED code in Section III reduces to Naghsh-
var et al.’s scheme for t ≥ τn + d(n), that is, we consider
t = τn + d(n) as a new start in a classical block encoding
setting, and we aim to transmit a message in {0, 1}n over
a feedback channel with the initial belief of each string
i ∈ {0, 1}n equal to ρτ̄n+d(n)(i, Y τ̄n+d(n)). We use [11, Eq.
(14)] to upper bound the conditional expectation in (39) as









where i ∈ {0, 1}t, y ∈ Y τ̄n+d(n), Ki is a constant. Plugging
(41) into (39), we obtain (34).
C. Number of type sets in the instantaneous type-set SED code
We aim to show that the number of type sets at time t is
O(t2).
We define the following notations. We use B or A as the
index of a random variable to signify that the random variable
is obtained before or after the group partitioning process (step
3, Section IV). We denote by NB(t) and NA(t) the number
of existing type sets at time t before and after the encoder and
the decoder partition G0(t) and G1(t), respectively. We denote
by S∗(t) the last type set moved to G0(t) at time t so that after
S∗(t) is moved to G0(t), the prior of G0(t) exceeds 0.5 for the
first time (See step 3 in Section IV). We denote byWB(t) the
set that contains all the new type sets created at time t right
before the encoder and the decoder partition G0(t) and G1(t)
(See step 1 in Section IV, e.g., WB(1) = {S1,S2}, WB(2) =
{S3,S4}). After the group partitioning process, some type set
in WB(t) may be split. Let WA(t) be the set that consists of
all subsets of the split type sets in WB(t) and all unsplit type
sets in WB(t) after the group partitioning.
We show by heuristic analysis that the average number of









t+ q, t ≥ 1, (42)
E[NA(t+ 1)] ≤ E[NB(t+ 1)] + (1− q)t+ 1, (43)
where q is the bit arrival probability in (24).
We define a sequence of events Et, t = 1, 2, 3, . . . as
E1 , {S∗(1)is not split}. (44)
Et , {S∗(t) is split} ∩ {the binary strings in
S∗(t) are of length min(bqtc, n)}, t > 1. (45)
Since at t = 1, |S1| = |S2| = 1, P[E1] = 1. Extensive
simulations on the evolution of type sets show that
P[Ect ] 1, t = 2, 3, . . . (46)
In the heuristic analysis that follows, we assume
P[Et] = 1, t = 1, 2, . . . (47)
We will use rigorous analyses i)-iv) below together with
the assumption in (47) to justify (42)–(43). The analyses ii)-
v) below solely follow the construction of type-set SED codes.
The type-set creating method in Section IV implies:
i) The binary strings in a type set are of the same length
and can be ordered in a consecutive lexicographic order,
e.g., S3 = {00, 01}. To ensure that each type set has
only one parent, once a type set is fixed to be split,
among all its child type sets4, at most one of them needs
to be split accordingly. This is due to the reason that
follows. Without loss of generality, we assume that we
split an arbitrary type set Sk that contains m binary
strings s1, s2, . . . , sm sorted in a lexicographic order. The
type set splitting method (step 3, Section IV) cuts Sk
between sn∗ and sn∗+1 to split it. Among all child type
sets of Sk, only the type set that contains both sn∗1 and
sn∗+1  0 will need to be split accordingly, and at most
one type set Sm contains both two strings simultaneously.
Recursively, due to the split of Sm, the encoder and the
decoder at most further split one child type set of Sm.
The recursion stops if the split type set has no child type
sets, or if after the split of a type set Sk, no child type
sets of Sk contain sn∗ 1 and sn∗+10 simultaneously.
ii) For t+ 1 ≤ n, only the type sets in WA(t) generate new
type sets at time t+1 right before the group partitioning.
These new type sets formWt+1,B . For t+1 > n,Wt+1,B
and Wt+1,A are empty since new type sets are no longer
generated at each time t+1 before the group partitioning.
iii) By the definition of WA(t), at time t, if a type set to be
split is originally in Wt,B , the two split subsets are in
WA(t). The binary strings of any type sets in WB(t) are
of length max(t, n).
Using (45) and i), we know:
iv) Given Et occurs, after the split of S∗(t), the encoder and
decoder at most further split t−bqtc type sets. This is be-
cause (i) implies that given the split of S∗(t), the encoder
and the decoder further split recursively at most 1 type set
of string length equal to bqtc+1, bqtc+2, . . . ,max(t, n).
Using ii)–iv), we conclude that the encoder and the decoder at
most split one type set in WB(t), and the average cardinality
of WB(t), t = 1, 2, . . . evolves as
E[|WB(t+ 1)||Et] ≤ E[|WB(t)||Et] + 1, t ≥ 2, (48a)
|WB(1)| = |WB(2)| = 2, (48b)
4We call Sj a child type set of Si if Si is the parent of Sj . According to
step 1 in Section IV, any type set Si at most generates 1 type set Sj . If Sj
is never split, Si has only one child type set Sj . Yet, if Sj is split during the
group partitioning process, Si has multiple child type sets.
Fig. 4: Average number of type sets E[NB(t)] versus time t
over a BSC(p). The bit arrival probability is q in (24). The
message length n = 100. The curves by heuristic analysis are
plotted as (42). We only present curves for p = 0.9, since
according to our heuristic analysis, the upper bounds to the
average number of type sets (42)–(43) are not functions of p.
where (48b) holds since no type set is split at t = 1. Using
ii) and iv), we conclude that given Et, the average number of
type sets evolves as
E[NB(t+ 1)|Et] ≤ E[NB(t)|Et] + 1 + t− bqtc
+ E[|WB(t+ 1)||Et], (49a)
NB(1) = 2. (49b)
Replacing bqtc by qt in (49a), plugging (48) into (49a), and
using (47), we obtain (42). Using (47), iv), and (42), we obtain
(43).
Simulation results confirm our heuristic analysis. The fitting
curves (42) in Fig. 4 increase at a similar speed as the
simulated curves, indicating that the heuristic expressions in
(42)–(43) are meaningful gauges of the average number of
type sets. The fitting curves in Fig. 4 are slightly larger than
the simulated curves since (42)–(43) are upper bounds to
E[NB(t+ 1)] and E[NA(t+ 1)].
