Abstract-The position of the nodes within a network topology largely determines the level of their involvement in various networking functions. Yet numerous node centrality indices, proposed to quantify how central individual nodes are in this respect, yield very different views of their relative significance. Our first contribution in this paper is then an exhaustive survey and categorization of centrality indices along several attributes including the type of information (local vs. global) and processing complexity required for their computation.
I. INTRODUCTION
Social Network Analysis (SNA) constitutes a highly interdisciplinary theoretical framework that seeks to process social information and analyze existing social structures [1] . SNA draws heavily on graph models that map individual actors within the social network to the graph vertices and their relationships to the graph (weighted) edges. It then leverages graph-theoretic concepts, metrics and results to answer various questions about the relative importance of the actors for the network or the way that information (or innovations) flow (resp. spread) across it.
The centrality concept, to the best of our knowledge, dates back to the work of Bavelas [2] . By that time significant sociological research was directed to the area of professional † The major part of this work was carried out while Dr. Karaliopoulos was affiliated with the Department of Informatics and Telecommunications, UoA. This work has been partially supported by EINS, the Network of Excellence in Internet Science through EC's Grant Agreement FP7- ICT-288021. networks addressing how the position and power of individual actors relate to their social interconnections and the way they interact with the rest of the network. Such sociological studies motivated the introduction of various sociological indices, which sought to quantify the importance of nodes and their relationships. Bavela's work appears to be the first to have given a formal definition of node centrality in connected graphs as the sum of its own geodesics (shortest-path distances) to all other nodes.
This work triggered a large research thread and a huge number of publications in the area of centrality indices. Many of them proposed new indices [3] or adaptations of existing ones that expanded their applicability in a broader range of scenarios [4] , [5] . The vast majority of work was heuristic and only a few of them attempted to come up with axiomatic definitions of centrality indices and the properties they should satisfy [6] . The highly-cited work of Freeman in [7] appears to have served as a turning point for this first wave of work, by reviewing a number of centrality indices and promoting three of them, i.e., the closeness, degree, and betweenness, as the most representative ones. About the same time Bonacich had established the eigenvector centrality as a fourth, distinctly different but equally popular, index [8] .
The research interest in the centrality concept revives in late 90's and early 2000, primarily through the works of physicists such as D. Watts and M. Newman. They use centrality indices to explore the vulnerability and community structure, respectively, of general network instances. SNA techniques and centrality, in particular, find applicability to research work across a broader set of disciplines beyond sociology. In the case of computer scientists, insights from centrality indices are primarily exploited in the design of more effective protocols for communication networks [9] , [10] . The trend is only catalyzed by the broader expectations about the evolution of a Network Science [11] , which could serve as the theoretical foundation for a unified treatment of all network types.
Motivation and objective: The relevance of centrality indices to the communication network (i.e., Internet topologies) robustness, in particular, is the motivation for this study.
Our main objective is to quantify how much information is embedded in centrality indices about the relative importance of Internet nodes for different network operations.
Given that the different formulations of centrality proposed in literature are heuristic, the questions that naturally arise are how do these formulations compare in their assessments/predictions about the relative importance of network nodes and which one(s) may be the "right one(s)" to consider as reference for more reliable predictions of network robustness.
The paper seeks to systematically address these questions by undertaking a three-step study with various instances of methodological innovation. The first step involves a thorough survey and novel classification of the variety of centrality indices proposed in literature over the last sixty years. This classification is then used to select the seven most popular and representative indices for carrying out the two experimental steps of the study. Hence, as a second step, we derive the node rankings these indices induce over more than 40 routerlevel snapshots of network topologies and study their correlation. The correlation strength is assessed by the mainstream rank/linear correlation coefficients but also less widespread measures such as the percentage overlap in the lists of the k most central nodes. Finally, we compare the seven indices with respect to their capacity to reveal the network vulnerability to node removals; we let the indices dictate the most central nodes to-be-removed and assess how the network connectivity properties but also its traffic-carrying capacity are affected.
Our results identify certain index pairs with consistently high full rank correlation across all datasets we experiment with. However, they also warn against the interpretation of its high values showing that significant part of this correlation is due to nodes at the bottom of the rankings. As a result, the percentage overlap of the k most central nodes for the same pairs assumes clearly smaller values. Among the noteworthy results is that when the nodes removals are driven by the single index that can be computed through local-only information (i.e., the Degree Centrality index), the impact on the network traffic serving capacity approximates closely the maximum over the seven indices. The hint for network vulnerability studies is that the added complexity of global indices may be circumvented when an estimate of what is the worst-case impact on the network is needed.
The remainder of the article is structured as follows: In Section II, we summarize a survey of a broad range of proposed centrality indices over the last sixty years and the classification scheme we adopted. Note that a detailed description of the various centrality formulations appears in [12] . We then turn to the question of how much information different centrality indices entail regarding the importance of network nodes and the resulting network vulnerability. First, we select a subset of seven popular indices and carry out a correlation study in Section III. Then, in Section IV we let the seven indices drive targeted node attacks over the Internet graphs and experimentally assess their impact in both connectivity and trafficcarrying capacity terms. Related literature is summarized in Section V. Finally, we conclude the paper with a summary of the main messages out of our study in VI.
II. A NOVEL CLASSIFICATION OF CENTRALITY INDICES
In this report, we attempt to summarize this classification, pointing the interested reader to [12] for a much more detailed description of the indices and the context within which they were originally proposed. At a first-level the reviewed indices are split between node (point) centrality and graph centrality indices. The former, which are addressed by the vast majority of the literature, characterize individual nodes, whereas the latter are derived for whole graphs as functions of the individual node centrality indices. Then, node centrality indices are further characterized in line with the attributes shown in Fig. 1 . These include the network properties that are reflected in the index formulation (topological vs. flowaware), the type of underlying graph over which an index is computed, as well as computational aspects such as the amount of information (local vs. global) and complexity involved in the index computation. 
A. Node centrality indices
The first broad category groups point centrality indices that have been, at least originally, proposed for connected, binary, non-directed graphs.
1) Context: Purely topological vs. flow-aware: a) Pure topological indices:
This set of centrality indices takes into account only the network topology, i.e., the nodes and the links between them. Topological indices may reflect two different aspects of a node's position in a network.
Distance-based centrality: The corresponding indices measure how distant a node is from all other network nodes. Indices that fall in this category are the Closeness Centrality [7] and Eccentricity [13] .
Path-based centrality: Indices of this type assess to what extent a node lies on paths connecting other nodes in the network. Degree and Betweenness Centrality are some of the relevant indices [7] .
Both types of indices can be further differentiated as to whether the distance (resp. path) definition accounts only for geodesics (i.e., shortest paths) between node pairs or a broader set of paths connecting them. Therefore, indices such as the Katz index [3] and random walk betweenness [14] essentially relax the underlying assumption that information flows only through shortest path routes.
A third category of topological indices, which has been shown to be closely related to path-based centrality, are spectral centrality indices. Common to these indices are their dependence on the eigenstructure of a matrix related to the network in question and their computation through linearalgebraic manipulations. The indices, sometimes also called "prestige" measures of centrality [1] , have the special feature that the centrality index of a node is a function of the centralities of the nodes it is (directly) connected to. The eigenvector centrality index [8] is the most popular one in this family.
b) Flow-aware indices: The so far considered centrality indices rank the graph nodes taking into account the network topology only. A separate thread of work has attempted to factor the traffic that a network is expected to serve in the computation of the centrality indices. The traffic-aware betweenness [15] and the weighted conditional betweenness centrality [16] are two relevant indices.
2) Underlying graph types: Most, if not all, of the considered centrality indices are defined over connected, undirected, binary, static graphs. In what follows, we relax in turn each one of these four graph attributes and discuss how the centrality indices are adapted to the resulting types of graphs.
a) extensions of centrality indices for disconnected graphs: Most of the centrality metrics have been formulated and proposed with connected networks in mind, i.e., there are finite paths between every pair of nodes in the network that together form a single giant connected component. Much less attention has been paid to centrality metric formulations for disconnected graphs featuring more than one connected component and/or isolated nodes. Notably, some metric definitions are such that they can directly generalize for disconnected graphs without any additional care. For instance, this is the case with the degree and betweenness centrality while the closeness centrality metric as defined by Beauchamp [4] and Freeman [17] does not trivially generalize into disconnected graphs.
b) extensions of centrality indices for directed graphs:
The main body of work that proposes centrality indices appropriate for directed graphs, evolves around the spectral ones. PageRank, one of the most discussed implementation on the Web, delineates the basic model to effectively manage graph-based structures composed by directed (either inbound or outbound) links [18] . c) extensions of centrality indices for weighted graphs: Adaptations of centrality metrics for weighted graphs have been mainly proposed for the three most common centrality indices, the Degree, Betweenness and Closeness Centrality; in the last two instances, only geodesics are considered. The intuitive way to expand the node degree centrality definition is by replacing the sum of the node's neighboring links with the sum of their weights [19] . Likewise, the notion of link distance (or cost) underlying both the betweenness and closeness centrality indices is captured by its (inverse) weight and geodesics are estimated accordingly [20] .
Regarding spectral indices, to derive the Eigenvector centrality variant for weighted graphs it suffices to substitute the binary elements of the adjacency matrix involved in the eigenvector computations with the edge weights [21] . The extension of PageRank is somewhat more involved; the index originally designed to rank Web pages exploits the binary graph based nature of the Web. However, treating equally all inbound and outbound links remains restrictive when measuring the importance of each page. Therefore, proposed extensions of PageRank over weighted networks assign to each outlink page a value proportional to its popularity [22] or use factors to modulate how rank scores are distributed to neighbors [23] , [24] . With hyperlink weights, the surfer can now express preferences among pages instead of uniformly jumping to arbitrary ones.
d) extensions of centrality indices for dynamic graphs: The extension of standard complex network indices, including centrality ones, to networks that vary over time is a more recent thread. There are more than one graph representations for dynamic networks and many more terms that are used to denote them such as temporal graphs [25] , evolving graphs [26] , space-time graphs [27] or time-varying graphs [28] . To the best of our knowledge, there have been two main studies that have proposed adaptations of centrality indices for temporal graphs. The first one draws on the notion of temporal path [29] over a sequence of graph instances, whereas the second relies on a time-expanded graph representation to define temporal Betweenness and Closeness indices [30] .
3) Computational Aspects: a) Index scope (local vs. global): Centrality indices can be separated into local and global ones, depending on the extent of topological information that is required to compute them. For instance, since Degree Centrality is a function of the number of direct (one-hop) neighbors, it is a local index. On the other hand, Betweenness and Closeness Centrality are global indices in that they rely on geodesic paths computed all over the network.
One typical way to control the scope of (path-based) centrality computations is through the sociological notion of the ego-network. The ego network of a node v is the subgraph involving v, called the "ego" node, its 1-hop neighbors, and their inter-connections. The ego network (centered-graph [31] in graph theoretic terms) is used sometimes to derive a local approximation of an otherwise global centrality index. Betweenness Centrality is a typical index that lends to egocentric approximations [32] . Another way to control the scope of centrality indices, this time purely path-based indices, is by controlling the length k of paths that are taken into account in their computation. Indices such as k-path [33] and and vertexdisjoint k-path centrality [34] are examples of this category.
b) Computational cost of the index: Of particular interest for embedding centrality indices in communication network protocols is their computational complexity. The centrality interpretation by Freeman [17] does not seem to require special computing power to be applied on large network structures. On the contrary, the solution proposed by Bonacich [35] to correlate the point centralities with graph centralities, could be considered computationally heavy as the network size increases. Consequently, he suggested a way to control this limitation using a new kind of matrix known as "overlapping" instead of adjacency matrix before the eigenvector calculation. Also, Moxleys' solution [36] for (un)connected graphs seems to encounter the same serious problem with their AIC (Adjusted Index of Centrality) metric when analyzing rich datasets. As a result, they managed to represent the connections of each element in a vector based structure to efficiently compute the adjacency matrix and measuring the centrality for every reached or unreached point.
B. Graph centrality indices
Centrality indices have also been proposed as single numbers for the whole graph (i.e., graph centrality indices). If point centrality indices essentially generate rankings of nodes within a given graph, graph centrality indices seek to rank different graphs. Note that the first studies on point centrality indices by Bavelas [2] and Beauchamp [4] address graph centrality indices as well. Graph centrality was initially defined as the sum of point centralities over each network node. Later on, more complex axiomatic definitions appeared in literature (e.g., [6] ), therefore assigning different notions to the graph centrality indices. A more insightful categorization attempt is given by Høivik [37] and recognizes three graph centrality concepts: 1) Integration: This is a measure of how centrally located are the nodes of a graph as a whole. It is measured by the sum of individual node centrality indices. This is what Freeman calls compactness in his definitions of graph centrality indices out of the Degree, Betweenness and Closeness Centrality indices [7] .
2) Unipolarity: Reflects whether there is a very central node and is taken equal to the maximum node centrality.
3) Centralization: Captures the dispersion of the node centrality values and is taken equal to the sum of differences of point centralities from the minimum point centrality value.
As a final note, the interpretations of centrality indices are multiple. To refer to some of those, Freeman noted that central parties may generally affect the communication, facilitating or even distorting whatever flows in the network. Particularly, from the perspective of degree centrality, he argued that a point with relative high degree serves to control the communication activity inside the topology having the advantage of binding together flow processes [12] . Bonacich agreed saying that a central firm has the possibility to acquire satisfying information rapidly and therefore with high probability. Borgatti on the other hand, tried to shed more light on the question of which centrality index is appropriate for which occasion [38] . He introduced general flow typologies over networks using two criteria i.e., the way the flow is realized in the network (i.e., point-to-point transfer, serial and parallel duplication) and the kind of graph-theoretic path (i.e., walk, trail, and path) that is relevant.
C. Selecting centrality indices for experimentation
In summary, the survey work in this Section has shown that there is a plethora of centrality index formulations, many of them capturing different properties of network nodes. For the experimentation that follows, we select seven indices that include the most popular ones, i.e., those that are repeatedly considered in the literature, and, at the same time, are highly representative of the attributes discussed in the survey: the Degree (DC) [7] , Betweenness (BC) [7] , Closeness (CC) [7] , Eigenvector (EC) [8] , Harmonic Centrality (HC) [39] , Pagerank (PG, with the damping factor d set to 0.85 as typically used in literature) [18] and Eccentricity (ECC) [13] .
In Table I we characterize them according to the aforementioned classification attributes. Also the formal normalized definitions are recalled for each index along with the running time of the algorithms utilized for their computation, as function of the node V and edge E sets of a graph G = (V, E).
III. CORRELATION STUDY OF CENTRALITY INDICES
In almost all instances, where centrality indices inform communication network protocols, what matters is the ranking of nodes that is induced by the indices rather than the absolute centrality values. These rankings are subsequently used in the decisions made by the respective protocols. For example, in [9] , [40] , the rankings determine whether a Delay Tolerant Network (DTN) node will forward a message to another DTN node it encounters; in [10] , whether a content item will be cached at a Information-Centric Networking (ICN) node or not; and in [41] whether to search for a file in a given unstructured Peer-to-Peer(P2P) network node or not. Likewise, in vulnerability analysis of the service migration protocol in [16] , it is the set of the k, k < |V | most highly-ranked nodes that matters, again irrespective of their actual centrality values. The question that plausibly arises in every case is how similar are the rankings generated by each centrality index.
In this section, we carry out a thorough correlation study of these rankings, as computed over a broad set of ISP routerlevel topologies. The study proceeds in two steps. First, (Step 1) we calculate for each network topology and each node in it the seven centrality index (see subsection II-C) values, thus generating seven different node rankings per topology. Then, ( Step 2) we compute pairwise correlation measures over these rankings. Two different measures are considered, one accounting for the full node rankings and the other only for the highly-ranked nodes.
A. Index correlation measures and router-level topologies 1) Index correlation measures:
The first correlation measure is the nonparametric Spearman's rank-correlation coefficient, ρ, and is computed over the full node rankings. The coefficient assesses how well a monotonic function can describe the rankings induced by the two centrality indices on the network nodes. For a given network topology node set V , it is given by:
where r C1 (u) and r C2 (u) are the ranks of node u in line with centrality indices C 1 and C 2 , respectively. The coefficient values lie in [−1, 1], with high positive (negative) values denoting strong positive (resp. negative) correlation 1 . The second correlation measure is the percentage overlap between the sets of the k most highly ranked (top-k) nodes that are generated by two centrality indices.
Contrary to the Spearman's coefficient, the percentage overlap is computed over a subset of the full node rankings and takes values in [0, 100].
The relevance of the two measures depends on the usage context of centrality-based ranks. The decisions that relate to the DTN forwarding, CCN caching and P2P node search examples rely on full node rankings; whereas, vulnerability analysis is usually concerned with the subset of nodes that are important ("central") for the network. High correlation between the rankings of two indices implies that a computationally complex or intractable index can be approximated by a simpler one without significant penalties for the intended protocol operation or the conclusions of the vulnerability analysis.
2) Router-level ISP topologies: All experiments in this paper are carried out over datasets collected in the context of four projects. Four of them relate to measurement projects and are referred to as Rocketfuel [42] , CAIDA [43] , and mrinfo (Tier-1 and Transit) [44] datasets, respectively. They report binary router-level graphs 2 for different Internet ASes. On the contrary, the last dataset, called the Topology Zoo dataset, contains capacitated topologies at the router-and Point-ofPresence (PoP) level [46] , as collected directly by network operators of primarily academic and research networks. The basic properties of the all datasets are summarized in Tables VI  and VII in the Appendix. a) Rocketfuel dataset: The Rocketfuel dataset [42] is the chronologically oldest dataset, drawn with the help of the traceroute active measurement tool. The Rocketfuel engine collected raw traceroute data from public BGP tables, processed them and extracted router-level networks by mapping diverse ISP routers to ASes. Ten diverse ISPs across the world were mapped utilizing approximately 800 traceroute sources hosted by nearly 300 servers.
b) CAIDA dataset: CAIDA topologies (IDTK 2011-10) [43] , the most recent release out of our datasets, were obtained by means of an active measurement infrastructure known as Archipelago; it performed traceroute probes to randomly-chosen destinations, located in 29 countries worldwide within the interval of Oct 24 to Nov 3, 2011. At first, publicly available BGP dumps were used to map IP addresses to ASes relying on several tools for alias resolution. Then, heuristic rules [43] properly assigned each router to the AS it belongs.
c) Mrinfo datasets: The Mrinfo [44] , dataset was collected during the period 2005-2008 and contains 264 Tier-1, 244 Transit, and 342 Stub ISP network topology files. To cope with traceroute inaccuracies, the dataset collection was extracted by the new mrinfo tool which silently crawls IPv4 addresses only, based on the Internet Group Management Protocol (IGMP). The advantage of this tool is twofold; it can efficiently discriminate interconnections between ASes without suffering from IP alias resolution problems and, besides layer-3 devices, detect the presence of level-2 hardware (switches) between interconnections of routers for each AS. In our study we considered only the largest available snapshots corresponding to two datasets, Tier-1 and Transit, leaving aside the small-sized Stub topologies.
d) Topology Zoo dataset: Whereas previous studies employ a number of route discovery tools to reveal the Internet connectivity, the Topology Zoo gathers the maps of more than 140 real-world topologies directly from the network operators, including layout views of the optical fibers used for both commercial (COM) and Research & Education (REN) networks. As the resulting maps (topologies and associated attributes) come from the owner and/or manager of the network, they are claimed to reflect an accurate network view circumventing any errors due to biases of measurement techniques. Out of the 232 network graphs included in the Zoo, we have carefully singled-out the largest capacitated router-level snapshots (see Table VII in the Appendix) representing the topologies 3 of 11 different European, one Asian and one cross-European research networks as traced during the period 2008-2011. We will use these topologies to evaluate the traffic-serving capacity of networks (see Section IV-B).
B. Results

1) Full-ranking correlation over binary graphs:
The results follow a similar trend over the four datasets so that the rank correlation between the studied indices can be summarized in the graphs of Fig. 2 . This graph-based illustration represents all AS topologies 4 since they exhibit similar coefficient values for every distinct centrality pair. Notably, none of the possible centrality pairs have been found to be negatively correlated over any of the studied topologies. With this in mind, we empirically characterize the correlation strength as high and low when the corresponding coefficient exhibits a value in the interval [0.7,1] and [0.3,0.7), respectively; the two indices are actually uncorrelated when coefficients lie in [0-0.3). Accordingly, bold edge-lines (solid or dashed) denote high correlation values between two centralities, whereas plain edge-lines denote low values. We have omitted the connections for those index pairs that do not exhibit any kind of correlation.
In what follows, index pairs of interest are discussed in more detail. Where appropriate we draw links to studies reporting similar or different results on different kinds of networks. In Table II each row (i.e., top to bottom) in every box reports averages measured over the CAIDA, Rocketfuel, MrInfoTier1 and -Transit datasets, respectively. The interested reader is referred to [12] for the full set of results while in the Appendix (i.e., Table VIII) she can find the respective table when the Kendall τ is used as correlation measure.
Betweenness vs. Degree centrality Degree centrality (DC) captures, at least phenomenally, a completely different notion 3 Especially for Uninett I and II networks, there are three snapshots of the same topology but with different link capacities; the original Uninett networks have a couple of links which are tagged with capacities given in min-max format and therefore we have reproduced the three snapshots by taking the minimum, maximum and mean value of the given capacity interval. 4 The summarizing graphs have been derived considering the corresponding averages of every coefficient for each dataset. The relevant Kendall coefficient and top-5% overlap averages (per dataset) appear, respectively, in Table VIII and IX of the Appendix. of centrality than Betweenness (BC). DC takes into account only the node's local neighbors, whereas BC considers the position of the node within the whole network. Therefore, in some cases DC can evaluate nodes' position very differently than BC; it may overestimate the importance of nodes belonging to isolated subgraphs (high DC-low BC) or underestimate the role of nodes acting as bridges between groups of nodes (low DC-high BC). On the other hand, high-degree nodes have better chances to be parts of the shortest paths linking node pairs. In our datasets, the two indices are found consistently highly correlated, in agreement with earlier studies [32] , [47] , [48] that report positive Pearson correlation between DC and BC over a wide range of networks such as random graphs and real-world complex networks. Pagerank vs. Degree centrality. Another interesting result, that is immediately apparent from Figure 2 , is the strong correlation between Pagerank and Degree centrality. Pagerank is principally defined for digraphs discriminating between incoming and outgoing connections at each node. For undirected general graphs, Grolmusz [49] shows that Pagerank is statistically close to the degree distribution but not identical. Furthermore, taking into account the aforementioned strong BC-DC correlation, a triangle-like schema emerges and may be of practical importance as it relates the only local index (i.e., Degree) with globally-determined ones (i.e., Pagerank and Betweenness centrality). Interestingly, significant positive correlation between these three indices (PG-DC-BC), with ρ values in [0.66, 0.95] for all three index pairs, is also reported by Yan and Ding [50] over coauthorship real-world data (directed graphs). Figure 3 .a describes the monotonic increase of the PG-DC correlation with the damping factor d of PG. Pagerank [18] is often approached as the steady-state distribution of the frequency of visits to the network nodes by a random walker a.
b. c. who each time either jumps towards another arbitrary network node with probability (1-d)/N, where N the cardinality of the network node set, or randomly follows an outbound link towards a neighboring node. As d increases the walker's long jumps get rarer and only 1-hop steps are feasible. Figure 3 .a (dashed line) also shows similar association between the damping factor and the PG-BC ρ values. Pagerank vs. Eigenvector centrality. PG, and EC centrality are the two spectral indices we experiment with. Both express the stationary probability of a random surfer to reside on some page while moving on the Web graph. Hence, one would expect some positive correlation between these indices. However, our results indicate the absence of such a relationship. A possible cause is that their actual interpretation differs as, contrary to EC, the PG Centrality utilizes the damping factor d to determine the "jump" probability. However, as a couple of indicative experiments suggest (Fig. 3.b) , the rank correlation between the two metrics increases yet does not reach very high values as d moves to unity i.e., the surfer moves only to neighboring pages. It seems then that d can only partially justify the poor PG-EC correlation strength; as the PG formula suggests (Table I ) a node's (i.e., Web page) PG rank value is evenly divided (L u term) over its neighbors, which for the case of undirected graphs corresponds to its DC value. The fact that DC index is found to be weekly correlated with EC (Table II) can further distort any anticipated PG-EC correlation.
Eccentricity vs. Closeness centrality. Another strong correlation that we observe in our correlation study involves the Eccentricity and Closeness centrality indices. Recalling the definitions of the two indices (ref. 
whenever
We can rewrite eq. 1 as
and eq. 2 as
Hence, the question becomes when the order in maximum index values (eq. 3) is also preserved for their averages (eq. 4) over a certain graph. This holds in several trivial graphs (e.g., line graph, rectangular grid) but not in all graphs. One simple counterexample is the 4-node star network with a 2-node line graph attached to one of its leaf nodes (compare the two indices for the hub node and the leaf node, where the line graph is attached). Additional remarks. There exist further centrality pairs yielding positive correlations, which are less straightforward to reason about. For instance, in our results, high rank correlation has been observed for pairs such as Eigenvector-Harmonic and Eigenvector-Closeness centrality. These findings seem consistent with previous results. Iyer et al. [51] have noticed that synthetic scale-free networks (whose degree distribution follows a power law, at least asymptotically) present moderate positive Pearson CC-EC correlation. Higher values (r=0.61) are reported for the case of networks with exponential degree distribution.
Elaborating more on this thread, we have tried to identify how the degree distribution relates to the EC-CC correlation. In Figure 4 left, we plot in log-log scale the degree distribution of a 411-node large AS out of the RocketFuel datasets, as a representative sample, with positive Pearson correlation be-tween EC and CC (r=0.65). The straight-line points to powerlaw degree distribution suggesting that this may be beneficial for the positive correlation, as in [51] . On the other hand, the scale-free property is not a necessary condition for high EC-CC correlation. In Figure 4 right, the degree distribution of a 645-node large mrinfo Transit AS clearly deviates from a power-law pattern, yet it features a considerably higher Pearson coefficient (r=0.78). Similar remarks hold for the EC-CC rank correlation over these snapshots (where we measure the corresponding Spearman ρ V =0.88 for the former and ρ V =0.96 for the latter one).
2) Top-k percentage overlap over binary graphs: So far, our correlation analysis has taken into account the full rankings produced by the seven centrality indices. We now focus our attention on the top-5% most central nodes identified by each index and investigate how large are the overlaps between different rankings. Our motivation for this set of experiments is the existence of network protocol instances that typically seek to exploit a small set of the top-central nodes [16] . Likewise, vulnerability studies of Internet graphs, as the one we carry out in Section IV, are concerned with the subset of most central nodes.
In Figure 2 .c we show a summarizing graph-based illustration of the overlap scores among the seven centrality indices. The bold solid lines (e.g., between CC-HC) denote what we consider as high top-5% overlap between two centralities i.e., beyond 70%. The dashed solid lines (e.g., between EC-HC) reflect overlap values between 40-70%, whereas the dashed plain lines represent looser relations for the corresponding pairs. Additionally, figure 5 presents the average overlap of nodes over all ASes of each dataset for the most significant centrality pairs. On the one hand the overlap of some indices (such as BC-CC or HC-BC) appear to be highly sensitive to the considered topology, with differences that reach 40% across different datasets. On the other, all pairs that are strongly correlated in terms of full rankings in III-B1 appear to be more weakly associated in terms of overlap values 5 . Exceptions to that rule are the HC-BC and CC-BC pairs that represent a slight increase of the relation strength when passing from the rank correlation to the overlap measure. Overall, only two of the centrality index pairs combine high overlap values with strong full rank-correlation (see Figure 2 .a): PG-DC and HC-CC, both exhibiting larger than 80% overlap in the top-5% node rankings they induce across all datasets, whereas all the other pairs hardly exceed the 60% value. This result should come as no surprise since rank correlation is determined over all network nodes rather than a subset of cardinality k. Let us look closer into the BC-DC pair. For these two indices, there is an apparent association between the nodes that are ranked in the last positions by the two indices; namely, nodes with the lowest DC value (i.e., DC=1) exhibit as well the lowest BC value (i.e., BC=0). Figure 6 illustrates how the number of nodes with DC=1 affects the rank correlation coefficients. It seems that (especially for the datasets of Caida and RocketFuel) the Spearman values between the considered indices increase with the number of DC=1 nodes. These nodes are expected to positively contribute to the DC-BC correlation as they also exhibit the lowest-ranked betweenness value (i.e., BC=0). At the same time, the ones with the top BC and DC values may not necessarily coincide as indicated in Table III . The above results suggest that the high DC-BC correlation is mainly due to nodes of lowest ranks. This observation warns against the actual value of high Spearman rank correlation coefficients between two indices. On the other hand, the overlap measure does not suffer from similar biases. The repercussions of this will become clearer in the results of the Section IV experiments.
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3) Correlation/overlap results over capacitated graphs: We have carried out a brief correlation study to identify how the node rankings generated by the indices, relate over the topology Zoo dataset. For determining the node rankings we had to carry out the centrality indices computations over weighted graphs. This was mainly a question of computing shortest paths over weighted graphs. Regarding the spectral indices, in the Topology Zoo experiments we only employ the EC index that lends to a straightforward extension over the weighted graphs (see paragraph II-A2). As such, we compute the Spearman correlation coefficients for the centrality pairs across all 18 snapshots. Table IV summarizes our results demonstrating the average and variance values for the measured coefficients, respectively. Those index pairs that were measured earlier to be strongly correlated over the binary graphs (i.e., Figure 2 .a), generally maintain similar relations over the capacitated Zoo networks. A relevant comment involves the BC-DC correlation which is again found high yet not as close to unity as before; ECC and EC appear in most cases highly correlated except for a few topologies that contribute to a high variance value for the coefficient average. Clearly, these results are shaped by both the topology and the link capacity values that are now taken into account for the corresponding index computations. In Table V we present our results for the overlap between the k% top central nodes averaged over the whole topology Zoo dataset. As their size is relatively small, we have chosen to set k = 15% in order to each time avail vectors of at least 5 nodes' size. Compared to the topk overlap measured over the binary graphs, we have found the same index pairs to exhibit high values; one exception is the HC-DC pair which now appears of considerably high overlap. Still, we will see in the experimentation section how theses overlap values reflect on the (similar) effects of the corresponding node removals.
IV. CENTRALITY AND NETWORK VULNERABILITY
The correlation study yields a first indirect indication of how different centrality indices compare and whether they could be interchanged in the context of a network protocol or analysis that draws on node rankings. The ultimate reply to this question is, however, protocol/analysis-dependent. In this section, we seek to come up with a reply in the context of the network vulnerability to node failures. More specifically, we ask how much different are the conclusions about the network vulnerability when its most central nodes are removed in line with the rankings induced by the different centrality indices 6 . The network vulnerability analysis is of interest to various parties. A potential attacker would like to know which centrality index can reveal the node set, whose removal has the the most significant impact on the network performance, so as to orchestrate the most effective attack. From the network operator's side, the dual aim is to identify and secure the most critical network nodes that, when shut-down by an attack, result in maximum network performance degradation. In this paper, we relate the term "performance" to fundamental connectivity and traffic capacity properties of the network rather than the scores achieved by specific protocols/applications. This way we get away with their engineering details that shape the end impact and place the emphasis on the network topologies as such.
A. Centrality-driven node removals and connectivity
Our study evaluates the impact of node removals on three different connectivity measures of the Internet graphs: (i) the size of the giant connected component; (ii) the total number of connected components in the graph; and (iii) the average shortest path length 7 between all nodes. Experiments are carried out over the binary datasets described in the subsection III-A2. Figure 7 presents a representative set of results showing the impact of centrality-driven node removals on the network connectivity. Experimental points correspond to removals up to 5% of the network size since the connectivity properties tend to stabilize thereafter. Apart from the three connectivity measures we also compute the Max/Min ratio (plotted in dashed line and measured on right Y axis); this is the fraction between the maximum and minimum value of the connectivity measure as obtained over all centrality indices. The Max/Min ratio essentially seeks to quantify the effectiveness loss in terms of network connectivity between the optimal and worst choice out of the considered indices. In view of the reported correlation results, one may expect that any two highly rank-correlated indices should have similar impact over the network connectivity, when used to drive node removals. Interestingly, our results suggest that this is rarely the case for all three connectivity measures. In what follows we comment on the experimentation outcomes seeking to relate them to the earlier observed correlations; conclusions are mainly drawn with respect to four highly-correlated index pairs (i.e., BC-DC, PG-DC, HC-CC and PG-BC) as well as a couple of weakly associated ones (e.g., HC-BC or BC-CC).
1) Size of giant connected component (GCC):
The size of Giant Connected Component (GCC) reflects the number of nodes being able to communicate with each other. The only consistent result here involves the least effective index. As Figs. 7.a and .d suggest removing vertices as determined by the Eccentricity measure, has the minimum impact on GCC. All other indices expose more quickly the vulnerability of the network. Yet, we cannot identify any dominance relationship among them across all datasets. However, the behavior of certain pairs such as the HC-CC and PG-DC is in good agreement with the earlier observed strong associations, both in rank-correlation and top-k overlap (i.e., ρ v and ov V higher than 0.85 and 85%, respectively); indeed, the corresponding curves in Figs 7.a and .d appear to (partially) coincide or exhibiting small GCC size differences as nodes are removed. A closer look reveals that it is the top-k overlap between two indices, rather than their rank-correlation, that essentially determines how similar is the impact of the corresponding removals. A relevant example is the index of BC and DC over AS1239 which in Fig 7. d demonstrate highly dissimilar impact; their measured top-5% overlap does not exceed 68% while the Spearman ρ v reaches 0.94.
Comparing the impact of the locally-determined, DCdriven removal against the globally-determined BC-driven one, Holme et al. [52] showed that the two types are equally harmful over synthetic (scale-free) topologies, while a distinct real-world co-authorship network appears more vulnerable to BC-driven attack. In our broad dataset of real-world topologies we do not witness expressions of the latter effect; on the contrary, the local DC index occasionally turns out to have more dramatic impact than the global BC. 2) Average shortest path length: Regarding the average shortest path length, there is no index that constantly exhibits the best or worst performance while all present a twofold behavior over every topology. First, the average path length increases and then, suddenly follows a fast decay (Figure 7 .b and .e). This fluctuation seems to mainly depend on how fast the centrality-driven node removals lead to the total network fragmentation. Potentially, there exists an upper bound of node removals that permits the giant component to maintain a relatively large size before its connectivity has been significantly diminished. Consequently, as long as the largest connected component maintains a significant size, the node removals result in increasingly longer paths between its node pairs; when the network has been broken down to several small clusters, further removals tend to create single isolated nodes and therefore, decrease the average shortest path. Looking at how the correlation results predict the impact of removals, we notice that the highly associated indices in both rankcorrelation and top-k overlap (i.e., HC-CC, PG-DC) again have similar impact, whereas those of slightly weaker association in at least one association metric (i.e., BC-DC, PG-BC), may affect the average shortest path length in considerably different ways.
3) Number of connected components: As far as the the number of connected components is concerned, ECC is again found the dominant index in terms of the least effective removal (Figure 7 .c and .f). According to the ECC notion [13] , a node is central when its maximum distance to any other node is close to the radius of the graph. Hence, a node can exhibit a significantly low ECC value when only a few other nodes lie far away (from it) in the topology. This sensitivity makes ECC assigning less significance to nodes considered highly-central with respect to other indices. So when removing the top-5% ranked nodes we may not actually refer to those holding prominent network locations and this prevents the fast fragmentation of the topology. In sharp contrast, DC and PG are together the dominant in terms of effectively partitioning the topology, as their earlier observed high association values suggest. Interestingly, DC, a purely local index succeeds in removing nodes that play critical role in connectivity as opposed to the other global and more complex ones (except for PG). On the other hand, BC and DC which were also found strongly rank-correlated yet of weaker top-k overlap, cause different impact over the connected components. Removing vertices according to DC, the number of components increases constantly compared to the impact of the BC-driven node removals. This implies that the network connectivity mainly relies on strategic hub-nodes rather than bridge nodes that are typically of high BC. Figure 7 clearly shows that the removal of the most central nodes may have a significantly varying impact depending on which centrality index is used to determine them. Conceptually, for each number k of removed nodes, one can identify best-and worstcase values, m bc (k) and m wc (k) respectively, for all three performance metrics plotted in Fig. 7 . These values may be obtained by different centrality indices as the considered metric m changes and outline an envelope. Such envelopes define the shaded area in Figs 8.a,b . What we ask next is where in this envelope the metric values corresponding to the degree centrality, lie. Essentially, we would like to quantify how close to the best-/worst-case is the impact of removals when directed by the single locally computable centrality index.
4) Local vs. global centrality indices:
To this end, for each centrality index c, topology G, number of removed nodes k and performance metric m(k; c) we define a normalized distance measure, hereafter called impact factor IF G (k; c) as:
Note that depending on the metric, the worst-case value may coincide with the minimum or maximum value the metric gets over all indices. It is then straightforward to derive a topologyaverage measure of the impact factor as:
where K is the set of k values considered in the evaluation. Clearly, both IF G (k; c), k ∈ K and IF G (c) take values in [0, 1]. We are particularly interested in IF G (DC) and Figure 8 .c plots the empirical probability mass function of the IF G (DC) values over all topologies of a given dataset, when the metric m is taken to be the size of the giant connected component. Despite its local nature, DC is proved in most cases to cause significant impact on the giant connected component. To which extent this impact approximates the most effective removal appears to depend on the underlying network topology. Over the CAIDA networks DC can closely approximate the most effective index while it seems to offer a less effective approximation over the Rocketfuel topologies. Finally, in the mrinfo (Tier-1) and (Transit) topologies, considerable mass appears for medium and high IF G (DC) values, respectively. This renders DC as an option of very low effectiveness for both datasets.
B. Centrality-driven node removals and traffic capacity
We now turn our attention to a much less investigated topic, the comparative impact of centrality-driven node removals on the network traffic serving capacity.
Such a task is not straightforward. One approach would be to consider a given traffic matrix, determining either the node pairs that exchange traffic only or the node pairs plus the average traffic loads that are (expected to be) served for each one of them. Then, the traffic-serving capacity of the network could be given by the solution of some version of the multicommodity flow (MCF) problem [12] . Yet doing so bears two significant challenges: First, the traffic demand matrix is rarely known a priori and often varies broadly over different time scales. Secondly, and most importantly, the MCF problem is an NP-complete problem [54] , with the computational complexity raising fast with the number of commodities.
To overcome those limitations, we have taken a simpler approach and estimate the traffic serving capacity of the network as the sum of maximum flows over all network node pairs. Namely, we iterate over all node pairs and for each pair we solve an instance of the maximum flow problem, i.e., compute the maximum traffic load that can be served by the network when only the particular pair transfers traffic across the network. Clearly, this sum is a (very) loose upper bound of the traffic load that can simultaneously be served by the network. However, it provides a traffic load-neutral measure of what can the network carry and how is this affected when a variable number of nodes is removed. For the solution of the the maximum flow problem we have employed the Edmonds-Karp algorithm [55] with a O(V · E 2 ) polynomialtime complexity (where V and E is the total number of nodes and edges, respectively).
1) Experimentation methodology and results:
Our experimental study was carried out over the Zoo Internet topologies with capacitated links, described in Section III-A2. We remove nodes in decreasing order of centrality and measure the aggregate maximum flow over all node pairs.
The computed aggregate maximum flow over an indicative set of networks is plotted in Fig. 9 . We have obtained similar results for the rest of the topology Zoo dataset (18 snapshots in total). The rate of aggregate max flow reduction with the fraction of removed nodes varies wildely, as shown in Fig. 9 . This results in high best-to worst-case flow values and wide envelopes, as shown in Fig. 10.a) . Highly correlated index pairs, especially those with high top-k overlaps, impact the accommodated flow in similar ways (i.e., intersection of corresponding curves). In particular, certain index pairs that have been earlier measured with high rank-correlation, and most notably overlap of the top central nodes, yield similar curves over a sequence of removals; for instance, the highly associated pairs of EC-CC, EC-HC and HC-CC (see Tables IV and V) are seen in Figs. 9.b and .c. Similar impact of BC-and DC-driver node removals has been reported over synthetic graphs (i.e., Erdős-Rényi and small-world networks) in [56] , yet in our case the impact of these two indices is typically different over the considered Internet snapshots. Finally, weakly correlated pairs such as EC-BC and ECC-BC, inline with intuition, yield well-separated aggregate flow curves. On a positive note, when node removals are driven by the DC index, the resulting aggregate maximum flow in most cases of Fig. 9 is very close to the worst achieved over all indices. This is more clearly shown in the empirical probability mass function of the IF G (DC) measure in Fig. 10 .b, whose mass is highly concentrated in (very) low values close to zero. On the contrary, the considered networks exhibit their highest resilience against the ECC-driven node removals. This behavior can be explained along the same arguments employed earlier, when discussing the impact of node removals on the connected components. Having a single node i.e., the furthest one determine the ECC value may result in some of the most central nodes not being included in the top positions of the ECC ranking.
V. RELATED WORK
We group relevant work in literature along two threads: Surveys and categorization of centrality indices: Our detailed survey of more than 30 different centrality indices appears in [12] . Similar studies are rare in literature despite the extended use of centrality indices. One of the first relevant attempts dates back to 1979. Freeman reviewed several centrality indices that had been introduced by that time and reduced them down to three fundamental centrality notions, expressed by the degree, closeness and betweenness centrality [7] . More recently, Borgatti [38] introduced a typology of the different flows that may occur through a network and accordingly associated the various centrality measures with the flows that they are most appropriate for. Whereas the graph-theoretic review in [34] classifies centrality measures on the basis of the requirements posed by their calculation. Compared to these works, our approach reviews a great body of centrality indices, with very different origin and motivation, and seeks to classify them along multiple dimensions. At the same time we retain special interest for "engineering" properties such as the complexity related to the computation of the indices in distributed Internet environments.
Correlation of indices and use for network resilience studies: Likewise limited are the correlation studies of centrality indices. Two studies we are aware of compute linear correlation values between the two most well-known indices (e.g., degree and betweenness centrality); the first employs a random network and a couple of real-world topologies with a single router-level snapshot [47] , while the second presents experiments over three AS-level snapshots representing the same network along three consecutive years [48] . Neither of the two works assesses how the network is affected when different centrality indices are used to direct intelligent attacks. On the other hand, there is significantly richer literature with respect to attacks that are directed towards the most central network nodes. Most of them concern synthetic graphs and the attack impact is measured through purely topological measures. The scale free topologies have been found vulnerable to highdegree nodes [57] . In [52] , attacks target the high-degree and -betweenness nodes in a real-world AS-level topology. The two attacks are found equally harmful in terms of the inverse geodesic length and the number of connected components in the residual network. More recently, the work in [58] considers both random node failure and centrality-driven node attacks in the context of a more general network topological robustness framework. Experimenting with families of random graphs, power grids, railway and co-authorship networks the authors show that many centrality indices drive removals of similar impact and that DC and EC relate to the most harmful ones.
Similar experimental results on the vulnerability of the Internet router-level graphs to centrality-driven node attacks seem to be missing, especially when the studied network property is the accommodated traffic. In an earlier work [32] , we have related the correlation values between socio-and egocentric BC computations with the effectiveness of the local centrality-driven content search over ISP networks. Here, we generalize the approach by considering an extended set of centrality indices/topologies and adding traffic-carrying capacity measures to the network resilience context.
VI. CONCLUSIONS
Our paper has iterated on the broad variety of indices that embody and quantify point centrality, a popular concept borrowed from the Social Network Analysis and increasingly used in information network analysis and protocol design. Our starting point is a novel classification scheme that attempts to systematically characterize more than thirty indices proposed over the last sixty years by sociologists, physicists, and, to a lesser extent, biologists and computer scientists.
We have then chosen the seven most popular and representative of these indices and derived how they rank the nodes of more than 40 router-level topologies. We have found high rank correlations of certain index pairs such as DC-BC and DC-PG that persist across all four topology datasets we experiment with. Yet a significant part of the high full rank correlation is due to the nodes that are ranked last (e.g., DC=1, BC=0) so that the association weakens when we consider the overlap between the sets of the top-5% most central nodes only. In several cases, these findings stand in agreement with what has been reported in literature for other types of real and synthetic networks.
Finally, we have experimentally assessed the impact of removing the most central nodes of the network, as determined by each index, on its connectivity properties and traffic-serving capacity. As expected, it is the top-5% overlap rather than the full rank correlation that can predicts more accurately when the node removals that are determined by two different indices have similar impact on the network. This is a warning against the widespread use of full rank correlation as a proxy for the "equivalence" of two indices. In general, the use of different indices for the choice of to-be-removed nodes varies significantly the impact of the network. Whereas ECC is consistently the index with the least impact, the indices that induce the more dramatic changes on the network performance change with the topology and performance measure. However, and less intuitively, the single index that can be computed through local-only information (i.e., DC) appears to approximate closely the worst-case impact on the network traffic capacity.
One hint for vulnerability analysis out of these results is that the added complexity of global indices may be escaped when we want an estimate of what is the worst-case impact on the network. A second hint towards attackers (network operators) is that it might be worth considering attacking (resp. better defending) a set of nodes that results from mixing the rankings of two indices, e.g., one local and one global. In this case, the top-k overlap measure between the two ranking could serve as criterion for the efficiency of this mixing: if it is high, then there is little more to gain by mixing; if it is low, then mixing might generate a node set, whose removal affects the network even more dramatically. This is a direction that we are currently investigating. 
C. Averages of Top-k overlap values per dataset
Next we present the top-5% overlap value between each index pair, averaged over all snapshots of the CAIDA, Rocketfuel, mrinfo-Tier-1 and -Transit datasets. 
