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RÉSUMÉ 
L'objectif visé dans ce travail consiste en la présentation du polynôme de Tutte, 
et ce à la manière de son idéateur, M. vVilliam Thomas Tutte. Nous dressons égale­
ment un portrait de l'éventail des applications possibles de ce polynôme, notamment en 
théorie des graphes, en physique de la mécanique statistique, de même qu'en théorie des 
noeuds. À cet égard, nous faisons la démonstration que le polynôme de Tutte admet 
une spécialisation en terme de la fonction de partition d'un modèle de Potts, ainsi qu'en 
terme du polynôme de Jones d'un entrelacs alterné. 
Ce travail se conclut par une série de calculs sur les graphes 2-connexes ct con­
nexes, pour lesquels nous utilisons une équation fonctionnelle bien connue de la théorie 
des espèces, de même que des fonctions de poids bloc-multiplicatives. 
Ces calculs nous ont permis, entre autres, d'établir l'égalité entre le poids total 
des À-flots à flux non nuls sur les graphes 2-connexes à quatre sommets et le nombre 
de marelles de longueur trois dans 1'hypercu be de dimension À - 1. 
Mots clés: Polynôme de Tutte, polynôme chromatique, polynôme de flot, polynôme 
de fiabilité, polynôme de Jones, entrelacs alterné, fonction de partition, modèle de Potts, 
graphes 2-connexes. 
INTRODUCTION 
William Thomas Tutte est né en Angleterre, dans le comté de Suffolk dans la ville 
de Newmarket. Il est le fils de M. William John Tutte, un jardinier, et de Mme Annie 
Newell, une cuisinière. A cette époque, ses deux parents travaillaient pour la maison 
Fitzroy, un endroit à Newmarket où l'on élevait des chevaux de course. 
lVlême si 'William Tutte a connu du succès auprès de la communauté mathématique 
internationale, ce n'est pas alL"X mathématiques que le jeune Tutte s'intéresse d'abord, 
mais c'est plutôt à la chimie. Ce n'est qu'au niveau du doctorat qu'il a finalement 
opté pour les mathématiques, après avoir contribué à la victoire des Alliés pendant la 
Deuxième Guerre mondiale. Un héros de guerre que ce M.Tutte ... 
Alors qu'il était chercheur en chimie à Cambridge et que la Deuxième Guerre 
mondiale débutait, son directeur de recherche remarqua les talents mathématiques de 
son jeune chercheur et décida de le recommander à Bletchley Park, un endroit où l'on 
décryptait des messages de guerre codés en provenance de l'ennemi. C'est ainsi qu'en 
janvier 1941, il se retrouve en poste à Bletchley Parle 
Son effort de guerre fut considérable. Il a réussi à décrypter un message de guerre 
de nature FISH, un type d'encryptage utilisé par les allemands pour communiquer des 
informations stratégiques. Le premier message de ce type intercepté par Bletchley Park 
fut disponible en 1941, alors que les Allemands tentaient d'envoyer une communication 
à Athènes concernant la prise de la ville de Vienne en Autriche. Le 30 août 1941, un 
officier de radio allemand commet une erreur en envoyant deux fois le même message, 
dont le deuxième comprend des modifications visant à corriger la ponctuation du premier 
message. En analysant ces deux messages, Tutte fut capable de déduire la structure de 
la machine qui envoyait les messages, et ce après quatre mois d'intense travail. 
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En examinant la logique dans les caractères utilisés dans le message, Tutte a 
déduit que cette machine comportait une roue de 41 dents, et une seconde roue de 
31 dents. En jumelant son travail avec celui de ses collègues de Bletchley Park, il a 
découvert que cette machine comportait 12 roues et il a compris de quelle manière ces 
roues étaient reliées ensemble. 
Après avoir bien compris le fonctionnement de la machine qui envoyait les mes­
sages allemands, Tutte a conçu un algorithme permettant de décripter les messages à 
venir. En 1943, l'algorithme était devenu trop complexe pour être effectué à la main, 
de sorte qu'on construisit un ordinateur, nommé Colossus, pour effectuer l'algorithme 
de Tutte décriptant les messages FISH. L'algorithme de Tutte et l'ordinateur Colossus 
jouèrent un rôle important jusqu'à la fin de la guerre. 
Après avoir servi son pays à Bletchley Park, Tutte compléta un doctorat en math­
ématiques en 1948. À cette occasion, Donald Coxeter, un mathématicien émérite 
canadien bien connu pour les groupes qui portent son nom, l'invita à poursuivre son 
post-doctorat à l'Université de Toronto. Ce qu'il fit. Par la suite, William Tutte 
publia de nombreux articles et livres et devint un pillier de la théorie des graphes et 
des matroïdes. Il exerça sa profession à l'Université de Waterloo, au Canada, où il 
contribua grandement à l'essor de la faculté en fondant le département de combinatoire 
et d'optimisation. 
On dit de lui qu'il était quelqu'un de timide possédant un caractère placide, 
conservant son calme en toute circonstance, toujours serein. Il est décédé à vVaterloo 
au Canada, le 2 mai 2002. 
Le polynôme que nous a laissé M. Tutte est intéressant puisqu'il est très riche 
en informations à propos d'un graphe. À cet égard, le polynôme de Tutte constitue, 
notamment, une généralisation des polynômes chromatique, de Hot et de fiabilité. Il 
est également possible de le généraliser pour le définir clans le contexte des matroYcles, 
qui constituent une généralisation des ensembles indépendants. 
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En physique de la mécanique statistique, le polynôme de Tutte joue un rôle dans 
le modèle de Potts, alors qu'il peut se spécialiser en une fonction, dite de partition, qui 
est centrale dans ce domaine. Le modèle de Potts concerne la théorie des phénomènes 
critiques, par exemple les transitions de phases. 
En théorie des noeuds, le polynôme de Tutte se manifeste sous la forme d'un 
invariant de noeuds, notion centrale dans cette théorie. L'une des questions fondamen­
tales en théorie des noeucls consiste à pouvoir déterminer si deux noeuds appartiennent 
ou non à la même classe isotopique de noeuds. Pour ce faire, on a développé une série 
d'instruments, appelés invariants de noeud, où l'invariant en question constitue une 
caractéristique distincte d'une classe de noeuds. Le polynôme de Tutte se spécialise, 
pour un type de noeud spécifique, en le polynôme cle Jones, un invariant de noeud bien 
connu développé par Vaughan F.R. Jones dans les années 1980. 
Il est probable que d'autres liens puissent être établis entre le polynôme de Tutte 
et d'autres domaines des mathématiques ou des sciences en général, puisque la notion 
de graphe est fondamentale dans de nombreux contextes, notamment en biologie et en 
chimie. 
CHAPITRE l 
PRÉSENTATION DU POLYNÔME DE TUTTE 
1.1 Quelques définitions préliminaires 
Cette section vise à introduire l'ensemble des concepts cie base de la théorie des 
graphes qui seront nécessaires tout au long cie ce travail. Plus particulièrement, les 
notions de suppression et de contraction d'arêtes et cie nombre cyclomatique serviront 
dans la définition et l'utilisation clu polynôme de Tutte. 
Définition 1 Un m'ultigraphe avec boucles G est un triplet (V, E,I) = (V(G),E(G),I) 
défini comme suit: 
(i) V := Ensemble fini des sommets du graphe G 
(ii) E:= Ensemble fini des arêtes du graphe G 
(iii) l : E PdV) U P2(V) est appelée la fonction d'incidence, où Pk(V) désigne----1 
l'ensemble des parties de V ayant k éléments, c'est-à-dire 
Pk(V) = {U 1U ç V et lUI = k}. 
Les arêtes e E E telles que l (e) E Pl (V) sont appelées des boucles (ou singletons) 
et les arêtes e E E telles que l(e) E P2(V) sont appelées des liens (ou paires). 
Lorsque les ensembles V et E sont vides, on obtient le graphe vide (ou le graphe 
nul) et on le note O. On dit d'un sommet v E V qu'il est incident à une arête e E E 
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si v E I(e). On dénote par Po(G) le nombre de composantes connexes de G. On dit 
d'un graphe qu'il est connexe s'il possède une seule composante connexe. 
Exemple 2 Soit g = (V, E, 1) le graphe tel que 
V {1,2,3,4},
 
E {a, b, c, d, e, I, 9, h, i, j, le} .
 
Supposons que la fonction d'incidence l soit définie par I(a) = {1,4}, I(b) = {1,2}, 
I(c) = {2,3}, I(d) = {3,4}, I(e) = {4}, lU) = 1(9) = I(h) = {1,3}, I(i) = I(j) = 
I(Ie) = {2}. Le multigraphe avec boucles g est représenté à la figure 1.1. On remarque 






Figure 1.1 Le multigraphe avec boucles g étiqueté aux sommets et aux arêtes 
Dans le but d'alléger la notation, le terme graphe sera utilisé pour signifier un 
multigraphe avec boucles, à moins d'avis contraire. 
Définition 3 Soit G = (V, E, 1) et H = (W, F, J) deux graphes. On dit que G et H 
sont disjoints s'ils ne partagent aucun sommet ni aucune arête, c'est-à-dire si V n l'V = 0 
etEnF=0. 
Définition 4 On dit qu'un graphe G est la somme de delL'C graphes H et K, et on 
écrit G = H + K, si V(G) est l'union disjointe de V(H) et V(K), et E(G) est l'union 
disjointe de E(H) et E(K). 
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Définition 5 Soit G = (V, E, I) un graphe. On dit que H = (W, F, J) est un sous­
graphe de G si TV ç V, F ç E et J = IIF. On écrit alors H ç G. 
Définition 6 Soit G = (V, E,I) un graphe et soient H = (VI, El ,IIE l ) ç G et K = 
(V2 , E2, IIE2) ç G deux sous-graphes de G. L'lmion de H et K, notée Hu K, est un 
sous-graphe de G, où 
V(HUK) 
E(HUK) 
L'intersection de H et K, notée H n K, est également un sous-graphe de G, où 
V (H n K) 
E(HnK) 
Définition 7 Soit G = (V, E, I) un graphe. On dit que H = (TV, F, J) est un sous­
graphe couvrant de G si H est un sous-graphe de G et qu'en plus V = v\l. On note H 
par GIF pour signifier la restriction de G au sous-ensemble d'arêtes F ç E. 
Exemple 8 Le graphe défini par le triplet {V, {c, e, I, g, j} ,I} représente un sous­
graphe couvrant du graphe g de l'exemple 2. Il est représenté à la figure 1.2. 
2 
3 
Figure 1.2 Un sous-graphe couvrant du graphe g 
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Définition 9 Soient G = (V, E, 1) et H = (W, F, J) deux graphes. On dit que les 
graphes G et H sont isomorphes s'il existe une paire ordonnée de fonctions bijectives 
() = (f,g), f: V ~ W et g: E ~ F, qui satisfont la condition suivante: Le sommet 
x E V est incident à l'arête a E E si et seulement si le sommet f(x) E West incident à 
l'arête g(a) E F. Cela se résume par le diagramme commutatif suivant: 
1E ------? 
gl 
On écrit alors G :::: H. 
Définition 10 Soit G = (V, E, 1) un graphe. Faire la suppression d'une arête a E E 
consiste à considérer le sous-graphe couvrant H = (W, F, 1) ç G défini par 
W V (1.1) 
F E - {a} 
On note G~ le sous-graphe couvrant résultant. 





Figure 1.3 Le graphe 9 dont l'arête b a été supprimée 
Définition 11 Soit G = (V, E, 1) un graphe, et soit 5 et T deux sous-ensembles com­
plémentaires de E, c'est-à-dire que {5, T} forme une partition de E. Considérons le 
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sous-graphe couvrant Gis = (V, S) de G. On définit le graphe G~ = (W, F, J) obtenu 
par la contraction de l'ensemble S de la façon suivante: 
W:= Ensemble des composantes connexes de Gis. 
F;= Le sous-ensemble T avec les particularités suivantes: 
(i) Si une arête t E T dans G joint deux sommets qui font partie 
de la même composante connexe de Gis, alors elle est une 
boucle dans le graphe G~" ayant pour sommet d'incidence 
cette composante connexe. 
(ii) Si une arête t E T dans G joint deux sommets qui ne font pas partie de 
la même composante connexe de Gis, alors elle est une arête dans 
le graphe G~ qui joint ces deux composantes connexes. 
Les figures 1.4 et 1.5 illustrent la contraction d'un sous-ensemble d'arêtes. 
Figure 1.4 Un graphe G = (V, E, 1) avec E = SUT, où S est représenté par les arêtes 
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Figure 1.5 Le graphe G~ issu de G par la contraction de S 
Proposition 12 Soit G = (V, E, 1) un graphe et soit S un sous-ensemble de E. Alors 
po(G~) = po(G) (1.2) 
Preuve Voir la preuve dans le livre de Tutte (1984) à la page 35. • 
Ce qui nous intéresse davantage dans ce travail, c'est le cas particulier de la 
contraction de S lorsqu'il est réduit à une seule arête. C'est ce qu'on appelle faire la 
contraction d'une arête. 
Définition 13 Soit G = (V, E,I) un graphe. Faire la contraction d"une arête a E E 
consiste à restreindre, dans la définition 11, l'ensemble S à l'unique arête {a}. Dans ce 
cas, nous avons 
S {a} (1.3) 
T E - {a} 
On note G~ le graphe résultant. 
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Corollaire 14 Soit G = (V, E, 1) un graphe et soit a E E une arête de G (soit une 
boucle ou un lien). Alors 
po(G~) = po(G). (1.4) 
Preuve C'est une conséquence directe de la proposition 12. • 
Voici un exemple qui illustre la contraction d'une arête. 
Exemple 15 Reprenons le graphe 9 de l'exemple 2, tel qu'illustré à la figure 1.6. 
4 
3 
Figure 1.6 Le graphe 9 
La figure 1.7 illustre différents choix d'arêtes pour la contraction de g. 
(1) (ii) (Ill) 
Figure 1.7 La contraction dans 9 de l'arête (i) a, (ii) 9 et (iii) i. 
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Il est à noter que lorsque l'on contracte un lien, les deux sommets incidents au 
lien forment ensuite un seul sommet. On peut l'étiqueter arbitrairement, ou on peut le 
noter par les deux étiquettes d'origine collées ensemble. C'est le cas aux figures 1.7 (i) 
et (ii), où le sommet résultant de la contraction d'un lien est étiqueté respectivement 14 
et 13. À la figure 1.7 (iii), on contracte une boucle de sorte que l'étiquette du sommet 
incident à cette boucle est inchangée. 
On remarque en particulier que si a est une boucle, alors G~ = G~. 
Nous introduisons maintenant le concept de nombre cyclomatique d'un graphe. 
Ce concept est fondamental puisqu'il intervient directement dans la définition du polynô­
me de Tutte. 
Définition 16 Soit G = (V, E, I) un graphe. Le nombre cyclomatique Pl (G) de G est 
défini comme étant 
Pl(G) = IEI-IVI +po(G) (1.5) 
Par exemple, le graphe fi de la figure 1.1 a un nombre cyclomatique égal à 8, 
c'est-à-dire que pdG) = 11 arêtes - 4 sommets + 1 composante connexe. 
Afin de mieux comprendre la notion de nombre cyclomatique, nous introduisons 
la notion d'espace vectoriel de cycles. 
Définition 17 Soit G = (V, E, I) un multigraphe avec boucles. Une orientat'ion D 
de G est une fonction D : E --+ V x V compatible avec la fonction d'incidence I, 
c'est-à-dire telle que le diagramme suivant commute: 
E ~ VxV 
l "'" l q 
Pl (V) U P2 (V) 
où la fonction q est définie naturellement par 
si y = x,q((x,y)) = { {x} 
{x,y} si y i- x. 
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Si D(e) = (x, y), on dit que x est la source de l'arc e et que y est le but de l'arc 
e. De plus, on note o:(e) = x et ,8(e) = y. La condition de compatibilité signifie 
simplement que la source et le but de tout arc sont justement les sommets incidents à 
e. 
Remarque 18 La donnée des fonctions 0:, (3 : E ----'> V caractérise parfaitement le 
couple (C, D) et on parle alors de multigraphe orienté pour désigner cette si tuation. 
Définition 19 Un multigraphe orienté est un quadruplet (V, E, 0:, (3), où 0: et ,8 sont 
des fonctions E V. Les éléments de E sont désormais appelés des arcs. On appelle------7 
également carquois ce quadruplet. 
Définition 20 Soit C = (V, E, 0:, (3) un multigraphe orienté. Un chemin de longue'ur 
k dans C est une suite d'arcs (el,e2, ... ,ek) consécutifs de C, c'est-à-dire tels que 
(3 (ei) = 0: (ei+l), pour i = 1,2, ... , k - 1. On dit que 0: (el) est la source du chemin et 
(3 (ek) es t le but du chemin. 
Définition 21 Soit C = (V,E,o:,(3) un multigraphe orienté. Un C'i'rcuzt en x E V, de 
longueur k, est un chemin de longueur k de source x et de but x. 
Définition 22 Un cycle d'un multigraphe orienté C est un circuit du graphe Cu copp, 
où COPP est le graphe obtenu en renversant l'orientation de chaque arc de C. 
La définition 22 indique que dans un cycle, on peut parcourir les arcs d'un graphe 
dans le sens de leur orientation ou dans le sens inverse. 
Définition 23 Soit C = (V, E, 0:, (3) un multigraphe orienté, avec lEI = m > O. 
Posons E = {1,2, ... ,m}. A chaque cycle c de C, on associe un vecteur v(c) 
(Vi, V2, ... ,Vm ) E JRm défini selon la règle suivante: pour i = 1,2, ... ,m, Vi = Pi - ni, 
où Pi = nombre d'occurrences positives de l'arc i dans le cycle c et ni = nombre 
d'occurrences négatives de l'arc i dans le cycle c. Ici, une occurrence est positive (resp. 
négative) si l'arc dans le cycle est parcouru dans le sens de son orientation (resp. le sens 
inverse de son orientation). 
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Définition 24 Soit C = (V,E,cx,(3) un multigraphe orienté, où E = {1,2, ... ,m}. 
L'espace vectoriel des cycles de C, noté Cyc(C), est le sous-espace vectoriel de IRm 
engendré par les vecteurs de cycles de C. En d'autres termes, 
Cyc(C) = W ({ v(c) 1 c cycle de C}) , (1.6) 
où W représente le sous-espace engendré. 
Remarque 25 Pour tout graphe C, le nombre cyclomatique de C est égal à la dimen­
sion de l'espace vectoriel Cyc(C) des cycles de C, à savoir 
Pl (C) = dim Cyc(C). (1.7) 
La preuve de ce résultat se fait par récurrence sur le nombre d'arcs du graphe C. Pour 
plus de détails, voir dans le livre de Berge et Gouila-Houri (1962). 
Remarque 26 Pour tout graphe C, Pl (C) '2': O. Ce résultat est une conséquence 
directe de la remarque précédente. On peut aussi le voir par récurrence sur le nombre 
d'arêtes de C, comme on le constate dans la preuve de la proposition 41 (ii). 
Voici l'énoncé cl 'une proposition concernant le nombre cyclomatique d'un graphe 
qui s'avérera utile plus loin dans ce travail. 
Proposition 27 Le nombre cyclomatique d'un graphe est égal à la somme des nombres 
cyclomatiques de ses composantes connexes. 
Preuve Soit un graphe C = (V, E, 1) possédant m composantes connexes, notons-
les C1 ,C2, ... ,Cm , où Cj = (Vj,Ej,IIEJ pour tout j. Nous avons donc, 'ï/j E 
{1,2, ... ,m}, 
ce qui entraîne 
'm 
LPI(Cj ) = IEI-IVI + m = Pl(C), 
j=l 
Nous obtenons bien le résultat souhaité.• 
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Proposition 28 Soit G = (V, E,I) un graphe et soit a E E une arête de G. 
(i) Si a est une boucle, alors 
(1.8) 
(ii) Si a est un lien, alors 
(1.9) 
Preuve 
(i) Supposons que a E E soit une boucle. Dans ce cas, lEI = iE (G~) + 1 et1 
IVI = IV(G~)I· De plus, on a po(G~) = po(G) par (1.4). On a donc 
Pl(G)	 (IE(G~)I + 1) -IV(G~)I + po(G~) 
Pl(G~) + 1. 
(ii) Supposons que a E E soit un lien. Dans ce cas, lEI = IE(G~) 1 + 1 et IVI = 
IV(G~)I + 1. De plus, on a po(G~) = po(G) par (1.4), de sorte que 
Pl(G)	 IE(G)I-IV(G)I + po(G) 
( 1E (G~) 1+ 1) - (1 V (G~) 1 + 1) + Po (G~) 
Pl(G~) . 
• 
1.2 Les	 V-Fonctions 
1.2.1 La fonction de graphes fe(G;~) 
Dans cette section, nous allons introduire le concept de V-fonction, de même que 
les fonctions .te et Q, qui nous permettront de définir le polynôme de Tutte. 
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Définition 29 On dit d'une fonction f qu'elle est une fonction de graphes si f est 
définie sur les graphes et si pour deux graphes isomorphes G et H, f(G) = f(H). 
Définition 30 On dit d'une fonction de graphes f qu'elle est une V-fonction si elle 
satisfait les trois conditions suivantes: 
(i) Si G = °est le graphe nul, alors 
f(G)=1.	 (1.10) 
(ii)	 Si un graphe G = H + K est la somme (disjointe) de deux graphes H et K, alors 
f( G)	 = f(H) . f(K). (1.11a) 
(iii)	 Si G est un graphe et si a est un lien de G (c'est-à-dire une arête qui n'est pas 
une boucle), alors 
f(G) = f(G~) + f(G~). (1.12) 
On remarque que les conditions (i) et (ii) sont cohérentes entre elles, puisqu'il est 
toujours possible de considérer un graphe comme étant la somme de lui-même et du 
graphe nul. 
Un résultat important à propos des V-fonctions est le fait qu'elles peuvent être 
déterminées de façon unique si l'on connaît les valeurs qu'elles prennent sur des graphes 
bien choisis. 
Proposition 31 Toute V-fonction f est uniquement déterrninée par ses 'Valeurs prises 
sur les graphes constitués d'un unique sommet et d'un bouquet de boucles. 
Preuve La preuve se fait par induction sur le nombre de liens, c'est-à-dire les arêtes 
qui ne sont pas des boucles. 
Soit G un graphe et soit l(G) le nombre de liens de G (1 pour link en anglais ou 
lien en français). Si I(G) = 0, alors G est formé uniquement de sommets possédant 
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chacun un nombre positif (possiblement nul) de boucles. Notons par Hi les composantes 
connexes de G. Par l'application répétée de (1.11a), on obtient 
f( G) = TI f(Hi). 
Dans ce cas, f( G) est entièrement déterminée par la valeur de f sur les sous-graphes 
Hi· 
Supposons maintenant que l (G) m > O. On choisit un lien a de G et on 
obtient, par (1.12), 
f(G) = f(G~) + f(G~), 
avec l(G~) = m -1 et l(G~) :s: m - 1. Par hypothèse d'induction, f(G~) et f(G~) sont 
uniquement déterminées, donc f( G) l'est également. • 
Introcl uisons maintenant une famille Q = {sa, SI, S2, ... } de variables formelles. 
Définition 32 Pour tout graphe G, on définit le poids 'Wc(G) par 
'Wc(G) = II s;; = l, (1.13) 
m~O 
où pour m ~ 0, i m est le nombre de composantes connexes de G de nombre cyclomatique 
m. 
Comme tous les graphes G possèdent un nombre fini de composantes connexes, 
'Wc(G) est un monôme (produit fini) qui décrit, en fait, la distribution des nombres cyclo­
matiques des composantes connexes de G. La proposition qui suit concerne l'évaluation 
de la fonction de poids Wc sur le graphe nul et sur la somme de deux graphes. 
Proposition 33 Soit G un graphe et soit 'wc (G) 10, fonction de poids définie par (1.13). 
1. Si G = 0 est le graphe nul) alors 
(1.14) 
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2. Si G + H est la somme (disjointe) des graphes G et H, alors 
(1.15) 
Preuve 
1. Soit G =°le graphe nul. Alors 'Wc(o) = f1rn~o s~7 = !;z.!. avec 1. = (0,0,0, ... ) = Q. 
Donc wc(o) = §.Q. = 1. 
2. Puisque G + H est la somme disjointe des graphes G et H, on voit que 't;j m 2: 0, 
De cette façon, on a 
II Sim(G+J-f)ln 
m~O 
II s~(G) II s~(J-f) 
m.~O rn~O 
wc(G) ·wc(H) . 
• 
Considérons un graphe G = (V, E, 1) et notons par S(G) l'ensemble des sous­
graphes couvrants de G. On remarque que S(G) = P(E), où P(X) désigne l'ensemble 
des parties de X. Pour tout graphe G, on désigne par IS(G)lwc le poids total (pour wc) 
de l'ensemble des sous-graphes couvrants de G, c'est-à-dire que 
IS(G)lwc = L wc(H). (1.16) 
J-fES(G) 
Maintenant, nous introduisons deux lemmes à propos de l'ensemble S(G). 
Lemme 34 Soit G et H deux graphes disjoints. Alors 
IS(G + H)lwc = IS(G)I·wc . IS(H)lwc (1.17) 
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Preuve Considérons l'ensemble S(G + H) des sous-graphes couvrants de G + H. 
Alors il existe un isomorphisme d'ensembles pondérés S(G + H) -:::: S(G) x S(H), où le 
x désigne le produit cartésien d'ensembles. En effet, pour tout sous-graphe couvrant 
K ç (G + H), on associe bijectivement un couple de sous-graphes couvrants (KG,KH) 
définis par KG = K n G et K H = K n H. On remarque que K = KG + K H de sorte 
que par (1.15), wc(K) = wc(KG)' wc(KH ). On a donc 




La dernière égalité s'obtient directement à partir des propriétés des ensembles pondérés . 
• 
Lemme 35 Soit G un graphe et soit a un lien de G. Alors il existe un isomorphisme 
d'ensembles pondérés qui préserve la fonction de poids Wc tel que 
S(G) -:::: S(G~J + S( G~), (1.18) 
où le + désigne l'union disjo'inte d'ensembles pondérés. 
Preuve Considérons Sinc(G) l'ensemble des sous-graphes couvrants de G qui incluent 
le lien a, et Sninc(G) l'ensemble des sous-graphes couvrants de G qui n'incluent pas le 
lien a. De façon naturelle, on a 
S(G) -:::: Sinc(G) + Sninc(G). 
Tout d'abord, Sninc(G) = S(G~). Ensuite, Sinc(G) ~ S(G~). En effet, VH E Sinc(G) , 
on lui associe H~ E S(G~). Comme Pl(G) = Pl(G~) par (1.9), nous obtenons bien le 
résultat souhaité. • 
Les propriétés des ensembles pondérés nous permettent d'observer que 
(1.19) 
Voici maintenant la définition d'une fonction spéciale qui est centrale pour la 
compréhension du polynôme de Tutte. 
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Définition 36 La fonction fe = fe(G;~) est définie par 
(1. 20) 
où IS(G) Iwc = 2.= we(H) désigne le poids total (pour we) de l'ensemble des sous­
HES(G) 
graphes couvrants de G. 
En développant l'expression de fe, on obtient 
fe(G;~) = L R(G;Dl'- (1.21) 
i=(io,il,i2, .. ) 
où R(G; D désigne le nombre de sous-graphes couvrants de G dont la distribution des 
nombres cyclomatiques des composantes connexes est i,. Il est clair que la fonction 
fe = fe( G;~) est une fonction de graphes, c'est-à-dire qu'elle est invariante sur une classe 
de graphes isomorphes. Les lemmes 34 et 35 qui concernent S(G) nous permettent de 
conclure que fe(G;~) est une V-fonction, comme le présente le théorème qui suit. 
Théorème 37 La fonction de graphes fe( G;~) est une V-fonction. 
Preuve Il suffit de vérifier que fe(G;~) satisfait les conditions (i), (ii) et (iii) de la 
définition d'une V-fonction. Mais la fonction fe(G;~) satisfait la condition (i), car pour 
le graphe G = 0, fe(G; fi) = 2.= we(I-:l) = we(O) = 1 par (1.14). 
HES(G) 
Elle satisfait également les conditions (ii) et (iii). La preuve consiste en une 
simple réécriture des lemmes 34 et 35, puisque fe(G;!i) = IS(G)lwc' • 
1.2.2 La fonction Q(G; t, z) 
La fonction Q(G;t,z) est obtenue de la V-fonction fe(G;~) en effectuant un 
changement de variable. Elle est d'une grande utilité puisqu'elle sert d'élément de 
définition pour la plupart des objets mathématiques que nous introduisons dans ce 
travail. 
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Définition 38 Soit G un graphe. On définit la fonction Q(G; t, z) à partir de la 
fonction de poids wo(G) = tPO(G)ZP1(G). Son expression est donnée par 
Q(G;t,z) = IS(G)lwo. (1. 22) 
On appelle cette fonction le dichromatique d'un graphe. 
La fonction Q peut donc s'exprimer sous la forme d'une somme, c'est-à-dire que 
Q(G; t, z) 15(G) Iwo (1. 23) 
L wo(H) (1.24) 
HÇS(G)
L tpo(Gls). zPl(Gls) (1. 25) 
SÇE(G) 
Proposition 39 Soit G un graphe. Les fonctions de poids Wo et Wc sont liées par le 
changement de variables suivant: 
(1.26) 
Preuve Quand on procède, dans l'expression de w c (G), au changement de variables 
sm = tzm , \/m ?: 0, on obtient 




où i m = i m (G) est le nombre de composantes connexes de G dont le nombre cycloma­
tique est m. On remarque alors que L i m = po(G) et que L mim = Pl(G) en vertu 
m?O m?O 




On	 trouve bien le résultat souhaité. • 
Proposition 40 La fonction Q(G; t, z) est une V-fonction. 
Preuve La preuve est simple puisque Q(G; t, z) s'obtient directement de la V-fonction 
fc( G; §.) par le changement de variables Sm = tzm dans la fonction de poids Wc. • 
La proposition 40 permet d'appliquer à la fonction Q(G; t, z) les trois propriétés 
d'une V-fonction. De plus, l'étude du degré des variables t et z de la fonction Q(G; t, z) 
nous permet de dégager la proposition suivante: 
Proposition 41 Soit G = (V, E, I) un graphe. Alors 
(i)	 Le degré de Q(G; t, z) en la variable test IVI. 
(ii)	 Le degré de Q(G;t,z) en la variable z estpI(G). 
Preuve 
(i)	 Le degré de Q(G; t, z) en la variable t correspond au maximum de po(Gls) sur 5, 
qui est atteint lorsque 5 = 0, où chaque sommet est isolé. 
(ii)	 Le degré de Q(G;t,z) en la variable z correspond au maximum de PI(Gls) sur 
5. Il est atteint lorsque 5 = E. En effet, lorsque 5 = 0, PI(Gls) = 0 car 
Po(Gls) = IVI· Le fait d'ajouter une arête au sous-ensemble 5 peut avoir deux 
conséquences: soit la valeur de Pl (Gis) est augmentée de 1 (c'est le cas si l'arête en 
question est ajoutée dans une composante connexe du sous-graphe), soit la valeur 
de Pl (Gis) est inchangée (c'est le cas si l'arête en question possède ses extrémités 
dans deux composantes connexes distinctes). On conclut que le maximum de 
PI(Gls) est atteint lorsque S = E, donc en PI(G) . 
• 
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Remarque 42 La preuve de la proposition 41 (ii) montre également que pour tout 
graphe G, Pl(G) 2 O. 
1.2.3 Différents théorèmes concernant la fonction Q(G; t, z) 
Les théorèmes suivants seront utiles dans les sections à venir, pour manipuler ou 
simplifier les calculs fai ts sur la fonction Q. 
Théorème 43 Si G est un graphe résultant de l'union de deux sous-graphes H et J( 
dont l'intersection consiste en exactement 1ln seul sommet et aucune arête, alors 
Q(G;t,z) = t'1 Q(H;t,z)· Q(K;t,z). (1.28) 
Preuve Par hypothèse, E(H) n E(K) = 0. Soit S ç E. On définit 51 et 52 par 
51 = 5 n E(H) et 52 = 5 n E(K). On obtient 
Puisque Gis est un sous-graphe couvrant de G, l'intersection de Hlsl et de Kls2 consiste 
en exactement un seul sommet et aucune arête. On remarque que 
car le sommet en commun dans H et K fait en sorte que J'on dénombre deux fois la 
composante connexe de ce sommet. On remarque égaJement que 
On développe Q(G; t, z) et on obtient 
Q(G; t, z) = L tpo(Gls). zPl(Gls) 
SÇE(G) 
L ( L t po (Hls 1)+Po(Kls2)-1. ZP1UIIS1)+PdKIS2)) 
SlÇE(G) S2ÇE(G) 




Théorème 44 Si G = -et-----tle· est le gmphe constitué de deux sommets et de l'unique 
arête joignant ces deux sommets, alors 
Q (-el-----ie-; t, z) = t . (1 + t). (1.29 ) 
Preuve Nous pouvons effectuer le calcul directement. 
Q (e e; t, z) = L tpo(Gls). zPl(Gls) 
SÇE(G) 
t 2z O + t l zO 
t·(1+t) . 
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Théorème 45 Si G = (V, E, 1) est un graphe connexe ayant un isthme dont les bouts 
cOTrespondent aux graphes H et K, alors 
(1 + t)Q(G; t, z) = . Q(H; t, z) . Q(K; t, z). (1.30) 
t 
Preuve Posons G = Hu ({ Vl, V2} , {a}) U K, où 
1(0.) = {Vl, V2} , 
H n ({Vl, V2} , {a} ) = ({vd ,0), 
K n ({Vl, V2} , {a} ) = ({V2}, 0), 
HnK = O. 
En appliquant deux fois le théorème 43, on obtient 
Q(G; t, z) = t1 2 . Q(H; t, z) . Q (( {Vl, V2}, {a}); t, z) . Q(K; t, z). 
Par (1.29), Q(({Vl,v2},{a});t,z) =t(l+t) de sorte que 
(1 + t)Q(G; t ,z) = t . Q(H; t, z) . Q(K; t, z) . 
• 
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Corollaire 46 Soit Ch(k) une chaîne de longueur k 2: 1. Alors 
Q(Ch(k); t, z) = t(l + t)k. (1.31) 
Preuve Ce résultat découle directement des théorèmes 43 et 44. Soit Ch(k) une 
chaîne de longueur k. Par l'application répétée (k - 1) fois de (1.28), on a 
Q(Ch(k);t,z) = (t)k-l. (Q(-e-..e;t,z))k. 
Par (1.29), on a donc 
Q(Ch(k); t, z) (t) k-l . (t(l + t))k 
t(l+t)k . 
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Théorème 47 Soit Cy(k) 'un cycle de longue'ur k 2: 1. Alors 
Q(Cy(k); t, z) = (t + l)k - 1 + tz. (1.32) 
Preuve Par récurrence sur k. Soit Cy(k) un cycle de longueur k 2: 1. Posons k = l. 
On calcule directement la valeur de Q(Cy(k); t, z) en utilisant la formule (1.25) et on 
obtient Q(Cy(k); t, z) = t (1 + z). 
Supposons maintenant que le résultat est vrai pour k = m, et vérifions que cela 
implique que le résultat est vrai également pour k = m + 1. Puisque Q est une V­
fonction, on a 
Q(Cy(k); t, z) = Q(Cy(k)~; t, z) + Q(Cy(k)~; t, z), 
où a est un lien de Cy(k). On remarque que le graphe Cy(k)~ correspond au cycle de 
longueur m. Par l'hypothèse de récurrence, on sait que Q(Cy(k)~; t, z) = (t+1)m-1+tz. 
On remarque également que le graphe Cy(k)~ est une chaîne de longueur m. Par le 
corollaire 46, on a donc Q(Cy(k)~; t, z) = t(l + t)m. On obtient 
Q(Cy(k); t, z) ((t + l)m - 1 + tz) + (t(t + l)m) 




1.3 Le polynôme de Tutte 
Le polynôme de Tutte tel que nous le connaissons aujourd'hui fut d'abord nommé 
le d'ichromate par M. Tutte (Tutte, 1984). 
Définition 48 Soit G un graphe. Le polynôme de Tutte (ou dichromate), noté X(G) = 
X(G;x,y), est défini par 
x(G;x,y) = (x -l)-po(GlQ(G;x -l,y -1). (1.33) 
Proposition 49 Soû G = (V, E, 1) un graphe. L'express'ion (1.33) est équ'ivalente à 
x(G;x,y) = I)x - l)Po(Glsl-po(Gl(y _l)Pl(Glsl, (1.34) 
SÇE 
où la somme est prise sur tous les sO'us-ensembles d'ar'êtes de E. 
Preuve La preuve se fait directement à partir de la défini tion de la fonction Q( G; t, z) . 
• 
Remarque 50 En vertu de la proposition 49, X est bien un polynôme en les variables 
x et y. On constate également que pour tout graphe G = (V, E, 1) et pour tout sous­
ensemble S' ç E, les expressions po(Gls) - po(G) et pdGls) sont supérieures ou égales 
à zéro, de sorte que X ne contient pas de puissance négative de x ou y. 
La proposition suivante établit la valeur du polynôme de Tutte pour quatre cas 
de graphes élémentaires. 
Proposition 51 Le polynôme de Tutte X est tel que 
(i) S'i G = 0 est le graphe nul, alors 
x(O; x, y) = 1. (1.35) 
(ii) S'i G est le graphe formé d'un 'u.nique sommet sans arêtes, alors 
x(G;x,y)=1. (1.36) 
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(iii)	 Si G = (_.t-----t._) est le graphe formé d'une unique arête joignant deux sommets, 
alors 
X (_.I-----i._; x, Y) = x.	 (1.37) 
(iv)	 Si G ~ (Q) est le graphe formé d'une unique bo'oele, alors 
(1.38) 
Preuve 
(i)	 Soit G le graphe nul. Par convention, po(G) = 0 de sorte qu'cn substituant 
cette valeur dans l'expression (1.33) et en utilisant le fait que Q(G; t, z) est une 
V-fonction, on obtient X(G; x, y) = (x - l)oQ(G; x - l, Y - 1) = 1·1 = 1. 
(ii)	 Soit G le graphe formé d'un unique sommet sans arêtes. Par (1.34), on a 
X(G; x, y) = (x - l)I-I(y - 1)0-1+1 = 1. 
(iii) Soit	 • • le graphe formé d'une unique arête joignant deux sommets. On 
sai t par le théorème 44 que 
Q (. .; t, z) = t . (1 + t). 
On a donc 
X(_.I-----i._; x, y)	 (x - 1)-1 . Q (. .; x - l, Y - 1) 
(x - 1)-1 . (x - 1) . x 
x. 
(iv) Soit G le graphe formé d'une unique boucle. Par (1.34), on a 







La proposition suivante établit, pour un graphe quelconque, le degré du polynôme 
de Tutte en les variables x et y. 
Proposition 52 Soit G = (V,E,I) un graphe et soit X(G;x,y) le polynôme de Tutte 
de ce graphe. 
(i)	 Le degré de X(G;x,y) en la variable x est IVI- po(G). 
(ii)	 Le degré de X( G; x, y) en la variable y est Pl (G). 
Preuve 
(i)	 Par la proposition 41 (i), degx(Q(G; x, y)) = IVI. La formule (1.33) du polynôme 
de Tutte indique que X(G; x, y) = (x - l)-po(G)Q(G; x - l, Y - 1), de sorte que 
deg ((x -l)-po(G)Q(G;x -l,y -1)) 
deg ((x - l)-PO(G)) + deg (Q(G; x - l, Y - 1))x	 x 
IVI - po(G) 
(ii)	 Par la proposition 41 (ii), degy(Q(G; x, y)) = PI(G). Donc 
degy ((x - l)-PO(G)Q( G; x - l, Y - 1)) 
deg ((x - l)-PO(G)) + deg (Q(G; x - l, Y - 1))y	 y 
PI(G) 
• 
Le polynôme de Tutte est défini directement à partir de la V-fonction Q(G; t, z), 
ce qui nous permet de déduire les deux théorèmes qui suivent. On remarque qu'une 
V-fonction doit prendre la valeur 1 lorsqu'elle est évaluée sur le graphe nul, ce qui a été 
montré à la proposition 51. 
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Théorème 53 Soit G un graphe rés1dtant de l'union de deux sous-graphes H et K dont 
l'intersection est soit nulle, soit constituée d'exactement un sommet et d'aucune arête. 
Alors 
x(G;x,y) = X(H;x,y)· X(K;x,y).	 (1.39) 
Preuve 
(i)	 Supposons que l'intersection de H et K soit nulle. Dans ce cas, G = H + K est 
la somme disjointe de H et K. On a donc po(G) = po(H) + po(K), de sorte que 
x(G; x, y) = (x - l)-(po(H)+po(f<»Q(H + K; x - l, Y - 1) 
Puisque Q est une V-fonction, on obtient 
x(G; x, y) (x -1)-po(H)Q(H;x -l,y -1)· (x -l)-po(K)Q(K;x -l,y -1) 
X(H; x, y) . X(K; x, y). 
(ii)	 Supposons que l'intersection de H et K consiste en exactement un seul sommet 
et aucune arête. Nous avons que po(G) = po(H) +po(K) -1. En utilisant (1.33) 
et (1.28), on obtient 
x(G;x,y) (x -l)-po(G)Q(G;x -l,y -1) 
(x _l)-(po(H)+po(K)-l). Q(H;x -l,y -1)· Q(K;x -l,y -1) 
(x - 1) 
(x -l)-po(H)Q(H;x -l,y -1)· (x -l)-po(K)Q(K;x -l,y -1) 
X(H; x, y) . X(K; x, y) . 
• 
Théorème 54 Si G = (V, E, 1) est un graphe et si a E E est l'une de ses arêtes q1â 
n'est ni une boucle ni un isthme, alors 
x(G;x,y) = X(G~;x,y) + X(G~;x,y).	 (1.40) 
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Preuve On utilise (1.33) et on obtient 
x(G; x, y) (x - l)-po(C)Q(G; x-l, Y - 1) 
(x - 1) -Po (C) Q(G~; x - 1, Y - 1) + (x - 1) -Po (C) Q(G~ ;x - 1, Y - 1) 
(x -1)-po(C~)Q(G~;x -l,y -1) + (x -l)-pO(C~)Q(G~;x -l,y -1) 
X(G~;x,y) +X(G~;x,y). 
On a utilisé le fait que a n'est pas une boucle pour décomposer Q récursivement. On a 
également utilisé le fait que a n'est pas un isthme, et donc que po(G) = po(G~) = po(G~) . 
• 
Le théorème 54 exclut les cas où l'arête est une boucle ou un isthme. Dans ces 
cas-là, nous avons les propositions suivantes: 
Proposition 55 Si G = (V, E, 1) est un graphe et si a E E est une boucle de G , alors 
x(G;x,y) = y. X(G~;x,y) = y. X(G~;x,y). (1.41) 
Preuve Par le théorème 53 sur la multiplicativité du polynôme de Tutte sur les 
graphes dont l'intersection est d'un sommet et d'aucune arête (c'est-à-dire qui partagent 
un point d'articulation), on a directement que 
x(G;x,y) x (Q;X'Y) X(G~;x,y) 
y. X(G~; x, y). 
On remarque que dans le cas où a est une boucle, G~ = G~, ce qui fait que 
x(G;x,y) = y. X(G~;x,y) = y. X(G~;x,y). 
• 
Proposition 56 Si G = (V, E, 1) est un graphe et si a E E est un isthme de G , alors 
x(G;x,y) = x· X(G~;x,y) = x· X(G~;x,y). (1.42) 
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Preuve Posons G = HU ({VI, V2}, {a}) U K, où 
I(a) {VI, V2} , 
H n ({VI , V2} , {a} ) ({vd ,0), 
K n ({VI , V2} , { a}) ( {V2} , 0), 
HnK o. 
En utilisant deux fois le théorème 53, on obtient 
x(G;x,y) = x(H;x,y)' X (_.t----l._;x,y) .X(K;T,y). 
Comme X (-.1-----1.-; X, y) = x et H n K = 0, on obtient 
x(G; x, y) = x· x(G~.; x, y). 
Remarquons que G~ = H + K et posons VI = V2. Dans ce cas, Hu K = G~ et on 
constate par (1.39) que 
X(H + K; x, y) = X(H U K; T, y), 
ce qui fait que 
x(G; T, y) = x· x(G~; T, y) . 
• 
Voici maintenant quelques résultats concernant l'évaluation du polynôme de Tutte 
sur des cas particuliers de graphes. 
Proposition 57 Soit Cy(k) 'un cycle de longueur k ;::: 1. Le polynôme de Tutte de 
Cy(k) est donné par 
k IX (Cy(k); x, y) = y + x + x 2 + ... + x - . (1.43) 
Preuve On sait par (1.32) que
 
Q(Cy(k); t, z) = (t + l)k - 1 + tz.
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On a donc 
x (Cy (k) ;x, y)	 (x - l)-PO(CY(k»Q(Cy(k); x - l, Y - 1) 
(x - 1) -1 (Xk- 1+ (x - 1) (y - 1)) 
k( x - 1)
. + (y - 1)(x - 1) 
2 k-1y+X+X + ... +X . 
• 
Remarque 58 La proposition 57 pour k = 1 est cohérente avec la formule (1.38), à 
savoir que X (Q; x,y) ~ y dans les deux cas. 
Proposition 59 Soit Ch(k) une chaîne de longueur k. Le polynôme de Tutte de Ch(k) 
est donné par 
kX (Ch(k); x, y) = x	 . (1.44) 
Preuve On utilise le théorème 53 et la proposition 51 (iii) et on trouve directement 
que X(Ch(k);x,y) = xk.• 
Proposition 60 Si G est un graphe constitué de deux sommets unis par k arêtes, k ~ l, 
alors le polynôme de Tutte X (G; x, y) est donné par 
X (G; x, y) = x + y + y2 + ... + yk-1.	 (1.45 ) 
Preuve Par récurrence sur k. Pour k l, G est un isthme et dans ce cas, 
x(G;x,y) = x. 
Pour le cas où il yak + 1 arêtes, on a par le théorème 54 que X( G; x, y) = 
X(G~;x,y) + X(G~;x,y), où a est l'une des k + 1 arêtes. Dans ce cas, G~ possède k 
arêtes joignant les deux sommets et G~ est un unique sommet possédant k boucles. Par 
l'hypothèse de récurrence, on a donc 
x(G;x,y) = (x +y +y2 + ... +yk-1) + X(G~;x,y). 
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On utilise ensuite k fois la proposition 55 pour trouver que 
2 k-l kX(G)iX,Y =x+y+y + ... +y +y . 
• 
Dans la proposition 49, le polynôme de Tutte d'un graphe est défini sur la base 
d'une somme évaluée sur ses sous-graphes couvrants. On remarque que la somme se fait 
sur des monômes en (x - 1) et (y - 1). Il est possible de définir le polynôme de Tutte 
d'un graphe d'une autre façon, en considérant plutôt la somme prise sur les arbres 
couvrants du graphe, en plus de faire la somme de monômes en x et y directement. 
Tout d'abord, on introduit les concepts d'ensembles d'arêtes intérieurement actives et 
extérieurement actives. 
Définition 61 Soit G = (V, E, I) un graphe connexe dont les n arêtes ont été étiquetées 
par 1,2,3, ... ,n. Cet étiquetage est arbitraire. Soit T = (1/i.,E I ,IIE1 ) un arbre 
couvrant de G et soit une arête i E {1,2, ... ,n} de T. On note par Ti le graphe Tf. 
Puisque T est un arbre, Ti possède deux composantes connexes (qui sont des arbres). 
On dit de l'arête i de T qu'elle est intéTieure17Lent active dans T si toute arête 
j de GIE-EI qui possède ses extrémités dans chacune des composantes de Ti satisfait 
i < j. 
Maintenant, soit i E {1, 2, ... ,n} une arête qui n'est pas dans T (i est externe à 
T). On dit de l'arête i qu'elle est extérieurernent active dans T si toute arête j de G 
appartenant à l'unique chemin dans T qui a pour origine et arrivée les extrémités de i 
satisfait i < j. On remarque que si a est une boucle, le chemin débute et se termine 
au sommet d'attache de la boucle. 
Voici un exemple pour illustrer ces deux concepts. 
Exemple 62 Soit Cy(3) le cycle de longueur 3 apparaissant à la figure 1.8 dont on a 
étiqueté arbitrairement les arêtes. 
•• 
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Figure 1.8 Le graphe Cy(3) étiqueté arbitrairement 
Considérons l'arbre couvrant T de Cy(3) tel qu'illustré à la figure 1.9 (i). On 
choisit l'arête 1 cie T, ce qui donne le graphe Tl que l'on peut voir à la figure 1.9 (ii) . 
2 3 2 3 
(i) (i i) 
Figure 1.9 (i) Un arbre couvrant T du graphe Cy(3) (ii) Les clelL'< composantes de Tl 
On remarque que l'arête 3 possède ses extrémités dans Tl, et qu'elle est la seule 
arête cie Cy(3)1{3}' Puisque 3 > l, l'arête 1 est intérieurement active dans T. 
Pour illustrer le concept d'arête extérieurement active, considérons l'arête 3 qui 
n'est pas dans T. L'unique chemin dans T qui a pour source et pour arrivée les 
extrémités de l'arête 3 est formé cles arêtes 1 et 2 (c'est l'arbre T). Puisque 3 > 2 et 
3 > l, l'arête 3 n'est pas extérieurement active dans T. 
Par le même raisonnement, on observe que l'arête 2 est également intérieurement 
active. 
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Théorème 63 Soit G un graphe connexe dont on a étiqueté arbitrairement les arêtes. 
Alors le polynôme de Tutte de G est 
x(G;x,y) = L xa(T)yb(T), (1.46) 
TÇC 
où a(T) désigne le nombre d'arêtes qui sont intérieurement actives dans T, b(T) désigne 
le nombre d'arêtes qui sont extérieurement actives dans T et la somme est prise sur tous 
les arbres CO'/.LVrants de G. 
Preuve Pour la preuve, veuillez vous référer n.u livre de Tutte (1984).• 
Voici un exemple qui illustre le théorème 63 pour le cycle de longueur 3. 
Exemple 64 Soit Cy(3) le cycle de longueur 3 tel qu'apparaissant à la figure 1.8. 
L'exemple 62 a montré que pour l'arbre couvrant T de la figure 1.9 (i), les arêtes 1 et 2 
sont intérieurement actives et l'arête 3 n'est pas extérieurement active. La contribution 
de cet a.rbre couvrant dans la somme est donc de x 2yo. 
En appliquant le même raisonnement avec l'arbre couvrant formé des arêtes 1 
et 3, on trouve que l'arête 1 est intérieurement active (1 < 2), l'arête 3 n'est pas 
intérieurement active (3 f.. 2), et l'arête 2 n'est pas extérieurement active (2 f.. 1). La 
contribution de cet arbre couvrant dans la somme est donc de x1yo. 
En appliquant le même raisonnement avec l'arbre couvrant formé des arêtes 2 et 
3, on trouve que les arêtes 2 et 3 ne sont pas intérieurement actives (2 f.. 1 et 3 f.. 1), 
et l'arête 1 est extérieurement active (1 < 2 et 1 < 3). La. contribution de cet arbre 
couvrant dans la somme est donc de xOyl. 
2On trouve finalement que X (Cy(3); X, y) = y + X + x , qui correspond bien au 
résultat attendu par la proposition 57, avec k = 3. 
CHAPITRE II 
LES SPÉCIALISATIONS DU POLYNÔME DE TUTTE 
2.1 Le polynôme de 'lUtte et la théorie des graphes 
Certaines spécialisations du polynôme de Tutte donnent lieu à des applications 
combinatoires intéressantes, notamment pour dénombrer les arbres couvrants d'un gra­
phe. 
Proposition 65 Si G = (V, E, 1) est un graphe connexe, alors X(G; 1, 1) représente le 
nombre d)arbres couvrants de G. 
Preuve En prenant x = y = 1, l'expression (1.34) de X(G) devient 
x(G; 1, 1) =	 L (O)po(Glsl-po(Gl(O)pdGlsl 
SÇE 
Les seuls termes non nuls de la somme sont ceux pour lesquels 
po(Gls) - po(G) = 0 et Pl(Gls) = o.	 (2.1 ) 
Soit S ç E tel que Gis respecte les conditions (2.1). Puisque G est un graphe connexe 
par hypothèse, on a po(Gls) = po(G) = 1. Donc (Gis) est un sous-graphe connexe. 
De plus, on a IE(Gls)I-IV(Gls)1 +po(Gls) = 0, de sorte que IE(Gls)1 = IV(Gls)I-1. 
On en conclut que (Gis) est un arbre couvrant de G. Comme X(G; 1, 1) est une 
somme sur tous les sous-ensembles S ç E qui respectent les conditions (2.1), on a bien 
que X(G; 1,1) dénombre les arbres couvrants du graphe G.• 
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Remarque 66 Cette proposition est liée au théorème 63. En effet, en posant x = 
y = 1 dans l'expression (1.46), on voit directement que X (G; 1, 1) dénombre les arbres 
couvrants de G. 
Lorsque nous considérons les graphes qui ne sont pas forcément connexes, l'évalua­
tion du polynôme de Tutte en les valeurs x = y = 1 procure un résultat semblable. 
Proposition 67 Si G est un gr'aphe (pas forcément connexe), alors X(G; 1, 1) représente 
le nombre de forêts couvrantes de G. 
Preuve Supposons que G comporte k composantes connexes, notons-les Hl, H2, . .. ,Bk' 
Par le résultat de la proposition 65, X(Hi ; 1, 1) dénombre les arbres couvrants de Hi, pour 
1 ::; 'î ::; k. On remarque qu'une forêt couvrante de G s'obtient par un choix indépen­
dant d'arbres couvrants dans chaque composante connexe de G. Donc en appliquant 
(k - 1) fois le théorème 53, on a 
k 
X(G; 1,1) = TI x(Jk 1, 1), 
i=l 
qui dénombre les forêts couvrantes de G. • 
2.1.1 Le polynôme chromatique 
Un sujet intéressant à considérer en combinatoire de la théorie des graphes con­
cerne les colorations possibles d'un graphe. Par exemple, pour un graphe donné, on 
dénombre les façons de colorier les sommets selon une règle donnée. Dans notre cas, on 
s'intéresse aux colorations propres d'un graphe. Tout d'abord, voici la définition d'une 
coloration d'un graphe. 
Définition 68 Une coloration d'un graphe G = (V, E) consiste en une fonction f : 
V N, c'est-à-dire que chaque sommet de G se voit attribuer une couleur (plus -----4 
précisément une étiquette correspondant à une couleur) 
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Il existe plusieurs façons de colorier un graphe, par exemple les colorations propres 
et les À-colorations. 
Définition 69 Une coloration propre d'un graphe G consiste en une coloration telle 
que n'importe quelle paire de sommets liés par une arête soit de couleur différente. 
Définition 70 Soit À 2 0 un entier. Une À-coloration d'un graphe G = (V, E) consiste 
en une coloration dont l'ensemble image est restreint aux entiers positifs inférieurs ou 
égaux à À, c'est-à-dire que c'est une coloration définie par une fonction f : V ------; 
{l,2,3, .. . ,À}. 
Dans ce travail, on considérera les À-colorations propres d'un graphe. 
Remarque 71 S'il existe une coloration propre d'un graphe G, alors G est sans boucle. 
Définition 72 Le nombre chromatique d'un graphe est le nombre minimum de couleurs 
nécessaires pour faire une coloration propre du graphe. 
Définition 73 Soit À E N. On définit P(G; À) en fonction de À comme étant le nombre 
de À-colorations propres possi bles d'un graphe. 
Il est facile de voir que pour tout graphe G = (V, E), P(G; À) est un polynôme 
en la variable À. En effet, soit c(G; k) le nombre de colorations propres surjectives du 
graphe G, V ------; [k]. Alors P(G;À) = L (Z)c(G;k). Comme les c(G;k) sont presque 
k?O 
tous nuls, cette somme est finie et P(G; À) est donc un polynôme. Pour cette raison, 
on appelle P(G; À) le polynôme chromatique de G. 
Proposition 74 Le polynôme chromatique P(G; À) satisfait les tTOis conditions suiv­
antes: 
(i)	 Si G est le graphe nul, alors 
P(G; À) = 1. (2.2) 
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(ii)	 Si H + K est le graphe résultant de la somme de deux sous-graphes disjoints H et 
K, alors 
P(H + K; À) = P(H; À) . P(K; À).	 (2.3) 
(iii)	 Si G est un graphe et si a est un lien de G, alors 
P(G; À) = P(G~; À) - P(G~; À).	 (2.4) 
Preuve 
(i)	 On adopte la convention que l'ensemble vide de sommet possède exactement une 
image dans N, de sorte que P(G; À) = 1. 
(ii)	 Dans ce cas, les À-colorations propres de G sont les combinaisons possibles des 
À-colorations propres de H et des À-colorations propres de K. 
(iii) Supposons que l'arête	 a possède ses extrémités aux sommets x et y. Alors les 
À-colorations propres de G peuvent être associées aux À-colorations propres de G~ 
pour lesquelles x et y ont des couleurs différentes. On peut également associer, 
aux À-colorations propres de G~ pour lesquelles x et y ont la même couleur, les 
À-colorations propres de G~. En effet, dans G~, les sommets x et y deviennent un 
unique sommet, donc on considère qu'ils ont la même couleur. Cela nous permet 
de conclure que P(G; À) = P(G~; À) - P(G~; À) . 
• 
On remarque que la proposition 74 permet de déduire aisément que pour tout 
graphe G = (V, E), l'expression (-l)W(Gllp(G; À) est une V-fonction. 
Proposition 75 Soit mEN et soit Gm = ({To} ,E) le graphe formé de l'un'ique 
sommet TO et d'un bouquet de m boucles. Pour tout mEN, 
-P(Gm ; À) = Q(Gm ; -À, -1).	 (2.5 ) 
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Preuve Pour m = 0, il est évident que -P(Gm ; À) = -À, car il y a À choix de 
couleurs pour Xo. Ensuite, pour m > 0, il est évident que -P(Gm ; À) = 0, puisqu'une 
seule boucle suffit pour qu'il n'y ait aucune coloration propre possible de xo. On a donc 
si m= 0, (2.6) 
si m > O. 
Ensuite, on évalue Q(Gm ; -À, -1). Pour m = 0, on calcule directement que 
Q(Go;-À, -1) = -À. Pour m > 0, on a 
Q(G ; -À, -1) = L (_À)p°(Gmls). (_l)PI(Gmls)m 
SÇE(G) 
f (7) (-À)' (_I)k 
k=O 
(-À) f (7') (_I)k 
k=O 
O. 
On a bien le résultat souhaité. • 
Proposition 76 Soit G = (V, E) un graphe. Le polynôme chromatique de G est donné 
par 
P(G; À) = (-I)IVIQ(G; -À, -1). (2.7) 
Preuve Ceci découle du fait que (-I)lVlp(G; À) et Q(G; -À, -1) sont des V -fonctions 
et qu'elles prennent les mêmes valeurs sur les graphes Gm , \fm E N. On conclut en 
utilisant la proposition 31 sur l'unicité des V -fonctions.• 
La proposition 76 permet d'établir le corollaire qui suit. 
Corollaire 77 Soit G = (V, E) un graphe. Le polynôme chromatique P(G; À) est 
donné par 
P(G; À) = (_1)T(G) Àpo(G)X(G; 1 - À, 0)) (2.8) 
où r(G) = IVI - Po(G) représente le rang de G. 
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Preuve Tout d'abord, remarquons par (1.33) que 
Q(G; x - 1, Y - 1) = (x - I)Po(G)X(G; x, y). 
Ensuite, on procède directement à partir de (2.7) et on obtient 
P(G;À) (-I)IVIQ(G; -À, -1) 
(-I)IVI( -/\)Po(G)X(G; 1 - À, 0) 
(_I)IVI-po(G) Àpo(G)X(G; 1 - /\, 0) . 
• 
2.1.2 Le polynôme de fiot 
Le concept de flot sur un graphe présuppose qu'on s'est donné une orientation du 
graphe. On verra toutefois que les principaux concepts et résultats sur les flots sont 
indépendants de l'orientation choisie. En guise de rappel pour les notions d'orientation 
d'un graphe et de multigraphe orienté, vous pouvez consulter les définitions 17 et 19 du 
chapitre 1. 
Avant de définir la notion de flot sur un graphe, on introduit d'abord les concepts 
de matrice d'incidence et de cocycle. 
Définition 78 Soit G = (V, E, 0:, /3) un multigraphe orienté avec IVI = n et lEI = m. 
On suppose que les ensembles V et E sont munis d'un ordre total. En fait, on suppose 
que V = {al,a2,a3, ... ,an } ct E = {1,2,3, ... ,m}. La matrice d'incidence M(G) 
de G, de format n x m, est construite en considérant, pour chaque v E V, la ligne 
w(v) = (Wl(V),W2(V), ... ,wm(v)) E IRm définie par 
= !+1 si o:(i) = v i= (3(i), w;(v) -1 si (3(i) = v i= Q(i), 
0 sinon. 
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On remarque que la matrice d'incidence indique pour chaque arête (chaque colon­
ne) quelle est la source (+1) et le but (-1). Lorsqu'une colonne est nulle, cela signifie 
que l'arête est une boucle, sans que l'on puisse toutefois en désigner l'extrémité. 
Définition 79 Un cocycle de G est un vecteur dans ]Rm obtenu en faisant la somme 
de lignes de la matrice d'incidence JVl(G) correspondant à un sous-ensemble U de V, 
c'est-à-dire que c'est un vecteur de la forme 
w(U) = Lw(u). 
uEU 
On constate aisément que pour w(U) = (Wl(U),W2(U), ... ,wm(U)), 
si i est un arc sortant de U, 
si i est un arc entrant dans U, 
smon. 
Dans ce contexte, un arc entrant dans U est un arc dont la source n'est pas dans U et 
dont le but est dans U. De même, un arc sortant de U est un arc dont la source est 
dans U et dont le but n'est pas dans U. 
Remarque 80 Le rang de la matrice d'incidence JVI(G) , rg(M(G)), est égal au rang 
de G, r(G). On a donc r(G) = IVI-po(G) = rg(M(G)) = dim Cocyc(G) , où Cocyc(G) 
est l'espace vectoriel engendré par les cocycles de G. 
Remarque 81 Chaque w(v) est lui-même un cocyle, pour tout v E V. 
Définition 82 Soit G = (V,E,D,a,(J) un multigraphe orienté où E = {1,2,3, ... ,m}. 
Un flot sur G est un vecteur 'P = ('Pl' 'P2, ... ,'Pm.) E ]Rm ('Pi : E ------7 ]R désigne le 
flux sur l'arc i) satisfaisant à un principe de conservation de la matière analogue à la 
première loi de Kirchoff pour les courants électriques, qui se formule ainsi: 
"Iv E V, (w(v),cp) = O. (2.9) 
Ici, (-,.) est le produit scalaire usuel. 
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Définition 83 Soit G = (V, E, D, Ci, (3) un multigraphe orienté et soit cp un flot sur 
G. Le flux entrant dans un sommet v EV, noté cp- (v), est défini comme étant 
cp- (v) = L CPi' Autrement dit, le flux entrant dans un sommet v correspond à la 
(3(i)=v 
somme de tous les flux circulant sur les arcs pour lesquels le sommet v est le but. 
De la même manière, le flux sortant d'un sommet v E V, noté cp+(v), est défini 
comme étant cp+(v) = L CPi' Autrement dit, le flux sortant d'un sommet v corre­
o:(i)=v 
spond à la somme de tous les flux circulant sur les arcs pour lesquels le sommet v est 
la source. 
Remarque 84 La condition (2.9) est alors équivalente à la relation suivante: 
Proposition 85 Soit G = (V, E, Ci, (3) un multigraphe orienté et soit cp: E ------7~. On 
a les trois propriétés suivantes: 
(i)	 cp est un flot sur G Ç::::::::} (w(U),cp) = 0, VU ç V. 
(ii)	 Si la condition (2.9) est satisfaite pour tous les sommets v E V - {va}, alors elle 
est également satisfaite en Va. On obtient ainsi 1Ln flot sur G. 
(iii)	 Si cp est un flot sur G et e E E est un isthme, alors le flux circulant sur e vaut O. 
Preuve 
(i)	 (====}) Découle directement du principe (2.9) par linéarité.
 
( {= ) On prend U = {v} ,v EV.
 
(ii)	 On a w(va) = -w(V - {va}) de sorte que 
(w (va) , cp) = - (w (V - {va} ), cp) . 
Par hypothèse, (w(V - {va}), cp) = 0 et donc (w(va), cp) = 0, ce qui veut dire que 
la condition (2.9) est satisfaite en Va. 
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(iii)	 Ceci est une conséquence directe des deux énoncés précédents. Soit e E E avec 
a(e) = x,(3(e) = y l'isthme en question, avec {x,y} E V. Considérons H = 
composante connexe de x dans G - {e}. On a H = (VH,EH,a,(3). Alors 
Vv E VH,V i- x, on a (w(v),CP)H = O. Par (ii), on a donc (w(x),CP)H = O. 
Puisque (w(x), cp)c = 0, il faut nécessairement que cp(e) = O. 
• 
Définition 86 Soit G = (V, E, D, a, (3) un multigraphe orienté et /\ 2: 1 un entier. Un 
À-flot est un flot à valeur dans le groupe abélien 7L/ À7L = {O, 1,2, ... , À - 1}. 
Ce qui nous intéresse particulièrement dans ce travail, c'est de dénombrer les 
À-flots à flux non nuls sur un multigraphe orienté quelconque, c'est-à-dire les À-flots 
tels que cp(i) i- 0, Vi E E. 
Remarque 87 On peut généraliser la définition 86 en prenant plutôt les valeurs dans 
n'importe quel groupe abélien d'ordre À. L'expression (2.29), présentée plus loin dans 
cette section, montre que le nombre de À-flots à flux non nuls sur un graphe ne dépend 
que de l'ordre du groupe abélien choisi, et non de la structure du groupe. 
Définition 88 Soit À E N et soit G un multigraphe orienté. On note N(G; À) le nombre 
de À-flots sur G, et N*(G;À) le nombre de À-flots à flux non nuls sur G. 
Définition 89 Soit À E N. On définit les ensembles suivants: 
éP(G; À) ;= L'ensemble de tous les À-flots sur G. 
éP*(G;À) ;= L'ensemble de tous les À-flots à flux non nuls sur G. 
Remarque 90 N(G; À) = léP(G; À)I et N*(G; À) = léP*(G; À)I, pour tout multigraphe 
orienté G. 
Le lemme qui suit sera utile pour démontrer la proposition 94. 
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Lemme 91 Soit G = (V, E, Ct, {3) un rrwltigmphe orienté et soit a un lien avec Ct(a) = 
x,{3(a) = y. Considérons CP*(G~) l'ensemble des fiots à fiux non nuls circulant sur G~ 
et (i;a(G) l'ensemble des flots circulant sur G à flux non nuls sauf possiblement sur l'arc 
a. Alors il existe une bijection 
cp* (G~) --=t (i;a (G) (2.10) 
qui associe, à chaque flot cp E cP* (G~), un flot êp E (i; a (G). Le fiot êp est tel q'ue 
êp(e) = cp(e), Ve E E, e i- a. La valeur du flux êp(a) sur l'arc a est uniquement 
déterminée par 
êp(a) = êp+(y) - L êp(e) = êp-(x) - L êp(e). (2.11) 
{eEE,e#al,6(e)=y} {eEE,e#alo:(e)=x} 
Preuve Soit G = (V, E, Ct, {3) un multigraphe orienté et soit a un lien de Gavee 
Ct(a) = x,,6(a) = y. Soit À ~ 2 un entier et soit cp E CP*(G~) un À-flot à flux non nuls 
défini sur G~. On construit le À-flot êp E (i;a(G) à partir de cp en posant 
êp(e) = cp( e), Ve E E, e i- a. (2.12) 
De cette façon, le flu,,<: sur tout arc de G différent de a est non nul. Ensuite, on détermine 
le flux êp(a) sur l'arc a. 
Posons xy comme étant le sommet de G~ résultant de la contraction clans G de 
l'arc 0,= (x, y). Puisque cp E CP*(G~) est un flot, on doit avoir 
(2.13) 
L'expression (2.13) nous permet de déduire que 
L êp(e) + L êp(e) = L êp(e) + L êp(e). 
{eEE,e#aIŒ(e )=x} {eEElo:(e)=y} {eEEI,6(e)=x} {eEE,e#al,6(e)=y} 
(2.14) 
Or, on constate que L êp(e) = êp+(y) et L êp(e) = êp~ (x), de sorte que 
{eEElo:(e)=y} {eEEI:8(e)=x} 
(2.14) se réexprime comme 
êp+(y) - L êp(e) = êp-(x) - L êp(e). (2.15) 
{eEE,e#al,6(e)=y} {eE E,e#alo:(e)=x} 
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Or, on doi t avoir -cp+ (y) = -cp- (y), de sorte que 
-cp+ (y) = Îj;- (y) = Îj;(a) + L -cp(e). (2.16) 
{eEE,e#all3(e)=y} 
En utilisant (2.16), on obtient 
-cp(a) = Îj;+(y) - L Îj;(e). (2.17) 
{eEE,e#all3(e)=y} 
De même, on doit avoir -cp+ (x) = Îj;- (x), de sorte que 
-cp (a) = Îj; - (x) - L -cp (e) . (2.18) 
{eEE,e#ala(e)=x} 
On remarque que l'expression (2.11) de -cp(a) existe, et ce par la construction de Îj; qui 
fait que -cp+ (y) = -cp- (y) et Îj;+ (x) = Îj;- (x). De plus, elle est unique par (2.17). On 
note aussi que -cp(a) ne dépend que de cp, par la construction (2.12) de -cp. Finalement, 
la correspondance établie entre cp et Îj; est bijective. • 
Remarque 92 On remarque qu'il est possible que -cp(a) = O. 
Remarque 93 On a 
(2.19) 




ce qui entraîne 
N*(G~) = N*(G~) + N*(G). (2.22) 
Considérons maintenant la proposition suivante: 
Proposition 94 Soit À ~ 1 un entier. Le nombre de flots à flux non nuls N*(G; À) 
satisfait les trois conditions suivantes: 
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(i)	 Si G est le graphe vide, alors 
N*(G; À) = 1.	 (2.23) 
(ii)	 Si G = (V,E,a,,6) est un graphe résultant de l'union de deux sous-graphes H et 
K dont l'intersection consiste en au plus un sommet, alors 
N*(G; À) = N*(H; À) . N*(K; À).	 (2.24) 
(iii)	 Si G = (11, E, a, (3) est un graphe et si a est lm lien (un arc qui n'est pas une 
boucle) de G, alors 
N*(G; À) = N*(G~; À) - N*(G~; À).	 (2.25) 
Preuve 
(i)	 Il n'y a qu'un seul flot sur le graphe nul, à savoir le vecteur vide, de longueur O. 
(ii)	 On traite les deux cas séparément. 
(a)	 Si l'intersection de H et K est vide, alors un À-flot sur G consiste en un choix 
indépendant d'un À-flot sur H et d'un À-flot sur K, de sorte que N*(H; À) . 
N*(K; À) dénombre tous les À-flots sur G, et la relation (2.24) suit. 
(b) Supposons que l'intersection de H et K consiste en exactement un sommet, 
notons-le Va. Considérons <.p un À-flot sur G. Soit V = lI(H) - {va} ç V 
l'ensemble des sommets de H privé du sommet Va. Par le résultat de la 
proposition 85 (i) et (ii), le principe de conservation de la matière est satisfait 
pour l'ensemble V, de sorte que (w(U),<.p) = O. Cela signifie que le flux 
entrant dans V est égal au flux sortant de V, c'est-à-dire que (r (V) = c/J+(V). 
On remarque ensuite que le flux qui entre dans V (respectivement qui sort 
de V) provient uniquement d'arcs ayant pour source le sommet Va (respec­
tivement ayant pour but le sommet va). Donc le flot <.p qui circule sur le 
graphe G circule sur le sous-graphe H de manière indépendante du sous­
graphe K. Le même raisonnement s'applique en considérant l'ensemble 
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U1 = V(K) - {va} ç V, de sorte que le flot <P qui circule sur le graphe G 
circule sur le sous-graphe K de manière indépendante du sous-graphe H. 
On en conclut qu'un À-flot sur G est construit indépendamment en un À-flot 
sur H et un À-fiat sur K. Évidemment, la réciproque est vraie. On a donc 
que N*(G; À) = N*(H; À) . N*(K; À). La relation (2.24) suit. 
(iii) Veuillez vous référer à la remarque 93 . 
• 
On remarque que la proposition 94 permet de déduire facilement que pour tout 
graphe G = (V, E, a, (3), l'expression 
(2.26) 
est une V-fonction. 
Proposition 95 Soit À 2': l, m E ~ et soit Gm = ({xa} ,E) le gmphe formé de l'unique 
sommet XQ et d'un bouquet de m boucles. Pour tout m E ~J 
(2.27) 
Preuve Soit mEN et soit E = {l, 2, ... ,m} les m boucles de G. Tout d'abord, 
on procède à l'évaluation du nombre de flots à flux non nuls N*(Gm ; À). Soit <P = 
(<Pl,<P2,'" ,<Pm) un À-flot à flux non nuls sur Gm. Puisque chaque boucle induit sur 
Xa un arc entrant et un arc sortant, chaque boucle peut faire circuler un flux indépendant 
des autres boucles, à savoir que pour toute boucle i E E, 1 :::; <Pi :::; À - 1. Il Y a donc 
un choix de (À - 1) valeurs pour chaque boucle, de sorte que N*(Gm ; À) = (À - 1r. 
Pour mEN, on a donc 
(_1)m-l (À _ l)m 
- (1- Àr. 
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Ensuite, on évalue Q(Gm ; -1, -À). On a 
Q(G ; -1, -À) = L (_1)Po(Gm ls). (_À)Pl(Gmls)m 
SÇE(G) 
-f (7) (_À)k 
k=O 
- (1 - À)m . 
On a bien le résultat souhaité. • 
Proposition 96 Soit G = (V, E, a, /3) un multigraphe orienté. Le polynôme de fiot de 
G est donné par 
N*(G; À) = (_1)IEI-IV1Q(G; -1, -À). (2.28) 
Preuve Ce résultat découle directement du fait que pour tout graphe G = (V, E, 0:, /3), 
les fonctions (-1)IEI-lvIN*(G; À) et Q(G; -1, -À) sont des V -fonctions et que par la 
proposition 95, elles prennent les mêmes valeurs sur les graphes Gm , mEN. On conclut 
en utilisant la proposition 31 sur l'unicité des V -fonctions. • 
Corollaire 97 Soit G = (V, E, 0:, /3) un multigraphe orienté. Le polynôme de fiot de 
G est donné par 
(2.29) 
où Pl (G) = IEI-IVI + Po(G) est le nombre cyclomatique de G. 
Preuve Tout d'abord, on remarque par (1.33) que 
Q(G; x - 1, Y - 1) = (x - l)p°(G)X(G; x, y). 
On fait la substitution dans (2.28) et on obtient 
N*(G; À) = (-l)IEI-IVI+Po(G)X(G; 0,1 - À), 
ce qui est bien le résultat souhaité. • 
Remarque 98 Tel qu'attendu, le nombre de À-flots à flux non nuls sur un multigraphe 
orienté ne dépend pas de l'orientation choisie, comme en témoigne la formule (2.29). 
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2.1.3 Le polynôme de fiabilité 
Dans cette section, nous considérons des graphes sans boucle ni arête multiple. 
Définition 99 Soit G = (V, E) un graphe. On dit d'une arête e E E qu'elle est 
autorisée si elle est permise dans G. Autrement, on dit qu'elle est interdite. Le sous­
graphe de G dont on ne considère que les arêtes autorisées est appelé le graphe résiduel 
de G. 
Définition 100 Soit p E [0,1] et soit G = (V, E) un graphe connexe dont chaque arête 
est indépendamment autorisée avec une probabilité p et interdite avec une probabilité 
(1 - p). Le polynôme de fiabilité de G (ail terminal reliability en anglais), noté R(G, p), 
est la probabilité que le graphe résiduel de G soit connexe. Il est donné par la formule 
R(G,p) =	 L plSI (1 _ p)IEI-ISI, (2.30) 
SCE 
CI s cst.-COIlIlCXC 
où la somme est prise sur tous les sous-graphes connexes Gis = (V, S) de G. 
Il est facile de constater que pour tout graphe connexe G = (V, E), R(G, p) est 
un polynôme bien défini en la variable p. 
Proposition 101 Soit p E [0,1]. Le polynôme de .fiabilité satisfa'it les deux propriétés 
suivantes: 
(i)	 Si G = (V, E) est un graphe connexe et si a E E est une arête de G qui n'est ni 
une boucle ni un isthme) alors 
R(G,p) = (1 -	 p)R(G~,p) + pR(G~,p). (2.31) 
(ii)	 Soit Gu K le graphe connexe issu de l'union des graphes connexes G et K dont 
l'intersection consiste en exactement un sommet et aucune arête. Alors 
R (G u K,p) = R(G,p) . R(K,p).	 (2.32) 
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Preuve 
(i)	 Soit G = (V, E) un graphe connexe et soit a E E une arête de G qui n'est ni 
une boucle ni un isthme. Le fait de supprimer l'arête a E E du graphe G est 
équivalent au fait de rendre l'arête a E E interdite dans le graphe résiduel de G. 
De plus, le fait de contracter l'arête a E E du graphe G est équivalent au fait de 
rendre l'arête a E E autorisée dans le graphe résiduel de G. On a donc 
R(G,p) = (l-p)R(G~.,p) +pR(G~,p). 
(ii) Soit	 Gu K un graphe connexe comme dans l'hypothèse. Il est évident que la 
probabilité qu'un graphe résiduel de GUK soit connexe consiste en les probabilités 
indépendantes que les graphes résiduels de G et K soient eux-mêmes connexes . 
• 
Proposition 102 Soit G = (V, E) un graphe connexe. Le polynôme de fiabilité de G 
est donné pa".. 
R(G,p) = pr(G)(l_ p)IEI-r(G)X (G; 1, _1_) . (2.33)
1-p 
Preuve La preuve se fait par calcul direct. Remarquons tout d'abord que 
.	 ) PdGIS))~ Opo(Gls)-po(G) 1 ~ P(( 
_p ) ISI-IVI+l)~ ( 1-p( seE 
Gis est-connexe 
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On a donc que 
pr(G)(1 - p)IEI-r(G)X (G; 1, 1 ~ p) 
_p ) ISHVI+l)L ( I-p( SCE 
Gis est connexe 
L pl SI (1 _ p)IEI-ISI 
SCE 
GI s est-connexe 
R(G,p) . 
• 
2.2 Le polynôme de TUtte et la mécanique statistique 
2.2.1 Le modèle de Potts 
Dans cette section, nous considérons des graphes simples, c'est-à-dire des graphes 
sans boucle ni arête multiple. Tout graphe simple G se définit par la donnée d'un 
triplet G = (V, E, 1), où V est un ensemble de sommets, E est un ensemble d'arêtes et 
1 : E P2(V), la fonction d'incidence, est injective. Par exemple, une arête e E E-----4 
donne I(e) = {i,j}, avec i,j E V. On peut donc supposer que E ç P2(V). 
Définition 103 Soit un entier q 2': 1 et soit G = (V, E, 1) un réseau (un graphe) 
constitué de n sommets. Une configumt'ion a est une fonction a: V {1,2, ... q}-----4 
qui détermine l'état de chacun des n sommets du graphe. On note la configuration par 
a = (al, a2, ... ,an)' Les q états possibles peuvent désigner des «spins», des types de 
métaux, etc. 
Définition 104 Soit q < 00 un entier positif. Soit G = (V, E, 1) un réseau (un graphe) 
constitué de n sommets. Un modèle de Potts à q états sur un réseau G est la donnée 
d'énergies d'interactions Jij E IR, V {i,j} E E. 
Définition 105 Soit G = (V, E, 1) un réseau (un graphe) constitué de n sommets et 
soit un modèle de Potts défini sur G. On définit l'hamiltonien d'une configuration a 
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par 
H(a) = - L JijO(ai, aj), (2.34) 
{i,j}EE(G) 
où 0 représente le delta de Kroneker, c'est-à-dire que 
SI ai = aj, 
smon. 
H(a) représente l'énergie de l'état a. 
Définition 106 La fonction de parütion Z(G) d'un modèle de PoUs sur un graphe G 
est définie par 
Z(G) = Lexp(-(3H(a)) (2.35) 
(J 
où la somme est prise sur toutes les configurations possibles a, (3 = k~ est un paramètre 
déterminé par la température T en degrés Kelvin et par la constante de Boltzmann k. 
L'objectif visé est de développer une expression pour la fonction de partition Z 
qui soit plus près de la théorie des graphes. Par exemple, on veut une expression de Z 
qui fait intervenir les sous-ensembles d'arêtes du graphe G. 
Proposition 107 Soit (G,{Jij}{i,j}EE(G)) llnmodèle de Potts àq états etsoitZ(G) 
sa fonction de partition. Alors on a 
Z(G; q, 1/) = L qPo(Gls) II l/ij, (2.36) 
SÇE(G) {i,j}ES 
où les Vij sont définis par Vij = exp((3Jij) - 1. Si de plus, Vij = v, V {i,j} E E, aloTs 
on a 
Z(G) = Z(G; q, v) = L qPo(Gls)v ISI . (2.37) 
SÇE(G) 
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L exP(-,6(- L JijO(iTi,iTj ))) 
cr {i,j}EE(G) 
L exp ( L ,6JijO(iTi, iTj )) 
cr {i,j}EE(G) 
= L II exp(,6JijO(iTi,iTj)). (2.38) 
cr {i,j}EE(G) 
Suivant l'idée de Mayer, nous allons poser que 
(2.39) 
où Vij est une variable formelle. Étudions la fonction exp(,6JijO(iTi, iTj)): 
(1 + Vij)
exp(,6JijO(iTi,iTj)) = 1{ sinon. 
On a donc exp(,6JijO(iTi,iTj)) 1 + VijO(iTi,iTj). Reprenant l'expression (2.38), on 
obtient 
Z(G; q, v) L II (1+VijO( iTi,iTj)) 
cr J(e)={i,j}EE(G) 
L{ L II VijO(iTi,iTj )}. (2.40) 
cr SÇE(G) {i,j}ES 
On observe que les seuls termes qui contribuent à la somme L sont ceux pour 
SÇE(G) 
lesquels (iTi = iTj), 'V {i,j} E S. Ainsi, parmi toutes les configurations iT possibles 
pour un S ç E(G) donné, seulement un nombre qPo(Gls) respectent cette condition. 
En effet, il faut nécessairement que dans une composante connexe de (Gis), tous les 
sommets aient le même état iTi. Comme il y a po(Gls) composantes connexes clans 
(Gis), on conclut que qPo(Gls) états satisfont la condition (iTi = iTj), 'V {i,.]} ES. 
En reprenant l'expression (2.40), on obtient 
Z(G; q, v) = L qPo(Gls) II Vij· (2.41) 
SÇE(G) (i,j)ES 
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Si I/ij = 1/, VU,j} E E(G) dans l'expression (2.41), on obtient 





2.2.2 Le polynôme de 'lUtte et le modèle de Potts 
Le polynôme de Tutte peut se spécialiser en la fonction de partition du modèle de 
Potts. Avant de présenter ce résultat, nous allons d'abord établir l'équivalence entre 
la fonction de partition et la fonction Q introduite au chapitre 1. 
Proposition 108 Soit G = (V, E, 1) un graphe et soit Z(G) la fonction de partition 
du modèle de Potts développée sur ce graphe Alors 
Z(G; q, 1/) = I/IVIQ(G; 2-,1/) (2.42)1/ 
Preuve Soit Z la fonction de partition du modèle de Potts telle que présentée dans 
la proposition précédente, à savoir que 




En développant cette expression et en remarquant que IV(Gls)1 = IVI, nous obtenons 
le résultat désiré. En effet, 





Nous sommes maintenant prêts à établir l'équivalence entre le polynôme de Tutte 
et la fonction de partition du modèle de Potts, dans le cas où toutes les énergies 
d'interaction sont égales. 
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Corollaire 109 Soit G = (V, E,I) un graphe et soit Z(G) la fonction de partition 
du modèle de Potts développée sur' ce graphe, en considérant que toutes les énergies 
d'interactions Jij sont égales. Alors 
(2.43) 
Preuve Par la proposition précédente, on a 
Z(O; q, v) viV1Q(G; i,v) 
v 
qPo(G) vlVl-po(G) (~)Po(G)Q(G; i, v) 
q v 
qPo(G)vlVl-po(G)(q + v -1)-po(G)Q(G; q + v _ l, v) 
v v 
qPo(G) vlVl-po(G)X( G; q + v, v + 1). 
v 
• 
Cette proposition révèle un fa.it intéressant à propos du lien qui unit le polynôme 
de Tutte X et la fonction de partition Z. En effet, pour obtenir la fonction de partition 
Z(G; q, v) du modèle de Potts à partir du polynôme de Tutte, il faut l'évaluer en les 
valeurs x = ~ et y = v + 1. Lorsqu'on fait le produit (x - l)(y - 1), on obtient 
(x - 1) (y - 1) = (~ - 1) (v + 1 - 1) = q 
Il s'avère que le polynôme de Tutte, lorsqu'il est évalué le long de l'hyperbole 
décrite par 
Hq = {(x, y) (x - l)(y - 1) = q} ,1 
se spécialise en la fonction de partition du modèle de Potts à q-états. Il suffit ensuite, 
en considérant l'expression (2.43), de corriger par le produit qPo(G)vlVl--po(G). 
CHAPITRE III 
LE POLYNÔME DE TUTTE ET LA THÉORIE DES NOEUDS 
Tout comme en théorie des graphes et en physique de la mécanique statistique, le 
polynôme de Tutte trouve une spécialisation dans la théorie des noeuds. La théorie des 
noeuds est un domaine de recherche très actif des mathématiques. Notamment, un des 
problèmes fondamentaux consiste à pouvoir déterminer si deux noeuds sont équivalents 
ou non. Pour tenter de répondre à cette question, les mathématiciens développent des 
invariants de noeuds, c'est-à-dire des polynômes qui caractérisent les noeuds. Nous 
allons voir que l'un de ces invariants, le polynôme de Jones, se trouve à être, pour un 
type particulier de noeud, une spécialisation du polynôme de Tutte. 
Tout d'abord, la section qui suit présente les définitions et résultats de base néces­
saires à la compréhension du polynôme de Jones. Ensuite, la deuxième section présente 
le polynôme de Jones. Finalement, la dernière section établit le lien entre le polynôme 
de Jones et le polynôme de Tutte. 
3.1 Introduction à la théorie des noeuds 
Définition 110 Soient X et Y deux espaces topologiques de Hausdorff (ou séparés). 
Une fonction f : X '-----7 Y est appelée un plongement si f : X ~ f(X) est un homéo­
morphisme, c'est-à-dire une fonction bijective telle que f et .r- l soient continues. 
Définition 111 Un noeud est l'image d'un plongement f : 51 '-----7 ~3, où 51 est le 
cercle de dimension un. Autrement dit, un noeud est un sous-ensemble de ~3 qui est 
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homéomorphe à un cercle. 
Définition 112 Un entrelacs à k composantes est l'image d'un plongement 1 : SI U 
SI U ... U SI '---' 1R3 de k copies disjointes du cercle dans 1R3, c'est-à-dire qu'un entrelacs 
est un sous-ensemble de 1R3 qui est homéomorphe à J'union disjointe de k cercles. 
Remarque 113 On peut remplacer 1R3 par S3, la 3-sphère, dans les définitions de 
noeud et d'entrelacs. 
Remarque 114 Un noeud est un entrelacs pour k = 1. 
Définition 115 Soit X un espace topologique. Une isotopie d'un espace topologique 
est une application continue H : X x [0,1] X telle que ------7 
(i) ho = He, 0) = lx 
(ii) 'ïlt E [0,1], l'application partielle ht = He, t) est un homéomorphisme. 
Définition 116 Soient f{ et L deux entrelacs. On dit que f{ et L sont équivalents s'il 
existe une application continue H : IR3 x [0,1] lR.3 telle que ------7 
(i) ho = He, 0) = 1IR3 
(ii) Pour tout t E [0,1], l'application partielle ht = He, t) : 1R3 1R3 est un homéo­------7 
morphisme. 
(iii) 17,10 f{ = L, où hl = He, 1). 
On dit alors qu'il existe une isotopie ambiante entre J( et L. 




Définition 118 Un univers est un graphe plan dont tous les sommets sont de degré 4.
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Remarque 119 Un univers peut contenir des boucles et des arêtes multiples. 
Définition 120 Soit G = (V, E, 1), avec l : E ------+ Pl (V) U P2 (V), un graphe plan (qui 
peut contenir des arêtes multiples et des boucles). L'univers médian de G, noté U(G) , 
est l'univers obtenu de G en appliquant la méthode suivante: 
1.	 Chaque arête e E E (incluant les boucles) telle que I(e) = {i, j} est marquée en 
son centre d'un croisement qui a la forme de la lettre majuscule X. Chacune des 
«pattes» de ce croisement, au nombre de quatre, reçoit l'étiquette du sommet 
incident le plus proche, comme dans la figure 3.1. 





Figure 3.1 (i) Un lien et (ii) une boucle marqués d'un croisement 
2.	 On relie par un trait deux «pattes» si elles satisfont les deux conditions suivantes: 
(a) elles possèdent la même étiquette; 
(b) elles sont associées à deux arêtes voisines (possiblement la même arête) d'une 
même face (possiblement la face infinie). 
3.	 On supprime les sommets et les arêtes de G, tout en conservant l'étiquette des 
sommets supprimés. On obtient ainsi l'univers médian U(G), où les sommets 
sont étiquetés par E et les faces par V. 
Remarque 121 L'univers médian U(G) obtenu de G est effectivement un univers, 
puisque tous ses sommets sont nécessairement de degré quatre. De plus, il hérite de G 
son plongement sur le plan. 
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Remarque 122 Un univers médian peut posséder des boucles. 
Remarque 123 Tout graphe plan produit un univers médian unique, par la construc­
tion présentée à la définition 120. 
Remarque 124 Un graphe plan connexe produit un univers médian connexe, alors 
qu'un graphe plan non connexe produit un univers médian non connexe. 
Les exemples 125 et 126 qui suivent illustrent la définition 120, où à partir d'un 
graphe plan, on produit l'univers médian unique. 
Exemple 125 Soit C2 la chaine munie d'une boucle apparaissant à la figure 3.2. 
_--41'--. 
Figure 3.2 Le graphe C2 
La figure 3.3 montre l'application des étapes 1, 2 et 3 de la définition 120. 
(i) (ii) (iii) 
Figure 3.3 Application à C2 de la construction de la définition 120 
Ainsi, la figure 3.3 (i) montre le graphe C2 dont les arêtes sont marquées d'un 
croisement. La figure 3.3 (ii) montre les « pattes» reliées deux à deux. La figure 3.3 
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(iii) montre l'univers médian U(C2 ) obtenu.
 
Exemple 126 Soit.91 le graphe plan représenté à la figure 3.4.
 
2 




Figure 3.4 Le graphe .91 




(i) (ii) (iii) 
Figure 3.5 Pour obtenir U(,91) à partir de .91 
À la figure 3.5 (i), on applique l'étape 2 en ajoutant un croisement sur chaque 
arête de .91' À la figure 3.5 (ii), on relie les «pattes» selon les règles établies à l'étape 
3. On applique ensuite l'étape 4 pour obtenir l'univers médian U(.91) représenté à la 
figure 3.5 (iii). 
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Inversement, il est possible de construire un graphe plan à partir d'un univers. 
On appelle un tel graphe le graphe médian. 
Définition 127 Soit U un univers. Le graphe médian g(U) est obtenu de U par la 
méthode suivante: 
1.	 On procède au coloriage de Tait (unique!) de l'univers U, c'est-à-dire que: 
(i)	 On colorie la face infinie de l'univers U en blanc. 
(ii)	 On colorie récursivement en blanc chaque face qui partage un croisement avec 
l'une des faces blanches déjà coloriées. 
(iii)	 On colorie les faces restantes en noir et on les étiquette (seulement les faces 
noires) . 
2.	 Les sommets du graphe médian g(U) sont les faces noires de U. Les arêtes du 
graphe médian g(U) sont choisies comme suit: deux sommets de g(U) sont liés 
par une arête si et seulement si les faces noires qui leur correspondent partagent 
un croisement. 
Remarque 128 Tout univers produit un graphe médian unique, par la construction 
de la définition 127. 
Remarque 129 Les constructions présentées aux définitions 120 et 127 sont inverses 
l'une de l'autre (à l'étiquetage près). 
Remarque 130 À l'étape 1 de la définition 127, il est possible d'effectuer le coloriage 
de Tait d'ual de l'univers, c'est-à-dire en coloriant en noir la face infinie. De cette façon, 
on obtient le graphe médian d'Lwl g*(U). 
Remarque 131 Un univers connexe produit un graphe médian connexe, alors qu'un 
univers non connexe produit un graphc médian non conncxc. 
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L'exemple qui suit illustre la définition 127, où à partir d'un univers, on produit 
un graphe médian unique. 




(i) (ii) (iii) 
Figure 3.6 Pour obtenir g(U(gl)) à partir de U(gl) 
On procède au coloriage de Tait de U(gl) et on étiquette les faces noires. Le 
résultat obtenu est l'univers bi-colorié de la figure 3.6 (ii). Ensuite, on construit le 
graphe médian en choisissant pour sommets les faces noires étiquetées, et on relie entre 
eux les sommets dont les faces partagent un croisement. Le résultat obtenu est le 
graphe médian g(U(gl)) représenté à la figure 3.6 (iii). 
Remarque 133 Comme attendu, le graphe gl de l'exemple 126 produit l'univers U(gl), 
et l'univers U(gl) de l'exemple 132 produit le graphe g(U(gl))' Or, gl ~ g(U(gl)), 
comme le stipule la remarque 129. 
La remarque 129 mène naturellement à la proposition qui suit. 
Proposition 134 L)ensemble des gmphes plans est en bijection avec 1)ensemble des 
univers. 
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Preuve La bijection entre les deux ensembles est clairement définie par les construc­
tions présentées aux définitions 120 et 127. • 
Habituellement, un entrelacs est représenté par un diagramme d'entrelacs en con­
sidérant un univers dans lequel on a ajouté de l'information additionnelle à chaque 
croisement. On appelle univers ponts et chaussées un univers auquel on a ajouté 
l'information additionnelle à chaque croisement, c'est-à-dire qu'on sait pour chaque 
croisement lequel des brins passe au-dessus et lequel passe en-dessous. 
Définition 135 Soit 1 un entrelacs. Une projection continue Ji : 1 ------7 II de 1 sur un 
plan II est dite régulière si 
1.	 Il Y a seulement un nombre fini de points multiples (un point multiple P est un 
point pour lequel Ip-l(p)1 > 1) et tous ces points multiples sont doubles (à savoir 
Ip-l(p)\ = 2, VP un point multiple); 
2.	 Ces points doubles doivent correspondre à des croisements dans II de brins de 
l'entrelacs 1. 
Définition 136 Un diagramme D d'entrelacs 1 est l'image d'une projection régulière 
p : 1 ------7 II d'un entrelacs 1 sur un plan II avec de l'information additionnelle à chaque 
croisement, c'est-à-dire que l'on conserve l'information pour chaque croisement sur quel 
brin passe au-dessus et quel brin passe en-dessous. 
Remarque 137 On remarque qu'un diagramme d'entrelacs constitue un univers ponts 
et chaussées. 
Remarque 138 On peut voir assez facilement que tout univers ponts et chaussées 
correspond bien à un diagramme d'entrelacs. 
La figure 3.7 montre l'univers du noeud de trèfle ainsi que l'un des univers ponts 
et chaussées du trèfle, qui correspond bien à un diagramme du trèfle. 
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0) (II) 
Figure 3.7 (i) Univers du trèfle (ii) Un univers ponts et chaussées du trèfle 
L'équivalence entre deux entrelacs, telle que présentée à la définition 116, peut 
aussi s'établir directement à partir des diagrammes d'entrelacs par l'entremise des mou­
vements de Reidemeister. 
Définition 139 Les mouvements de Reidemeister sont caractérisés par les trois types 







Figure 3.8 Les trois types de mouvement de Reidemeister 
Définition 140 Deux diagrammes d'entrelacs sont dits équivalents si l'un peut s'obtenir 
de l'autre par une suite finie de mouvements de Reidemeister. 
Proposition 141 Deux entrelacs K et L sont équivalents si et seulement si leurs dia­
grammes d 'entrelacs respect~fs sont équivalents. 
Preuve Voir la preuve dans le livre de Burde et Zieschang (Burele et Zieschang, 
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1985).• 
Remarque 142 La proposition 141 nous permet de travailler avec les diagrammes 
d'entrelacs plutôt qu'avec les entrelacs eux-mêmes. 
L'un des problèmes fondamentaux en théorie des noeuds consiste à pouvoir déter­
miner si deux entrelacs sont équivalents ou non. Pour ce faire, les mathéma.ticiens 
développent des invariants d'entrelacs, c'est-à-dire des quantités qui sont invariantes 
sous isotopie ambiante, et donc invariantes sous les mouvements de Reidemeister. Ul­
timement, il faudrait pouvoir distinguer tous les types d'entrelacs possibles, et ainsi 
en permettre une classification. Mais avant de présenter l'un de ces invariants, le 
polynôme de Jones, on veut établir une correspondance entre un diagramme d'entrelacs 
et un graphe, dans le but d'appliquer sur un diagramme d'entrelacs les concepts de la 
théorie des graphes, notamment le polynôme de Tutte. 
Définition 143 Un graphe plan signé est un graphe plan dont chaque arête est éti­
quetée d'un signe positif (+) ou d'un signe négatif (-). 
Proposition 144 L'ensemble des diagrammes d'entrelacs est en bijection avec l'ensem­
ble des graphes plans signés. On note cette bijection par T, à savoir 
T: {Graphes plans signés} ~ {Diagrammes d'entrelacs} (3.1) 
Preuve On sait que l'ensemble des Ul1lvers est en bijection avec l'ensemble des 
graphes plans (voir la proposition 134). 
+
....--. 
Figure 3.9 Bijection entre les croisements et les arêtes signées 
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On établit la bijection illustrée à la figure 3.9 entre les arêtes signées d'un graphe 
plan et l'information additionnelle ajoutée aux croisements d'un diagramme d'entrelacs. 
On remarque que le fait de balayer avec le brin du dessus la région noircie dans le sens 
anti-horaire correspond à une arête positive, alors que le fait de balayer avec le brin du 
dessus la région noircie dans le sens horaire correspond à une arête négative. L'ensemble 
des univers ponts et chaussées est donc en bijection avec l'ensemble des graphes plans 
signés. Puisque les univers ponts et chaussées sont des diagrammes d'entrelacs, le 
résultat (3.1) suit.• 
Définition 145 Un diagramme d'entrelacs est alterné si les croisements de chaque brin 
sont successivement «au-dessus» et «en-dessous». 
Proposition 146 Un diagramme d'entrelacs est alterné si et se'ulement si toutes les 
arêtes du graphe plan signé q'ui lui correspond ont le même signe. 
Preuve Voir dans le livre de Welsh (1993). • 
Définition 147 Soient LI et L 2 deux entrelacs. On appelle l"union disjointe de LI et 
L2 l'opération qui consiste à les isotoper dans des 3-boules disjointes et à prendre leur 
union. On note LI U L2 le résultat. Intuitivement, il s'agit de considérer l'entrelacs 
formé de LI et L2, sans qu'ils ne partagent aucun croisement. 
Définition 148 Soient KI et K2 deux noeuds. La somme connexe de KI et K2, notée 
K I #K2, est obtenue (intuitivement) de KI uK2 en découpant une petite portion de KI 
et K2 pour les relier ensemble, tout en ne formant pas de nouveau croisement. Voir la 
figure 3.10. Pour une définition plus précise, veuillez vous référer au livre de Lickorish 
(1997). On peut également définir la somme connexe de deux entrelacs. Pour cela, il 
faut spécifier les brins de l'un et l'autre entrelacs que l'on va relier ensemble. 
3.2 Le polynôme de Jones 
Le polynôme de Jones fut développé par Vaughan F.R. Jones dans les années 
1980. Le travail de ce dernier inspira de nombreux mathématiciens, notamment Hoste, 
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Trg	 Trg if Trg 
Figure 3.10 La somme connexe du noeud de trèfle gauche Trg avec lui-même 
Ocneanu, Millett, Freyd, Lickorish, Yetter, Przytycki et Traczyk, qui généralisèrent le 
polynôme de Jones en un polynôme nommé HOMFLY(PT) en leur honneur. 
Le polynôme de Jones se définit de plusieurs façons. Nous retenons l'approche 
de L.H. Kauffman (1988), qui fait intervenir le polynôme crochet. 
Définition 149 Le polynôme crochet [ ] est une fonction qui a pour domaine les dia­
grammes d'entrelacs et pour image 7L [A -1, A], c'est-à-dire les polynômes de Laurent à 
coefficients entiers en les variables A et A -1. Il est défini récursivement par les trois 
relations suivantes: Si D est un diagramme d'entrelacs, alors 
(i)	 [0] = l, où 0 est le diagramme du noeud trivial. 
(ii)	 [DUO] = (-A- 2 -A2). [D], où DUO consiste en l'union disjointe de D 
et du noeud trivial. 
(iii)	 Pour chaque croisement de D, on a 
1~~] [~] [)T:T'( ] (3.2)[ ;>Z =A +A- s s' , 
où les trois schémas représentent le même diagramme d'entrelacs, mais qui diffère 
localement de la façon indiquée. 
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Remarque 150 Pour le croisement * de la relation (3.2), le fait de balayer le brin 
du dessus dans le sens anti-horaire balaye les régions S et S', ce qui correspond au fait 
~ 
d'associer la variable A au croisement dénoué ~. À l'inverse, le fait de balayer 
~ T' -..... 
le brin du dessus dans le sens horaire balaye les régions T et T', ce qui correspond au 
lai' d'associe, la vmiable A-1 au croisement déno ué ,)"'(" 
Le polynôme crochet d'un diagramme qui possède n croisements peut être cal­
culé en l'exprimant comme une somme linéaire de 2n diagrammes qui ne possèdent 
aucun croisement, en utilisant (iii), et en remarquant, par (i) et (ii), que n'importe quel 
diagramme qui consiste en c copies du noeud trivial possède (_A- 2 - A2t-1 comme 
polynôme crochet. 
Il est facile de voir que l'ordre dans lequel la relation (iii) est appliquée sur les 
croisements n'importe pas sur la valeur du polynôme crochet. Il suffit de le vérifier 
pour deux croisements non adjacents et pour deux croisements adjacents. De fait, le 
polynôme crochet est bien défini pour les diagrammes d'entrelacs. Si le diagramme 
d'entrela.cs vide est requis, on lui attribue le polynôme (-A -2 _ A2) -1. 
Proposition 151 Sad LI et L 2 deux entrelacs Le polynôme crochet de l'union dis­
jointe LI U L2 est 
(3.3) 
Preuve Voir dans le livre de Lickorish (1997).• 
Proposition 152 Soient LI et L2 deux entrelacs. Le polynôme crochet de la somme 
connexe LI #L2 est 
(3.4) 
Preuve Voir la preuve dans le livre de Lickorish (1997). • 
Lorsqu'on étudie sur le polynôme crochet [D] l'effet des mouvements de Reide­
meister sur le diagramme d'entrelacs D, on constate que le fait de modifier D par un 
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mouvement de Reidemeister de type II ou III laisse [D] inchangé. Par contre, [D] est 
modifié lorsque D subit un mouvement de Reidemeister de type 1. Cela nous entraîne à 
améliorer le polynôme crochet en vue de le rendre invariant sous les trois types de mou­
vements de Reidemeister, pour qu'il devienne caractéristique des entrelacs équivalents. 
Pour ce faire, on attribue une orientation aux diagrammes d'entrelacs et on in­
troduit la notion de torsion. 
Définition 153 Un diagramme d'entrelacs orienté est un diagramme d'entrelacs pour 
lequel chacun des brins est muni d'une orientation. 
Définition 154 La torsion d'un diagramme d'entrelacs orienté D, notée p(D) est la 
somme des valeurs attribuées à chaque croisement de D. Les valeurs en question sont 




Figure 3.11 La valeur attribuée à chaque type de croisement 
Remarque 155 La torsion, tout comme le polynôme crochet, est invariante sous les 
mouvements de Reidemeister de type II et III, mais varie sous le mouvement de Reide­
meister de type 1. 
Définition 156 Soit D un diagramme d'entrela.cs orienté. Le polynôme f D est défini 
par 
fD(A) = (_A)-3p(D) [D] , (3.5) 
où p(D) est la torsion de D. On remarque que l'on ne tient pas compte de l'orientation 
de D dans le calcul du polynôme crochet [D]. 
Le polynôme fD est un invariant d'entrelacs, c'est-à-dire que le fait de modifier 
un diagramme d'entrelacs orienté par un mouvement de Reidemeister de type l, II ou 
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III laisse le polynôme crochet de ce Jiagramme inchangé. Le polynôme de Jones peut 
être défini à partir de fD' 
Définition 157 Soit D un diagramme d'entrelacs orienté. Le polynôme de Jones VD 
de D est un polynôme de Laurent en la variable t 1/ 4 , à coefficients entiers, défini par 
(3.6) 
c'est-à-dire que 
VD(t) = (_A)-3p(O) [D] IA=t-1j4 . (3.7) 
Noter que VD, VD E Z [r 1/ 4 , t 1/ 4]. 
Proposition 158 Le polynôme de Jones V est 'une fonction 
2 1 2V: {Entrelacs orientés dans I1~.3} ------+ Z [C 1/ , t / ] 
telle que 
(i) VO =l, 
(ii) r1v,---- /f" - tV..... /" + (c! - d)V~ = o. 
...-~....-----~ ----. 
Preuve Pour plus de détails, voir le livre de Lickorish à la page 28 (1997). • 
Pour bien comprendre la définition des polynômes crochet et de Jones, les exem­
ples 159 et 161 illustrent le calcul de ces polynômes pour le noeud de trèfle gauche. 
Exemple 159 Soit Trg le diagramme du trèfle gauche illustré à la figure 3.12. 
Figure 3.12 Le diagramme Trg du trèfle gauche 
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Le calcul du polynôme crochet de Trg se fait récursivement en dénouant un par 
un ses croisements. On fait le choix arbitraire de débuter avec le croisement 1 et on 
obtient, en applicant la relation (3.2): 
On choisit ensuite de dénouer le croisement 2 et on obtient 
[T,g] K 
1 (A-Jr 31 +A rCQ1J 
+A(A-1rCQ +ArOcp1J 
A-2 r 31 +(1+1+A'(-A-'-A')) rCQ 
Il ne reste plus que le croisement 3 à dénouer pour obtenir 
[T,g] = A-'(A-J[@]+A[OD 
+(l-A') (A-1[0] +A [OOD 
A-3 (_A- 2 - A2 ) + A-1 + (1 - A4 ) (A- 1 + A (_A- 2 _ A2)) 
_A-5 _ A-1 + A-1 + A-1 _ A-1 _ A3 _ A3 + A3 + A7 . 
On a donc 
(3.8) 
Remarque 160 Dans l'exemple 159, on a fait le calcul du polynôme crochet du trèfle 
gauche Trg. Le diagramme du trèfle droit, noté Trd, s'obtient de Trg en inversant les 
brins pour chacun des croisements. Le polynôme crochet du trèfle droit Trd est 
(3.9) 
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On remarque que [Trd] = [TrglIA<-----+A-l) qui est un résultat qui se généralise. 
Exemple 161 Calculons le polynôme de Jones du trèfle gauche orienté représenté à la 
figure 3.13. 
Figure 3.13 Le diagramme TrgO du trèfle gauche orienté 
Selon la convention de la figure 3.11, on constate que la torsion de TrgO est 
p(TrgO) = -3. On obtient donc 
On a donc 
(3.10) 
Remarque 162 Dans l'exemple 161, on a calculé le polynôme de Jones du diagramme 
orienté TrgO du trèfle gauche. On aurait pu calculer celui du diagramme orienté du 
trèfle droit, noté Trdo , pour obtenir 
(3.11) 
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3.3 Le polynôme de 'lUtte et le polynôme de Jones 
Le but visé dans cette section est de trouver une expression du polynôme crochet 
en fonction du polynôme de Tutte, et ce pour les diagrammes d'entrelacs alternés. Pour 
ce faire, nous introduisons la proposition qui suit. 
Proposition 163 Soit a et b des éléments non nuls d'un corps Ik et soit ç l'ensemble 
des multigraphes avec boucles. Alors il existe une unique fonction X' : ç -; Ik [t, z] qui 
possède les propriétés suivantes: 
(i)	 x'(1 = z.li t, z) t et X' (Qi t, z) ~ 
(ii)	 Si e E E est une arête d'un graphe G = (V, E,!) E ç qui n'est ni un isthme ni 
une boucle, alors 
x'(G; t, z) = ax'(G~; t, z) + bX'(G:; t, z). (3.12) 
(iii)	 Si e E E est une arête d'un graphe G = (V,E,!) E ç qui est un isthme ou 1me 
boucle, alors 
xl(1 l;t,z)x'(G~;t,z) si e est un isthme, 
(3.13)X' (G; t, z) = (n){ Xl 'fi; t, z X' (G~; t, z) si e est une boucle. 
En fait, la fonction X' est donnée par 
x'(G; t, z) = a1EI-r(G)br(G)x(G;~, ;),	 (3.14) 
où r(G) = IVI - po(G) est le rang de G. 
Preuve Voir la preuve dans le livre de Brylawski et Oxley (1992) et dans l'article de 
Chang et Shrock (2003). • 
On remarque que la proposition 163 signifie que n'importe quelle fonction qui 
satisfait les conditions (i), (ii) et (iii) s'avère être une fonction du polynôme de Tutte. 
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Définition 164 On définit les ensembles H, H+ et H_ par 
H {Graphes plans signés dont toutes les arêtes sont de même signe} , 
H+ {Graphes plans signés dont toutes les arêtes sont positives} , 
H- {Graphes plans signés dont toutes les arêtes sont négatives} . 
Notons que H. = H+ U H_ et que c'est une partition de H. 
Lemme 165 La fonction 
(3.15) 
est telle q'ue 
]OT(. + .) _A-3 , (3.16) 
[ lOT (Q+) -A3 , (3.17) 
]OT(. - .) _A3 , (3.18) 
[ JOT (Q-) _A-3 . (3.19) 
Preuve En appliquant la définition 120 et la bijection de la figure 3.9, on a 
T(. + .) ~, 
~ ,T(Q+) C%)

T(. - .) ~, 
T(Q-) Gx)· 
75 
Ensuite, on calcule la valeur du polynôme crochet de chacun de ces noeuds. Par 
exemple, pour le noeud ~, on obtient 
A [e] + A-1 [e e]
 
A + A-1 (_A- 2 - A2 ) [e]
 




On a donc [ ] 0 T (. + .) = -A-3. Le calcul est similaire pour les autres noeuds . 
• 
Lemme 166 Soit D'un diagramme d'entrelacs et soit G = T-1(D) = (V, E, 1) le graphe 
plan signé qui lui correspond. Si e E E est une arête de G q'ui n'est ni une bo'ucle ni 
'un isthme, alors 
si e E E est pos'iti'ue, 
si e E E est négative. 
(3.20) 
Preuve Soit e E E une arête de G qui n'est ni une boucle ni un isthme. Par la 
relation (3.2) de la définition 149 du polynôme crochet, on a 
Supposons que l'arête e E E soit positive. La figure 3.14 (i) montre que l'arête 
e dans G correspond localement à un croisement de la forme ~ dans D. 
76 
(i) N H 
(ii) 
­t:=::I ~ 
(iii) Il -~ ~
 
Figure 3.14 Équivalences locales entre graphe et entrelacs 
Pour sa part, la figure 3.14 (ii) montre que le fait de contracter l'arête e dans G 
correspond localement au croisement dénoué -=~. Finalement, la figure 3.14 (iii) 
montre que le fait de supprimer l'arête e dans G correspond localement au croisement 




On a bien 
La preuve dans le cas d'une ar~te négative est similaire. • 
Lemme 167 Soit D un diagramme d'entrelacs et soit G = T- 1(D) = (V, E, I) le graphe 
plan signé qui lui correspond. 
(i) Si e E E est une arête de G qui est un isthme, alors 
] 0 T (G~)) si e est positif, [ ] 0 T ~. + .~ ~ .([[ ] OT(G) = _ (3.21) 
{ si e est négatif. []OT. . .([~ 
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(ii) Si e E E est une arête de G qui est une boucle, alors 
([ ] 0 T ( Q+) ) ([ ]0 T (G~)) si e est posttwe, 
[ ] 0 T(G) = 
(1 lOT (Q -) ) (1 ]OT(G~)) si e est négotwe (3.22) 
Preuve Soit D un diagramme d'entrelacs et soit G = T-I(D) = (V, E,I). 
(i) Soit e E E un isthme positif de G. Supposons que l'isthme e soit du type 
~, c'est-à-dire que l'un des bouts est un sommet att",hé à aucune 
autre arête que l'isthme e. On a 
[ ] 0 T (G) [~]
 
A [=:>] + A- 1 [) 0]
 




_A-3 ([ ] OT) (G~).
 
On obtient bien le résultat voulu. 
Supposons plutôt que l'isthme e soit du type H. Posons [(1 et [(, les 
deux bouts de l'isthme e, avec KI n K2 = O. Dans ce cas, on a 
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En utilisant (3.3) et (3.4), on obtient 
[ ] 0 T (G) = A [KIl [K2] + A- I (_A-2 - A2) [KIl [K2] 
= _A-3 [KI] [K2] 
_A-3 ([ ] 0 T) (G~) . 
On remarque que le cas de l'isthme ~ est un cas particulier de l'isthme 
H 
La preuve pour le cas d'un isthme négatif est similaire. 
(ii) Soit e E E une boucle positive de G. On a 
[ ] 0 T (G) [%J] 
AD 0] +A- I [=:>] 
A (_A 2 - A-2 ) [=:>] + A- I [=:>] 
_A3 [=:>] 
_A3 ([ ] OT) (G~). 
La preuve pour le cas d'une boucle négative est similaire . 
• 
Proposition 168 Le diagramme suivant est commutatif: 
[{Diagrammes d}entrelacs alternés} 1 
/X (3.23) 
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où X(G) = (X+ U X-) (G) et 
X+(G) = A 21VI-IEI-2. X(G; _A-4 , -A4), V G E 1i+, 
(3.24) 
X-(G) = A-21V1+IEI+2 . X(G; -A4 , -A-4 ), V G E 1i_. 
Preuve Soit D un diagramme d'entrelacs alterné et soit G = (V,E,I) = T-1(D) le 
graphe plan signé qui lui correspond. En vertu de la proposition 146, toutes les arêtes 
de G ont le même signe. 
Considérons le cas où toutes les arêtes de G sont positives, c'est-à-dire que G E 
1i+. Dans ce cas, les lemmes 165, 166, et 167 nous permettent d'appliquer directement 
la formule (3.14). On a déjà calculé que 
On pose 
a=A-1etb=A 
dans (3.14) et on obtient 
[D] [ ] 0 T (G) 
-3 3 
(A-1)IEI-7'(G) (A)r(G) (G' ~ -A )X , A 'A-l 
A 27'(G)-IEI X(G; -A-4, _A4 ) 
A21VI-IEI-2. X(G; _A-4 , _A4 ). 
Maintenant, considérons le cas où toutes les arêtes de G sont négatives, c'est-à-dire que 
G E ri-. Les lemmes 165, 166, et 167 nous permettent d'appliquer directement la. 
formule (3.14). On a déjà calculé que 
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On pose 
a = A et b = A-1 
dans (3.14) et on obtient 
[D]	 [ ]OT(G) 
(A)IEI-r(G) (A-1f(G) X(G; ~~~, _~-3) 
AIEI-2r(G)X(G; -A4., _A-4 ) 
AIEI- 21V1+2 . X(G; _A4 , _A-4 ) . 
• 
Corollaire 169 Soit D un diagramme d'entrelacs alterné et soit G = T-1(D) = (V, E, I) 
le graphe plan signé qui lui corTespond. Le polynôme crochet de D s'exprime en fonction 
du polynôme de Tutte par 
si GE H+, (3.25 ) 
si GE H_. 
Preuve Ceci découle directement du diagramme commutatif (3.23). • 
Corollaire 170 Soit D un diagramme d'entTelacs alterné orienté et sod G = T-1(D) = 
(V, E, I) le graphe plan signé qui lui correspond. Le polynôme de Jones VD de D est 
donné par 
(D) ( _1) (21V1-IEI-2)-3p(D) l(-l)P 1,	 x(G; -t, -ïJ si GE H+,4	 . 
Vo(t) = { (D) ( _1) (-21V1+IEI+2)-3p(D) ( l )	 (3.26) (-l)P 1, 4	 ·X G;-t,-t si GE H_. 
Preuve Ceci découle directement de (3.25) et de la définition (3.5) du polynôme de 
Jones.• 
Les exemples 171 et 173 qui suivent illustrent le calcul du polynôme crochet et 
du polynôme de Jones en utilisant le polynôme de Tutte. 
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Figure 3.15 (i) Diagramme Trg bicolorié (ii) Graphe médian g(Trg) 
On construit le graphe médian signé g(Trg) tel que présenté à la figure 3.15 (ii). 
On calcule directement le polynôme de Tutte de g(Trg) en utilisant la formule (1.34) 
pour les cycles et on trouve 
x(g(Trg)); x,y) = y + x + x 2 
Ensuite, on utilise la formule (3.25) dans le cas des arêtes négatives et on trouve 
[Trg]	 A-(23)+3+2. x(g(Trg)); -A4, _A-4 ) 
A -1 . (( _A-4) + (_A4) + (_A4)2) 
_A-5 _ A3+ A7 . 
Remarque 172 Tel qu'attendu, on trouve la même valeur de [Trg] que celle calculée 
par la définition du polynôme crochet dans l'exemple 159. 
Exemple	 173 Soit TrgO le diagramme orienté du trèfle gauche tel qu'illustré à la figure 
3.13 et soit g(Trg) = T- 1(Trg) le graphe médian qui lui correspond, tel qu'illustré à la 
figure 3.15 (ii). On remarque que p(TrgO) = -3. Le polynôme de Jones VTrgu de TrgO 
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est donné par 
(TT 0) ( _1) (-21V1+IEI-3p(TTgU)+2) ( 1)(-1)P g t 4 ·x Trg;-t",-t 
_1)-23+3-(3(-3))+2 ( (1) (1)2)
- t 4 . (-t) + -- + -­( t t 
_C2.((_t)+(_~)+(_~)2)
 
Remarque 174 Tel qu'attendu, on trouve la même valeur de VTrgu(t) que celle calculée 
par la définition du polynôme de Jones dans l'exemple 161. 
CHAPITRE IV 
CALCULS SUR LES GRAPHES CONNEXES ET 2-CONNEXES 
4.1 Équations fonctionnelles et fonctions de poids bloc-multiplicatives 
4.1.1 Brève introduction à la théorie des espèces combinatoires 
De façon informelle, une espèce combinatoire est une classe de structures discrètes 
étiquetées qui est fermée sous les isomorphismes induits par le réétiquetage le long de 
bijections. Pour une introduction complète à la théorie des espèces combinatoires, 
veuillez consulter l'article d'André Joyal (1981) ou les livres de Bergeron, Labelle et 
Leroux (1994, 1997). 
À chaque espèce F sont associées des séries formelles, notamment la série généra­
trice exponentielle, notée F(x), qui sert à dénombrer les structures étiquetées. On la 
définit par 
xn 
F(x) = L IF [n]li' (4.1 ) 
n. 
n2:ü 
où IF [nJi désigne le nombre de F -structures sur l'ensemble [n] = {1, 2, ... ,n}. 
Les différentes opérations connues en analyse comme la somme, le produit, la 
composition et la dérivation s'appliquent sur les espèces combinatoires, de même que 
sur leurs séries formelles. Un isomorphisme F ~ C entre deux espèces, noté F = C, 
est une famille de bijections entre structures, 
Ciu = F rU] ------l C rU] , 
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où U varie sur l'ensemble des ensembles sous-jacents, qui commutent avec les réétique­
tages. L'isomorphisme entre espèces donne lieu à l'égalité entre leur séries génératrices 
respectives, notamment F(x) = G(x). 
Par exemple, le fait que n'importe quel graphe simple défini sur un ensemble de 
sommets U consiste en l'union disjointe de graphes simples connexes se traduit par 
l'équation fonctionnelle 
où Q désigne l'espèce des graphes simples, QC est l'espèce des graphes simples connexes 
et E est l'espèce des ensembles. Cela correspond, au niveau des séries formelles, à la 
relation bien connue 
qui est la série génératrice exponentielle de l'espèce Q. 
Pour les fins de ce travail, nous utilisons les espèces dans leur version pondérée. 
Une espèce pondérée est une espèce F munie d'une famille de fonctions de poids w = 
{wu: F rU] ------t Ik}, définies sur les F -structures, qui commutent avec les réétiquetages. 
lei, Ik est un anneau commutatif, habituellement un anneau de polynômes ou de séries 
formelles sur un corps de caractéristique zéro. On écrit F = Fw pour mettre l'emphase 
sur le fait que F est une espèce pondérée par la fonction de poids w. Les séries 
génératrices associées à Fw sont adaptées en remplaçant les cardinalités d'ensemble lAI 
par les poids totaux, à savoir 
IAl w = L w(a). 
aEA 
Définition 175 Soit QC l'espèce des graphes simples connexes. On définit les fonctions 
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de poids suivantes: 
e çc ------t IR telle que 'Vo9 E çc, e(09) = 1, (4.2) 
ac çc ------t IR telle que 'Vo9 E çc, ac(09) = Nombre d'arbres couvrants de 09, (4.3) 
X çc ------t IR [t, z] telle que 'Vo9 E çc, X(09) = Polynôme de Tutte de 09, (4.4) 
N* çc ------t IR [À] telle que 'Vo9 E çc, N*(g) = Nombre de À-flots à flux (4.5) 
non nuls de 09, 
R çc ------t IR [p, q] telle que 'Vo9 E çc, R(09) = Polynôme de fiabilité de o9. (4.6) 
4.1.2 Les fonctions de poids bloc-multiplicatives 
Un point d'articulation d'un graphe connexe est un point tel que le fait de le 
supprimer rend le graphe non connexe. On dit d'un graphe connexe G qu'il est 2­
connexe s'il ne contient aucun point d'articulation, c'est-à-dire que le fait de supprimer 
n'importe quel sommet de G le laisse connexe. Un bloc dans un graphe simple est 
un sous-graphe 2-connexe maximal. On remarque que la décomposition d'un graphe 
simple en blocs est unique. Le graphe-bloc d'un graphe simple connexe est un graphe 
dont les sommets sont les blocs du graphe connexe et les arêtes correspondent aux blocs 
partageant un point d'articulation. Le bc-arbre d'un graphe simple connexe 09, noté 
bc(09), est un arbre bicoloré dont les sommets noirs sont les blocs de 09, les sommets blancs 
sont les points d'articulation de 09 et les arêtes correspondent aux relations d'incidence 
dans g. La figure 4.1 illustre l'exemple d'un graphe et des graphe-bloc et bc-arbre qui 






(i) (il) (ill) 
Figure 4.1 (i) Un graphe connexe g (ii) Le graphe-bloc de g (iii) Le bc-arbre bc(g) 
Considérons maintenant B une espèce donnée de graphes 2-connexes. On note 
Cs l'espèce des graphes connexes dont tous les blocs sont dans B. On les appelle 
Cs - graphes. 
Exemple 176 Si B = Ba, la classe de tous les graphes 2-connexes, alors Cs C, 
l'espèce de tous les graphes connexes. Ici, a tient pour ail en anglais. 
Exemple 177 Si B = K2, la classe des liens, alors Cs = a, l'espèce des arbres (non 
enracinés, libres). 
Exemple 178 Si B = {Pm, m 2: 2}, où Pm désigne la classe des polygones à m côtés 
(par convention, P2 = K2), alors Cs = Ca, l'espèce des cactus. 
Exemple 179 Si B = {Kn , n 2: 2}, la famille des graphes complets, alors Cs = Hu, 
l'espèce des graphes de Husimi. 
Définition 180 Une fonction de poids w définie sur l'espèce ç des graphes est dite 
multiplicative sur les composantes connexes si pour tout graphe 9 E ç rU] dont les 
composantes connexes sont Cl, C2, ... , ck, on a 
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Définition 181 Une fonction de poids west dite bloc-multiplicative si pour tout graphe 
connexe c dont les blocs sont bl, b2J ... Jbk , on a 
Proposition 182 Les fonctions de poids 
E, ac, X, N*,R 
définies respectivement en (4.2), (4.3), (4·4), (4·5) et (4.6) sont bloc-mv.ltiplicatives. 
Preuve Soit 9 E C un graphe simple connexe qui admet llne décomposition en k 
blocs b1 ,b2 ,··· ,bk . 
1.	 On a 
k 
E(g) = 1 = IIE(bi )· 
i=l 
2.	 Il est facile de constater que de choisir un arbre couvrant de 9 consiste à faire un 
choix indépendant d'arbres couvrants sur chacun des k blocs. On a donc 
k 
ac(g) = II ac(bi ), 
i=l 
ce qui montre que ac est bloc-multiplicative. 
3.	 Par une extension du théorème 53 du chapitre 1, le polynôme de Tutte est multi­
plicatif sur les blocs d'un graphe. On a donc 
k 
X(g; x, y) = II X(bi; x, y). 
i=l 
4.	 Soit À 2: 1 un entier naturel. Par une extension de la proposition 94 du chapitre 
2, le nombre de À-flots à flux non nuls est multiplicatif sur les blocs d'un graphe. 
On a donc 
k 
N*(g; À) = IIN*(bi ; À). 
i=l 
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5.	 Soit P E [0,1]. Par une extension de la proposition 101 du chapitre 2, la probabilité 
que le graphe résiduel de G soit connexe est multiplicative sur les blocs d'un 
graphe. Ainsi, la probabilité que le graphe résiduel de G soit connexe consiste en 
la probabilité indépendente que chacun des graphes résiduels des blocs b1, b2, ... ,bk 
soit connexe. On a donc 
k 
R(g,p) = IIR(bi ; X, y). 
i=l 
• 
4.1.3 L'équation fonctionnelle Cs = E (B' (Cs)) 
L'équation fonctionnelle qui est présentée dans le théorème qui suit est bien con­
nue et se retrouve notamment chez Bergeron, Labelle et Leroux (1994), Harary et Palmer 
(1973), Joyal (1981), Labelle (1983), Leroux (1988), Leroux et Miloudi (1992), Norman 
(1954), Riddell (1951), Robinson (1970), Uhlenbeck et Ford (1963) et Husimi (1950). 
Tout d'abord, on rappelle que pour toute espèce F, la dérivée F' de F est l'espèce définie 
comme suit: une F'-structure sur un ensemble U est une F -structure sur l'ensemble 
U u {*}, où * est un élément externe (non étiqueté). Autrement dit, 
F' rU] = F [U + {*}] . 
De plus, l'opération F ---+ F· de pointage (ou d'enracinement) de F-structures en un 
élément d'un ensemble sous-jacent peut-être définie par 
F·	 = X· F'. (4.7) 
Théorème 183 Soit B une classe de graphes 2- connexes et Cs l'espèce des graphes 
connexes dont tov,s les blocs sont dans B. A lors on al'équation fonctionnelle 
Cs = E (B' (Cs)) .	 (4.8) 
















Figure 4.2 L'équation fonctionnelle Cs = E (BI (CG)) 
À gauche, une Cs-structure sur l'ensemble U est représentée. On a donc une 
Cs -structure construi te sur un ensemble U U {*}. À droi te, l'élément étoile est partagé 
autant de fois qu'il fait partie d'un bloc dans la Cs-structure. Dans chacun de ces 
blocs, les sommets (hormis {*}) sont les points d'attache (les racines) de Cs-structures. 
On a donc une assemblée de BI (Cs) -structures, c'est-à-dire que Cs = E (BI (Cs)), • 
L'équation fonctionnelle (4.8) permet de mettre en relation les espèces Cs et BI. 
Pour ce faire, il suffit de multiplier (4.8) par X et d'appliquer (4.7) pour obtenir 
Cs = X . E (BI (Cs)) . (4.9) 
L'équation (4.9) donne lieu à l'égalité entre les séries génératrices exponentielles 
Cs (x) = x . exp (BI (Cs (x))) . (4.10) 
Le théorème 183 trouve son équivalent au niveau des espèces pondérées. Il est 
utilisé dans ce chapitre pour effectuer des calculs au niveau de l'espèce des graphes 
connexes pondérés par une fonction de poids bloc-multiplicative. 
Théorème 184 Soit w une fonction de poids bloc-multiplicative définie sur l'espèce des 
graphes connexes dont tous les blocs sont dans une espèce B donnée. Alors 
(4.11) 
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Preuve Tout d'abord, rappelons la formule (4.8): 
CB= E (B' (CB)) . 
On veut établir la version pondérée de cette équation fonctionnelle, à savoir qu'on veut 
montrer que 
(4.12) 
P uisque la bij ection entre les structures CBet E (B' (CB)) a déj à été démontrée dans le 
théorème 183, il suffit, pour prouver (4.12), de montrer que le poids est préservé le long 
de cette bijection. 
A la figure 4.2, on constate que les blocs de la CB-structure sont préservés lors 
de l'éclatement de l'élément *. Étant donné que la fonction de poids west bloc­
multiplicative, les stuctures CBet E (B' (CB)) ont le même poids. On a montré la 
relation (4.12). 
Maintenant, le fait de multiplier chaque membre de (4.12) par l'espèce singleton 
X consiste à substituer l'élément * par un élément distingué, ce qui n'a aucun impact 
sur les blocs de chaque structure. L'équation (4.12) devient alors 
ce qui montre (4.11) .• 
Le théorème 184 permet notamment de trouver l'égalité suivante: 
(4.13) 
4.2 Calculs sur les graphes 2-connexes 
Considérons l'espèce (Ba)w de tous les graphes 2-connexes pondérés par la fonction 
de poids w. La série génératrice exponentielle de (Ba)w est donnée par 
(4.14) 
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où IBa ln] Iw désigne le nombre de Ba -structures sur n points pondérées par w. 
Dans cette section, on s'intéresse à calculer les coefficients IBa ln] I de la série w 
génératrice (4.14), et ce pour diverses fonctions de poids w. Plus précisément, on 
considère les fonctions de poids é, ac, X, N* et R définies respectivement en (4.2), (4.3), 
(4.4), (4.5) et (4.6). 
Tout d'abord, l'ensemble des classes d'isomorphie de graphes 2-connexes sur 2, 3, 
4, 5 et 6 sommets est présenté à l'appendice A. On y retrouve, pour chaque classe, un 
tableau de la forme de celui du tableau 4.1. On remarque qu'il n'existe pas de graphe 
2-connexe sur 0 et 1 sommet. 
Numéro Nombre d'étiquetages de G 
Polynôme de Tutte de G en les variables t et z 
Classe de graphes Nombre d'arbres couvrants de G 
2-connexes Polynôme chromatique de G en la variable À 
Polynôme de fiot de G en la variable À 
Polynôme de fiabilité de G en les variables p et q = (1 - p) 
Tableau 4.1 Tableau général des informations pour chaque classe de graphes 2 ­
connexes 
On calcule directement les coefficients IBa ln] I de la série (4.14) en utilisantw 
l'expression 
n! 
IBa [n]l w = 2:= laut(g) 1 . w(g), (4.15) 
gEBa[nll~ 
où Ba ln] / "-' désigne les types d'isomorphie de Ba-structures et laut(g)1 désigne le 
nombre d'automorphismes de g. 
Pour conclure, les tableaux B.1, B.2, B.3, B.4 et B.5 présentés à l'appendice B 
expriment les valeurs du coefficient IBa [n]lw selon les fonctions de poids é, ac, X, N* et 
R pour les valeurs de n = 2,3,4,5 et 6. 
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4.3 Calculs sur les graphes connexes 
Considérons (CB)w l'espèce des graphes connexes pondérés par la fonction de 
poids bloc-multiplicative w dont tous les blocs sont dans l'espèce B = Ba, c'est-à-dire 
l'espèce de tous les graphes 2-connexes. La série génératrice exponentielle de l'espèce 
(CB)w est donnée par 
xn (CB)w (x) = L ICB [n]lw -, ) (4.16)
n. 
n:::O 
où ICB [n]l w désigne le poids total de toutes les CB-structures étiquetées sur n points. 
Dans cette section, on s'intéresse à calculer les coefficients ICB ln] I en utilisant w 
l'équation fonctionnelle (4.11) qui est 
Comme on l'a vu précedemment, cette dernière donne lieu à l'égalité 
(CB)w (x) = x· exp (B~ ((CB)w)) (x), (4.17) 
où (CB)w (x) est la série génératrice exponentielle de l'espèce (CB)w' Cette dernière 
est donnée par 
(CB)w (x) = L ICB[n]l w x~. (4.18) n. 
n:::O 
Nous allons utiliser le fait que l'équation fonctionnelle (4.11) met en relation les 
espèces (CB)w et B~, à savoir qu'elle permet d'établir une relation entre les coefficients 
1GB [n]lw et IBI [n]lw' Plus précisément, l'inversion de Lagrange1 appliquée à (4.11) 
nous apprend que 
(4.19) 
On remarque dans (4.18) que ICB[n]l w = n! . [xn ] (CB)w (x). On y substitue (4.19) et 
on obtient 
(4.20) 
l Pour de plus amples détails concernant la méthode de l'inversion de Lagrange, veuillez vous 
référer au livre de Bergeron, Labelle et Leroux (1994). 
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Développons en détail l'expression (4.20). On obtient 
(2: >	 IB[k+111 ~)m)n 1GB[n]lw = (n -1)!· [tn-1J L k_l m!	 (4.21). w k. ( 
m2ü 
On remarque que l'expression (4.21) requiert les coefficients lB [k + 1] Iw pour lesquels 
nous avons calculé les valeurs à la section 4.2. En fait, nous avons calculé les valeurs de 
lB [k + 1] Iw pour 2 :s; k + 1 :s; 6, mais on constate aisément que pour toute fonction de 
poids 'W, lB [O]lw = lB [l]lw = O. En subsituant dans l'expression (4.21) les coefficients 
lB [k + 1] Iw déjà calculés, on obtient, pour 1 :s; n :s; 6, 
5 )1n)n
5 ( 2:IB[k+1]lwt 
1GB[n]lw = (n -1)!· [tn-1J 1; k=l m! (4.22) 
( 
L'expression (4.22) nous permet de trouver, à partir des coefficients IB[k+ 111 1u' 2 :s; 
k + 1 :s; 6, les coefficients 1GB [n]l w' 1 :s; n:S; 6. 
Finalement, les coefficients 1GB ln] I de la série génératrice (4.16) s'obtiennentw 
directement de ceLL'X de la série génératrice de l'espèce (GB)w' En effet, il suffit de 
retirer le pointage de (GBt pour obtenir 
1GB ln] Iw = ~ 1GBln] Iw . n 
Les tableaux C.1, C.2, C.3, C.4 et C.S présentés à l'appendice C expriment les 
valeurs de 1Gl) ln] I selon les fonctions de poids é, ac, x, N*, R, pour 1 :s; n :s; 6.w 
4.4	 Les À-flots sur les graphes 2-connexes à quatre sommets et les 
marches de longueur trois dans f'JÀ-l 
Considérons le tableau B.4 de l'appendice B qui présente les polynômes IBa ln] IN' (À), 
pour 2 :s; n :s; 6. Plus particulièrement, on s'intéresse au polynôme IBa [4]1N* (À), qui 
est donné par 
(4.23) 
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On rappelle que N*(g) est le nombre de À-flots à flux non nuls sur un multigraphe orienté 
g, comme dans la définition 88. 
Considérons maintenant l'évaluation de IBa [4]I N * (À), pour 1 :s; À :s; 10, dont 











Tableau 4.2 Valeurs de IBa [4]1N* (À), 1 :s; À:S; 10 
nombres entiers (Sloane, 2005) a permis de mettre en relation ces valeurs avec le nombre 
de marches de longueur trois dans ~j>\-l. Voici de quelle façon. 
Définition 185 Soit Nn ç ]Rn. Une marche de longueur kEN dans Nn consiste en la 
donnée d'un point de départ Po E Nn et d'une succession de k pas continus, c'est-à-dire 
d'une suite de points (Pi)O~i~k' Pi E Nn telle que Ipi+l - pil = 1,0 :s; i :s; k -1. Chaque 
Pi E Nn est un pas de la marche, 1 :s; i :s; k. 
Définition 186 Soit Nn ç ~n. On définit M3 : N N la fonction qui envoie un ------7 
entier naturel n sur le nombre de marches de longueur trois clans Nn , ayant comme point 
de départ l'origine de Nn , c'est-à-dire (0,0, ... ,0) E Nn . 
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Proposition 187 Soit n E N. La Jonction M3 est telle que 
M 3 (n) = n (n2 + 3n - 1) . (4.24) 
Preuve Analysons en détaille cas n = 3. Soit m = {(O, 0, 0), Pl, P2, P3} une marche 
de longueur trois dans N3 , ayant comme point de départ l'origine (0,0,0). On remarque 
que m est entièrement déterminée par P2, c'est-à-dire qu'après avoir fait deux pas dans 
N3, le dernier pas mène nécessairement au point final P3. À la figure 4.3, les points 
blancs @, CD et (î) montrent les possibilités pour le deuxième pas P2 de la marche m. 
Les points. montrent les possibilités pour le troisième pas P3. On remarque que le 
point @ est l'origine de N3 , les points CD sont situés sur l'un des axes de N3 alors que 
les points (î) sont situés dans l'un des trois plans N x Ne N3. 
___-t----t--~L 
Figure 4.3 Les marches de longueur 3 dans N3 
Supposons que le deuxième pas de la marche m soit le point @, c'est-à-dire 
l'origine (0,0,0). À partir de l'origine de N3 , il Y a trois façons d'y retourner en deux 
pas, c'est-à-dire que l'on peut faire un pas sur l'un des trois axes et revenir en arrière. 
De plus, il y a trois possibilités pour le troisième pas, qui consiste à faire un pas sur 
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l'un des trois axes. Il y a donc 9 marches de longueur trois dont le deuxième pas est 
l'origine. 
Maintenant, supposons que la marche m passe par l'un des points CD. On remar­
que que pour arriver à un point CD à partir de l'origine, il n'y a qu'une seule possibilité 
pour le premier pas, qui doit être nécessairement sur le même axe que le point CD. En­
suite, à partir d'un point CD, il y a quatre possibilités pour le troisième pas. En effet, 
soit le dernier pas avance ou recule d'un pas sur l'axe, soit il va dans l'un des deux plans 
dont l'axe est l'intersection. Donc il y a 4 marches de longueur trois qui passent par 
chaque point CD. Comme il y a trois points CD, on en conclut qu'il y a 12 marches de 
longueur trois qui passent par les points CD. 
En terminant, supposons que m passe par un point Œ. Pour arriver en deux 
pas à un point Œà partir de l'origine, il n'y a que deux façons. Ensuite, on remarque 
qu'il y a cinq possibilités pour le troisième pas. En effet, le troisième pas est soit dans 
le même plan que Œ, soit il quitte ce plan. Donc il y a 10 marches de longueur trois 
qui passe par chaque point Œ. Puisqu'il y a trois points Œ, on conclut qu'il y a 30 
marches de longueur trois qui passent par les points Œ. On a montré que 
M3(3) = 9 + 12 + 30 = 51, 
ce qui vérifie bien la formule (4.24). 
D'une manière générale, en conservant les notations des points de type @, CD et 
Œpour une marche m = ((0,0,0) ,PI,P2,P3) dans N'n, on a 
2 
M3(n) = LPI (k) . P2 (k) . P3 (k) , 
k=O 
Pl (k) = Nombre de possibilités d'arriver au point @ en deux pas, 
où 
P2 (k) = Nombre de points @, 
P3 (k) = Nombre de possibilités pour le troisième pas à partir du 
point @. 
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Pour le point @, on remarque que pour tout entier n 2: 1, on a 
Pl (0) n, 
P2 (0) 1, 
P3 (0) n. 
Pour les points CD, on remarque que pour tout entier n 2: 1, on a 





Pour les points ~, on remarque que pour tout entier n 2: 1, on a 
Pl (2) 2, 
P2 (2) 
P3 (2) n+2. 
On en conclut que 
2 
n +n(n+1)+2(n+2) (~) 
n (n2 + 3n - 1) . 
•
 
La proposition qui suit établit l'égalité entre le poids total des À-flots à flux non 
nuls sur les graphes 2-connexes à quatre sommets et le nombre de marches de longueur 
trois dans NÀ-l. 
Proposition 188 Soit un entier À 2: 1. On a l'égalité 
(4.25) 
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Preuve Par la relation (4.23), on a 
(>1 - 1) (>-2 + >- - 3) 
(>--1) ((>--1)2+ 3 (>--1)-1) 
M3(>- - 1) . 
• 
Remarque 189 La preuve de la proposition 188 repose sur un argument algébrique. 
Il serait intéressant de trouver une interprétation combinatoire de l'égalité (4.25). 
CONCLUSION 
L'objectif visé dans ce travail consistait en la présentation du polynôme de Tutte, 
et ce à la manière de son idéateur, M. William Thomas Tutte. Nous avons également 
dressé un portrait de l'éventail des applications possibles de ce polynôme, notamment 
en théorie des graphes, en physique de la mécanique statistique, de même qu'en théorie 
des noeuds. À cet égard, nous avons fait la démonstration que le polynôme de Tutte 
admet une spécialisation en terme de la fonction de partition d'un modèle de Potts, 
ainsi qu'en terme du polynôme de Jones d'un entrelacs alterné. En fait, nous avons vu 
que n'importe quelle fonction de graphes qui s'exprime par une relation de suppression 
et de contraction d'arêtes est une évaluation du polynôme de Tutte. 
Au dernier chapitre, nous avons calculé, pour diverses fonctions de poids bloc­
multiplicatives, le poids total de tous les graphes 2-connexes et connexes sur moins de 
six sommets. Cela nous a permis, entre autres, d'établir l'égalité entre le poids total 
des À-flots à flux non nuls sur les graphes 2-connexes à quatre sommets et le nombre 
de marches de longueur trois dans l'hypercube de dimension À - 1. 
Il est à noter que la recherche concernant le polynôme de Tutte est très active 
actuellement. Tout d'abord, le polynôme de Tutte se définit dans un contexte beaucoup 
plus général que la théorie des graphes, à savoir dans le contexte des matroïdes. Ensuite, 
il a été généralisé en utilisant les graphes coloriés (Bollobas et Riordan, 1999). Il serait 
intéressant d'établir les relations entre ce polynôme de Tutte généralisé et, par exemple, 
les invariants d'entrelacs de la théorie des noeuds. 
• • 
APPENDICE A 
RÉSULTATS POUR LES GRAPHES 2-CONNEXES SUR n
 
SOMMETS, 2 ~ n ~ 6
 
Numéro Nombre d'étiquetages de G 
Polynôme de Tutte de G en les variables t et z 
Nombre d'arbres couvrants de G 
Graphe G Polynôme chromatique de G en la variable À 
Polynôme de fiot de G en la variable À 









t2+ t + z 
3 ~ ':Q-1+À)(À-2) 
-1 +À 
p2 (2 q + 1) 
4.1	 3 









t3 + 2t2 + 2tz + t + z + z2 
À (À - 1) (À - 2)2 
(À-1)(À-2) 
p3 (4 q2 + 3 q + 1) 
D 8 
4.3	 1 
3t2+ 4tz + 3z2 + 2t + 2z + z3 + t3 
16 
À (À - 1) (À - 2) (À - 3)~ (À - l)(À - 2)(À - 3) 
p3 (6 q3 + 6 q2 + 3 q + 1) 
102 
5.1	 12 
t 4 + t 3 + t 2 + t + z 
À (,:\ - 1) (À - 2) (À 2 - 2 À + 2)0 5 À-1
 




t 4 + 2 t 3 + t 2Z + 2 t 2 + 2 tz + t + z2 + z
 
V 11 À(À-1)(À-2) (À2 -3À+3)
 (À - 2) (À - 1)
 




t 4 + 2 t 3 + 3 t 2 + 3 tz + t + z2 + z 
12 
À (À - 1) (À3 - 5 À2 + 10 À - 7) 
(À - 2) (À - 1)
 
p4 (7 q2 + 4 q + 1)
 
5.4	 10 
t 4 + 3 t 3 + 3 t 2z + 3 t 2 + 3 tz2 + 3 tz + t + z3 + z2 + z 
À (À - 1) (À - 2)3\f1 20 (À2 - 3 À + 3) (À - 1) 




t 4 + 3 t 3 + 3 t 2z + 3 t 2 + 2 tz2 + 4 tz + t + z3 + 2 z2 + z
 
À(À - 1) (À - 2)31Sl 21 (À - 2)2 (À - 1)
 




t 4 + 3 t 3 + 2 t 2Z + 4 t 2 + tz2 + 5 tz + 2 t + z3 + 3 z2 + 2 z
 
À(À-1)(À-2) (À2 -4À+5)\[J 24 
(À - 1) (À - 2) (À - 3)
 
p4 (10 q3 + 9 q2 + 4 q + 1)
 
5.7	 30 
t 4 +4 t 3 +5 t 2z +5 t 2 + tz3 +5 tz2 +7 tz + 2 t + z4 + 3 z3 +4 z2 +2 z 
@ 40 À(À - 1) (À - 3) (À - 2)2 
(À - 2) (À - 1) (À2 - 4 À+ 5) 
p4 (12 q4 + 14 q3 + 9 q2 + 4 q + 1) 
5.8	 15 
t4 + 4 t 3 + 4 t 2z + 6 t 2 + 4 tz2 + 9 tz + 3 t + z4 + 4 z3 + 6 z2 + 3 z 
À(À - 1) (À - 2) (À2 - 5/\ + 7)\f1 45 
(À - 2)(À - 1) (À 2 - 5 À+ 7)
 















t4 + 5 t3 + 7t2z + 8t2+ 2 tz3+ 9tz2+ 13tz +4 t +z5 + 4z4 +8z3 + 
9 z2 + 4 z 
75 
À(À - 1) (À - 2) (À - 3)2 
(À - 2) (À - 1) (À3 - 6 À2 + 14 À - 13) 
p4 (1 + 4 q + 10 q2 + 24 q4 + 18 q3 + 18 q5) 
1 
t4 + 6 t3 + 10 t2z + Il t2 + 5 tz3 + 15 tz2 + 20 tz + 6 t + z6 + 4 z5 + 
10 z4 + lS z3 + 15 z2 + 6 z 
125 
À (À - 1) (À - 2) (À - 3) (À - 4)
 
(À - 1) (À5 - 9 À4 + 36 À3 - 79 À2 + 96 À-51)
 
p4 (1 + 4q + 10q2 + 30q4 + 20q3 + 36 q5 + 24 q6)
 
60 
t5 + t4 + t3 + t2 + t + z 
6 
À (À - 1) (À4 - 5 À3 + 10 À2 - 10 À + 5) 
-1 + À 
(5 q + 1) p5 
180 
t5 + 2 t4 + 3 t3 + 2 t2Z + 2 t2 + 2 tz + t + z2 + z 
15 
À (À-1) (À 2 -3À+3)2 
(-1+À)(À-2) 




t5 + 2 t4 + t3z + 2 t3 + t2z + 2 t2 + 2 tz + t + z2 + z
 
0 14 À (À - 1) (À2 - 2 À + 2) (À - 2)2
 (-1 + À) (À - 2)
 




t5 + 2 t4 + 3 t3 + t2Z + 3 t2 + 3 tz + t + z2 + z
 
À (À - 2) (À - 1) (À3 - 4 À2 + 7 À - 5)\2) 16 
(-1+À)(À-2)
 
(10 q2 + 5 q + 1) p5
 
8.1	 15 
t5 + 3 t4 + 6 t3 + 6 t2Z + 4 t2 + 4 tz2 + 4 tz + t + z3 + z2 + z 




(15 q3 + 11 q2 + 5 q + 1) p5
 
8.2	 180 
t5 + 3 t4+ 2 t3z +4 t3+t2z2+4 t2z+3 t2+3 tz2+ 3 tz+t+z3+ z2 +z 
0 28 À (À - 1) (À2 - 3 À + 3) (À - 2)2
 (-1+À)(À2 -3À+3)
 
(12 q3 + 10q2 + 5q + 1)p5 
106 
8.3	 360 
t5 + 3 t4 + t3z + 5 t3 + 5 t2Z + 4 t2 + 3 tz2 + 5 tz + t + z3 + 2 z2 + z 




(14 q3 + 12 q2 + 5q + 1) p5
 
8.4	 720 
t 5 +3 t4 +2 t3z+4 t3+t2z2+4 t2z+3 t2+2 tz2+4 tz+t+z3+2 z2+ z 
À (À - 1) (À 2 - 3 À + 3) (À - 2)242) 29 
(À-2)2(-1+À)
 
(12 q3 + 11 q2 + 5 q + 1) p5
 
8.5	 360 
t5 + 3 t4 + 2 t3z + 4 t 3+ 5 t2Z + 3 t2 + 3 tz2 + 4 tz + t + z3 + 2 z2 + z 
À (À - 1) (À2 - 3 À + 3) (À - 2)24) 30 
(À-2)2(-1+À)
 
(12 q3 + 12 q2 + 5 q + 1) p5
 
8.6	 180 
t5 + 3 t4 + 2 t3z + 4 t 3+ 5 t2z + 3 t2 + 3 tz2+ 4 tz + t + z3 + 2 z2 + z 



























(-1 + À) (À - 2) (À - 3)
 
(14 q3+ 12 q2+ 5q + 1) p5
 
90 
t5 + 3 t4 + 6 t3+ 5 t2z + 5 t2+ 2 tz2+ 6 tz + 2 t + z3 + 3 z2 + 2 z 
36 
À (À - 1) (À4 - 7 À3 + 21 À2 - 30 À+ 17) 
(-1 + À) (À - 2) (À - 3) 
(17 q3 + 13 q2 + 5 q + 1) p5 
360 
t5 + 3 t4 + t3z + 5 t3+ 4 t2z +5 t2+ 2 tz2+6 tz + 2 t + z3 + 3 z2 + 2 z 
35 
À (À - 1) (À2 - 3 À+ 4) (À - 2)2 
(-1+À)(À-2)(À-3) 
(16 q3 + 13 q2 + 5 q + 1) p5 
15
 
t5 + 4 t4+ 4 t3z + 6 t3+ 6 t2z2 + 6 t2z + 4 t2+ 4 tz3+ 4 tz2+ 4 tz +
 
t + z4 + z3 + z2 + z 
48 
À (À - 1) (À - 2)4 
(À-2)(À2 -2À+2)(-1+À) 




t 5 + 4 t4 + 4 t3z + 6 t3+ 4 t 2
2z2 + 8 t Z + 4 t2+ 3 tz3+ 6 tz2+ 5 tz + 
t + z4 + 2 z3 + 2 z2 + z 
52~ À (À - 1) (À - 2)4 
(-1+À)(À-2) (À2 -3À+3) 
(16 q4 + 18 q3 + 12 q2 + 5 q + 1) p5 
9.3	 360
 
t 5 + 4 t4 + 4 t3z + 6 t3+ 3 t 2

ê 
2z2 + 9 t Z + 4 t2+ 2 tz3+ 7 tz2+ 6 tz + 
t + z4 + 3 z3 + :1 z2 + z 
55 
À (À - 1) (À - 2)4 
(À-2)3(-1+À) 
(16 q4 + 20 q3 + 13 q2 + 5 q + 1) p5 
9.4	 120
 
4 + 4 t3 2
t 5 + 4 t z + 6 t3+ 3 t2z2 + 9 t Z + 4 t2+ 3 tz3+ 6 tz2+ 6 tz + 
54{:} t + z4 + 2 z3 + 3 z2 + z 
À (À - 1) (À - 2)4
 
(-7 + 10À - 5À2 + À3) (-1 + À)
 












t 5 + 4 t4 + 4 t 3z + 6 t 3 + t 2z3 + 3 t 2z2 + 7 t 2z + 5 t 2 + tz3 + 5 tz2 + 
7 tz + 2 t + z4 + 3 z3 + 4 z2 + 2 z 
56 
.\ (.\ -1) (.\ - 2) (.\ - 3) (.\2 - 3.\ + 3) 
(-1 + .\) (.\ - 2) (.\2 - 4.\ + 5) 
(18 q4 + 20 q3 + 12 q2 + 5 q + 1) p5 
360 
5 + 4 t4 + 4 t 3 3 + 3 t 2t z + 6 t 2z2 + 9 t z + 4 t 2 + 2 tz3 + 7 tz2 + 6 tz + 
t + z4 + 3 z3 + 3 z2 + z 
55 
.\ (.\ - 1) (.\ - 2)4 
(.\ - 2)3 (-1 + .\) 
(16 q4 + 20 q3 + 13 q2 + 5 q + 1) p5 
180 
5 + 4 t4 + 3 t 3 3 + 3 t 2t z + 7 t 2z2 + 8 t z + 6 t 2 + 2 tz3 + 6 tz2 + 8 tz + 
2 t + z4 + 3 z3 + 4 z2 + 2 z 
60 
.\ (.\ -1) (.\2 - 4.\ + 5) (.\ - 2)2 
(-1 +.\) (.\ - 2) (.\2 - 4.\ + 5) 




5 + 4 t 4 + 2 t 3 3 + t 2Z + 7 t
t z + 8 t 2z2 + 10 t 2 + 2 tz3 + 8 tz2 + 9 tz + 
1ô 2 t + z4 + 3 z3 + 4 z2 + 2 z
 64
 À (À - 1) (À - 2) (À3 - 6 À2 + 14 À - 11) 
(-1 + À) (À - 2) (À2 - 4 À + 5) 
(22 q4 + 23 q3 + 13 q2 + 5 q + 1) p5 
9.9	 720
 
5 + 4 t 4 + 3 t 3 3 + 2 t 2Z + 6 t
t z + 7 t 2z2 + 9 t 2 + 2 tz3 + 7 tz2 + 8 tz + 
611S1 2 À t (À + -z4 1) + (À3 z32 -+ 44 À z2 ++ 5)2 (À z - 2)2 
(-1 + À) (À - 2) (À2 - 4 À + 5) 
(20 q4 + 22 q3 + 13 q2 + 5 q + 1) p5 
9.10	 360
 
5 + 4 t 4 + 2 t 3 3 + t
 
W 
t z + 8 t 2z2 + 9 t 2Z + 8 t 2 + tz3 + 7 tz2 + 11 tz + 
3 t + z4 + 4 z3 + 6 z2 + .1 z 
69 
À (À - 1) (À 2 - 4 À + 6) (À - 2)2 
(-1 + À) (À - 2) (À2 - 5 À + 7) 
(24 q4 + 25 q3 + 14 q2 + 5 q + 1) p5 
111 
9.11	 360 
t5 + 4 t4 + 3 t3z + 7 t 3 + 2 t2z2 + 8 t2z + 7 t2 + tz3 + 6 tz2 + 10 tz + 
4:/ 3 t + z4 + 4 z3 + 6 z2 + 3 z 66
 À (À - 2) (À - 1) (À3 - 6 À2 + 13 À-11)
 
(-1 + À) (À - 2) (À2 - 5 À + 7)
 
(22 q4 + 24 q3 + 14 q2 + 5 q + 1) p5
 
9.12	 360 
t5 + 4t4 + 3t3z + 7t3 + t2z2 + 10t2z + 6t2 + tz3 + 8tz2 + 9tz + 
{} 2 t + z4 + 4 z3 + 5 z2 + 2 z
 64
 




(20 q4 + 24 q3 + 14 q2 + 5q + 1) p5
 
9.13	 10 
t5 +4 t4+ la t3 +9 t2z+l1 t2+6 tz2+15 tz+5 t+z4 +5 z3 +9 z2+5 z 
W 81 À (À - 1) (À4 - 8 À3 + 28 À2 - 47 À + 31 )
 (-1 + À) (À - 2) (À 2 - 6 À + la)
 
(31 q4 + 29 q3 + 15 q2 + 5q + 1) p5
 
9.14	 60 
t5 + 4 t4 + 2 t3z + 8 t 3+ 9 t2z + 9 t2+ 7 tz2+ 13 tz + 4 t + z4 + 5 z3 + 
75
-Er Rz2 + 4z À (À - 1) (À - 2) (À3 - 6 À2 + 14 À - 13) 
(-1 + À) (À - 2) (À - 3)2 












t 5 + 5 t 4 + 6 t 3z + 9 t 3 + t 2z3 + 8 t 2z2 + 13 t 2Z + 7 t 2 + 2 tz4 + 8 tz3+ 
Il tz2 + 9 tz + 2 t + z5 + ;) z4 + 4 z3 + 4 z2 + 2 z 
96 
À (À - 1) (À - 3) (À - 2)3 
(-1 + À) (À - 2) (À3 - 5 À2 + 9 À - 7) 
(24 q5 + 30 q4 + 23 q3 + 13 q2 + 5 q + 1) p5 
360 
t5 + 5 t 4 + 6 t 3Z + 9 t 3 + t 2z3 + 7 t 2z2 + 14 t 2Z + 7 t 2 + 2 tz4 + 7 tz3+ 
12 tz2 + 10 tz + 2 t + z5 + 3 z4 + 5 z3 + Pi z2 + 2 z 
99 
À (À - 1) (À - 3) (À - 2)3 
(-1 + À) (À2 - 3 À + 4) (À - 2)2 
(24 q5 + 32 q4 + 24 q3 + 13 q2 + 5 q + 1) p5 
360 
t 5 +5 t 4 +5 t 3Z + 10 t 3 +6 t 2z2 + 15 t 2Z + 9 t 2 + tz4 + 7 tz3 + 14 tz2+ 
13 tz + 3 t + z5 + 4 z4 + 7 z3 + 7 z2 + 3 z 
111 
À (À - 1) (À 2 - 5 À + 7) (À - 2)2 
(-1 + À) (À - 2) (À3 - 6À2 + 13À -11) 
(28 q5 + 36 q4 + 27 q3 + 14 q2 + 5 q + 1) p5 
113 
10.4	 360 
t 5 + 5 t4 + 6 t 3z + 9 t 3 + t 2z3 + 6 t 2z2 + 15 t 2Z + 7 t 2 + tz4 + 6 tz3 + 
14 tz2 + 11 tz + 2 t + z5 + 4 z4 + 7 z3 + 6 z2 + 2 z 
104~ À (À - 1) (À - 3) (À - 2)3 
(-1 + À) (À2 - 4 À + 5) (À - 2)2 
(24 q5 + 34 q4 + 26 q3 + 14 q2 + 5q + 1) p5 
10.5	 72 
<3 
t 5 + 5t4 + 5t3z + 10t3 + 5t2z2 + 15t2z + lOt2 + 5tz·3 + 15tz2 + 
16 tz + 4 t + z5 + 5 z4 + 10 z3 + 10 z2 + 4 z 
121
 




(30 q5 + 40 q4 + 30 q3 + 15 q2 + 5 q + 1) p5
 
10.6	 90 
4 + 6 t 3 3 + t 2 3+t 5 + 5 t Z + 9 t 2z3 + 7 t 2z2 + 14 t Z + 7 t2 + 2 tz4 + 6 tz·
W 1:1 tz2 + 10 tz + 2 t + z5 + 3 z4 + 6 z3 + S z2 + 2 z 100 À (À - 1) (À - 3) (À - 2)·3 
(-1 + À) (À4 - 7 À3 + 21 À2 - 30 À + 17) 
(24 q5 + 32 q4 + 25 q3 + 13 q2 + 5 q + 1) p5 
114 
10.7	 360 
t5+5 t4+ 5 t3z+ 10 t3+5 t2z 2+ 16t2z+9t2+tz4+ 6tz3+ 15 tz2+ 
@ 14 tz + 3 t + z5 + 4 z4 + S z3 + 8 z2 + 3 z 114 
À (À - 1) (À2 - 5 À + 7) (À - 2)2 
(-1 + À) (À 2 - 4 À + 6) (À - 2)2 
(28 q5 + 38 q4 + 28 q3 + 14 q2 + 5 q + 1) p5 
W 
10.8 180 
t5+5 t4+4 t3z+ 11 t3+4 t2z2+ 16 t2z+ 11 t2+ tz4+6tz3+ 15 tz2+ 
16 tz + 4 t + z5 + 4 z4 + 8 z3 + 9 z2 + 4 z 
120 
À (À - 1) (À2 - 5 À + 8) (À - 2)2 
(-1+À)(À-2)(À3 -6À2 +14À-13) 
(32 q5 + 40 q4 + 28 q3 + 14 q2 + 5 q + 1) p5 
6 
10.9 360 
t5+ 5 t4 + 5 t3z + 10 t3+ t2z3 + 5 t2z2 + 14 t2z + 10 t2+ tz4 + 5 tz:3+ 
13 tz2 + 15 tz + 4 t + z5 + 4 z4 + 8 z3 + g z2 + 4 z 
115 
À (À - 1) (À - 2) (À - 3) (À2 - 4 À + 5) 
(-1 + À) (À - 2) (À 3 - 6 À2 + 14 À - 13) 
(30 q5 + 38 q4 + 27 q3 + 14 q2 + 5 q + 1) p5 
115 
10.10	 45 
t5 + 5t4 + 4t3z + 11 t3 + 2t2z 2 + 18t2z + 11 t2 + 4tz3 + 18tz2 + 
128{:} 18 tz + 4 t + z5 + 5 z4 + 11 z3 + 11 z2 + 4 z 
>. (>. - 1) (>.2 - 5>' + 8) (>. - 2)2 
(-1 + >.) (>.2 - 5>' + 8) (>. - 2)2 
(32 q5 + 44 q4 + 31 q3 + 15 q2 + 5 q + 1) p5 
10.11	 60 
W 
t5 + 5t4 + 3t3z + 12t3 + 3t2z2 + 15t2z + 14t2 + 4tz3 + 15tz2 + 
21 tz + 6 t + z5 + ,S z4 + 11 z3 + l.i z2 + 6 z 
135 
>. (>. -1)(>' - 2) (>.3 - 7 >.2 + 19>' -19) 
(-1 + >.)(>. - 2) (>. - 3) (>.2 - 4>' + 6) 
(38 q5 + 45 q4 + 31 q3 + 15 q2 + 5 q + 1) p5 
10.12	 360 
t5 + 5 t4 + 4 t3 2 2 + 
{)
z + 11 t3 + 3 t2z2 + 16 t Z + 12 t2 + 4 tz3 + 16 tz
19 tz + 5 t + z5 + 5 z4 + 11 z3 + 12 z2 + 5 z 
130 
>. (>. - 2) (>. - 1) (>.3 -7 >.2 + 18>' -17) 
(-1 + >.) (>. - 2) (>.3 - 7 >.2 + 18>' - 17) 











t5 +6 t4 +8 t3z+ 13 t3+2 t2z3 + 12 t2z2 +22 t 2z+ 12 t2 +tz5 +6tz4 + 
15 tz3 + 22 tz2 + 18 tz + 4 t + z6 + 4 z5 + 8 z4 + 11 z3 + 10 z2 + 4 z 
180 
À (À - l)(À - 2)2 (À - 3)2 
(-1 + À) (À - 2) (À4 - 7 À3 + 20 À2 - 29 À + 19) 
(36 q6 + 52 q5 + 44 q4 + 28 q3 + 14 q2 + 5 q + 1) p5 
45 
t5 + 6 t4 + 8 t3z + 13 t3 + 2 t2z3 + 10 t2z2 + 24 t2z + 12 t2 + 4 tz4 + 
14 tz3 + 26 tz2 + 20 tz + 4 t + z6 + 5 z5 + 11 z4 + 15 z3 + 12 z2 + 4 z 
192 
À (À - 1) (À - 2? (À - 3)2 
(-1 + À) (À - 3) (À2 - 3 À + 4) (À - 2)2 
(36 q6 + 56 q5 + 48 q4 + 31 q3 + 15 q2 + 5 q + 1) p5 
360 
t5 +6 t4 +8 t3z+ 13 {3 +2 t 2z3 + 11 t2z 2 +23 t 2z+ 12 t2+tz5 +5 tz4 + 
14 tz3 + 24 tz2 + Hl tz + 4 t + z6 + 4 z5 + q z4 + B z3 + 11 z2 + 4 z 
185 
À (À - 1) (À - 2)2 (À - 3)2 
(-1 + À) (À - 2) (À4 - 7 À3 + 21 À2 - 32 À + 21) 
(36 q6 + 54 q5 + 46 q4 + 29 q3 + 14 q2 + 5 q + 1) p5 
117 
11.4	 360 
t 5 + 6t4 + 7t3z + 14t3 + t 2z3 + 9t2z2 + 24t2z + 15t2 + 3tz4 + 
13 tz3 + 27 tz2 + 2,') tz + 6 t + z6 + 5 z5 + 12 z4 + 18 z3 + 16 z2 + 6 ze 209 À (À - 1) (À - 2) (À - 3) (À2 - 5 À + 7)
 
(-1 + À) (À - 2) (À4 - 8À3 + 26À2 - 42À + 29)
 
(42 q6 + 62 q5 + 52 q4 + 32 q3 + 15 q2 + 5 q + 1) p5
 
11.5	 60 
t5 + 6t4 + 6t3z + 15t3 + 9t2z2 + 24t2z + 17t2 + 3tz4 + 14tz3 + 
W 27 tz2 + 27 tz + 7 t + z6 + 5 z5 + 12 z4 + IR z3 + 17 z2 + 7 z 216 À (À - 2) (À - 1) (À3 - 8 À2 + 23 À - 23) 
(-1 + À) (À - 2) (À4 - 8 À3 + 26 À2 - 42 À + 30) 
(46 q6 + 64 q5 + 53 q4 + 32 q3 + 15 q2 + 5 q + 1) p5 
11.6	 60 
5+6 t4 +7 t3 3+2 t 2 4+ 
0 
t z +14 t 2z3 +9 t 2z2 +23 t z +15 t 2+ tz5+4 tz
13 tz3 + 24 tz2 + 24 tz + 6 t + z6 + 4 z5 + 10 z4 + 15 z3 + 15 z2 + 6 z 
200 
À (À - 1) (À - 2) (À - 3) (À2 - 5 À + 7)
 
(-1 + À) (À5 - 9 À4 + 36 À3 - 79 À2 + 96 À-51)
 




t 5 + 6t4 + 6t3z + 15t3 + 7t2z2 + 26t2z + 17t2 + 2tz4 + 12tz3 + 
2244:} 30 tz2 + 29 tz + 7 t + z6 + 5 z5 + 13 z4 + 21 z3 + 1q z2 + 7 z
 
À (À - 2) (À - 1) (À3 - 8 À2 + 23 À - 23)
 
(-1 + À) (À - 2) (À4 - 8 À3 + 27 À2 - 46 À + 33)
 




t 5 + 6t4 + 6t3z + 15t3 + t 2z3 + 7t2z2 + 24t2z + 18t2 + 2tz4 + 
11 tz3 + 28 tz2 + 30 tz + 8 t + z6 + 5 z5 + 13 z4 + 21 z3 + 20 z2 + 8 z 
225 
À (À - 1) (À - 2) (À - 3) (À2 - 5 À + 8)
 
(-1 + À) (À - 2) (À4 - 8 À3 + 27 À2 - 46 À + 34)
 






t 5 + 7 t 4 + 10 t 3z + 18 t 3 + 3 t 2z3 + 18 t 2z2 + 33 t 2Z + 20 t 2 + 3 tz5+
 
12tz4 + 27tz3 + 39tz2 + 33tz + 8t + z7 + 5z6 + 12z5 + 20z4 +
 
25 z3 + 21 z2 + g z 
324 
À (À - 1) (À - 2) (À - 3)3 
(-1 + À) (À - 2) (À5 - 9À4 + 34À3 -70À2 + 82À - 46) 
(54 q7 + 84 q6 + 78 q5 + 55 q4 + 32 q3 + 15 q2 + 5q + 1) p5 
119 
12.2	 60 
5 + 7 t 3 6 + 
0 
t 4 + 11 t z + 17 t3 + 5 t 2z3 + 18 t 2z2 + 33 t 2z + 17 t 2 + tz
4tz5 + 13tz4 + 26tz3 + 37tz2 + 28tz + 6t + z7 + 4z6 + 10z5 + 
17 z4 + 21 z3 + 17 z2 + 6 z 
300 
À (À - 1) (À - 3) (À - 4) (À - 2)2 
(-1 + À) (À 4 - 6 À3 + 17 À2 - 25 À + 19) (À - 2) 2 
(48 q7 + 78 q6 + 72 q5 + 52 q4 + 30 q3 + 14 q2 + 5 q + 1) p5 
12.3 180
 
t 5 + 7 t4 + 10 t3z + 18 t 3 + 3 t 2z3 + 16 t 2z2 + 35 t 2z + 20 t 2 + 2 tz5+
 
10 tz4 + 26 tz3 + 43 tz2 + 35 tz + 8 t + z7 + 5 z6 + 13 z5 + 23 z4 +
e 29 z3 + 23 z2 + 8 z
 336 
À (À - 1) (À - 2) (À - 3)3 
(-1 + À) (À - 2) (À5 - 9 À4 + 35 À3 - 75 À2 + 91 À-51) 
(54 q7 + 88 q6 + 82 q5 + 58 q4 + 33 q3 + 15 q2 + 5q + 1) p5 
12.4	 180 
t5 + 7t4 + 9t3z + 19t3 + 2t2z3 + 14t2z2 + 36t2z + 23t2 + tz5 + 
8 tz4 + 25 tz3 + 46 tz2 + 41 tz + 10 t + z7 + 5 z6 + 14 z5 + 26 z4 + 
* 
:14 z3 + 28 z2 + 10 z 
360 
À (À - 1) (À - 2) (À - 3) (À2 - 6 À + 10)
 
(-1 + À) (À - 2) (À5 - 9 À4 + 36 À3 - 80 À2 + 101 À-59)
 




3 2 3 + 
0 
t 5 + 7 t 4 + 8 t z + 20 t 3 + 12 t2z2 + 39 t z + 25 t 2 + 6 tz4 + 24 tz
52 tz2 + 46 tz + 11 t + z7 + 5 z6 + 15 z5 + 29 z4 + 40 z3 + 32 z2 + 11 z 
384 
;\ (;\ - 1) (;\ - 2) (;\3 - 9;\2 + 29;\ - 32)
 
(-1 +;\) (;\6 -11;\5 + 55;\4 -159;\3 + 282;\2 - 290;\ + 133)
 
(64 q7 + 104 q6 + 96 q5 + 64 q4 + 35 q3 + 15 q2 + 5 q + 1) p5
 
13.1 60 
t 5 + 8 t 4 + 13 t 3z + 23 t 3 + 6 t 2z3 + 24 t 2z2 + 49 t 2z + 28 t 2 + tz6 + 
4 + 44 tz3 + 66 tz2 + 52 tz + 12 t + zS + 5 z7 + 14 z6 +G- 6 tz5 + 21 tz28 z5 + 42 z4 + 48 z3 + 36 z2 + 12 z
 540
 
;\ (;\ - 1) (;\ - 2) (;\ - 4) (;\ - 3)2
 









t 5 + 8 t4 + 12 t 3z + 24 t 3 + 4 t 2z3 + 22 t2z2 + 51 t 2Z + 31 t 2 + 4 tz5 +
 
18 tz4 + 44 tz3 + 72 tz2 + 59 tz + 14 t + zS + 5 z 7 + 15 z6 + 31 z5 +
e 48 z4 + 56 z3 + 42 z2 + 14 z
 576
 
;\ (;\ - 1)(;\ - 2)(;\ - 3) (;\2 - 7;\ + 13)
 









t 5 + 9 t4 + 16 t 3z + 29 t 3 + 9 t 2z3 + 33 t 2z2 + 68 t 2z + 39 t 2 + 2 tz6 +
 
12 tz5 + 36 tz4 + 70 tz3 + 102 tz2 + 78 tz + 18 t + z9 + 5 zS + 15 z7 +
• 
33 z6 + 56 z5 + 76 z4 + 81 z3 + 57 z2 + 18 z 
864 
À (À - 1) (À - 2) (À - 3) (À - 4)2
 




(96 q9 + 180qS + 192 q7 + 160q6 + 112 qs + 68 q4 + 35 q3 + 15 q2 + 
5 q + 1) pS 
15.1 1
 
tS+ 10 t 4 + 20 t3z + 35 t 3 + 15 t 2z3 + 45 t 2z2 + 90 t 2z + 50 t 2 + 6 tz6+
 
24 tzS+60tz4+ 105 tz3 + 145 tz2+ 106 tz+24 t+z10 +5 z9 + 15 zS+
 




À (À - 5) (À - 1) (À - 2) (À - 3) (À - 4)
 




(120 qlO + 240 q9 + 270 qS + 240 q7 + 180 q6 + 120 q5 + 70 q4 +
 
35 q3 + 15 q2 + 5 q + 1) pS
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Tableau B.l Les coefficients IBa[n] lE sont le nombre total de graphes 2-connexes 
étiquetés sur n sommets, 2 ~ n ~ 6 






Tableau B.2 Les coefficients IBa[n] lac sont le nombre total d'arbres couvrants sur les 
graphes 2-connexes étiquetés sur n sommets, 2 ~ n ~ 6 
123 
1	 1Nombre de sommets Coefficient IBa ln] lx 
2 t 
3 t2 + t + z 
4 z3 + 10 t3 + 9 z2 + 16 zt + 18 t2 + 11 z + 11 t 
5 z6 + 14 z5 + 95 z4 + 55 z3t + 238 t4 + 345 z3 + 495 z2t 
+620 zt2 + 688 t3 + 605 z2 + 1065 zt + 823 t2 + 363 z 
+363 t 
6	 zlO + 20z9 + 195z8 + 156tz6 + 1240z7 + 2184tz5 
5624 z6 + 11368 t5 + 5130 t2z3 + 14820 tz4 + 18708 z5 
+48640 t4 + 45040 t3z + 46170 t2z2 + 57135 tz3 
+45260 z4 + 92940 t 3 + 136950 t2z + 130615 tz2 
+76435 z3 + 87470 t2 + 132613 tz + 77300 z2 
+32157 t + 32157 z 
Tableau B,3	 Les coefficients IBa [nll sont la somme des polynômes de Tutte de tous x 
les graphes 2-connexes étiquetés sur n sommets, 2 ~ n ~ 6 
N ombre de sommets Coefficient IBa ln] Iw 
2 0 
3 (-1 +,\) 
4 (-1 + ,\) (,\2 + ,\ - 3) 
5 (-1 + ,\)(,\5 +,\4 +,\3 _ 4,\2 - 19,\ + 21) 
6 (-1 + ,\)(,\9 +,\8 +,\7 +,\6 _ 5,\5 _ 5,\4 _ 65,\3 + 10,\2 
+240À - 180) 
Tableau BA Les coefficients IBa[n]lN* sont le nombre total de À-flots à fitL"'< non nuls 
sur tous les graphes 2-connexes étiquetés sur n sommets, 2 ~ n ~ 6 
124 
1	 1Nombre de sommets	 Coefficient IBaln] IR 
2 p 
3 - (2p - 3) p2 
4 -2 (3 p3 - 24 p2 + 54p - 38) p3 
5 2 (12 p6 - 180 p5 + 1140 p4 - 3860 p3 + 7250 p2 - 7128 p 
+2885) p4 
6	 8 (15 p lü - 360p9 + 3915 p8 - 25440p7 + 109470p6 
-326010 p5 + 680240 p4 - 981045 p3 + 935055 p2 
-531960 p + 137541) p5 
Tableau B.5 Les coefficients IBa[n] IR sont la somme des polynômes de fiabilité de tous 
les graphes 2-connexes étiquetés sur n sommets, 2 :::; n :::; 6 
APPENDICE C 
TABLEAUX DES COEFFICIENTS 1GB [n]lw' 1 ::; n::; 6 







Tableau C.I Les coefficients 1GB ln] lE sont le nombre total de graphes connexes éti­
quetés sur n sommets, 1 :s: n :s: 6 
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Tableau C.2 Les coefficients IGs [ni lac sont le nombre total d'arbres couvrants sur les 
graphes connexes étiquetés sur n sommets, 1 :'S: n :'S: 6 
1	 1Nombre de sommets Coefficient IGs ln] lx 
1 1 
2 t 
3 4t2 + t + z 
4 38 t 3 + z3 + 30 t 2 + 28 tz + 9 z2 + Il t + Il z 
5 490 t4+ 20 tz3 +550 t3 +500 t 2z + 180 tz 2 + z3 + 253 t 2 + 
266 tz + 24 z2 + Il t + Il z 
6	 zlO + 20 z9 + 195 z8 + 156 tz6 + 1240 z 7 + 2184 tz5 + 
5624 z6 + 19564 t5 + 5550 t 2z3 + 14820 tz4 + 18708 z5 + 
60340 t4+55600 t3z+49950 t2z 2+57225 tz3+45320 z4+ 
99720 t3+145170 t 2z+132925 tz 2+76975 z3+88460 t 2+ 
134263tz + 77960z2 + 32157t + 32157 z 
Tableau C.3	 Les coefficients IGs [nll sont la somme des polynômes de Tutte de tous x 
les graphes connexes étiquetés sur n sommets, 1 :'S: n :'S: 6 
127 




4 (À - 1) (À 2 + À - 3) 
5 (À -1) (À5 + À4 + À3 - 4À2 - 4À + 6) 
6 (À - 1) À2 (À 7 + À6 + À5 + À4 - 5 À3 - 5 À2 - 5 À + 10) 
Tableau CA Les coefficients IGs ln] IN' sont le nombre total de À-flots à flux non nuls 
sur tous les graphes connexes étiquetés sur n sommets, 1 :S n :S 6 






3 -2 (p - 3) p2 
4 - 2 (3 p3 - 24 p2 + 66 p - 64) p3 
5 8 (3 p6 - 45 p5 + 285 p4 - 980p3 + 1940p2 - 2112p 
+1000) p4 
6 8 (15 p lO - 360p9 + 3915 p8 - 25440p7 + 109560p6 
-327360 p5 + 688880 p4 - 1011120 p3 + 994560 p2 
-595200 P + 165888) p5 
Tableau C.S Les coefficients IGs [n]IR sont la somme des polynômes de fiabilité de tous 
les graphes connexes étiquetés sur n sommets, 1 :S n :S 6 
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