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a b s t r a c t
In this paper, we introduce two split least-squares Galerkin finite element procedures
for pseudohyperbolic equations arising in the modelling of nerve conduction process. By
selecting the least-squares functional properly, the procedures can be split into two sub-
procedures, one of which is for the primitive unknown variable and the other is for the
flux. The convergence analysis shows that both the two methods yield the approximate
solutions with optimal accuracy in L2(Ω) norm for u and ut and (L2(Ω))2 norm for the
flux σ . Moreover, the twomethods get approximate solutions with first-order and second-
order accuracy in time increment, respectively. A numerical example is given to show the
efficiency of the introduced schemes.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The disposal of nerve conduction equation is an important biomedical topic and has deep influence on the development
of economics and society. In this process, nerve conduction signal u and its variability with respect to time and space can be
characterized by a class of pseudohyperbolic equations inmathematics. This kind of model was proposed in [8]. Pao [10–12]
and Hasegawa [2] gave some further study and extension for the numerical model. [13,17] have given some results about
the uniqueness, existence and asymptotic behavior of solutions for this problem.
We have introduced an elegant theory of the least-squares methods for pseudohyperbolic equations in [6]. The least-
squares Galerkin procedure has two typical advantages as follows: it is not subject to the Ladyzhenskaya [7]-Babuska [3]-
Brezzi [4] consistency condition, so the choice of approximation spaces becomes flexible, and it results in a symmetric
positive definite system.
Recently, in [16,15] a kind of split least-squares Galerkin procedure was constructed for stationary diffusion reaction
problems and parabolic problems. In this paper, we apply this idea and give some split least-squares Galerkin procedures
to solve the pseudohyperbolic equations. By selecting the least-squares functional properly, the resulting least-squares
Galerkin procedures can be split into two symmetric positive definite sub-schemes, one of which is for the unknown
variable ut and the other sub-scheme is for the introduced unknown flux variable σ . The convergence analysis shows that
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the methods yield the approximate solutions with optimal accuracy. Finally, we give a numerical example to testify the
efficiency of the split least-squares Galerkin schemes.
The paper is organized as follows. In Section 2we formulate the split least-squares Galerkin procedures. The convergence
theory on the novel algorithms is established in Section 3. In Section 4 we give the numerical experiment.
In this paper we useW k,p(k ≥ 0, 1 ≤ p ≤ ∞) to denote Soboleve spaces [1] defined onΩ with usual norms ‖ · ‖W k,p(Ω)
and Hk(Ω) = W k,2(Ω) with norms ‖ · ‖k. For simplicity we also use Ls(Hk) to denote Ls(0, T ;Hk(Ω)). The inner product
(·, ·) is both used for scalar-valued functions and vector-valued functions. Throughout this paper, the symbols K and δ are
used to denote a generic constant and a generic small positive constant, respectively.
2. Split least-squares Galerkin finite element procedures
We consider the following initial-boundary value problem of pseudohyperbolic system
utt −∆ut −∆u+ q(x)ut = f (x, t), inΩ × J,
u(x, t)|Γ×J = 0, ut(x, t)|Γ×J = 0,
u(x, 0) = u0(x), inΩ,
ut(x, 0) = w0(x), inΩ,
(2.1)
where J = (0, T ) is the time interval, Ω is a bounded polygonal domain in Rd, 1 ≤ d ≤ 3, with a Lipschitz continuous
boundary Γ . f = f (x, t) is a given function. We shall make the following assumption on the coefficient q(x): there exist
positive constants q∗, q∗ such that
q∗ ≤ q(x) ≤ q∗.
We also assume thatΩ is H2-regular: for f ∈ L2(Ω), the solution of the following problem{−∇ · (∇w) = f , inΩ,
w|Γ = 0,
exists and
‖w‖2 ≤ C‖f ‖.
Introduce two function spaces
H = {ψ ∈ L2(Ω)2; divψ ∈ L2(Ω)},
S = {v ∈ H1(Ω), v = 0 on Γ }.
Introducing the flux variable σ = −(∇ut +∇u), we can rewrite problem (2.1) as a first-order system
utt + div σ(x, t)+ q(x)ut = f (x, t), x ∈ Ω, 0 < t ≤ T ,
σ (x, t)+∇ut +∇u = 0, x ∈ Ω, 0 < t ≤ T ,
u(x, t) = 0, ut(x, t) = 0, x ∈ Γ , 0 < t ≤ T ,
u(x, 0) = u0(x), ut(x, 0) = w0(x), x ∈ Ω.
(2.2)
Since ut is an important physical parameter in process of nerve conduction, we also need its error estimate. We consider
another system equivalent to (2.2) as follows
utt + div σ(x, t)+ q(x)ut = f (x, t), x ∈ Ω, 0 < t ≤ T ,
σt(x, t)+∇utt +∇ut = 0, x ∈ Ω, 0 < t ≤ T ,
u(x, t) = 0, ut(x, t) = 0, x ∈ Γ , 0 < t ≤ T ,
u(x, 0) = u0(x), ut(x, 0) = w0(x), x ∈ Ω.
(2.3)
Using general transformationw = ut , then (2.3) can be put into the form
wt + div σ(x, t)+ q(x)w = f (x, t), x ∈ Ω, 0 < t ≤ T ,
σt(x, t)+∇wt +∇w = 0, x ∈ Ω, 0 < t ≤ T ,
w(x, t) = 0, x ∈ Γ , 0 < t ≤ T ,
w(x, 0) = w0(x), x ∈ Ω.
(2.4)
Given a time step ∆t = T/N , where N is a positive integer, we shall approximate the solution at times tn = n∆t, n =
0, 1, . . . ,N . Letwn(x) = w(x, tn) andwn− 12 (x) = w(x, tn−1 +∆t/2).
By using the difference technique with first-order accuracy in time, we can rewrite system (2.4) as the following semi-
discrete system of form I: for n ≥ 1, find (σ n, wn) ∈ H× S such that
wn − wn−1
∆t
+ div σ n + qwn = f n + Rn1, x ∈ Ω,





+∇wn = Rn2, x ∈ Ω,
wn(x) = 0, x ∈ Γ ,
w0(x) = w0(x), x ∈ Ω,
(2.5)
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where
Rn1 = Dtwn − wnt = O(∆t),










cwn +∆tdiv σ n − (wn−1 +∆tf n +∆tRn1)





σ n + A∇wn − (σ n−1 +∇wn−1 +∆tRn2)
] = 0, x ∈ Ω,
wn(x) = 0, x ∈ Γ ,
w0(x) = w0(x), x ∈ Ω,
(2.6)
where
c(x) = 1+∆tq(x), A = 1+∆t.
Define the minimization functional Jn1 as
Jn1 (ψ, v) = ‖c−
1
2 [cv +∆tdivψ − (wn−1 +∆tf n +∆tRn1)]‖2
+∆t‖A− 12 [ψ + A∇v − (σ n−1 +∇wn−1 +∆tRn2)]‖2.
Then the least-squares minimization corresponding to (2.6) is: find (σ n, wn) ∈ H× S such that
Jn1 (σ
n, wn) = min
ψ∈H,v∈S J
n
1 (ψ, v). (2.7)
The weak formulation of (2.7) is: find (σ n, wn) ∈ H× S such that
an((σ n, wn), (ψ, v)) =
(
c−1(wn−1 +∆tf n +∆tRn1), cv +∆tdivψ
)
+∆t ((A−1(σ n−1 +∇wn−1 +∆tRn2)) , ψ + A∇v) , ∀(ψ, v) ∈ H × S. (2.8)
Here the bilinear form an is defined as
an((σ ,w), (ψ, v)) =
(
c−1(cw +∆tdiv σ), cv +∆tdivψ)+∆t (A−1(σ + A∇w),ψ + A∇v) . (2.9)
Now we give another weak form of the problem. By using the difference technique with second-order accuracy in time,
we can rewrite system (2.4) as the following semi-discrete system of form II: for n ≥ 1, find (σ n, wn) ∈ H× S such that
wn − wn−1
∆t
+ div σˆ n− 12 + qwˆn− 12 = f n− 12 + Rn3, x ∈ Ω,





+∇wˆn− 12 = Rn4, x ∈ Ω,
wn(x) = 0, x ∈ Γ ,






, σˆ n−1/2 = (σ
n + σ n−1)
2
,
Rn3 = (Dtwn − wn−
1
2
t )+ div (σˆ n− 12 − σ n− 12 )+ q(wˆn− 12 − wn−1/2) = O(∆t2),
Rn4 = (Dtσ n − σ n−
1
2
t )+∇(Dtwn − wn−
1
2








div σ n −
(
(c˜ −∆tq)wn−1 − ∆t
2
div σ n−1 +∆tf n− 12 +∆tRn3
)]





σ n + A˜∇wn −
(
σ n−1 + (A˜−∆t)∇wn−1 +∆tRn4
)]
= 0, x ∈ Ω,
wn(x) = 0, x ∈ Γ ,
w0(x) = w0(x), x ∈ Ω,
(2.11)
where
c˜(x) = 1+ ∆t
2
q(x), A˜ = 1+ ∆t
2
.
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Define the minimization functional Jn2 as
Jn2 (ψ, v) =
∥∥∥∥c˜− 12 [c˜v + ∆t2 divψ −
(
(c˜ −∆tq)wn−1 − ∆t
2




‖A˜− 12 [ψ + A˜∇v − (σ n−1 + (A˜−∆t)∇wn−1 +∆tRn4)]‖2.
Then the least-squares minimization corresponding to (2.11) is: find (σ n, wn) ∈ H× S such that
Jn2 (σ
n, wn) = min
ψ∈H,v∈S J
n
2 (ψ, v). (2.12)
The weak formulation of (2.12) is: find (σ n, wn) ∈ H× S such that




(c˜ −∆tq)wn−1 − ∆t
2
div σ n−1 +∆tf n− 12 +∆tRn3
)







A˜−1(σ n−1 + (A˜−∆t)∇wn−1 +∆tRn4), ψ + A˜∇v
)
, ∀(ψ, v) ∈ H × S, (2.13)
where we define another bilinear form bn as















A˜−1(σ + A˜∇w),ψ + A˜∇v
)
. (2.14)
We will give the two split least-squares Galerkin procedures based on (2.8) and (2.13). Let Thσ and Thu be two families of
finite element partitions of the domain Ω , which are identical or not. hσ and hu are mesh parameters, respectively. The
corresponding finite element spaces Hhσ ⊂ H and Shu ⊂ S have the following approximate properties: there exist integers
k1 ≥ k ≥ 0, l ≥ 1 such that
inf
ωh∈Hhσ
‖ω − ωh‖ ≤ Khk+1σ ‖ω‖k+1,
inf
ωh∈Hhσ
‖div (ω − ωh)‖ ≤ Khk1σ ‖ω‖k1+1,
inf
vh∈Shu
{‖v − vh‖ + hu‖∇(v − vh)‖} ≤ Khl+1u ‖v‖l+1,
(2.15)
where k1 = k + 1 in the case that the space Hhσ is any one of Raviart–Thomas mixed elements [14] and Nedelec mixed
elements [9] and k1 = k ≥ 1 in the case that the space Hhσ is the C0-elements [5].
We select the initial approximation such that‖u0 − u
0
h‖s ≤ Khl+1−su ‖u0‖l+1, s = 0, 1,
‖w0 − w0h‖s ≤ Khl+1−su ‖w0‖l+1, s = 0, 1,
‖σ0 − σ 0h ‖ ≤ Khk+1σ ‖σ0‖k+1.
(2.16)
Omitting the time truncation error terms in (2.8), we define the first least-squares Galerkin finite element procedure.
Scheme I. With the initial approximation σ 0h ∈ Hhσ , w0h = Rw0 ∈ Shu (which is defined in (3.2)), for n = 1, 2 · · ·N , we seek
(σ nh , w
n
h) ∈ Hhσ × Shu such that
an((σ nh , w
n
h), (ψh, vh)) =
(
c−1(wn−1h +∆tf n), cvh +∆tdivψh
)
+∆t(A−1(σ n−1h +∇wn−1h ), ψh + A∇vh), ∀(ψh, vh) ∈ Hhσ × Shu . (2.17)
Similarly, based on (2.13), we give the second least-squares Galerkin finite element procedure.
Scheme II. With the initial approximation σ 0h ∈ Hhσ ,w0h = Rw0 ∈ Shu , for n = 1, 2 · · ·N , we seek (σ nh , wnh) ∈ Hhσ × Shu such
that
bn((σ nh , w
n
















A˜−1(σ n−1h + (A˜−∆t)∇wn−1h ), ψh + A˜∇vh
)
, ∀(ψh, vh) ∈ Hhσ × Shu . (2.18)
Now we discuss the bilinear forms an and bn in the following lemma, which leads to decoupled systems.
Lemma 2.1. For any (σ ,w), (ψ, v) ∈ H × S, we have that
an((σ ,w), (ψ, v)) = (cw, v)+∆t2(c−1div σ , divψ)+∆t(A−1σ ,ψ)+∆t(A∇w,∇v), (2.19)
bn((σ ,w), (ψ, v)) = (c˜w, v)+ ∆t
2
4
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Proof. A direct calculation shows that
an((σ ,w), (ψ, v)) = (cw, v)+∆t2(c−1div σ , divψ)+∆t(A−1σ ,ψ)+∆t(A∇w,∇v)
+∆t[(w, divψ)+ (div σ , v)+ (σ ,∇v)+ (∇w,ψ)].
By applying Green’s formula, we have
(w, divψ)+ (div σ , v)+ (σ ,∇v)+ (∇w,ψ) = 0,
which completes the proof of (2.19). Similarly, we can prove the second one. #
Based on this lemma, we give the split equivalent forms of Scheme I and Scheme II.
Remark 2.1. Let ψh = 0 and vh = 0 in (2.17), alternatively. Using Lemma 2.1, we have the equivalent form of Scheme I:
find (σ nh , w
n
h) ∈ Hhσ × Shu such that
(cwnh, vh)+∆t(A∇wnh,∇vh) = (wn−1h , vh)+∆t(f n, vh)+∆t(σ n−1h ,∇vh)+∆t(∇wn−1h ,∇vh), ∀vh ∈ Shu , (2.21)
(A−1σ nh , ψh)+∆t(c−1div σ nh , divψh) =
(
c−1(wn−1h +∆tf n), divψh
)+ (A−1(σ n−1h +∇wn−1h ), ψh)
= (A−1σ n−1h , ψh)−∆t
(
(c−1q− A−1)wn−1h , divψh
)
+∆t(c−1f n, divψh), ∀ψh ∈ Hhσ . (2.22)
Remark 2.2. Let ψh = 0 and vh = 0 in (2.18), alternatively. Using Lemma 2.1, we have the equivalent form of Scheme II:
find (σ nh , w
n






(c˜ −∆tq)wn−1h , vh




((A˜−∆t)∇wn−1h ,∇vh), ∀vh ∈ Shu , (2.23)
(A˜−1σ nh , ψh)+
∆t
2











A˜−1(σ n−1h + (A˜−∆t)∇wn−1h ), ψh
)
= (A˜−1σ n−1h , ψh)−
∆t
2





(c˜−1q− A˜−1)wn−1h , divψh
)
, ∀ψh ∈ Hhσ . (2.24)
From these results we see that by selecting the least-squares functional properly, Scheme I and Scheme II can be split
into two sub-procedures, one of which is for the primitive unknownwh and the other is for the flux σh.
Lemma 2.1 also tells us that the bilinear forms an(·, ·) and bn(·, ·) are continuous and positive definite in H × S. So it
follows from Lax-Milgram theorem that Scheme I and Scheme II both have a unique solution.
3. Convergence analysis
In this section, we analyze the convergence of the two procedures. For this purpose we introduce some project operators
first.
From the approximate property of finite element spaces we know that for a given σ ∈ H(div ;Ω) ∩ Hk1+1(Ω) there
exists a vector-valued function Qσ ∈ Hhσ such that{‖σ − Qσ‖ ≤ Khk+1σ ‖σ‖k+1,
‖div (σ − Qσ)‖ ≤ Khk1σ ‖σ‖k1+1. (3.1)
Forw ∈ H1(Ω),w|Γ = 0, we define its elliptic project Rw ∈ Shu such that
(∇(Rw − w),∇vh)+ λ(Rw − w, vh) = 0, ∀vh ∈ Shu , (3.2)
where λ > 0 is a positive constant. It is clear there hold the standard error estimates [18]{‖wn − Rwn‖s ≤ Khl+1−su ‖w‖L∞(H l+1(Ω)), s = 0, 1,
‖Dt(wn − Rwn)‖s ≤ Khl+1−su [‖w‖L∞(H l+1(Ω)) + ‖wt‖L∞(H l+1(Ω))]. (3.3)
Now we consider the error estimate for Scheme I. Letting ψ = 0 in (2.8) and using Lemma 2.1, we have
(cwn, v)+∆t(A∇wn,∇v) = (wn−1 +∆tf n +∆tRn1, v)+∆t(σ n−1 +∇wn−1 +∆tRn2,∇v), ∀v ∈ S. (3.4)
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Subtracting (2.21) in Remark 2.1 from (3.4), we obtain(
c(wn − wnh), vh
)+∆t (A∇(wn − wnh),∇vh) = (wn−1 − wn−1h +∆tRn1, vh)
+∆t(σ n−1 − σ n−1h +∇(wn−1 − wn−1h )+∆tRn2,∇vh), ∀vh ∈ Shu . (3.5)
Set θn = Rwn − wnh, ρn = Rwn − wn, pin = Qσ n − σ nh and n = Qσ n − σ n. The estimates for n and ρn were given in
(3.1) and (3.3). We need to estimate θn and pin. From (3.5) we see that θn satisfies the following error equation(
c(θn − ρn), vh
)+∆t (A∇(θn − ρn),∇vh) = (θn−1 − ρn−1 +∆tRn1, vh)
+∆t(pin−1 − n−1 +∇(θn−1 − ρn−1)+∆tRn2,∇vh), ∀vh ∈ Shu . (3.6)
Equivalently
(θn − θn−1, vh)+∆t
(∇(θn − θn−1),∇vh) = ∆t(Dtρn, vh)−∆t(q(θn − ρn), vh)
− λ∆t(ρn − ρn−1, vh)−∆t2(∇θn,∇vh)− λ∆t2(ρn, vh)+∆t(pin−1 − n−1,∇vh)
+∆t(Rn1, vh)+∆t2(Rn2,∇vh), ∀vh ∈ Shu , (3.7)
where we have used the fact that
(∇ρn,∇vh)+ λ(ρn, vh) = 0.
Setting vh = θn and using Cauchy’s inequality, we have that
‖θn‖2 +∆t‖∇θn‖2 ≤ ‖θn−1‖2 +∆t‖∇θn−1‖2 + K∆t (‖θn‖2 + ‖Dtρn‖2 + ‖ρn‖2 + ‖ρn−1‖2 +∆t‖∇θn‖2)
+ K∆t (‖div n−1‖2 + ‖Rn1‖2 + ‖Rn2‖2)+ δ∆t‖divpin−1‖2. (3.8)
Summing for n from 1 to J, J ≤ N , we have that






∆t‖divpin‖2 + K(h2(l+1)u + h2k1σ +∆t2), (3.9)
where we have used the initial approximationw0h = Rw0, θ0 = 0.
Now we estimates pin. Letting v = 0 in (2.8) and using Lemma 2.1, we have
(A−1σ n, ψ)+∆t(c−1div σ n, divψ) = (A−1σ n−1, ψ)−∆t ((c−1q− A−1)wn−1, divψ)
+∆t(c−1f n, divψ)+∆t(c−1Rn1, divψ)+∆t(A−1Rn2, ψ), ∀ψ ∈ H. (3.10)
Subtracting (2.22) in Remark 2.1 from (3.10), we obtain
(A−1(σ n − σ nh ), ψh)+∆t(c−1div (σ n − σ nh ), divψh) = (A−1(σ n−1 − σ n−1h ), ψh)
−∆t ((c−1q− A−1)(wn−1 − wn−1h ), divψh)+∆t(c−1Rn1, divψh)+∆t(A−1Rn2, ψh), ∀ψh ∈ Hhσ . (3.11)
We see that pin satisfies the following error equation
(A−1(pin − pin−1), ψh)+∆t(c−1divpin, divψh) = ∆t(A−1Dtn, ψh)+∆t(c−1div n, divψh)+∆t(c−1Rn1, divψh)
−∆t ((c−1q− A−1)(θn−1 − ρn−1), divψh)+∆t(A−1Rn2, ψh), ∀ψh ∈ Hhσ . (3.12)
Setting ψh = pin and using Cauchy’s inequality, we have that
‖A− 12pin‖2 +∆t‖c− 12 divpin‖2 ≤ ‖A− 12pin−1‖2 + K∆t(‖A− 12pin‖2 + ‖θn−1‖2 + ‖Dtn‖2 + ‖div n‖2)
+ K∆t(‖ρn−1‖2 + ‖Rn1‖2 + ‖Rn2‖2)+ δ∆t‖c−
1
2 divpin‖2. (3.13)







∆t(‖pin‖2 + ‖θn‖2)+ K(h2(l+1)u + h2k1σ +∆t2). (3.14)
Adding (3.9) and (3.14) together, we get the estimate







+∆t‖∇θn‖2)+ K(h2(l+1)u + h2k1σ +∆t2). (3.15)
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∆t‖divpin‖2 ≤ K(h2(l+1)u + h2k1σ +∆t2). (3.16)
We have finished the estimates for θn and pin. Noticingwn − wnh = θn − ρn and σ n − σ nh = pin − n, we have
max
0≤n≤N
‖wn − wnh‖2 + max0≤n≤N ‖σ
n − σ nh ‖2 +
J∑
n=1
∆t‖div (σ n − σ nh )‖2 ≤ K
(
h2(l+1)u + h2k1σ +∆t2
)
. (3.17)











Rn5 = Dtun − unt = O(∆t).
Then we have the inequality
‖uJ − uJh‖2 ≤ K
J∑
n=1




∥∥∥∥∥un − unh − (un−1 − un−1h )∆t
∥∥∥∥∥
2




∆t‖un − unh‖2 + K
J∑
n=1




∆t‖wn − wnh‖2 ≤ K(h2(l+1)u + h2k1σ +∆t2),
applying the discrete Gronwall’s lemma to (3.19), we derive the estimate
max
0≤n≤N
‖un − unh‖2 ≤ K(h2(l+1)u + h2k1σ +∆t2). (3.20)
We are able to demonstrate our main result for Scheme I.
Theorem 3.1. Let (σ ,w) be the solution of system (2.4) and (σ nh , w
n
h) be the solution of Scheme I.When the solution (σ ,w) is
sufficiently smooth and∆t, hu and hσ are sufficiently small there holds the priori error estimate
max
0≤n≤N
‖un − unh‖ + max0≤n≤N ‖w
n − wnh‖ + max0≤n≤N ‖σ
n − σ nh ‖ ≤ K{hk1σ + hl+1u +∆t}, (3.21)
where the constant K is dependent upon T and some norms of the solution (σ , u) and independent of the mesh parameters hu, hσ
and∆t.
In analogy with the analysis for Scheme I, we analyze the convergence of Scheme II. Letting ψ = 0 in (2.13) and using





(c˜ −∆tq)wn−1 − ∆t
2





σ n−1 + (A˜−∆t)∇wn−1 +∆tRn4,∇v
)
, ∀v ∈ S. (3.22)
Subtracting (2.23) in Remark 2.2 from (3.22), we obtain(










(A˜−∆t)∇(wn−1 − wn−1h )+∆tRn4,∇vh
)
, ∀vh ∈ Shu . (3.23)
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We see that θn satisfies the following error equation




= ∆t(c˜Dtρn, vh)−∆t(q(θn−1 − ρn−1), vh)
− λ∆t
2







+∆t(pin−1 − n−1,∇vh)+∆t(Rn3, vh)+
∆t2
2
(Rn4,∇vh), ∀vh ∈ Shu . (3.24)
Setting vh = θn + θn−1, then using the equality
∆t
(
pin−1,∇(θn + θn−1)) = ∆t [(pin−1,∇θn−1)− (pin,∇θn)− (div (pin + pin−1), θn)] ,
and Cauchy’s inequality, we have
‖c˜ 12 θn‖2 + ∆t
2
‖A˜ 12∇θn‖2 ≤ ‖c˜ 12 θn−1‖2 + ∆t
2
‖A˜ 12∇θn−1‖2 +∆t [(pin−1,∇θn−1)− (pin,∇θn)]
+ K∆t (‖θn‖2 + ‖θn−1‖2 +∆t‖∇θn‖2 +∆t‖∇θn−1‖2 + ‖div n−1‖2)
+ K∆t (‖Dtρn‖2 + ‖ρn‖2 + ‖ρn−1‖2 + ‖Rn3‖2 + ‖Rn4‖2)+ δ∆t‖div (pin + pin−1)‖2. (3.25)
Summing for n from 1 to J, J ≤ N , we have that






∆t‖div (pin + pin−1)‖2
+ K∆t‖pi J‖2 + K(h2(l+1)u + h2k1σ +∆t4), (3.26)
where we have used the initial approximationw0h = Rw0, θ0 = 0.
Now we estimates pin. Letting v = 0 in (2.13) and using Lemma 2.1, we have
(A˜−1σ n, ψ)+ ∆t
2






+∆t(c˜−1f n− 12 , divψ)+∆t(c˜−1Rn3, divψ)+∆t(A˜−1Rn4, ψ), ∀ψ ∈ H. (3.27)
Subtracting (2.24) in Remark 2.2 from (3.27), we see that pin satisfies the following error equation
(A˜−1(pin − pin−1), ψh)+ ∆t2
(
c˜−1div (pin + pin−1), divψh
) = ∆t(A˜−1Dtn, ψh)+ ∆t2 (c˜−1div (n + n−1), divψh)
+∆t(c˜−1Rn3, divψh)−∆t
(
(c˜−1q− A˜−1)(θn−1 − ρn−1), divψh
)
+∆t(A˜−1Rn4, ψh), ∀ψh ∈ Hhσ . (3.28)
Setting ψh = pin + pin−1 and using Cauchy’s inequality, we have that
‖A˜− 12pin‖2 + ∆t
2
‖c˜− 12 div (pin + pin−1)‖2 ≤ ‖A˜− 12pin−1‖2 + K∆t(‖A˜− 12pin‖2 + ‖A˜− 12pin−1‖2 + ‖θn−1‖2)
+ K∆t(‖ρn−1‖2 + ‖Dtn‖2 + ‖div n‖2 + ‖div n−1‖2)
+ K∆t(‖Rn3‖2 + ‖Rn4‖2)+ δ∆t‖c˜−
1
2 div (pin + pin−1)‖2. (3.29)




∆t‖div (pin + pin−1)‖2 ≤ K
J∑
n=1
∆t(‖pin‖2 + ‖θn‖2)+ K(h2(l+1)u + h2k1σ +∆t4). (3.30)








∆t‖div (pin + pin−1)‖2 ≤ K(h2(l+1)u + h2k1σ +∆t4). (3.31)
We have finished the estimates for θn and pin for Scheme II. We get
max
0≤n≤N
‖wn − wnh‖2 + max0≤n≤N ‖σ
n − σ nh ‖2 +
J∑
n=1
∆t‖div (σˆ n− 12 − σˆ n− 12h )‖2 ≤ K
(
h2(l+1)u + h2k1σ +∆t4
)
. (3.32)
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Sincew = ut , we define unh as following
wn = uˆ























2 − uˆn− 12
∆t
− unt = O(∆t2).
Define u1h as
u1h = ∆tw0(x)+ u0h, (3.34)
then
‖u1 − u1h‖ ≤ K(hl+1u +∆t2). (3.35)
Then we have the inequality
‖uˆJ− 12 − uˆJ− 12h ‖2 ≤ K
J∑
n=1





n− 12 − uˆn− 12h − (uˆn−
3








∆t‖uˆn− 12 − uˆn− 12h ‖2 + K
J∑
n=1




∆t‖wn − wnh‖2 ≤ K(h2(l+1)u + h2k1σ +∆t4),
by virtue of Gronwall’s inequality, we derive the estimate
max
0≤n≤N
‖un − unh‖2 ≤ K(h2(l+1)u + h2k1σ +∆t4). (3.37)
We are able to demonstrate our main result for Scheme II.
Theorem 3.2. Let (σ ,w) be the solution of system (2.4) and (σ nh , w
n
h) be the solution of Scheme II.When the solution (σ ,w) is
sufficiently smooth and∆t, hu and hσ are sufficiently small there holds the priori error estimate
max
0≤n≤N
‖un − unh‖ + max0≤n≤N ‖w
n − wnh‖ + max0≤n≤N ‖σ
n − σ nh ‖ ≤ K(hk1σ + hl+1u +∆t2), (3.38)
where the constant K is dependent upon T and some norms of the solution (σ , u) and independent of the mesh parameters hu, hσ
and∆t.
4. Numerical example
In this section, we give a numerical example to show the efficiency of the presented schemes.
We consider the following problem in a two-dimensional domain
utt −∆ut −∆u+ qut = f (x, t), x ∈ Ω, 0 < t ≤ T ,
u(x, t) = 0, ut(x, t) = 0, x ∈ Γ , 0 < t ≤ T ,
u(x, 0) = sin x sin y, x ∈ Ω,
ut(x, 0) = 12 sin x sin y, x ∈ Ω,
(4.1)
whereΩ = (0, pi]×(0, pi], q is a constant, f (x, t) = ( 134 + q2 )e
t
2 sin x sin y. The analytical solution of (4.1) is u = e t2 sin x sin y.
w = ut = 12e
t
2 sin x sin y. Then











2 sin x cos y
 .
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Fig. 1. The error |u− uh| of scheme I: q = 1.0, T = 1,∆t = 1100 , h = pi40 .
Fig. 2. The error |u− uh| of scheme II: q = 1.0, T = 1,∆t = 120 , h = pi40 .
Table 1
The numerical results of Scheme Iwith q = 100.0.
(∆t, h) L∞ L2
Eu Ew Eσ Eu Ew Eσ
( 125 ,
pi
10 ) 5.62e−002 1.36e−002 4.50e−002 8.83e−002 2.14e−002 1.10e−001
( 150 ,
pi
20 ) 1.55e−002 3.38e−003 1.22e−002 2.43e−002 5.30e−003 2.84e−002
( 1100 ,
pi
40 ) 4.64e−003 8.33e−004 4.10e−003 7.31e−003 1.31e−003 8.48e−003
Order 1.80 2.02 1.73 1.80 2.01 1.85
We divide each direction into uniform intervals and consider the bilinear finite element defined on uniform rectangles. Eu
denotes the error estimate about u, Ew denotes the error estimate aboutw and Eσ denotes the error estimate about σ . L∞
denote the maximum error, and L2 denotes the discrete L2 norm. For a set of simulations, different mesh sizes and different
values of q are taken. The results of the schemes are as follows (T = 1). Tables 1–3 and Fig. 1 list the numerical results of
Scheme I, and Tables 4–6 and Fig. 2 list the numerical results of Scheme II.
From the numerical results, we can obtain the following conclusions.
1. The numerical results are consistent with the theoretical analysis. Even for smaller q-value, the numerical results are
very good. The two split least-squares Galerkin methods are reasonable.
2. Compared with Scheme I, Scheme II improves the precision in time. So we can adopt larger time steps with no loss of
accuracy.
3. From the numerical results, we conclude that the methods also yield approximate solutions with optimal accuracy in
(L∞(Ω))2 × L∞(Ω) norms. Theoretical analysis will be considered in a forthcoming paper.
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Table 2
The numerical results of Scheme Iwith q = 1.0.
(∆t, h) L∞ L2
Eu Ew Eσ Eu Ew Eσ
( 125 ,
pi
10 ) 5.77e−002 1.71e−002 3.81e−002 9.06e−002 2.68e−002 9.26e−002
( 150 ,
pi
20 ) 1.58e−002 3.97e−003 1.06e−002 2.48e−002 6.24e−003 2.47e−002
( 1100 ,
pi
40 ) 4.66e−003 7.57e−004 3.31e−003 7.36e−003 1.23e−003 7.32e−003
Order 1.82 2.25 1.76 1.81 2.22 1.83
Table 3
The numerical results of Scheme Iwith q = 0.01.
(∆t, h) L∞ L2
Eu Ew Eσ Eu Ew Eσ
( 125 ,
pi
10 ) 5.80e−002 1.80e−002 3.89e−002 9.11e−002 2.83e−002 9.46e−002
( 150 ,
pi
20 ) 1.59e−002 4.16e−003 1.08e−002 2.49e−002 6.53e−003 2.51e−002
( 1100 ,
pi
40 ) 4.69e−003 7.98e−004 3.24e−003 7.40e−003 1.28e−003 7.31e−003
Order 1.81 2.25 1.79 1.81 2.23 1.85
Table 4
The numerical results of Scheme IIwith q = 100.0.
(∆t, h) L∞ L2
Eu Ew Eσ Eu Ew Eσ
( 15 ,
pi
10 ) 4.45e−002 1.23e−002 3.83e−002 6.98e−002 1.93e−002 9.33e−002
( 110 ,
pi
20 ) 1.17e−002 3.14e−003 9.27e−003 1.83e−002 4.93e−003 2.16e−002
( 120 ,
pi
40 ) 2.90e−003 7.75e−004 2.53e−003 4.57e−003 1.23e−003 5.23e−003
Order 1.97 1.99 1.96 1.97 1.99 2.08
Table 5
The numerical results of Scheme IIwith q = 1.0.
(∆t, h) L∞ L2
Eu Ew Eσ Eu Ew Eσ
( 15 ,
pi
10 ) 4.41e−002 1.46e−002 3.12e−002 6.92e−002 2.30e−002 7.59e−002
( 110 ,
pi
20 ) 1.19e−002 4.02e−003 7.74e−003 1.87e−002 6.32e−003 1.80e−002
( 120 ,
pi
40 ) 2.97e−003 1.03e−003 1.96e−003 4.70e−003 1.64e−003 4.37e−003
Order 1.94 1.91 2.00 1.94 1.90 2.06
Table 6
The numerical results of Scheme IIwith q = 0.01.
(∆t, h) L∞ L2
Eu Ew Eσ Eu Ew Eσ
( 15 ,
pi
10 ) 4.41e−002 1.51e−002 3.08e−002 6.92e−002 2.38e−002 7.50e−002
( 110 ,
pi
20 ) 1.20e−002 4.24e−003 7.85e−003 1.88e−002 6.66e−003 1.83e−002
( 120 ,
pi
40 ) 2.99e−003 1.09e−003 2.02e−003 4.72e−003 1.73e−003 4.51e−003
Order 1.94 1.90 1.97 1.94 1.89 2.03
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