Let G be a unitary group of an ǫ-Hermitian form h given over a non-archimedean local field F of residue characteristic not two. Let V be the vector space on which h is defined. Among many other statements about semisimple strata and characters, the main one we prove is intertwining implies conjugacy for semisimple characters for G and for Aut F (V ), under a combinatorial condition on the matched blocks of the two characters. The matching comes naturally from the intertwining. In particular, we have intertwining implies conjugacy for simple characters for G on the same lattice sequence because in this case the combinatorial condition is empty. On the way we prove a Skolem-Noether Theorem for G.
Introduction
For this introduction let F be a non-archimedean local field of residue characteristic not two. In the field of local representation theory of classical groups on complex vector spaces many researches, e.g. C. Bushnell, P. Kutzko, V. Secherre, S. Stevens and P. Broussous, to mention some of them, have made big progress in classifying supercuspidal representations. For example inner forms of GL m have been studied completely. The case of quasi-split F -forms of the symplectic group, orthogonal group and GL m has been studied in [BK93] (GL m (F )) and in [Ste08] (the other forms). Let us restrict to the latter case. The strategy is to construct certain pairs (λ, J) consisting of a smooth irreducible representation λ of an compact open subgroup of G which they call semisimple type, such the compactly induced representation ind G J (λ) is supercuspidal. In [Ste08] it is missing to describe an equivalent condition for two semisimple types to induce equivalent supercuspidal representations. It is conjectured that this condition is that both semisimple types are conjugate under G. For example in [BK93] an analogue of this is proven for GL m (F ). So for now letG be the general linear group over F and G be the isometry group of a ǫ-hermitian form h with respect to some automorphism ρ of F of order at most two. Let us explain the strategy: the starting point are algebraic combinatoric object, the so-called strata. For the sake of simplicity let us explain pure strata: These are mainly cosets β + a −m consisting of an element of a −r of a Moy Prasad filtration of a point of the Bruhat-Tits building of G and an element β of the Lie algebra of G which generates a field over F normalizing the filtration. The construction of the types starts with the character
where l is valuation of β under the extension of the valuation of F to F [β].
To classify all types one needs semisimple strata, i.e. direct sums of simple strata, which come with a direct sum decomposition of the vector space V and lattice sequence, say Λ = ⊕ i∈I Λ i and V = ⊕ i∈I V i . Now two semisimple characters Θ ∈ C(Λ, mβ) and Θ ∈ C(Λ, m, β ′ ) which intertwine have a bijective map ζ between the index sets I and I ′ if the block-structure of the strata such that the restrictions Θ i and Θ ζ(i) the blocks intertwine by an isomorphism from V i to V ζ(i) , see Theorem 16. If Θ and Θ ′ are conjugate overG the lattice sequences satisfy
for all i and l, with κ F the residue field of F . Two of our main results state that this condition is enough to have "intertwining implies conjugacy", Theorem 17:
If the lattice sequences satisfy the above condition, then two semisimple characters Θ ∈ C(Λ, m, β) and Θ ′ ∈ C(Λ, m, β ′ ) intertwine overG if and only they are conjugate overG.
and Theorem 18:
If the lattice sequences satisfy the above condition, then two semisimple characters of G: Θ − ∈ C − (Λ, m, β) and Θ ′ − ∈ C − (Λ, m, β ′ ) intertwine over G if and only they are conjugate over G.
On the way we prove our third main theorem, the Skolem-Noether for G, Theorem 9: Let [Λ, q, r, β] and [Λ ′ , q, r, β ′ ] be two non-zero G-intertwining semisimple strata, and suppose that β and β ′ have the same characteristic polynomial. Then, there is an element g ∈ G such that gβg −1 is equal to β ′ .
To prove this statement we analyze in section 6 Witt groups W * (E) of finite field extensions E of F and trace maps from W * (E) and W * (F ) .
Notation
Let h be an ǫ-Hermitian form on a vector space V of finite dimension m over a non-Archimedian local field (F, ν F ) of residue characteristic not two and with respect to an involution ρ on F , i.e. for all v 1 , v 2 ∈ V and x, y ∈ F the bi-additive form h satisfies h(v 1 x, v 2 y) = ρ(x)ǫρ(h(v 2 , v 1 ))y.
We denote the ring of F -endomorphisms of V by A and its group of units A × byG. ring Let G be the group of all elements g ofG such that h(gv 1 , gv 2 ) is equal to h(v 1 , v 2 ), for all vectors v 1 , v 2 . We write o F , p F and κ F for the valuation ring, its maximal ideal and the residue field and we assume that the image of ν := ν F is Z ∪ {∞}. Let σ be the adjoint involution of h on A. We fix a symmetric or skew-symmetric uniformizer π ∈ p F \ p 2 F . We use similar notation for other non-Archimedean local fields. If E|F is an algebraic field extension then we write E tr and E ur for the maximal tamely ramified and maximal unramified subextension of E|F , respectively. Moreover we write for a σ-stable set M: M + for the set of symmetric elements and M − for the set of skew-symmetric elements.
Lattice sequences
The notation are mainly taken from [Ste08] . An o F -lattice in V is a free o Fmodule M of dimension m. The dual M # of M with respect to h is the set of all vectors v of V such that h(v, M) is a subset of p F . A lattice sequence in V is a map Λ from Z to the set of o F -lattices of V satisfying Λ s ⊆ Λ t and πΛ s = Λ s+e for some (unique) integer e and all integers s > t. It is called self-dual if there is an integer u such that (Λ s ) # = Λ u−s . We call e =: e(Λ|o F ) the F -period of Λ. An injective lattice sequence is a lattice chain. As usual we have the following filtrations of A and A − (if Λ is self-dual): a i (Λ) is the set of all elements of A which map Λ s into Λ s+i for all integers s and a −,i (Λ) is the intersection of a i (Λ) with A − . We skip the argument Λ if there is no cause of confusion and we write a defines an integer or ∞ ν Λ (β) for elements β of A. It is the supremum of all integers i such that β is an element of a i . The normalizer n(Λ) of Λ is the set of elements of A × whose valuation is the negative of the valuation of its inverse. Sometimes, to avoid further technicalities, it is helpful to consider lattice chains instead of lattice sequences. ch(Λ) is the lattice chain with the same image as Λ such that Λ 0 is equal to ch(Λ) 0 .
Proposition 1 Suppose we are given a lattice sequence Λ and an element β of its normalizer. Let Λ ′ be ch(Λ). And write q and q ′ for the valuations of β with respect to Λ and Λ ′ , respectively. Then we have
2. a 
Here denotes proj W the orthogonal projection onto W . Let us recall the formula:
and therefore equal to h(v, v ′ ) for all v, v ′ ∈ B ′(0) . Thus we can assume that B 0 is empty.
Step 2: Consider B 1,−1 = {v 1 ,v −1 } and define now W := {v 1 , v −1 } ⊥ . Then as in Step 1 elements v and v ′ of
The reason is that if b ∈ {a 1 , a −1 } then there are scalars x, y ∈ F such that v = proj W (v) + v 1 x + v −1 y and they actually lie in p because h(v, v 1 ) and h(v, v −1 ) do. Thus we can assume that B is equal to B 1,−1 .
Step 3:
. The sequence (α i ) N ,defined by α 0 := v 1 and 
Proposition 3 Assume that Λ is a self-dual lattice chain of period 1 such that the dual of Λ 0 is Λ 0 . Consider Here we explicitly make use of the fact that ρ(π) ∈ {π, −π}.
Proof: This follows directly from Proposition 2 if we substitute h by hπ −1 . q.e.d.
Proposition 4 Let Λ be a self-dual lattice chain of period e and B be a subset of V satisfying the following conditions:
⌋ is a Witt basis of (Λ ⌊ e−1 2
Then there is a basis B ′ of (V, h) such that ⌋} whose sum is V such that
Counting dimensions we deduce that
We now apply for all i the Propositions 2 and 3 to (V i , Λ∩V i ,B}, respectively, to obtain B ′ . q.e.d. Now we can lift certain families of isometries of the residue classes of a lattice sequences to an isometry of (V, h).
Proposition 5 Let F
′ |F ′ be a finite field extension. Suppose we are given two finite dimensional ǫ-Hermitian spaces (V, h) and
for all integers i.
Proof:
We only have to prove that we can replace f by a F -linear isomorphism, i.e. that we can reduce the argument to F = F ′ . The rest follows directly from Proposition 3.
Without loss of generality assume that Λ and therefore Λ ′ are injective. Take a κ F -basis (v ij ) j of Λ i /Λ(i+ 1) and lift it to (v ij ) j for i = 0, . . . , e(Λ|o F ). Then (v ij ) ij is a F -splitting basis of Λ. Similarly we choose a lift (w ij ) ij for (f (v ij )) ij . The F -linear mapf which maps v ij to w ij satisfies the assumptions of the proposition and (f −f )(Λ i ) ⊆ Λ i+1 , for all i ∈ Z. Thus we can replace f byf . q.e.d.
Later it will be useful to have a stronger approximation statement. For that we introduce a generalization of the adjoint involution. For two finite dimensional ǫ-Hermitian spaces (V, h) and (V ′ , h ′ ) with respect to (k, ρ) there is a map σ h,h ′ from Hom k (V, V ′ ) to Hom k (V ′ , V ) defined by the equation
Corollary 1 Let n be a positive integer, Λ be a self-dual lattice sequence and f : V → V ′ be a F -linear isomorphism such that f (Λ) is self-dual and
Proof: The ǫ-Hermitian spaces (V, h) and (V ′ , h ′ ) are isomorphic to each other by an isomorphism which maps Λ to f (Λ) by Proposition 5. And thus we can restrict to the case where (V, h) is equal to (V ′ , h ′ ) and f (Λ) is equal to Λ. By assumption, the double cosetŨ n (Λ)fŨ n (Λ) is invariant under the automorphism g → σ h (g −1 ) which has thus a fixed point in that double coset by [Ste01a, 2.2]. q.e.d.
Corollary 2 (of Proposition 5) Let a 1 and a 2 be two non-zero symmetric or skew-symmetric elements of the normalizer of Λ such that ν Λ (a 1 − a 2 ) is grater than ν Λ (a 1 ) and ν Λ (a 2 ). We put s := ν Λ (a 1 − a 2 ) − ν Λ (a 1 ). Then there is an F -linear isometry from (V, h a 1 ) to (V, h a 2 ) inŨ s (Λ).
Proof: We apply Proposition 5 for f = id V to get a linear isometry from h a 1 to h a 2 . Now we apply Corollary 1 to finish the proof. q.e.d.
Conjugacy of field extensions
For this section we fix a field extension E|F together with an involution σ ′ extending ρ and further two σ ′ -σ-equivariant F -algebra monomorphisms
Denote by E 0 the set of σ ′ -fixed points of E. Following [BS09] we fix a nonzero F -linear σ ′ -σ-equivariant map λ from E to F such that
We attach to φ i an ǫ-Hermitian form
For the proof see [BS09] . The ǫ-Hermitian forms h φ i differ because we have different E-actions on V.
as Hermitian an E-space and that there is a self-dual hereditary order a normalized by φ i (E) × , i = 1, 2. Then there is an element g of a ∩ G such that
It is typical that one has given two σ-invariant field extension E i |F in A and one wants to apply the above proposition on (V, h id E 1 ) and (V, h id E 2 ). For that one needs to prove that E 1 and E 2 F -isomorphic. The following two propositions solve that problem for tamely ramified extensions. They are also valid in even residue characteristic.
Proposition 7 Let E
′ |F be a finite tamely ramified field extension and suppose that φ is a F -automorphism of E ′ satisfying
Proof: The canonical group isomorphism between the Galois groups of E ′ ur |F and κ E ′ |κ F maps φ| E ′ ur to the identity. Thus φ is on E ′ ur the identity and without loss of generality we can assume that E ′ |F is purely ramified. We take a uniformizer π E ′ of E ′ whose [E ′ : k]th power is a uniformizer of
E ′ is equal to 1. This finishes the proof because π E ′ generates E ′ |F . q.e.d.
Proposition 8 Suppose E|F and E ′ |F are two finite tamely ramified field extensions with the same ramification index e and the same inertia degree. Further, let β ,β ′ be an element of E × , E ′× , respectively, such that
and prime to e, and 3.
Then, there is a F -isomorphism φ from E 1 |F to E 2 |F such that
Proof: LetP be the minimal polynomial of β e π −ν E (β) over κ F , and we choose a lift P ∈ o F [X] ofP . Hensel's Lemma guaranties the existence of zeros γ ∈ E ur and γ ′ ∈ E ′ ur of P congruent to β e π −ν E (β) mod p E and
There is a F -monomorphism from E into an algebraic closure of E ′ which maps γ to γ ′ , and thus we can assume that E ur = E ′ ur = F and γ = γ ′ . By Bezout's Lemma it is enough to restrict to the case where β and β ′ are uniformizers. Letπ ∈ p F \ p 2 F be an eth power in E. Then β eπ−1 and β eπ−1 are eth powers. The latter is equal to β ′eπ−1 and Hensel's Lemma provides eth roots x and x ′ of β eπ−1 and β ′eπ−1 , respectively, such thatx is equal tox ′ . The F -isomorphism φ which maps
Witt groups
In this section we analyze the map h →h of the last section more carefully. We consider the assumptions of section 5. The map λ induces in a natural way a map from the Witt group W ρ ′ ,ǫ (E) of (ρ ′ , ǫ)-Hermitian forms over E to the Witt group W ρ,ǫ (F ) of (ρ, ǫ)-Hermitian forms over F .
Definition 1 Let E|F be finite. Let λ be a map from E to F which satisfies the conditions of section 5. We define Tr λ,ǫ from W ρ ′ ,ǫ (E) to W ρ,ǫ (F ), via
If E|F is tamely ramified and λ = tr E|F then we write Tr E|F,ρ ′ ,ǫ for Tr λ,ǫ .
For the reminder of the section we often skip the subscripts. we heavily use in this section that the residue characteristic of F is odd. For an element of W (F ) we write < M > for the class of signed Hermitian forms isomorphic to the form with Gram-matrix M under the standard basis.
Example: In general, the map Tr E|F,ρ ′ ,ǫ is not injective, even if ǫ = 1.
Analogously, we have that
i.e. Tr E|F,ρ ′ ,ǫ preserves maximal anisotropic dimension.
We will see that even if the map Tr λ,ǫ is not injective in general, we still can prove it preserves classes of maximal anisotropic dimension for an appropriate choice of λ. Let us first recall the structure of W ρ,ǫ (F ):
(2) and ρ is non-trivial.
2. the trivial group if ρ is trivial and ǫ = −1.
To understand the proof of this theorem we want to find represents for the diagonal elements of the anisotropic part of Gram matrix under a Witt basis.
Lemma 1 Assume that ρ is non-trivial on F . Proof: In the ramified case the involution acts as the identity on the residue field of F , and thus we only have to consider the unramified case.
An element x of o × F is a square in F if and only if its norm N F |F 0 (b) is a square in F 0 , because the residue characteristic is odd andF |F 0 is unramified. If in addition x is skew-symmetric the norm is −x 2 and x 2 is not a square in F 0 . Thus the norm is a square in F 0 if and only if −1 is not a square in F 0 . q.e.d.
Proof: [Theorem 1] We just give the generators here. The rest is an exercise. All elements mentioned in this proof are symmetric or skew-symmetric. When we say some part of W (F ) is generated by an element y of F we mean generated by < (y) >.
The case where ρ is trivial: In the symplectic case there is nothing to show, and in the orthogonal case, if −1 is a square in F then W (F ) is the product of 4 copies of C 2 generated by a square, a non-square unit x of o F , a uniformizer π and xπ, respectively. If −1 is not a square of F then W (F ) is a product of two copies of C 4 generated by a square and a uniformizer.
The case where ρ is non-trivial and −1 ∈ F (2) : Here F |F 0 has to be ramified and the group W (F ) is a copy of C 4 generated by an element of even valuation if ǫ = 1 and of odd valuation if ǫ = −1.
The case where ρ is non-trivial and −1 ∈ F (2) : Let us recall that under this situation an element of F 0 is a square in F if and only if it is a norm of F |F 0 . The Witt group is isomorphic to the product of two copies of C 2 generated by
• a square and a non-square if F |F 0 is ramified and ǫ = 1.
• two uniformizers whose quotient is a non-square if F |F 0 is ramified and ǫ = −1.
• a square and a uniformizer if F |F 0 is unramified and ǫ = 1.
• a square and a uniformizer if F |F 0 is unramified, ǫ = −1 and −1 ∈ F
0 . (Here the skew-symmetric square appears.)
• a non-square unit of o F and a uniformizer if F |F 0 is unramified, ǫ = −1
and
For an element X of W ρ,ǫ (F ) we denote by diman F (X) the dimension of the anisotropic space in the class X. There is a unique element X in W ρ,ǫ (F ) with maximal anisotropic dimension which we denote by X ρ,ǫ,F . The main part of this section is the proof of the following theorem:
Theorem 2 Let E|F be finite field extension of non-archimedean local fields of residue characteristic. Further let ρ ′ be an automorphism of E of order at most 2 which preserves F . Let ǫ be 1 or −1. Write ρ := ρ ′ | F . Then there is a map λ from E to F satisfying (1) such that
If E|F has odd degree one can take every λ and if E|F is tamely ramified (with possibly even degree) one can take the trace map.
This Theorem has very important consequence which is a first form of Skolem-Noether for G:
We write W ρ,ǫ (F ) 0 for the set of classes of W ρ,ǫ (F ) with even-dimensional anisotropic part.
Proof: We have that W ρ ′ ,ǫ (E) 0 only consists of the trivial element and X ρ ′ ,ǫ,E , i.e. by Theorem 2 there is a map λ such that Tr λ is injective on
0 . Thus, h φ 1 and h φ 2 are isomorphic if φ 1 and φ 2 are the mentioned embeddings. This proves the corollary. q.e.d.
Definition 2 Let γ be a (skew-) symmetric element of Aut F (V ). We define the signed Hermitian form
We call a (skew-) symmetric twist of h via γ.
Proposition 9 Let λ be a map which satisfies (1) and assume that E|F has odd degree. Then, Tr λ is injective.
Proof: There is nothing to say in the symplectic case, so we assume ǫ = 1 or F = F 0 . We can assume that ǫ is 1 because if F = F 0 a twist with a skew-symmetric element of F × induces a bijection between W ρ ′ ,1 (E) and W ρ ′ ,−1 (E). T r λ (< (1) >) is the class of odd anisotropic dimension and all classes of this anisotropic dimension are symmetric twists of T r λ (< (1) > ) and they generate W ρ,1 (F ). Thus T r λ (< (1) >) is surjective and thus bijective, because W ρ,1 (F ) is isomorphic to W ρ ′ ,1 (E) as groups. q.e.d.
Lemma 2 Let E|F be of degree 2 and F = F 0 , then im(Tr E|F,ρ ′ ,1 has at least four elements. Further:
2. If E = E 0 then the kernel of Tr E|F,ρ ′ ,1 has exactly 4 elements and they have anisotropic dimension at most 2.
Proof: Take an element δ ∈ E × 0 and a uniformizer α of E which is skewsymmetric with respect to the generator τ of Gal(E|F ). Then tr E|F •(δ) has the Gram matrix
with respect to the F -basis {1, α}. Here we have + if ρ ′ is trivial and − if not. Its determinant is d := ±4α 2 N E|F (δ). We only have to choose δ such that −d is not a square in F to get that Tr E|F,ρ ′ ,1 (< (δ) >) is not zero. If −1 ∈ E (2) then −1 ∈ N E|F (E × ) and thus we can find a δ such that
2 . The latter is not a square in
is non-zero for a suitable δ and of anisotropic dimension 2. using symmetric twists of tr E|F •(δ) by elements of F we obtain that the image of Tr E|F,ρ ′ ,1 has at least four elements. This also shows 1. So we consider now E = E 0 . Take y ∈ o F to be a non-square unit if E|F is ramified and a uniformizer of F if E|F is unramified. Then (α) and (yα) are not isomorphic and both in the kernel of Tr E|F,id,1 . In the case −1 ∈ E (2) we get immediately 2., and in the case −1 ∈ E (2) we get the result because Tr E|F,id,1 is non-zero, i.e. < (α) > and < (yα) > cannot generate everything. q.e.d.
We now prove Theorem 2: Proof: Without loss of generality we can assume that ǫ is 1. Otherwise there is nothing to show or we can use a skew-symmetric twist. We only have to prove that Tr λ (X ρ ′ ,E,1 ) is non-zero for a suitable λ, because there are only two elements in W ρ,1 (F ) which are invariant under any twist with an element of F × 0 , the trivial element and X ρ,1,F . By Proposition 9 we can restrict to the tamely ramified case, and now we only consider the trace map. If F = F 0 we consider E|F 0 instead of E|F , because if Tr E|F 0 ,ρ ′ ,1 (X ρ ′ ,1,E ) is non-zero then Tr E|F,ρ ′ ,1 (X ρ ′ ,1,E ) too. Thus we can assume that F = F 0 . Again by Proposition 9 we only have to consider the case of an extension of degree 2 with F = F 0 . From Lemma 2 follows now that X ρ ′ ,1,E is not in the kernel of Tr E|F,ρ ′ ,1 . q.e.d.
Semisimple strata
A stratum is a quadruple [λ, q, r, β] with an o F -lattice sequence Λ, nonnegative integers q > r and an element b ∈ a −q (Λ). This stratum is called strict if Λ is a lattice chain. The stratum is skew if β ∈ A − and it is called null if β = 0 and q = r + 1. A skew-stratum gives a decomposition of the Lie algebra filtration:
We denote the set of such elements by
If both strata are equal we skip the second argument and if H isG we skip H in the notation. The two strata are conjugate under H if there is a g ∈ H such that [gΛ, q, r, gbg We now want to consider strata where F [β] is semisimple and for that we need to consider direct sums of in V . Given a direct sum V = i V i we write A i,j for Hom F (V j , V i ) and 1 i for the projections. A stratum [Λ, q, r, β] is split by the decomposition if 1 i β1 j = 0 for different i and j and if it splits Λ, i.e. Λ is the direct sum of the lattice sequences Λ i := Λ ∩ V i . We write
We are now in the position to define a semisimple stratum.
Definition 4 A stratum [Λ, q, r, β] is called semisimple if either it is zero or there is a slitting V = i V i such that
is not equivalent to any simple stratum.
A semisimple stratum is called skew-semisimple if the decomposition of V is orthogonal and all occurring strata are skew.
The characteristic polynomial is very important for distinguishing the summands of a semisimple stratum, so let us recall:
be the characteristic polynomial of y β := β e g π q g such that g = gcd(e, q). We define φ β :=Φ ∈ κ F [X] to be the characteristic polynomial of [Λ, q, q − 1, β]. It only depends on the equivalence class of the stratum. For a null stratum we define φ 0 (X) to be X dim k V and y 0 := 0. Let b be an element of a finite dimensional semisimple algebra B over some field 
An element β which satisfies (MIN) is called minimal. A semisimple stratum of the form [Λ, q, q − 1, β] is called minimal stratum. We need for the next proposition the following lemma:
Lemma 3 Let α be an element of the intersection of two hereditary orders a and a ′ of A such thatᾱ is not a nilpotent element of a/ rad(a). Then α is not an element of rad(a ′ ).
Proof: Assume for a contradiction that α is an element of rad(a ′ ) which implies that the sequence of powers of α converges to zero in the p-adic topology of A. But this implies that there is a power of α which is in the open neighborhood rad(a) of zero, i.e.ᾱ is nilpotent in a/ rad(a). A contradiction. q.e.d. 1. φ β is the product of the polynomials φ β i and the latter polynomials are prime to each other.
2. The polynomial φ β i is a prime power.
3. The F -algebra homomorphism induced by β → i β i is a bijection from F [β] to the product of the
and the polynomials φ β i are pairwise coprime.
Proof:
Step 1: (Product decomposition of φ) We have
2. q = q i for all indexes i and
and φ β is equal to the product of the φ β i .
Step 2: (φ β i is primary) Take a unit z of the maximal unramified subex-
The fact that z mod p (E i )ur generates the residue field extension κ E i |κ F implies that χ z,(E i )ur|kF is irreducible and φ β i is primary, more precisely it is a the dim (E i )ur (V i )th power of
Step 3: The proof of E to be isomorphic
Step Definition 6 Let E|k be a field extension and B be the centralizer of E in A. A non-zero B − B bi-module map s from A to B is called tame corestriction with respect to γ if for all lattice sequences Λ normalized by E × we have
for all integers j.
Proposition 12 ([BK93] 1.3.4) Let E|k be a field extension in A with centralizer B in A and choose additive continuous characters ψ F and ψ E of F and E respectively. Define additive characters ψ A := ψ F • tr A|F and ψ B := ψ E • tr B|E of A and B. Then there is unique map s E : A→B such that
This map is a tame corestriction.
If γ generates E we write s γ for E.
Remark 3
1. If γ generates E|k of the above Proposition then by [BK93, 1.3.2 (i)] the kernel of s is equal to the image of a γ : A→A, a → aγ − γa.
2. If E is σ-invariant, we can arrange the additive characters ψ E such that ψ E • σ = ψ E and ψ F • σ = ψ F , and s has to be invariant.
The main application of tame corestriction are the following theorems. 
Corollary 4 Let [Λ, q, r + 1, β] be a stratum equivalent to a simple stratum
The assumption on γ is possible to realize:
is pure, such that [Λ, q, r + 1, β] is equivalent to a simple stratum. Then [Λ, q, r + 1, β] is equivalent to a (skew)-simple stratum [Λ, q, r + 1, γ ′ ] split by the above direct sum.
We now can introduce a defining sequence of a semisimple stratum.
• A defining sequence of a minimal stratum is the stratum itself.
• Let [Λ, q, r, β] be a (skew)-semisimple stratum with r < p − 1 and associated splitting V = ⊕ i∈I V i . Then there is a partition I = ∪I j and an element γ
A defining sequence of [Λ, q, r, β] is the stratum itself together with a defining sequence of [Λ, q, r + 1, γ]. We call [Λ, q, r + 1, γ] the first element in the chosen defining sequence.
A defining sequence allows to prove properties for all semisimple strata. Suppose we want to prove a statement P (∆, ∆ ′ ) depending on one or two semisimple strata. The inductive procedure, which we call strata induction to prove P is given by the following steps.
• The base case: Here one proves P for all minimal strata.
• The induction step:
1. The step r + 1 to r: From the induction hypothesis and possibly another statement (S1) we can restrict to the case where there are first elements ∆ (1) and ∆ (2) of defining sequences of ∆ and ∆ ′ with the same γ and the same associated splitting.
2. Taking a second statement (S2) we can show that the derived strata s j (∆) and s j (∆ ′ ) satisfy the assumption of P . In this article (S2) will always be the description of the intertwining of ∆
(1) with ∆ ′ (1) , see Proposition 14 in the next section.
3. The base case shows P (s j (∆), s j (∆ ′ )) and a statement (S3) provides P (∆, ∆ ′ ). For (S3) see Proposition 15 in the following section.
Strata induction can be restricted to simple strata in substituting the word semisimple by simple. Proof
To describe the intertwining of [Λ, q, r, β] we need an integer k 0 (β, Λ) which characterizes the semi-simplicity of a stratum. We define n l to be the intersection of a
We now prove that Definition 3 is equivalent to [Ste05, 1.5] Proof: For the proof we compare two notions of simple. A stratum which is simple in the sense of Definition 3 is called degree-simple, and a stratum which is either zero or pure satisfying −s < k 0 (β, Λ) is called k 0 -simple. All propositions of section 7 were proved for k 0 -simple strata and a priori not for degree-simple strata. Let us now suppose that [Λ, q, s, β] is degree-simple and not k 0 -simple. Then 
This integer is negative because [Λ, q, r, β] is semisimple and r ≥ 0. To describe the intertwining we need the following unit-subgroups 1 + m s where m s = n s+k 0 ∩ a s for integers s ≥ 1. As a first of several intertwining results we state:
Theorem 6 (see [Ste05] 4.4,[BK93] 1.5.8, for simple strata)
The crucial ingredient for the proof is:
The above Lemma was formulated for s ≤ −k 0 , but the case s ≥ −k 0 is trivial. From this we deduce Lemma 6 Take i = j. The restriction of a β to A i,j is an F -linear homeomorphism and a .16] which we prove now. We write d for −(r + k 0 ). In our terms the spaces L and M are:
• L = a t+jd+k 0 ∩ (γ 1 a −r + a −r γ 2 + a t+jd−r ) for integers t ≥ 0, j ≥ 1 and elements γ 1 of B × . The sequence is exact if all its restrictions on the A i,j are exact. For i = j the proof is done in [Ste01a, (5.2)] and for i = j it follows from Lemma 5(i), 6 and 4. The same cohomology argument as in Corollary [Ste05, 4.14] proves 2.. q.e.d.
A completely analogous proof using [BK93, 1.5.12] provides:
be a second semisimple stratum with β ′ = β. Then 
and in the skew case
Proof: This follows directly form Theorem 7 and a cohomology argument as in the proof of Theorem [Ste01a, 4.6]. q.e.d.
Proposition 14 (S2)
Under the assumptions of Theorem 7. Suppose we are given elements a ∈ a 1−r and a ′ ∈ a ′ 1−r such that there is an element g of
Proof: Again we only have to consider a non-zero element β. This is essentially the calculation in [BK93, 2.6.1] which we want to recall, to show that its validity for different semisimple strata. Let (1 + w ′ ) be the inverse of (1 + u ′ ). The intertwining property of g is equivalent to g(β + a) ≡ (β + a ′ )g modulo ga 1−r + a ′ 1−r ′ g. We multiply with (1 + w ′ ) from the left and (1 + v)
from the right to obtain
We firstly consider the right hand side.
(
A similar calculation for the left hand side and equation (5) lead to
We apply s β to get that bs β (a) is congruent to s β (a ′ )b modulo bb 1−r + b 
If the strata and the elements a and a ′ are skew and the strata intertwine over G, then we can choose 1 + v and 1 + w ′ in G.
Before the proof let us recall that the Cayley transform of an element v of (a 1 ) − is the element
It is an element of G. Proof: Let β be non-zero. We write C for the kernel of s β . Without loss of generality we can assume that s β (a) and s β (a ′ ) are equal. The map
is surjective because C ∩ (a −r + a and v ∈ m −r−k 0 to satisfy (6) for b = 1. We follow the calculation in the proof of Proposition 14 backwards to show the desired congruence. In the skew situation we find skew-symmetric elements, sayṽ andw ′ to satisfy (6) and we define 1+v and 1+w
′ to be the Cayley transform of 1 +ṽ and 1 +w ′ . q.e.d.
To analyze the intertwining between semisimple strata with different associated splittings, we need to match the splittings. But at first, a stratum
is called the level of the above fundamental stratum. A fundamental stratum is called split if it has at least two different irreducible factors.
is fundamental if and only if its characteristic polynomial is not a power of X. Two intertwining fundamental strata have the same level. If a zero stratum intertwines a fundamental stratum, then both have different levels.
has the characteristic polynomial X m , and is thus element β ′ of the latter stratum satisfies
By Lemma [Bus87, 2.1] there is a nilpotent element in β + a ′ 1−q ′ . The proof of that Lemma is valid for lattice sequences if one allows block matrices with block sizes 0×l or l×0.
is not fundamental, then y β ′ is mod a ′ 1 congruent to nilpotent element, and thus the characteristic polynomial of the stratum is a power of X. The remaining assertions follow now easily, because if one of them would be false, then there is a fundamental stratum whose characteristic polynomial is a power of X. q.e.d.
For the rest of this section we fix an additional semisimple stratum
The idea for the proof of the following proposition is from Shaun Stevens.
and that both lattice sequences have the same period. Then 1. If one stratum is zero and q = q ′ then the other stratum is zero.
2. If both strata are non-zero then q = q ′ and there is a bijection ζ :
] is equivalent to a simple stratum for all indexes i. Moreover, V i and V ′ζ(i) have the same F -dimension.
The bijection ζ is unique. The equality q = q ′ in 2 . follows from Proposition 16. The rest of 1 . and 2 . is proven by strata induction where we take Lemma 7 for (S1). We only have to prove the base case: But this case follows because the characteristic polynomials equal, so we match the primary factors using [Ste05, 3.3(ii)]. The dimension equality follows from the fact that the degree of the ith primary factor is the dimension of V i . Now, we have to prove the uniqueness of ζ: If there are i 1 , i 2 ∈ I and i
] intertwines with a simple stratum and has thus by 2 . only one vector space in the associated splitting. But then the stratum [Λ i 1 ⊕Λ i 2 , q, r, β i 1 +β
] is equivalent to a simple stratum, and we conclude i 1 = i 2 . q.e.d. 
To have an analogous result for intertwinings over G, we need a SkolemNoether result for G:
Theorem 8 Suppose we are given two Gintertwining non-zero skew-pure strata [Λ, q, r, β] and [Λ ′ , q, r, β ′ ]. Suppose further that β and β ′ have the same characteristic polynomial over F . Then, there is an element g of G such that gβg −1 is equal to β ′ .
Proof: If F = F 0 of ǫ = 1 then by Corollary 3 there is a g ∈ G which conjugates β to β ′ . We even do not need any intertwining condition here. So, let us assume that F = F 0 and ǫ = −1. Let ψ be the isomorphism from E|F to E ′ |F which sends β to β ′ . By the intertwining there is are elements g ∈ G, c ∈ β + a −r,− and c
where the middle isomorphism is given by g. Now, by Corollary 3 there is an isomorphism f from h β to h β ′ which such that f βf
Corollary 9 Suppose that two non-zero skew-semisimple strata [Λ, q, r, β]
where
Lemma 8 Suppose there is an element α of a 0 ∩ a ′ 0 which satisfies δ := α 2 − α ∈ a r ∩ a ′ r . Then there we can find an idempotentα ∈ a 0 ∩ a ′ 0 such thatα − α ∈ a r ∩ a ′ r . If Λ and Λ ′ are self-dual and σ(α) = α then we can findα to be symmetric.
Proof:
We define e 1 := α, τ := (1 − 2e 1 )δ ∈ a r ∩ a ′ r and e 2 := e 1 + τ, and the latter satisfies e 2 2 − e 2 ∈ a 2r ∩ a ′ 2r , because we have modulo the latter: e 2 2 = e 2 1 + 2τ e 1 + τ 2 ≡ e 1 + δ + 2τ e 1 = e 2 − τ + δ + 2δe 1 − 4δe
We continue this process and construct a sequence (e n ) N in a 0 ∩ a ′ 0 which satisfies:
1. e n ≡ e i mod a ir ∩ a Part 2: We prove 1 . by strata induction, where we take Part 1 and Theorem 8 for (S1). We only have to show the base case r = q − 1. Both lattice sequences have the same period and the strata have the same level by Proposition 16. By intertwining, they have the same characteristic polynomial. We have to include zero-strata. If two minimal strata with the same level intertwine and one of them is zero, the the other is zero, by Proposition 16, and both have the trivial splitting associated. We now consider non-zero semisimple strata.
By the bijectivity of ζ we can assume that I and I ′ are the sets of the first #I positive integers, and ζ is the identity. By intertwining we can assume that (β + a 1−q ) ∩ (β ′ + a ′ 1−q ) = ∅, and thus there is are elements a and a ′ in the radicals of Λ and Λ ′ , respectively, such that z := y β + a = y β ′ + a ′ .
Part 2.1: We show that there is an idempotent which is congruent to 1 1 and 1 ′1 modulo the radicals of gΛ and Λ ′ , respectively: There is a polynomial Q ∈ o F [X] such that Q(y β ) ≡ 1 1 modulo a 1 . We can choose Q such that the coefficients in front of X j is symmetric (skew-symmetric) if and only if y j β is symmetric (skew-symmetric). We use the canonical isomorphism from
By Proposition 8 there is a symmetric idempotent1
1 ∈ a 0 ∩ a ′ 0 congruent to Q(z) mod both radicals. The new idempotent gives a new splitting V =Ṽ 1 ⊕ (Ṽ 1 ) ⊥ for both lattice sequences.
Part 2.2: We show that V 1 andṼ 1 are isomorphic. We define the map ψ from V 1 toṼ 1 ) to be the restriction of1 1 to V 1 . We firstly show that the map is injective. Let v be a non-zero element of its kernel, then there is an
By Proposition 5 there is a F -linear isometrỹ
such that for all integers i we have
•ψ(Λ 1 ) =Λ 1 ) and
•ψ and ψ induce the same isomorphism on Λ 1 l /Λ 1 l+1 for all integers l.
Thus, V 1 ,Ṽ 1 and similarly V ′1 are isomorphic signed Hermitian spaces. Analogously, we prove that V i and V ′i are isomorphic for the other indexes i. q.e.d.
Theorem 9 Let [Λ, q, r, β] and [Λ ′ , q, r, β ′ ] be two non-zero G-intertwining semisimple strata, and suppose that β and β ′ have the same characteristic polynomial. Then there is an element g ∈ G such that gβg −1 is equal to β ′ .
Proof: It is a consequence of Corollary 9 and Theorem 8. q.e.d.
Intertwining and conjugacy for semisimple strata
Theorem 10 (see also [BK93] 2.6.1) Suppose [Λ, q, r, β] and [Λ, q, r, β ′ ] are two intertwining simple strata. Then, they are conjugate overŨ(Λ).
Proof: By Corollary 7, we can assume that β and β ′ have the same characteristic polynomial. By Lemma [BH96, 1.6] There is an element of U(Λ) which conjugates β to β ′ , which proves the Theorem. q.e.d. We have the analogue statement for skew-simple strata:
Theorem 11 Suppose [Λ, q, r, β] and [Λ, q, r, β ′ ] are two G-intertwining simple skew-strata. Then they are conjugate over G.
Proof: It is completely the same proof as for Theorem 10. We have to apply 7, then 8 and then Theorem [Sko14, 1.2]. q.e.d.
We write G ≡1 for the group of elements of G whose determinant is congruent to 1 mod p F . Proof: The first stratum is conjugate to the second by an element g of G by 11, and there is an element g 0 of G ≡1 with determinant congruent mod p F which intertwines the second stratum with the first. Then, g 0 g intertwines [Λ, q, r, β], and we have a decomposition g 0 g = ubv with elements u and v of U 1 (Λ) and b ∈ B ∩ G. Then, gb −1 is an element of G ≡1 . The intersection of G with B × is the unitary group G β := U(h id E ). The Bruhat-Tits building B of G β is equal to the Bruhat-Tits building of the special unitary group of h id E , an the latter acts transitive and type-preserving on B. Thus, there is an element b 0 of G β of E-determinant 1 which maps Λ to bΛ. Then, gb −1 b 0 is an element of G ≡1 which conjugates the first stratum to the second one. q.e.d.
In contrast to simple strata we cannot achieve intertwining implies conjugacy for semisimple skew-strata.
Example: Consider a ramified field extension F |F 0 of degree 2, e.g. Q 3 ( √ 3)|Q 3 , and a skew-Hermitian form on F 4 whose Gram matrix (g ij ) with respect to the standard basis is the anti-diagonal matrix with entries
Let π be a skew-symmetric uniformizer of F and z be a non-square in F 0 . Let Λ be a self-dual lattice chain corresponding to the hereditary order
We define the skew-symmetric elements:
The minimal semisimple skew-strata [Λ, 4, 3, b] and [Λ, 4, 3, b ′ ] are intertwining over U(h) because b is conjugate to b ′ under U(h), but the strata are not conjugate under U(h) because they are not conjugate under a 0 (Λ) × . Thus we impose an extra condition in the following two Theorems.
Theorem 12 Suppose that [Λ, q, r, β] and [Λ, q, r, β ′ ] are two non-zero Gintertwining semisimple skew-strata with matching ζ such that
Then, both strata are G-conjugate to each other.
Proof: A consequence of Corollary 9 and Theorem 11. q.e.d.
Theorem 13 Suppose that [Λ, q, rβ] and [Λ, q, r, β ′ ] are two non-zero intertwining semisimple strata with matching ζ such that (7) holds. Then, both strata are conjugate to each other by an element ofŨ (Λ).
Proof:
Fix an index i of I. By Corollary 8 and Theorem 10 there is an F -linear isometric map
-lattice sequences with fractions of the same dimension we can assume that g i Λ i j is equal to Λ ′ζ(i) j for all integers j. Thus, i g i conjugates the first to the second stratum. q.e.d.
Semisimplicity criteria
In this section we establish the analogue of [BK93, 2.4.13]. We recall that a fundamental stratum is called non-split if the characteristic polynomial of the stratum is a power of an irreducible polynomial. Given a fundamental stratum [Λ, q, q − 1, b] we define the following κ F -algebra To get a similar result for semisimple strata we need for an element b ∈ a −q (Λ) and a non-negative integer n the following map : Proof: For the "only if" part there is nothing to say. We prove the "if" part. At first we need to find a splitting. For that assume that φ b is a product of two coprime monic factorsf 0 andf 1 Let Φ be the characteristic polynomial of y b = π 
Bushnell Kutzko for Semisimple characters
Let us fix a semisimple stratum [Λ, q, 0, β]. For all integers m between 0 and q − 1 on attaches to the stratum a set of characters C(Λ, m, β). Such a character is group homomorphism into C × defined on a subgroup H m+1 (β, Λ) ofŨ 1 (Λ). To see detailed definitions we refer to [Ste05] . But we really recommend to go along the proofs and definitions in chapter 3 of [BK93] from (3.1.3) to (3.5.10) and (3.5.12) to see that if one makes the obvious substitution SUB "Replace b β,t n l by a t ∩ n t+l ", then everything is true except of maybe the equalities in (3.1.9)(iii), (3.1.10)(iii) and (3.1.11) and one has to reformulate (3.5.1), see below. Define r := −k 0 (β, Λ) and let [Λ, q, r, γ] be a semisimple stratum equivalent to [Λ, q, r, β] such that γ commutes with the projections 1 i of the associated splitting of β. If [Λ, q, r, β] is minimal then take γ to be zero.
The rings of a semisimple stratum [BK93, (3.1)]
One starts with the orders H(β, Λ) ⊆ J(β, Λ) defined inductively via Proposition 20 (see also [BK93] (3.1.9)) (i) For all −1 ≤ t ≤ r, the lattice h ] (β, Λ) is a bi-module over the ring n −t (β, Λ)
is a ring and in particular an o F -order in A and h k (β, Λ) is a two-sided ideal of h(β, Λ) for all non-negative integers k (Λ − l), q, m, ⊕ l β] is a strict simple stratum which satisfies (3.1.9) and using the identity
we get the result for all simple strata. Thus we continue with the semisimple strata. We start with the proof of (v) using the idea of Lemma [Ste05, 3.9] : Assume that h k (β, Λ) and h k (β ′ , Λ) are defined using the same γ and that [Λ, q, t, β ′ ] has the same associated splitting like [Λ, q, t, β]. Thus, we have to prove the equality of the then there is a bijection τ from I to I ′ and an element g ofŨ 1 (a) such that
for all indexes i ∈ I.
Proof: By the equality of the two sets every primitive central idempotent of B β has to be congruent mod a 1 (Λ) to a sum of primitive central idempotents of B β ′ and vice versa. From this follows the first part. For the second part take the map which sends v ∈ V to i 1 Proof: By Theorem 5 we can assume that β and β ′ have the same characteristic polynomial and thus there is an element x ofG such that xβx −1 is equal to β ′ . Now x is intertwining [Λ, q, m, β] with itself and so by Theorem 6 we can decompose x as x = uyv where y ∈ B β and u, v ∈ 1+m −(k 0 +m) (β, Λ). The fact that both strata intertwine implies the existence of a matching ζ such that the minimal polynomials satisfy
We compare the intertwinings of the both strata and Lemma 9 ensures a map τ from I to I ′ such that 1 i and 1 τ (i) are congruent mod a 1 for all i ∈ I. The identity intertwines both strata and thus ζ is equal to τ. But τ satisfies the extra condition of 13. Thus also ζ satisfies this condition and thus there is an element z i of B β ′ i such that x i xΛ i +is equal to Λ ζ(i) . Thus we have found an element ofŨ (Λ), let it still call it x, which conjugates β to β ′ and Lemma 5 finishes the proof. q.e.d.
] is an n −t (β, Λ)-bi-module for all r ≥ t ≥ 0. We also need a generalization of (3.5.9), called the translation principle, see [BK94, 2.11] for the simple case. 
Proof: In [BK94, 2.11] the statement and its proof are formulated in terms of simple strata and lattice chains, but if one follows line by line the proof one obtains that there is no use of lattice chains, so that one can obtain the result for lattice sequences. In addition the proof is also valid if one allows [Λ, q, m, β] to be a semisimple stratum, but here one needs one change: One needs to substitute the criteria for fundamental strata to be semisimple, see [BK94, 5.5] . And the new criteria is provided in Proposition 19. Let us now consider the general case: Since γ and γ ′ have the same associated splitting we can find for every block of γ, say the jth block an element β ′j satisfying the assertions, but for the jth block. Now we take the sum of the β ′j th which we denote by β ′ and we obtain
directly from the definition of the set of semisimple characters, because
• the equality is true blockwise for the blocks of for γ, or, what is the same, the blocks for γ ′ ,
q.e.d.
Endo-classes of simple characters
We use the definition of the endo-equivalence of [BSS12] . 
Characters and corestriction
We write I H (Θ, Θ ′ ) for the intertwining of two characters in a group H, i.e. g ∈ H is an element of I H (Θ, Θ ′ ) if and only if Θ g and Θ ′ agree on
. If H isG we skip The subscript. Let us first recall the intertwining of a semisimple character:
The intertwining of a semisimple character Θ ∈ C(Λ, m, β) is given by S(β)B β S(β) where
If it is clear what Λ and m are we write S(β). The following proposition and Proposition 17 are the key-propositions for the "intertwining implies conjugacy" statements for semisimple characters. ′ ] because a priori we even do not know if they intertwine.
1. The decomposition g = xg ′ y follows directly from Proposition 25. Let us shortly remark that by (3.6.2) and (3.1.15)(ii) the elements x and y normalize H m+1 . Thus g ′ ∈ I(Θ x , Θ ′y −1 ). By (3.3.9) we have
We have ψ x −1 γx−γ = ψ aγ (x) and ψ yγy −1 −γ = ψ −aγ (y) and thus their restrictions toŨ m+1 (Λ γ ) are trivial. Thus onŨ m+1 (Λ γ ) we have
and analogously for Θ y −1 . g ′ intertwines Θ x with Θ y −1 and Θ 0 with itself, and thus it intertwines ψ s(β−γ+c) with ψ s(β ′ −γ) . ′ is an element of I(ψ x −1 (β+c)x , ψ y β ′ y −1 ). Now we have
and an analogous equation for ψ yβ ′ y −1 . Since g ′ intertwines Θ 0 and ψ γ with itself we have that g ′ intertwines Θ x with Θ ′y −1 .
3. By the second part 1 is intertwining Θ x with Θ ′y −1 , so they equal.
Matchings for intertwining characters
As in Proposition 17 we need a statement for intertwining semisimple characters to have a one to one correspondence between the blocks, and having this matching we can formulate the condition (which compares the corresponding blocks) to force conjugacy. Having a semisimple character Θ ∈ C(Λ, m, β) we write Θ i for the restriction of Θ to H m+1 (Λ i , β i ).
Theorem 16 Let Θ ∈ C(Λ, m, β) and Θ ′ ∈ C(Λ, m, β ′ ) be two intertwining semisimple characters. Then there is a unique bijection ζ from I to I ′ such that there is an element g ofG such that 1. gV i is equal to V ′ζ(i) for all i ∈ I.
2. For all i ∈ I: Θ g −1 i
and Θ ζ(i) intertwine.
All other elements g ′ which satisfy the first property also satisfy the second property. • C(Λ, m, β) = C(Λ, m, β ′′ ) and
Let us recall that Θ
By Proposition 22 we can replace β by β ′′ , i.e. we can assume that γ is equal to γ ′ . Let s be a tame corestriction of γ. Now we write Θ and Θ ′ as in (10) 
Intertwining and conjugacy for semisimple characters
Theorem 17 Let Θ ∈ C(Λ, m, β) and Θ ′ ∈ C(Λ, m, β ′ ) be two intertwining semisimple characters and ζ : I→I ′ the matching given by Theorem 16, such that the condition (7 holds. Then, Θ is conjugate to Θ ′ by an element of U (λ).
Proof: We prove the Theorem by induction on m. For m = q − 1 the statement follows from theorem 13. Thus assume m to be strictly smaller than q − 1. By induction hypothesis we can assume that H m+2 (Λ, β) = H m+2 (Λ, β ′ ) =: H m+2 and that both characters agree on H m+2 . We apply the translation principle Theorem 15, to obtain the situation that both strata have a common first member in their defining sequence. After applying Proposition 26(i), Theorem 13 and Proposition 26(iii) we obtain an element ofŨ (Λ) which conjugates Θ to Θ ′ . q.e.d.
Semisimple characters of G
The main goal of the section is the proof an analogue of Theorem 17 for G. Let [Λ, q, m, β] be a semisimple skew-stratum. The adjoint involution σ of the signed hermitian form h acts on C(Λ, m, β) via (σ.Θ)(g) := Θ(σ(g −1 ), g ∈ H m+1 (Λ, β).
Definition 8
We define the set of semisimple characters C − (Λ, m, β) to be the set of all restrictions Θ| H m+1 (Λ,β)∩G where Θ run through all elements of C(Λ, m, β) σ , the set of σ-fixed points. has a non-trivial intersection with C(Λ, m − 1, β ′ ) and thus they equal by (3.5.8). q.e.d.
Proof: [of Theorem 19] The proof of [BK94, 2.11] starts with an iterative application of (3.5.9), so that we had to modify (3.5.9) as it is done in Proposition 29. But now the proof of Theorem 15 goes through being aware that all strata which occur are or can be chosen to be skew. q.e.d.
For the matching theorem we just take the Theorem 16. But nevertheless let us give a conjecture:
Conjecture 1 Let [Λ, q, mβ] and [Λ, q, mβ] two semisimple skew-strata and Θ ∈ C(Λ, m, β) σ and Θ ′ ∈ C(Λ, m, β) σ two G-intertwining semisimple characters. Let ζ : I→I ′ be the matching from Theorem 16. Then, there is an element g ∈ G such that gV i is equal to V ′ζ(i) for all i ∈ I.
But we do not need the conjecture to prove Theorem 18. So let us prove the main theorem.
Proof: [of Theorem 18] It is completely the same proof as in Theorem 17 we only have to use the Theorems 12 and 19 and Proposition 28 instead of the related statements forG. q.e.d.
