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Abstract
The complexity of the optimal receiver for communications over a discrete-time ad-
ditive Gaussian intersymbol interference channel typically grows exponentially with
the duration of the channel impulse response. Consequently, practical sub-optimal
receivers are often designed as though the channel impulse response were shorter than
it is. While previous studies on the performance of such receivers have mainly fo-
cused on bit error rates in uncoded systems, this thesis takes a different approach to
the problem. We adopt an information theoretic approach and study the rates that
are achievable in the Shannon sense over the true channel with the given, possibly
sub-optimal, decoding rule.
One can establish that, under such mismatch conditions, the achievable rates are
bounded in the Signal-to-Noise Ratio necessitating the use of a linear equalizer at
the front end of the decoder. We derive the achievable rates for these schemes and
optimize under complexity constraints the design of the equalizer and the receiver.
Overall, two ensemble of codes are considered: the Independent Identically Dis-
tributed Gaussian ensemble and the "spherical" ensemble, where codewords are uni-
formly distributed over a sphere.
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Chapter 1
Introduction
InterSymbol Interference (ISI) is the primary impediment to reliable high-rate dig-
ital transmission over high signal-to-noise ratio narrow bandwidth channels such as
voice-grade telephone circuits. It arises in Pulse-Amplitude Modulation (PAM) sys-
tems whenever, owing to the amplitude and delay distortions caused by the non-ideal
channel frequency response, a succession of pulses transmitted through the channel at
rates comparable to the bandwidth are smeared to the point that they are no longer
distinguishable as well-defined pulses at the receiving terminal. Consider for example
a band-limited pulse having zeros periodically spaced in time at points kT, k E Z.
When information is conveyed by the pulse amplitude as in PAM, one can transmit
a sequence of pulses, each of which has a peak at the periodic zeros of the other
pulses. However, transmission of the pulses through a non-ideal channel may result
in a received pulse having zero crossings that are no longer periodically spaced. Con-
sequently, a sequence of successive pulses would be smeared into one another and the
peaks of the pulses would no longer be distinguishable.
The extent of the ISI on a telephone channel can be appreciated by observing the
frequency response characteristics of the channel, the usable band of which extends
from about 300Hz to about 3000Hz. The corresponding impulse response of the
average channel has a duration of about 10ms. If the transmitted symbol rates on
such a channel are of the order of 2500 pulses or symbols per second, ISI might extend
over 20-30 symbols.
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Besides the telephone channels, there are other physical channels that exhibit some
form of time dispersion and thus introduce ISI. Radio channels such as short-wave
ionospheric propagation (HF) and tropospheric scatter are two examples of time-
dispersive channels. In these channels, time dispersion and, hence, ISI is the result of
multiple propagation paths with different path delays. In such channels, the number
of paths and the relative time delays among the paths may vary with time. However,
in this study we deal exclusively with a linear time-invariant channel model.
Let {xk} be a sequence of complex-valued input alphabet symbols that are to be
transmitted over a linear time-invariant channel using a passband PAM signal at a
carrier frequency w,. When applied to a transmit filter g(t) and then modulated,
these symbols produce the continuous-time transmitted signal
VRJ{&wc t > xg(t - kT)},
k=--oo
where T is the symbol period (i.e. 1/T is the symbol rate). If the linear channel has
impulse response eiWtb(t) and additive noise n(t), the channel output signal is then
given by
ViRfew't>j xkp(t - kT) +n(t)
k=--o
where p(t) = b(t) * g(t) represents the combined effect of the transmit filter and the
channel, and is assumed to be longer than the symbol separation T. An equivalent
baseband channel model is shown in Figure 1-1.
Noise
n(t)
Input Received
--- -- PWt)+ i I
Sequence Signal
Figure 1-1: Intersymbol interference communication channel
Sampling the received signal at the input rate of 1/T, might result in ISI unless
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p(t) crosses zero at all non-zero integer multiples of T. In the Fourier domain, this
criterion translates to a condition on the Fourier transform of p(t), and is called the
Nyquist criterion.
Usually the filter g(t) is designed to avoid ISI by forcing zero crossing in p(t). This
criterion is called the zero-forcing criterion. Although it is not necessarily optimal, the
simplicity of the scheme is attractive. However, in practical digital communications
systems that are designed to transmit at high speed through band-limited channels,
the frequency response of the channel is not known a priori with sufficient precision
to design such filters. Moreover, the interest in high data rates transmissions over the
channel often makes the design of such filters impossible, leading to the use of an ISI
channel.
Finally, it is worth noting that intersymbol interference is also introduced delib-
erately for the purpose of spectral shaping in certain modulation schemes for narrow-
band channels like in the case of partial-response signaling [1].
1.1 Discrete-Time Channel Model
The optimal receiver structure for the ISI channel, the Maximum Likelihood Sequence
Detector (MLSD) was derived by Forney [2] and was found to consist of a linear filter,
called a whitened matched filter, a symbol-rate sampler, and a recursive nonlinear
processor implementable using a Viterbi Algorithm (VA).
Received Whitened Yk Viterbi
Signal Matched AlgorithmFilter Sampler
Figure 1-2: Maximum Likelihood Sequence Detector
Assuming that every input sequence has the same a priori probability to be trans-
mitted, and a finite-length channel impulse response, the MLSD can be described as
searching the path that accumulates the highest metrics (associated with the likeli-
hood function) in a trellis diagram. The symbol error rate of this scheme is often
12
much lower than that of the symbol-by-symbol detectors.
Furthermore, the whitened matched filter was proven by Forney to be information
lossless in the sense that its sampled outputs are a set of sufficient statistics for the
detection of the input sequence. The cascade of the transmitting filter g(t), the
channel b(t), the matched filter p*(-t), the noise-whitening filter and the sampler can
hence be represented as a discrete-time channel whose output Yk at time k is given
by
L
Yk = Zhxk-+zk (1.1)
1=0
= hoxk + hxkl+--+hLXk-L + Zk,
where the sequence {h 1 }, referred to as the "channel taps", is generally complex
valued. Its length L represents the duration of the channel memory, and {zk}
is a sequence of Independent and Identically Distributed (ID) complex circularly-
symmetric Gaussian random variables of zero mean and variance N.
We adopt this standard discrete-time model throughout this study and to account
for power constraints, we impose an average energy constraint on the input symbols
{Xk}.
1.2 The Problem
The MLSD is the receiver that performs the optimal operation of finding among all
valid input sequences the one with the highest likelihood
arg maxp({y} {x}). (1.2)
Equivalently, since the noise is IID Gaussian, for sequences of length N the MLSD
computes
N L2
mZYk --Z:h1Xk-l 2, (1.3)
k=1 1=0
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and finds the input valid sequence {x} that minimizes this "metric".
Unfortunately, if the MLSD implemented by the VA is used to detect an uncoded
M-level sequence passing through a channel with memory L, in addition to the storage
requirement of the algorithm, it must be capable of performing ML subtractions,
ML squaring operations, ML additions and (M - 1)ML-l binary comparisons every
symbol period [2]. The fact that this computational complexity is exponentially large
in the length of the impulse response {h1 } makes it impractical for systems having a
long channel response.
A considerable amount of research has been undertaken to achieve a performance
comparable to that of the MLSD at a reduced complexity. The suboptimal structures
proposed in the literature fall mainly under three categories:
" Equalizers.
" Sub-Optimal Maximum Likelihood Sequence Detectors.
" Combined Equalization and Sequence Detection.
1.2.1 Equalizers
Generally speaking, equalizers are filters used at the receiver end of the channel that
are designed to compensate or reduce the ISI in the received signal [1,3]. For example,
in the spirit of satisfying the Nyquist criterion under which there is no ISI, zero-forcing
equalizers filter the channel output in order to compensate for the channel distortion,
and make the overall response ISI free.
Some of the basic approaches to equalization used in the literature include Linear
Equalization (LE) and Decision-Feedback Equalization (DFE) (see Figures 1-3 and 1-
4.) While linear equalization is achieved by using a discrete-time linear filter at
the channel output, the decision-feedback equalizer is a nonlinear filter that reduces
the ISI by subtracting a replica of the ISI from the channel output. This can be
done for example by making symbol-by-symbol decisions on previous inputs as shown
in Figure 1-4 or, in general, by estimating them. The equalizer has generally two
14
components: the feed-forward filter F(z) and the feedback filter B(z). In the zero-
forcing case, the first is responsible for canceling the pre-cursor component of the
ISI, i.e. the interference due to future input symbols 1, and the second for canceling
the post-cursor component due to the interference from past input symbols. Spectral
factorization techniques in the zero-forcing case yield the filters F(z) and B(z) since
in this case they are chosen to satisfy the equation B(z) = H(z)F(z).
onH(z) + F+z Slicer ;v
B(z) -1-
L -----------------
Linear Equalizer
Figure 1-3: The linear equalizer
3.H(z) + F(z) + Slicer--
-IB(z) -1-
-------------------------------- 1
Decision Feedback Equalizer
Figure 1-4: The decision feedback equalizer
The drawback of linear equalizers is that they enhance or amplify any noise in-
troduced by the channel. As for decision feedback equalizers, when a wrong decision
is made, a phenomena of error propagation appears which rules out the possibility of
using simple error correcting techniques.
1Note that for the channel model considered in this study (1.1) no feed-forward filter is needed
since there is no pre-cursor ISI
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1.2.2 Sub-optimal Maximum Likelihood Sequence Detectors
An early study by Magee and Proakis [4] suggested using a suboptimal MLSD, where
the VA is designed as though the channel impulse response were not {h} (the true
response) but rather {h}, a Decoding Impulse Response (DIR) of a shorter duration
than {h,}, say 1. In a coded system, such decoders thus decode the received sequence
{Yk} to message
1 N-1 L 2
arg min- S Ykh-hNxk(m) ,(1.4)
Mm MN k=0 1=0
rather than to the maximum-likelihood message
1 N-1 L 2
arg min- Yk - 5:hxk_(m) , (1.5)
mCM N
k=-O 1=0
where M denotes the set of possible messages.
Apart from its duration, the choice of the DIR {h1 } does not usually influence the
complexity of the receiver, and it is thus chosen for best performance.
1.2.3 Combined Equalization and Sequence Detection
Subsequent studies [5-11] suggested the use of an equalizer combined with a subop-
timal MLSD. A front end linear equalizer for example effectively reduces the channel
response length that the VA experiences, and in some sense "conditions" the overall
impulse response seen by the VA to approximate the DIR. It is hence significantly
different from zero over only a small number of samples, and any remaining ISI is
considered to be noise. Although the linear pre-filter colors the noise, the gain in
performance that can be achieved is significant.
A DFE can also be used in conjunction with a sub-optimal MLSD, either at its
front end for the purpose of truncating the impulse response [12], or the decision
feedback mechanism can be incorporated into the sequence detector [13,14].
16
Yk
Pre-Filter V.A.
Figure 1-5: Pre-Filter
1.3 Traditional Design Criteria
In order to optimize the design of suboptimal low-complexity receivers or compare
existing ones, one is faced with the problem of finding a "good" performance criterion
for these receivers.
The typical approach in the literature is to analyze the different schemes for
uncoded data transmissions and according to an appropriate criterion. For example,
one criterion is to eliminate the ISI via equalization, and the resulting structures
mentioned above were called "zero-forcing equalizers" [1, 3]. Other studies argued
that the criterion to be used is to minimize the probability of error. But while exact
expressions can be obtained in the zero-forcing case, in general the exact probability of
error is difficult to calculate and minimizing the Mean-Squared Error (MSE) criterion
has been used instead [4-7,11]. The motivation behind using such a criterion is that,
when the ISI can be approximated to be Gaussian, the probability of error can be well
approximated as a function of the MSE [1]. Moreover, in general, the MSE is useful
to find an upper bound to the probability of error as shown in [15], [16] and [17].
For example, when a suboptimal MLSD is used (as in section 1.2.2), since only
the duration of the DIR {h} usually influences the complexity of the receiver, Magee
and Proakis [4] proposed to choose the DIR as the impulse response that minimizes
the MSE between the received signal and the signal that results when the data are
modulated and transmitted over the fictitious channel of impulse response {h} (see
Fig. 1-6.)
More precisely, under the MSE criterion, {h} is chosen to minimize
L 2
6 2 = E yk T-- NkI e, .(1.6)
k 1=0
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Zk .
Xk Linear Yk
h,1  +Filter
A,
Xk 
-k£
Figure 1-6: Mean Square Error Criterion
If the {xk} are assumed uncorrelated with variance P, then
L, L 2
6 2 = 1 E [Z(h, - h)xk- + LE hxk-1 + Zk
k 1=0 l$+
fL L
= [4hI_-h2P +z Ihl2P+ No]
k 1=0 1=L>+1_
and the minimum MSE criterion leads to choosing {h1 } as the truncated version of
{hi}, i.e.,
h if 0 < I 
10 otherwise
This approach also extends to cases where the received signal is pre-processed
using a linear filter prior to detection (as in section 1.2.3). Qureshi and Newhall [5]
used a MSE criterion to optimize the pre-filter when the DIR is a truncated version
of the channel response {hi}, while Falconer and Magee [6] proposed in addition
to choose the DIR that achieves the minimum MSE subject to a DIR unit-energy
constraint. This criterion, introduced in [6], was more recently adopted also by Al-
Dhahir and Cioffi [7] where a finite length pre-filter and a DIR which minimizes the
MSE under unit-tap and unit-energy DIR constraints are presented.
Interestingly, one can see that if some pre-processing in the form of linear filtering
is performed to concentrate the channel's response to a shorter duration, the minimum
18
MSE criterion leads to choosing the coefficients {h,} as the truncation of the overall
response of the true channel and pre-processor.
Among the other optimization criteria is the one proposed by Beare [8] in which
the DIR is chosen to maximize an "effective" Signal-to-Noise Ratio (SNR) measure.
The conclusion was that the DIR has to approximate the channel power response.
Finally, a pre-filter that minimizes the noise variance under the constraint that the
leading sample of the DIR stays constant has been studied by Messerschmitt [9].
1.4 This Study's Approach
Our approach to the problem is different. Rather than adopting the minimum MSE
criterion (which is not always appropriate for coded communication) we study the
rates that are achievable (in Shannon's sense) over the true channel with the given
possibly sub-optimal decoding rule.
Many information theoretic studies have been done on the ISI channel under
the optimal decoding rule. Tsybakov [18], Gray [19], and Hirt and Massey [20] for
example studied the capacity of the ISI channel. Shamai, Ozarow and Wyner [17]
and later Shamai and Laroia [21] derived bounds on the information rates achievable
over the ISI channel when maximum likelihood decoding is used and the input is an
IID process with an arbitrary predetermined distribution.
The novelty of this thesis lies in the fact that the decoder in our study is mis-
matched. Few previous information theoretic studies were done on the ISI chan-
nel with suboptimal decoders. They dealt mainly with schemes involving decision-
feedback equalizers. Barry, Lee and Messerschmitt [22] studied the rates achievable
when using an ideal zero-forcing DFE (in the sense that all decisions made are cor-
rect,) while Shamai and Laroia [21] derived bounds on the achievable rates with the
minimum MSE-DFE. The main focus of this thesis are the systems considered in
sections 1.2.2 and 1.2.3 and involving the use of suboptimal MLSD.
At the conclusion of this study we will provide a criterion for analyzing the differ-
ent suboptimal structures and comparing and optimizing them for coded communi-
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cations. Namely, look at the information rates achievable and maximize them under
the imposed complexity constraints. The issue of channel response truncation is an
important example that we will address: we will try to find the incorrect impulse
response that, among all responses of a given duration, yields the highest achievable
rate. With the achievable rates rather than the MSE as the design criterion, we will
establish that channel truncation is seldom optimal.
Intuitively speaking, truncation can be thought of as a minimization of an 12
distance between the true channel response and the DIR. However, with maximizing
the achievable rates as a criterion, there is no a priori reason to believe that there is
a connection between achievable rates and this 12 distance.
The major challenges for carrying out such a study are due to the fact that in
addition to the decoders being mismatched, the channel is not memoryless.
The general problem of computing the mismatched capacity of an arbitrary chan-
nel with an arbitrary decoding rule is generally believed to be a very difficult problem.
Lower bounds on the mismatched capacity can however be derived using random cod-
ing arguments. A summary of the techniques used can be found in [23] where it is
shown how these arguments are based on the analysis of the probability of error of the
mismatched decoder averaged over some ensemble of codebooks. For a given block-
length, one chooses some distribution on the set of all codebooks of a given rate, and
then determines the highest rate for which the average probability of error, averaged
over the ensemble, decays to zero as the blocklength tends to infinity. A distribution
under which the codewords are independent and each is chosen according to a product
distribution leads to a bound that is referred to in [24] as the Generalized Mutual
Information. Another code distribution one can consider is the one under which the
different codewords are still independent, but each codeword is uniformly distributed
over a type class.
Finally, note that the results on the achievable rates will, of course, be also ap-
plicable to cases where the receiver performs the decoding according to the incorrect
impulse response not for the purpose of decreasing complexity but rather because it
has an incorrect estimate of the channel response.
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1.5 Assumptions
We study the discrete-time model for the baseband channel of a system with ISI and
zero-mean additive complex Gaussian noise,
L
A E = hlxkI + Zk (1.7)
t=0
under an average power constraint P on the input Xk. More precisely, in discussing
block coding for this channel, we typically require that the N-tuple
x(m) = (xo(m),-... , xN-1(m)) E C'
corresponding to each message m satisfy
IN-1
k=0
for some constant P > 0. Here M = {1,... , eLNRJ} denotes the set of possible
messages, and N and R denote the blocklength and rate of the code respectively.
The capacity of the ISI channel (1.7) has been studied by Tsybakov (18], Gray [19],
and Hirt and Massey [20] and the capacity-achieving input process was found to be
Gaussian with a power spectral density equal to
Sx(A){ e= ) ,I > N )12 (1.8)
10 otherwise,
where 0 is the solution to equation
-rrfmaxt H(-AN20 dA=P.
2r -7r I|H(A)12'
The solution for the spectrum of the input has the graphical interpretation of Figure 1-
7. One can think of the total energy P as being a quantity of water to be placed in
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a reservoir with an irregularly shaped bottom determined by the noise variance and
the channel transfer function.
No
P
-7C i
Figure 1-7: Spectrum of optimal Gaussian input
However, with a view towards broadcast scenarios where different receivers ex-
perience different ISI channels, we limit our study to signaling schemes that are not
allowed to depend on the channel impulse response. We will therefore focus on two
such schemes:
" Random IID Gaussian signaling, that corresponds to random codebooks where
the codewords are drawn independently of each other according to a product
Gaussian distribution. The motivation for studying this distribution is that, in
a broadcast setting, Gaussian codebooks are a natural candidate for use under
optimal maximum likelihood decoding. One can imagine the transmitter, not
being aware of the mismatch at the receiving ends, using a Gaussian input that
is expected to perform well for all receivers. Moreover, these codebooks are
relatively well understood, and that they have been found to form a very robust
communication scheme when nearest neighbor decoders are used on additive
noise channels [25]. Furthermore, the mathematical analysis is significantly
easier in this case than in the general case.
" Random codes on the sphere, where codewords are drawn independently and
uniformly over the N-dimensional sphere (here N denotes the blocklength.)
The motivation here comes from the fact that in the simplest case when there
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is no ISI, under some mild conditions, the decision regions for the optimal
receiver (designed according to the true channel parameters) are exactly the
same as the decision regions for a mismatched receiver (designed according to
different channel parameters), and obviously there is no loss in performance due
to mismatch. In the case of ISI, the decision regions are no longer the same,
but we still expect the use of spherical codes to be beneficial since they provide
some robustness with respect to gains.
The rest of this thesis is organized as follows. In Chapter 2 we simplify the
problem by deriving an equivalent decoding rule with quantities corresponding to a
time-varying but memoryless channel. In Chapter 3 we derive the achievable rates
for the ensemble of IID Gaussian codebooks when a sub-optimal MLSD is used along
possibly with a front end linear equalizer. We investigate the optimality of channel
impulse response truncation, study the behavior of the system at low and high SNR,
and finally compare numerically the rates to those of a MSE designed system. In
Chapter 4 we repeat the analysis for the spherical ensemble deriving the achievable
rates with and without pre-filtering, studying the optimality of truncation, and com-
paring numerically the achievable rates to the Gaussian ensemble case. Chapter 5
summarizes and concludes the thesis.
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Chapter 2
The Channel Model
Consider a blocklength N codebook of rate R
C = {x(1), --- , x(e[NRJ)},
where x(i) is an N-dimensional vector to be transmitted over the ISI channel
L
Yk =Shlxkl1 + Zk. (2.1)
l=0
Under optimal maximum-likelihood decoding, upon receiving a vector y at the
channel output, the decoder estimates the index i of the transmitted codeword as the
one that maximizes p(yjx(m)), over the set of the eLNRJ messages.
Equivalently, since {zk } is a sequence of IID complex circularly-symmetric Gaus-
sian random variables, the maximum-likelihood decoder can be seen as minimizing
the metric
N-1 L( 2
k=O 1=0
When using a sub-optimal MLSD as in section 1.2.2, the mismatched decoder can
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be thought of as minimizing
IN-1 Z2
NvEyk- hIxk-I(M) , (2.3)
k= 1L=0
over the set of input messages.
In order to simplify the analysis, we will derive in the following sections an equiv-
alent decoding rule that yields the same achievable rates as (2.3), and that depends
on quantities corresponding to a (time-varying) memoryless channel. The advantages
gained by this decorrelation will be apparent in the subsequent chapters.
2.1 An Equivalent Decoding Rule
In their study of the capacity of the discrete-time ISI channel with finite memory,
Hirt and Massey [20] introduced the idea of replacing the convolution in (2.1) with
a circular convolution, and then using the Fourier transform to study the channel
properties. This technique will be very useful in our study, and we will apply it to
obtain a simpler decoding rule.
More specifically, for a length-N input sequence (xo (i),... , Xz- 1 (i)) correspond-
ing to the ith codeword, when N > L we can write (2.1) as
N-1
y(i) = E1 hx((k--)(i) + Zk + ek(i), 0 < k < N
l=0
= Pk (i) +-ek(i),
where (( )) denotes the operation modulo N; the L-length channel response sequence
{h}/L0 is extended to an N-length sequence by padding zeros, i.e.,
{h,}f17= [ho, I , hL, 0, ,0];
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the error sequence {ek(i)} is given by
ek(i) =
0 if k > L
-- Z_- hk+vxN-v(i) if 0 < k < L
to account for the edge effects associated with replacing a regular convolution with a
circular convolution; and
N-1
Yk(i) = Z hlx((k-1))(i) + Zk,
1=0
0k < N.
We can similarly replace the regular convolution with a circular convolution in the
definition of the decoder (2.3). Extending the sequence {h} to an N-length sequence
by padding zeros, we can express the decoder as producing the codeword
arg min S(N)(m),
MEM
where
S(N) (i) 1 f k - l -(n 2
k=0 1=0
N-1 N-12
Yk - 1hx((k_))(in) - ek(M) 2
k=0 /=0
N-1 N-1
k -- Ax((k- 1))(in) + (ek - ek( 2))
k=0 1=0
= v 1 k - Sh1((k-1))(in) 2
k=0 1=0
L'-1 F N-i
+7' 2~1 Jk -- S hx((k) (i-))) (ek - ek(i)J
k=N 1=0=.
1 L'-1- ek(in) 2
+ 1 ek- 12
k=0
(2.5)
(2.6)
(2.7)
(2.8)
where ek(m) accounts for the difference between circular convolutions and regular
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(2.4)
convolutions, i.e.,
0 if k > IL
ek(m) =
- EL kif 0 < k < L
and where L' = max{L, 1}.
In analyzing a random ensemble of codebooks where the codewords are chosen
independently of each other according to a Gaussian distribution, we establish in
Appendix A that the last two terms of (2.8) have a negligible effect on the highest
rate at which the probability of error (averaged over the ensemble) tends to zero as
N tends to infinity. Consequently, the achievable rates of the original problem are
the same as those for the channel (2.4) with the decoder that decodes the received
sequence {Yk} to
arg min5(N)(m),
where
N-1 N-1
S(N) () k - Shlx((k -1)) (M) (2.9)
k=0 1=0
Intuitively speaking, one can see how the two decoding rules are equivalent. Ow-
ing to the finite memory of the channel, the summations in S(N) (m) and g(N) (in)
differ in only a finite number of terms, and when divided by N, this difference is
converging almost surely to zero. However, one should exercise great caution with
such a reasoning. Since the achievable rates are derived using large deviation results
on the exponential rate of decay of the probability of error, although the difference
of the two quantities is converging to zero, there is no initial reason to believe that
the probability of the error events will decay to zero at the same rate.
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2.2 Frequency Domain Representation
Denote now by {Hk} and {Hk} the N points Discrete Fourier Transform (DFT) of
the zero padded {hk} and {Ihk} respectively:
N-1 N-i
_24k ax iJ 7rlkHk=7 hee'EN NH =0h -=0 e
1=0 1=O
0k <N.
Similarly, let {Yk}, {Xk} and {Zk} be the N points DFT divided by vW of the
sequences {Pk}, {Xk} and the noise sequence {zk} respectively:
N-1
~ -j 2,7 a
1=0 N
N-1
Zk = 1=0 zle-I ,
1 2,rk
Xk = 1 x=e- N
O=0
0 < k<N.
Equation (2.4) yields
Yk=HkXk + Zk, k < N, (2.11)
and using Parseval's theorem (see Appendix C)
(2.12)
IN-1
s(N) (rn)=k -- kXk(m)2
k=0
When normalized by VN, the DFT is a unitary transformation (see Appendix C)
and therefore, {Zk} is a sequence of IID (0, N,) random variables, where 1(0, Oa2 )
denotes a circularly-symmetric complex Gaussian distribution of variance U.2 .
In summary we have established the following theorem:
Theorem 1. For the ensemble of ID Gaussian codebooks, the achievable rates of the
mismatched decoder
N-1 2
arg minS(N)(m) = argmin A S Yk - hxk-lm )
k=0 1=0
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(2.10)
are equal to those of the decoder
IN-1
arg min 9(N)(m) = arg min Ik - kXk(m)|2
k=Q
where
Ak =HkXk + Zk, 0 < k < N,
and {Zk} is an lID 1(0, N0 ) sequence.
As it will become apparent hereafter, the study of this frequency domain repre-
sentation of this modified decoder is significantly simpler than that of the original
decoder. In the remainder of this thesis we will use this modified decoder in order
to carry out the analysis and argue, that asymptotically in N, the two decoders are
equivalent.
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Chapter 3
Gaussian Codebooks
Rather than studying the probability of error incurred by the sub-optimal decoding
rule for a specific code, we adopt an information-theoretic approach and study the
performance on an ensemble of codebooks. We thus consider the average probability
of error, averaged over a random selection of codebooks, and study the rates for which
this probability tends to zero, as the blocklength N tends to infinity.
The first ensemble we consider is the IID Gaussian ensemble. Here the codewords
{x(m)} are chosen independently of each other, and each one is chosen according
to a product complex circularly-symmetric Gaussian distribution of zero mean and
variance P. As mentioned before, when normalized by vWN the DFT is a unitary
transformation and therefore, {Xk(M)} is also a sequence of IID zero-mean Gaussian
random variables with variance equal to P.
The problem hence becomes that of finding the performance of the decoder
1N-1 1
argmin= --N&Xk1(M ,
M N
k=1
where {Xk(m)} are IID .A(O, P) distributed, and
Yk= HkXk + Zk, 0 < k < N.
Since {Zk} is a sequence of IID complex circular Gaussian random variables with
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variance N,, the channel model becomes (time-varying) memoryless. The decorre-
lation gained by considering the Fourier domain model simplifies considerably the
analysis as it will be apparent hereafter.
The rest of this chapter is organized as follows. First we derive the achievable rates
for a sub-optimal MLSD and investigate the optimality of channel impulse response
truncation. We will prove that truncation is typically sub-optimal and attempt to
characterize the optimal decoding impulse response. Next we study the performance
of the system at low and high SNR and motivate the study of the schemes involving
the use of linear pre-equalization. Finally, we study the achievable rates for these
schemes and derive the optimal pre-filter along with the optimal decoding impulse
response.
3.1 Achievable Rates
In order to find the achievable rates under the Gaussian input strategy using the
mismatched decoder, we study the rate of exponential decay of the average probability
of error.
Let H(A) and H(A) be the Discrete-Time Fourier Transforms (DTFT) of {h1 } and
{A,} respectively, i.e.
L Ii
H(A) = > he-7JA, H(A) = > hei-'I, A E [0, 27r). (3.1)
1=0 1=0
Hence, from equations (2.10) and (3.1) it follows that I j2 =ft(Ak)12 , 0 <; k < N,
where Ak = 27rk/N.
In the following analysis we shall make use of the following simple property of
Riemann integrals:
Lemma 1. Let {Hk} and {flk} be the N points DFT of {hk} and {i4} respectively,
and let H(A) and /1(A) be their respective DTFT. For any continuous real-valued
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function G(-) of the real line,
N-1 N-i
Irn(j ,2\ = 1 -li 2,i12lim EA 2ffE Nc 2H ZG ( (Ai)|2N- co N O27r N->oo N 
_=O
1J21
= - GQH(A)2) dA,
27r /
where Ai = 27ri/N.
Theorem 2. The average probability of error, averaged over the ensemble of Gaus-
sian codebooks of power P, approaches zero as the blocklength N tends to infinity for
code rates below IGMI, and approaches one for rates above IGMI1 , where
IGMI = sup -1 ( H(A) - H(A)I 2P + N)
O[|H (A)|2p + NO] okA1p
-f(A P+ +N] ln(1 - o|k(A) 2 P) dA. (3.2)
1 - a|f(A)2p
Proof. Consider a blocklength N Gaussian codebook of average power P and rate R
C = {x(1), - , x(eLNRJ)}.
We study Pe, the average probability of error corresponding to a codebook drawn
from the ensemble, averaged over the ensemble of codebooks. Since the different code-
words are chosen independently and according to the same distribution, the ensemble
averaged probability of error corresponding to the ith message P (i), does not depend
on i, and we thus conclude that P, = Pe(1). We can thus assume without loss of
generality that the transmitted codeword is x(1).
An error occurs whenever the received sequence is decoded to an incorrect message
'In the following sections, we will refer to achievable rates satisfying the properties in theorem 2
as achievable rates in the Shannon sense.
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i (different from 1), i.e. whenever
(N)()<N kftkXk(1)|2, 7 l
k=0
We are interested in the rate of exponential decay of the probability of this event.
Since {Xk(i)} is IID .f(0, P) distributed, conditioned on the sequence {k}, the
logarithmic moment generating function of k(N)(i) is given for any 0 < 0 by
A(N)( 1 OY 2 /N -In _1 -__ _2P/N- ( . (3.3)
k=O -_1 1 k| 2 P/N
Now define A(O) to be
1
A(O) = lim IA(N)(NO),
N->oo N
The application of lemma 1 to the second term of the summation in equation (3.3)
yields
1 1 '2lim - ln(1 - =|ft|2 _(__I_-2pdA. (3.4)
N-+oo N 2rI
Moreover, we show in Appendix B that, except for a set of measure zero, for every
realization of the process {Yk},
. 1N--1 6 k2 2r |H 1)2p+ NO]
lim -- 12 1f r[H(A)P dA. (3.5)
N--+oo N i1 k-F|2p 27rIO 1 - o6|t(A) |2P
Consequently,
A(0) = lim I A(N) (NO)
N->oo N
N-1 2N-1I
limI- 
_-lim In - O|HklPA-+oo:j io- ft N->A2N
1 f2,r0[ H (A)12p + N] 1 f2,n1
- dA - (n1 - Olft(A)2P) dA.
27r 1 - OjH (A)j2p 27r
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Now, using the Gartner-Ellis theorem [26] it follows that
lim in [Pr((N)(i) < _)] _ ) A*(T), (3.6)
N- oo NI
where A*(T) is the Fenchel-Legendre transform of A(.), i.e.
A*(r) = sup(Or - A(O)). (3.7)
0<0
* Achievability:
Since by the law of large numbers the metric of the correct codeword converges
to -2 (H(A) - H(A)| 2 P + N0) dA, it follows from (3.6) and the union of
events bound that for any 6 > 0, the rate
A*[+fJ2, (|H(A) -_H(A)|2P+ NO) dA-6
is achievable.
* Converse:
Similarly, for rates above
A* [1/2w (|H(A) -ft(A)2P +v) dA+6]
27r
the expected number of incorrect codewords whose distance to the received
sequence is smaller than that of the correct codeword is exponentially large, and
hence, since the codewords are selected independently, the average probability
of error averaged over the ensemble of codebooks tends to one.
Note that the Generalized Mutual Information IGMI specifies the highest rate
for which the average probability of error, averaged over the ensemble of Gaussian
codebooks, converges to zero. It does not prove that with any particular codebook the
above rate cannot be exceeded. IGMI however gives an indication of how a "typical"
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codebook that was designed for the channel might behave under the mismatched
decoding rule.
Unfortunately, we were not able to find a closed form expression for the achievable
rates (3.2), however the optimization problem is concave, so that it can be carried out
numerically very efficiently. In order to prove the concavity of the expression in (3.2),
it suffices to prove the concavity of the integrand.
While the first term is linear in 0, the third term is logarithmic in 0 and conse-
quently concave. The only term that needs to be analyzed is the second term
0[ H(A) P + NO]
-(3.8)1 - O|H(A) 12P
whose second derivative function of 0 is
2[H(A) 2 P+No] H(A) 2p (3.9)
(1 - 0|H(A)2P)
which is negative in the range 0 < 0.
Consequently, the expression in (3.2) is concave in the range 0 < 0, and numerical
computations of the achievable rates are well behaved.
Moreover, as will be apparent hereafter, this parametric expression suffices to
establish that channel response truncation is not optimal.
Example
Consider the case where {Ih} has just one tap Ao. This corresponds to the no equal-
ization case (apart from a possible gain adjustment) and minimum distance decoding.
A closed form expression can be obtained to equation (3.2)
0 if !R(hho) < 0,
'GMI = 2 IEkohkI 2P+Ihol2P+Iho-hol2P+2No-vA (IInhO 2P+VA ow
ho|2 P +n2[Iho-ho2P+ E IO hkI2P+NoI
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where A = 4 (Zk hk| 2P + N0)[|ho - No|2P + Ek1 -0hk| 2P + N0] + |ho14 P2.
Unfortunately, this expression does not further simplify when ho = ho. However,
as expected, if in addition {h1 } has just one tap ho, the achievable rates are
ln 1 + .h2 P
No)'
3.2 Truncation is Typically Sub-Optimal
Since apart from its duration the choice of the DIR {h} does not usually influence
the complexity of the receiver, it should be chosen for best performance.
If minimizing the MSE (1.6) is the criterion (see Fig. 1-6), we have shown in
section 1.3 that truncation is optimal. However, when considering the achievable
rates, we prove in this section that typically it is not. This result is initially surprising
since one can argue that in the case of IID random Gaussian signaling, if one decides to
ignore contributions of some past inputs to the current output, since input symbols are
independent of each other then this contribution plays the role of additional Gaussian
additive noise, and the best choice of {h} is a truncated {h1 }.
One should, however, exercise great caution when following the above line of
reasoning. Truncation can be thought of as a minimization of an 12 distance between
{h1 } and {h1 }. There is no a priori reason to believe that there is a connection between
achievable rates and this 12 distance. In fact, if one imposes a fixed distance between
the true response and {h 1}, the achievable rates might very well depend of how well
{ A} approximate the "good" part of the frequency domain representation of {h1 },
and not be exclusively function of the distance. While initial intuition indicates that
truncation is optimal, we prove that typically it is not.
Theorem 3. For the ensemble of lID Gaussian codebooks, when the channel impulse
response {h1 } is real and such that hohL-lhL $ 0, if L = L - 1 > 2 then a necessary
condition for the DIR equal to a truncated {h1 } to be optimal (i.e. to maximize the
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achievable rates) is
hL-2 = 0- (3-10)
While the result of theorem 3 is not enough to claim that truncation is typically
not optimal, the reader should keep in mind that equation (3.10) yields a necessary
condition for optimality and this condition is generally not sufficient. Moreover,
equation (3.10) is one of -L necessary conditions that similarly are not sufficient in
general.
Proof. Consider a real channel, and let
I} = {hO, hi,- -- t 0 t. (3.11)
By the result of theorem 2 the achievable rates are
2GMI = r)- ft(A)12 P + N0 )
27r fo
00 [1H (A)12p +NO] 1p
o-[ IH(A) 12 PN] ln(1 - 900"(A) 2F)}dA,
1 - oojft(A)j2P
where 0 denotes the optimal value of 9 maximizing equation (3.2) when {h} is given
by (3.11). By differentiating this expression with respect to t and equating it to zero,
we establish a necessary condition for the optimality of t = hL. Note first that the
derivative of equation (3.2) with respect to 9 is zero at 0 by definition.
9 First term:
The derivative of the first term with respect to t is given by
-200P 2 L L
R hie-S - te- e = -20"P(hi - t). (.2
27r he A ei-A(-2
L(=L
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Note that in this derivation we have used the fact that, since the real operator
"R" is linear, it can be interchanged with the integration.
* Third term:
The derivative of the third term is found to be
-20P f2KH(AWjAdA. (3.13)
27r fo 1--0,01H(A)|2p
When e-iA is replaced by z, the integrand becomes an analytic function on
the complex domain and can be expanded under a Taylor series format (see
Appendix C). Since the integral yields the constant term in the expansion, we
find that the derivative with respect to t is
2
-, (3.14)
t
provided that hot0  0 and L> 1.
* Second term:
When the second term is differentiated with respect to t it yields
-20 0 P 27r 0 [|H(A)| 2 P + No] R [ftvehjl
2 r (i _ o-r|1 (A)P) 2
-20Pf 2, 0" [H(A)| 2 P + No] ft(A)jeLA
2rl0 1 - 00| (A)P 2p
Following the same approach adopted in computing the derivative of the third
term, doesn't unfortunately lead to a general result. However, if we consider
the case = L - 1 > 2, then we find the derivative to be
- [hL-1 - 2hL2hL]- (3.15)
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In conclusion, for L = L - 1 > 2, when hohL-uhLt J 0, i.e. the duration of the
channel response is indeed L and we are possibly truncating {h1 } by one tap and not
two, then a necessary condition for the optimality of t is
-20 0P(hi - t) + -2hL - 2 hL-2hL]2(
For t = = hL1 to be optimal then the following necessary condition should be
satisfied
hL-2 = 0- (3.17)
This condition is not satisfied in general, and truncation is thus typically not
optimal.
Numerical computations when a fixed 12 distance from {h,} is imposed on {h1 }
show that in some ranges the choice of {h} that closely track the "good" part of the
frequency domain of H(A) (i.e. the one with higher magnitude) at the expense of
the low magnitude part, outperforms all other choices. It indicates that the rates are
not solely a function of this 12 distance but the frequency domain representation in
general plays an important role as well.
3.3 Optimal Decoding Impulse Response
In the previous section we proved that truncating {h} is typically not optimal when
using the maximization of the achievable rates as a criterion. For a given Zi, one would
like to know what is the optimal {h1 }. Unfortunately, since finding a closed form ex-
pression for the optimizing parameter 6 has been difficult, we were not able to answer
explicitly this question. Nevertheless, in this section we characterize the optimizing
DIR in an implicit expression that further simplifies its numerical computations and
sheds some light on the behavior of the system at high SNR.
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Theorem 4. For a channel impulse response {hi} and a given allowed duration L
of the DIR, the best achievable rates RIID({hl}, L) for the ensemble of HID Gaussian
codebooks are given by
1 27r G(A)2p2G 2p
RIID({hl,L) = sup -] in (I N+0N / 2 JGN
G(A) 2w ,7Nf27r 0 No
[2 7f2?R(H*(A)G(A))P/No (
+ 1 27r (H(A) 2 P/No+1)G(A)I 2 P/N0 , (3.18
2,r rL G(A) 2 P/N0 +1
where the optimization is over all sequences {g} of length less or equal to L.
Proof. For a given fixed non-negative value of L we are interested in maximizing the
achievable rates (3.2) over the choices of {h1 } of length less or equal to L. Since the
expression of these rates is a concave function of 0 and {h}, we can write the problem
as the following
RIID(hj, ) = sup 2f ]2O(JH(A) - ft(A)1 2 P+ NO)
o<o,{h1} o
O[\H(A)|12p + NO]
- ( P N + ln(1 - OlH(A) 2P) 
1-olft(A)F2P
1 27
- sup f2 'Hf(A)I- (A) 2 P/No + 1)
0'<0,{hjj} 7r 0
O'[|H( A)|2p/N +1] 2loO-H(A)PN + In(1 - o'Ift(A)r2vN)}dA, (3.19)1 - q'iN(A)2/N
where the equality is obtained by the simple change of variables 0' = ONO.
Furthermore, by the change of variables {gj} = v-O'{h1 }, equation (3.19) can be
written as
RIID (I h}, Zi) =sup 5-j{ - -O'H(A) - G(A) 2P/No + 0'
9'<O,{gj} 7
+'[H(A)I2 P/No + 1] +ln(1 + G(A)1 2 P/No) dA. (3.20)
1±+ G(A)1 2 P/N0 . (.0
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For a given {g}, the optimizing 0' can be easily found to be
f'- Rj(HfH*(A)G(A))P/NO 3.21
/ j27r (IH(A) 2 P/No+1)IG(A)I 2 P/No
-2-x JL G(A)2P/N 0 +1
and when substituted in equation (3.19), it yields equation (3.18). H
The significance of this result is that numerical computations of the best achievable
rates can be easily carried out under this format. Furthermore, standard calculus of
variation methods can be used to determine a necessary condition for the optimal
{g,}, which in turn yields a characterization of the optimal DIR {h} as stated in the
following corollary.
Corollary 1. The optimizing {gi} is such that
Ukn=yhk +72Vk0, 0 <k < L7, (3.22)
where {ul} and {v 1 } are the inverse Fourier transforms of
|G( A)|2p/No | H (A)|2p/No + 1U(A) =I(A) 2PN+G(A) V(A)=-G(A)
U()-G(A) 2P/N+ (G(A)1 2P/NO + 1)2
respectively and
2 *R (H* (A) G(A))
7 ± j 2 -7r (IH(A)1 2 P/N0 +1)IG(A)1 2
27r f , IG(A|)12 P/No+1
The optimal DIR is obtained by
1
Unfortunately, we were not able to obtain an explicit solution to equation (3.22)
and find the optimal DIR, {h}. However, for the special case where the DIR has
only one tap i.e. L = 0, we establish in the following section that the optimal Ao is
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equal to ho and truncation is in this case optimal.
3.3.1 One Tap Decoding Impulse Response
Let {h1 } have just one tap ho = xeO. Note first that the phase q of Ao appears in
expression (3.2) only via the term
-20xPW(h*ei).
Hence, for any negative value of 0, the optimizing phase is that of ho. Con-
sequently, we assume that ho = xeit(ho) and we denote by 0 the corresponding
optimizing parameter in equation (3.2).
A simple necessary and sufficient condition for the optimality of x can be written
as follows:
1xP 2  0 x0 J [|H(A)I2 P + NO]
-20 0 P(Iho| - x) - 2 0 P 
- 200P= 0. (3.23)1(-1 
-x2p _OxP)-(32p32
Since for x h = o|
-1
00L= (3.24)
E1=1|h |2P + No
equation (3.23) when evaluated at x= = hol yields zero, which proves that the optimal
Ao is equal to ho. Therefore, truncation is optimal and the achievable rates (3.2) take
the simple form
ln (1+ >IL h &p )(3.25)
E1=1 |h|2P+ No)
Note that this is the same expression one obtains for the capacity of the classical
additive noise Gaussian channel, with a gain of ho and noise variance EL1 hj 2 P±N0 .
It suggests that, if the receiver decides to neglect the memory in the channel, it should
use ho = ho, and treat the contribution of past inputs as noise.
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3.3.2 SNR Analysis
In this section, we analyze the behavior of the optimal DIR as a function of the SNR.
For the study of the achievable rates at low SNR, we look at the first order term in
the Taylor series expansion of IGMI given in equation (3.2). One can establish that
this term takes the simple expression
(3.26)
Zihj2 No
Schwartz inequality yields that the best {h} is the one whose non-zero coefficients
are equal to those of {h,}. Therefore, we conclude that truncation is asymptotically
optimal at low SNR, and asymptotically the achievable rates are
2P
jOhjNo'. (3.27)
j=0
While this establishes the asymptotic optimality of truncation at low SNR, when
the SNR grows to infinity the optimal {h} may be quite different from the truncated
{ h1} as it is confirmed by numerical computations. Furthermore, in Appendix D we
establish the following theorem:
Theorem 5. For a DIR {h 1} different from the channel impulse response {h1 }, the
achievable rate IGMI for the ensemble of Gaussian codebooks is bounded in the SNR.
This theorem indicates that for Gaussian codebooks, using a decoder with a DIR
different from the true response can be quite detrimental to its performance. More-
over, even when the DIR is chosen to maximize the achievable rates, these rates are
bounded as the SNR increases to infinity.
This result is not surprising in light of the recent study by Lapidoth and Shamai
[27] who investigated the performance of Gaussian codebooks on fading channels with
imperfect side information. They established a similar result where the generalized
mutual information was found to be bounded in some scenarios when no perfect side
information is available to the receiver. Since one can argue that, in some sense, the
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Optimal DIR
ZN0J 1 2 3
SNR
-40dB 9 9.20 2.84 9.45 2.84 6.14 9.63 2.84 6.23 6.24
-20dB 9 5.14 -1.90 4.90 -2.44 1.20 4.62 -2.90 0.67 1.56
OdB 9 3.70 -2.41 3.54 -2.73 0.52 3.06 -2.87 -0.14 1.20
20dB 9 3.69 -2.42 3.53 -2.73 0.52 3.05 -2.87 -0.15 1.20
40dB 9 3.69 -2.42 3.53 -2.73 0.52 3.05 -2.87 -0.15 1.20
Table 3.1: Optimal DIR for {hi} = {9 3 6 6 5 6 6 6 6 6 2 6} when the achievable
rates for a Gaussian ensemble of codebooks are maximized.
fading channel problem is the dual of the ISI problem, our result is in accordance
with theirs.
3.3.3 Numerical Results
Here we present the results of the numerical computations we have carried using
standard matlab tools.
We have chosen a simple, yet illustrative, example where the channel impulse
response is real, minimum phase and equal to {h1} = {9 3 6 6 5 6 6 6 6 6 2 6}. More
insight can be gained by considering a complex channel response in general. However,
the numerical computations become cumbersome. We opted for simplicity since the
channel response considered exhibits, even though not in a dramatic fashion, all the
differences between an optimally designed system and the traditionally designed ones.
In table 3.1 we first list the optimal DIR, {h 1}, as a function of the SNR for
different values of L.
Note first that the numerical values for L = 0 confirm the result of section 3.3.1,
where the optimality of truncation is established. Furthermore at low SNR (-40dB in
our example) the optimal DIR is indeed approximately equal to a truncated {h,} in
accordance with the result of section 3.3.2. However, even at -20dB, the optimal DIR
is significantly different from a truncated channel impulse response, and the difference
becomes more acute as the SNR increases to infinity. Generally, when a complex
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AchievableRates
R 0 {1 2 3 4 5
SNR
-40dB 0.008 0.009 0.012 0.015 0.017 0.020
-20dB 0.174 0.191 0.198 0.210 0.213 0.247
OdB 0.221 0.317 0.322 0.355 0.358 0.376
20dB 0.222 0.320 0.325 0.358 0.362 0.379
40dB 0.222 0.320 0.325 0.358 0.362 0.379
AchievableRates
S R 6 7 8 9 10 11
SNR
-40dB 0.023 0.026 0.029 0.032 0.033 0.036
-20dB 0.297 0.366 0.463 0.606 0.625 0.863
OdB 0.379 0.499 0.707 1.129 1.220 4.432
20dB 0.380 0.501 0.711 1.142 1.236 9.001
40dB 0.380 0.501 1 0.712 1.142 1.236 13.605
Table 3.2: Highest achievable rates RHD({h1}, L) for the ensemble of Gaussian code-
books, for {hI} = {9 3 6 6 5 6 6 6 6 6 2 6}.
channel response is considered, the taps of the optimizing DIR do not necessarily
have the same phase as those of {h,} indicating, yet again, that truncation is not
necessarily optimal.
More significantly, we list in table 3.2 the achievable rates obtained with the
optimal DIR listed previously.
One can make two main observation from table 3.2:
1. As expected, except for the case L = L, the achievable rates appear to be
bounded even when the SNR increases to infinity, in accordance with the results
of section 3.3.2. Furthermore, in this case, the relative improvement that can
be achieved from increasing the SNR appears to be negligible in the 20dB to
40dB range.
2. The relative improvement in rates gained by increasing the number of taps in
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Comparison with a MSE system
Relative improvement
SN 0F 1 2 3 4 5
SNR
-40dB 0 0.0005 0.0007 0.0008 0.0009 0.0008
-20dB 0 0.2930 0.2677 0.2088 0.1653 0.1467
OdB 0 0.7847 0.7743 0.7678 0.6975 0.4851
20dB 0 0.7961 0.7863 0.7822 0.7116 0.4967
40dB 0 0.7962 0.7863 0.7823 0.7117 0.4968
Comparison with a MSE
Relative improvement
SN 6 7 8 9 10 11
SNR
-40dB 0.0006 0.0004 0.0003 0.0001 0.0001 0
-20dB 0.1276 0.0909 0.0461 0.0125 0.0063 0
OdB 0.1748 0.1166 0.0511 0.0096 0.0041 0
20dB 0.1755 0.1169 0.0511 0.0095 0.0040 0
40dB 0.1755 0.1169 0.0511 0.0095 0.0040 0
Table 3.3: Relative improvement in achievable rates of the optimally designed system
of table 3.2 over those of a MSE designed system, for {h1} = {9 3 6 6 5 6 6 6 6 6 2 6},
and using Gaussian codebooks.
the decoding impulse response varies roughly between 3% and 60% (as long
as L < L). While this improvement varies depending on the channel impulse
response {hi}, the above results indicate that the tradeoff complexity versus
rates should be considered on a case-by-case basis.
Table 3.3 shows the relative difference between the rates achievable with the op-
timal DIR and those with a truncated impulse response, corresponding to the perfor-
mance of a minimum MSE designed system.
As expected, for a given L different from 0 or L, the relative improvement increases
with the SNR as truncation is asymptotically optimal at low SNR, and at high SNR,
the optimal DIR is considerably different from a truncated {h,}. The improvement
reaches 80% for L = 1 at high SNR, but can also be as low as 0.4% depending on the
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value of Li. As mentioned previously these improvements are channel response depen-
dent, but this example highlights the potential gains in rates that can be achieved
with a system designed with the appropriate criterion.
More interestingly, at an SNR of 40dB, as L increases from 0 to L - 1, the
computation of the achievable rates for the channel when a truncated DIR is used is
shown in Figure 3-1.
Achievable rates for a MSE system
1.4
1.2-
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0.8-
Ca
S0.6-
0.4-
0.2
01
0 1 2 3 4 5 6 7 8 9 10
Length of the DIR
Figure 3-1: Achievable rates at 40dB for the ensemble of Gaussian codebooks, when
the sub-optimal MLSD is designed according to a MSE criterion.
Oddly, the performance of a MSE designed system is not guaranteed to improve
with the number of taps used. Indeed, in our example, using only one tap is 25%
better than using a two tap response. While this behavior is not typical for any choice
of {h 1}, it shows that, generally, using a MSE criterion is not appropriate from an
information theoretic point of view.
Finally, we look at the optimizing DIR when an "efficient" SNR criterion is used
as in the study by Beare [8]. Under this criterion, a decoding impulse response that
approximates the channel power response was found to be optimal. More precisely,
the optimal DIR is chosen such that f(z)fi*(z- 1) is a truncation of the powers of z
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present in H(z)H*(z-'). For the particular example we are considering, it turns out
that for L = 1 and at 40dB, an optimal DIR under this criterion is given by
{16.02 + 7.26], 16.02 - 7.26j}.
Disappointingly, this {h} yields a rate of 0.076 nats per channel use compared to the
0.32 nats achievable with the optimal DIR.
3.4 Linear Pre-Equalization
The analysis of the system at high SNR shows a substantial degradation in perfor-
mance resulting from the use of the wrong channel impulse response. Indeed, when
the SNR goes to infinity the generalized mutual information (3.2) is bounded when
{ h} is different from {h1}. In order to combat this effect, a linear equalizer can
be used at the front end of the decoder so that this loss in performance is compen-
sated for. This approach was used in [5--7, 9]. This linear pre-filter in some sense
"conditions" the overall impulse response seen by the decoder to approximate the
DIR.
Pre-Filter V.A.
Figure 3-2: Linear pre-processor
Although this comes at the expense of added complexity, only a linear term is
added to the overall complexity of the receiver since this pre-processing is done once
for the channel output and is not input dependent, and even though the pre-filter
colors the noise, the gain in performance that can be achieved is significant (for
example, at high SNR the rates are unbounded.)
One last motivation to consider this scheme is completeness. We would like to
analyze the previous work done in this direction and mentioned in section 1.2.3.
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Two questions we would like to answer in this section: the first one being, what
kind of front end linear filter can we design on the receiver end that would result in
the highest achievable rate? and second, what is the best {h} to use given that an
optimal linear pre-filter has been added to the receiver?
Two approaches may be taken to answer these questions. One can optimize {h,}
for a given front end filter F, and then optimize over the choice of filters, or fix {h1 }
and optimize over the choice of filters F and then optimize over F. It turns out that
the first approach is substantially more difficult than the second one, so we decided
to fix {h} and optimize over the choice of F, and then optimize over
3.4.1 Achievable Rates
Consider a blocklength N Gaussian codebook of average power P and rate R
C = {x(1), -- - , x(eLNRJ)},
and denote by M = {1,... , eLNJ } the set of possible messages.
In Appendix A we establish that, when a causal and absolutely summable discrete-
time pre-filter {fk} (with transfer function F(A)) is added at the front end of the
receiver, the achievable rates of the mismatched decoder are the same as those of an
equivalent decoder
N-1
arg min-1 - X(m) (3.28)
mcM N
k=O0
where the output of the pre-filter, {ik}, is given by
Vk = FkHkXk + FkZk. (3.29)
As it was done in the previous sections, we study the exponential rate of decay
of the average probability of error of this decoder, averaged over the ensemble of
Gaussian codebooks. Using the same tools as in the proof of theorem 2, we establish
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the following result:
Theorem 6. For a given channel impulse response {hi} and DIR {h1}, when using a
linear pre-filter with transfer function F(A), the achievable rate in the Shannon sense
for the ensemble of Gaussian codebooks is
I(F) sup o 24 F(A)H(A) - H(A)1 2 P + |F(A)12 NO
O<o 27r f0
O|F(A)| 2[|H(A) 2 P+ NO]dA
I - OIH(A)12p
+ In (I - OIH(A)2P) dA.
27r 0
= sup± 2r(A)1 2P - 25R(F(A)H(A)H(A)*)P
0<0 27r 0
OF(A)1 2 IH(A) 2 P[IH(A) 2P + No]dA
1 - of(A)12P
+ In(1 - 6|H(A) 2P)dA.
2,7r f0
(3.30)
The result of theorem 6 allows us to quantify the performance of any decoder
designed with a front-end linear equalizer in conjunction with a suboptimal MLSD.
When {h} is taken to have one tap equal to ho, these rates correspond to those
achievable with the linear equalizer {fk}. More precisely, equation (3.30) provides the
rates achievable under soft decision (i.e. when the slicer in Figure 1-3 is removed,)
which is typically the case when linear equalization is used in a coded system.
3.4.2 Optimum Filter for a Given Decoding Impulse Re-
sponse
Traditionally, the same criterion used to optimize the choice of {h} has been used
to choose the linear pre-filter. Namely, it has been chosen to minimize the MSE (see
Fig. 1-6). Our approach is to maximize the information rates achievable with linear
pre-filtering.
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However, due to the difficulty in obtaining the optimal 0 in equation (3.30), we
were not able to obtain a closed form expression for the optimal F(A) . Instead we
optimized the design of the filter F(A) for each fixed valued of 0.
Theorem 7. For a given DIR and 0, the transfer function F(A) of the filter that
maximizes the achievable rate (3.30) for a Gaussian ensemble of codebooks is
- H(A)1 2 (l - 2pH(A)12 P) ft(A)
-01H(A) 2[IH(A)2P + No] H(A)'
and using this optimum filter the achievable rate in the Shannon sense is
sup I f 2, No - 1|$( A)|2 Pd
1* = su - -- drN±H()20< 0 2 7r 0 N o + JH (A) 12P 1 2r H A 1 p
+ 27r o In (- No-)dA (3.31)
Proof. For a given negative 0, the filter F(A) maximizing the expression in (3.30) is
such that the phase of F(A)H(A)H*(A) is zero for all A, which yields
F(A) = IF(A)lH*(A) H(A)
IH (A)l lk(A)I'
Given this choice of the phase, the amplitude of the maximizing filter is then the
one that maximizes
/ 21r OF(A) 12 If(A)12 [IH(A)12p + NO]f F(A)IjH(A)I H(A) dA + 0 F(1-() 2H(A)P+NdA,
Jo 2(1 - 0|H(A)|2P)
for which standard calculus of variations are used in Appendix E to prove that the
optimal filter amplitude is
- H(A)1(1 - 0lH(A)I 2p)
-0|H(A)[ H(A)1 2 P + No]
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Combining equations (3.32) and (3.33) yields that the optimal pre-filter is
F H(A)12 (1 - 8|H(A)j 2 P) 11(A)
F (A) =-,(3.34)
-9|H(A) 2[H(A) 2 P + No] H(A)
and when its expression is replaced in equation (3.30), it yields the following rates
I* = s E - N0 (1 - + (A) 2 p)+ 11 In(1 -OLU(A)2p)27r I|H(A) 2P No 27r
f1 2rN, -0 H(A)1 2p 1 27  (- H(A) 2p
=sup 1--+ In 1-.
-< 27r0 No + JH(A)2P +2 lno l No
3.4.3 Optimal Decoding Impulse Response
It turns out that for the case where an optimal linear pre-filter is used, a closed form
expression of an optimal {h} can be found.
Theorem 8. When considering the ensemble of Gaussian codebooks, for a given al-
lowed DIR duration L and under optimal pre-filtering, an optimal DIR {h} is ob-
tained by choosing the coefficients from -L to Lt of the inverse Fourier transform
of 1/(|H0(A)| 2P + NO) to be the same as those of the inverse Fourier transform of
1/(|H(A)12 P + No) at these locations2 .
Under optimal linear pre-filtering, the achievable rates obtained when using the
optimal {h'} are
+ilIn 1 + .Op) (3.35)
27r 0 No
A simple schematic representation of the statement of theorem 8 is shown in
Figure 3-3.
2Specifying these coefficients is not enough to specify the optimal DIR, since any multiplication of
{h} by a magnitude one complex number yields the same transform 1/(|I(A) 2 P+N0 ). We propose
choosing the unique solution {14} such that h and ho have the same phase.
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IF [ 1/ 1 H Il P+ N )] IF [ I/ ( H l2P + N)]
---- SAME -
-L -1 0 1 L -L -1 0 1 L
Figure 3-3: Optimal DIR for the ensemble of Gaussian codebooks, when an optimal
pre-filter is used.
Proof. Finding an optimal DIR consists of solving the following problem:
1 f2r N - 6|k(A)12p +I 2rOH )2p
sup sup [ - -j + A n N1
0<0 27r No + I Ho(A)r2P 27r 0No'
where {h} is constrained to have at most L1 taps.
Since 0 appears only as a multiplicative factor of 11(A)2, by simple change of
variables one can see that the choice of 0 is not relevant in this optimization problem.
The variable 0 can hence be seen as a free parameter and we choose it to be equal to
minus one. Consequently, the problem reduces to the following:
sup 1  f 2 jN+1 2 In 1 f+0K2t.
27r No +±H(A)±2P 27r o No
Note that the independence of this expression of the phase of 11(A) is not here
surprising because the effect of the phase has been canceled by the optimized filter.
A necessary and sufficient condition for O(A) to be optimal is derived in Ap-
pendix E and found to be
1 f2 (H(A)1 2 
_ fto(A) 2)p 1 2 r (If(A) 2 - fo(A)12)p
2w J H()~2 ±N0  2w J RtA)1P -- N0  < 0 (3.36)27rfo I|H-(/\) |2 p + No +27r fo |H ft ,N I2p + o
for all {h,} with length less than L.
A solution to equation (3.36) is to choose {h} such that the coefficients from -L
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to L of the inverse Fourier transform of 1/(HO(A) 2P + No) are the same as those of
the inverse Fourier transform of 1/(IH(A) 2P + N,) at these locations.
D
Note first that since specifying the coefficients of the inverse Fourier transform of
i/(H-O(A)| 2P+ N0) is not enough to specify {h?}, and given the freedom in choosing
the value of 0, there are more than one possible solution for the optimal DIR. How-
ever, the choice is unique up to a multiplication by a complex-valued constant, and
the achievable rates are identical. These rates (3.35) are comparable to the mutual
information of the ISI channel with an IID Gaussian input
5- ln (I + H(4)P)2dA. (3.37)
21r 0 No
Equations (3.35) and (3.37) indicate that the optimal linear pre-filter transforms
in some sense the ISI channel with impulse response {h1 } to an ISI channel with
response equal to the optimal DIR {14}.
As a consequence, the achievable rates are now unbounded with the SNR, and the
original stated objective for using a linear pre-filter is met, that is the degradation in
performance at high SNR is dramatically improved.
3.4.4 Numerical Results
Using the previous channel impulse response ({h1 } = {9 3 6 6 5 6 6 6 6 6 2 6})
we first compare the performance of the system when an optimal linear pre-filter is
used along with the corresponding optimal DIR versus that of the system with no
pre-filtering shown in table 3.2. The relative improvement is listed in table 3.4.
As expected, the improvement is substantial especially at high SNR since the
information rates achievable are increasing logarithmically with the SNR. In compar-
ison, the best achievable rates when no pre-filter is used are bounded, as is apparent
from table 3.2.
Next we compare the performance of the system with that of a MSE optimized
system with "optimal" linear pre-filtering. The relative improvement is listed in
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Comparison with the system without pre-filtering
{h}={9366 566 6626}62
R 0 }1 2 3 4 5
SNR
-40dB 3.21 2.91 1.91 1.35 1.09 0.79
-20dB 2.41 2.15 2.24 2.20 2.21 1.85
OdB 14.37 9.72 9.59 8.71 8.62 8.33
20dB 33.90 23.22 22.86 20.74 20.53 19.8I'5
40dB 1 1 54.63 37.59 37.02 33.591_ 33.25 =32.00
Comparison with the system without pre-filtering
{hj}={936656666626} 
___
S 1  6 7 8 9 10 11
SNR
-40dB 0.56 0.39 0.24 0.12 0.11 0
-20dB 1.45 1.04 0.67 0.33 0.30 0
OdB 8.35 6.35 4.31 2.46 2.20 0
20dB 19.95 15.25 10.59 6.37 5.81 0
40dB 1 132.07 24.44 17.06 10. 4 019.53 0
Table 3.4: Relative improvement in achievable rates of the optimally designed
pre-filtered system over those of an optimal system without pre-filter, for {h1 } =
{9 3 6 6 5 6 6 6 6 6 2 6}, and using Gaussian codebooks.
55
Comparison with a MSE system
{h}={93 6 6 5 6 6 6 6 6 2 6}
L 0 1 2 3 4 5
SNR
-40dB 54.35 31.81 22.37 17.52 14.65 12.75
-20dB 0.63 0.94 0.72 0.83 0.94 0.97
OdB 0.01 0.21 0.17 0.22 0.56 0.23
20dB 0.01 0.09 0.21 0.09 0.18 0.09
40dB j 0 .003 0.05 0.12 0.06 0.11 0.06
Comparison with a MSE system
{hi}_={9 3 6 6 5 6 6 6 6 6 26}
R 617 8 9 10 11
SNR
-40dB 11.41 10.42 9.67 9.09 8.63 8.27
-20dB 1.02 1.07 1.12 1.17 1.23 1.34
OdB 0.31 0.22 0.23 0.25 0.48 0.42
20dB 0.09 0.06 0.09 0.10 0.20 0.18
40dB 0.06 0.04 0.05 0.06 0.12 0.12
Table 3.5: Relative improvement in achievable rates of the optimally designed pre-
filtered system over those of a pre-filtered system designed according to a MSE cri-
terion. {h1 } = {9 3 6 6 5 6 6 6 6 6 2 6}, and a Gaussian ensemble of codebooks is
considered.
table 3.5.
In these computations, we have used the optimal MSE linear filter and DIR derived
by Falconer and Magee [6]. For a given DIR the optimal filter in the MSE sense can
be easily derived and is given by
f(A)H*(A)PF(A) = .2P + NoH (A)|2P + N0 (3.38)
When optimizing afterwards over the choices of the DIR, a unit energy constraint
is imposed on {h} in order to avoid the trivial case of no MSE, which corresponds
to no transmission through the channel.
The dramatic improvement in performance observed at low SNR can be under-
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stood from the expression of the filter used in a MSE system (3.38). Note that when
the SNR goes to zero, the filter's gain decreased to zero for any {fh} practically block-
ing the channel. This is not the case for the optimal filter given in equation (3.34).
Last but not least, the same behavior observed with the MSE designed system
without pre-filtering is observed here. In Figure 3-4 we show for example the perfor-
mance of the system at 40dB for L increasing from zero to L.
Performance of a MSE pre-filer sytern
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Figure 3-4: Achievable rates at 40dB for a Gaussian ensemble of codebooks, when a
pre-filtered system is designed according to a MSE criterion.
As is apparent, although the mean squared error is decreasing (see Figure 3-5,) the
achievable rates do not always increase with L. Actually, for this particular channel it
seems that at 40dB, using a one tap DIR outperforms the use of any other length DIR,
including the one having as many taps as {hi}. Increasing the decoder complexity in
this case turns out to be detrimental to performance.
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Figure 3-5: Mean squared error at 40dB for a pre-filtered system designed according
to a MSE criterion.
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Chapter 4
Spherical Codes
4.1 Motivation
A somewhat different ensemble is the ensemble of codebooks whose codewords are still
chosen independently of each other, but where each codeword is chosen according to a
distribution that resembles the uniform distribution over the N-dimensional sphere of
radius VNP. More precisely, each codeword is chosen according to an IID Gaussian
distribution, but conditional on its norm being within a small 6 > 0 of vNP.
While the statistical properties of this ensemble are quite similar to those of the
IID Gaussian one, we shall demonstrate that it is more robust with respect to the
channel gain. This can be easily seen in the simple case of a real non-inverting channel
with L = 0 (i.e. there is no ISI)
A = hxk + .
The decision regions for the optimal receiver (designed according to the true chan-
nel parameter) are cones emerging from the origin.
When considering the decision regions for the mismatched receiver (designed ac-
cording to a different channel parameter h) when h is of the same sign as h, one can
see that the decision regions of both decoders are exactly the same, and there is no
loss in performance due to mismatch.
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For the case L > 0, the decision regions are no longer the same, but we shall prove
that the performance of this ensemble can be no worse than that of the IID Gaussian
one.
The rest of this chapter is organized as follows. First we derive the achievable rates
for a sub-optimal MLSD and investigate the optimality of channel impulse response
truncation. We will prove that truncation is typically sub-optimal and attempt to
characterize the optimal decoding impulse response. Next we study the schemes
involving the use of linear pre-equalization, we derive the corresponding achievable
rates and find the optimal pre-filter along with the optimal decoding impulse response.
4.2 Background
In this section, we list the main results of the recent study by Ganti, Lapidoth, and
Telatar [23] that are relevant to our analysis. We refrain from providing the proofs
that can be found in their original report.
Let {PXN Ibe a sequence of probability measures, where PXN is a probability
measure on XNt. Denote the joint law on XN x yN induced by the input distribution
PXN and the channel transition probability distribution by PXN yN. Furthermore,
consider a sequence of decoding metrics {d(N) (x, y) } where
d(N):XN X yNN [0q)
and a sequence of cost functions {g(N) }
g(N) XN _ [0,x00).
For a sequence of non-negative real numbers {s(N)} and a sequence of functions
{a(N) ()}
a(N) .:XN 
_R
tHere X and Y denote the channel input and output alphabet respectively
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the following theorem holds:
Theorem 9. Let the sequences {a(N.)} and { 5 (N)} be such that
e a(N)(-) is an integrable function with respect to PXN;
* limN- PXN (a(N)(X) - EN a(N)(X)] > 6) = 0, 6> 0;
* the function b(N) : yN -+ R formally defined by
b(N)(Y =InfeN-s(N)d(N)(XYa(N)(x)]dPxXN
is defined and integrable with respect to PyN.
Let the sequence of input distributions {PXN } satisfy the cost constraints with strict
inequality
EPXN [g(N)(X)] <P1, N > 1.
Then the mismatch capacity with cost F is lower bounded by
liminf in PXNyN of [-s(N)d(N)(X7 Y) - a(N)N(X) - b(N)(y)
Note that the liminf in probability should be interpreted as the supremum of real
numbers 7 that satisfy
lim PXN,yN (-s(N)d(N)(X,y) - a(N)(X) - b(N)(y) = 0.
N-*oo
In the following section we will make use of this theorem to study the performance
of the ensemble of codes uniformly distributed over the sphere. For this ensemble,
the sequence of functions {a(N)(-)} to be considered is of the form
N-1
a (N) (X) = Ce1 : Xk 121
k=1
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where a can be thought of as a Lagrange multiplier to the "spherical" condition on the
codewords. Moreover, the sequence {s(N)} is set 5 (N) = S, i.e., a constant sequence,
and s and a are to be chosen optimally to maximize the rates.
4.3 Achievable Rates
As in the previous analysis in chapter 3, one can establish that for blocklength N the
average performance of the class of codes in consideration is the same as that of the
modified decoder
N-11 -- 2
arg min S(N)(m) = arg min- - Ik -- HkXk (m)
mGM mM N
k=O
where
Yk=HkXk +Zk, 0 < k < N.
Hence, to apply the results of the previous section we set
N-i
d(N)(X,V) = 5(N)= {_ik - HkXk12
k=O
a(N)(X) = a 1Xk12
k=1
8(N)-s.
Theorem 10. For the ensemble of spherical codebooks of power P, an achievable rate
is
Is = sup 27 s(2R{H*(A)f(A)} - If(A)2)P - aP
a,s>o 27
- ps2 I(A)12 (H(A)1 2 P + NO)
1 + Pa + PsH(A)12
+ ln(1 + Pa + Ps|H(A)2) dA. (4.1)
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Proof. First we construct the function b(N) (Y)
b(N) fIn exp -sIa(N)d(NX, Y) - a(N) (X) dPXNN in PL
In ( Nexp - [IXn2(1 + pa) + PsH|IHXH2 - 2PSY*HX
N f(n exp
exp [sIVJ2] dPXN
1 (iNN - [IMXfl 2 -2PsY*HX] exp -s11YV12
Qn] p)exp ,(4.2)
where M is the diagonal matrix defined by Mk, k 1+ Pa + PsINk_12, and f is
the N x N diagonal matrix whose kth diagonal element is Hkl_. By considering the
change of variables Z = MX, equation (4.2) becomes
b (N) (Y) n N - -Z2_ 2PsY*M-1Z]b(N N In Mp--2 2
= In iM1-2 exp _ 1exp[- l V2|M-1 ll 12N -s-
= -Sirvir 2 + PS21IIM-HYII2' - 21n112
Using similar arguments
strong law of large numbers,
N
Ps2 IM-1HY1 2
N
-21n MI
N
d(N) (X, V)
a(N)(X)
to the ones used in Appendix B, as N -+ oo, by the
a-s. > p2r [H0(A1 2 P + NO] dA
p82 2,r 2 ( |H 12 12p + Noa-s.> P2r2% H(A (IH(tlP±N) dA
2i + 1 Pa+Ps|(A)12
2w/-27 In [I + Pa + PsIf(A)12] dA
12r H(A) - H(A)P+ N0] dA
a> aP.
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Therefore,
-s(N)d(N) (X, y)-(N)(X) - b(N)(Y) % -f- j |[9Hf) - f(1A)12 P + N] dA
-S )d -a -b 4 ~~~27r 0[I-I/2-flA Nrd
+# s [,H(A)| 2 P + No] d) - aP
27r /r
ps 2 [2 2 (H(A) 2 P + NO)dA
27r 1 1 + Pa+ Psf(A)12
±+r In I+Pa+ PslfI(A)2] ,
and hence, the liminf in probability is
1 27r-
17j 27r [s(2a{H*(A)it(A)} - Hf(A)2)P - aP
- Ps2ft(A)12 (IH(A)12 P + NO)
1 + Pa + Ps|H(A)1 2
+ ln(1 + Pa + PsIH(A)12)] dA.
A simple inspection of equations (3.2) and (4.1) shows that the achievable rates
with IID Gaussian inputs can always be achieved with spherical codebooks. Indeed,
when the parameter a in equation (4.1) -thought of as a Lagrange multiplier to the
power constraint- is taken to be zero, equation (3.2) is readily obtained. Figure 4-1
shows the relative improvement of the spherical codebooks over the IID Gaussian
ones as a function of the two dimensional {fh} = [o3, i], when {h1 } = [2, 1].
Similarly to before, the expression of the achievable rates (4.1) we have obtained is
written in a maximization problem format. The question we address now is whether
this problem is concave in the pair (a, s) for the appropriate range or not.
While the first two terms are linear in (a, s), the logarithm is concave in the pair.
Moreover, in the range s > 0, the term
_ 2 H(A)1 2 (1H(A)1 2 P + NO) (4.3)
1 + Pa+ Ps|f(A)12
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Relative Difference in Achievable Rates, h=[2 1]
2-
0.5 ....-. 1. 2
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Figure 4-1: Relative difference in achievable rates of the spherical codebooks over the
Gaussian codebooks, function of the two dimensional {h} for {h,} = [2, 1].
is also concave. This can be established by analyzing the Hessian of the expression.
The eigenvalues of the Hessian are easily found to be negative, and by the linearity
of the integral, the right hand term of equation (4.1) is concave in the range s > 0,
and the optimization problem can be carried out numerically very efficiently.
4.3.1 Simplified Expression
The optimal parameters a and s that we denote (a, s*), satisfy the following opti-
mality conditions:
&Is _ 1
aa 2,7r f
P p2s* 214(A)12(IH(A)12p + No)
-P+ + 2(A) 0
u(A) 2
_I 1 f 2N I(A)12P1
- - 2R(H*(A)H(A))P - IH(A)12 P + (A) +
as 27 u(A)
w P2s*2fnt(A)t4(iH(A);2=P + N0) +2Ps*I(A)2 (|H(A) 2 P + 0 ()
where, to simplify notation, u(A) = 1 + Pci*i + Ps*IH(A)12.
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(4.4)
Hence, using equation (4.5), the expression for achievable rates (4.1) can be written
as
2w j1 [2Ps*2$f(A)2(H(A)2P + N0 ) s*Plm(A)I 2 - c*P + lnu(A))]27r u(A) u (A)
+ [ P2 s* fH(A)j4(IH(A) 2 P + NO) _Ps*2 HI(A)1 2 (IH(A) 2 P + NO)]
1i [Ps*2f2(2H(A)I2P + NO) ( + Pa*) s*p u(A)12
27r U(A) u(A) u(A)
+ [-a*P + ln[u(A)]] dA.
Now using equation (4.4), it becomes
= 1' 1 + Pa* al s*Pfi(A)| 2 ~~[O] II,=(I+ Pa*) - 1+P*_c~ -a *P )12+ ln[u(A))] dA27r] u(A) u(A)
= ln[u(A))]dA
I ln[1 + Pa* + Ps*fI(A)12 ]dA, (4.6)
where the pair (a?, s*) is the solution to equations (4.4) and (4.5).
Example
Consider the case A = [-.. , 0, x, 0,. .. ], i.e. A has only one non-zero tap at the mth
position (Am = X). Conditions (4.4) and (4.5) can be easily solved in this case,
yielding
In 1 + |R(hme~j((h))|2p if R(hme-Ij(x)) > 0,
I, = IL (Ei hj2_iRth~e--jOtx)2)p+No 
'
0, otherwise.
As expected, this expression is independent of jxj, validating the robustness of
spherical codes with respect to gains. Note that if h = [... , 0, a, 0, .. -], i.e. h's only
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non-zero tap is at the mth position, and q(a) = q(x) then an achievable rate is
I, = In 1+ ,
. No ]_
which equals the mutual information under IID Gaussian signaling.
4.4 Sub-Optimality of Truncation
In this section we investigate the optimality of channel impulse response truncation
for the ensemble of spherical codebooks. We establish in the following theorem that
typically truncation is not optimal.
Theorem 11. For the ensemble of spherical codebooks, when the channel impulse
response {h1 } is real and such that hohL-lhL $ 0 and h_ = h-2hL i = L-1 > 2
then the DIR equal to a truncated {h1 } does not maximize the achievable rates.
Proof. We follow the same steps as in the proof of the theorem for the Gaussian
ensemble. Consider a real channel, and let
{h} = [hO, hi...- , hL_1,t]. (4.7)
We differentiate expression (4.1) evaluated at the optimal (a*, s*) with respect to
t and equate the derivative to zero to obtain a necessary conditions for t = hA to be
optimal. For L = L - 1 > 2, when hohLlhLt $ 0 this necessary condition takes here
the form
2s*P(h -t) ± 2 2(1+a*P) hL =0(hL-2hL4.8St t2 hL--h( 4-8)
Hence for t = ht to be optimal, the following equality should be satisfied
hL-2hL - a*P [h2_1 - hL-2hLl = 0. (4.9)
For an impulse response {h1 } such that h_ 1 = hL-2hL (and not equal to zero by
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hypothesis,) this necessary condition is not satisfied, and truncation is typically not
optimal.
Similarly to the Gaussian case, the result of theorem 11 appears weak to prove
the claim that truncation is typically not optimal. However, as it is apparent from
its proof, the theorem is obtained by deriving a necessary condition for optimality
and this condition is generally not sufficient. Furthermore, it is the result of one of Li
necessary conditions that similarly are not sufficient in general.
4.5 Optimal Decoding Impulse Response
For a given L, one would like to know what is the optimal {h}. Unfortunately, since
finding a closed form expression for the optimizing parameters (a, s) has been difficult,
we were not able to answer explicitly this question. Nevertheless, in this section we
characterize the optimizing DIR in an implicit expression that further simplifies its
numerical computations.
Theorem 12. For a channel impulse response {h1 } and a given allowed duration L of
the DIR, the best achievable rates R5 ({h1 }, L) for the ensemble of spherical codebooks
are given by
1 r27 P G(A) 2p\ p I [2w rG(A) 2pR,({h},L)= sup- Iln yl+ay + - N
QAG)2r 0 No No N 2,7r 0 No
+ '[ R A (H*(A)G(A))P/No
_g2r (IH(A)P 2 P/N,+1)IG(A)1 2 P/N0  (41
2 rJ IG(A)| 2 P/No+aP+1
where the optimization is over all {gj} of length less or equal to L.
Proof. The proof is identical to the Gaussian case. E
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Example
Consider the case h = [-.. , 0, x, 0, , i.e. h has only one non-zero tap at the mth
position (hm = x). We have established previously that the achievable rates are
in + z IR(h rde- 0))P2 +] if JR(hmeCJ (x)) > 0,
i _ (Ej jhj2-l!R(hme-j*(W)j2 )P+No 
-
0, otherwise.
Consequently, any DIR such that #(hm) = 0(hm) would maximize the rates which
become
In 1 + |hm|2p
i+ |hj|2P+No
Numerical Results
For the channel impulse response {h1 } = {9 3 6 6 5 6 6 6 6 6 2 6}, we listed
in table 4.1 the relative difference between the rates obtained with the spherical
ensemble, compared to ones obtained with the Gaussian one. The decoding impulse
response {h} has been optimized for different values of the SNR and L.
Note that the improvement is negligible at low SNR, but can be as high at 11.4%
even for the moderate value of OdB. Moreover, the numerical computations suggest
that here too, the achievable rates are bounded in the SNR. We believe that this
result can be proven indicating that the degradation of performance due to mismatch
is not exclusively due to channel gain differences (for which spherical codebooks are
robust).
4.6 Linear Pre-Equalization
The substantial improvement experienced with an ID Gaussian input when a linear
pre-filter is used at the front end of the receiver, raises the question whether some
similar gain can be achieved with a spherical codebook.
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Relative Improvement Over the Gaussian Ensemble
f{h} =f{9 3 6 6 5 6 6 6 6 6 2 6}
S { 0 1 2 3 4 5
SNR
-40dB 0 0.000 0.000 0.000 0.001 0.001
-20dB 0 0.036 0.028 0.033 0.035 0.033
OdB 0 0.046 0.036 0.044 0.060 0.055
20dB 0 0.046 0.036 0.044 0.061 0.056
40dB 0 0.046 0.036 0.044 0.061 0.056
Relative ImprovementOver the Gaussian Ensemble
L 6 7 8 9 10 11
SNR
-40dB 0.001 0.000 0.000 0.000 0.000 0
-20dB 0.033 0.078 0.050 0.021 0.011 0
OdB 0.051 0.165 0.114 0.062 0.034 0
20dB 0.051 0.167 0.115 0.063 0.034 0
40dB 0.051 0.167 0.115 0.063 0.034 0
Table 4.1: Relative improvement in achievable rates of the spherical codebooks over
the Gaussian codebooks for {h,} = {9 3 6 6 5 6 6 6 6 6 2 6}.
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While numerical results suggest that the rates are bounded in the SNR when
no pre-filtering is used, we will prove in this section that this is not the case when
an appropriately optimized linear pre-filter is used. Moreover, we will compare the
performance of such system with the one obtained for the IID Gaussian codebooks.
First we derive the expression of the achievable rates when a pre-filter {fi} is used
with a given fixed {hi}.
4.6.1 Achievable Rates
Consider a blocklength N Gaussian codebook of average power P and rate R
C = {x(1), - - - , x(e[NRJ
and denote by M = {1,... , eLNRJ } the set of possible messages.
Following the same analysis as in section 3.4.1 in chapter 3, when a discrete-time
pre-filter {fk} (with transfer function F(A)) is added at the front end of the receiver,
the achievable rates of the mismatched decoder are the same as those of an equivalent
decoder
N-i1 2
arg min -2jk - flkXk (m)12 , (4.11)
meM N
where the output of the pre-filter, {ijk}, is given by
Vk=FkHkXk + FkZk. (4.12)
The analysis of the new system parallels the previous analysis, and one can apply
theorem 9 by Ganti, Lapidoth, and Telatar [23] to establish the following:
Theorem 13. For a given channel impulse response {hi} and DIR {h1 }, when using
a linear pre-filter with transfer function F(A), an achievable rate in the Shannon sense
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for the ensemble of spherical codebooks is
1(F) = sup s 2 [ (2R{F*(A)H*(A) (A)} - Hf(A)P2)p
a,s>o 27 I
- aP - Ps 2 F(A)| 2IH(A)1 2 (H(A)2P + NO)
1+ Pa+ PsiI(A)2
+ ln(i + Pa + PsjH(A)12)] dA. (4.13)
4.6.2 Optimum Filter for a Given Decoding Impulse Re-
sponse
Owing to the difficulty in obtaining the optimal pair (a, s) in equation (4.13), we
were not able to obtain a closed form expression for the optimal F(A) . Instead we
optimized the design of the filter F(A) for each fixed valued of (a, s).
Theorem 14. For a given DIR, a and s, the transfer function F(A) of the filter that
maximizes the achievable rate (4.13) for a spherical ensemble of codebooks is
H(A)1 2 [1 + Pa±+ Ps(A)12] ()
F(X) =
sif(A)12 (IH(A)12 P + NO) H(A)'
and using this optimum filter an achievable rate is
sup 1- 5 2-r No + aP + sIf(A)I 2 PdA
ses>0 27r 0 No +H(A)1 2p
+ 927r In 1 + aP + <(12p) dAl. (4.14)
Proof The only terms in equation (4.13) that depend on F are
Psf 2-R F(A)1 21H(A)1 2 (IH(A)12 P + NO)
2 2(F(A)H(A)*(A)) - + PsI(A)12 . (4.15)
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In order to maximize their value, the phase of F(A)H(A)Ir*(A) should be zero,
that is q(F(A))+ #(H(A)) = #(H(A)). Given this choice, the terms in (4.15) become
27F(A)HIH(A)If*(A)I - F(A)12 1H(A 2 (H,(A) 2p + N). (4.16)27r 1+Pa + Ps|H(A)12
which is a concave function of IF. The amplitude of the optimizing filter F is derived
in Appendix E and it is found to be
IFI() = H(A)J 11 + Pa + S I f(A) 12p].(17fF l(A) = .(4.17)
sH(A)I (H(A)2P + NO)
Combining equation (4.17) with the result on the phase of the optimal filter yields
IH(A)1 2 ±1 + Pa + sIft(A)2p] k(A)
F(A) = _ _ _ _ _ _ _ _F(A s (A)2[±H(A)12p+ NO] H(A)
When its expression is replaced in equation (4.13), this optimum filter achieves
the rates (4.14).
Example
Consider the case where {h} = c-- , 0, x, 0, i.e. h has only one non-zero tap at
the mth position (hm = X). The optimizing (a*, s*) can be readily obtained in this
case, and the resulting achievable rates are:
In 
_2 No
This expression, in addition of being independent of Ixl, does not dependent on the
phase of x as in the previous example. This can be explained by the fact that the
optimizing filter adjusts the overall phase of the system to that of 4(A) to maximize
performance. Moreover, a degree of freedom is observed in the choice of (a*, s*), and
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if chosen appropriately, an optimizing filter can be found to be
H(A)H*(A)PF(A) =. |H(A)1 2 P + No
Interestingly, this filter is identical to the optimal MSE filter (3.38).
4.6.3 Optimal Decoding Impulse Response
Perhaps surprisingly, the optimal DIR {hi} found in section 3.4.3 can be proven to
be optimal for the spherical ensemble as well.
Theorem 15. When considering the ensemble of spherical codebooks, for a given
allowed DIR duration L and under optimal pre-filtering, an optimal DIR {h'} is
obtained by choosing the coefficients from -Lj to L^ of the inverse Fourier transform
of 1/QHo(|A)| 2P + NO) to be the same as those of the inverse Fourier transform of
1/(|H(A)(12P + N 0 ) at these locations1.
Under optimal linear pre-filtering, the achievable rates obtained when using the
optimal {h0 } are
f-- In I + I 
.
1 p(4.18)
27r 0 No
Proof. First note that since s appears only as a multiplicative factor of JH(A)2, by
simple change of variables one can easily see that the choice of s is not relevant in
this optimization problem. It can hence be seen as a free parameter and we choose it
to be equal to one.
Since equation (4.14) is concave in the pair (a, H(A)I), the result of theorem 24
of Appendix E along with the derivative of equation (4.14) with respect to a yield
1 Specifying these coefficients is not enough to specify the optimal DIR, since any multiplication of
{h 1} by a magnitude one complex number yields the same transform 1/(I|(A)|2P+No). We propose
choosing the unique solution {h7} such that h and ho have the same phase.
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the following necessary and sufficient conditions for optimality
H2 P +-- 2 P = 027rrJ'H(A) 12 p +No 27r L fto(A)J2 P+aP+No
1 27r (I H(A)12_-I o (A) 12) p + - f 2-7r(I f(A)12_-1 Ho 1)2) p < 0
2,r J IH(A)12P+No + 2,r 0 [Ho(A) 2 P+aP+NO -
for all {hk} with length less or equal to L.
A solution to these equations can be obtained by choosing a = 0 and {h?} similar
to before, i.e. such that the coefficients from -L to Li of the inverse Fourier transform
of 1/(1H"(A) 2 P + N,) are the same as those of the inverse Fourier transform of
1/(IH(A)1 2 P + No) at these locations.
The fact that the optimizing DIR and the best achievable rates were found iden-
tical for both, the IID Gaussian ensemble and the spherical ensemble indicates that
the advantage of using a spherical codebook is lost after pre-filter optimization. This
result is not surprising. Intuitively speaking, spherical codebooks provide some ro-
bustness against gain variations, practically yielding the rates of the best possible
gain. When an optimized pre-filter is used, it adjusts the gain to an optimal level
and the advantage of spherical codebooks is lost.
Chapter 5
Summary
Sub-optimal maximum likelihood sequence detection is often employed in additive
Gaussian intersymbol interference channels due to its reduced complexity compared
to the optimal receiver. Traditionally these sub-optimal receivers have been studied in
uncoded systems and designed to minimize a mean squared-error. Since this criterion
may not be appropriate for coded communication, we have carried out an information
theoretic study of the design of these reduced-complexity receivers. We derived the
information rates that are achievable in the Shannon sense over the true channel with
the given sub-optimal decoding rule.
With a view toward broadcast scenarios, we have considered two signaling schemes:
random IID Gaussian signaling (Theorem 2), and random codes on the sphere (The-
orem 10). While the first scheme is a logical candidate given its high performance
in optimal decoding conditions, we have shown that under mismatch, it is generally
inferior to the second.
While the MSE criterion usually leads to designing the sub-optimal MLSD accord-
ing to a truncated version of the true channel response, we have demonstrated that
with the achievable rates as the design criterion, channel truncation is seldom optimal
(Theorems 3 and 11). Furthermore, we have presented numerical results indicating
that indeed MSE designed systems are suboptimal. However, when the SNR goes to
zero, we have established that truncation is asymptotically optimal.
On the other hand, at high SNR, we have established that the information rates
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achievable with an optimally designed system are bounded (Theorem 5).
To combat this degradation of performance at high SNR, the case where a linear
equalizer is added at the front end of the receiver has also been considered (Theorems 6
and 13), and the design of the receiver optimized.
In conclusion, we believe that we have established an appropriate criterion for the
study of coded ISI systems. This criterion allows one to compare more accurately the
performance of different receiver structures as well as optimize their design. When
such studies cannot be obtained in closed form solutions, we have shown how simple
numerical techniques can be used.
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Appendix A
Equivalent Decoding Rule
In this appendix we prove that the decoding rule introduced in section 2.1 is indeed
equivalent to the original decoding rule. More precisely, when considering a random
ensemble of codebooks where the codewords are chosen independently of each other
according to a Gaussian distribution, we show that the highest rate at which the
probability of error (averaged over the ensemble) tends to zero as the blocklength
tends to infinity is the same for both rules. We extend this result to the infinite
memory case (L = +oo) and to the case where a linear pre-filter -with a possibly
infinite impulse response- is added to the front-end of the sub-optimal MLSD.
Consider a blocklength N Gaussian codebook of average power P and rate R
C = {x(N)( 1 3 ... ,x(N)(eLNRJ)t.
Assume that the transmitted codeword is x(N) (1). Conditioned on the correspond-
ing received sequence {Yk}, denote by A(N) (8) the logarithmic moment generating
function of S(N) (M) for m $1 . Similarly, let A(N) (0) be the logarithmic moment
generating function of S(N) (i).
tTo emphasize the length N of the codewords, we use throughout this appendix the notation
x(N) (i) for the codeword corresponding to message i and denoted x(i) in the remainder of the
thesis.
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Using the Gartner-Ellis theorem [26],
lim kIn [Pr(S(N)(m) <T)] =-A*(),
N- oc N
where A*(r) is the Fenchel-Legendre transform of A(.), i.e. A*(r) = supO<(OT-A(0)),
and where
1A(O) = lim -A(N)(N6). (A.1)
N-oo N
Similarly,
1<lim in [PrQ((N) _ _
where X*(T) is the Fenchel-Legendre transform of A(.), i.e. A*(r) = sup0<0 (Or-A(6)),
and where
1-A(O) = lim -A(N)(NO). (A.2)
N-ioo N
In order to establish that the two decoding rules are equivalent we need to prove
that A*(r) is equal to A*(r) for all T. Hence, it suffices to show that A(6) is equal to
A(O) for all 0 < 0.
A.1 Asymptotically Equivalent Sequences
In this section, we list the main results on the theory of asymptotically equivalent
sequences of matrices that are relevant to our analysis. We refrain from providing
the proofs, that can be found in the review by Gray [19] for example.
Definition 1. Let {A(N)} and {B(N)} be two sequences of N x N matrices. The two
sequences are said to be asymptotically equivalent if
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1. A(N) and B(N) are uniformly bounded in the lo norm:
||A(N)|I.,|B(N)|I < K < oo.
2. A(N) - B(N) = D(N) goes to zero in the Hilbert-Schmidt normi as N - oo:
lim 4||A(N) - B(N)| = rlim jID(N)fl - 0.
N-+oo N-+oo
Asymptotic equivalence of {A(N) } and {B(N) } will be abbreviated A(N) B(N).
Theorem 16. 1. If A(N) ~ B(N) and if C(N) ~ D(N), then A(N) + C(N) B(N) ±
D(N)
2. If A(N) ~ B(N) and if g(N) D(N), then A(N)C(N) B(N)D(N).
3. If A(N) ~ B(N) andIA(N)- 1|,1|B(N)- |I < K < o, i.e., A(N)- 1 and B(N)-1
exist and are uniformly bounded by some constant independently of N, then
A(N)-1~B(N)- 1
Lemma 2. Given two sequences of asymptotically equivalent matrices {A(N)} and
{B(N)} with eigenvalues {aN,k} and {4N,k} respectively, then
1IN-1 N-1lim N N aN,k = N-±cc NE 3 N,k-
N-+oo -N Nlom _
Theorem 17. Let {A(N)} and {B(N)} be asymptotically equivalent sequences of Her-
mitian matrices with eigenvalues aN,k and 3 N,k respectively. Since A(N) and B(N) are
bounded there exist finite numbers m and M such that
m 5 aN,k, ON,k< M, N =1, 2, ... k = 0, 1,-...-I N -- 1.
1We will denote the Hilbert-Schmidt norm of a matrix A by the symbol ||AIl defined in the
following manner: f|lAI| = n-1 > Z |,|akJ 2
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Let F(x) be an arbitrary function continuous on [m, M]. Then
lim 1 N-iF(Nk)
N-+oo N
k=0
N-i
lim 1N-1F(#Nk)-
N-+o~o N
if either of the limits exists.
A.2 Logarithmic Moment Generating Function
Let y(N) = (yo (1(1), *'r ,YN-1(1))t denote the vector of the N received symbols
resulting from the transmission of codeword x(N) (1) and let ft(N) be the matrix
( o 0
A1  ho 0
A2 h1 h 0
0 hL
0
.A0
0 0 hL
. .0 hL
Similarly, let y(N) = (Po( 1))i(1) 1 *.* .7YN-1(1)) and let (N)H be defined in the
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Ht(N)_
0
0
0
0
0
/0
following manner
Ao 0 ............ 0 AL L-1 ...
A1  A0  0 ............ 0 hL h 2
AL....... ....h ...... .o A
NL _1 ........ ho 0 .............. 0 h L
~(N) AL -............. h 0  0. ............... 0
H =
0 0 hL -............- h- 0 ... 0
0 --- 0 hL ..--..------- ho 0 0
o o A..............A 0.o.0
0 ............. 0 hL . .............. Ao
Using this vector notation, the metrics S(N)(m) (2.5) and (N)(m) (2.9) can there-
fore be written as2
S(N)(M) k= _LAt(m 2 1k - 1 1Y(N) _ f()x(N)(M)1 2
g() ,r) N- E -12 (N) (N)V)(n12
N(N)(m) = k= k - Y 1  Lx((k--m)) 2 kI=(N) _ -(N)
Since the codewords {x(N) (j) }are drawn according to an 1ID Gaussian distribu-
tion with mean zero and variance P,
A(N)(NO) = in E [eIY(N)_ft(N)x(N)2
= In Nf e"f((N)ft(N)X(N) * (y(N)_f(N)x(N) )_X(N)* X(N)/P dx(N).
When ignoring temporarily the 1/P factor in the exponent of the integrand, it
can be written as
op (y(N) _ ft(N)X(N))* (Y(N) _ _f(N)X(N) - X(N)*X(N)
2For clarity, we will use the subscript 12 to denote the standard Euclidean norm
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= OP (Y(N)* (N) _ y(N)*ft(N)x(N) - x(N)*f^t(N)*y(N) + X(N)*ft(N)*ft(N)X(N)
- X(N)*x(N)
- x(N)* i opft(N)*ft(N)) X(N) - X(N)*opft(N)*y(N) _ opy(N)*ft(N)X(N)
± (N)*y(N)
- N) + (I - opft(N)*ft(N))
XN) + ( - opft(N)*ft(N)
gpHf(N)* y(N)
gpft(N)* y(N)1
+9py(N)*ft(N) (i _ opft(N)*ft(N)) 1 pft(N)*y(N)
(i - pft(N)*fH(N)
( _ op^(N)*(N)) -1
gpft(N)* (N) ( p - (N)* H (N)] *
0 pft(N)*y(N)
+Py(N)* [I + p4 (N) (I -opft(N)*f^t(N) Hf(N)*] y(N)
which implies that
A(N)(NO) - Qy(N)* ^ + OPf(N)M(N)-lft(N)*] Y(N) - InIM(N) ,
where M(N) _.(I Qp(N)*JHJ(N)). Using the identity (I - B)-1 = I + B(I - B)-1 .
standard linear algebraic manipulations yield
A(N)(NO) = oy(N)*A(N)-ly(N) - InIM(N)1, (A-3)
where A(N) = (IQpft(N)ft(N)*
The analysis for the metric S(N) (iM) can be carried out in the same manner to
establish that
Af(N) (NO) = gy(N)* A(N)- (N) - (N) , (A.4)
(N)* (N)
where I(N) = (I OPH H ) and A(N) - (I H (N)H ~(N)*OPH H )
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I *
+p N)*y(N)
X(N) +
x(N) +
_p p~(N)* H (N)
Lemma 3. M(N) , K(N) and A(N) 1 rA(N)-
Proof It is straightforward to establish that the sequence of finite order Toeplitz
(N)
matrices {L(N)} and the sequence of circulant matrices {H } are asymptotically
equivalent (see for example [19]). The same holds for the sequences {ff(N)* } and
~ (N)*
{H } (the first being Toeplitz and the second its circulant equivalent). Using(N)* ~ (N)
theorem 16, the sequences {f(N)*f(N)} and {H H } are asymptotically equiv-
(N) ~ (N)*
alent. Similarly, the sequences {ft(N)f(N)*} and {H H } are asymptotically
equivalent.
~(N)* ~,(N)
For any given real negative value of 0, I - QPf(N)* ff(N) and I - OPH H
are uniformly bounded in the 1 norm since
II -gpft(N)*t(N) 1 1 1  =1i- or jfgN)* H (N)Ijia,
. (N)* -~ (N) : (N)* -. (N)
I -OPH H I1 _ = 1-OP H H \Il,
which are uniformly bounded in N, and consequently M(N) §j(N). By virtue of
theorem 17
lim 1 1IM (N)i (N) 1, (A.5)
N- m N IN-x N
since the second limit exists as it is shown in chapter 3.
The above derivation did not depend on the order of multiplication of f1 (N) and
fJ(N)*, and hence the same holds for the sequence of matrices {A(N)}7 i.e. A(N)
A(N). Moreover, since the eigenvalues of A(N) and A(N) are all greater than one, both
A(N) and A(N) are invertible and the lc norms of their inverses are upper bounded
by one. By the result of theorem 16, A(N) 1 A(N) 1
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A.3 The Finite Memory Case
Theorem 18. For a channel impulse response {h} of finite duration L, the functions
A(O) and A(0) defined in equations (A.1) and (A.2) are equal.
Proof. Let e(N) denote the vector e(N) = (eO, el,- , eN-l)t. Hence,
±L i=(N)+*+ (N)-e(N) 1__ (N) (N))* A(N)l -((N) ±+(N))
[y0(Ny(N))A(N)F 
-1 eN) (N)*A(N1s(N)
±ko1[s(N)*A(N)-le(N) + e(N)*A(N) -e (N)
N L J
Since the vector e(N) has only L non-zero entries,
lim 1 y(N)*A(N)-l(N) _- im1 (N) (N)- (N)
N-+oDNI N-+oo NL
Consequently, the only expression of interest is
10 [ (N)A (N) - :(N)] __ T (N) *A(N) -l(N)
N N
= k Tr(N) (N)*
Now, y(N) 3 (N)* ,(N)\(N)*, and since {A(N)-11 is asymptotically equivalent to
{A(N)- 1}, theorem 16 implies that A(N)- 1k(N)s(N)* , A(N)-ls(N)k(N)*. The result
of lemma 2 yields
1 y(N)*(N)-l(N) 
. (N(N)- (N)lim-0I yk)*AJYkh =lim-0 )y A~ r
N-oc N Li N-cN L
= lim 10y(N)A(N)-1 (N)
N->cuoN L
which, along with equation (A.5) implies that
lim -AN)(NO) = lim ±A(N)(NO).
N-ooN N-oo N
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A.4 The Infinite Memory Case
In this section we extend our results to the infinite memory case3 (L = +oo), and
establish that the two decoding rules remain equivalent.
For this purpose, it suffices to show that A(O) is equal to A(O) for all 0 < 0, where
A(N) (NO) and (N) (NO) are given by equations (A.3) and (A.4) respectively.
Theorem 19. For a channel impulse response {h1} of infinite duration L, if {h1 }
is absolutely summable, i.e. Z 0 |hj| < oo, the functions A(O) and A(0) defined in
equations (A.1) and (A.2) are equal.
Denote by H(N) the matrix
0
ho 0
. . . . . . . . . . . . .
hN-1 ----------
hN hN-1
0
0
.0
1 0
h1 ho
Similarly, let H4(N) be defined in the following manner
ft(N) _
I hN
ho
hN-1
hN
-...-.-......... h2 h
hN ....--. h2
.......-............ h1  ho
hN-1 -.......- hi
Using this vector notation
y(N) = H(N)X(N)(1)±Z(N)
3We continue to consider only the case where L is finite
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(
H(N)-
hN
ho )
ho
hi
H(N) _ f(N)X(N)(+Z(N)
where Z(N) (zo, zi, ZN-1).
Lemma 4. The two sequences {H(N)} and {ff(N)} are asymptotically equivalent.
Proof. Using the result by Gray [19],
00
|H(N)IK|| 2 |hi| < oc
0
||t(N)|I 2
00
1 /l
00
0hi| < oo.
0
||t(N) - H(N)11 2
N11=0t|
<
1=0
Since E Ihj 2 is convergent, by Kronecker's lemma [28]
N1=0
which implies that
lim |H(N)-H(N) =0N--too
and H(N) 4(N)
R
Proof. (of theorem 19)
Since by lemma 4, H(N) ~4f(N) and
(N) (N)*= H(N)X(N)(1)x(N)(1)*H(N)* + H(N)X(N) (1)Z(N)* + z(N)x(N) (1)*H(N)*
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Moreover,
OC)
I|hi|
+z(N) z(N)*
(N):f(N)* _t(N)x(N)(l)x(N)(ij*ft(N)* +ft(N)X(N)(l)Z(N)* + Z(N)X(N)(l)*ft(N)*
+z (N) z(N)*7
by repeated use of the results of theorem 16, y(N)Y(N)* Si(N)S?(N)*. Consequently,
since by lemma 3 A(N)-l 1  A(N)-, A(N)- l(N)y(N)* , A(N)-(N) (N)*, and by
virtue of lemma 2
lim 10 y(N) *A(N)-l (N) lm 0Tr A (N)-'_k(N)k(N)*
1m 1(N(N)l(N)-l(N)
N-+co N
which, along with the result of lemma 3 implies that
1 1
lim A(NO) = lim X(NO).
N- oo N N-+oo N
A.5 Pre-Filter
When a causal linear pre-filter {fz} is added at the front end of the sub-optimal
MLSD, the two decoding metrics in consideration become
S(N)(m N- 1 Vk - j1 Ik 2 N V(N) _ ff(N)X(N)(m)12
t(N)(m) _= k - _k - N- 1 h '((k-)) 2 1 ()_ )(N) (n)
N k=O' t4-o0 X((k-)) = N H- x 12
where v(N) is the output of the pre-filter, and i(N) is the quantity obtained when all
regular convolutions are replaced by circular convolutions, i.e.
V(N) =
-(N) _
F(N) y(N)
t(N) (N)
88
where
fo 0 . ............. 0
fi fo 0.........0
F(N) _
............. - - . 0
fN-1 -.......... - f 0
fN fN-1 ------- fo. l
fo fN ------ f2 .f
fi fo fN ------. f2
and f(N)
fN-1 -.......... f f fN
fN fN-1 -- f---- fo.f
The logarithmic moment generating functions of S(N) (m) and S(N) (M) can be
derived in a similar fashion as in section A.2 to yield
A(N)(NO) = Ov(N)*A(N)-lv(N) - In|M(N)
A(N)(NO) = oi(N)*A(N)-i(N) - In /4(N)?
Theorem 20. For a causal linear pre-filter {f} that is absolutely summable, when
{hi} is absolutely summable, the functions A(O) and 2S() defined in equations (A.1)
and (A.2) are equal.
Proof. In order to establish that
1 1-lim --A(NO) = lim A(NO),
N-oo N N-+oo N
it suffices to prove that v(N)v(N)* (N)j(N)* as it can be seen from the previous
analysis.
Since v(N)v(N)* = F(N)y(N)y(N)*F(N)* and ij(N)4 (N)* - t(N)y(N) 5 (N)*t(N)* es-
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tablishing that F(N) ft(N) would be enough to prove the desired result.
Since {ff,} is absolutely summable, these two sequences of matrices are equivalent
by lemma 4, and the desired result is established.
L-I
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Appendix B
Existence of the Limit
In this appendix, we establish that the following limit
1 N-i k 2
lim Sk1 2
NYnoo N 1 -I^- 12P
exists and we determine its value. To this end, we will make use of the following
theorem:
Theorem 21. A sufficient condition for the sequence of random variables {tN} to
converge almost surely to the random variable >, cN is that
S<
kP{|=O - (| > E} < 00,
k=0
is satisfied for every e> 0.
Proof. See Shiryaev [28].
Let
N-1 OjHk2
SN
k=0 I i kl2p7
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R
and let us apply the result of the preceding theorem to the variable
SN - E [SN]
N
and prove that this variable converges almost surely to 0. Since by the Bienaym6-
Chebyshev's inequality,
sN - E [sN> E s[ N- E[sN]4
N }N 4 c
it suffices to show that
F [EsN 
- E [SN]14]
N4
N=1
Note first that
N-IlYk 2-E |2
E[IsN- E[SN] 4 04 E [t [ ]4]
k=O
N- r]4]
_ 04 [Z|Y2-E
k=o
N -1 4-
=04 E 1: (k,
k=O
where
= - E YA2] , (B.1)
and where the inequality is due to the fact that 1 - OHkj 2p> 1.
Lemma 5. The random variables (k defined in equation (B.1) satisfy the following
property
E(yJ] < K, 0< k < N -- 1.
92
Proof.
= - E [k|12]
< |Ik|2
for every realization of the variables {Y4, which implies that
E (i] < E[Yk j8]
- 24E | 2
= 24(1Hk|2P+N40,
where in the first equality we have used the product moment theorem for the complex
circularly Gaussian random variable k.
Now from the definition of Hk (2.10), one can establish that
L
IHk| < I|h,
1=0
which is finite implying
L 2 
4
E (]< 24 1=|h5|=P + No5^K.
Since {k}lN- are independent with zero mean,
F-
SN-1 4
.k=0
N-1
= ZE[i]
k=0
N-1
< EQ]
k=0
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N-1
+6 E[(k2] E (12]
k=1,1<k
N-1
+ 6 =1 E[(k] E [(,4]
k=1,l<k
NK±6N(N-1)K2
= (3N 2 -2N)K
K 3N 2 K.
Consequently,
E [|sN - E [sN fl
N4
N=1
* 04 3N 2K
N4
N=l
= 30 4K Z±
N=1
<00,
establishing that
N ~SN-E[SN] asN
In conclusion,
1 o k12 P
S- 0|Hk|12 P
OI-1OE| N2]
=lim
N-4oc N k= -0|j^k|12 P
N-10[Hkf2p+N]
= lim 10
N-4oo N H -Sk 12P
1 [2' 6[IH(A)| 2 P±N0 ] dA
2r J 1 - oH(A)12P
where the last equality is a direct application of lemma 1.
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Appendix C
Fourier Transform Properties
Consider a finite-length sequence {n} of length L samples such that xn = 0 outside
the range 0 < n K L - 1.
By definition, the N-points Discrete Fourier Transform {Xk} (N > 2L - 1) is
given by
{Z=oxnWkf 0 < k<N-1;
Xk = (C.1)
0, otherwise,
{K k=o1Xk W, N, ~ <N1
-0= X EN 0, 0< n < N - 1, (C.2)
0, otherwise,
where WN= e-27rj/N
The relationship between {xn} and {Xk} implied by equations (C.1) and (C.2) is
usually denoted as
x, - Xk
The following theorem (Parseval's theorem) establishes a relationship between the
energies of the time signal and the Fourier domain signal. More precisely we show
that, when normalized by vN, the DFT is an energy preserving transformation.
Theorem 22. The sequence {xn} and its N-points DFT {Xk} satisfy the following
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property
N-1 N-1
S Xk|2 = N5 |xn2. (C.3)
k=0 n=0
Proof.
N-1 N-i N-1 2
SIX|2 = S 5xnW?
k=0 k=0 n=O
N-1 N-1N-1~
k=0 n= n=]
N-1 N-1 N-1
- 554n[N6 n-)]
X1 Xn (WN"'3
1=0 n=0 .k=O
N-1 N-1
X1* Xn [ N6(n - m)]
1=0 n=0
N-1
= N5 xn|2
n=0
In the following theorem, we derive the inverse Fourier transform of { Xkj2}. This
result is used in deriving a necessary condition for the optimality of truncation in
sections 3.2 and 4.4.
Theorem 23.
DFT 2
Un- >| Xk|,I
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zf'_-t xjl2,
zL-2l0 1 I~z+1,
n = 0,
ri = 1,
etc ...
zht- X1Xl+n,
XOL-1,
0,
xox:-_1 ,
z1t(N-n) +1X(N-n),
10,
0<n< L-1,
n=L-1,
L nN-L
n = N - (L - 1),
N-(L-1)<n<N-1,
otherwise.
Proof. Since
'VET
-n <-(> x;,
then
N-1
X(X-((n-L)N))N V<T>IXkI2
l=0
Moreover,
which yields
N-1
XX((q-n))N< X
1=0
7
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Un =
Appendix D
The Achievable Rates at High SNR
In this appendix we establish theorem 5 stated in section 3.3.2.
Lemma 6. For a given channel impulse response {hi} and DIR {h1 }, the optimizing
value of the parameter 0 in equation (3.2) is finite. It is strictly negative if and only
if
!R hh, > 0,
otherwise, the optimizing 0' is zero and the achievable rate is zero.
Proof. First note that the function to be maximized in equation (3.2) is a concave
function of 0 (see section 3.1.) Furthermore, it can be easily established that the
function goes to minus infinity when 0 -+ -oo.
Therefore, the optimizing 0' is always finite. It is non-zero if and only if the
derivative of the function with respect to 0 is negative at zero. This derivative takes
the expression
127r Sj H(A) - H(A)| 2P + N0)dA
1fr2 [lH(A)| 2P±+N] 
_______2 _AdA - 1dA. (D.1)
2 (r 0 1- _- (A)12p) 2 1f 1 - 0|H(A)|2P
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When evaluated at zero, the derivative is equal to R( 1 hh).
Theorem 5. For a DIR {h,} different from the channel impulse response {h1}, the
achievable rate IGMI for the ensemble of Gaussian codebooks is bounded in the SNR.
Proof. If R (,z h*h) _< 0, the achievable rates are zero and consequently bounded
in the SNR. Otherwise, we look at the behavior of the optimizing 0' at high SNR.
When the derivative (D.1) is equated to zero, one can see that at high SNR the
following condition should be satisfied
IH(A)2P + IH(A)j 2P - 6OI|(A)14p2 = (I + o2 |H(A)14P2 - 200"H(A)12p) O(P),
which implies that
0o2jH(A)14P - 2 0|H(A)I2 P + 0 IH(A)1 4P = 0(1)
S0 0P = O(1),
and consequently at high SNR 00 = 0(1/P). Therefore, IGMJ = 0(1) and the achiev-
able rates are bounded.
F-
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Appendix E
Optimization Background
In this appendix, we prove the basic optimization theorem that we use throughout
the thesis in order to optimize the design of the decoding impulse response, as well as
that of the linear pre-filter. Furthermore, we provide the details for these derivations.
E.1 Weak Differentiability in a Convex Space
Definition 2. Let f be a real-valued functional defined on a convex set Q. Let FO be
a fixed element of Q, and a number in [0, 1]. Suppose there exists a map fF : Q JR
such that
f(F) = limf((-)F F)-f(F) VF E Q. (E.1)
Then f is said to be weakly differentiable in Q at FO, and f% is the weak derivative1
in Q at F0 . If f is weakly differentiable in £ at Fosfor all FO £ £2, f is said to be
weakly differentiable in £ or simply weakly differentiable.
Theorem 24. Assume a weakly differentiable functional f on a convex set £ achieves
its maximum.
1Note that the weak derivative is identical to the Gateaux differential [29] -when it exists- of f
at FO with increment F - FO.
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1. If f is concave, then f"(F) 0 for all F £ £ implies that f achieves its
maximum at Fo.
2. If f achieves its maximum at F0 then fF,(F) < 0 for all F c G.
Proof. To establish the result of theorem 24 we prove its contrapositive:
1. Suppose that F0 does not maximize f on £. Then there exists some F1 £ £
such that f (F 1 ) > f (F). Let F(s) = (1 - )F0 + (F1 for c E [0, 1], and
g() = f(F( )).
Then the above condition on F1 becomes g(1) - g(0) > 0. Since f is concave,
g is a concave function of and g'(0) > g(1) - g(0). Equivalently,
f (F1) = g'(0) > g(1) - g(0) > 0,
which implies that fF0 (F) 0 for all F e G.
2. Now suppose that f (F) y 0 for all F c £, i.e. there exists some F1 E £
such that f4,(F 1) > 0. Again, let F($) = (1 - )F + CF1 for $ E [0, 1], and
g( ) = f(F(6)).
Consider the expansion of g() around zero
g(O) = g(0) + &g'(0) + o(W).
By hypothesis fF(F 1 ) = g'(0) = E> 0. For this e there exists some 6 such that
o() < E for all ( < 6. Thus, for some E (0, 6)
1g'(0) + o( 1) > 0,
and therefore, g( 4) > g(0) or f (F(1)) > f(F0 ), which implies that F0 does not
achieve the maximum of f over Q.
FH
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E.2 Optimal Pre-Filter
E.2.1 Gaussian Codebooks
Using theorem 24, we derive in this section the amplitude of the optimal pre-filter
that maximizes the achievable rates when a Gaussian ensemble of codes is considered.
Theorem 25. For a given channel impulse response {h1 }, decoding impulse response
{h} and parameter 0, the amplitude of the optimal pre-filter for the ensemble of
Gaussian codebooks is given by
=H(A)(1 - 6|H(A) 2p))F(A)r(±=N(E.2)
-O|$( A)\[\ H (A)|2P + No]
Proof. We have established in section 3.4.2 that for a given negative 0, the amplitude
of the maximizing filter is the one that maximizes
/2 -g OF(A) 12 I 2 [lH(A) 12p + NO]
[ F(A)IlH(A)HHf(A) dA + 2 (A)- 2[JH(A) 2 P±NdA.Jo 2(1 - orft(A)F2P)
Define Q to be the set of the amplitudes of the transfer functions of all causal
and absolutely summable filters. Note first that Q is a convex set. Now let f be the
functional f: Q- ]R
/2" 0|F(A)|2 |H(A)|2[l H(A)I 2P + N0]d
(FI) = /2IF(A)IHH(A)IHH(A) dA + 2(1 H(A)12p dA.
Since f is concave, by theorem 24 f achieves its maximum at IF 0 | if and only if
f'F0I(IFI) <0 for all JFJ E , i.e. if and only if
[2IF(A) H(A)HH(A)IdA + 0 (A) H(A)P + N]F(A)Fo(A)dA
< 27r$F(A)(H(A)A)(A) dA + 12 [jH(A)1 2P + NO]IFo(A)12dA,
tF () )(1 - 0|H(A) 2 P)
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for all IF(A) £ £2. Finally,
SH(A)I(1 - oft(A)2p)
-OhI(A)[|H(A)2P + No]
satisfies the condition and if furthermore Hf(A)IH(A) is not zero, f is strictly concave
and this solution is unique.
E.2.2 Spherical Codebooks
Similarly, we derive in this section the amplitude of the optimal pre-filter that maxi-
mizes the achievable rates when a spherical ensemble of codes is used.
Theorem 26. For a given channel impulse response {h}, decoding impulse response
{h} and parameters s and a, the amplitude of the optimal pre-filter for the ensemble
of spherical codebooks is given by
| H(A) 1 1 + Pa + s If(A) 12pJF(A)I= .(E.3)
sjH(A)j (H(A)1 2P + N0)
Proof. In section 4.6.2 we have shown that for a given pair (a, s), the amplitude of
the maximizing filter is the one that maximizes
/2j ) )F(A)1 2 ft(A)12 (H(A)2P + NO)
02jF(A)IjH(A)jji1*(A)j o +PJ()1
The remainder of the proof parallels that of the Gaussian ensemble with the
exception that now we define f to be the functional f: £2 -+ JR
(IF F) = 21F(A)IIH(A)II*(A)I -/2JF( )12I(A)12 (1H(A)2P + N0 )
1 +Pa±+ Ps (A) 12
Since f is concave, by theorem 24 f achieves its maximum at IFO if and only if
f'FO (IFI) 0 for all IFl £ £, i.e. if and only if
103
jF(A)I|H(A)IH(A) dA - s 11(A)12 QH(A)12P + No) IF(A) JFo(A) dA
1 + Pa + PsI|I(A) 12
Fo(A)IH(A)IHH(A) dA - s1H(A)1(H)(A)2 2p + N0)1 + Pa + PsII-(A)12
for all IF(A)I E £.
=H(A)I 1+ Pa + sI|(A)i2p
Fo(A)l - -=I
sIH(A)I (H(A) 2P + N0)
satisfies the condition and if furthermore Hf(A) |H(A)I is not zero, f is strictly concave
and this solution is unique.
E.3 Optimal Decoding Impulse Response
The necessary and sufficient condition for the optimality of the DIR given in equa-
tion (3.36) is derived hereafter. Similar to before, this condition is obtained by direct
application of theorem 24.
Let £ be here the set of the amplitudes of the DTFT of all causal impulse responses
with duration less or equal to L. Let also f: £ -± JR be defined as follows:
f(IHI) I 1 2-x No +f(A)1 2p ± 2Lj 2 InI + %2p
2,7 0N,,+|IH ( A)|12P 2x 0o No
The set Q is convex, and by the concavity of the logarithm, the functional f is a
concave function of Hil on £. Hence the condition for theorem 24 is satisfied and a
necessary and sufficient for the optimality of 1 01 is f' ( I (IH) K 0 for all |I E £2.
When the weak derivative of f is computed, equation (3.36) is readily obtained.
Finally, when a spherical codebook is considered, the analysis is identical and
equation (4.19) can be derived in a similar fashion.
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