We conclude with a few words on what is needed to prove the full theorem.
The proof of Hrushvoski's theorem when A is not simple or ? is a more general nite rank group requires a slightly more subtle analysis of the nite Morley rank groups that arise. We refer the reader to Bo2] for a detailed account of the proof in this case. In characteristic p we work with separably closed elds rather than di erentially closed elds. Separably closed elds are stable but, unlike di erentially closed elds, are not !-stable. This leads to a number of complications because we must now consider types rather than de nable sets. We must also use more general geometric model theory (see Pi1]). On the other hand rather than the complicated group ker( ) from Lemma 4.4, one uses T 1 m=1 mA.
There are a number of very good discussions of Hrushovski's proof. I suggest that the interested reader consult Bo2], P3], Po2] or H4] in addition to the original article H1].
Let X be a strongly minimal set containing 0. By Zilber's indecomposability theorem (see Po2] 2.b). the subgroup of generated by X is de nable and for some xed n every element of that group is a sum of n elements of X. By 5.4, since A is simple, X generates . Thus is in the de nable closure of X and, if we consider X with all of its induced structure, is interpretable in X.
We now break into cases depending on whether or not X is locally modular.
Case 1. X is locally modular.
In this case is a one-based group. By the theorem 3.4, every de nable subset of is a Boolean combination of cosets of de nable subgroups. Since has no in nite de nable subgroups, X must di er from by a nite set. Thus itself is strongly minimal.
Consider \ C. If \ C is in nite it di ers from by a nite set. Thus the Zariski closure of is C plus a nite set. But the torsion points of A are Zariski dense in A, thus the Zariski closure of = A. Since C A we have a contradiction. Thus \ C is nite. Case 2. X is non-locally modular.
As we pointed out in 4.6, in a di erentially closed eld any non-locally modular strongly minimal set interprets the eld of constants. So we have a strongly minimal set X which interprets the eld of constants k and the group . Using Hrushovski's analysis of non-orthogonality in groups (see Po2] 2.e), it follows that there is a group G interpretable in k, and a de nable homomorphism h from onto G. Since is minimal h has nite kernel.
Using quanti er elimination and stability one sees that k is a pure algebraically closed eld. That is: any subset of k n de ned in the di erentially closed eld k is already de nable using the eld structure of k. Thus the group G is interpreted in the pure algebraically closed eld k. But then there is an algebraic group G 0 de ned over k such that G is isomorphic to G 0 (k), the k-rational points of G 0 ( Po2] 4.e).
Using the fact that has only nitely many j ker(h)j-torsion point, one constructs a dual homomorphism g : G 0 (k) ! with nite kernel. Modding out by the kernel we may assume that g is an isomorphism. Since the derivation is trivial on k, g must be a rational map. Since g : G 0 (k) ! A and G 0 (k) is Zariski dense in G 0 (K), g : G 0 (K) ! A. Since ? is Zariski dense in A, g is surjective.
Let N G 0 be a maximal linear algebraic subgroup. By a theorem of Chevalley ( Sh]) G 0 =N is an abelian variety. Since there are no nontrivial homomorphisms from a linear group into an abelian variety, N ker g. Thus we can replace G 0 by the abelian variety G 0 =N. Since N is de ned over k, we may assume that G 0 is abelian variety de ned over K. The rigidity of abelian varieties implies that every abelian subvariety of G 0 is de nable over k. In particular ker(g) is de ned over k. Thus A is isomorphic to the abelian variety G 0 = ker(g) which is de ned over k.
If is the Frobenius automorphism x 7 ! x p , then n ( ) 2 C for all n. Thus C \ ? is in nite, but C is not a coset of a subgroup. In this case our curve C is de ned over the prime eld. This leaves open the possibility that one could prove a function eld version of the Mordell-Lang conjecture in all characteristics. Prior to Faltings, Buium ( Bu] For the remainder of this section we will outline the proof of a special case of Hrushovski's theorem which illustrates the use of model theoretic ideas.
Let k be algebraically closed of characteristic zero and let K k. Let A be an abelian variety of dimension d > 1 de ned over K with no non-trivial subabelian varieties (such an abelian variety is called simple). Let ? be the torsion points of A and let C A be a curve on A. We will show that either C \ ? is nite or A is isomorphic to an abelian variety de ned over k.
We are free to replace K by a larger eld. Following Manin and Buium we see that it is useful to replace K by a rich di erential eld. We can nd a derivation : K ! K such that k = fa 2 K : (a) = 0g, the eld of constants of . We next replace K by the di erential closure of (K; ). Since k is already algebraically closed, passing to the di erential closure of K does not add any new constants. Thus we may assume that K is di erentially closed and k is the eld of constants of K.
The next idea is to replace ? by a \small" de nable group ?. We then have a chance of using our model theoretic tools. What do I mean by \small"?
Recall that K has Morley rank ! and if V is a d-dimensional variety then V has Morley rank !d. The next result is a compilation of work of Manin and Buium re ned by Hrushovski and Sokolovic in the model theoretic setting.
Theorem 5.4. Let K be a di erentially closed eld and let A be an abelian variety de ned over K. There is a de nable group homomorphism : A ! K n for some n such that = ker( ) has nite Morley rank. Moreover, if A is simple we can choose so that ker( ) has no proper in nite de nable subgroups.
Since K n has no torsion, ? = ker( ). We will argue that either \ C is nite or A is isomorphic to an abelian variety de ned over k. Replacing ? by allows us to use all of the tools from nite Morley rank group theory.
De nition. Suppose ? is a subgroup of A. We say that ? is nite rank if there is a nitely generated subgroup ? 0 such that ? fg 2 A : ng 2 ? 0 for some n = 1; 2; : : :g. For example, taking ? 0 = f0g, the torsion subgroup of A is of nite rank.
We can now state the full Mordell-Lang conjecture.
Mordell-Lang Conjecture (characteristic zero) Suppose K has characteristic zero, A is an abelian variety, ? is a nite rank subgroup of A and X is a proper subvariety of A. Then X \? is a nite union of cosets of subgroups of A.
This conjecture implies the Mordell Conjecture. Suppose C is a curve of genus g > 1 de ned over a number eld k. The Mordell Conjecture asserts that C has only nitely many k-rational points (i.e. points with coordinates in k).
To any curve X of genus g 1 we can associate a g-dimensional abelian variety J(X) de ned over k called the Jacobian of X (see Mi2]). The curve X is a subvariety of J(X) and J(X) is the smallest abelian variety in which X embeds. If C has genus 1, then X is an elliptic curve and J(X) = X.
Let C have genus g > 1. Let ? be the k-rational points of J(C). The
Mordell-Weil theorem (see L]) asserts that ? is a nitely generated group. Thus ? \ C is a nite union of cosets of subgroups of ?. If any of these subgroups is in nite, then the Zariski closure of that coset is also a coset and the Zariski closure must be the entire curve C. But then there would be a group structure de ned on C and C would be an abelian variety contradicting the fact that J(C) C and J(C) is the smallest abelian variety in which C embeds. Thus C \ ? is nite and C contains only ntitely many k-rational points. Theorem 5.2. (Manin) Let k be algebraically closed of characteristic zero and let K k be nitely generated over k. Let C be a curve of genus g > 1 de ned over K. Then either C has only nitely many K-rational points or C is isomorphic to a curve de ned over k. x5 The Mordell-Lang conjecture for function elds In 1993 Hrushovski H1] found an application of geometric model theory to diophantine geometry in his proof of the Mordell-Lang conjecture for function elds. What, to me, is truly remarkable about Hrushovski's proof, is that it seems to ow naturally from the stream of ideas in current model theory. In this section I will give some of the background of the Mordell-Lang conjecture and outline Hrushovski's proof in one basic case. I refer the reader to L] for a more detailed history of the problem.
We will work inside a large algebraically closed eld K. An abelian variety A is a projective variety equipped with a rational map : A A ! A making A into a group. We usually write the group additively. The simplest example of an abelian variety is an elliptic curve. Let E be the projective plane curve given by the equation Y 2 Z = X(X ? Z)(X + Z): We can think of E as the plane curve y 2 = x(x ? 1)(x ? ) together with one point O at in nity (this is the point with homogeneous coordinates (0,1,0)). We must de ne the group law on E. The zero of the group will the point O. If P and Q are distinct points on E, consider the line l through P and Q (see diagram 2). Since E is a cubic curve the line l will intersect E in exactly three points (counting multiplicity). If R is the third point of E on l, then we say P + Q+R = O. Note that if P has a ne coordinates (x; y), then ?P will have coordinates (x; y). To add a point S to itself we take l to be the tangent line to E at S. Usually l will intersect E at S with multiplicity 2. In this case there is a second point T on E such that R is also on l and S + S + T = 0. Otherwise, l will intersect E at S with multiplicity 3 and S + S + S = 0. Though it is non-trivial to verify associativity, this de nes a group law on E and addition is a rational map (see Si1] or SiT]).
One dimensional abelian varieties are isomorphic to elliptic curves. It not easy to give algebraic descriptions of higher dimensional abelian varieties. However, if we look at complex abelian varieties there is a very easy topological description. If A is a complex abelian variety of dimension d, there are 1 ; : : : ; 2d 2 C d linearly independent over R such that A is analytically isomorphic to C d = where is the lattice Z 1 + + Z 2d (see R]). The next lemma summarizes some properties of abelian varieties which we will need. The rst principles are easy to verify for complex analytic varieties using the topological description.
Lemma 5.1. Let A be an abelian variety of dimension d.
i) A is a divisible abelian group. If K has characteristic zero or n is prime to the characteristic of K, then A has n 2d n-torsion points. ii) (rigidity (see Mi1]) If A is de ned over an algebraically closed eld k, then every abelian subvariety of A is also de ned over k.
We conclude this section by giving one further setting where this work applies. Let K be a di erentially closed eld (see S] or M2]). There is a natural topology on K n given by taking solutions to algebraic di erential equations as the basic closed sets. The Ritt basis theorem implies that this is a Noetherian.
For any D K n we topologize D n by taking the induced topology.
Theorem 4.4 ( HS] ) Let D be a strongly minimal subset of K n . Then there is a nite X D such that D n X is a Zariski geometry.
Using quanti er elimination in di erentially closed elds it is clear that Z0, Z1 and Z2 hold. Hrushovski and Sokolovic show how to reduce dimension calculations to calculations in classical algebraic geometry and deduce Z3.
If D is a non-locally modular strongly minimal subset of K n , then by 4.2, D interprets an algebraically closed eld F. The eld F must be of nite Morley rank (while K has Morley rank !). There is one natural nite Morley rank eld interpretable in K, namely the eld of constants C K = fx 2 K : x 0 = 0g.
Using quanti er elimination and stability (see M2]) one can see that any subset of C n K de nable in K is already de nable in C K using only the eld structure. Zariski geometries may be locally modular. If X is an in nite set we can topologize X n by taking the positive quanti er free de nable sets in the language of equality (allowing parameters) as the closed sets. This determines a trivial Zariski geometry on X. If K is a eld we could topologize K n by taking the a ne subsets (ie. cosets of subspaces). This is a non-trivial locally modular Zariski geometry. If a Zariski geometry is non-locally modular, then Zilber's conjecture holds Theorem 4.2. Suppose D is a non-locally modular Zariski geometry, then D interprets an in nite algebraically closed eld K. If X K n is de nable in D, then X is de nable using only the eld structure of K (we say that K is a pure eld). there is a curve C(a) with p 2 C(a) and q 6 2 C(a). In this case, we say that the family separates points.
We say that a Zariski geometry D is (very) ample if there is a (very) ample family of curves on D. If D is ample, then from 2.2 we see that D is non-locally modular. Indeed the converse is also true. Very ample Zariski geometries are intimately related to algebraic curves. Theorem 4.3. If D is a very ample Zariski geometry, then there is an interpretable eld K, C a smooth quasi-projective curve de ned over K and a de nable bijection f : D ! C such that the induced maps f n : D n ! C n are homeomorphisms for all n.
The proof of theorem 4.2 is a quite delicate application of both the group con guration and the eld con guration. Suppose we have a rich family of plane curves through a point (p; p). If X and Y are two curves through (p; p) we de ne the composition X Y by f(x; z) : 9y (x; y) 2 Y; (y; z) 2 Xg. The key idea is to de ne an approximate notion of \tangency" and consider the \operation" (X; Y ) 7 ! Z where Z is tangent to X Y at (p; p). This gives rise to the group con guration. A more subtle construction, using the group we just found, allows us to nd the eld con guration. A similar type of construction in a much simpler setting is given in MP].
We refer the reader to M1] for a more detailed survey of Zariski geometries.
x4 Zariski Geometries Zariski geometries were introduced by Hrushovski and Zilber in HZ1], HZ2] and Z] . In addition to providing an important class of strongly minimal sets where Zilber's conjecture is true, they answer the metamathematical question: Can one characterize the topological spaces that arise from the Zariski topology on an algebraic curve?
We say that a topological space is Noetherian if there are no in nite descending chains of closed sets. If K is a eld, then the Zariski topology on K n is given by taking the solutions to systems of polynomial equations as the basic closed sets. Since the polynomial ring K X 1 ; : : : ; X n ] has no in nite ascending chains of ideals, the Zariski topology is Noetherian.
A closed set X is irreducible if there are no proper closed subsets X 0 and X 1 such that X = X 0 X 1 . A simple K onig's lemma argument shows that in any Noetherian topological space, every closed set X is a union of nitely many irreducible closed sets, called the irreducible components of X.
In Noetherian topological spaces we can inductively assign an ordinal dimension to any non-empty irreducible closed set X by dim X = supfdim Y +1 : Y X closed and irreducibleg. The basic example of a Zariski geometry is a smooth algebraic curve C over an algebraically closed eld where C n is equipped with the Zariski topology. In this case Z0 is clear, Z1 follows from quanti er elimination and Z2 follows from the fact that C is strongly minimal. The veri cation of Z3 uses the smoothness of C (though a weaker condition su ces). The remarkable result of Hrushovski and Zilber is that with some natural additional assumptions the converse holds.
First one must see how model theory enters the picture. Given a Zariski geometry D, let L D be language with an n-ary relation symbol for each closed subset of D n . Let D be D viewed in the natural way as an L D -structure.
The next theorem summarizes a much ner version of this result (see P1] chapter 5)]). It says that not only is there an interpretable group, but the group determines most of the structure of the the strongly minimal set. Theorem 3.2. (Hrushovski) Let D be a non-trivial locally modular strongly minimal set. Then there is a rank 1 abelian group G de nable in D eq such that G acts de nably as a group of automorphisms of the generic type of D.
In x5 we will use a structure theorem for groups interpretable in a locally modular strongly minimal set. This result is true in a much more general setting.
We say that a stable theory T is 1-based if for any a and B the canonical base for the strong type of a over B is contained in acl eq (a). Suppose K is an algebraically closed eld and 1 ; 2 ; 1 ; 2 ; x are algebraically independent. Let a; b; c be elements of the rank 2 group of a ne transformations where a is the transformation z 7 ! 1 z + 2 and b is z 7 ! 1 z + 2 .
Let c be the composition. Let y = cx and z = bx. Then az = y. Note that RM(a=z; y) = RM(b=x; z) = RM(c=x; y) = 1. Thus we have a eld con guration. Remarkably this is the only way this can happen. x3 Algebraic structure A remarkable insight of Hrushovski's is that in many situations algebraic structure can be detected from the geometry of forking. In this section we will give one version of this result and apply it to show that a locally modular strongly minimal set interprets a group. We will also state a theorem of Hrushovski and Pillay describing groups interpretable in locally modular strongly minimal sets.
Throughout this section D will be a saturated strongly minimal set. Our main tool is the group con guration. Suppose we have elements a; b; c; x; y; z in D eq such that: i) RM(a) = RM(b) = RM(c) = RM(x) = RM(y) = RM(z) = 1; ii) any pair of elements has rank 2;
iii) RM(a; b; c) = RM(a; x; y) = RM(c; y; z) = RM(b; x; z) = 2; iv) any other triple has rank 3. Look at Diagram 1. Conditions iii) and iv) assert that each line has rank two while any three non-colinear points have rank two.
There is one easy way that a group con guration arises. Suppose G is a strongly minimal abelian group (indeed strongly minimal groups must be abelian). Let a; b; x be independent elements of G. Let c = ba, y = cx and z = bx, then y = az and it is easy to check that conditions i)-iv) hold. Remarkably this observation has a converse. It is easy to see that a; b; c; x; y; z is a group con guration. Thus D interprets a rank 1 abelian group.
De nition. Suppose P and L are sets and I P L. We think of P as a set of points, L as a set of lines, and I as the incidence relation (ie. I(p; l) if and only if p is on l). We say that (P; L; I) is a quasi-design if i) for any p, fl : I(p; l)g is in nite ii) for any l, fp : l(p; l)g is in nite, and iii) for any l 1 6 = l 2 , fp : I(p; l 1 ) and I(p; l 2 )g is nite.
If in addition iv) for any p 1 6 = p 2 , fl : I(p 1 ; l) and I(p 2 ; l)g is nite then we call (P; L; I) a pseudo-plane.
We say that (P; L; I) is complete-type de nable if there is a complete type r(x; y) such that P = fx : 9y r(x; y)g, L = fy : 9x r(x; y)g and I is the set of realizations of r.
Lemma 2.4. Let ii)) iii) Let b 2 D ? acl(;). We will show that D localized at b is modular.
We will use the fact that 1. We next give an \incidence geometry" interpretation of local modularity. This material will not be used in the subsequent sections. Proof.
By adding D 0 to our language we assume that acl(;) is in nite.
x2 Families of plane curves Let D be a strongly minimal set. In this section we will consider families of strongly minimal subsets of D 2 . We rst consider two illustrative examples.
Suppose V is a Q vector space. Let E = f(x; y; z) 2 V 3 : y = mx + zg where m 2 Q. For a 2 V , let E a = f(x; y) : (x; y; a) 2 E. We think of E as describing the family of plane curves fE a : a 2 V g. We call V the parameter space for the family E. Note that in this case the parameter space is rank one. Indeed, if E is a family of plane curves in V 2 of higher rank, then for many distinct a and b E a and E b agree except perhaps on a nite set.
On the other hand suppose K is an algebraically closed eld. Fix n 2 N and consider E = f(x; y; z 0 ; : : : ; z n?1 ) : y = x n + z n?1 x n?1 + : : : + z 1 x + z 0 g: If E a = f(x; y) : y = x n + n?1 X i=0 a i x i g for a = (a 0 ; : : : ; a n?1 ) 2 K n , then fE a : a 2 K n g is an n-dimensional family of strongly minimal sets.
In this section we will examine families of plane curves and use them to give an alternative characterization of local modularity. To make these notions precise we must rst digress and discuss M eq and canonical bases.
Let M be any L-structure. We associate to M a new structure M eq in many sorted language L eq L. For each ;-de nable equivalence relation E on M n , we add a new sort S E and a new n-ary function symbol f E . We interpret S E as M n =E and f E as the quotient map x 7 ! x=E: It is easy to easy to see that RM(E n ) RM(E)n for any de nable set E.
Thus RM(D n ) n. If q 6 = p n , then RM(q) < n. Since there must be some type of rank at least n, that type must be p n . Since p is isolated once we discard types of rank less than n, RM(p n ) = n. Thus RM(D n ) = n.
Thus for any p 2 S n (A), RM(p) = dim p. Also RM( a=A) = dim ( a=A).
From this, and the fact that the corresponding equation is clearly true for dimension, we see that in strongly minimal sets we have the following version of the Lascar equality RM( a; b=A) = RM( a=A) + RM( b=A; a):
The equivalence of Morley rank and dimension will allow us to conclude that in strongly minimal sets Morley rank is de nable. a i x i then y is not algebraic over k(x) for k a sub eld of acl(a 0 ; : : : ; a n ) of dimension less than n + 1.
We conclude this section by illustrating the close connection between Morley rank and dimension for strongly minimal sets.
For F = Q we can view this as the algebraic closure geometry of a strongly minimal set by viewing V as a structure in the language f g where (x; y; z) = x+y?z. (For arbitrary F, add function symbols for ax+y?az for each a 2 F.) 5) Let K be an algebraically closed eld of in nite transcendence degree. We claim that (K; acl) is not modular. Let k be an algebraically closed sub eld of transcendence degree n. We will show that even localizing at k the geometry is not modular. Let a; b; x be algebraically independent over k. Let Algebraically closed elds are the only known natural examples of nonlocally modular strongly minimal sets. Zilber conjectured that every non-locally modular strongly minimal set is essentially an algebraically closed eld. This was refuted when Hrushovski ( H2] ) showed that there are non-locally modular strongly minimal sets which do not even interpret in nite groups. Hrushovski Cherlin-Zilber conjecture. Suppose G is a simple group of nite Morley rank.
Then G interprets an algebraically closed eld F and G is de nably isomorphic to an algebraic group over F.
We next give a useful characterization of modularity. Let (X; cl) be a pregeometry. We distinguish some properties of pregeometries that will play an important role.
De nition. Let (X; cl) be a pregeometry. iii) We say that (X; cl) is locally modular if (X; cl a ) is modular for some a 2 X.
We give several examples for strongly minimal sets. 1) Let D be a set with no structure. Then for all a 2 D, acl(a) = fag and acl(;) = ;. Thus (D; acl) is a trivial geometry. 2) Let D j = Th(Z; s), where s(x) = x + 1. Then acl(;) = ;, acl(a) = fs n (a) : n 2 Zg and acl(A) = fs n (a) : a 2 A; n 2 Zg. Thus (D; acl) is trivial pregeometry that is not a geometry.
3) (projective geometry) Let F be a division ring and let V be an in nite vector space over F. We view V as a structure in the language L = f+; 0; a : a 2 Fg where a (x) = ax. Then V is a strongly minimal set and for any set A V the algebraic closure of A is equal to smallest F-subspace spanned by A. The usual dimension theorem for intersections of linear subspaces shows that this pregeometry is modular. This is not a geometry since cl(;) = f0g and for any a 2 V n f0g, cl(a) is the line through a and 0. To form the associated geometry we take as points the lines through 0. The closure of a set of lines is the set of all lines in their linear span. Thus the associated geometry is just the projective space associated to V . If dim V = n, then the projective space has dimension n ? 1. 4) (a ne geometry) Let V and F be as above. We de ne a second geometry on V where the closure of a set A is the smallest a ne space containing it and cl(;) = ;. (An a ne space is a translate of a linear space). Here cl(fag) = fag. So this is a geometry. Let a; b; c 2 V be non-colinear. Then dim (a; b; c; c + b ? a) = 3, while dim (a; b) = dim (c; c + b ?a) = 2 and cl(a; b) \cl(c; c + b ?a) = ; as these are parallel lines. Thus the geometry is not modular. If we localize at zero, then the pregeometry is exactly example 3) so this is locally modular.
Strongly Minimal Sets and Geometry
David Marker* University of Illinois, Chicago These lectures will provide a brief introduction to the model theory of strongly minimal sets. The rst two sections will develop the basic combinatorial geometry of strongly minimal sets. In sections three and four we will show how the pregeometry of the strongly minimal set detects the presence of ambient algebraic structure. Finally we will show how these ideas come together in Hrushovski's proof ( H1] ) of the Mordell-Lang conjecture for function elds.
Strongly minimal sets are just the beginning of the story in geometric model theory. My hope is that by concentrating on strongly minimal sets I can give a reasonably self-contained introduction to this important and beautiful subject.
We assume only that the reader is familiar with the treatment of !-stable theories given in CK] or S]. A full development of geometric model is given in P1].
My own appreciation of geometric model theory was slow in coming. I owe a great deal to Anand Pillay, Elisabeth Bouscaren and John Baldwin for the numerous conversations it took to enlighten me.
x1 Strongly minimal sets and pregeometries Let L be a rst order language and let M be an L-structure. 
