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Abstract
This paper describes a novel approach for the continuous monitoring and analysis of the dynamic hydraulic conditions in water
transmission and distribution systems. The developed InfraSense data logging and management technology extracts static and
dynamic indicators which characterise the occurrence of hydraulic instabilities and unsteady-state ﬂows. Computationally eﬃcient
embedded algorithms are described to adaptively derive thresholds for the detection of transient events. A novel algorithm for
the representation and classiﬁcation of transient events in a distributed sensing environment is presented (a stroke-based transient
descriptor). One hundred InfraSense systems are currently deployed to facilitate the most thorough investigation to date of the
occurrence of hydraulic transients in water supply systems.
c© 2013 The Authors. Published by Elsevier Ltd.
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1. Background
It is assumed that water supply systems operate under steady-state hydraulic conditions. However, an extensive
experimental programme carried out by the authors demonstrates that this assumption is frequently violated due
to the intrinsically non-deterministic behaviour of consumers, planned or accidental operational changes, pressure
management, and failures (Fig. 1). The problem is becoming more acute as water utilities are adopting aggressive
pump optimization and adaptive pressure control. The occurrence of the dynamic hydraulic conditions and their
continuous assessment has a major impact upon:
• The pipe stress distribution including pipes, joints, and control components and consequently, the frequency
and modes of pipe and component failures: for example, the occurrence of brittle fracture and fatigue in cast
iron and ductile iron pipes which results in sudden failures.
• The corrosion fatigue (the joint action of corrosion and cyclic loading) and the rate of corrosion: cyclic loading
increases the corrosion rate in metal pipes as it facilitates hydrogen ingress into the material.
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• The post-mortem analysis of failures. The capability to retrospectively query and analyze the dynamic system
behavior prior to a major burst facilitates the root-cause analysis of failures.
• The veriﬁcation of the performance of surge protection devices in supply critical water transmission mains.
• Discolouration and water quality deterioration (Stoianov and Aisopou, 2013). Rapid changes in the ﬂow signif-
icantly aﬀect the disinfectant decay and residual due to the increase in the shear stress along the pipe wall. This
results in the resuspension of sediments, scouring of bioﬁlms and tubercles from the pipe and increased mixing
which impact the reaction and monochloramine/free chlorine decay rates.
Acquiring and processing data with high temporal resolution to continuously monitor the dynamic hydraulic con-
ditions is also critical to guarantee the safe and robust implementation of adaptive network topologies for increased
reliability and resilience (Wright et al., 2013) and provide an integral condition assessment of control elements (valves,
pumps, etc.) based on the analysis of their dynamic instabilities. Furthermore, the diﬀerentiation of steady, quasi-
unsteady and unsteady-state status of operation allows the implementation of an adaptive hydraulic and water quality
modelling framework as proposed by Stoianov and Aisopou (2013) which could signiﬁcantly improve the accuracy
of hydraulic and water quality modelling.
The nature of stochastic operation and demand of large scale water supply systems may generate a variety of
pressure transients, hydraulic instabilities, and dynamic variations. Some of these might be extreme events or events
which uniquely identify a failure and they require a detailed and prompt analysis including the retrospective retrieval of
spatially correlated high frequency data. Others might have a long term impact and their analysis might be aggregated
to inform an operator of the dynamic nature of a particular system and the need to “calm the network”. The ultimate
objective is to operate a water supply system as close as possible to steady-state hydraulic conditions. Consequently,
the monitoring and analysis of the dynamic hydraulic conditions is an important consideration of water supply systems
yet current technologies are unable to detect or monitor them continuously or over long periods of time.
In this paper we introduce InfraSense, a data logging management and analysis system that enables the detection
and processing of the dynamic hydraulic conditions in water supply systems. The InfraSense integrates low power
hardware for continuous pressure sampling (the “InfraSense TS”, Fig. 2); and a data management system which
combines embedded and distributed event processing algorithms running on each telemetry device with a central-
ized (cloud-based) data management system to spatially correlate, analyze and retrospectively query snippets of time
synchronized, high frequency, data (Stoianov and Hoskins, 2012) (Fig. 3). The InfraSense is comparable to a ﬂight
data recorder which continuously records the system performance and in addition extracts key indicators and events
describing the steady-state and dynamic system behavior. Over one hundred InfraSense loggers have been deployed
by four UK water utilities and a small subset of the acquired data is used to demonstrate the developed analysis.
2. InfraSense: a system overview
The level of monitoring of the hydraulic conditions in water supply systems has been steadily increasing in the UK.
Remote telemetry units (RTU) are commonly installed at the inlet and outlet of district metered areas (DMAs) and at
critical points (CPs). These data loggers are mostly battery powered and record pressure and ﬂow once every ﬁfteen
minutes. The data is transmitted periodically (every 30 minutes or less frequently) using the mobile phone network
to a central server for processing and archiving. The current level of automatic analysis of these data remains limited
to the production of periodic reports, such as minimum night ﬂows. Any further analysis is generally done manually;
although there is a growing interest in linking the acquired operational data with near real-time (live) hydraulic models.
The InfraSense system (Fig. 2 and Fig. 3) provides novel capabilities that can be summarized as follows:
• Continuously monitor pressure (data rates of 64 S/s (samples/second) to 256 S/s, with burst logging up to 4096 S/s)
and store raw and processed data into a rolling buﬀer for a period of four months. This is done using a low
power InfraSense TS device which is battery operated.
• The InfraSense forms a distributed data management system spread across the embedded InfraSense TS devices
and a centralised processing server. Embedded stream processing algorithms detect and classify hydraulic in-
stabilities and transient events. The algorithms derive static and dynamic indicators and they self-tune to adapt
to each deployment site based on local hydraulic conditions. The static and dynamic process indicators are
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Fig. 1. Overview and zoomed transients.
(a) Hydrant. (b) PRV.
Fig. 2. InfraSense TS logger installations.
communicated to a centralised server as the volume of the acquired data is too large to be streamed back in its
entirety to a central server. Events including dynamic instabilities and hydraulic transients of particular magni-
tude, duration and gradient are also extracted using a novel stroke-based transient descriptor and communicated
to the central serverusing a novel stroke-based transient descriptor.
• Each logger maintains an internal time base accurate to within 2ms based on a periodic synchronization with an
external time reference (a radio clock with an initial site speciﬁc calibration or a GPS module) and an embedded
algorithm which ﬁne tunes in-situ the performance of the local TCXO (crystal oscillator).
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Fig. 3. InfraSense system diagram.
• A unique feature is the support of retrospective queries with diﬀerent data resolution. If a burst or a failure has
occurred, snippets of high resolution data (for example, 64 S/s for a period of 30 seconds) can be retrospectively
extracted for any arbitrary past period within the four months to one year storage of the rolling memory buﬀer.
This allows previously unmatched temporal and spatial resolution hydraulic data to be obtained to support a
wide range of novel applications.
• The static and dynamic indicators from multiple sites combined with information regarding the network topol-
ogy and assets (pipe material, age, etc.) are then combined to provide a simple traﬃc light based system to
highlight areas or assets that need intervention to “calm the system” to reduce the risk of bursts and discoloura-
tion events and identify failing control components.
3. Extraction of static and dynamic indicators of the hydraulic conditions
The aim of deriving static and dynamic indicators is to accurately describe the continuously varying hydraulic
conditions with minimum information and consequently minimum communication energy. The derived indicators
are also used to characterise, compare, and rank measurement sites (and/or DMAs) in order to identify assets and
areas which are in most need of intervention due to their dynamic nature or failing control assets. The static and
dynamic indicators are then combined, along with additional asset and system information into a single value using a
weighted average. This value and any trend in the value (increasing, decreasing, or stable) gives the state of a single
measurement point in the network. Where an InfraSense TS measures multiple data streams such as the inlet and
outlet of a PRV, for example, these are treated as independent variables for the purposes of indicator extraction. They
may be combined as part of the weighted average function. The work on the weighted average is still ongoing and
this paper presents the algorithms for extracting static and dynamic indicators only.
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(a) Raw data.
17:00 17:30 18:00 18:30 19:00 19:30 20:00
60
70
80
90
100
110
120
130
140
150
Time (UTC)
Pr
es
su
re
 (m
H 2
O
)
(b) State of the art 15 minute data.
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(c) InfraSense 5 minute quartile summary.
Fig. 4. Capture of a transient event.
4. Static indicators
The static analyses provide information on the slowly changing characteristics of a site and show its diurnal pattern.
The continuous high-speed measurements are processed to produce a single set of statistical indicators every ﬁve
minutes: ﬁrst and third quartiles (Q1 and Q3), the inter-quartile range (IQR = Q3 − Q1), mean, and the data minima
and maxima.
The extracted static indicators are very small compared to the volume of raw data and yet provide suﬃcient in-
formation to identify areas of hydraulic instability. As an illustration, the ﬁfteen minute data as produced by a con-
ventional telemetry unit is compared with the extracted information in Fig. 4. A minor increase in the amount of
communicated data has made a major diﬀerence in the characterisation of the system hydraulic performance.
5. Dynamic indicators and classiﬁcation
The analysis of dynamic indicators is a two stage process that includes, ﬁrstly, the adaptive detection of dynamic
events and their segmentation for simpliﬁed representation; and, secondly, the classiﬁcation of dynamic instabilities
and transient events.
5.1. Adaptive detection of dynamic hydraulic events
The raw data, R, collected by each InfraSense TS logger forms a theoretically inﬁnite set of points. Each element of
the set, Ri, has a time value, t, and a measurement value, m and is represented here as a tuple, Ri = (ti,mi), where i ∈ Z.
The notation Rti and R
m
i is used to refer to the t and m components of Ri while the notation R
t and Rm is used to refer
to all the t and m components in the set R. The embedded real time clock (RTC) and the algorithm for synchronising
the RTC using an external time reference guarantee that the relation Rti < R
t
i+1 is always true.
The ﬁrst step in processing the raw data is to represent it by its major inﬂexion points. This method captures the
essential shape of the waveform while reducing the number of data points that have to be processed by at least an
order of magnitude. These “major points”, M, represent the extrema (maxima and minima) of a simpliﬁed data set.
M = extrema(simplify(R)) (1)
The “extrema” function discards all elements from the data set that do not correspond to local minima or maxima
by looking for changes in the sign of the diﬀerence between adjacent values.
extrema(X) = {X{i:sisi−1}} (2)
s = sgn(diﬀ(Xm)) (3)
Two functions are deﬁned to calculate the sign of elements of a set and the diﬀerence between values of a set.
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sgn(x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−1 if x < 0,
0 if x = 0,
1 if x > 0.
(4)
diﬀ(X) = {xi : xi = Xi+1 − Xi} (5)
In order to create a simpliﬁed data set from the raw data the data are averaged over a short window, wd, in order
to remove low magnitude, high frequency, noise, and then quantised and pruned in order to remove adjacent similar
measurements where the diﬀerence is less than mmin.
simplify(X) = {x ∈ s : xt ∈ ηt} (6)
η = extrema(q) (7)
q =
{
xi : xti = s
t
i, x
m
i =
mmin−1smi 
mmin−1
}
(8)
s =
{
xi : xti = X
t
i , x
m
i =
Xm
i− wd−12
+ . . . + Xm
i+ wd−12
wd
}
(9)
Existing transient-detecting loggers (for example, the Aquas PRO) deﬁne the start of a “transient” as the point
where the gradient between adjacent or close data points exceeds a constant value. The end of the transient is deﬁned
as a ﬁxed time after the last notable gradient. Fixed gradient transient detection systems may miss small magnitude
transients on otherwise quiet networks or become saturated with data on noisy networks. The detection system
described here aims to eliminate both of these problems by using an adaptive, probabilistic, method of detecting
transients and hydraulic instabilities.
“Transient events” are deﬁned as a series of points where the absolute gradients of the edges between the points
have a low probability of occurance. The probability distribution function used to determine the probability is contin-
uously updated as the system adapts under varying hydraulic conditions. This system will accurately detect both the
beginning and end of transients.
The set of major points, M, is extended to produce a set, G, of 3-tuples comprising time, measurement, and the
gradient of the edge following the point deﬁned by each element of the set.
G =
{
xi : xti = M
t
i , x
m
i = M
m
i , x
g
i =
diﬀ(Mm)
diﬀ(Mt)
}
(10)
A given point is therefore a member of a transient if the probability of its own gradient is less than the probability
threshold, pu, or the probability of the gradient of the previous point is less than the threshold. This makes the points
at both ends of an “unlikely” edge members of the transient.
U(xi) = P(|xgi |) < pu ∨ P(|xgi−1|) < pu (11)
Using the U() function to determine “unlikely” points the setG is collected into a set of sets, T , where each member
of the set represents a single transient:
T =
{
{x} ⊂ G : {xi . . . xi+n : ¬U(xi−1) ∧ U(xi) ∧ . . . ∧ U(xi+n) ∧ ¬U(xi+n+1)}
}
(12)
5.2. Control Parameters
In developing the proposed recognition system for extracting dynamic indicators, a main objective was to minimise
the number of parameters required to control the recognition process. Consequently, the current system uses three
parameters which have been determined from the gathered data. The smoothing window, wd, is set to 31 (half a
second); the pressure quantisation value, mmin is set to 0.25mH2O (0.025 bar); and the probability threshold for
transients, pu, is set to 0.01.
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Fig. 5. Duration and gradient of detected transients.
5.3. Classiﬁcation of transient events
In order to assess the level of pipe stress that a transient event causes in a network it is important to measure its
gross characteristics: magnitude, gradients and duration (Fig. 5), which are then utilised in a pipe deterioration model.
However, transients may also be used to attempt to detect faults in the operation of control assets such as pumps and
PRVs. This fault detection also depends upon a simpliﬁed but accurate classiﬁcation model for transient events and
hydraulic instabilities.
In medicine, statistical methods have been used to isolate features in electroencephalographic (EEG) signals as in
the works of Vidal (1977) and Delorme et al. (2007). Extreme value theory (EVT) is used by Roberts (2000) in order
to detect novel data such as EEG events or unusual sections of magnetic resonance imaging (MRI) images.
Transient Signal Analysis (Germida et al., 1999) is an electrical testing method that is based upon the analysis of
voltage transients at multiple test points in a circuit and as such bears a close resemblance to the method described in
this paper of multiple pressure measurement points in a water network.
Various other statistical methods are available: likelihood tests are used by Gu et al. (2004) to detect fault-induced
voltage drops and by Porat and Friedlander (1986) and Walsh and Delaney (1995) to detect sonar signals against a
background of Gaussian noise. Transients may also be detected using various wavelet methods as described in, for
example, Ravier and Amblard (2001) or Stoianov (2008).
5.4. Feature Recognition and Classiﬁcation
Leeb et al have applied the concept of “v-sections” (Leeb et al., 1993, Khan et al., 1997, Zhu et al., 2006). A v-
section may be deﬁned as a distinctively shaped section of a transient where a change occurs. A typical transient will
be made up of several v-sections as illustrated in Leeb et al. (1993) and it is the combination of particular sequences
of v-section that identiﬁes a type of transient. By only looking at the areas of change the length of the transient does
not aﬀect its recognition.
Another pattern recognition approach which has been explored is Bayesian classiﬁcation. This is used by Sedighi
et al. (2005) to recognize characteristic patterns and thus detect high impedence faults in electrical power networks.
If individual features can be extracted (for example, by using v-sections) then Bayesian classiﬁers can be simple yet
eﬀective, as in early attempts to automatically detect “spam” emails by Meyer and Whateley (2004). Finally, Perera
and Rajapakse (2011) use a neural network to detect and classify transients in an electrical power network. They are
able to diﬀerentiate between transients which result from normal switching operations, and abnormal transients which
indicate faults.
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Fig. 6. Conversion of long-period hydraulic instability into symbols.
5.5. Stroke-based transient recognition
Many of the transient recognition or classiﬁcation methods mentioned in the previous sections are computationally
intensive and so not appropriate for use on power-restricted remote logging devices. A novel approach that has been
developed and described here is that of “stroke-based” transient event analysis. Inspired by the Xerox “Unistrokes”
patent (David Goldberg, 1997), later used by Palm in their PDAs for simple handwriting recognition, this system con-
siders each transient as a number of “strokes”, each with a simple classiﬁcation: direction (increasing or decreasing)
and length relative to the longest stroke. This method is resistant to variations in the absolute magnitude and duration
of transient events.
Each element of T is a ﬁnite set as deﬁned in section 5. Each element of these subsets is a tuple with ele-
ments (t,m, g) (time, measurement, gradient). To these tuples is added a fourth element, L, the relative length (in
the range zero to one) of each edge following the point deﬁned by the tuple. This list is simpliﬁed to remove strokes
shorter than Lth by repeating the symbol() function until no changes occur. The optimum value for Lth is derived
empirically from the acquired data. At the current time Lth = 0.1 is used.
symbol(X) = merge(prune(length(X))) (13)
prune(X) = {x ∈ X1...#X−1 : xL ≥ Lth} ∪ {X#X} (14)
merge(X) = {X1} ∪ {x ∈ X2...#X : sgn(xgi )  sgn(xgi−1)} (15)
length(X) =
{
xi ∈ X1...#X−1 : xt,m,gi = Xt,m,gi , xLi =
√
(sti+1 − sti)2 + (smi+1 − smi )2
max(xL)
}
∪
{
(Xt,m,g#X , 0)
}
(16)
s =
{
xi : xti =
Xti −min(Xt)
max(Xt) −min(Xt) , x
m
i =
Xmi −min(Xm)
max(Xm) −min(Xm)
}
(17)
Each stroke in these “symbols” has a diﬀerent direction of gradient. By starting with the sign of the direction (“−”
for descending, “+” for ascending) and then converting each stroke length into a digit from 0 to 9 each symbol may
be represented by a series of digits. For example, “+94” means a symbol composed of two strokes, the ﬁrst ascending
and the second descending, with the second stroke half the length of the ﬁrst.
A hydraulic instability caused by a pump was recorded at 64 samples/second at two diﬀerent monitoring points
approximately ﬁve kilometres apart on a transmission main and converted into symbols. Figure 6 shows the similarity
of the two symbols representing the same transient recorded at two diﬀerent locations. In each case the original 1000
second slice of data, representing 64,000 separate data points, has been reduced to a single object composed of only
ten to eleven data points, a reduction of almost four orders of magnitude.
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Fig. 7. Conversion of short hydraulic transient into symbols.
A hydraulic transient caused by a valve closure was recorded at the same sample rate (64 S/s) at two monitoring
points within the same DMA, approximately 800 metres apart. Some change in both the shape and duration of the
transient recorded at the two points is evident, but the algorithm recognises them both as the same symbol, as shown
in Fig. 7.
Stroke/symbol-based analysis is computationally lightweight and allows power constrained InfraSense TS loggers
to classify and collect information about transients beyond simple descriptors such as overall magnitude and gradients.
This additional information is highly compressed which facilitates its transmission for further analysis which is spa-
cially and temporally correlated. It is important to note that this form of analysis assumes that overlapping transients
have a low probability of occurrence. There is no frequency analysis performed and so were two transients from two
diﬀerent sources to occur at the same time they would be likely to produce a unique symbol which would be unrelated
to symbols previously detected from either source. The data collected so far by the logging programme indicates that
the odds of transients overlapping is suﬃciently small that it may be safely disregarded.
6. Conclusions
As water utilities are under increasing pressure to improve the quality of service (less bursts and discolouration
events) while reducing leakage, it is becoming critical to better understand and control the main factors aﬀecting
failures. The hydraulic conditions including hydraulic instabilities and transient events aﬀect both asset failures and
are frequently the cause for discolouration complaints. Unfortunately, the occurrence of unsteady and quasi-unsteady
state hydraulic conditions in operational networks remain poorly understood due to the limitations of existing teleme-
try systems and the capabilities of the data processing tools. Furthermore, there is a lack of knowledge of the impact
which the variety of transient events might have on speciﬁc assets and the complete system both in the short and long
term. Combined with the inability to manage the vast volumes of data generated from sampling with signiﬁcantly
higher temporal resolution than the state of art ﬁfteen minutes, it is no surprise that the monitoring and investigation
of transients in operational systems is only occasionally done to investigate perceived problematic areas over a short
period of time.
The proposed InfraSense system for continuously capturing, analysing and classifying the hydraulic instabilities
and transient events oﬀers an optimal integration of low power sampling hardware and embedded algorithms to derive
static and dynamic indicators which can eﬃciently characterize the dynamic system behaviour. A unique and patent
pending feature is the capability to retrospectively extract hydraulic events with a user deﬁned temporal resolution.
In this way, the dynamic conditions in water transmission and distribution systems are continuously monitored with
the optimal extraction of performance indicators and events. Their frequency and magnitude of occurrence and the
impact on pipe failures and discolouration incidents is currently being investigated through an extensive experimental
programme.
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