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A REPRODUCING KERNEL CONDITION FOR
INDETERMINACY IN THE MULTIDIMENSIONAL MOMENT
PROBLEM
ROGER A. ROYBAL
Abstract. Using the smallest eigenvalues of Hankel forms associated with a
multidimensional moment problem, we establish a condition equivalent to the
existence of a reproducing kernel. This result is a multivariate analogue of
Berg, Chen, and Ismail’s 2002 result. We also present a class of measures for
which the existence of a reproducing kernel implies indeterminacy.
1. Introduction
In [2], Berg, Chen, and Ismail find a new condition equivalent to determinacy in
the one-dimensional moment problem.
Theorem 1.1 (Berg, Chen, and Ismail, 2002). Let λN be the smallest eigenvalue
of the truncated Hankel matrix HN for the measure µ. Then λN → 0 as N →∞ if
and only if µ is determinate.
They use the classical fact that a measure is indeterminate if and only if a
reproducing kernel exists on the Hilbert space in which the polynomials are dense.
Additionally, a reproducing kernel exists if and only the sum
∞∑
k=0
|Pk(z0)|
2
converges for some z0 ∈ C\R, where {Pk} is the standard set of orthonormal
polynomials. These results go back to M. Riesz and may be found in [1].
Let µ be a positive measure such that sn =
∫
R
xn dµ is finite for all n. For each
N ∈ N, we define the N th Hankel matrix to be
HN = (si+j)
N
i,j=0.
Since µ is positive, this implies that HN is positive semidefinite for each N . We
let λN be the smallest eigenvalue of HN and note that Cauchy’s interlace theorem
implies that λN decreases as N increases. If λN = 0 for some N , then λn = 0 for
all n ≥ N , and the measure is a finite sum of point masses [1]. This case implies
determinacy since any measure with compact support is automatically determinate.
In the case where µ has infinite support, then λN > 0 for every N .
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Berg, Chen, and Ismail show that λN → γ > 0 if and only if a reproducing kernel
exists for the polynomials, which gives the conclusion. We propose to extend this
to a similar question in the multidimensional setting.
Let α = (α1, α2, . . . , αd) ∈ Nd0 be a multi-index, x = (x1, x2, . . . , xd) ∈ R
d, and
let xα = xα11 x
α2
2 · · ·x
αd
d . We shall use the standard notation of |α| = α1 + · · · +
αd. For a given multisequence {sα}, define a linear functional L : C[x] → C by
L(xα) = sα, and extend linearly. We say the multisequence {sα} and the associated
functional L are positive if for every polynomial p ∈ C[x], we have L(pp) ≥ 0. When
L is positive, we construct a pre-inner product by 〈p, q〉 = L(pq). If we consider the
ideal N = {p ∈ C[x] : 〈p, p〉 = 0} then 〈·, ·〉 acting on C[x]/N becomes a postive
definite form, and we complete this to a Hilbert space P in which C[x]/N is dense.
This is the standard GNS construction and may be found in full detail in [5]. We
will also assume a normalizing condition of s(0,0,...,0) = 1 meaning that we deal with
probability measures. This assumption also simplifies many calculations.
We define the Hankel kernel indexed over α associated with the multisequence
{sα} by
H = (sα+β)α,β∈Nd
0
,
and for any N ∈ N the N th truncation of H by
HN = (sα+β)0≤|α|,|β|≤N .
One significant difference between the multidimensional and one dimensional
cases is that in one variable, a positive measure µ exists in R which represents L
in the sense that L(p) =
∫
R
p dµ if and only if L is positive, whereas there exist
positive L for which there are no such µ on Rd if d ≥ 2, examples of which were
concurrently discovered in [3] and [9]. In the case where such a µ exists, its support
must lie in the real algebraic variety generated by the ideal N . If we denote by λN
the smallest eigenvalue of the matrix HN , then λN ≥ 0 for all N ∈ N and equality
holds for some N if and only if N is a nontrivial ideal of C[x]. For the remainder
of this article we will assume that N = (0) so that λN > 0 for all N .
If we try to bring Berg, Chen, and Ismail’s result to the multivariate case we
must find a new statement since there exist indeterminate measures µ for which
λN → 0 as N →∞.
To show this we use a theorem of Petersen [6].
Theorem 1.2 (L. C. Petersen). Let µ be a moment measure on Rd. Consider
the projection pij : R
d → R onto the jth coordinate and the projection measures
µj := pij∗(µ) on R.
(a) If each µj is determinate, then so is µ.
(b) If we assume that µ = µ1⊗µ2⊗ · · ·⊗µd, then µ is determinate if and only
if µj is determinate for 1 ≤ j ≤ d.
Example 1.3. Let µ1 and µ2 be measures on R admitting all moments with µ1
determinate and µ2 indeterminate. Let ν be a measure on R distinct from µ2 but
possessing the same moments. Define µ := µ1 ⊗ µ2. Clearly µ is indeterminate
since µ1 ⊗ ν gives the same moments as µ. We now show that for µ, λN → 0 as
N →∞.
Consider the matrix JN = (s(m+n,0))0≤m,n≤N , and let ηN be its smallest eigen-
value. Then JN is a principal submatrix of the matrix HN , and by their self-
adjointness and Cauchy’s interlace theorem we see that 0 ≤ λN ≤ ηN . Note that
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JN is the N
th Hankel matrix associated with the measure µ1 which is determinate
in R, whence ηN → 0 as N →∞ by [2]. Thus µ is an indeterminate measure such
that λN → 0.
A reproducing kernel for P , the completion of the polynomials on Cd, is a func-
tion K : Cd × Cd → C which has the reproducing property, i.e. so that for any
polynomial p(x),
p(y) = 〈p(x),K(x, y)〉P .
We construct a complete system of orthonormal polynomials {Pα}α∈Nd
0
which serve
as an orthonormal basis of P . Typically one works with orthonormal polynomials
in which deg(Pα) is an increasing with |α|, and here we assume that deg(Pα) = |α|.
This may be achieved by ordering {xα}α∈Nd
0
in a graded lexicographical order then
using the Gram-Schmidt procedure to obtain an orthonormal system of polyno-
mials. The construction of orthonormal polynomials from the monomials may be
found in [4].
Using this basis of orthonormal polynomials, we find
K(x, y) =
∑
α∈Nd
0
Pα(x)Pα(y),
and for a fixed y ∈ Cd, this is a function in P provided
(1.1)
∑
α∈Nd
0
|Pα(y)|
2
is finite. It follows that if this sum is finite, point evaluation at y is a bounded
linear functional in P , i.e. there is a constant Cy so that |p(y)|2 ≤ CyL(pp). Riesz’s
theorem provides representation of this functional by the element K(x, y) as a
function in the variable x.
Our focus will be on the sum (1.1) to show that it converges for every y ∈ Cd.
In particular we will want this sum to be uniformly bounded on compact subsets
of Cd. More information on reproducing kernels may be found in [8].
2. Main Result
For R > 0 define the R-scaling of the multisequence {sα} to be {
sα
R|α|
} and the
associated truncated Hankel matrices from this R-scaling:
HR,N =
( sα+β
R|α+β|
)
0≤|α|,|β|≤N
.
Note that if {sα} is the moment multisequence of a measure σ, then the R-scaling
of s is the moment multisequence of the measure σR, where σR(B) = σ(RB) for
every Borel set B; we define RB = {Rb : b ∈ B} in the natural way and define the
R-scaling of the measure σ to be σR. In the following theorem, we only assume that
{sα} is a positive multisequence, not necessarily that it is a moment multisequence
as we do in the one dimensional case.
We define PR be the Hilbert space associated with the R-scaling of {sα}. If
f(x) is in the Hilbert space P associated with the sequence sα, then the mapping
φR : P → PR given by φR(f)(x) = f(Rx) is the required isometry. We will
sometimes denote φR(f) as fR.
Using this isometry, we also relate a system of orthonormal polynomials of the
original form to a system of the scaled form by letting PR,α(z) = Pα(Rz). We
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choose a set of orthonormal polynomials so that deg(Pα) = deg(PR,α) = |α| (see
[4]).
Let λR,N be the smallest eigenvalue of HR,N , and let λR,N → γR as N → ∞.
We now state the main result.
Theorem 2.1. Assume that λR,N > 0 for all N ∈ N and some R > 0. A reproduc-
ing kernel for the polynomials exists which is uniformly bounded on compact sets if
and only if γR > 0 for every R > 0.
Proof. This proof follows closely that of Berg, Chen, and Ismail. The primary
difference is in the use of scalings of a multisequence. This is from the fact that it
is open problem to whether in the multivariate case the sum
∑
α |Pα(z)|
2 converging
at some nonreal z implies the existence of a reproducing kernel as it does in the
one variable case.
We begin by writing the smallest eigenvalue of HR,N as the Rayleigh quotient
λR,N = min


∑
|α|≤N
∑
|β|≤N
sα+β
R|α+β|
vαvβ :
∑
|α|≤N
|vα|
2 = 1

 .
Note that if λR,N > 0 for some R > 0 and N ∈ N, then λS,N > 0 for any S > 0.
We show this by defining LR to be the functional derived from the multisequence{
sα
R|α|
}
, then for any polynomial p(x), LR(p(x)) = LS(p(
Sx
R
)). We also write for
p(x) =
∑
|α|≤N aαx
α,
λR,N = min

LR(|p|2) :
∑
|α|≤N
|aα|
2 = 1, deg(p) ≤ N

 ,
therefore if LR(|p|2) = 0 for some polynomial p, then we conclude that λS,N = 0
for any S > 0.
We note that the monomials are orthonormal with respect to normalized Lebesgue
measure on the unit torus, so we rewrite the smallest eigenvalue as
λR,N = min
{
LR(|p|
2) :
∫
θ∈[0,2pi]d
|p(eiθ)|2
dθ
(2pi)d
= 1, deg(p) ≤ N
}
.
Since λR,N > 0 we write
1
λR,N
= max
{∫
θ∈[0,2pi]d
|p(eiθ)|2
dθ
(2pi)d
: LR(|p|
2) = 1, deg(p) ≤ N
}
.
We rewrite the polynomial p(x) =
∑
|α|≤N cαPR,α(x), where {PR,α} are the stan-
dard orthonormal polynomials with respect to a fixed ordering in which m ≥ n⇒
|αm| ≥ |αn| for m,n ∈ N (see [4]). Now considering the matrix KR, where
KR,α,β =
∫
θ∈[0,2pi]d
PR,α(e
iθ)PR,β(eiθ)
dθ
(2pi)d
,
we express the equation above as another eigenvalue problem:
1
λR,N
= max


∑
|α|≤N
∑
|β|≤N
KR,α,βcαcβ :
∑
|α|≤N
|cα|
2 = 1

 .
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We also let KR,N = (Kα,β)|α|,|β|≤N be a truncation of the matrix KR. Note that
since ∫
θ∈[0,2pi]d
∣∣∣∣∣∣
∑
|α|≤N
cαPR,α(e
iθ)
∣∣∣∣∣∣
2
dθ
(2pi)d
=
∑
|α|,|β|≤N
cαcβKα,β > 0
when p(z) =
∑
|α|≤N cαPR,α(z) is not the zero polynomial, the matrix KR,N is
positive definite.
(⇒) Suppose a reproducing kernel exists, i.e.∑
α∈Nd
0
|Pα(z)|
2
is uniformly bounded on compact subsets of Cd. In particular, for z on the torus of
radius R, there is some M <∞ such that
∑
α∈Nd
0
|Pα(z)|2 ≤M . If we consider the
R-scaling of the sequence and the resulting orthonormal polynomials, this implies
that ∑
α∈Nd
0
|PR,α(z)|
2 ≤M
for all z on the unit torus. Note that the N th partial sum is equal to the trace of
KR,N . Since KR,N is positive, the trace is greater than the largest eigenvalue. Thus
1
λR,N
≤ tr(KR,N )
=
∑
|α|≤N
(∫
θ∈[0,2pi]d
|PR,α(e
iθ)|2
dθ
(2pi)d
)
=
∫
θ∈[0,2pi]d

 ∑
|α|≤N
|PR,α(e
iθ)|2

 dθ
(2pi)d
≤
∫
θ∈[0,2pi]d
M
dθ
(2pi)d
=M <∞.
Hence λR,N ≥
1
M
for all N , and thus is bounded away from zero as N →∞.
(⇐) Suppose λR,N → γR > 0 as N →∞. From this we conclude that the largest
eigenvalue of KR,N is bounded by
1
γR
for all N , and since it is positive, ‖KR,N‖
is also bounded by 1
γR
. We wish to show that for each compact E ⊆ Cd, there is
some M <∞ so that
∑
α∈Nd
0
|Pα(z)|2 < M for all z ∈ E.
For an arbitary set of complex numbers {cα}|α|≤N , the boundedness of the op-
erator KR,N implies ∑
|α|,|β|≤N
cαcβKR,α,β ≤
1
γR
∑
|α|≤N
|cα|
2,
and by letting p(z) =
∑
|α|≤N cαPR,α(z), this is equivalent to
(2.1)
∫
θ∈[0,2pi]d
|p(eiθ)|2
dθ
(2pi)d
≤
1
γR
LR(|p|
2).
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Now let E be a compact set in Cd and let R > 0 be a real number such that E
is a subset of the open polydisk D(0, R)d. Then the set ER :=
1
R
E is contained in
the unit polydisk and if p is a polynomial, then
p(z) = pR
( z
R
)
,
so values taken by p(z) on E are the same as values taken by pR(z) on ER.
Let y ∈ ER. By Cauchy’s integral formula,
pR(y) =
1
(2pi)d
∫
[0,2pi]d
pR(e
iθ)
(y1 − eiθ1)(y2 − eiθ2) · · · (yd − eiθd)
ei(θ1+θ2+···+θd) dθ.
Using Ho¨lder’s inequality, we obtain
|pR(y)|
2 ≤
∫
[θ∈2pi]d
|pR(e
iθ)|2
dθ
(2pi)d
·
∫
θ∈[0,2pi]d
1
|y1 − eiθ1 |2 · · · |yd − eiθd |2
dθ
(2pi)d
.
Letting
M = max
{
1
γR
∫
θ∈[0,2pi]d
1
|w1 − eiθ1 |2 · · · |wd − eiθd |2
dθ
(2pi)d
: w ∈ ER
}
,
we combine this with (2.1), so for any polynomial pR,
|pR(y)|
2 ≤MLR(|pR(x)|
2).
Now we pick the particular polynomial pR(z) =
∑
|α|≤N PR,α(y)PR,α(z) and
apply this inequality:∣∣∣∣∣∣
∑
|α|≤N
|PR,α(y)|
2
∣∣∣∣∣∣
2
≤M
∑
|α|≤N
|PR,α(y)|
2,
Which becomes ∑
|α|≤N
|PR,α(y)|
2 ≤M.
Since there is a uniform bound over all N , this implies∑
α∈Nd
0
|PR,α(y)|
2 ≤M,
thus the sum
∑
α |PR,α(z)|
2 is bounded uniformly in 1
R
E which implies that the
sum
∑
α |Pα(z)|
2 is bounded uniformly by M in E, thus such a reproducing kernel
exists. 
This theorem along with some considerations from the one variable case gives
the proof of Theorem 1.1. In this case {sn} is a positive multisequence exactly
when there is a positive measure µ which represents L in the sense that
L(p) =
∫
R
p(x) dµ.
In one dimension it is known that the sum
∑∞
n=0 |Pn(z)|
2 < ∞ for some z ∈ C\R
if and only if the sum converges uniformly on compact subsets of C. Also in this
case, this sum converges if and only if the measure µ associated with the moment
sequence is indeterminate (see [1]).
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So assuming that µ on R is indeterminate, then there exists a reproducing kernel
for the Hilbert space of polynomials implying that
∑∞
n=0 |Pn(z)|
2 converges uni-
formly on compact subsets of C. By Theorem 2.1 this leads us to the conclusion
that γ1 > 0, i.e. the smallest eigenvalues of HN are uniformly bounded away from
0.
Now assuming that γ1 > 0, the proof of Theorem 2.1 implies that the sum∑∞
n=0 |Pn(z)|
2 is bounded uniformly on compact subsets of the open unit disk.
Thus there is some z0 ∈ D\R so that
∑∞
n=0 |Pn(z0)|
2 <∞, hence the measure µ is
indeterminate.
3. Application
We would like to know more about γR. If we consider it as a function γ :
(0,∞) → [0,∞) given by γ(R) = γR, then Theorem 2.1 implies that if γ(R) > 0,
then γ(S) > 0 for all S < R. We see this since γ(R) > 0 implies that a reproducing
kernel for P exists and converges uniformly on compact subsets of the polydisk of
radius R. Then in the converse portion of the argument, the fact that a reproducing
kernel exists which converges uniformly on the torus of radius S is used to show
that λS,N are uniformly bounded away from zero as N →∞, hence γ(S) > 0.
If a multisequence in any number of variables can be represented by a measure σ,
then σ is indeterminate if and only if every R-scaling σR is as well. In one variable,
Berg, Chen, and Ismail’s result implies that γ1 > 0 ⇔ γR > 0 for some R > 0,
which is equivalent to γS > 0 for every S > 0. This is an open question whether
this property holds for multisequences in multiple variables, but in Theorem 3.1 we
establish a class of multisequences which do possess this property.
We would like to extend more of Theorem 1.1 to the d > 1 case. Presently we
have the conditions
γ1 > 0,(3.1)
γR > 0, for all R > 0,(3.2) ∑
α∈Nd
0
|Pα(z)|
2 is bounded uniformly on compact sets,(3.3)
∑
α∈Nd
0
|Pα(z)|
2 <∞ for some z ∈ (C\R)d,(3.4)
are related by the implications
(3.1)⇐ (3.2)⇔ (3.3)⇒ (3.4),
and also (3.1) ⇒ (3.4) if we pick some z contained in the open unit polydisk. We
would like also to have (3.1) ⇒ (3.2) and (3.4) ⇒ (3.3) in d > 1 as it is in d = 1.
We show this is the case for a certain class of multisequences.
Theorem 3.1. Let {sα} be a positive multisequence which satisfies the condition
(3.5) sα = s(α1,0,0,...,0)s(0,α2,0,...,0) · · · s(0,...,0,αd).
Then there is a positive measure µ on Rd which represents the multisequence in the
sense that ∫
Rd
xα dµ = sα;
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the conditions (3.1), (3.2), (3.3), and (3.4) are equivalent; and these conditions all
imply indeterminacy of µ.
Proof. Let {sα} satisfy this condition and let L be the functional derived from the
multisequence. We define a collection of d sequences by for each j = 1, . . . , d, let
sj,n = s(0,...,0,n,0,...,0),
where the n is in the jth place. The positivity of the sequence sj,n follows from
the positivity of the multisequence {sα}, so for each 1 ≤ j ≤ d, the theorem of
Hamburger ([1] p.30) implies that there exists a positive measure µj on R for which∫
R
xn dµj(x) = sj,n.
If we define a measure µ := µ1⊗µ2⊗· · ·⊗µd on Rd, the multiplicative condition
(3.5) implies the first assertion, that∫
Rd
xα dµ =
(∫
R
xα11 dµ1
)
· · ·
(∫
R
xαdd dµd
)
= s1,α1s2,α2 · · · sd,αd = sα,
for each monomial xα.
For the measure µ, we construct a suitable set of orthonormal polynomials
{Pα(x)}. For each 1 ≤ j ≤ d, let {Pj,n(x)}∞n=0 be the standard set of orthonormal
polynomials associated with the measure µj in R ([1] p. 3). If we define for each
α ∈ Nd0 the polynomial
Pα(x) := P1,α1(x1)P2,α2(x2) · · ·Pd,αd(xd),
then the resulting set of polynomials {Pα(x)} span C[x] and satisfy the orthonormal
property ∫
Rd
Pα(x)Pβ(x) dµ(x) = δα1,β1δα2,β2 · · · δαd,βd = δα,β.
Now for any z ∈ Cd and N ∈ N, we consider the sum
∑
|αj |≤N
1≤j≤d
|Pα(z)|
2 =
(
N∑
α1=0
|P1,α1(z1)|
2
)(
N∑
α2=0
|P2,α2(z2)|
2
)
· · ·
· · ·
(
N∑
αd=0
|Pd,αd(zd)|
2
)
.(3.6)
This sum converges as N → ∞ if and only if each of the sums on the right hand
side converges. We will show that for this measure, (3.1)⇒ (3.4) for a generic z ∈
(C\R)d and (3.4)⇒ (3.3). In the process we prove that these imply indeterminacy
of µ.
((3.1)⇒ (3.4)). Suppose γ1 > 0. Define
JjN =
(
s(0,...,0,k+l,0,...,0)
)N
k,l=0
,
where the k+ l is in the jth coordinate, to be the (N+1)×(N+1) truncated Hankel
matrix associated with the measure µj , and let η
j
N be its smallest eigenvalue. Then
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ηjN > γ1 for each j and N ∈ N since J
j
N is a compression of the operator HN . By
Theorem 1.1 it follows that µj is indeterminate and
∞∑
αj=0
|Pj,αj (zj)|
2
converges for some zj ∈ C\R. If z = (z1, z2, . . . , zd) ∈ (C\R)d, then (3.4) follows
from (3.6).
((3.4)⇒ (3.3)). Now let z ∈ (C\R)d be a point such that
∑
α∈Nd
0
|Pα(z)|2 <∞.
Via (3.6), this implies that
∑∞
αj=0
|Pj,αj (zj)|
2 < ∞ for each 1 ≤ j ≤ d, which
implies that µj is indeterminate. Then
∑∞
αj=0
|Pj,αj (zj)|
2 converges uniformly on
compact subsets of C. Let E be a compact subset of Cd and L ≥ 0 so that
E ⊆
(
D(0, L)
)d
. Then (3.6) tells us that
∑
α∈Nd
0
|Pα(z)|2 converges uniformly on(
D(0, L)
)d
and thus on E.
We now have that (3.1), (3.2), (3.3), and (3.4) are equivalent when (3.5) applies,
and our arguments have shown that these conditions imply indeterminacy for each
µj . Since at least one of these measures is indeterminate, Petersen’s theorem leads
to indeterminacy of µ. 
This theorem provides that when a positive multisequence is multiplicative in
this sense, a solution to the associated moment problem exists, and the existence
of a reproducing kernel implies indeterminacy. In the case of deciding indetermi-
nacy of an arbitrary moment multisequence, the role of reproducing kernels is not
yet fully clear. Fuglede’s introduction of the notions of strong determinacy and
ultradeterminacy [5] and the creation of new indeterminate moment problems from
old ones [7] provide ground for further study, and we will address these in a future
article.
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