Abstract-This paper studies evolutionary programming with mutations based on the Lévy probability distribution. The Lévy probability distribution has an infinite second moment and is, therefore, more likely to generate an offspring that is farther away from its parent than the commonly employed Gaussian mutation. Such likelihood depends on a parameter in the Lévy distribution. We propose an evolutionary programming algorithm using adaptive as well as nonadaptive Lévy mutations. The proposed algorithm was applied to multivariate functional optimization. Empirical evidence shows that, in the case of functions having many local optima, the performance of the proposed algorithm was better than that of classical evolutionary programming using Gaussian mutation.
I. INTRODUCTION
C ONSIDERABLE work has been devoted to computational methods that are inspired by biological evolution and natural selection. Among them, genetic algorithms (GAs), evolutionary programming (EP), and evolution strategies (ESs) are most prominent. These methods have drawn much attention to the research community in conjunction with the parallel and/or distributed computations. EP [1] , in particular, was studied initially as a method for generating artificial intelligence [2] .
Even though EP first used finite-state machines as the underlying structure to be evolved [2] , it was extended in the mid-1980s to handle essentially arbitrary data structures [1] , such as applications involving continuous parameters and combinatorial optimization problems. Since then, EP has been applied successfully for the optimization of real-valued functions [3] , [4] and other practical problems [5] . The more elaborate versions of EP incorporating self-adaptation of variances of mutations were introduced in early 1990s [6] , [7] . The self-adaptation rules from ESs [9] have also been incorporated into EP [8] . Self-adaptive EP for continuous parameter optimization problems is now a widely accepted method in evolutionary computation. It should be noted that EP for continuous parameter optimization has many similarities with ESs, although their development proceeded independently. In this paper, we focus on EP for continuous parameter optimization, although many of our conclusions are also applicable to other evolutionary algorithms.
There are three major operations in a generic evolutionary algorithm: crossover, selection, and mutation. In contrast to GAs that emphasize crossover, mutation is the main operation in EP. In conventional EP, each parent generates an offspring via Gaussian mutation and better individuals among parents and offspring are selected as parents of the next generation. Schematically, Gaussian mutation in EP is accomplished by adding zero-mean Gaussian random numbers to parents to obtain offspring.
A study on non-Gaussian mutation in EP was initially carried out in mid-1990s [11] . A mutation operation based on the Cauchy distribution was proposed as a "fast evolutionary programming (FEP)" [11] , [20] . FEP converges faster to a better solution than conventional EP for many multivariate functions [20] . Unlike the Gaussian probability distribution, the Cauchy probability distribution has infinite second moment and, as a result, has a much longer tail. Therefore, Cauchy mutated offspring can be quite different from their parents. It was shown analytically that FEP has some advantages over conventional EP [20] .
In this paper, we generalize FEP further by using mutation based on the Lévy probability distribution. With the Lévy probability distribution, one can extend and generalize FEP because the Cauchy probability distribution is a special case of the Lévy probability distribution. The Lévy probability distribution differs from the Gaussian distribution in that the Lévy distribution, like the Cauchy distribution, has an infinite second moment. One of the characteristics of the Lévy distribution is its power law in the tail region. The power law implies that there is no characteristic length scale and this is the milestone of fractal structure. The distribution has drawn much attention from scientific communities in explaining the fractal structure of nature, in areas such as turbulence, polymers, biological systems, and even economics [12] . Moreover, by adjusting the parameter in the distribution, one can tune the probability density, which in turn yields adjustable variation in the mutation.
The rest of the paper is organized as follows. In Section II, we discuss the characteristics of the Lévy probability distribution and the algorithm for generating random variables having the Lévy probability distribution. In Section III, we analyze mutation operations based on the two different distribution in terms of the mean-square displacement and the number of distinct values obtained by mutation operations. Section IV describes the multidimensional function optimization problems using both Gaussian and Lévy mutation operations in EP. This is followed by results and discussions of the optimization experiments for both mutation operations in Section V. The adaptive Lévy mutation in EP is discussed in Section VI. The last section, Section VII, is devoted to conclusions and future studies.
II. LÉVY PROBABILITY DISTRIBUTION
As a finite second moment would lead to a characteristic scale and the Gaussian behavior for the probability density through the central limit theorem, P. Lévy, in the 1930s, searched for an exception to it. He discovered a class of probability distributions having an infinite second moment and governing the sum of these random variables [13] , [22] . An infinite second moment implies the absence of a definite scale, which is the paradigm of fractals.
Consider a process represented by a set of identically distributed random variables. If the sum of these random variables has the same probability distribution as individual random variables, then this process is called stable. A typical example of the stable process is the Gaussian process. While the Gaussian process has a finite second moment, there is a class of probability distributions of an infinite second moment that also yields a stable process. Such a probability distribution is called the Lévy probability distribution and has the following form [13] , [22] :
The distribution is symmetric with respect to and has two parameters and . is the scaling factor satisfying , and controls the shape of the distribution, requiring . The analytic form of the integral is unknown for general , but is known for a few cases. In particular, for , the integral can be reduced to the analytic form resulting in the Cauchy distribution. In the limit of , the distribution is no longer the Lévy distribution and becomes the Gaussian distribution. The parameter controls the shape of the distribution in such a way that one can obtain different shapes of probability distribution, especially in the tail region: the smaller is the parameter , the longer the tail. Fig. 1 compares the shapes of the Lévy distributions of and with the standard Gaussian distribution.
The scaling factor can be set to without loss of generality. To see this, rescale to with some constant . Then, from (1), we get the following relation: (2) where . In particular, by setting , the above equation becomes (3) implying that is nothing but an overall scaling factor. Thus, with the distribution of , we can get the distribution of any other . In this study, we fix and denote . For large values of , (1) can be approximated by [13] , [22] (4) which has a power law behavior. Thus, for , this distribution has infinite second moment. Also, (4) does exhibit a scale-free characteristic, meaning that (4) is invariant under the scaling , , up to a constant factor. This is the reason why the Lévy distribution has been studied widely in conjunction with fractals.
An algorithm for generating Lévy random numbers is needed because the analytic form of the Lévy distribution is not known for general . Such an algorithm was introduced in [14] . This algorithm utilizes two independent random variables and from standard Gaussian distribution and performs a nonlinear transformation (5) With this, it was shown that the sum of these variables with an appropriate normalization (6) converges to the Lévy probability distribution with larger . It, however, has a practical disadvantage because it requires generating many (usually, ) such random variables in order to get the desired Lévy distribution. To get a more efficient algorithm, the following nonlinear transformation was considered: (7) where parameters and depend on and are calculated in [14] . In this way, one can generate random variables of the Lévy probability distribution for , even for . Fig. 2 shows a distribution of the random variables generated from the above nonlinear transformation with . (1) and scattered diamonds are random numbers generated from (7).
III. ANALYSIS OF MUTATION OPERATIONS
Before applying the Lévy mutation to EP, we first analyze both Gaussian and Lévy mutations to see how effectively they search the search space.
A. Mean-Square Displacements
The mutation operation in EP can be described schematically as follows. For each individual in the population, its offspring is created as (8) where represents possible adaptive mutation and is a random variable of certain probability distribution.
To see how effectively the mutation operations can explore the search space, we calculate the root mean-square displacements after many mutation operations, indicating the average variation of the offspring from the parents.
Denote to be an individual at the th generation. For the sake of simplicity, assume that adaptive mutation is turned off. That is, we regard as a constant. Using the above conventions, an individual at the th generation can be expressed in terms of an individual at the th generation (9) where is a random variable generated at the th generation. We are interested in the variation of after generations, which is given by (10) In the case of the Gaussian mutation, each is an identically distributed random variable from the Gaussian distribution with mean 0 and variance 1. Therefore, has a Gaussian distribution with mean 0 and variance . Thus, the square root of the mean displacement of is given by (11) where stands for expectation. This is similar to the Brownian motion in statistical mechanics. From (11), we see that the average variation of an individual after generations depends on . That is, on average, the mutated offspring after generations differs from its original parent by a factor of . Thus, in order to get a large varied (or mutated) offspring, we need to carry out successive mutations through many generations. Now, consider the Lévy mutation. Since the Lévy probability distribution has the following limit property (12) we have (13) Since the Lévy probability distribution is stable, the sum of its individual random variables also follows the Lévy probability distribution. That is, the square root of the mean-square displacement (or variation) of becomes (14) It should be noted that, in the case of the Lévy mutation, the mean-square displacement does not depend on the generation . Even though generating infinite variation is not realistic in practice, the infinite displacement implies that it is possible to get a large variation on the offspring even after just one generation.
The large variation at a single mutation enables the Lévy mutation to search a wider region of the search space globally. To see this more concretely, consider an individual having two components, , , as follows:
Using both mutation operations for , we plot variables , , as shown in Fig. 3 . As seen in the figure, the Lévy-mutated variables cover a wider range than those mutated by Gaussian distributions. Large variations of the mutated offspring can help escape from local optima. This is especially true when local optima have deep and wide basins. 
B. Number of Distinct Values Obtained by Mutation Operations
As seen in (10) , an offspring of the th generation can be expressed in terms of the sum of random numbers. If one regards each generated random number as a random walk, then the th offspring can be thought of as the result of the -step random walk. From this one can calculate the expected value of the number of distinct values taken by the -step random walk for large . This is important because it indicates how effective the mutation operation is.
Denote to be the number of distinct values obtained by the -step random walk. In order to get any useful quantities related to , we need to know the probability distribution of , which in general is hard to obtain except for some special cases. It is, however, relatively easy to calculate the expectation of . For a -step random walk, the average can be expressed in terms of the sum of contributions from each step. Let be the probability that a new value is obtained at step . At each step, there are two possible states, either a new value is obtained or not. If a new value is obtained, then the number of distinct values is increased by one, otherwise by zero. Therefore, the average of the total number of distinct values in steps is given by (17) Note that we express the average number of distinct values as the sum of contributions from each step. If is a constant regardless of , then follows the well-known binomial distribution. Now, we calculate for two cases: finite and infinite second moments. For the Gaussian mutation, which has an finite second moment, it can be shown [15] that (18) where is the square root of the second moment. In the case of the Lévy mutation, which has an infinite second moment, the expected number of distinct values obtained by a random walk is [16] (19)
From the above two equations, we can see that for all , , the random walk from the Lévy mutation yields more distinct values than that from the Gaussian mutation. This in turn implies that one can explore the search space more effectively with the Lévy mutation. Therefore, the Lévy mutation not only can search a wider area of the search space but also generate more distinct values in the search space. The Lévy mutation searches the search space more evenly. It is the infinite second moment of the Lévy distribution that makes all the difference. We will see the effect of the Lévy mutation in the experiments on the function optimization in the following section. 
IV. FUNCTION OPTIMIZATION USING EP
In this section, we discuss EP algorithms for function optimization using the Gaussian and Lévy mutation operations. For convenience, we will call EP with the Lévy mutation LEP and that with the Gaussian mutation GEP. In optimizing a function , an EP algorithm aims to find (20) For GEP, we use the algorithm given in [11] .
Step 1) Generate the initial population consisting of individuals, each of which can be represented a set of real vectors, ( , ), . Each and has independent components (21) (22) Step 2) LEP and GEP differ only in this step.
LEP: For each parent ( , ), create an offspring ( , ) as follows: for
where, is a random number generated anew for each from the Lévy distribution with the parameter . GEP: For each parent ( , ), create an offspring ( , ) as follows: for (25) (26) where stands for a standard Gaussian random variable fixed for a given and a newly generated Gaussian random variable for each component . The parameters and are defined as [17] (27)
Step 3) From parents and their offspring, calculate their fitness values . Step 4) Define and initialize a "winning function" for every parent and offspring as , for . For each , select one fitness function, say and compare the two fitness functions. If is less than , the winning function for individual increases by one, . Perform this procedure times for every parent and offspring.
Step 5) According to the winning function , select individuals that have the largest winning values to be the parents for the next generation.
Step 6) Repeat Steps 2-5, until the stopping criteria are satisfied. In the above algorithm, the parameter in LEP remains unchanged during evolution. The effect of different s will be studied in later sections.
V. EXPERIMENTAL RESULTS AND ANALYSIS
We applied LEP and GEP in Section IV to a set of benchmark optimization problems. Table I shows the benchmark functions and the ranges of the variables that have been used in this study. These were considered in an early study [11] . We divided the functions into three broad classes: functions with no local minima, many local minima, and a few local minima. The following parameters were used in our experiments:
• Fig. 4 shows the evolutionary processes, averaged over 50 independent trials, for . LEP converged faster than GEP for all three functions initially, around 600 to 800 generations. However, the difference between the two becomes unclear when the algorithms were run for a longer time. GEP even overperformed LEP on , the sphere function. Such behaviors are very similar to those observed earlier in the comparison of Gaussian and Cauchy mutation [20] . LEP converged faster initially because of Lévy mutation's long jumps and more distinct values. However, long jumps can be detrimental when the population is close to the global optimum. The offspring generated by long jumps tend to move away from the global optimum, which is what happened for toward the later stage of evolution.
A. Unimodal Functions

B. Functions With Many Local Minima
For the functions with many local minima, i.e., , the experimental results are given in Fig. 5 . It is clear that LEP produced consistently better results than GEP, both in terms of initial convergence speed and final results. This is not surprising because Lévy mutation's long jumps enabled LEP to move from one local minimum area to another relatively easily in comparison with Gaussian mutation. Lévy mutation's ability to explore the search space more evenly also helped in achieving good performance.
One would expect the performance difference between LEP and GEP to be greater as the number of local minima increases.
C. Functions With a Few Local Minima
Fig . 6 shows the results of LEP and GEP on functions with a few local minima, i.e.,
. In this case, it is hard to tell the performance difference between LEP and GEP, especially for and . This is also clearly reflected by the -test results in Table II . The reasons for such behaviors from LEP and GEP might be related to the average distance between an initial population and the global optimum. In other words, LEP did not outperform GEP significantly because initial populations generated for were relatively close to the global minima. Lévy mutation's long jumps did not help in such cases. This is not unlike the situation with FEP, which performed worse than GEP on Shekel functions [20] .
VI. ADAPTIVE LÉVY MUTATIONS
A. Motivation
The results for in Fig. 6 show clearly that different values in LEP could lead to different final results for LEP. No single value was the best for all different problems. There is a need to find different values for different problems.
Although different values were tested in the previous section, they were fixed during evolution. It is desirable to have different values not only for different problems but also for different evolutionary search stages for a single problem. Selfadaptation can be introduced into LEP to find an appropriate value dynamically and autonomously [19] . The idea presented here was inspired by IFEP proposed in [20] . IFEP is an EP algorithm based on mixing different mutation operators. It generates two candidate offspring from each parent, one by Cauchy mutation and the other by Gaussian mutation, and selects the better one as the surviving offspring.
The Lévy distribution provides an ideal opportunity for designing adaptive mutations because of its continuously adjustable parameter . In this study, we implement the adaptive Lévy mutation by generating several candidate offspring using different values, and select the best as the survival offspring. To evaluate the performance of adaptive Lévy mutation, we keep the difference between LEP and adaptive LEP (i.e., LEP with adaptive Lévy mutation) as small as possible. The adaptive LEP implemented in this paper is the same as LEP except for the following: we generate four candidate offspring with , 1.3, 1.7, and 2.0 from each parent and select the best one as the surviving offspring. This scheme is adaptive because which to use is not predefined and is determined by evolution.
It is known that Gaussian mutation works better for searching a small local neighborhood, whereas Cauchy mutation is more effective at exploring a large area of the search space [20] . By adding two additional candidate offspring and 1.7), one is not limited to the two extremes. LEP will be able to determine dynamically which value to use depending on which search stage it is in, from global exploration to local fine tuning. Similar ideas to this can be found in the study of a complex adaptive system, such as the minority game [21] .
B. Experimental Results and Discussions
We applied the adaptive LEP to the same test functions using the same set of parameters as described in Section V. Since the adaptive LEP uses four different values, we compared the adaptive LEP with four LEP algorithms with four different values. For each function, five different sets of experiments were carried out.
To make the comparison fair in terms of computing time, the population size of the adaptive LEP was reduced to one quarter of that used for LEP with a single fixed , since each individual better than others on all functions but and . Even for and , the adaptive LEPs initial convergence speed still seemed to be faster than others. Fig. 9 shows the results of different LEP algorithms on the four functions with a few local minima. In this case, the performance of all LEP algorithms was very similar to each other. There was no statistically significant difference among them although the adaptive LEP appeared to converge faster than others. In order to see how the adaptive LEP works, we take as an example for detailed analysis. Similar analysis can be done for other functions. In Fig. 10 , we plot the number of successful mutations in a population for four different values as a function of the number of generations. From Fig. 10 and the corresponding Fig. 8(c) , we observe that until the algorithm was close to a solution (up to around 400th generation in Fig. 8(c) , non-Gaussian mutations ( , 1.3, 1.7) occupied about a half of the population. However, once the algorithm is in the vicinity of the solution (after around 400th generation in Fig. 8(c) , the Gaussian mutation took over and played a dominant role. In other words, non-Gaussian mutations played a significant role in the early stages of evolution, while the Gaussian mutation filled a major role in the later stages of evolution. This is not unexpected since in the early stages the distance between the current search points and the global minimum was usually large and, thus, non-Gaussian mutations tended to be more effective. As the evolution progressed, the current search point approached the global minimum, and as a result, the Gaussian mutation started to be more effective. A similar behavior was observed previously in IFEP [20] . 
VII. CONCLUSION
A new search operator, Lévy mutation, and its adaptive version have been proposed and studied in this paper. Both analytical and experimental work has been carried out to explain why and how Lévy mutation works. In particular, it has been shown that Lévy mutation can lead to a large variation (i.e., step size) and a large number of distinct values in evolutionary search, in comparison with traditional Gaussian mutation. Lévy mutation is also more general and flexible than Cauchy mutation [20] because of the parameter. In fact, it is the parameter that enabled us to devise a simple yet effective adaptive version of Lévy mutation. Our experimental results have shown that the adaptive LEP performed well on a number of benchmark functions we tested.
The adaptive and nonadaptive Lévy mutation operators have many aspects for future studies, among which the following three are worth mentioning. First, we have not considered the region of . This is mainly due to the fact that a fast algorithm for generating the Lévy random numbers in the region has not been found. However, in order to see whether a further reduction in would lead to even better results, we need to include this region of the parameter. Second, in applying the adaptive Lévy mutation, we applied the Lévy mutation only to the variation of the variables, not to the strategy parameters. It is interesting to investigate the application of the adaptive Lévy mutation to the strategy parameters. Finally, although we restricted the parameter to four discrete values, a better scheme might be to let evolve/adapt continuously during evolution. Such a scheme will be much closer to self-adaptation in evolutionary computation.
