This paper examines the derivation of a general order, multiple input version of the fast transversal recursive least squares filter algorithm. The new algorithm, in which the order (or number of taps) associated with each input channel is independent, is distinguished from the previously published multichannel form of the fast transversal RLS algorithm, wherein each input channel was corn strained to have the same order. This additional flexibility allows assignment of filter resources to particular channels, or independent assignment to the pole/zero estimators in an ARMA system identification application. A summary of the new algorithm is given, in proper order of execution. An operations count is also provided for each equation
INTRODUCTION
Fast transversal recursive least squares (RLS) algorithms '1,[2[ have filter update computational costs of order N, the filter length. Although these algorithms suffer from long-term instability problems, their convergence superiority in many applications, compared to the common LMS (gradient) algorithms have made them an active area of research. The purpose of this paper is to present the derivation of a nmultichafinel fast transversal recursive least squares algorithm with general order inputs. The approach in this derivation is to use the method of geometric projections onto a vector space defined by the input data. The application of this technique from linear algebra to the transversal filter case was first given by Cioffi and Kailath '1 I'he algorithm in this paper is distinquished from the multichannel algorithm shown there, in which the order of the filter for each channiel was constrained to be equal; here the order of each channel is completely arbitrary. This property, which allows greater flexibility in some applications, causes certain difficulties in the derivation. The key to resolving these difficulties is the use of permutatioit nmatrices. similar to those used by Falconer and Ljung [31 in their application of the fast Kalman algorithm to adaptive equalization. The derivation in this paper is a generalization of work in [41 and i5i which describe an application to a particular two channel system in which the (unit delayed) output signal is used as one of the input channels. This is called the ARMA or pole/zero estimation case, using the equation-error form for system identification [6] . The notation used herein is similar to that of [8] and [9] .
1.1. Problem Description. The goal of the analysis is to recursively determine the length N transversal filter w N(n), in the system shown in Figure 1 . such that the optimal estimate of the (joint) process {d(n)} is formed by a transversal filtering of the two input processes {z(n)} and (y (nt ),. These processes are real data sequences where data is assumed zero for n s0; this is called the prewindowed case. (Note: only two input channels are considered for notational simplicity, but the extension to the arbitrary p-channel case will usually be obvious.) Here optimality is defined in a cumulative or exact least squares sense; this can be explained as follows. The estimation error incurred at time i, I l n , based upon the filter at time n is defined as
where 2(i In) represents an estimate of d(i) using the transversal filter of time n, and SN(W) is a length N vector of past input samples from both channels:
The length N transversal filter wN(n) is partitioned into subfilters of lengths L and M, corresponding to the respective input channels. A similar vector is defined with samples of the joint process {d(n)}.
It is also convenient to define a 'pinning vector' [1l (n X 1) ffX(n) = 10, ', O, 1 IT . This is the unit vector in the direction of the newest data sample. and will prove useful later.
A vector z(n) is now defined with columns comprised of tht input vectors. Additionally, s5(n) is defined with columns of input e ! e e tors that are each time delayed by the order of the filter assgned to that channel:
Here z-L for example, is the L-unit time delay operator. Note that vector Zb(n) is still of length n but with leading elements of zero, since the data is prewindowed. It is also convenient to define the last rows of these vectors as
Note how these rows can be generated by inner products with r(n). then a vector representing the estimation error resulting from the transversal filter wN(n) can be defined (19) where each element in e(n In) corresponds to a scalar error from 
Consider the ZO(n) matrix augmented with one additional column for each of the input channels, representing the additi n of a tap for each channel subfilter:
Note that this augmented matrix can be described in two ways, using the previously defined matrices. The final row of Z*(n) defines a vector, which can also be decomposed in two ways: Differentiating E(n) with respect to wN(n) and equating to zero yields the LS prediction
where it is assumed for simplicity that the inverse exists. Note that the least squares estimate of an arbitrary vector is obtained by premultiplying by a matrix that is a function of only the input data vectors! The projection operator onto the subspace of ZO(n) is thus defi:ned
(1.15)
The operator Pi(n) is similarly defined for the Zi(n) subspace.
An operator can also be found to generate the LS error vector, which is orthogonal to the ZO(n) subspace.. Substituting (1.4) into (nxn) P~(n) = I-Po(n); Pf(n) -I -(n).
(1.17a,b) 1.4 . Transversal Filter Operators. From (1.14), the optimal transversal filter can be written
A transversal filter operator (matrix) can then be defined (Nx n) KO(n) = {Z T(n)Ze(n) tI Z (n).
( 
Several transversal filters can be generated using these operators on previously defined vectors, including a forward predictor for the input channels, a backward predictor, and a gain filter. These filters, and their associated prediction errors and residuals (squiared error vector norms) are stummarized with definitions in Table I . The need for these quantities will be seen during the algorithm derivation. Most are not directly evaluated from their definitions; instead, relationships between the quantities are exploited to allow tremendous savings in computations. Of particular interest, the gain filter gN(n) is the LS filter on Zo(n) for predicting the pinning vector ir(n). The associated prediction error y(n) (see 1.18) was shown in
[7] to be the squared cosine of the angle between z(n) and its estimate in the subspace of Zj(n). Thus, y(n) is a measure of the amount of new information (innovation) in the latest data sample, and is a key parameter in the derivation. SSSN+2(n) =t|xi(n), yr(n), x(n-L), y(n _M)IT T(n), Zb(n)| I From these definitions it is easy to also describe matrix column rearrangement:
The need for permutation operators arises in the multichannel derivation because of the form of the updates used for the projection and transversal filter operators. These updates, shown in the next section, require that augmenting vectors be appended to either the left or right of the data niatrix; however, from (1.11) it can be seen that augmenting columns naturally appear 'inside' the data matritx.
Thus, permutation operators are used to first rearrange these columns -so that the update forms may be properly applied. Using the property of orthogonality of the permutation operators, the trantsversal filter operator for the permuted, augmented subspace can be deduced:
Pre-multiplying a vector with a transversal filter operator K yield& the transversal filter which would generate the LS error estimate of that vector, in the defining subspace of the operator. Each row of K transforms the vector into a particular filter tap. Thus, permutation of the rows of K is equivalent to permutation of the elements of the transversal filter. This can be seen in the following equations for permuted gain filters (refer to Table I): (N+2x1) gk,+2(n) Sf g9N12(n) = Sf K+(n)wr(n) =K f(n )f(n ); (1 .24a,b) (N+2Xl) gN2(n) SbgN.*2(n) = K+(n)7r(n).
Using the orthogonality property of S, these can be combined to show: g9N 42(n) = Sb Sf gk(r 2(n) ( can be systematically applied to complete the vector space derivation of the fast transversal algorithm. 3 . DERIVATION OF THE ALGORITHM Now that the preliminary updates and definitions have been determined, it is possible to derive a recursive solution to the LS problem posed initially. The derivation, necessarily abbreviated here, basically requires substitutions into the update forms, and reductions using the definitions. The derivation begins with an update form for the joint prediction filter, and then systematically finds recursions for other variables as they appear. The use of the perrnutation operator is seen in sections 3.2, 3.7, and 3.8, whi'h deal with updates of the gain filter and its associated predictioni error. The complete algorithm is summarized in Table II e (n In) = y(n)e (n In-1).
3.2. Gain Filter. From (1.22), with V = s(n) and U -Z(n), the subspace [V, U J is Z +(n )Sr; the associated TF operator is K+(n). Use (2.7b) and post-multiply by ir(n), K t ( n ) w 1 ( n) = |K(% w t ( n ) + |K( sR
Similarly, it can be shown for pre-appended columns
it is readily shown that Ks(n)mr(n) = gN(n-1); with definitions (1.8), (1-2), (1.21), (1.15) gk+2(n) = 1gN(?n-1)J + 1f2 J (n ) ef( In) - (3.4) 6.1.3
Similarly, from (2.7a) with U ZO(n ). V Zb(l -1. post-miultiply by
From ( bN(n) = bN(n-1) + cN(n)eb(n In).
Pre-multiply (3.11) by ssT(n), subtract from zb(n):
eb(nln) = y(n)eb(nIn-1). 
16 eb(nIn-1) zb(n) z(n)bN(n 1) 6 gN+2(n) K+(n)r(n) augmented gain 17 eb(n In) zb(n) -Z(n)bN(n) = <r(n), Po (n)Zb(n)> 7 cN+2(n) =y+ '(n)gN+2(n) norm. augm. gain 18 y(n) 1z T(n)gA(n) <.rr(n), P1j(n)ir(n)> 8 gf4+2(n) K$(n)rr(n)
foruward sh/f ted augrn. gain 19 y+(n) 1 ZN+2(n)gN+2(n) 9 cN+2(n) -y+ 1(n)gN42(n) norm. f. shift. augm. gain 20 E(n)= <e(nln),e(n In)> <d(n),P6(n)d(n)> 10 gN+2(n) Ki(n)ir(n) backward shift. augrn. gain 21 ef(n) <ef(nIn),ef(n In)> <z(n),Pj-n)z(n)> 11 cN+2(n) =y (n)gN+2(n) norm. b. shift. augm. gain 22 e6(n) <eb(n ln ).eb(n In)> = <zb(n), 1i&(n )zb(n)> 
