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AESI-RACT 
Let A and B be two n x n non-negative matrices. We write A > B iff 
u*(A-B)u>O 
for all column vectors u in C”. Here U* is the conjugate transpose of u. In this paper 
are stated equivalent conditions under which A k > B li for all natural numbers k. The 
result is then generalized to Hermitian operators in a Hilbert space. 
Let A and B be two n X n non-negative Hermitian matrices. We write 
A > B iff 
u*(A-B)u>O 
for all column vectors u in the n-dimensional complex vector space C”, and 
U* is the conjugate transpose of u. 
Let f: [0, co)+R be a real-valued function. Then f(A) is defined as usual: 
Let U be the unitary matrix that diagonalizes A, that is, 
U*AU=diag{ a,,~,, . . . ,a,}, 
where U* = U-i is the transpose of the conjugate of U. Then 
f(A) = Udiag{ f(df(4.. . J(d) u*. 
It is well known that A > B does not imply that A ’ > B k for all positive 
integers k; still less does it imply that f(A) > f(B) for all monotone increas- 
ing functions f. See [l], [2] f or references. The following theorem gives 
equivalent conditions on A and B such that the above implication is true. 
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THEOREM 1. Let A and B be nX n non-negative Hermitian matrices. 
Then the following conditions are equivalent: 
(1) A k > B k for all positive integers k. 
(2) Let a and b be eigenvalues of A and B respectively, with correspond- 
ing eigenvectors u and v. lf b > a, then u and v are perpendicular to each 
other. 
(3) There exist a finite number of Hermitian matrices C,, C,, . . . , C,,, such 
that A > C, > C, > . . . > C,,, > B and each pair of adjacent matrices in the 
above sequence commute. 
(4) For any monotone increasing (decreasing) function f: [O, co)+R, 
f(A)>f(B) (f(A)<f(B))+ 
Proof. We need to show that (1) =+ (2) * (3) =+ (4) =+ (1). The last 
implication is obvious. 
(1) 3 (2). We may take u and o to be unit vectors. Let the other 
eigenvalues of B be b,,b,, . . .,b, with corresponding unit eigenvectors 
V2,V3 )...) V”. We expand u as a linear combination of II, I+, vs, . . . , c,: 
u = alv -I- a,v,+ . * . + ant&, 
where (Ye, (~a, . . . , a,, E C. Suppose that u is not perpendicular to v; then 
LX~ f-0. We also have 
(A ku, u) = u’A ku = a k, 
Since b > a, it is possible to choose k so large that la,l’bk > ak; hence 
(Bku,u)>(Aku,u), 
contradicting the fact that A k > B k for all .6. 
(2) + (3). We use induction on n. We arrange the eigenvalues of A and B 
in descending order: 
a, > a2 > . . . > a,, b,> b,> ... > b,. 
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Also let the corresponding eigenvectors be ui,ua,. . .,u,,; u1,02,. . .,u,,. It is 
impossible to have h, > a,, for otherwise condition (2) will imply that ui is 
perpendicular to all the ui’s, which together form a basis of C”. Let us 
examine the case of n = 2. We have two cases. 
Case 1: a, > b, > a2. Then ci is perpendicular to u2, implying that ur = -+ ur. 
Since ca and ue are perpendicular to ui and c;a respectively, we conclude that 
~a= -+ ua as well. Thus A and B can be simultaneously diagonalized, and so 
they commute. 
Cuse 2: a, > a2 b b, > b,. In this case we have A > a,I > B, where Z is the 
identity matrix. 
Hence the implication is true for n = 2. 
Let us now suppose that the implication is true for n - 1, and prove it for 
n. If b, > a2 (as in case 1 above), then oi is perpendicular to ui for all i > 2. 
Hence ui = t ci. After a unitary transformation of basis, A and B have the 
forms 
U*AU= U*BU= 
where C; and B’ are (n - 1) X (n - 1) non-negative Hermitian matrices. In 
general, let r be the integer such that hi < a,., but b, > u,.,~. Assumption (2) 
means that ci is perpendicular to y for all i > 7. In other words, t’i lies in the 
subspace generated by ui,z+,. . . ,u,. Define C, to be that matrix with the 
same eigenvectors as A but with eigenvalues a,., a,, . . . , ar (r times), a,+ 1, . . . , 
a,, instead. Now C, when restricted to the subspace generated by ui, ua, . . . , u, 
is the scalar transformation aZ,. Hence we may construct a unitary transfor- 
mation of the basis so that ui is in the new basis. In other words, we can find 
a unitary transformation U such that 
u*qu= ZJ*BU= 
0 
0, 
B’ ’ 
where C; and B’ are (n - 1) X (n - 1) non-negative Hermitian matrices. The 
eigenvalues of B’ are precisely b,, b,, . . . , b,,, and those of C; are a,, a,, . . . , a, 
(r-l times), u,+~, . . . . a,. Any eigenvector u’ of B’ (or G’ of C;) correspond- 
ing to bi, i > 2 (or aj, i > T + 1) is such that U is an eigenvector of B (or 
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is an eigenvector of A) corresponding to the same b, (or ui). Let us 
C; and B’ satisfy condition (2). 
It is impossible to have any bj (i > 2) greater than a,. Suppose that bi > ai 
(i > 2, i> I). Then 
are eigenvectors of A and B corresponding to ai and hi respectively. Hence 
from assumption (2), they are perpendicular to each other. Because U is 
unitary, u,! and u; are also perpendicular. By the induction hypothesis, there 
are Hermitian matrices C& CA,. . . , CA such that 
and adjacent matrices commute. Obviously, if we take 
they satisfy the requirement in (3). 
(3) * (4). That A and C, commute implies that they can be simulta- 
neously diagonalized by a unitary matrix U. 
U*AU=diag{a,,a, ,..., u,,}, 
U*C,U=diag{c,,c, ,..., c”}. 
Since f is monotone, f(uj) > ( d ) f(ci). It 1s easy then to see that f(A) > ( <) 
f( C,). The same argument can be carried on down the sequence of commut- 
ing matrices. n 
REMARK. 
(1) In the proof of (2) * (3), we have actually obtained a stronger result, 
namely, the number of C,‘s can be chosen to be less than n. 
(2) For n = 2, we see that a more practical condition is that either A and 
B commute or all the eigenvalues of A are greater than those of B. 
Similar results hold for Hermitian operators in a Hilber-t space H. Let A 
and B be non-negative Hermitian operators in H, with inner product (. , -). 
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Let {E, : 0 < h < cc } and {F, : 0 < h < cc } be the corresponding spectral 
decompositions of A and B. Then 
A= s ?dEA, 0 B= JmAdFA. 0 
For any continuous function f: [0, co)+R, 
THEOREM 2. The following conditions are eyuiualent: 
(I) A k > B k for all positive integers k. 
(2) E, Q Fh for all X E [0, WJ). 
(3) For any monotone increasing (decreasing) function f: [0, cc)+R, 
f(APf(B) (f(A) G f(B)). 
Proof. (3) =+ (1) is obvious. 
(1) + (2). Suppose the contrary, that is, there is a h,~ [0, co) such that 
Eho> FA,. Since the spectral operators E, and F, are projections, this means 
that there is an XE H such that x is in the range of EAo but not in the range 
of Fx,. Hence 
Exox = x, Fxox = 0. 
F is continuous from the right. Hence there is a h, >h, such that F,,x# x. 
Then 
(Bkx,x)= j-rXkdiFAx,x) 
> s “Xkd<FAx,x) A, 
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Since 1 - (( Fxlx/12#0, we can choose k so large as to give a contradiction, just 
as in the proof of Theorem 1. 
(2) =+ (3). We first show that A > B follows from (2). Let us begin with 
bounded A and B. Let 
for some positive number M. Then for any x E H, we have (using integration 
by parts) 
(Ax,x)= ~‘MXdiEh~,x; 
0 
> Mllr(12- (u”(F,*,x)dx 
= (Bx, x). 
The restriction of boundedness can then be lifted by a limit process. Let us 
turn to the proof of (3). We may assume that f(0) = 0: otherwise consider 
f-f(O) instead. Furthermore, we only deal with increasing functions. 
Suppose that the spectral decompositions of f(A) and f(B) are {&} and 
{F,}; then 
Hence f(A) and f(B) satisfies condition (2), and by what we just proved, 
f(A) 2 f(B). n 
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