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研究論文
AIと自動運転車に関する刑法上の諸問題
～ドイツ倫理規則と許された危険の法理～
Die strafrechtlichen Probleme über die Künstliche Intelligenz und das 
selbstfahrende Kraftfahrzeug:
Ethische Regeln in Deutschland und Erlaubtes Risiko
樋　笠　尭　士＊
Takashi HIKASA
＜要約＞
　本稿は、AI と自動運転に関する刑事責任を検討する。自動運転における責任の主体とし
て、運転者、販売者およびプログラマーを挙げ、各人の行為に過失犯の構成要件該当性があ
り得ることを指摘する。加えて、自動運転技術で先進的なドイツにおける自動運転と緊急避
難の議論を参照し、違法性の段階における正当化の方法論を検討する。かかる検討では、過
失犯に対する緊急避難が成立し得るとの帰結を得る。しかしながら、緊急避難における補充
性の原則が構成要件的過失の成否に解消されるような事案の場合には、緊急避難が成立しな
いことになり得る。それゆえ、違法論の緊急避難以外に、併せて、プログラマー等の自動運
転の関連者の免責を可能とする理論構成につき、示唆を与えるのは、ドイツの倫理規則であ
ることを指摘する。
　ドイツ倫理規則には、免責についての記述やプログラミングに関する具体的な要求までも
規定されている。「違法ではあるが」との倫理規則の文言を出発点とし、本稿は、違法段階
よりも前の構成要件段階における許された危険の法理に目を向ける。
　そして、許された危険の法理において特別規範が必要であることを論じる。さらに本稿は、
倫理規則を特別規範と解することで、許された危険の法理により免責（不処罰）を図るとい
う構成は可能であることを指摘しつつ、ドイツの倫理規則を参考とした我が国における自動
運転に係る指針・ガイドラインの策定を提言する。
＜キーワード＞
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1　はじめに
　本稿は、AI と関連する法領域、とりわけ自動運転に関する刑事責任を検討するものであ
る。AI を巡る技術革新は日進月歩で発展しつつあるものの、法整備は遅れている。そして、
2016 年のテスラ自動車事故、および 2018 年の Uber 自動車の致死事故以来、刑法上の答責性
の問題は増加している現状にある 1)。
　本稿の対象は、自動運転車の国際的な定義（SAEJ3016）における「レベル 3」についてで
ある 2)。とりわけ、AI との関係において自動運転に関与する人間の刑事責任について検討
する 3)。レベル 3 の自動運転では、緊急時に AI から人間に適切な応答（＝オーバーライド）
を求めることがある。これに対して、レベル 4 以上では、車内にいるのは「乗客」のみとな
り、運転者は AI（ないし遠隔操作者）となる。刑法上、まず問題となるのは、人間が「乗客」
から「運転者」に変わり得るレベル 3 の自動運転である 4)。もちろん、運転者が誰かという
点は、はじめに道路交通法、およびそれに関する条約においても問題となる。
　我が国では、2019 年 12 月に道路交通法が改正され、同法 71 条の 4 の 2 の 2 項 3 号は、「当
該運転者が、前 2 号（筆者注：当該自動車が整備不良車両に該当しないこと・当該自動運行
装置に係る使用条件を満たしていること）のいずれか該当しなくなった場合において、直ち
に、そのことを認知するとともに、当該自動運行装置以外の当該自動車の装置を確実に操作
することができる状態にあること」と規定し、運転者は、第 71 条第 5 号の 5 の規定の義務（携
帯電話禁止規定および画像注視禁止規定）を負わないとされた。もっとも、かかる「直ちに」
との文言を遵守するには、セカンドタスクとして、何を、どこまで許容するかは明確ではない。
　この点、ドイツにおいても、すでに、第 8 次道路交通法改正法により 5)、道路交通法の改
正が行われている 6)。ドイツでも、自動運転車は、「御者なき馬車（Kutsche ohne Kutscher）」
と呼ばれ 7)、刑法上の責任について激しく議論がなされている状況である。本稿では紙幅の
都合上、道路交通法・条約の検討は割愛し、国内においてレベル 3 の自動運転が可能となっ
たことを前提に、運転者および関連する者の刑事責任について、ドイツとの比較法的観点で
論じることとする 8)。
2　自動運転における責任の主体
　自動運転車により、交通事故は減少すると予想されているが、自動運転車における事故も
想定されている 9)。自動運転による事故の場合に、一方の法益が、他方の法益を侵害するこ
とによってのみ保全可能な状況（＝ジレンマ状況）において 10)、運転者・同乗者の生命、又
は歩行者等の生命を、別の歩行者の生命を侵害することによってのみ回避可能な状況が問題
となる。運転者が人間（レベル 3 のオーバーライド後等）ならばその者はもちろん、レベル
3 のオーバーライド前の自動運転やレベル 4 以上の自動運転の場合には、自分ないし同乗者、
あるいは歩行者の生命を守るため、他人の生命を侵害するように自動運転車の AI をプログラ
ミングをすることが許容されるか（販売者、さらにはプログラマーの責任）が問題となる 11)。
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　それゆえ、責任の主体としては運転者、販売者、プログラマーがあげられる 12)。まず、レ
ベル 4 以上の場合には、AI が運転を全て行うので、そもそも人間としての「運転者」は車
内に存在しないことになる 13)。車内には乗客だけが存在する。したがって、レベル 3（オーバー
ライド後の）以下の自動運転車においてのみ、車内では、運転者としての人間が過失責任を
問われ得る 14)。
2.1　運転者の責任
　オーバーライド後に、急に運転を要求された行為者には 15)、時間的・心理的にみて 16)、危
険の回避に向けた適切な対応をとることが一般的に困難であるように思われる 17)。急な割り
込み車に対応する実証実験においては、熟練ドライバーでも、リスクの認知に、1.9 秒、判
断してブレーキを踏むのに 1.25 秒、ブレーキの制動に 0.3 秒がかかるとされているので 18)、
一般的な割り込み事案の場合に、運転者が対応動作をなすには約 3.45 秒以上の時間を要する
ことになる。さらに、オーバーライドの要請前に何らかのセカンドタスクを行っていた運転
者は、①オーバーライドの要請に反応し、②かかるタスクを中止してから、リスクを認知す
ることになる。リスクの認知より前に①・②の動作が介在することにより、少なくとも約 3
秒は加算され、オーバーライド後の運転者がブレーキ制動をなすまでに最低でも計約 7 秒の
時間を要することになろうかと思われる。たとえば、時速 80 km の速度で進行する車を制動
するまでに 7 秒が経過すれば、その間に進む距離は約 150 m である。そもそも、150 m 手前
で AI がリスクを認知してオーバーライドを要請するとは思えない以上、実際にオーバーラ
イドが要請された際に、運転者が「直ちに」応じたとしても、衝突事故が避けられない場合
が存する。それゆえ、かかる行為者には結果回避可能性が認められず、注意義務違反が欠如
し、過失の実行行為が否定され得る 19)。
　もっとも、行為者に結果回避可能性が認められ、注意義務違反としての過失の実行行為が
認定される場合もある 20)。たとえば、改正道路交通法にいう「直ちに、そのことを認知する
とともに、当該自動運行装置以外の当該自動車の装置を確実に操作することができる状態」
でなかった場合がこれにあたる。しかしながら、過失の実行行為が認定されても、後述する
ように、過失犯に緊急避難が成立するならば、違法性が阻却され、犯罪は不成立となる 21)。
　したがって、ほとんどの場合に、オーバーライド後における運転者に犯罪は成立せず、背
後にいる販売者やプログラマーの責任が問われることになる 22)。
2.2　販売者およびプログラマーの責任
　まず、販売者およびプログラマーに故意犯が認められるか 23)。理論構成としては、自動車
の販売自体は犯罪行為ではないため、（器物損壊罪、傷害致死罪、殺人罪等の）中立的行為
による幇助が考えられる 24)。中立的行為に関する最高裁決定では 25)、「幇助犯が成立するた
めには、一般的可能性を超える具体的な侵害利用状況が必要であり、また、そのことを提供
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者においても認識、認容していることを要するというべきである」とされている。実際には、
販売者およびプログラマーにおいて、具体的な侵害利用状況（レベル 3 でオーバライド時に
運転者がとる不適切な行動等）の認識、さらには認容は認められないように思われる 26)。し
たがって、問題となるのはもっぱら過失責任である。
　過失犯の注意義務違反において、ジレンマ状況に陥ることを想定してプログラミングを為
すプログラマー（及び、それを認識している販売者）に結果の予見可能性すなわち、具体的
な運転状況（事故に至る経緯や被害者自体の情報など）の予見が認められるかが問題とな
る 27)。判例によれば、具体的予見可能性とは、特定の構成要件的結果及び結果発生に至る因
果経過の基本的部分の予見である 28)。因果経過の基本的部分の予見がプログラマーに存する
かが問題となる。結果に至るまでには種々の因果的推移（運転者の落ち度、機器の故障、対
向車の進行、歩行者の動作等）があり、一見すると、因果経過の基本的部分の予見を認める
ことは困難に思われる。
　もっとも、因果経過の基本部分は、「結果発生に至る因果のプロセスにおいて、複数の事
態の発生が連鎖的に積み重なっているケースでは、過失行為と結果発生だけを捉えると、そ
の因果の流れが希有な事例のように見え具体的な予見が可能であったかどうかが疑問視され
る場合でも、中間で発生した事態をある程度抽象的に捉えたときにそれぞれの連鎖が予見
し得るものであれば、全体として予見可能性があるといえる場合がある」ともいわれてお
り 29)、レベル 3 でオーバーライド後に運転者の不適切な行為が介在する場合も、レベル 4 以
降で AI が勝手な判断をするような場合も、中間で発生したジレンマ状況自体は予見可能と
いえるように思われる 30)。したがって、過失犯の構成要件は充足され得る。
　もっとも、その場合にも、違法段階において緊急避難により違法性が阻却され得る。それ
ゆえ、次項では、まず、自動運転に緊急避難が成立するか否かにつき、ジレンマ状況の議論
が深化しているドイツの緊急避難を概観する。
3　ドイツにおける自動運転と緊急避難
　ドイツには、ドイツ刑法 34 条の正当化緊急避難と 31)、同法 35 条の免責的緊急避難があ
る 32)。生命対生命の場合には、正当化緊急避難は認められない 33)。ドイツでは、生命を侵害
する場合には、行為の違法性を阻却することはできないのである 34)。回避措置により第三者
が死亡する場合や重大な傷害を受ける場合では、保全利益の著しい優越性は認められないか
らである。ドイツの支配的見解は、生命法益について比較衡量を許さないとする 35)。
　それゆえ、ジレンマ状況の場合には、同法35条の免責的緊急避難のみが問題となる。この点、
たとえば、自動運転車のプログラミングの段階では、（プログラマーにとって）なお事故の
危険は時間的に切迫していない。しかし、ドイツにおける緊急避難の「現在」には、継続的
危険（Dauergefahr）も含まれる 36)。よって、現在性の要件は充足される。しかしながら、ド
イツの免責的緊急避難の免責根拠は、心理的圧迫による責任減少と、違法減少の認識を併せ
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た二重の責任減少説（doppelte Schuldminderung）が通説であるから 37)、プログラミング段階
で心理的圧迫を受けていないプログラマーには免責的緊急避難を認める前提が欠けることに
なる。
　このように、ドイツでは、自動運転と緊急避難について種々の議論がなされている状況で
ある。もっとも、日本の緊急避難は違法性阻却事由であるとの見解が多数を占めており、ま
た、法益権衡においても生命対生命も許されるため、上述のような議論にならないと考えら
れる。しかし、現在性に関する議論など、日本と共通項となる部分はまだ多く参照価値は高
いと思われる。
　次項では、ドイツのように危難の現在性を認めたうえで、理論的に、プログラマーにおい
ても緊急避難が可能であるとの前提で、過失犯との関係を論じる。
4　自動運転における過失犯と緊急避難
　過失犯について新過失論の立場を採り、その上で構成要件的過失（客観的注意義務違反）
の前提としての客観的結果回避可能性の範囲と、緊急避難における補充性の原則（他に避け
るべき方法がないこと）を同じものと考えるならば、過失犯についての緊急避難の問題は、
構成要件的過失の成否（結果回避可能性の有無）に解消されて、とくに論じる必要がないと
の指摘がある 38)。しかし、構成要件的過失を認め、補充性の判断を「具体的な行為状況を踏
まえた行為時の判断」と解する現在の通説によれば、構成要件的過失の判断に際しては、「危
難の事態」を度外視して、構成要件該当性の判断（客観的注意義務違反＝過失の予見可能性・
結果回避可能性の判断）を行い、これが肯定された場合に、違法性判断の時点において、緊
急避難の判断を行えばよいことになる 39)。
　したがって、過失犯の客観的注意義務違反（結果回避義務違反）は、構成要件の段階での
一般人を基準とした類型的判断とされ、緊急避難における補充性は、違法性の段階での具体
的事情を踏まえた実質的判断であると解される。よって、両者の内容は必ずしも一致するも
のではない 40)。つまり、構成要件的過失が認められ、過失犯の違法性段階において緊急避難
を検討する構成は可能である。
　自動運転においては、現在の危難が存するうえに、行為者において避難の意思も認められ
る。緊急避難の補充性「やむを得ずにした行為」とは、その行為が危難を避けるための唯一
の方法であって、他の方法がなかったことと解されており 41)、ジレンマ状況において、他に
代替手段がなかった可能性は高いといえる。よって、補充性も充足され得る。そして、生じ
た害（第三者の生命への侵害）が避けようとした害（行為者の生命への侵害）を超えていな
いので、法益権衡性の要件も充足される。したがって、理論的には、過失傷害罪に緊急避難
が成立し、違法性が阻却され得るのである。
　以上、自動運転における過失犯において緊急避難が成立し得るとの帰結を得た。しかしな
がら、緊急避難における補充性の原則が構成要件的過失の成否に解消されるような事案の場
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合には、緊急避難が成立しないことになり得る。したがって、違法論の緊急避難以外に、併
せて、プログラマー等の自動運転の関連者の免責を可能とする理論構成を希求すべきである。
この点につき、示唆を与えるのは、以下で紹介するドイツの倫理規則である。
5　自動運転と倫理規則
5.1　ドイツ倫理規則
　ドイツでは、2017 年に自動運転及びコネクテッド・カーに関する倫理規則（Ethische 
Regeln für den automatisierten und vernetzten Fahrzeugverkehr.）が制定されている 42)。同規則を決
定した委員会には、法律学者、法曹、哲学者、工学系学者などが連なり、中には、ジレンマ
状況における緊急避難について多大な業績がある Eric Hilgendorf 教授も含まれている 43)。倫
理規則のうち、本稿とかかわる部分は主として第 2、3、7、8、9 である。
　第 2「人間の運転と比較して、少なくとも、リスクバランスにおいてプラスであるという
意味での、損害の減少が約束されるときにのみ、自動運転のシステムは許容される。」
　第 3「事故の回避が理想であるが、自動運転の導入において技術的に避けられない残存リ
スク（technisch unvermeidbare Restrisiken）は、リスクバランスにおいて原則的にプラスが存
在する場合、妨げとはならない。」
　第 7「すべての技術的な予防措置でも、避けられないことが明らかである危険な状況にお
いて、人命の保護は、法益衡量において最も優先される。それゆえ、それによって人的損害
を避けられ得る限りで、技術的に実現可能な範囲内で動物の損害あるいは物の損害を甘受す
るようにプログラミングされるべきである。」
　第 8「生命対生命のような真のジレンマにおける決定（Echte dilemmatische Entscheidung）は、
関係者の『予測できない（unberechenbar）』行動様式を含んだ具体的な実際の状況に左右され
る。それゆえ、かかる決定は、一義的に規範化できず、また、倫理的に疑う余地のないよう
プログラムすることもできない。技術システムは、事故を避けるために設計されなければな
らない。しかし、道徳的に判断する能力を有する答責的な運転者の決定を置き換えたり、あ
るいは、それを先取りし得るような、複雑あるいは直感的な事故の評価に向けた規範化はで
きないのである。人間の運転者が、一人あるいはそれ以上の人間を救うために緊急状況下
で一人の人間を殺してしまった場合、たしかに、その運転者は違法に行為したものであろ
う。しかしながら、必ずしも責任ある行為とはいえないのである。回顧的に、特別な事情も
含めてなされるこのような法的な判断は、容易には、抽象的、一般的な事前判断（Ex-Ante-
Beurteilungen）に置き換えられ得ず、それゆえ、ふさわしいプログラミングにも置き換えるこ
とができないのである。したがって、望ましいのは、独立の公的機関（例えば、自動輸送シ
ステムに関わる事故調査連邦事務局、あるいは自動運転およびコネクテッド・トランスポー
ト保全連邦庁）により、体系的に諸経験を整理することである。」
　第 9「回避することができない事故状況において、個人的な特徴（年齢、性別、身体ある
AIと自動運転車に関する刑法上の諸問題　樋笠尭士 27
いは精神上の素質）によるあらゆる格付け（Qualifi zierung）は厳格に禁止される。被害者同
士を相殺（Aufrechnung）することも禁止である。人的被害数を減少させる一般的なプログラ
ミングは支持されうる。乗り物のリスクの発生に関与する者は、関与しない者たちを犠牲に
してはならない。」
5.2　検討
　上述の倫理規則第 7・8・9 によれば、人命の保護を最上位としたプログラミングは許容され、
そのためには物損や動物侵害も甘受されることになる。また、運転者の判断を先取りするこ
とは許されず、事後的な法的判断が待たれるために、事前判断のプログラミングをしてはな
らないとされる。許されるのは、専ら人的被害数を減少させる一般的なプログラミングだけ
である。したがって、たとえば、乳児と高齢者の二者択一のような倫理的問題について事前
にプログラミングすることは許されない。AI のディープラーニングにより、AI 自身が成
長し、人命の中で各人に優劣をつけることがないよう、プログラマーは注意する必要がある。
この点、人を抽象化してプログラミングをする必要があろう。
　もっとも、AI が人を抽象的に二者択一と認識しても、優劣がつかないことにより結論が
出ずにエラーが生じることも考えられ得る。実際には車の制動距離等により有意な差が存す
ると思われるが、かかる状況こそが AI にとって真のジレンマであると言い得る。倫理規則
に配慮しつつも、このような場合に備えることがプログラマーの目下の責務であろう。
　このように、ドイツの倫理規則により、ドイツにおけるプログラマーには指針が与えられ、
プログラミングの方向性が明確化されているが、我が国ではドイツの倫理規則に対応する（と
りわけ、プログラミングに関する）指針がなく、我が国では、将来的に、責任が問われるよ
うなプログラミングを行う者も存在し得る。したがって、自動運転産業を萎縮させないため
にも、かりにプログラマーの責任が問われる事態に陥った場合に備えて、上述の緊急避難以
外に、プログラマーに対する犯罪成立を回避する方法論を模索すべきである。
　倫理規則のように、「違法に行為」したが、「責任がない」とする文言に鑑みれば、違法性
段階の緊急避難だけでなく、責任段階において責任を阻却する立場もあり得る。
　たとえば、違法段階では、義務の衝突 44)、責任段階では、超法規的免責緊急避難 45)、期待
可能性 46)、など種々の見解があるが、いずれも我が国において判例法理として確立されては
いない。したがって、本稿では、違法・責任段階よりも前である構成要件段階における許さ
れた危険の法理に目を向けることとする 47)。
6　許された危険の法理
　許された危険とは、社会的に有益な目標を達成するために必要な危険行為の遂行も社会生
活上必要な注意を払ってなされるかぎりで許されるという原則である 48)。その際に、生命の
量的評価も一定程度許されるとする見解もある 49)。①自動運転自動車が事故の発生率を下げ
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る点、さらには、②事故が発生した際にも損害を最小限にとどめることができる点には、自
動運転自動車の高い社会的効用が認められるように思われるからである 50)。
　ドイツでは、学説上、許された危険として構成要件該当性が阻却されるとの見解と 51)、違
法性阻却とする見解が存する 52)。とりわけ、許された危険（Erlaubtes Risiko）は 53)、正当化
のみならず、構成要件該当性阻却を可能とする機能を有し 54)、かかる概念を、社会的相当性
により基礎づける見解が多く見られる 55)。Freund も、許された危険を「部分的には行為の構
成要件該当性だが、部分的には優越的利益という一般的正当化原理を見て取れる重要な全て
の種々の現象についての総称」であるとする 56)。体系的地位については種々の見解が見られ
るものの、許された危険の法理は、ほとんど満場一致的に、不法を制限する「中心的な根本
原理」として理解されている 57)。判例においても、たとえば、BGH Urteil vom 25.1.1955 では、
「生活上重要な意義を有し行為の実行の際に、『許された危険』の観点の下、偶然に危険をも
たらした行為は法適合的である」とされ、許された危険の法理が認められている 58)。
　学説も判例も、特別規範を遵守した場合に許された危険として行為者を不処罰にする点で
は共通している。特別規範（Sondernorm）とは、道路交通法や建築基準法のような実定法の
形態を採っている場合には、国家があらかじめ範型となる一定の事例類型を想定したうえで、
そこにおける危険と有用性の衡量の帰結を示したものと理解できる 59)。特別規範には、医術
上の準則やガイドラインも含まれる 60)。すなわち、一定の合理性を有する、承認されたルー
ルの体系も特別規範に含まれるのである 61)。たとえば、ドイツの道路交通法3条1項1文は、「車
両運転者は、その車両を継続的に制御する程度に高速で走行してもよい」規定する。同所では、
許された危険の法理が特別規範である道路交通法により認められていると解されている 62)。
　このように、ドイツ（及び我が国）では、規範を行為者が遵守する限りで、危険の創出に
ついて構成要件該当性が欠如し、そして、かかる規範には、（刑法以外の）種々の社会規範
も含まれると考えられている 63)。以上の理解をもとに、次項では特別規範と倫理規則の関係
を論じる。
7　考察
　ドイツの倫理規則の第 2 では、「人間の運転と比較して、少なくとも、リスクバランスに
おいてプラスであるという意味での、損害の減少が約束されるときにのみ、自動運転のシス
テムは許容される。」と規定され、同規則の第 3 では、「事故の回避が理想であるが、自動運
転の導入において技術的に避けられない残存リスクは、リスクバランスにおいて原則的にプ
ラスが存在する場合、妨げとはならない。」とされている。
　したがって、かかる倫理規則の文言からは、可能な限り自動運転のリスクを低減し、かつ
自動運転の便益が認められれば、市場投入が許されることになる 64)。
　このような理解は、許された危険の法理における特別規範に合致し得る。倫理規則を許さ
れた危険における特別規範であると解し、かかる倫理規則を遵守し、市場に自動運転車を投
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入することから、自動運転車の投入は、許された危険として刑法上、可罰的違法性が存しな
いこととなる 65)。それゆえ、構成要件該当性がなく、違法論（緊急避難）に進まずに構成要
件段階で犯罪不成立となろう 66)。
　つまり、倫理規則を特別規範と解することで、許された危険により免責（不処罰）を図る
という構成は可能である。
　これまでの考察により、プログラマーの責任の過大化ないし、当該業界の萎縮を防ぐため
には、ジレンマ状況を緊急避難論のみで論じるだけでは不十分であることが看取された。緊
急避難を違法性阻却と解する日本においては、まずは、許された危険の法理による構成要件
段階での解決に議論の比重を傾けるべきであろう。それゆえ、ドイツのような倫理規則の策
定が急務となる。なぜなら、かかる規則により、許された危険の法理が基礎づけられるから
である。
　この点、国交省による「自動運転車の安全技術ガイドライン（平成 30 年 9 月）」は、自動
運転車が満たすべき車両安全の定義を、「許容不可能なリスクがないこと」とし、「自動運転
車の運行設計領域（ODD）において、自動運転システムが引き起こす人身事故であって合理
的に予見される防止可能な事故が生じないこと」としている。かかる定義は、販売者・プロ
グラマーにおいて抽象的かつ高い安全性を要求するように思われ、また、同ガイドラインに
は責任に関する文言やジレンマ状況の事前判断プログラミングについての記述はなく、その
観点では、現場のプログラマーに指針を与えているようには思われない。
　それゆえ、我が国においても、ドイツの倫理規則を参考としつつ、自動運転に係る指針・
ガイドラインを策定することが求められるのではないだろうか。
8　おわりに
　本稿は、AI と自動運転に関する刑事責任を検討した。自動運転における責任の主体とし
て、運転者、販売者およびプログラマーを挙げ、各人の行為に過失犯の構成要件該当性があ
り得ることを指摘した。加えて、自動運転技術で先進的なドイツにおける自動運転と緊急避
難の議論を参照し、違法性の段階における正当化の方法論を検討した。かかる検討では、過
失犯に対する緊急避難が成立し得るとの帰結を得た。しかしながら、緊急避難における補充
性の原則が構成要件的過失の成否に解消されるような事案の場合には、緊急避難が成立しな
いことになり得る。それゆえ、違法論の緊急避難以外に、併せて、プログラマー等の自動運
転の関連者の免責を可能とする理論構成につき、示唆を与えるのは、ドイツの倫理規則であ
ることを指摘した。
　ドイツ倫理規則には、免責についての記述やプログラミングに関する具体的な要求までも
規定されている。上記の倫理規則中の「違法ではあるが」の文言を出発点として、本稿では、
違法段階よりも前の構成要件段階における許された危険の法理に着目した。そして、許され
た危険の法理において特別規範が必要であることを論じた。そして、倫理規則を特別規範と
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解することで、許された危険の法理により免責（不処罰）を図るという構成は可能であるこ
とを指摘し、本稿は、ドイツの倫理規則を参考とした我が国における自動運転に係る指針・
ガイドライン策定を提言した。
　さらには、我が国の道路交通法の「直ちに」との文言の解釈を待ち、改めて同法の注意義
務との関係、および国交省が今後提示するガイドライン等を注視しつつ、刑法上の責任につ
いて時宜にかなった議論をする必要があろうと思われる。
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