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Depuis le 14 avril 2003, date historique marquant la parution du séquençage du premier génome humain,
d’immenses progrès technologiques ont été faits en matière de séquençage de l’ADN : un génome humain
complet peut aujourd’hui être séquencé en une semaine pour un coût raisonnable. En parallèle, et souvent en
s’appuyant sur les technologies de séquençage, de nombreuses autres techniques de biologie moléculaire
ont également été développées pour des applications à très haut débit. Pour citer quelques exemples, le
RNA-seq, le ChIP-seq, ainsi que des méthodes d’exploration des interactions entre protéines génèrent une
quantité massive de données dites “omiques” (données génomiques et post-génomiques produites à haut
débit).
L’analyse de ces données omiques promet de nombreuses découvertes en génétique et en médecine,
mais nécessite de créer et d’adapter continuellement de nouvelles méthodes bioinformatiques afin d’être
capable de stocker, d’intégrer et de comprendre cet immense afflux d’information (1, 2).
En particulier, une étape qui me semble primordiale et sur laquelle j’ai mis l’accent tout au long de ma
thèse est le contrôle de la qualité des données. En effet, les données omiques sont parfois très incomplètes, et
contiennent de nombreux biais et erreurs systématiques qu’il est facile de confondre avec de l’information
biologiquement intéressante (3). Ces remarques s’appliquent à tous types de données, mais je me suis
concentrée sur des données d’interaction protéine-protéine chez S. cerevisiae d’une part, et d’autre part sur
des données de séquençage next-generation (NGS) de patientes atteintes d’un cancer séreux de l’ovaire.
Incomplétude de l’interactome de S. cerevisiae
Les interactions entre protéines régissent la plupart des mécanismes cellulaires, et les réseaux d’interac-
tions protéine-protéine sont donc essentiels à l’étude des processus cellulaires. Par conséquence, plusieurs
projets de cartographie à haut débit des interactomes ont été entrepris, et les interactions protéine-protéine
sont rassemblées dans les bases de données par curation de la littérature. Cependant, les données d’inter-
actions protéine-protéine sont encore loin d’être complètes, même chez l’organisme modèle S. cerevisiae.
Estimer la taille de l’interactome est important pour évaluer la complétude des jeux de données, et pour
mesurer les efforts qu’il reste à fournir.
Nous avons examiné l’interactome de la levure d’un point de vue original, en prenant en compte le degré
d’étude des protéines par la communauté scientifique. Nous avons découvert que l’ensemble des interactions
protéine-protéine de la littérature est qualitativement différent quand il est restreint aux protéines qui ont
reçu une attention particulière de la communauté scientifique. En particulier, ces interactions s’appuient
moins souvent sur la méthode double hybride, et plus souvent sur des expériences plus complexes, comme
des analyses de l’activité biochimique. Notre analyse montre que les interactomes obtenus à haut débit
et par curation de la littérature sont plus corrélés que ce qui est communément supposé, mais que cette
corrélation s’estompe en se concentrant sur les protéines très étudiées. Nous proposons une méthode simple
et fiable pour estimer la taille d’un interactome, en combinant les données concernant les protéines très
étudiées par la communauté scientifique et les données haut débit. Notre méthode conduit à une estimation
d’au moins 37 600 interactions physiques directes chez S. cerevisiae. Cette estimation est plus élevée et
plus fiable que les estimations précédentes, car elle prend en compte les interactions difficiles à détecter
avec les expériences communément utilisées. Cela montre que nous sommes encore plus loin de compléter
l’interactome de la levure que ce à quoi on s’attendait.
4Importance des variants germinaux dans le développement du cancer séreux de
l’ovaire
The Cancer Genome Atlas (TCGA) (4) est un consortium international ayant pour but de caractéri-
ser les différentes tumeurs et de cartographier leurs modifications aux niveaux génomique, épigénétique et
transcriptomique. Entre autres, ce consortium a récemment publié le séquençage de l’exome de 520 adéno-
carcinomes séreux ovariens et des tissus sains correspondants (5). Des mutations somatiques (i.e. présentes
dans la tumeur et absentes du tissu sain) ont été identifiées comme potentiellement importantes dans la can-
cerogénèse, mais les SNVs germinaux (ou constitutionnels) n’ont pas été analysées (David Wheeler, Baylor
College of Medicine, communication personnelle). Nous avons donc décidé d’étudier les exomes des tissus
sains de ces patientes dans le but d’identifier des prédispositions génétiques jouant un rôle important dans
le cancer. Ce travail a d’abord nécessité d’aligner et de génotyper les short-reads produits par TCGA, puis
de prioritariser les variants obtenus afin d’identifier ceux impliqués dans le développement du cancer.
Appeler des génotypes fiables à partir des données NGS
La caractérisation d’un exome passe par plusieurs étapes expérimentales : la construction de librairies
génomiques, la capture des parties supposées codantes, et enfin le séquençage à proprement parler, produi-
sant des millions de short-reads. Ces short-reads doivent ensuite être alignés sur le génome de référence,
afin d’identifier les variations entre le génome étudié et la référence (appel des génotypes). Pour ce faire,
nous avons utilisé l’aligneur MAGIC (6) et développé une méthode d’appel de génotypes.
L’appel de génotypes consiste à classifier les loci du génome étudié en homozygotes références, hété-
rozygotes ou homozygotes variants, en se basant sur la proportion de reads variants s’alignant sur le locus.
Ces proportions devraient théoriquement valoir 0 (homozygote référence), 0.5 (hétérozygote) ou 1 (homo-
zygote variant), mais la présence de biais d’échantillonage et d’erreurs de séquençage ou d’alignement les
fait dévier et peut rendre difficile la différenciation entre les vrais variants et les erreurs. Les méthodes pour
répondre à ce problème sont souvent classées en deux catégories : les méthodes heuristiques, qui utilisent
des seuils fixés, et les méthodes statistiques qui font l’hypothèse que la proportion de reads variants suit une
loi binomiale (7).
Pour les données TCGA, nous montrons que les positions présentant entre 20 et 40% de read variants
ne peuvent pas être appelés en se basant uniquement sur la proportion de reads variants. Pour palier à ce
problème, nous avons donc développé une extension simple de la méthode des seuils, basée sur l’utilisation
de zones tampons. De plus, notre méthode permet de filtrer les erreurs systématiques en analysant les reads
alignés sur les deux brins. La comparaison des nombreux réplicats techniques produits par le consortium
TCGA montre l’efficacité de cette méthode, avec une diminution importante du taux de faux positifs. Nous
obtenons ainsi une liste de SNVs germinaux fiables pour les 520 patientes atteintes de cancer de l’ovaire.
Prédisposition au cancer de l’ovaire : prioritariser les SNVs candidats
Le principal défi de l’analyse de données NGS est d’identifier, parmi l’ensemble des variants germi-
naux d’une patiente, ceux susceptibles d’avoir un impact sur le développement de la maladie (variants “de
susceptibilité”).
Il est probable qu’une majorité des variants de susceptibilité aient un impact sur les protéines, voir les
rendent non fonctionnelles, et nous avons choisi de nous concentrer sur ceux-ci. Nous avons donc estimé
l’impact des SNVs sur les gènes connus, en nous basant sur les transcrits de la base de données Aceview
(6). Ainsi, nous avons filtré les mutations synonymes et les mutations non codantes (à l’exception des pieds
d’introns). Quant aux mutations faux sens, certaines peuvent complètement modifier la conformation de
5la protéine, ou dénaturer les sites de liaisons, empêchant ainsi la protéine d’accomplir son rôle, alors que
d’autres peuvent être sans grande conséquence. Pour discriminer ces mutations, nous avons utilisé les logi-
ciels SIFT (8) et Polyphen-2 (9), qui prédisent l’impact d’une mutation en se basant sur la conservation des
protéines ou les caractéristiques biochimiques des acides aminées. De surcroît, nous avons gardé unique-
ment les variants affectant les protéines exprimées dans l’ovaire.
Dans un deuxième temps, afin d’identifier les variants significativement associés au cancer de l’ovaire,
nous avons comparé les SNVs avec deux cohortes contrôles : les données du 1000 Genomes Project et de
ESP6500. Nous trouvons en moyenne de 44 SNVs par patiente, répartis sur 334 gènes dans l’ensemble de
la population : ces gènes jouent probablement un rôle dans la cancerogénèse (gènes “candidats”). Parmi ces
derniers, 42 ont été reportés comme impliqués de près ou de loin dans la cancerogénèse. Le rôle de certains
de nos gènes candidats dans le cancer est bien établi, mais pour d’autres, des études fonctionnelles sont
nécessaires afin de confirmer leur implication dans le développement de la maladie. Un intérêt particulier
doit être porté à la protéine MAP3K8, dont le rôle de suppresseur de tumeur a été très récemment proposé
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Chapitre 1
Introduction
1.1 Du séquençage du génome à la compréhension du vivant
Au début du XXIième siècle, la publication de la séquence du premier génome humain (appelé génome
humain de référence, HRG) promet d’impressionnantes découvertes en génétique humaine et de grandes
avancées dans notre compréhension des mécanismes biologiques et cellulaires. Dix ans plus tard, le déchif-
frage de cette séquence a permis, entre autres, l’identification et l’annotation de nouveaux gènes. Cependant,
ces résultats sont très loin d’expliquer le fonctionnement du vivant : un phénotype, ou un comportement
cellulaire, n’est pas le simple résultat de l’expression d’un gène, mais des interactions complexes entre
génétique, épigénétique et environnement. Comprendre le fonctionnement de la Vie implique donc l’identi-
fication et la description de l’ensemble de ses composants et de leurs interactions. Ainsi, le génome humain
de référence a servi de base à de nombreuses études de génomique (étude de l’ADN), transcriptomique
(étude de l’expression des gènes), métabolomique (étude des petites molécules présentes dans les cellules)
et protéomique (étude des protéines)(10). Si ces études ont permis de répondre à certaines questions, elles
ont surtout montré que les concepts de gène et de régulation de la transcription sont bien plus complexes
que ce qu’on imaginait.
1.2 Les défis de l’ère post-génomique
Au cours des 10 dernières années, des progrès spectaculaires ont été faits en matière de séquençage de
l’ADN, avec l’apparition des technologies NGS (next-generation sequencing) (11). Alors que le séquençage
du premier génome humain a nécessité 10 ans de travail, nous sommes aujourd’hui capable de séquencer
un génome complet en 1 semaine, pour un prix raisonnable (autour de 5000 dollars, Figure 1.1).
En parallèle, et souvent grâce à ces technologies NGS, des domaines aussi variés que l’épigénétique,
la protéomique, la transcriptomique et l’interactomique ont également connu un essor énorme, avec le
développement de méthodes haut débit permettant d’interroger ces différents aspects de la cellule. La baisse
du coût de production, la diversification des méthodes haut débit et l’amélioration du rendement entraînent
la génération d’une quantité massive de données dites ’omiques’.
Ce déluge de données promet des avancées importantes dans notre connaissance des mécanismes molé-
culaires et cellulaires, mais pose des défis considérables à la communauté bioinformatique. Cela nécessite
d’une part, d’avoir une vue d’ensemble des technologies existantes, de leurs mécanismes et de leurs li-
mitations, et d’autre part, de créer et d’adapter continuellement de nouvelles méthodes bioinformatiques
11




















































 Coût par génome 
FIG. 1.1 – Évolution du coût de séquençage d’un génome. Le coût représenté ne prend pas
en compte les aspects bioinformatiques et les analyses en aval. Adapté de (K. A. Wetterstrand,
http ://www.genome.gov/sequencingcosts/)
afin d’être capable de stocker, analyser, intégrer, visualiser et comprendre cet immense afflux de données
(1, 12, 2).
1.3 Diversité des données expérimentales
Au cours de ma thèse, je me suis principalement intéressée aux données de séquençage de l’ADN et
aux données d’interaction protéine-protéine. Cette section décrit brièvement les technologies utilisées pour
générer ces données, et donne un aperçu des autres techniques disponibles.
1.3.1 Le séquençage nouvelle génération
Il existe plusieurs plateformes de séquençage dites ’next-generation’, produisant en parallèle des mil-
lions de courtes séquences d’ADN appelées ’short-reads’. Les plus utilisées actuellement sont les tech-
nologies Ion Torrent, SOLiD, Illumina, Roche 454 et Complete Genomics. Dans un premier temps, ces
technologies nécessitent la préparation de templates : l’ADN génomique est fragmenté par des enzymes de
restriction ou par sonication, puis les fragments sont liés à une séquence connue (adaptateur). L’adaptateur
vient ensuite se fixer à une amorce universelle, permettant ainsi d’immobiliser les templates (11). Complete
Genomics utilise un procédé différent : des enzymes de restriction sont utilisés pour créer une molécule
d’ADN circulaire contenant 4 adaptateurs, séparés par des séquences inconnues de 13 et 26 paires de bases
(13). Les technologies n’étant pas conçues pour séquencer des molécules uniques, ces templates doivent
ensuite être amplifiés (par émulsion PCR pour les technologies Roche et SOLiD, par amplification en phase
solide pour Illumina, par réplication circulaire pour Complete Genomics).
Les méthodes de séquençage et d’imagerie appliquées par la suite diffèrent selon les technologies. Illu-
mina utilise des nucléotides terminaux 3’ réversibles, marqués avec des fluorophores, qu’une ADN polymé-
rase incorpore au template. Les nucléotides non fixés sont lavés, et les bases sont identifiées par imagerie.
Le fluorophore est ensuite séparé et lavé, et le cycle recommence pour l’identification du nucléotide suivant.
Les fragments d’ADN des templates illumina sont relativement longs (200-500 paires de bases (bp)). Les
1.3. DIVERSITÉ DES DONNÉES EXPÉRIMENTALES 13
75 bp du début du fragment vont d’abord être séquencés, suivi des 75 bp de la fin du fragment, générant des
’paired-end’ reads. Ceux-ci facilitent l’alignement, et la détection de réarrangements structurels.
La première étape du séquençage par ligation utilisé par SOLiD consiste à construire des sondes consti-
tuées de bases dégénérées et de deux bases ’interrogatrices’, et étiquetées par fluorescence. Ces sondes
s’hybrident par complémentarité sur le brin à séquencer et sont jointes à l’amorce par ligation. Les sondes
non liées sont lavées, et les bases interrogées sont identifiées par imagerie. Une partie de la sonde contenant
le fluorophore est ensuite coupée, mais 3 bases dégénérées restent en place. Lors du prochain cycle de liga-
tion, une sonde vient se lier à ces bases dégénérées : un ensemble de cycles séquence donc deux bases toutes
les 5 bases. Pour séquencer les bases manquantes, ce processus est répété 5 fois, avec une amorce décalée
d’une base à chaque fois. La particularité de SOLiD est l’utilisation du ’color-space’ : les 16 dinucléotides
des sondes sont encodés par 4 couleurs, et chaque base est donc interrogée deux fois. C’est cette redondance
qui permet de reconstituer la séquence originale.
Lors du procédé utilisé par Complete Genomics, des nano-billes d’ADN sont attachées à des puces
avant d’être séquencées, également par ligation. Contrairement à la méthode de SOLiD, les sondes ne
contiennent ici qu’une seule base interrogatrice. De plus, après chaque imagerie, la sonde complète est
enlevée et remplacée par une sonde contenant une base interrogatrice située un nucléotide plus loin, qui
permet de lire la base suivante.
La méthode du pyroséquençage (Roche/454) repose sur la détection de la libération d’un pyrophosphate
lors de l’ajout d’un nucléotide. Les quatre désoxynucléotides triphosphates (dNTP) sont ajoutés chacun à
leur tour. Si le dNTP ajouté est complémentaire du brin à séquencer, il est incorporé par l’ADN polymérase,
ce qui provoque la libération d’un pyrophosphate. S’ensuit une série de réactions enzymatiques convertis-
sant cette libération en lumière, qui sert à détecter de l’ajout du nucléotide.
1.3.2 Séquencer un exome
Pour de nombreuses applications, le séquençage de génomes complets reste trop cher, et bien souvent,
les études se restreignent aux parties supposées codantes du génome, les exons, diminuant ainsi grandement
le coût de production et d’analyse des données. En effet, les 180000 exons représentent seulement 1% des
3 gigabases (3 milliards de bases) du génome humain. Le procédé de séquençage d’exome est le même que
pour séquencer un génome complet, mais l’étape de séquençage est précédée d’une étape d’enrichissement,
dans laquelle les exons sont capturés par hybridation à des sondes. Il est à noter que cette technique ne
permet de séquencer que les gènes connus, ciblés par les sondes.
1.3.3 Interactions protéine-protéine
Les interactions protéine-protéine peuvent être de différentes natures. On distingue les interactions phy-
siques binaires, possiblement transitoires, permettant par exemple la transmission d’un message dans une
voie de signalisation, des interactions au sein d’un complexe ou encore des interactions génétiques. Plu-
sieurs méthodes expérimentales ont été conçues pour détecter ces différents types d’interactions.
Les interactions génétiques, ou phénomènes épistatiques, décrivent la modification des effets d’un gène
par un ou plusieurs autres gènes. Ces interactions peuvent être de natures différentes. À titre d’exemple, on
peut citer les études de léthalité synthétique, qui testent si la combinaison de plusieurs gènes mutés conduit
à la mort cellulaire, alors que ces mêmes mutations prises indépendemment conduisent à un phénotype
viable.
Par ailleurs, il existe principalement 3 méthodes de détection d’interactions protéine-protéine physiques
utilisées à haut débit (Figure 1.2). TAP-MS (Tandem Affinity Purification-Mass Spectrometry) est une mé-
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thode permettant d’identifier les composants d’un complexe. Il s’agit donc d’interactions stables, pouvant
être indirectes. Elle implique la construction d’une séquence exprimant une protéine de fusion formée de
la protéine d’intérêt (appât) et d’une étiquette (tag). Cette séquence est intégrée dans une cellule hôte, où
la protéine, si elle est exprimée, peut alors interagir avec d’autres protéines (proies). L’appât est récupéré
par colonne d’affinité, entraînant avec lui les éventuelles protéines du complexe. Finalement, le complexe
est purifié grâce à une deuxième colonne d’affinité et ses composants sont identifiés par spectrométrie de
masse.
Y2H (Yeast Two Hybrid) et PCA (Protein Complementation Assay) sont utilisées pour cribler un en-
semble de paires de protéines (Figure 1.2), afin de déterminer celles qui interagissent physiquement, l’in-
teraction pouvant être transitoire. La méthode du double hybride (14) repose sur une propriété de certains
facteurs de transcription. En effet, ces derniers sont composés de deux domaines principaux : le domaine de
liaison, qui se lie sur la molécule d’ADN en amont du gène régulé, et le domaine d’activation, qui active la
transcription du gène. La transcription est activée si le domaine d’activation est à proximité du gène régulé,
sans qu’il soit nécessaire que les deux domaines soient en contact direct. Ainsi, dans la méthode double
hybride, les protéines étudiées sont attachées l’une au domaine de liaison (l’appât), l’autre au domaine
d’activation (la proie). Les deux plasmides sont introduits simultanément dans l’organisme hôte (la levure,
quand cette méthode est appliquée à haut débit). Si les deux protéines interagissent, le domaine d’activation
est porté à proximité du gène rapporteur, et active sa transcription. Une interaction entre les deux protéines
induit donc un phénotype différent et permet la sélection.
Lors d’une expérience PCA (15, 16), les deux protéines d’intérêt sont fusionnées à deux fragments
complémentaires d’une protéine rapporteuse. Si les deux protéines interagissent, les deux fragments de
la protéine rapporteuse sont alors à proximité, ce qui restaure l’activité rapporteuse. La méthode PCA
a été appliquée avec différents types d’activité rapporteuse, notamment la fluorescence (luciférase) et la
sélection par croissance cellulaire. L’avantage principal de cette méthode est la détection d’interactions
dans le compartiment cellulaire natif.
1.3.4 Épigénétique et transcriptomique
De nombreuses techniques utilisent le séquençage NGS pour interroger d’autres aspects des cellules
(12). Par exemple, l’expression des gènes et l’épissage alternatif peuvent être étudiés par RNA-seq, une
méthode permettant de séquencer les ARNm après les avoir isolés et convertis en ADNc. La technique
ChIP-seq permet d’identifier les sites de liaison ADN-protéine, en séquençant les portions d’ADN obtenues
par immunoprécipitation de chromatine. En utilisant un procédé similaire, l’immunoprécipitation d’ADN
méthylé suivi de séquençage (MeDIP-seq) identifie les parties méthylées du génome. Les techniques de
DNase-seq (17) et FAIRE-seq permettent de séquencer les régions hypersensibles à la DNase 1, c’est-à-
dire des régions d’ADN décondensé (principalement des régions régulatrices). Par ailleurs, les variations
du nombre de copies d’un gène (CNV, copy number variation) peuvent être détectées par puce d’hybri-
dation génomique comparative (CGH array). Cette technique est typiquement utilisée pour identifier les
CNVs dans les tumeurs : l’ADN tumoral et l’ADN normal sont marqués différemment, puis l’hybridation
préférentielle d’un ADN à une sonde est détectée par fluorescence. Des techniques pour identifier les CNVs
à partir de données NGS ont également été proposées (18).

















































































































FIG. 1.2 –Détection d’interaction protéine-protéine. Schémas simplifiés de 3 méthodes de détection d’in-
teractions protéine-protéine : la méthode double hybride (d’après Anna K., wikipédia (2007)), la méthode
TAP-MS et la méthode PCA.
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1.4 Importance de la bioinformatique
La bioinformatique est une thématique de recherche interdisciplinaire, qui combine les outils informa-
tiques et mathématiques dans le but d’extraire de l’information des données biologiques. Cette filière a été
énormément stimulée par l’émergence des technologies haut débit, qui font de la bioinformatique un pas-
sage obligé dans le traitement des données : seul un ordinateur offre la possibilité d’analyser des données à
l’échelle du protéome ou du génome. Ses champs d’application sont très variés et je me suis principalement
intéressée au séquençage de l’ADN et à l’interactomique. Cette section présente ces deux sous-disciplines
et décrit brièvement d’autres aspects importants de la bioinformatique.
1.4.1 Séquencer l’ADN : le travail in silico
Avant d’être séquencé, l’ADN est fragmenté, puis les fragments sont amplifiés et séquencés en paral-
lèle, produisant des millions de ’short-reads’. Ceux-ci doivent ensuite être ré-assemblés afin de reconstruire
la séquence originale. Dans le cas où il n’existe pas de génome connu pour l’espèce étudiée, on parle d’as-
semblage de novo. Si un génome de référence existe, les short-reads peuvent être alignés sur ce génome.
Le problème vient alors des différences entre le génome étudié et la référence (présence d’indels, de SNVs
(Single Nucleotide Variation) et de réarrangements), de séquences répétées difficiles à identifier et de la
taille des données (temps de calcul et coût en mémoire des algorithmes). La plupart des algorithmes d’ali-
gnement indexent le génome de référence ou les short-reads par des k-mers (19, 20, 21, 22, 23) et cherchent
les correspondances exactes de ces k-mers. Ces algorithmes diffèrent entre autres par la façon d’indexer et
de localiser les k-mers (table de hachages, transformée de Burrow-wheeler (23, 22, 21), Gk-array (22)), et
par la taille des k-mers utilisés, paramètre important pour la spécificité et la sensibilité du mapping (24).
Une fois l’alignement réalisé, il faut génotyper le génome étudié, c’est-à-dire établir ses différences avec le
génome de référence (Figure 1.3). Dans le cas d’un génome diploïde, l’appel de génotypes consiste donc à
classifier les loci du génome étudié en homozygotes références, hétérozygotes ou homozygotes variants, en
se basant sur la proportion de reads variants s’alignant sur le locus. Ces proportions devraient théoriquement
valoir 0 (homozygote référence), 0.5 (hétérozygote) ou 1 (homozygote variant), mais la présence d’erreurs
de séquençage, d’échantillonnage (pour les hétérozygotes) ou d’alignement les fait dévier et peut rendre
difficile la différenciation entre les vrais variants et les erreurs. Les méthodes pour répondre à ce problème
sont souvent classées en deux catégories : les méthodes heuristiques, qui utilisent des seuils fixés, et les
méthodes statistiques qui font l’hypothèse que la proportion de reads variants suit une loi binomiale (7).
L’application de ces méthodes produit une liste de variants, caractérisant le génome séquencé.
1.4.2 Interactomique
Principaux acteurs de la cellule, les protéines interviennent dans tous les mécanismes cellulaires, à
de nombreux niveaux : elles peuvent avoir un rôle structurel, catalytique, régulateur, messager, etc. Pour
accomplir leur rôle, elles interagissent de façons très diverses, faisant ainsi fonctionner la machinerie cel-
lulaire. Par exemple, d’une part, la formation de complexes leur permet d’accomplir des tâches qu’une
protéine seule ne pourrait pas réaliser et d’autre part, des interactions plus transitoires sont essentielles dans
les voies de transduction du signal. L’interactomique a pour but l’étude de ces mécanismes d’un point de
vue global : les interactions entre les différentes protéines du système étudié sont collectées et représen-
tées sous la forme d’un graphe, appelé interactome (voir (27) pour une revue intéressante). Cela permet
entre autres d’étudier la structure globale de ces réseaux (études topologiques (28), comparaisons entre dif-
férentes espèces (29)), de prédire les fonctions de gènes (30, 16, 31) ou encore, à plus petite échelle, de
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FIG. 1.3 – Les différentes étapes du séquençage. L’ADN est d’abord extrait, puis fragmenté. Les frag-
ments sont liés à des adaptateurs et amplifiés, puis isolés et amplifiés une seconde fois avant d’être séquen-
cés. (Le schéma émulsion PCR est adapté de (25)). Le séquençage produit des short-reads, représentés sur
le schéma au format fastq (contenant les séquences ainsi que des codes qualité pour chaque base). Les short-
reads sont alignés sur le génome de référence (figure réalisée avec IGV (26)) et les variants sont caractérisés,
afin d’obtenir une liste de mutations pour chaque individu. Les gènes variants sont ensuite généralement
identifiés et prioritarisés.
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visualiser l’ensemble des interactions intervenant dans un mécanisme afin d’avoir une meilleure compré-
hension de son fonctionnement (outils de visualisation tels que Cytoscape (32)). Le terme interactome (33)
peut aussi être utilisé dans un sens plus large, regroupant tous les types de graphes d’interactions biolo-
giques - interactions pouvant être des liens physiques, biochimiques ou fonctionnels entre métabolites et/ou
macromolécules (27). Je me concentre ici uniquement sur les réseaux d’interactions protéine-protéine, et le
terme interactome sera employé dans ce sens dans la suite de mon manuscrit.
1.4.3 Stocker et partager
Afin de pouvoir paralléliser l’analyse des données omiques et comparer les résultats obtenus par dif-
férents laboratoires, il est nécessaire de pouvoir partager facilement les données. Cela passe premièrement
par le développement de formats de données standards, facilitant le partage des outils bioinformatiques.
D’importants efforts ont été faits dans ce sens, aussi bien dans le domaine de la protéomique que de la
génétique. Le HUPO-PSI (Human Proteome Organisation - Proteomic Standard Initiative) (34) s’est chargé
de tous les aspects protéomiques, proposant des directives, des recommandations, un vocabulaire contrôlé et
des formats de données pour représenter les interactions protéine-protéine (PSI-MI), les données de spec-
trométrie de masse (PSI-MS) et les procédés de séparation (sepCV). Au niveau génomique, des formats
standards existent pour représenter différentes étapes de l’analyse. Pour citer quelques-uns des plus utilisés,
les formats FASTA ou FASTQ (35) permettent de représenter les séquences brutes, le format SAM (36), ou
sa version compressée BAM, permet d’en représenter une version alignée sur le génome de référence et le
format VCF (37) est utilisé pour lister les variants.
Dans un deuxième temps se pose la question du stockage et de l’accessibilité des données. En effet,
les données omiques peuvent rapidement devenir massives : à titre d’exemple, les données de séquençage
de l’exome de 520 tumeurs de l’ovaire et des tissus sains correspondants (5) représentent à elles seules
environ 30T de données (au format BAM). Une partie du travail consiste à développer des algorithmes de
compression efficaces (38). Par exemple, pour les données de séquence, une solution repose sur le stockage
des différences entre la séquence et le génome de référence. D’autres algorithmes exploitent les répétitions
présentes dans le génome avec des techniques classiques de compression de texte comme gzip ou la trans-
formée de Burrows-Wheeler (très utilisée par les logiciels d’alignement). Par ailleurs, il est nécessaire de
développer des dépôts performants, afin de permettre à l’ensemble de la communauté de stocker, de catalo-
guer et d’accéder à ces informations. De nombreuses plateformes de stockage et bases de données existent,
souvent en partie redondantes. Il peut alors devenir chronophage de collecter l’ensemble des informations
relatives à une question particulière et des outils d’intégration ont été développés pour permettre d’effectuer
des requêtes simultanées dans plusieurs bases. Par exemple, PSICQUIC (39, 40) est un service web basé
sur les formats PSI qui permet d’intégrer les bases de données d’interaction moléculaires. De plus, dans le
cas de données humaines, se pose la question de la confidentialité : des protocoles sécurisés et des comités
éthiques doivent être mis en place pour assurer le contrôle de l’accès aux données.
1.4.4 Intégrer et visualiser
Il est primordial de pouvoir visualiser ensemble des données de différentes sources afin de formuler
de nouvelles hypothèses. Ainsi, de nombreux logiciels ont été développés. L’exemple typique en interac-
tomique est le logiciel très utilisé Cytoscape (32) qui permet de visualiser facilement des réseaux d’inter-
actions protéine-protéine, ainsi que des annotations, des données d’expression, etc. Il permet également de
réaliser diverses analyses et a été étendu par le développement de nombreux plugins par la communauté
scientifique (41). Au niveau génomique, on peut citer IGV (Integrative Genome Viewer (26)), une interface
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permettant par exemple de visualiser les alignements des short-reads sur le génome, ou encore le génome
browser d’UCSC (42, 43), permettant de juxtaposer un grand nombre d’annotations prédéfinies le long du
génome, ainsi que d’ajouter ses propres données facilement.
1.5 Grands projets, grandes découvertes
Le potentiel de découverte des données omiques a stimulé la création de consortiums internationaux
coordonnant les efforts de nombreux laboratoires. Par exemple, une suite naturelle de la publication du
génome humain de référence est l’analyse de la diversité génétique de l’espèce humaine. Plusieurs grands
projets internationaux d’annotation des polymorphismes ont été entrepris en ce sens. Le projet HapMap (44,
45), dont le but est de cartographier les haplotypes (groupes d’allèles transmis ensembles de génération en
génération), a identifié les SNPs (Single Nucleotide Polymorphism) de 4 populations. Dans la même lignée,
le 1000 Genomes Project (46) et ESP6500 (Exome Sequencing Project (47)) utilisent les technologies
NGS dans le but de déterminer l’ensemble des mutations de nombreux individus. Cependant, alors que
le projet HapMap utilise principalement des puces à SNPs, génotypant les variants communs (fréquence
supérieure à 5% dans la population), le 1000 Genomes Project et ESP6500 espèrent identifier la majorité des
variants rares. Pour ce faire, le 1000 Genomes Project a séquencé l’exome de 900 personnes, séparées en 27
populations d’origines variées. De son côté, l’Exome Sequencing Project (ESP) a séquencé l’exome de 6503
échantillons provenant de cohortes de patients de divers hôpitaux américains. Ces projets ont notamment
permis d’identifier de nombreux variants liés à des maladies, grâce à des études d’association (e.g. (48, 49)
pour les exemples les plus récents).
Initié en 2003, le projet ENCODE (Encyclopedia of DNA Elements (50)) avait pour but de cartographier
tous les éléments fonctionnels du génome, en se concentrant sur les parties non codantes. Des techniques
aussi diverses que le ChIP-seq, le RNA-seq, et des analyses de la méthylation et de l’hypersensibilité à la
DNase I ont été mises en oeuvre pour produire plus de 1000 jeux de données. Un des résultats les plus
surprenants serait la mort de la notion d’ADN poubelle (ADN non fonctionnel) : plus de 80% de notre
génome serait fonctionnel. Même si ce point est controversé (51), l’importance de l’épigénome dans le
fonctionnement des cellules n’est plus à démontrer et cette étude massive a permis d’identifier un grand
nombre de ses composants.
Par ailleurs, les technologies NGS ont également permis de grandes avancées dans notre compréhension
du développement des cancers : plusieurs consortiums internationaux (4, 52) s’appliquent à caractériser de
façon systématique un grand nombre de tumeurs. Pour donner une idée de la taille de ces études, à ce jour,
le consortium TCGA (The Cancer Genome Atlas) a analysé de façon exhaustive 27 types de cancer, avec
la caractérisation systématique de nombreux échantillons (1007 pour l’étude la plus importante concernant
le cancer du sein). De nouvelles cibles thérapeutiques potentielles, ainsi que de nombreux gènes impliqués
dans le développement tumoral (gènes ’driver’) ont été identifiés. Les gènes ’drivers’ affectent principa-
lement la différenciation cellulaire, la survie cellulaire et la réparation de l’ADN, et leurs mutations sont
généralement au nombre de 2 à 8 par tumeur (53). Ces mutations s’accompagnent d’un plus ou moins grand
nombre (selon le type de cancer) de mutations dites ’passengers’, qui ne présentent pas d’avantage sélectif
(54).
L’interactome (réseau d’interactions protéine-protéine) a lui aussi été très étudié à haut et moyen débit
(27). Par exemple, chez l’homme, la méthode du double hybride a été appliquée sur des protéines de trans-
duction du signal (55), sur les protéines se liant au splicéosome (56), ou pour étudier les interactions avec
la méthyltransférase (technique du Y2H-seq, (57)). L’étude de ces réseaux a permis de mettre en évidence
des propriétés globales du système, avec en particulier la présence de noeuds (protéines) très fortement
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connectés, appelés ’hubs’, dont le rôle est controversé (58, 28), ou la découverte de modules fonctionnels,
régions très reliées de l’interactome portant sur un fonctionnement cellulaire particulier (27). Les interac-
tomes peuvent aussi être utiles pour prédire la fonction de gènes inconnus, ou leur impact sur des maladies
(59), en utilisant le principe de la culpabilité par association (’guilt-by-association’) : une protéine inter-
agissant avec des protéines impliquées dans une fonction cellulaire ou une maladie pourrait jouer un rôle
similaire. Les maladies peuvent également être étudiées sous l’angle des réseaux : elles sont alors vues
comme une perturbation du système global.
1.6 Problématique : biais, incomplétude et erreurs systématiques des
données omiques
Bien que très informatives, les données omiques peuvent aussi être trompeuses si elles sont mal utili-
sées. En effet, ces données comportent de nombreux biais, sont incomplètes et contiennent de nombreux
faux positifs. Par exemple, la corrélation entre centralité et létalité, observée pour les réseaux de cura-
tion de la littérature (58) ne semble pas être valable pour les interactomes haut débit (28). Les propriétés
topologiques des interactomes sont aussi remises en question, car elles reposent sur des échantillons de
l’interactome complet (3, 60). Il est également connu que les données NGS contiennent des erreurs systé-
matiques, difficiles à différencier des vrais variants (61). De plus, la qualité des données contenues dans
dbSNP, la principale base de données de variants, a été critiquée (62). Il est également utile d’avoir une
idée de la taille totale du système étudié afin, d’une part, de pouvoir planifier les expériences en connais-
sance de cause et d’autre part, d’estimer la validité des conclusions que l’on en tire. Ainsi, de nombreuses
études ont été conduites pour évaluer les biais, les taux d’erreur et la complétude des données omiques. Par
exemple, le projet MAQC (MicroArray Quality Control) a, dans ses premières phases, estimé la précision
et la comparabilité des puces à ADN (63, 64). Lors du passage aux technologies NGS, la phase 3 (appelée
SEQC, Sequencing Quality Control), à laquelle j’ai eu la chance d’apporter ma modeste contribution, s’est
appliquée à comparer les plateformes de séquençage RNA-seq et les pipelines bioinformatiques (article
soumis à Nature Biotechnology, voir Annexe 1). Malgré les efforts fournis jusqu’à présent, des biais et faux
positifs polluent encore l’information disponible et les pipelines bioinformatiques d’analyse de séquences
ou d’interactomes peuvent encore être améliorées.
C’est dans ce cadre que se situe mon travail de thèse. Nous avons analysé plusieurs jeux de données
omiques en nous concentrant sur le contrôle de la qualité des données. Nous avons estimé les biais et les
taux d’erreur, et proposé des méthodes rigoureuses pour les réduire au maximum afin d’obtenir des données
aussi propres que possible. D’une part, nous avons analysé les biais existants dans les données d’interaction
protéine-protéine chez S. cerevisiae et développé une méthode pour les estomper, basée sur les protéines
très étudiées par la communauté scientifique. Cela nous a permis d’estimer de façon fiable la taille de cet
interactome. Les résultats de cette étude ont été publiés dans BMC Bioinformatics. D’autre part, nous avons
étudié des données de séquençage NGS de patientes atteintes du cancer de l’ovaire. Nous avons présenté
une méthode originale pour filtrer les erreurs systématiques de séquençage et pour caractériser les génotypes
de ces patientes. Nous avons ensuite développé un pipeline pour identifier les SNVs et les gènes potentiel-
lement impliqués dans le cancer de l’ovaire, en nous concentrant sur les variants affectant la fonction des
protéines. Nous avons découvert 35 gènes connus pour être impliqués dans le développement du cancer
contenant des variants significativement plus présents chez nos patientes que dans la population générale.
Par ailleurs, d’autres gènes encore non caractérisés ont été identifiés comme conférant probablement un
risque accru au cancer de l’ovaire. Ce travail a donné lieu à un article, qui sera soumis très prochainement
(voir section 3.5).
Chapitre 2
Interactomique : de surprenantes
découvertes sur les données
d’interactions protéine-protéine
conduisent à une estimation plus élevée
de la taille de l’interactome de S.
cerevisiae.
Les protéines, principaux acteurs de la cellule, interagissent de façon très diverses pour faire fonctionner
la machinerie cellulaire. De ce fait, leurs interactions ont été très étudiées. Plusieurs projets de cartographie
d’interactomes ont été entrepris, et une curation intensive de la littérature reporte bon nombre d’interactions
dans les bases de données. Cependant, les scientifiques doivent rester vigilants dans l’analyse qu’ils font
de ces données : elles sont incomplètes et contiennent de nombreux biais et faux positifs (3). Ces carac-
téristiques pouvant conduire à une mauvaise interprétation des résultats, surtout dans le cas d’analyse des
propriétés globales du système, il est nécessaire de les étudier et de les prendre en compte. C’est dans cette
optique que nous avons analysé les données d’interactions protéine-protéine de S. cerevisiae. Nous mon-
trons que les jeux de données haut débit et de curation de la littérature sont beaucoup plus corrélés que ce
qui est communément admis, mais que se restreindre aux protéines très étudiées par la communauté scien-
tifique permet d’estomper cette corrélation. Nous proposons une estimation de la taille de l’interactome de
S. cerevisiae basée sur ce sous-ensemble de l’interactome, plus fiable et plus élevée que les estimations
existantes. Ces résultats ont été publiés dans BMC Bioinformatics en 2010 (section 2.6), et sont résumés ici.
2.1 Données haut débit et données de curation de la littérature
Les données d’interactions protéine-protéine peuvent être classées en deux catégories : les données haut
débit (high throughput, HT), issues de cribles systématiques, et les données de curation de la littérature
(literature curated, LC). De par les différences intrinsèques à leur génération, ces deux types de données
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Jeu de données Taille Description
LowBP-LC 6272 Interactions binaires physiques extraites de BioGRID (65)
Ito-Core 834 Interactions HT-Y2H haute qualité de (66)
Ito-Full 4549 Toutes les interactions HT-Y2H de (66)
Uetz-Screen 674 Interactions HT-Y2H de (67)
CCSB-YI1 1809 Interactions HT-Y2H de (28)
Y2H-Union 2903 Union de Ito-Core, Uetz-Screen et CCSB-YI1
Tarassov 2761 Interactions PCA de (16)
HT-Union 5560 Union de Ito-Core, Uetz-Screen, CCSB-YI1 et Tarassov
LowBP-LC-pre2000 1787 Interactions de LowBP-LC identifiées avant 2000
TAB. 2.1 – Description des jeux de données utilisés
sont, d’un certain point de vue, complémentaires. Premièrement, alors qu’un crible haut débit applique une
unique méthode de détection à un protéome (ou à un sous-ensemble), une grande variété de méthodes est
utilisée à bas débit. Chaque méthode de détection ayant ses propres limitations, des interactions peuvent être
difficiles, voir impossibles, à détecter avec certaines méthodes et facilement identifiables avec d’autres. Un
exemple typique est la méthode double hybride échouant à détecter les interactions impliquant des protéines
membranaires. Les données LC et HT explorent donc deux sous-ensembles différents de l’interactome. Par
ailleurs, les études bas débit sont souvent conduites pour tester une hypothèse particulière ("biais d’ins-
pection"), contrairement aux méthodes haut débit qui visent à capturer de façon systématique l’ensemble
des interactions. En conséquence, les interactomes HT et LC présentent des topologies très différentes, et
résultent de l’échantillonnage de différents sous-espaces de l’interactome complet (28). Beaucoup d’études
considèrent les interactions détectées à ce jour comme un sous-ensemble représentatif de l’interactome com-
plet mais les biais susmentionnés font douter de la validité de ces suppositions. Par ailleurs, il est souvent
admis que les données HT et LC sont indépendantes.
Afin de vérifier ces hypothèses, nous nous sommes intéressé à caractériser mieux les biais existants
dans les données d’interactions protéine-protéine, grâce à l’analyse de 4 jeux de données HT (3 obtenus par
Y2H et un par PCA), et des interactions bas débit physiques binaires reportées dans BioGRID (65) (voir
Table 2.1).
2.2 Les données LC sont enrichies en interactions facilement détec-
tables par double hybride
En examinant LowBP-LC (jeu de données de curation de la littérature, table 2.1), nous avons fait une
découverte inattendue : la méthode Y2H, méthode la plus utilisée à haut débit, a également été très utilisée à
bas débit. Parmi les interactions de LowBP-LC, 53% sont soutenues par Y2H. On s’attend donc à ce que les
données LC soient enrichies en interactions détectables par Y2H. Ce résultat est confirmé par notre analyse
du jeu de données Y2H produit par Ito et ses collègues (66) : les interactions facilement détectées par cette
expérience sont sur-représentées dans les données LC (Figure 2.1).
L’habitude de considérer les jeux de données LC et HT comme des jeux de données orthogonaux et
indépendants est donc à remettre en question.
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FIG. 2.1 – Lors d’une expérience double hybride reposant sur le criblage d’une banque, chaque interaction,
identifiée par un IST (Interaction Sequence Tag), peut être détectée plusieurs fois. Ainsi, le nombre d’ISTs
obtenus modélise la facilité d’une interaction à être identifiée par double hybride. Nous avons groupé les
interactions de Ito-Core par paquets de 200, par nombre d’ISTs croissant (cette donnée n’est pas disponible
pour les autres jeux de données). Chaque groupe est représenté par la moyenne du nombre d’ISTs, et par la
proportion de ses interactions incluses dans LowBP-LC. On remarque que la proportion d’interactions in-
cluses dans LowBP-LC est plus importante pour les interactions facilement détectables par double hybride.
Comme il est possible que certaines études bas débit faites après la parution de Ito-Core aient été conduites
pour confirmer ces interactions, nous vérifions que ce phénomène existe pour les interactions de LowBP-LC
identifiées avant 2000 (année de parution de Ito-Core).
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2.3 Utiliser le niveau d’étude des protéines permet de réduire la cor-
rélation entre les données LC et HT
La base de données SGD (Saccharomyces Genome Database) met à disposition une table contenant les
correspondances entre gènes et articles scientifiques. Cela nous a permis d’étudier les interactomes sous un
nouvel angle, en comparant les caractéristiques des interactions impliquant les protéines très et peu étudiées
par la communauté scientifique (le niveau d’étude d’une protéine étant modélisé par le nombre d’articles
dans lesquels elle a été citée). À ma connaissance, c’est la première fois que le niveau d’étude des protéines a
été pris en compte dans l’analyse de données interactomiques (ou dans tout autre type d’analyse). Cela nous
a permis d’identifier des propriétés intéressantes des sous-réseaux impliquant les protéines très étudiées.
En premier lieu, nous avons examiné la corrélation entre le niveau d’étude d’une protéine et son degré
(le nombre d’interaction dans lesquelles elle est impliquée). Comme on pouvait s’y attendre, le jeu de
données LC contient en proportion plus d’interactions pour les protéines ayant été très étudiées (R2 = 0.59,
P = 2 · 10−4). De façon plus inattendue, ce résultat est vrai également pour les jeux Y2H, ce qui suggère
que la densité de l’interactome est plus importante pour les protéines très étudiées. Cela pourrait être dû
au fait que les protéines très connectées sont plus sujettes à jouer un rôle important dans des mécanismes
cellulaires variés, et donc attirent plus l’attention de la communauté scientifique.
Nous nous sommes ensuite concentrés sur un sous réseau de LowBP-LC, appelé “LowBP-LC très étu-
dié”, contenant uniquement les interactions impliquant des protéines très étudiées (protéines citées dans
plus de 100 articles). Nous espérions ainsi obtenir un sous-réseau complet de l’interactome. Pour vérifier
cette hypothèse, nous avons estimé son taux de faux négatifs (interactions non annotées), en nous basant
sur l’intersection de ce sous-réseau avec les jeux de données HT. Bien loin de confirmer cette supposition,
nous nous sommes au contraire rendu compte que ce taux est de l’ordre de 60% : les données d’interactions
protéine-protéine sont donc très incomplètes, même pour les protéines très étudiées. Cela est d’autant plus
vrai que de par la corrélation entre les données LC et Y2H, ce taux est une sous-estimation du taux de faux
négatifs réel.
Même si les données LC concernant les protéines très étudiées sont loin d’être complètes, elles nous
ont permis de mettre en évidence un sous-espace de l’interactome détecté uniquement pour les protéines
très étudiées. En effet, nous montrons que les données HT couvrent mieux LowBP-LC que “LowBP-LC
très étudié”, ce qui pourrait être dû au fait que les études approfondies de certaines protéines ont permis
la détection d’interaction difficiles à déceler par les méthodes classiques (section 2.6). Pour vérifier cette
hypothèse de façon plus approfondie, nous avons regardé si les méthodes expérimentales utilisées pour
détecter les interactions de LowBP-LC très étudié sont significativement différentes de celles utilisées pour
détecter les autres interactions. Nous montrons que les interactions du sous-réseau très étudié s’appuient
moins souvent sur le Y2H (58,4% pour le réseau peu étudié contre 44,7% pour le réseau très étudié, soit une
baisse de 13,9%, P < 2,2 ·10−16), et plus souvent sur des expériences nécessitant un travail de laboratoire
intensif, par exemple la détection de phosphorylation ou d’ubiquitination (code BioGRID "biochemical
activity", augmentation de 12%, P < 2,2 · 10−16) ou des expériences in-vitro de purification de protéines
(code BioGRID "reconstituted complex", augmentation de 8,5%, P = 5,5 · 10−12). Par conséquence, ce
sous-réseau est plus complet que le sous-réseau peu étudié, et plus représentatif de l’interactome.
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2.4 Prendre en compte le niveau d’étude des protéines améliore les
estimations de la taille de l’interactome
Malgré les efforts intenses entrepris pour cartographier les interactomes, les bases de données d’in-
teractions protéine-protéine sont loin d’être exhaustives. Les conclusions tirées d’informations partielles
peuvent être erronées, et estimer la complétude des données est donc important pour évaluer la pertinence
des résultats des études interactomiques. Par exemple, la topologie des réseaux d’interactions actuels, qui
suit une loi de puissance (e.g. (67, 66)), était considérée comme extrapolable à l’interactome complet. Han
et ses collègues (3) ont montré que cette topologie peut provenir de l’échantillonage de réseaux présentant
des topologies très diverses (aléatoire, exponentielle, loi de puissance ou normal tronquée), ce qui infirme
cette hypothèse. De plus, la corrélation entre centralité et létalité, observée pour les réseaux de curation
de la littérature (58) ne semble pas être valable pour les interactomes haut débit (28). Par ailleurs, estimer
la taille de l’interactome permet d’évaluer la quantité de travail restant à fournir avant l’obtention d’une
cartographie complète et aide à planifier les expériences à venir.
2.4.1 Estimations existantes
Plusieurs estimations de la taille de l’interactome de la levure ont été proposées. L’approche principale-
ment utilisée pour ces estimations est une méthode statistique simple qui modélise la taille de l’intersection
entre deux jeux de données par une loi hypergéométrique (68, 69, 70, 71). Ainsi, connaissant la taille de cha-
cun des jeux de données et de leur intersection, on peut facilement déduire la taille de l’espace échantillonné,
i.e. l’interactome complet. Cela suppose que les deux jeux de données sont échantillonnés indépendamment
dans l’interactome. D’autres méthodes plus simples extrapolent le nombre d’interactions d’un sous réseau
au réseau complet, et donc n’utilise qu’un seul jeu de données (72, 73). Enfin, une estimation basée sur des
retests expérimentaux dans les conditions de production des données a également été proposée (28).
Une des principales limitations de ces estimations est qu’aucune ne prend en compte simultanément
les données haut débit (HT) et les données de la littérature (LC) (ou alors un très petit échantillon utilisé
comme gold-standard). Ces types de données étant complémentaires, cela constitue une perte importante
d’information. De plus, beaucoup d’estimations sont basées uniquement sur deux jeux de données haut débit
Y2H : ces estimations prennent donc en compte uniquement le sous-espace des interactions identifiables
par Y2H.
En conséquence, les estimations actuelles sont en fait des estimations de la taille d’un sous-espace de
l’interactome, et sont donc probablement des sous-estimations. Nous proposons une méthode simple pour
estimer la taille d’un interactome, qui prend en compte toutes les données disponibles ainsi que les biais
existant entre les données LC et HT grâce à l’information présente dans les sous-réseaux très étudiés. De
plus, notre estimation tient compte des faux positifs présents dans les données.
2.4.2 Faux positifs
Au cours de ces dernières années, les études interactomiques se sont appliquées à améliorer la qualité
des données produites, mais ces dernières contiennent encore beaucoup de faux positifs. Ces faux positifs
doivent impérativement être pris en compte lors de l’estimation de la taille de l’interactome, et le problème
est alors d’estimer les taux de faux positifs des jeux de données utilisés. Dans notre étude, les taux de faux
positifs du jeu de données LC et d’un jeu de données HT "de référence" sont choisis d’après une revue de
la littérature. Ceux des autres jeux HT sont calculés grâce à leur intersection avec les données LC et le jeu
HT de référence.
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FIG. 2.2 – Estimation de la taille de l’interactome de la levure. Le nombre total d’interactions physiques
binaires de la levure est estimé en fonction du seuil choisi pour qu’une protéine soit considérée très étudiée,
en utilisant différents jeux de données HT.
2.4.3 Amélioration des estimations de la taille de l’interactome de S. cerevisiae
Pour estimer la taille de l’interactome de la levure, nous nous inspirons de la principale méthode exis-
tante : nous modélisons l’intersection de deux jeux de données par une loi hypergéométrique. Cependant,
alors que les estimations actuelles reposent sur deux jeux de données haut débit, typiquement deux jeux
Y2H, nous utilisons l’union de toutes les données haut débit d’interactions binaires physiques et un jeu
de curation de la littérature. D’une part, cela permet de considérer l’ensemble des données disponibles.
D’autre part, ce modèle repose sur l’hypothèse que les deux jeux de données utilisés sont échantillonnés
indépendamment dans l’interactome, ce qui est faux dans le cas de données obtenues par la même méthode
expérimentale. Des biais d’échantillonnage existent également entre les données HT et LC, mais ils sont
moins importants qu’entre deux jeux générés par la même méthode, et l’estimation obtenue en combinant
les données HT et LC est donc plus fiable.
Par ailleurs, nous avons montré que les biais d’échantillonnage entre les jeux HT et le sous-ensemble
des interactions LC impliquant les protéines très étudiées (“LowBP-LC très étudié”) sont moins importants
qu’avec le jeu de données LC complet. Ainsi, utiliser “LowBP-LC très étudié” conduit à une estimation
plus fiable de la taille de l’interactome. Cela permet de considérer le sous-espace des interactions difficiles
à identifier par les méthodes classiques, puisque ces interactions sont détectées pour les protéines très étu-
diées. Malgré nos précautions, notre estimation est probablement toujours une sous-estimation, car il existe
sans doute un sous-espace non détectable même par les études ciblées et approfondies qui n’est pas pris en
compte.
Nous avons appliqué cette méthode à différents jeux de données et - contrairement à la plupart des
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études précédentes - les résultats obtenus sont très robustes (Figure 2.2). Nous estimons la taille de l’inter-
actome à au moins 37 600 interactions physiques binaires, confirmant l’idée que les estimations existantes
- typiquement autour de 20 000 interactions - sont sous évaluées.
2.5 Conclusions
Nous avons montré que les données haut débit et les données de curation de la littérature sont plus
corrélées que ce qui était communément présumé, en particulier car les données LC sont enrichies en
interactions facilement détectables par double hybride. Les résultats tirés de ces données doivent donc
impérativement être analysés en conséquence : par exemple, l’hypothèse couramment faites d’indépendance
des jeux de données LC et HT est fausse. Par ailleurs, nous nous sommes intéressés aux caractéristiques
des interactions impliquant les protéines très étudiées par la communauté scientifique. Celles-ci sont plus
complètes et qualitativement différentes des interactions entre protéines peu étudiées, notamment car les
études approfondies des protéines permettent de détecter des interactions difficile à identifier. Utiliser le
sous-réseau impliquant les protéines très étudiées montre que l’interactome de la levure est encore plus
incomplet que précédemment estimé. De plus, aucune méthode ne peut détecter toutes les interactions
existantes, et les faux négatifs sont inévitables. Par conséquence, l’obtention d’une cartographie complète
de l’interactome de la levure nécessite des efforts intensifs, et l’utilisation d’une grande variété de méthode
de détection.
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Abstract
Background: As protein interactions mediate most cellular mechanisms, protein-protein interaction networks are
essential in the study of cellular processes. Consequently, several large-scale interactome mapping projects have
been undertaken, and protein-protein interactions are being distilled into databases through literature curation; yet
protein-protein interaction data are still far from comprehensive, even in the model organism Saccharomyces
cerevisiae. Estimating the interactome size is important for evaluating the completeness of current datasets, in order
to measure the remaining efforts that are required.
Results: We examined the yeast interactome from a new perspective, by taking into account how thoroughly
proteins have been studied. We discovered that the set of literature-curated protein-protein interactions is
qualitatively different when restricted to proteins that have received extensive attention from the scientific
community. In particular, these interactions are less often supported by yeast two-hybrid, and more often by more
complex experiments such as biochemical activity assays. Our analysis showed that high-throughput and literature-
curated interactome datasets are more correlated than commonly assumed, but that this bias can be corrected for
by focusing on well-studied proteins. We thus propose a simple and reliable method to estimate the size of an
interactome, combining literature-curated data involving well-studied proteins with high-throughput data. It yields
an estimate of at least 37, 600 direct physical protein-protein interactions in S. cerevisiae.
Conclusions: Our method leads to higher and more accurate estimates of the interactome size, as it accounts for
interactions that are genuine yet difficult to detect with commonly-used experimental assays. This shows that we
are even further from completing the yeast interactome map than previously expected.
Background
As the chief actors within the cell, proteins participate
in every cellular process, from metabolism to mechani-
cal structure, immune system or signaling pathways. To
successfully fulfill their role, they stably or transiently
interact with each other, forming a complex protein
interaction network, or interactome. Thus, the compre-
hensive mapping and deciphering of theses interactomes
is a prerequisite for the full understanding of any cellu-
lar system. Furthermore, interactomes can be used to
infer the function and regulation of novel proteins (e.g.
Tarassov et al. predict that the previously uncharacter-
ized proteins YML018C, YMR221C and YDR119W are
involved in autophagy [1]). However, when trying to
extract information from protein interaction networks,
one must be aware that they are far from comprehen-
sive. Estimating the size of an interactome provides
insight into the biological relevance of the conclusions
drawn. For example, partial sampling from networks
presenting a variety of degree distributions can result in
apparent scale-free subnetworks, irrespective of the
initial network’s topology [2]: topology analyses based
on incomplete data may not be valid. Moreover, the
number of protein-protein interactions is an important
parameter for evaluating the completeness of databases
and current high-throughput experiments, in order to
measure the remaining efforts and build a framework
for future experiments [3,4]. We focus here on S. cerevi-
siae, one of the most studied eukaryotic model
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organisms and a widely-used test platform for new
experimental techniques, in particular for protein-
protein interaction (PPI) detection methods.
Available data
The available datasets of protein-protein interactions fall
into two categories: literature-curated (LC) and high-
throughput (HT). LC data reports manually curated inter-
actions described in the literature, usually obtained by
low-throughput experiments [5]. While high-throughput
datasets are typically produced by testing all pairs of pro-
teins within a subspace determined solely by the availabil-
ity of reagents, low-throughput experiments are often
hypothesis-driven, for example targeted at proteins
involved in a disease or in a particular cellular function.
Additionally, both LC and HT data can be of different nat-
ure: some assays identify proteins that belong to the same
complexes, and find mainly stable but potentially indirect
interactions (e.g. Affinity purification followed by mass
spectrometry [6,7]), while others such as HT-Y2H (high-
throughput yeast two-hybrid [8-10]) or PCA (protein com-
plementation assay [1]) search essentially for direct binary
interactions that may be transient [11]. Finally, synthetic
lethality, genetic suppression and genetic enhancement are
examples of genetic interactions, which occur at the phe-
notypic level and rarely correspond to physical interactions
[12]. In this study, we focus on direct binary physical
interactions.
Any dataset may contain errors, and particular atten-
tion must be paid to false positives (proteins erroneously
annotated as interacting). Since interacting proteins in
Y2H are not expressed in their natural cellular context,
false positives are restricted here to ‘technical’ false posi-
tives that are due to stochastic or systematic detection
method artifacts, and we ignore ‘biological’ false posi-
tives where an interaction is indeed physically possible
but not biologically relevant (e.g. if the proteins are
never expressed in the same cellular compartment).
Existing estimates
Since the publication of the first HT-Y2H datasets, sev-
eral methods for estimating the size of the S. cerevisiae
interactome have been proposed [5,10,13-18]; it is typi-
cally inferred to contain around 20,000 binary interac-
tions, with extreme estimates ranging from 10,000 to
30,500. These methods are often based on analyses of
the HT-Y2H genome-wide screens of the yeast interac-
tome [8-10], and can be broadly divided into two cate-
gories. A first class involves the study of the overlap
between two or more datasets [14-16,19], usually
assumed to follow a hypergeometric distribution. Con-
ceptually these methods differ mainly in their choice of
datasets and estimations of error-rates. The second class
of methods focuses on a single dataset. Two such
methods [5,13] are based on an extrapolation of the
number of interactions in an HT [13] or LC [5] subnet-
work to the total number of yeast proteins. Another
approach applied in the paper reporting the latest HT-
Y2H dataset [10] relies on the estimation of their assay’s
characteristics within a sophisticated framework [3].
This provides detailed information but requires intimate
knowledge of the dataset and/or performing additional
experiments, hence it may be difficult to accomplish
outside the laboratory that produced the data. Finally,
Huang and coworkers [17,18] adapted capture-recapture
theory and applied it using Interaction Sequence Tag
(IST) counts. This is an interesting approach but is only
applicable to library-screen-based HT datasets where
the number of IST hits is available (a single dataset [8]
among those considered in this study). Other estimates
based on affinity purification-mass spectrometry data
[19] have been proposed but these count indirect inter-
actions and, as this work focuses on the binary interac-
tome, are not directly relevant.
To date, most studies have not explicitly and compre-
hensively taken into account both LC and HT data. One
recent method [10] did use a ‘positive reference set’
derived from LC data to assess the ‘assay sensitivity’ of
their Y2H assay, but this dataset represents only a small
sample of the available LC interactions and is focused
on high confidence rather than wide coverage. However,
recent results demonstrate the radically different view
that these data offer. For example, the correlation
between centrality and lethality, established in 2001
(Jeong et al. [20]) and considered as a given since then,
was based on Uetz [9] and LC [21] data; this correlation
does not exist [10] in the Y2H-Union dataset (the union
of the 3 genome-wide HT-Y2H library screening results
[8-10], see Methods, Datasets). One possible explanation
lies in the intrinsically different strategies underlying
low-throughput and high-throughput data collection
(hypothesis-driven versus systematic). Additionally, only
Y2H and PCA have been applied in a high-throughput
setting whereas a wide variety of detection methods have
been used at low-throughput. Thus high-throughput and
low-throughput experiments may have explored different
subspaces of the interactome: these two data sources
appear complementary, and current estimates of the
interactome size are questionable because usually based
exclusively on one or the other. Finally, LC data includes
highly focused and thorough studies of particular pro-
teins, which may have allowed the identification of some
interactions that are intrinsically difficult to detect. This
has also never been considered.
We propose here a method for estimating the size of
an interactome. It is based on dataset overlap, but takes
into account both HT and LC data, as well as interac-
tions that are hard to detect by taking advantage of the
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extensive literature curation efforts undertaken at SGD
(the Saccharomyces Genome Database [22]).
Results
Method overview
Our method is based on a comparison between low-
throughput binary physical data curated from the litera-
ture (LowBP-LC, obtained from the BioGRID database
after filtering), and a binary physical high-throughput
dataset (HT-Union, the union of a PCA [1] and three
HT-Y2H [8-10] datasets, see Methods). Assuming that
HT interactions are randomly drawn within the interac-
tome, and thus independently of their presence in
LowBP-LC, allows to estimate the interactome size.
Indeed, under this assumption, the number of true posi-
tive HT interactions included in LowBP-LC follows a
hypergeometric distribution ℋ (N, m, n), with N the
total number of genuine interactions, m the number of
true positive LowBP-LC interactions and n the number
of true positive HT interactions. Thus, given an estima-
tion of the false-discovery rate (FDR = FP/(TP + FP )
with FP and TP the numbers of false positives and true
positives, respectively) of each dataset, one can compute
the number of genuine interactions in the whole inter-
actome. This is the basis for most methods relying on
the overlap between datasets [14-16,19].
However, all assays have their biases and limitations:
some interactions may be easy to detect with one assay
and difficult or impossible with another. In addition, most
HT datasets were obtained with Y2H, but this assay is also
widely used in low-throughput studies - it provides sup-
port for 53% of LowBP-LC interactions according to Bio-
Grid evidence codes. It follows that LowBP-LC is expected
to be enriched in interactions that are readily detectable
with Y2H. This hypothesis is supported by studying Ito
and co-workers’ data [8]. Indeed, we used the number of
IST hits (interaction sequence tags) for each interaction as
an indicator of the difficulty to detect it: interactions with
more ISTs are easier to detect, at least in Ito and cowor-
kers’ version of the Y2H protocol. We observed that the
number of IST hits is clearly correlated with over-repre-
sentation in LowBP-LC (See Figure 1 and Methods). As
this phenomenon exists with both LowBP-LC and LowBP-
LC-pre2000 (interactions reported before 2000), it is not
due to the fact that low-throughput experiments could
have been designed to confirm Ito-Core interactions
(HT-Y2H interactions seen at least 3 times in Ito et al. [8],
2001). In addition, although the lower representation
observed for interactions with 1 and 2 IST hits is likely
partly due to higher FDRs among these interactions,
reported as lower confidence in the original article [8], the
coverage by LowBP-LC keeps increasing with the number
of ISTs for interactions with 3 or more ISTs. These puta-
tive interactions - including any false positives among
them - are well reproducible in this particular experimen-
tal system, hence the FDR is not expected to decrease
when the number of ISTs increases. We conclude that the
presence of an interaction in LowBP-LC is positively corre-
lated with the ease of finding it by Y2H: LowBP-LC is
indeed enriched in Y2H-strong interactions. Thus the
assumption that HT and LC data are independent subsets
of the complete interactome does not hold, and the simple
dataset overlap method described above leads to underes-
timating the interactome size.
Our method can be summarized as follows. In order
to alleviate this problem, we restrict the LowBP-LC data-
set to interactions involving proteins that have been
thoroughly studied: we show that these proteins have
likely been subjected to a wider variety of assays, leading
to a less biased view of the interactome. We then esti-
mate the FDRs of LowBP-LC and of each HT dataset,
using dataset overlap to relate the HT FDRs to one
another. Finally, we model the number of HT true posi-
tives included in LowBP-LC restricted to well-studied
proteins by a hypergeometric distribution ℋ (N, m’, n),
with N and n as described above and m’ the number of
true positive LowBP-LC interactions involving well-stu-
died proteins (equation (5)). This leads to an estimation
of the interactome size N.
Taking into account how thoroughly proteins have been
studied
We examined the relation between a protein’s degree
(i.e. the number of interactions it is involved in) and





















Figure 1 Increased coverage by literature-curated datasets of
interactions that are easier to detect by Y2H. The proportion of
Ito interactions present in LowBP-LC and in LowBP-LC-pre2000
(literature-curated interactions reported before 2000) is plotted as a
function of the number of IST hits. Each point represents at least
200 interactions, and the number of IST hits is the weighted mean
for these interactions.
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how thoroughly it has been studied, modeled as the
number of papers in which the protein has been cited
(according to the Saccharomyces Genome Database
[23], see Methods). This revealed a strong correlation
between these two quantities for the LowBP-LC dataset
(Figure 2a): as expected, literature curation has reported
many more interactions for highly studied proteins than
for poorly studied ones. More surprisingly, a small but
significant correlation also exists for the Y2H-Union
dataset (Figure 2b). We see no reason why a proteome-
wide Y2H screen would identify a larger proportion of
the interactions that can be established by well-studied
proteins, therefore this observation suggests that the
density of the complete interactome is higher for well-
studied proteins than for poorly studied ones. The sta-
tistical test is inconclusive with the Tarassov data (Fig-
ure 2c). Another unexpected observation is that even for
well-studied proteins, LowBP-LC data are far from com-
prehensive: based on the available HT data for these
proteins, we estimate the false negative rate (FNR = FN/
(TP + FN) with TP and FN the numbers of true posi-
tives and false negatives) of LowBP-LC restricted to
well-studied proteins at approximately 60% (see Methods
and Tables 1 and 2).
Well-studied data comprise interactions that are
difficult to detect
A closer look at the interaction data concerning well-
studied proteins leads to another surprising discovery:
HT data covers LowBP-LC much better than it does
LowBP-LC restricted to interactions involving well-stu-
died proteins (Figure 3). Note that this is not due to the
fact that LowBP-LC has a better coverage of the com-
plete interactome restricted to well-studied proteins:
indeed, the completeness of LowBP-LC should not affect
the proportion of its interactions that are present in an
independent subset of the interactome. Thus, we see
only two possible explanations.
First, this could be simply because the rate of false
positives in LowBP-LC increases when restricting this
dataset to well-studied proteins. Cusick et al. [24] recu-
rated 100 literature-curated yeast interactions, which
allows us to invalidate this hypothesis: for these interac-
tions, we found that false positives are not over-repre-
sented among LowBP-LC interactions involving well-
studied proteins (well-studied interactions represent
21.4% of the false positives and 22% of the true posi-
tives, see Methods).
As an alternative explanation, we propose that in-
depth studies discover interactions that are difficult to
detect by most widespread methods, hence are under-
represented in HT datasets. To test this hypothesis, we
examined whether the experimental methods used to













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2 Relation between the level of study and the degree
of proteins in various datasets. Log-log scale linear regression
between the number of interactions (in the indicated dataset)
involving a protein and the number of papers referencing that
protein, using binned data (each point represents 5 proteins). (a)
LowBP-LC interactions, R2 = 0.59, P = 2 · 10-103, slope = 0.48. (b) Y2H-
Union interactions, R2 = 0.04, P = 1.0 · 10-4, slope = 0.08. (c) Tarassov
interactions, R2 = 0.01, P = 0.07, slope = 0.07.
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differed significantly from those used to demonstrate
other LowBP-LC interactions, using the BioGrid experi-
mental evidence codes. We observed that interactions in
the well-studied subset are less frequently supported by
Y2H (down 13.9% from 58.6% to 44.7%, p-value < 2.2e-
16), while they are significantly more frequently sup-
ported by biochemical activity assays such as those
detecting phosphorylation or ubiquitination (Biochem-
ical Activity, up 12.4% from 11.1% to 23.5%, p-value <
2.2e-16), as well as in vitro assays using purified proteins
(Reconstituted Complex, up 8.5% from 33.5% to 42%,
p-value = 5.5e-12). Thus well-studied proteins have
more often been subjected to labor-intensive interaction
detection methods, which may allow the detection of a
wider variety of interactions. To sum up, this supports
the hypothesis that literature-curated interaction data
involving well-studied proteins comprise interactions
that, although genuine, are difficult or impossible to
detect using labor-efficient methods such as Y2H.
Taking into account the level of study of proteins may
thus allow to account for these interactions, hence lead
to more accurate estimates of the size of an interactome.
LowBP-LC false positives
Literature-curated data has been commonly assumed of
excellent quality, but a recent study showed that cura-
tion errors may not be so infrequent. Cusick et al. [24]
recurated 100 yeast interactions supported by a single
paper, assigning a confidence score to each. They
reported that 35% of these interactions were erroneous
and that 40% could be not verified. For this study, we
considered that among LowBP-LC-Unique (interactions
from LowBP-LC supported by a single paper, and not
found in the HT dataset), 35% were false positives. The
initial report has been debated [25,26] and this may be
an overestimate, which would result in our underesti-
mating the interactome size. Interactions reported in
more than one paper, or also detected by an HT experi-
ment, were considered true positives.
HT false positives
The initial mistrust of HT-Y2H assays was largely based
on an analysis [27] benchmarking HT datasets against a
Table 1 Estimated false negative rate of LowBP-LC restricted to interactions involving well-studied proteins.
Well-studied cutoff Uetz-Screen Ito-Core CCSB-YI1 Y2H-Union Tarassov HT-Union
100 0.64 0.66 0.66 0.68 0.63 0.67
105 0.63 0.65 0.65 0.67 0.61 0.66
110 0.64 0.66 0.65 0.67 0.61 0.66
115 0.65 0.66 0.64 0.67 0.61 0.66
120 0.66 0.65 0.63 0.66 0.62 0.65
125 0.66 0.66 0.65 0.67 0.61 0.66
130 0.63 0.49 0.63 0.63 0.62 0.63
135 0.60 0.49 0.62 0.61 0.62 0.62
140 0.60 0.47 0.62 0.61 0.64 0.62
145 0.62 0.45 0.61 0.60 0.64 0.61
150 0.63 0.45 0.61 0.61 0.64 0.62
The false negative rate is computed separately with each high-throughput dataset, using a cutoff to consider proteins well-studied ranging from 100 to 150 and
a reference FDR for CCSB-YI1 set at 0.25.
Table 2 Influence of the CCSB-YI1 FDR on the LowBP-LC













0.15 0.67 0.66 0.65 0.68 0.57 0.66
0.25 0.63 0.62 0.61 0.64 0.53 0.62
0.35 0.59 0.57 0.57 0.58 0.48 0.56
The false negative rate of LowBP-LC restricted to interactions involving well-
studied proteins is computed with the different datasets, when the CCSB-YI1
FDR ranges from 0.15 to 0.35, using a well-studied cutoff set at 125.




















Figure 3 Coverage of LowBP-LC well-studied by each high-
throughput dataset. The proportion of LowBP-LC interactions
involving well-studied proteins that are covered by each HT dataset
is plotted as a function of the ‘well-studied cutoff’, i.e. the minimum
number of papers referencing a protein for it to be considered well-
studied.
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set of protein complexes expanded with the matrix
model, and does not seem relevant anymore [10,18].
Indeed, after the publication of the first HT-Y2H data-
sets, several methods estimated their FDRs at ~ 50%
(e.g. [14,16]). However, by retesting their own data with
orthogonal assays, Yu et al. [10] have estimated the FDR
of CCSB-YI1, their proteome-wide HT-Y2H dataset, at
0-6%, and showed that Uetz-Screen (the Uetz et al. HT-
Y2H library screening result [9]) and Ito-Core are also of
high quality. Based on the capture/recapture method,
Huang et al. [18] have evaluated the FDR of Ito-Full to
26%. Ito-Full is comprised of all interactions from Ito
et al. [8] including those reported as low confidence in
the original publication, and is known to have the lowest
quality (e.g. [10,14,28]). As there is no consensus on the
order of magnitude of these FDRs, we decided to apply
our method with different FDR values. The CCSB-YI1
FDR is taken ranging from 15% to 35% and the other
HT FDRs are computed as described below.
We developed a simple method for comparing the FDRs
of high-throughput datasets, based on the hypothesis that
the LowBP-LC coverage of HT true positives is the same
for each HT dataset (see Methods). Under this assump-
tion, we established a simple relation between the FDRs of
HT datasets (Methods, equation (1)). However, if some
low-throughput experiments were performed to verify
interactions reported in high-throughput datasets, an
important bias may favor older datasets, which will ‘artifi-
cially’ have more interactions in common with LowBP-LC.
This problem can be addressed by restricting LowBP-LC
to interactions reported before 2000 (the publication date
of the oldest HT dataset), yielding another dataset called
LowBP-LC-pre2000. In fact, Ito-Core and Uetz-Screen
(published in 2001 and 2000) have a higher proportion of
interactions in common with LowBP-LC than CCSB-YI1
(published in 2008), whereas with LowBP-LC-pre2000, the
proportions are similar (Table 3). We therefore used
LowBP-LC-pre2000 to estimate the HT FDRs. For exam-
ple, assuming a CCSB-YI1 FDR of 25%, FDRs of Y2H data-
sets range from 15% to 25% (Table 4).
Likewise, historical reasons may favor Y2H over PCA.
Indeed, Y2H was proposed in 1989 [29], and has been
widely used in low-throughput experiments, whereas
PCA was first described in 2000 [30]. We cannot correct
for this bias because restricting LowBP-LC to interac-
tions reported before 1989 yields a very small dataset.
As a consequence the FDR of 73% that can be com-
puted for Tarassov (PPIs detected by high-throughput
protein complementation assay [1]) may be largely over-
estimated and is only a rough upper bound.
Estimating the interactome size
Starting with the number of LowBP-LC interactions
involving well-studied proteins (2572 interactions), we
removed the expected number of false positives (35%
of LowBP-LC-Unique). We then calculated on the one
hand the number of interactions, all considered as gen-
uine, in the intersection between the LowBP-LC well-
studied subset and the HT dataset (144 interactions
for HT-Union, see Table 5 for the other datasets), and
on the other hand the estimated number of true posi-
tives in the whole HT dataset, taking into account HT
false positives by using the HT FDRs estimated as
described above and assuming an FDR of 25% for
CCSB-YI1 (~ 2814 true positives in HT-Union, see
Table 5 for the other datasets). Taken together, this
allows to estimate the size of the binary yeast interac-
tome at ~ 37, 600 interactions (95% confidence inter-
val: 32252-43472, constructed with the normal
approximation method [31]). Details on the calculation
are provided in Methods.
The LowBP-LC well-studied subset was defined with a
cutoff (number of referencing papers for a protein to be
considered well-studied) of 125 papers, which seems a
good compromise between the number of proteins in
the subset and how thoroughly they have been studied
(Figure 4). The choice of this cutoff or even changes in
the HT datasets have little influence on the estimate: it
varies between 30,500 and 43,000 interactions, with a
cutoff ranging from 100 to 150 and using all the differ-
ent HT datasets, either singly or merged (Figure 5).
Because of the LowBP-LC /HT correlation, which is
likely still present even when using the well-studied sub-
set of LowBP-LC, the results presented here may be
underestimated. Obviously, increasing the estimated HT
FDRs decreases the interactome size (Figure 6), and
more precise results could be obtained with better esti-
mates of these FDRs.
Table 3 Proportion of HT interactions included in LowBP-LC-pre2000 and LowBP-LC for the different datasets.
Uetz-Screen Ito-Core CCSB-YI1 Y2H-Union Tarassov Ito-Full
LowBP-LC-pre2000 0.0831 0.0767 0.0734 0.0634 0.0264 0.0235
LowBP-LC 0.2017 0.2254 0.1617 0.1601 0.0746 0.0637
Table 4 Estimated false discovery rate of each high-
throughput dataset.
CCSB-YI1 Uetz-Screen Ito-Core Tarassov Ito-Full
FDR 0.25 0.15 0.21 0.73 0.76
The FDRs are computed with eq (3), setting the CCSB-YI1 FDR at 0.25. As
discussed, the FDR that can be computed for the Tarassov dataset is a rough
upper bound.
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By and large, our estimates are higher than previous
ones, which is reasonable as we used all available data-
sets and took advantage of their complementarity, and
we accounted for interactions that are difficult to detect.
Discussion
As mentioned in the introduction, several methods based
on dataset overlap have been proposed for estimating the
yeast interactome size [14-16]. The main differences
between these methods lie in the error-rate estimations
and in the datasets used. While Grigoriev and co-workers
[15] consider that false positives and false negatives com-
pensate each other, d’Haeleseer and Church [16] estimate
false-discovery rates thanks to the overlap of two HT data-
sets with a reference LC dataset, and Sprinzak and co-
workers’ FDR estimation [14] is based on co-localization
data. In our method, a reference FDR for one dataset was
chosen following a review of the literature, and the overlap
between high-throughput and literature-curated data is
used to derive the FDRs of other HT datasets from the
reference FDR, somewhat similarly to d’Haeleseer and
Church. Another important factor for this class of
methods lies in the choice of datasets, beyond the neces-
sity of selecting appropriate data (e.g. genetic interactions
or co-complex membership may not be directly relevant
when studying binary physical interactions). While consid-
ering only HT datasets [15] restricts the estimation to
interactions that can be detected with the HT method,
using a gold standard reference set that is assumed error-
free [14,16] is also problematic. In our method carefully
selected LC and HT data are combined, taking into
account error-rate estimations for each dataset.
The main advantages of our method are the following.
First and foremost, by leveraging the available knowl-
edge of how extensively proteins have been studied, our
method accounts for interactions that are genuine yet
difficult to detect with commonly-used experimental
assays. This significantly increases the predicted interac-
tome size, and has never been taken into account. Sec-
ondly, it is applicable to any dataset or union of
datasets, and it allows to use most of the available data
independently of the experimental detection methods.
Table 5 Calculation steps leading to the interactome size. The well-studied cutoff is set at 125 papers and the
CCSB-YI1 FDR at 0.25.
Uetz-Screen Ito-Core CCSB-YI1 Y2H-Union Tarassov HT-Union
LowBP-LC well-studied size 2572
LowBP-LC well-studied TPs 1905.95 1908.4 1911.55 1916.45 1909.45 1922.75
HT TPs 572.4 654.2 1349.3 2171.8 746.2 2814
HT∩LowBP-LC well-studied 30 35 72 112 38 144
Estimated size 36366 35670 35822 37163 37494 37574
Figure 4 Number of well-studied proteins. The number of
proteins in the well-studied subset is plotted as a function of the
well-studied cutoff value. The main figure is restricted to proteins
cited in at least 50 papers, while the inset shows the complete
graph (starting at one paper). The well-studied cutoff value is the
minimum number of papers referencing a protein, for this protein
to be considered well-studied.


















Figure 5 Estimated size of the yeast interactome. The predicted
number of binary physical protein-protein interactions that can
occur in S. cerevisiae is plotted as a function of the well-studied
cutoff value, using each high-throughput dataset and a CCSB-YI1
FDR of 0.25. The well-studied cutoff value is the minimum number
of papers referencing a protein, for this protein to be considered
well-studied.
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Thus, the estimates are easy to update when new data-
sets become available. Furthermore, our model does not
directly rely on a gold standard (i.e. a subset assumed to
contain only true positives), which can be difficult to
construct and can introduce biases of its own. Likewise,
as no dataset is error-free, it is important to consider
error rates of both HT and LC datasets.
We have also shown that well-studied proteins appear
capable of establishing more interactions than poorly
studied ones (Figure 2b). This probably stems from the
fact that well connected proteins are more likely to play
important roles in diverse cellular functions, and there-
fore attract more attention from the community. Our
method inherently takes into account this bias. In addi-
tion, our method is robust with respect to the choice of
HT datasets. Contrary to other estimates [13,14], which
increase by 90% and 66% when substituting datasets
(respectively Ito-Full for Uetz and Uetz for Ito-Core),
ours only changes by at most 15% when using different
Y2H datasets (at any given well-studied cutoff). Even
when comparing estimates based on data obtained by
very different assays (Y2H and PCA), the variation
remains low (20%). Lastly, the results presented here are
for S. cerevisiae, but our method could be applied to
other organisms, as long as a genome-wide screen as
well as significant literature curation have been per-
formed. A potential weakness of our method is that it
relies on overlap between datasets that can be small,
which may affect the robustness of the estimates.
Conclusion
In this work, we have analyzed HT and LC data while
considering how thoroughly each protein has been stu-
died. This has provided novel insight into existing inter-
actome datasets: on the one hand, well-studied proteins
seem capable of establishing more interactions than
poorly studied ones, and on the other hand, in-depth
studies of these well-studied proteins have allowed to
identify interactions that are difficult to detect. Together
with the combined use of LC and HT data, these obser-
vations allow to accurately estimate the interactome
size. Our results show that the size of interactomes tend
to be underestimated, as previous estimates are usually
based on only one source of data and do not take into
account interactions difficult to detect. No high-
throughput technique can detect all interactions, and
false negatives are unavoidable [32]. As a consequence,
a variety of methods must be considered when working
with interactome mapping, and new strategies such as
prioritization and smart-pooling should be employed
[4,33,34]. Extensive efforts will be required before an
interactome map can be called ‘complete’, and until
then biological conclusions based on the analysis of
available data must be drawn with care.
Methods
Datasets
LowBP-LC contains 6, 272 low-throughput binary physi-
cal interactions gathered from BIOGRID-ORGANISM-
Saccharomyces_cerevisiae-3.0.64.tab (downloaded from
the BioGRID website) [35]. All papers referencing more
than 100 interactions were considered as high-throughput,
and their interactions were excluded. Among the remain-
ing interactions, only binary physical data was kept, i.e.
interactions whose detection method was by Reconstituted
Complex, Two-hybrid, Far Western, Biochemical Activity,
Co-crystal Structure, Protein-peptide, PCA or FRET
(fluorescence resonance energy transfer).
Ito-Core [8], Uetz-Screen [9], CCSB-YI1 and Y2H-
Union [10] are HT-Y2H datasets: Ito-Core contains the
interactions seen at least 3 times by Ito et al., Uetz-
Screen is the Uetz et al. genome-wide library screening
result, and Y2H-Union is the union of these two datasets
with CCSB-YI1 [10]. All these Y2H datasets were down-
loaded from the Center for Cancer Systems Biology
website [36]. Ito-Full contains all interactions from Ito
et al. [8]. It was downloaded from the Ito Laboratory
website [37]. Tarassov are the PPIs detected by high-
throughput protein complementation assay [1] (provided
as supplementary material in the original publication).
HT-Union contains all interactions from all HT datasets.
The level of study of a protein is modeled by the num-
ber of papers in which it has been cited, computed from



















Figure 6 Influence of the CCSB-YI1 FDR on the estimated
interactome size. The predicted size of the S. cerevisiae
interactome is plotted using each high-throughput dataset, when
the CCSB-YI1 FDR ranges from 0.15 to 0.35. The well-studied cutoff
(number of papers for a protein to be considered well-studied) is
set at 125 papers.
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(downloaded from the Saccharomyces Genome Database
[23] on 2010/05/03). Comparing HT FDRs requires to
restrict the LowBP-LC dataset to interactions reported
before 2000 in LowBP-LC-pre2000. LowBP-LC-Unique
are interactions from LowBP-LC supported by a single
paper, and not found in the considered HT dataset.
Additional file 1 presents the number of interactions
and unique proteins in each dataset and intersection of
datasets. All datasets are provided in Additional file 2.
The false positive rate of LowBP-LC does not depend on
the level of study
Cusick et al. recurated 100 literature-curated yeast interac-
tions, assigning confidence score for each one: 0 for no
confidence, 1 for low confidence or unsubstantiated and 2
for substantiated or high confidence. We therefore consid-
ered interactions with a score of 0 to be false positives,
and those with a score of 2 to be true positives. We then
computed the proportion of these interactions that involve
well-studied proteins for each category. Among the 35
false positive interactions and the 25 true positives, respec-
tively 21.4% and 22% involve a well-studied protein.
LowBP-LC false negatives
Hypothesizing that HT well-studied and LowBP-LC
well-studied are independent allows to estimate the
expected number of genuine interactions involving well-














with TPHTWS the estimated number of true positives
in HTWS, the HT dataset restricted to interactions invol-
ving well-studied proteins, and TPHT LowBP LCWS∩ − the
number of true positives within the intersection between
HTWS and LowBP-LC.
A relation between HT FDRs
To decrease the potential correlation between LowBP-
LC and older HT-Y2H datasets due to recent studies
that could have been designed to confirm HT interac-
tions, the LowBP-LC dataset used for the FDR calcula-
tions contains only interactions reported in publications
published before 2000 (publication date of the oldest
HT dataset). Consider two HT datasets, denoted 1 and
2 (e.g. Ito-Core and CCSB-YI1 ), each partitioned into
three subsets A, B and C, respectively the true positives
included in LowBP-LC-pre2000, the true positives not
included in LowBP-LC-pre2000 and the false positives.
We consider that HT interactions also present in
LowBP-LC-pre2000 are true positives (because detected
by two independent methods). Therefore, LowBP-LC-
pre2000 and C are disjoint. Hypothesizing that the pro-
portion of true positive HT interactions in LowBP-LC-










The proportion of HT interactions included in
LowBP-LC-pre2000 (A/(A + B + C)) can be easily com-












we obtain a relation between the false-discovery rates




FDR FDR1 2 1= ⋅ + − . (1)
In the rest of this work, we always use CCSB-YI1 for
set 2.
Computing the interactome size
Parameters
• HT : the HT dataset used.
• Well-studied cutoff: number of papers referencing a
protein to consider it well-studied.
• FDRY I1 : the CCSB-YI1 FDR, required to compute
the FDRs of other HT datasets.
Abbreviations and notations
• WS: well-studied.
• TPDataset: estimated number of true positives in
Dataset.
• |Dataset|: size of Dataset.
• Is: Interactome size.
HT true positives
• The FDR of Ito-Core, Uetz-Screen and Tarassov is
calculated from the FDR of CCSB-YI1 as described
in Methods, A relation between HT FDRs:
FDR FDRHT YI= ⋅ + − 1 1
• The number of HT true positives is then com-
puted as follows:
TP HT HT FDRHT i HTi= − ∗∑ (2)
where HTi iterates over the datasets making up HT
for union datasets (e.g. for Y2H-Union: Ito-Core,
Uetz-Screen and CCSB-YI1 ), or HT itself for indivi-
dual datasets such as Ito-Core.
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LowBP-LC true positives
TP








Where LowBP-LC-UniqueWS contains LowBP-LC
interactions involving well-studied proteins, supported
by a single paper and not in the HT dataset.
True positives in the intersection
All interactions in the intersection between HT and
LowBP-LC are considered true positive, so:
TP HT LowBP LCHT LowBP LC WSWS∩ = ∩- - . (4)
Interactome size
The hypergeometric assumption discussed in Results,













with TPHT , TPLowBP LCWS− and TPHT LowBP LCWS∩ − com-
puted as described above (equations (2), (4) and (4)).
This can be expanded to:
Is
TP TP HT LowBP LC pre
CCSB YI Low









BP LC pre HT LowBP LCWS- - -2000 ⋅ ∩
This expanded form allows to study the influence of
the various parameters. All relevant scripts are distribu-
ted under the GNU General Public License in Addi-
tional file 2.
Presence of ‘Y2H-strong’ interactions in LowBP-LC
To examine whether interactions that are more easily
detected in Y2H are also overrepresented in LowBP-LC,
we gathered Ito-Full hits and binned them by increasing
number of ISTs, each bin containing at least 200 inter-
actions. Each bin is represented by the weighted mean
of the number of ISTs, and the proportion of interac-
tions present in LowBP-LC. In order not to separate
interactions with the same number of ISTs, some bins
(particularly single hits) are larger than others. This ana-
lysis is performed both with the complete LowBP-LC
and with LowBP-LC-pre2000 (LowBP-LC interactions
reported before 2000)(Figure 1).
Additional material
Additional file 1: Number of interactions and proteins in each
dataset. Additional file 1 presents the number of interactions and
unique proteins in each dataset and intersection of datasets.
Additional file 2: Datasets and scripts. Additional file 2 is an archive
that includes all scripts, distributed under an open source license, as well
as all datasets used in this study.
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Chapitre 3
Génotyper les individus à partir de
données next-generation et filtrer les
erreurs systématiques
Le consortium TCGA (The Cancer Genome Atlas) s’applique à caractériser un grand nombre de cancers
au niveau génomique, transcriptomique et épigénétique. Nous nous sommes intéressés à l’étude du cancer
ovarien de type séreux de haut grade, une analyse intégrative de séquençage d’exomes, de variations du
nombre de copies des gènes, d’expression et de méthylation, réalisée sur 489 patientes (5). Entre autres,
cette étude a permis d’identifier 9 gènes “driver” mutés de façon somatique (mutation présente dans le
tissu cancéreux et absente du tissu sain) dans une proportion statistiquement significative de patientes :
TP53, BRCA1, BRCA2, RB1, NF1, FAT3, CSMD3, GABRA6 et CDK12 (74, 75). Comme dans beaucoup
d’études sur la génétique des cancers (e.g. (76, 77)), les mutations germinales (ou mutations constitutives)
sont ignorées, les scientifiques préférant se concentrer sur les mutations somatiques, plus faciles à identifier.
Les exomes des tissus sains ont été séquencés à haute couverture, mais ont été utilisés uniquement comme
référence pour appeler les mutations somatiques, et les génotypes des tissus sains n’ont même pas été
caractérisés (David Wheeler, Baylor College of Medicine, communication personnelle). Cette pratique est
regrettable car les mutations germinales sont connues pour leur importance en oncologie, notamment pour
prédire les prédispositions génétiques des patients (78), et pour leur impact sur la résistance aux thérapies
ciblées (79). Ainsi, nous avons décidé d’analyser les mutations germinales des patientes atteintes du cancer
de l’ovaire séquencées par TCGA. La première étape a naturellement été d’identifier les SNVs présents
chez ces patientes, et nous avons donc développé un pipeline d’appel de génotypes fiable, qui cherche à
identifier et écarter les erreurs systématiques.
3.1 Alignement et appel des génotypes, des méthodes en développe-
ment
En génomique, l’analyse bioinformatique des données est tout aussi importante que leur production.
Les traitements à effectuer sont coûteux en temps de calcul et en mémoire, et la présence de nombreuses
erreurs de séquençage nécessite d’être particulièrement vigilant dans le tri et le contrôle qualité. Comme
expliqué dans l’introduction (Figure 1.3), la caractérisation d’un exome passe par plusieurs étapes expéri-
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mentales produisant des millions de short-reads. Ces short-reads doivent ensuite être alignés sur le génome
de référence, afin d’identifier les variations, en général les SNVs et les indels, entre le génome étudié et la
référence (appel des génotypes). Nous nous sommes plus particulièrement intéressés au problème de l’appel
des génotypes.
L’appel de génotypes consiste à classer les loci du génome étudié en homozygotes références, hétéro-
zygotes ou homozygotes variants, en se basant sur la proportion de reads variants alignés sur le locus. Ces
proportions devraient théoriquement valoir 0 (homozygote référence), 0,5 (hétérozygote) ou 1 (homozy-
gote variant), mais la présence d’erreurs de séquençage ou d’alignement, ainsi que l’échantillonnage dans
le cas des hétérozygotes, les fait dévier et peut rendre difficile la différenciation entre les vrais variants et
les erreurs. Les méthodes pour répondre à ce problème sont souvent classées en deux catégories (7) : les
méthodes heuristiques (80), qui utilisent des seuils fixés, et les méthodes statistiques, qui font l’hypothèse
que la proportion de reads variants suit une loi binomiale (81, 36, 82, 36).
Bien qu’aussi vieux que le développement des technologies NGS, ce problème n’a pas encore de solu-
tion consensuelle, et les solutions proposées nécessitent d’être améliorées. La preuve en est que les quelques
études qui comparent les résultats des aligneurs et des méthodes d’appel de génotypes les plus utilisés
trouvent peu de concordance dans les variants appelés. Une étude de O’Rawe et ses collègues (83) compare
5 pipelines d’appel de génotype sur 15 exomes provenant de 4 familles séquencées à haut débit (Illumina) et
trouve 57% de SNVs concordants et 26,8% d’indels concordants. Dans cette étude, les variants sont consi-
dérés concordants s’ils sont appelés de façon identique par les 5 pipelines. Altmann et ses collègues (84)
ont exécuté plusieurs pipelines d’alignement suivis de SAMtools ou de GATK pour l’appel des génotypes
sur l’exome d’un individu séquencé par le 1000 Genomes Project. Ils trouvent une concordance de 85% en
comparant les méthodes de génotypes utilisées avec le même aligneur, et encore 85% de concordance entre
2 pipelines d’alignement différents suivis du même appel de génotype. Étudier des données contenant autant
de faux positifs n’est pas prudent, surtout dans le cas de données aussi massive que celles auxquelles nous
nous intéressons. Cela nous a conduit à étudier de plus près ces erreurs pour essayer de mieux les filtrer,
notamment en comparant les reads alignés sur les deux brins de l’ADN. Nous avons également développé
une variation de la méthode heuristique, plus flexible et mieux paramétrée que les méthodes existantes,
grâce à des comparaisons des nombreux réplicats techniques réalisés par le consortium TCGA.
3.2 Choix d’un pipeline de séquençage : le logiciel MAGIC et le pro-
jet SEQC
La première étape de notre analyse consiste à aligner des short-reads sur le génome de référence
(GRCH37/hg19). Pour réaliser cette étape, nous avons utilisé le logiciel MAGIC (6), sur lequel j’ai travaillé
dans le cadre du projet SEQC, lors d’un séjour de 6 mois à Toronto (CCBR, Bader Lab) et à Washington
(NIH, NCBI). Les principaux résultats de ces analyses sont décrits dans un article annexe 5 en révision à
Nature Biotechnology, dont je suis co-auteur, et sont résumés brièvement ici.
Le but du projet SEQC est d’évaluer les performances des plateformes RNA-seq sur des jeux de don-
nées de référence (benchmark), en comparant les résultats obtenus par plusieurs centres de séquençage et
pipelines bioinformatiques RNA-seq, par qPCR et par puces à ADN. Les jeux de données de référence,
constitués de mélanges en proportions connues d’ARN humain bien caractérisés, ont été séquencés dans
plusieurs centres par les technologies Illumina HiSEQ 2000 et SOLiD 5500. Les short-reads produits ont
été alignés sur différents modèles de gènes : 85,9% de ces derniers s’alignent sur RefSeq, 92% sur GEN-
CODE et 97,1% sur AceView. Dans le même ordre d’idée, le nombre de gènes et de jonctions exon-exon
détectés étant plus important pour la base de données AceView, c’est celle-ci qui a été sélectionnée pour
3.3. OBTENIR DES GÉNOTYPES FIABLES À PARTIR DES DONNÉES NGS 41
la suite de l’analyse. Cette étude a ensuite évalué les performances de 3 pipelines dans la découverte de
nouvelles jonctions exon-exon : MAGIC, r-make (85) et Subread (86). 2,9 millions de nouvelles jonctions
ont été identifiées, mais seulement 23% d’entre elles systématiquement par les 3 méthodes. Cependant, 173
jonctions nouvellement détectées, parmi lesquelles 136 étaient découvertes par les 3 pipelines, ont été tes-
tées par qPCR : toutes celles trouvées par les 3 pipelines et 80% des autres ont été confirmées. Cela montre
que malgré les annotations déjà très complètes existantes dans AceView, de nouvelles formes alternatives
de gènes sont encore à découvrir. Par ailleurs, plusieurs mesures permettant d’effectuer un contrôle qualité
ont été définies afin d’évaluer les performances des différents pipelines. Par exemple, le taux d’expression
d’un gène dans chacun des échantillons doit théoriquement être cohérent avec les proportions des différents
mélanges. Dans l’ensemble, on observe une excellente concordance dans les mesures d’expressions diffé-
rentielles entre les différents centres de séquençage et les différentes technologies (Illumina et SOLiD), en
particulier pour les gènes fortement exprimés. Par contre, mesurer l’expression absolue des gènes, même
avec un benchmark précis, reste difficile. Enfin, par rapport aux pipelines bioinformatiques testés, MAGIC
a montré d’excellente performances dans l’identification de gènes et de transcrits alternatifs. En résumé,
cette étude constitue une étape importante dans le développement du RNA-seq : la quantité de données
produites et la qualité des analyses contribueront à comprendre la puissance et les limites du RNA-seq.
J’ai contribué à cette étude en participant au développement de la plateformeMAGIC, un des principaux
outils utilisés pour les analyses. J’ai en particulier réalisé de nombreux tests qui m’ont amenée à rechercher
et corriger des bugs. J’ai également participé à l’amélioration de la documentation et de l’interface utilisa-
teur ainsi qu’à la conception de nouvelles fonctionnalités du logiciel. Ce travail a été initié lors d’un séjour à
Washington, au NCBI, en novembre 2011, et notre collaboration s’est poursuivie dans la suite de ma thèse.
Les short-reads du projet “ovaire” ont donc été alignés avec le logiciel MAGIC, qui implémente une
version améliorée de l’algorithme “hash and extend”. Les short-reads sont indexés (hashed) par des 16-
mers, puis le génome est scanné et les short-reads sont ancrés au génome selon les correspondances exactes
de ces 16-mers. D’autres cibles sont également scannées, comme par exemple le génome mitochondrial
et un génome “imaginaire”, construit par complémentarité des bases sans inverser l’ordre et utilisé pour
mettre au point les filtres qualités. Enfin, les alignements sont étendus en autorisant les indels et les mésap-
pariements (mismatches), et un score d’alignement est calculé en ajoutant 1 pour chaque correspondance
et en enlevant 4 pour chaque différence. Les meilleurs alignements pour lesquels on aligne au moins 70%
du read ou au moins 130 bp sont conservés. Dans le cas de séquençage “paired-end”, les reads provenant
des paires sont alignés indépendamment puis la compatibilité des paires est vérifiée. Les paires alignées
de manière incompatible sont supprimées. Les reads qui passent ces filtres qualités sont considérés comme
“correctement alignés”. Une des caractéristiques originales de MAGIC est le calcul de score de qualité
des bases a posteriori, plutôt que l’utilisation des scores de qualité fournis a priori par les séquenceurs,
jugés peu pertinents. Pour chaque expérience, MAGIC calcule un score de qualité par position dans le read,
basé sur le nombre de mésappariements à cette position sur l’ensemble de l’expérience. Les comptages
reportés à chaque position génomique sont modulés par ce score (typiquement autour de 80% du nombre
réel de reads). Ce pipeline est disponible sur le site AceView du NCBI, à l’onglet Downloads, Software
(ftp://ftp.ncbi.nlm.nih.gov/repository/acedb/Software/Magic).
3.3 Obtenir des génotypes fiables à partir des données NGS
Les résultats décrivant notre pipeline de génotypage et nos filtres d’erreurs systématiques sont détaillés
dans un article qui sera soumis très prochainement (section 3.5). La section ci-dessous résume les princi-
pales contributions de ce travail et développe la partie pré-traitement des données qui n’a pas été présentée
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BCM SOL 35
BI ILL 3 0
WUGSC 0 19 51
BCM SOL BI ILL WUGSC ILL
TAB. 3.1 – Nombre de réplicats réalisés intra et inter laboratoires. BCM : Baylor College of Medicine,
BI : Broad Institute, WUGSC : Washington University Genome Sequencing Center, SOL : séquençage
SOLiD, ILL : séquençage Illumina
dans l’article.
3.3.1 Données utilisées et pré-analyse
Les exomes de nombreuses patientes ont été séquencés par 3 laboratoires, Baylor College of Medicine,
Broad Institute et Washington University Genome Center, et certains échantillons ont été séquencés dans
plusieurs laboratoires, ou plusieurs fois dans le même laboratoire (réplicats). Afin de mettre au point notre
méthode, nous avons étudié un sous-ensemble des données TCGA, contenant uniquement des réplicats.
Cela permet d’avoir un contrôle qualité fiable : la reproductibilité du résultat. La table 3.1 liste le nombre
de réplicats analysés dans cette étude pour chaque plateforme et laboratoire.
Les short-reads provenant de chaque “run” (expérience de séquençage) ont été aligné avec le pipeline
MAGIC décrit ci-dessus. Pour avoir une idée de la qualité a priori des données et pour vérifier que les
alignements se déroulent correctement, pour chaque “run”, nous nous sommes intéressés à plusieurs sta-
tistiques : le pourcentage de reads correctement alignés, le pourcentage de reads alignés sur le brin plus,
et le pourcentage de reads paired-end incompatibles. Le pourcentage de reads correctement alignés donne
une idée de la qualité générale de l’expérience (du “run”), et les reads alignés sur chaque brin reflètent de
potentiels biais (de capture, par exemple). Quant à l’incompatibilité des reads paired-end, elle peut indiquer
des erreurs d’alignement ou de séquençage : les paires de short-reads devraient s’aligner à une distance
raisonnable l’une de l’autre (de 20 à 500 bp), et sur des brins opposés. Une incompatibilité trahit un réar-
rangement chromosomique ou une erreur. Nous avons regroupé les différents runs en plusieurs catégories,
par laboratoire, par plateforme (SOLiD ou Illumina), par type d’échantillon (tissu sain ou tissu cancéreux) et
par individu, et nous avons réalisé des analyses de variance multiple (MANOVA) afin d’étudier l’influence
de chacune des catégories sur les statistiques. Le laboratoire a des effets significatifs pour chacune des 3
statistiques et la plateforme influence le pourcentage de reads bien alignés. Les autres catégories n’ont pas
d’impact significatif sur les alignements. La figure 3.1 montre les boîtes à moustaches réalisées pour chacun
des effets observés. Notamment, on observe que la compatibilité des reads paired-end est meilleure pour
les short-reads du Broad Institute que pour ceux de Washington University. Il est intéressant de remarquer
que il n’y a pas de différence entre les échantillons tumoraux et sains, ce qui montre que les nombreux
SNVs et réarrangements présents dans les tumeurs ne gênent pas l’alignement. Dans l’ensemble, la qualité
du séquençage et de l’alignement est satisfaisante. Au total, 3137 Gb (giga paires de bases) ont été alignées,
avec une couverture moyenne de 323x.
















































































































































































































































(c) Paires de reads incompatibles
FIG. 3.1 – Analyse des résultats d’alignement. Les boîtes à moustaches montrent l’influence des catégo-
ries sur chacune des statistiques. Chaque point représente les résultats d’un “run”, c’est-à-dire une expé-
rience de séquençage réalisée sur un échantillon. Les boîtes contiennent les 2eet 3equartiles. Les moustaches
s’étendent au point le plus extrême jusqu’à 1,5 fois la taille de la boîte.
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FIG. 3.2 – Densité des proportions de reads variants, pour différentes valeurs de couverture minimale.
Comme les homozygotes références évidents ne nous intéressent pas, les positions représentées sont res-
treintes à celles contenant au moins 5% de reads variants, ce qui correspond à 83 millions de loci.
3.3.2 Une méthode efficace pour appeler les génotypes et filtrer les erreurs systé-
matiques
Choisir une méthode d’appel de génotype
Une fois les alignements effectués, il faut identifier les positions contenant un SNV, et leur assigner
un génotype. L’appel des génotypes reposant sur la proportion de reads variants à la position considérée,
il est important de regarder la répartition globale de ces proportions avant de choisir une méthode d’appel
(Figure 3.2). Comme attendu, on observe des pics à 0, 50 et 100% de reads variants, correspondant respec-
tivement à des positions homozygotes références, hétérozygotes ou homozygotes variantes. La démarcation
entre hétérozygotes et homozygotes variants est très claire, et les séparer ne pose pas de problème. Par
contre, entre les homozygotes références et les hétérozygotes, on observe une zone allant de 20 et 40% de
reads variants, dans laquelle il est impossible de faire un appel en se basant uniquement sur la proportion
de reads variants. Nous proposons une méthode d’appel de génotype qui améliore la méthode des seuils
afin de prendre en compte ce phénomène, et qui permet de filtrer de nombreuses erreurs systématiques, en
comparant les reads alignés sur chaque brin.
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FIG. 3.3 – Appel des génotypes. Cette figure illustre l’appel des génotypes en fonction du pourcentage
de reads variants. Les “zones grises” sont centrées autour de 30 et 85% de reads variants. Des appels
indépendants sont réalisés sur chaque brin, le génotype du brin pouvant être homozygote, hétérozygote ou
“zone grise”. Le génotype général est appelé si les génotypes des deux brins sont les mêmes, ou si l’un des
deux est dans une zone grise adjacente.
Appel des génotypes
La méthode des seuils nécessite de fixer des limites dans les proportions de reads variants : habituelle-
ment, une position ayant entre 20 et 80% de reads variants est appelée hétérozygote. La figure 3.2 montre
que ces seuils ne sont pas adaptés à nos données, et suggère d’utiliser 30 et 85%. Cependant, l’utilisation
d’un seuil fixe ne permet pas de prendre en compte l’incertitude sur les positions contenant entre 20 et 40%
de reads variants. Pour ce faire, nous avons défini une “zone grise” (Figure 3.3) autour des seuils. Des appels
indépendants sont réalisés sur chaque brin, c’est-à-dire en considérant uniquement les reads alignés dans
le sens du brin concerné, et le génotype du brin peut être homozygote, hétérozygote ou “zone grise”. Ce
génotype est appelé uniquement si la couverture sur le brin est supérieure au seuil de couverture minimale
par brin. Finalement, le génotype général est appelé si les génotypes des deux brins sont les mêmes, ou si
l’un des deux est dans une zone grise adjacente. La taille des zones grises et la couverture minimale par
brin sont des paramètres de la méthode que nous choisissons en comparant les réplicats (voir plus bas).
La section suivante explique notre choix d’appeler les génotypes indépendamment sur chaque brin :
nous montrons que ceux-ci sont trop souvent en désaccord, indiquant la présence d’erreurs systématiques.
Faire des appels par brin permet de filtrer ces erreurs. Nous montrons également que les positions pour
lesquelles la couverture est insuffisante sur un des deux brins sont très nombreuses, et que l’appel à ces
positions n’est pas fiable. Nous conseillons par conséquence de les filtrer.
Une histoire de sens
Les erreurs systématiques peuvent être présentes à forte couverture, et avec une grande proportion de
reads variants (61). Celles-ci ne peuvent donc pas être filtrées en se basant uniquement sur les proportions
de reads variants. Heureusement, la plupart de ces erreurs ont la particularité de dépendre du contexte :
par exemple, les séquenceurs Illumina (GAII) vont avoir tendance à souvent se tromper à la position T du
motif GGT (61). Cette propriété peut être utilisée se débarrasser de ce type d’erreurs : elles vont a priori
se produire uniquement dans le sens contenant le motif, et les reads alignés sur le brin complémentaire
présenteront la séquence correcte. Ce filtre, appelé “strand bias”, est mentionné dans l’article de revue
de Nielsen et ses collègues (7) mais est pourtant très peu utilisé en pratique. Seul le GATK (81) en a
implémenté une version, et aucun pipeline ne l’utilise pour faire l’appel des génotypes à proprement parler.
Pour évaluer les effets du “strand bias”, nous avons réalisé des appels indépendamment dans les 2 sens,
et nous les avons comparés. Les positions sont classées en 3 catégories : “strand-concordant”, si l’appel
sur les deux brins est le même ou si l’un des deux est dans la zone grise adjacente, “single-strand”, si la
couverture est insuffisante sur un brin, et que l’appel est franc sur l’autre, ou “strand-discordant”, si les
génotypes appelés sont différents, ou si l’un d’eux est dans la zone grise éloignée.
La figure 3.4 a) montre la répartition des SNVs dans chacune des catégories, en fonction de la couverture
minimale requise pour un appel. Étonnamment, les “strand-discordants” sont très nombreux. Dans ce cas,
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a)
b)
FIG. 3.4 – a) Le nombre d’appels strand-discordants, strand-concordants et single-strand en fonction de
la couverture minimale. b) La proportion d’appels strand-discordants parmi les positions appelées sur les
deux brins, en fonction de la couverture minimale. C’est une estimation du taux de faux positifs des appels
single-strand. Même à très forte couverture, ce taux reste élevé.
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au moins un des deux appels est erroné. Faire un appel indépendamment sur chaque brin est donc crucial,
car contrairement aux méthodes classiques qui risquent d’appeler un génotype faux sur ces positions, notre
méthode permet de les filtrer facilement. De plus, les positions “single-strand” représentent la majorité des
données, et au vu de la découverte précédente, il est légitime de se poser des questions sur leur fiabilité. En
faisant l’hypothèse d’une part, que le taux de faux positifs est le même pour les positions vues sur les deux
brins et pour celles vues sur un seul brin et d’autre part, que le mauvais génotype est appelé pour la moitié de




avec #strand-discordants le nombre total de positions strand-discordantes et #strand-concordants le nombre
de positions strand-concordantes hétérozygotes ou homozygotes références. Cette estimation fait également
l’hypothèse que les strand-concordants sont des vrais positifs, ce qui est faux car ceux-ci contiennent de
nombreux faux positifs (voir section suivante). Cela conduit à sous-estimer le taux de faux positifs.
La figure 3.4 b) montre l’évolution de l’estimation du taux d’erreurs des appels “single-strand” en
fonction de la couverture minimale. Ce taux est très élevé (20,3% à 10x de couverture minimale sur chaque
brin), même avec une couverture minimale importante (12% à 100x). Nous avons donc décidé de filtrer
l’ensemble des appels “single-strand”, et nous conseillons aux développeurs des autres pipelines d’appel de
génotypes de faire de même : cela permet de diminuer considérablement le taux de faux positifs.
Utiliser les réplicats TCGA pour choisir les paramètres d’appel et proposer de nouveaux filtres
Nous avons réalisé les appels des génotypes pour l’ensemble des données décrites dans la section 3.3.1,
avec la méthode d’appel de génotype décrite dans la section 3.3.2 pour différentes valeurs de couverture
minimale et en faisant varier la taille des “zones grises”. Afin d’estimer le taux de faux positifs restant
dans nos données, nous avons ensuite comparé les génotypes obtenus pour les réplicats. Pour un même
échantillon, à une même position, deux génotypes sont appelés “run-discordants” s’ils sont différents, et
“run-concordants” s’ils sont identiques. Ainsi, de la même manière que pour les erreurs single-strands, le




Estimer ce taux pour les différentes valeurs des paramètres d’appel de génotype nous aide à choisir une
couverture minimale et une taille de zones grises réalisant un bon compromis entre spécificité et sensibilité.
Nous ne pouvons pas calculer directement la sensibilité de la méthode car le génotype étudié est inconnu,
mais le nombre de run-concordants nous permet de comparer la sensibilité de la méthode pour différents
paramètres. Alors que la plupart des études utilisent une couverture minimale de 10x sur l’ensemble des
deux brins, nous conseillons d’exiger une couverture minimale de 10x sur chaque brin (section 3.5). Par
ailleurs, nous choisissons d’utiliser des zones grises de taille 20%. Ces valeurs conduisent à appeler 3,1%
de faux positifs pour les indels, et 1,2% pour les SNVs. Pour les échantillons séquencés plusieurs fois, il est
facile de supprimer les génotypes “run-discordants”, et d’obtenir ainsi des données très propres ne contenant
presque plus de faux positifs. Cependant, pour des raisons de coût, il est rare que des réplicats soient réa-
lisés pour l’ensemble des échantillons analysés. Par exemple, parmi les 1043 échantillons séquencés dans
le cadre de l’étude du cancer de l’ovaire, 807 n’ont été séquencés qu’une seule fois. Afin d’essayer de dé-
barrasser les données séquencées une seule fois des faux positifs restants, nous avons regardé la répartition
des positions “run-discordantes” sur le génome : de nombreuses positions semblent sujettes à erreurs pour
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tous les échantillons séquencés par une même plateforme (section 3.5). Cela rejoint le fait que certaines
erreurs systématiques dépendent du contexte génomique : une même technologie va avoir tendance à se
tromper toujours aux mêmes endroits. Ainsi, les nombreux réplicats réalisés dans cette étude nous ont per-
mis d’annoter bon nombre de loci comme “sujets à erreur”, ce qui permet de les filtrer pour les échantillons
séquencés une seule fois. Pour vérifier le bien-fondé de cette méthode, nous avons réalisé un bootstrapping
simple : nous apprenons les positions sujettes à erreur sur la moitié des échantillons, et nous estimons les
taux de faux positifs de l’autre moitié avec ou sans ces positions. Les résultats sont concluants, avec une
baisse moyenne relative du taux de faux positifs de 24% (soit 0,3% de faux positifs filtrés) sans perte de
sensibilité.
3.4 Conclusions
Obtenir des génotypes fiables à partir de données NGS n’est pas encore fait de manière routinière et
les méthodes utilisées demandent à être améliorées, en particulier car les génotypes appelés contiennent
de nombreuses erreurs. Nous montrons qu’utiliser le sens d’alignement des reads sur le génome permet de
grandement réduire le taux de faux positifs, et nous utilisons les réplicats techniques pour filtrer certaines
des erreurs systématiques restantes grâce à l’annotation de loci “sujets à erreurs”. Par ailleurs, notre estima-
tion du taux de faux positifs basée sur la reproductibilité des résultats indique que les seuils de couverture
minimale généralement utilisés dans la littérature sont trop faibles. Nous montrons également que les mé-
thodes proposant un génotypage pour des positions contenant entre 20 et 40% de reads variants appellent
probablement un grand nombre de faux positifs. Cette observation est d’autant plus importante pour les
génotypes appelés dans des tissus tumoraux, qui sont souvent basés sur de telles proportions.
Notre méthode permet de filtrer un grand nombre d’erreurs systématiques, et utilise des valeurs de
paramètres très stringentes. Malgré toutes ces précautions, nous estimons qu’il reste 0,96% de faux positifs
dans nos appels de génotypes, faux positifs pouvant provenir d’erreurs de séquençage, d’alignement ou
d’appel de génotype. Appliquée aux données de séquençage des tissus sains des patientes de l’étude TCGA,
cette méthode nous a permis d’annoter 5 833 985 positions variantes chez au moins une patiente pour un
total de 16 706 986 SNVs variants.
Le défi majeur est ensuite d’identifier, parmi cette multitude de variations génétiques, celles prédis-
posant au développement du cancer. C’est l’objet du chapitre suivant : nous combinons des informations
fonctionnelles et d’expression de gènes afin de sélectionner les SNVs et gènes probablement impliqués dans
la cancerogénèse.
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Next  generation  sequencing technologies  have enabled  the  production  of  massive  datasets,  opening  up new avenues of  research.  In 
particular, exome capture and sequencing provides a cost-effective means of genotyping the coding portion of the genome for large cohorts  
of individuals. However calling genotypes from NGS data remains difficult, and high rates of discrepancies between called genotypes are  
observed when using different sequencing technologies on the same samples, or different software pipelines on the same raw sequencing  
data. Some of these difficulties may be due to systematic biases and errors arising at the sequencing, alignment or genotype-calling steps. In 
order to investigate these possibilities, we analyzed 108 deep germline exome-seq replicates produced by The Cancer Genome Atlas with 
ABI SOLiD and Illumina GAII platforms, searching for sources of systematic errors.
Results
We aligned the TCGA short-reads using the MAGIC pipeline, which allowed us to distinguish reads aligning on the forward and reverse  
strands of  the genome, and developed a  simple and effective algorithm for  calling genotypes.  This algorithm favors  specificity  over  
sensitivity: calls are only made when the data is unambiguous and sufficiently deep. Furthermore, we called genotypes independently on 
each  strand  and compared  the  resulting  calls.  Surprisingly,  we discovered  that  they  disagree  in  20.3% of  the positions  where high-
confidence calls can be made on both strands. This observation is not an artifact of the MAGIC aligner, as shown by reanalyzing a  
published dataset initially studied with GATK. These strand-discordant positions appear due to the sequence context, which is strand-
specific and can lead to systematic sequencing errors on one strand. Furthermore, the TCGA replicates allowed us to identify systematic  
error-prone positions in the genome, some of which are specific to the ABI or Illumina sequencers and some of which are cross-platform.  
Filtering these positions significantly improves the genotyping quality.
Conclusions
Our results clearly show that strand-specific read counts should always be provided, and that a reliable genotype can only be called when 
the two strands are compatible and sufficiently covered. In addition, lists of error-prone positions are provided and should help to filter out  
systematic errors. Beyond genotype-calling, our findings have implications on the experimental design of exome-capture experiments:  
capture libraries should be short enough to allow a significant proportion of positions to be sequenced on both strands.
1 INTRODUCTION 
The  great  progress of  DNA-sequencing  technologies  has  enabled  the  routine  sequencing  of  human  genomes,  generating  an 
unprecedented amount of data. For instance, international consortia are currently sequencing thousands of genomes of patients, aiming at  
understanding the molecular bases of genetic diseases and promising the development of personalized medicine.
This approach requires the characterization of individuals' genomes, ranging from small variants to CNVs or larger rearrangements.  
Briefly, it consists of several steps: library construction, sometimes followed by exome-capture, sequencing, short-reads alignment to a  
reference genome, and finally genotype calling or rearrangement identification. Our study focuses on the genotype calling problem, that is  
the classification of each locus in a given individual as reference homozygote, heterozygote or variant homozygote, depending mainly on  
the proportion of sequencing reads aligned at the considered position that carry the reference or variant nucleotide.  The main challenge is  
the presence of sequencing and alignment errors, some of them systematic, that need to be distinguished from true variations. This is  
particularly important because between-sample reproducible errors could easily mislead biological conclusions, for example in association  
study.  
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Several genotype calling pipelines have been developed, often classified as heuristic or probabilistic methods  (Nielsen  et al.,  2011). 
Heuristic methods use arbitrary or empirically determined cutoffs: typically, positions with a proportion of non-reference alleles between  
20% and 80% are called heterozygotes  (Hedges  et al.,  2009). Those methods are criticized because they do not allow to associate a 
likelihood to the genotype calls, and because they do not take into account read mapping quality. Probabilistic methods are usually based on  
the binomial assumption and estimate the most probable genotype accordingly. For instance, the popular GATK (Genome Analysis Toolkit, 
(McKenna et al., 2010)) developed by the Broad Institute proposes a bayesian classifier: knowing the base call of each read aligning at a  
given locus,  it computes the posterior probability of each genotype and assigns the greatest  one to the locus,  with prior probabilities  
depending on each base's Phred quality score. The SOAPsnp (R. Li et al., 2009) caller uses the same kind of approach, except that the prior 
probability of each genotype is based on estimated SNV rates and transversion/transition ratios. Furthermore, to improve sensitivity for  
low-depth sequencing, a higher heterozygote prior probability is used for known SNVs (those present in dbSNP). SeqEM (Martin et al., 
2010) uses the same model, but it computes genotypes for several individuals jointly, taking advantage of the studied population to estimate 
the model parameters instead of relying on external sources. The SAMtools package (H. Li et al., 2009) allows to compute the genotype 
maximum-likelihood, but also proposes several statistics to analyze short-read data without calling the variants. Primarily design for the  
analysis of pooled-NGS data, Wei and colleagues  (Wei  et al.,  2011) use hypothesis-testing to discriminate between rare and common 
variants within a population. 
When looking at cancer genomes, the problem is even more challenging. Indeed, firstly, cancer cells are highly heterogeneous and  
secondly, extracted samples usually contain a mix of tumor and normal cells (estimated to 30% of contamination by normal DNA (Carter et 
al.,  2012)), making the classification of variants as somatic (present only in the tumor) or germline (in both samples) difficult. Proposed  
solutions are based on comparing normal and tumor proportions of variant reads. For instance, VarScan2 (Koboldt et al., 2012) performs 
heuristic genotype call on normal cells and uses fisher's test to discriminate germline from somatic variants. SomaticSniper (Larson et al., 
2012) estimates the likelihood of the combined normal and tumor genotypes, based on estimated mutation rates.  Along the same lines, 
MuTect (Cibulskis et al., 2013) couples 2 bayesian classifiers to first call the variants in normal and cancer samples, and then classify each  
variant as germline or somatic. 
The large number of software and algorithms available shows that genotype calling is a very active area of research, and the questions  
that naturally arise are how those pipelines perform, and how they compare to one another. A study from O'Rawe and colleagues (O’Rawe 
et  al.,  2013) compares  5  genotype  calling  pipelines  on  15  exomes  from four  families  sequenced  at  high  coverage  on  the  Illumina  
HiSEQ2000 platform, and found as little as 57% of concordant SNVs and 26.8 % of concordant indels between the 5 pipelines. (Altmann 
et al., 2012) ran several alignment pipelines, followed by the SAMtools or the GATK genotype caller, on an individual's exome sequenced  
by the 1000 genomes project (Illumina sequencing with a 10x minimum coverage). They found a mean concordance rate of 85% between  
the two genotype callers used with the same aligner, and again a mean concordance rate of 85% between 2 alignment pipelines used with  
the same genotype caller. Lam and colleagues (Lam et al., 2012) compared Illumina (with BWA and GATK for alignment and genotype 
calling) and Complete Genomics sequencing platforms on whole-genome sequencing of an individual's blood and saliva samples. They  
found ~ 88% concordant SNVs between the two pipelines, imputed to a high false positive rate. One the other end, for indels, the 26.5%  
concordance was suggested to be attributed to low specificity rather than low sensitivity. Note that those values cannot be compared to the  
other studies, as here, heterozygotes and variant homozygotes are considered concordant.
This emphasizes the fact that DNA-seq bioinformatics pipelines need further development before a consensus is reached and applied  
routinely, and one of the main challenges is to reduce error rates. To this end, scientists are applying pre and post-alignment filtering steps.  
Reumers and his colleagues (Reumers et al., 2012) listed the filters generally used by the community, and estimated the efficiency of each  
one of them on Complete Genomics and Illumina data. For Illumina's pipelines, coverage depth, variant score, allelic imbalance, clustered 
SNVs and consensus mapping and calling appear to be the most efficient ones. Another issue of genotype calling pipelines is the lack of 
assessment of the best calling parameters. For instance, the choice of the minimum coverage required for calling a SNV ranges from 4x to  
typically 10-11x, and is mostly chosen empirically. In their framework, Reumers and colleagues advise to use a 20x minimum coverage to  
better distinguish true variants.  In addition,  an important insight is the context-dependence of  the errors.  This phenomenon has been 
highlighted by (Meacham et al., 2011): they performed Methyl-seq of an individual, and used overlapping mate-pairs to detect error prone  
loci from the Illumina pipeline. They found clear evidence of systematic errors, and particular sequence motifs surrounding systematic  
false-positives. 
In this study, we took advantage of 108 deep exome-seq replicates produced by TCGA (The Cancer Genome Atlas) to propose and test  
original filtering steps. In particular, we showed that loci exhibiting between 20 to 40% variant reads cannot be classify only based on read  
variant proportion. In addition, we discovered that taking into account the concordance between reads aligning on the plus and the minus  
strand allows to greatly reduce the error rate. We also point the existence of error-prone positions, specific or not to sequencing platforms,  
that are highly likely false positives. To perform those analyses, we proposed an improved version of the cutoff method, based on buffer  
zones. Finally, we estimated the remaining error rate in the data, showing that even if careful filtering allows to greatly reduce the number 
of false-positives, drawing biological conclusions from DNA-seq experiments should be done with care. 
2
Filtering systematic errors in NGS genotype calls: stranding matters
2 RESULTS
2.1 Using TCGA replicates to finely tune pipelines
Consortia  such as  The Cancer  Genome Atlas  (TCGA) or  the  International  Cancer  Genome Consortium (ICGC,  International  Cancer 
Genome Consortium et al.,  2010)  are producing massive amounts of exome-seq data, deep-sequencing thousands of tumor and matched 
normal exomes.  These data have been extensively analyzed,  giving insight into the cellular mechanisms driving cancers. However,  a 
noteworthy sideline possibility has surprisingly been poorly (if at all) investigated: these data also allow for an unprecedented sequencing  
platform and bioinformatics pipeline comparison. Indeed, often a sample is sequenced several times independently by different labs of the  
consortium. This is a mine of information for comparing Illumina and/or SOLiD sequencing platforms, and for testing bioinformatics 
pipelines. 
We used the ovarian TCGA exome-seq data  (The Cancer Genome Atlas, 2011) to assess the variability between and within sequencing 
platforms, to finely tune our genotype caller, and to propose additional filtering steps for improving the quality of genotype calls in general.  
Table 1 shows the number of TCGA ovarian replicates used in our analysis. They consist of non-tumor samples (mainly blood) sequenced  
by  the  Baylor  College  of  Medicine  (SOLiD  sequencing),  the  Broad  Institute  and/or  Washington  University  (Illumina  sequencing).  
Supplementary table 1 summarizes the data generation protocol used by each center, and a more detailed description can be found in the  
TCGA article supplementary material.
TCGA short-reads were pre-processed and aligned by the MAGIC aligner (see methods). Altogether, we aligned 3137 Gb, leading to an av-
erage 323 coverage per bp. Read counts were collected for positions with a 10x minimum coverage and carrying at least 20% of the variant 
allele in at least one of the samples. This results in a total of ~ 7,800,000 positions.
2.2 Choosing a variant calling method
In order to get the general picture, we first looked at the distribution of the proportion of variant reads (Fig. 1), for different minimum 
coverage cutoffs. Note that positions are restricted to those with more than 5% variant alleles: we are not interested in obvious reference  
homozygotes, that represent the vast majority of the data. As expected, we observe peaks around 0%, 50% and 100% of variant reads,  
corresponding respectively to reference homozygotes, heterozygotes and variant homozygotes. The clear demarcation between the variant  
homozygote and the heterozygote peaks shows that those categories can be differentiate easily. However, there is a zone, roughly from 20  
to 40 % variant reads, which contains both heterozygotes and reference homozygotes SNVs: only based on variant reads proportion, it is  
impossible to distinguish those categories. Such proportion of variant reads could be due to sequencing errors, but also to duplicated genes  
not annotated in the reference genome : in that case, the aligner assigns reads coming from both copies to the one existing in the reference.  
Provided that only one copy carries the variant allele, 25% variant reads are expected. Note that this problem cannot be address by the use  
of a higher minimum coverage, as the phenomenon exits even with a 100x minimum coverage. As a consequence, when taking into account  
only NGS data, one cannot conclude. It may be resolved using external information, e. g. linkage disequilibrium for common SNPs. As we 
focus on NGS data, we decided to classify those positions as “no-call”, thanks to an improved version of the heuristic method based on a 
buffer zone. 
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Table 1. Number of replicates performed between and within labs. For instance, 51 samples have 
been sequenced twice or more at Washington University. Baylor: Baylor College of Medicine, Broad: 
Broad Institute, WU: Washington University Genome Sequencing Center, SOLiD: SOLiD sequenc-
ing, Illumina: Illumina sequencing
Baylor SOLiD 35
Broad Illumina 3 0
WU Illumina 0 19 51
Baylor SOLiD Broad Illumina WU Illumina
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2.3 Calling genotypes
Using the cutoff method, one needs to set variant read proportion thresholds for assigning a genotype to a locus. The density plot in Fig. 1 
suggests to use cutoffs around 30% and 85%. However, as explained previously, calling the genotype for SNVs with 20 to 40 % of variant 
reads is not possible only based on variant read proportion. Thus, in order to limit wrong classification, we defined a “Grey-zone” (Fig. 2) 
around the thresholds, where we consider the information as ambiguous, and which will be treated accordingly depending on the situation. 
At each position in the genome, a “strand-genotype” is called independently on each strand, and can be homozygote, heterozygote or Grey-
zone (see 2.4). In fact the strand-genotype is only called if the number of reads covering the position in the considered strand is higher the 
user-selected minimum strand-coverage. Then, the “general genotype” is called if both strands have the same call or if one of them is in the 
near-by Grey-zone. Otherwise, we assigned “no-call” to the SNV, which is preferred to a miscall. 
The buffer zone might not be necessary for differentiating variant homozygotes from heterozygotes, as there is very little SNVs in the 
Grey-zone region. However, as a precaution, we decided to use it anyway: while not preventing true positives from being called, it may 
avoid few false positive calls. 
4
Fig. 2. This figure illustrates the genotype called depending on the percent-
age of variant reads. The Grey-zones are centered around 30 % and 85 % of 
variant reads. Independent calls are done for each strand: strand-genotype 
can be either homozygote, heterozygote or Grey-zone. The general geno-
type is called if strand-genotypes have the same call or if one of them fall 
in the adjacent Grey-zone. Otherwise, it is a “no-call”.
Fig. 1. Density of the proportion of variant reads, for different 
minimum coverage values. Positions are restricted to those con-
taining at least 5% of variant reads, that is a total of 83 million 
observations. The plot was performed with the R density func-
tion, which generate a Gaussian density estimate (default parame-
ters used).
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The next section explains why we choose to perform independent strand-genotype calls: we show that many loci have discordant calls on 
the plus and the minus strand. Those are systematic errors that must be filtered. 
2.4 A strand story
Systematic sequencing errors, which can be present at high coverage and high variant proportion ( e.g. (Meacham et al., 2011)), cannot be 
filtered only based on variant read proportion. Some of them are context-dependent and can be filtered by taking into account the “strand  
bias”: for true variants, the proportion of variant reads aligned on the plus and the minus strand should be the same, and a deviation from  
this equilibrium can indicate a false positive, or, for exome sequencing, bias in the exome capture (Nielsen et al., 2011). As a consequence, 
the GATK proposes a tool to filter strand bias posterior to the genotype call, based on a fisher test. However, most of the genotype callers  
do not use this information at all (Hedges et al., 2009; R. Li et al., 2009; Wei et al., 2011; Martin et al., 2010; Li et al., 2008; Li, 2011). 
Furthermore, none of the genotype caller has directly compared the calls on each strand, or uses this information to perform the genotype  
call itself. Here, we perform a comparison of the genotype calls obtained for each strand, and we show that lots of them are discordant, and  
that positions where only one strand can be called are very low quality and should be excluded. 
For each position on the genome, the MAGIC aligner returns 4 (weighted, see methods) reads counts: the number of reads carrying the  
variant allele aligning on the plus strand, the number of reads carrying the reference allele aligning on the plus strand, and the same counts 
on the minus strand. We make independent call for each strand and compare them. We name “strand-concordant” a position having the  
same genotype call for both strands or those with one called genotype and the other in an adjacent Grey-zone (Fig. 2). Otherwise the locus 
is considered “strand-discordant”. If only one strand has enough coverage, it is named “single-strand”. Otherwise it is ignored. Note that 
“strand-concordant” reference homozygotes are not taken into account here: their large number hide interesting patterns.
Fig. 3 a) shows the number of SNVs in each category, for a minimum strand-coverage varying from 10 to 100.  Surprisingly, even at high  
coverage thresholds many calls are strand-discordant. Reads aligning at those loci clearly contain many errors: they do not agree amongst  
themselves. We do not know which genotype is correct, so those SNVs must be filtered. This is not the case in classic approaches that  
consider only the general genotype. They are likely making erroneous calls on those positions. 
Furthermore, most of the calls are single-strand (e.g., single-strand positions represent 50.3 % of the called positions at a 10x minimum 
strand-coverage). Single-strand positions are also questionable. How reliable are those calls? Should they be included in further analysis? 
To address this question, we examined the proportion of strand-discordant calls among the positions that were called on both strands.  
Indeed, assuming on the one hand that the error rate is similar for positions called on both strands and for positions called on only one  
strand, and on the other hand that half of the strand-discordant position are correctly called, we can estimate the error rate for single-strand 
calls to be: 
This assumes that all strand-concordant SNVs are true positives, which is unlikely. Accordingly, this is an underestimate of the error rate.  
Fig. 3 b) shows this estimated lower-bound error rate for different minimum strand coverage values. For a minimum strand-coverage of  
10x, the error rate is surprisingly important (~ 20.3%), clearly stating that for single-strand SNVs, a higher threshold should be chosen.  
Even with high thresholds, the error rate remains important (12% for a 100x coverage), indicating that those SNVs should probably be  
filtered as well.
To sum up, making independent call on each strand, and keeping only the strand-concordant ones is an easy way to greatly improve the  
reliability of the calls. First, the number of strand-discordant calls is surprisingly high, and we advise to always filter them in genotype  
calling pipelines. Secondly, the majority of SNVs are single-strand, that have a high error rate (at 10x strand-coverage, it represents 50.3 %  
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2.5 Strand bias is not a MAGIC artifact
In order to assess the validity of our observations on other platforms and to confirm the correction of our alignment pipeline, we compared  
the MAGIC and GATK alignments on a very well studied sample : the NA12878 exome dataset, sequenced by the 1000 Genome Project.  
The GATK pipeline has been applied to this dataset by (DePristo et al., 2011), and the vcf and bam output files are publicly available. The 
MAGIC pipeline was run on the extracted short-reads for the their bam file. To estimate the correspondences between MAGIC and GATK  
alignments, we compared the coverage obtained by both pipeline for each SNV : they should be equal. This is indeed what we observe:  
despite very little outliers, the coverages generally agree (R² = 0.948, see  Fig. 4). In order to further verify that the small differences 
observed are not typical to strand discordant SNVs, we compared the coverage of strand discordant SNVs only. The obtained R² (0.902) is  
slightly smaller, but should not be compared to the R² for all SNVs : the number of SNVs and the coverage distribution greatly influence  
the results. Thus, we randomly sample SNVs from the non discordant ones, following the coverage distribution of the discordant ones. A  
hundred runs give around the same correlation than when restricted to discordant positions. This imply that the strand bias observed in our  
data is not a MAGIC artifact, but instead real systematic sequencing errors that should be taken into account by any short-read analysis  
pipeline. 
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Fig. 3. a) The number of strand-discordant (d), strand-concordant (c) and 
single-strand calls as a function of the minimum strand-coverage. b) Es-
timated error rate (d/2(d+c)) among positions called on both strands, as 
a function of the minimum strand-coverage.
a)
b)
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2.6 Getting double strand coverage : importance of experimental design
Considering the relevance of the strand coverage for calling the SNVs, it is crucial to maximize the size of the regions covered by both  
strands when designing an experiment. Looking at the strand-coverage as a function of the genomic position (Fig. 5, a)), we made an 
interesting discovery : the regions covered by both strands greatly depend on the size of the DNA fragments and the length of the short-
reads. Indeed, during an exome-seq assay, single strand DNA fragments are captured from a genomic library. Then, both ends of the 
fragments are sequenced, always in the same direction (Fig. 5, b)), leading to paired-end short reads. If the size of the short-reads is small 
compared to the size of the fragments, ends of the fragments are covered only in one strand, and the regions covered in each strand might  
overlap very little.  
2.7 Comparing replicates
Even SNVs seen  in  both  strands  with  sufficient  coverage  might  not  be  error-free.  To  assess  the  remaining  errors,  we checked  the  
reproducibility of our genotype calls in replicates. Here, a SNV is named “run-discordant” if two different genotypes are called from the 
same sample in different experiments, and “run-concordant” otherwise.
Similarly to the stranding study, we estimate a lower-bound of the remaining error rate as:
This estimated error rate is computed for varying parameters thresholds (minimum coverage and Grey-zone size), and used to choose them 
at best. 
Figure  Fig. 6 a) and b) shows the evolution of the error rate and the number of concordant SNVs called as a function of the minimum  
coverage, computed with Grey-zone sizes of 20%. It is important to note that, as we are computing independent calls on both strand, we 
make a distinction between the strand-coverage, that is the coverage on one strand, and the total-coverage, that is the total number of reads  
aligning at the locus. For example, a 10x minimum strand-coverage correspond to a 20x minimum total-coverage for the position, but  
additionally requiring at least 10x coverage on each strand. Despite the stringency of the Grey-zone criteria, the genotype call error rate is  
still pretty high. Increasing the minimum strand-coverage clearly decreases the error rate, falling from 1.6 % at 5x, 1.2 % at 10x and 0.96%  
at 20x.  However, this is at the price of sensitivity (Fig. 6 b) ), and 10x strand-coverage seems a reasonable compromise between sensitivity 
and specificity. This is twice what is typically used as coverage threshold, and we think that the scientific community should revise upward  
the usual 10x total-coverage. This is also the point of view of the other study that estimated filters efficiency (Reumers et al., 2012).
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Fig. 4. a) Log-log scale linear correlation between the coverage obtained by MAGIC and GATK pipelines on the NA12878 exome dataset, for every SNVs. b) Same but re-
stricted to SNVs annotated as strand discordant by the MAGIC pipeline. c) R² values for the same correlation, but for SNVs randomly sampled amongst the non strand dis-
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Similarly, increasing the Grey-zone size decreases the number of false positives. This was expected, as a higher Grey-zone conducts to  
ignore more SNVs as both strands fall in the Grey-zone.  A Grey-zone size of 20 seems a good compromise between sensitivity and  
specificity (Fig. 6 c) and d) ). 
To sum up, we advise to choose a threshold of 10x strand-coverage (or 20x total-coverage if strand-coverage is not available), to remove  
strand discordant SNVs but to allow for 20% tolerance (Grey-zone). For those thresholds, we observe an overall concordance of 98.8%,  
attesting the validity of our pipeline. We also confirm that, as observed in many other studies, the error-rate of next-generation sequencing  
platform is higher for indels than for substitutions. For the chosen thresholds, we observe an error-rate of 3.1% for indels and 1.2% for  
substitutions. Choosing stringent thresholds is required to obtain reliable enough genotype calls (of course, at the price of sensitivity).  
However, this is not sufficient, as we still observe discordance between runs. When replicate sequencing is done, removing run-discordant  
calls is elementary. However, due to cost-constraints, it is very rarely the case, and further filtering steps are needed. As a consequence, we  
took advantage of the list of run-discordant SNVs we obtained from this massive study to find predictive methods for detecting them in a  
replicate-free study. 
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Fig. 5. Importance of the experimental design on the double strand coverage. Panel a) shows an example of the strand-coverage 
(cumulative on 120 runs) as a function of the genomic position. Here the regions covered by both strand are small. During an ex-
ome-seq experiment, both ends of the captured DNA fragments are sequenced, always in the same strand. If the fragments size is large 
compared to the short-read size, then the regions covered in each strand overlap very little (panel b), not scaled). The distance between 
the red and the blue peaks is L – λ where L is the average fragment length and λ the read length. The same figure is obtained in paired-
end and single-end sequencing. Note that the alignments used here are not the TCGA data, but come from another experiment (data not 
shown).  
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2.8 Run-discordant SNVs on the genome
To gain insight into the remaining systematic errors, we looked at the distribution of the run-discordant SNVs on the genome ( Fig. 7). 
Errors seem to cluster at particular positions. While some positions seem to be error-prone independently of the sequencing-platform used,  
others are specific to Illumina or SOLiD. 
9
Fig. 6. Left panels show the estimated error rate (run-concordant/(run-concordant+run-discordant)) as a function of genotype call parameters (the minimum 
strand-coverage (a) and the Grey-zone size (c)). Right panels show the number of concordant calls for the same parameters. Panel c) and d): Grey-zone are 
centered around 30 and 85%. E.g., a Grey-zone size of 20% correspond to Grey-zones between 10 and 40% and between 75 and 95%. 
a) b)
c) d)
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Having such a number of replicates allows us to propose another filtering procedure. We define as “error-prone position” for a particular  
platform a position seen discordant in at least 3 patients. Then, for any sample sequenced by this platform, typically from a non-replicate  
experiment, filtering the SNV falling within those error-prone positions should reduce error rate. 
To evaluate the predictive power of this method, we performed resampling. We learned the list of discordant positions from a training set of 
randomly chosen samples (half of the complete set), and then estimated the error rate of the remaining samples keeping or ignoring the  
error-prone positions. The results clearly show the efficiency of this filter, with an error rate relative drop of 24 % on average (that is 0.3% 
false positive filtered), and almost no concordant SNVs excluded (Fig. 8). 
For future reference, we provide a list of 9673 error-prone positions for Illumina and SOLiD platforms (supplementary table 1), that can be  
used to efficiently filter systematic errors. If high sensitivity is required for a specific reason, we advise to at least annotate those positions  
as 'dubious', and treat them with particular care in downstream analysis. The minimum number of discordant sample to annotate a position  
as error-prone can also be chosen higher than 3.
Furthermore, regions near heterochromatin seem to contain more false-positives. We tried to remove SNVs near those regions (using the  
USCS gap track), but it resulted in very little improvement of the false-positive rate, and many true positives discarded. Thus, this filter was  
not used.  
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Fig. 7. Positions of run-discordant SNVs are shown for chromosome 1, for a subset of replicates. The first 16 lines correspond to SOLiD replicates, and the 
next ones to Illumina replicates. This figure was done with IGV (Integrative Genome Viewer (Thorvaldsdóttir et al., 2013)). 
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3 DISCUSSION AND CONCLUSIONS
We presented an efficient genotype calling method, finely tune thanks to estimated error rate from numerous replicate experiments. Per-
forming independent call on each strand allows to filter an important number of systematic errors, and we advise to always take this param-
eter into account. In particular, we showed that single strand positions are very numerous, and that they contain many false positives. Note 
that the strand differences observed here are not an artifact of MAGIC, as our alignments are very similar to the GATK ones. Another im-
portant concern we raised is the general use of too low cutoff for coverage, resulting in high false positive rates. A 4x coverage should defi-
nitely be banned from genotype calling pipeline, and we advise to use, when possible, a 10x strand-coverage (or at least a 20x total-cover-
age if strand information is not available). 
We emphasize the presence of lots of noise around 20-40 % variant reads. In normal sample, this problem can be address by the use of a 
Grey-zone allowing to ignore dubious SNVs. However, when analyzing cancer cells, somatic mutations are usual called with low percent 
of variants, typically ~ 20-30%. Indeed, cancer cells are highly heterogeneous, and tumor samples are usually contaminated with surround-
ing normal cells, so we do not expected 50 % of variant reads for heterozygotes. As a consequence, distinguish true somatic mutations from 
the noise we observed here remains challenging, and this question should be address by somatic variant callers. 
Furthermore, we showed that even high coverage and strand concordance are not sufficient to filter all systematic errors, and confirm that 
errors are not uniformly spread along the genome. We discovered positions that are error-prone in many samples, depending or not of the 
sequencing platform. We listed them for both Illumina and SOLiD data, and advise to exclude those positions for downstream analysis, or 
at least to treat them with care. Excluding them allows to greatly diminish the number of systematic-errors, but even after all those filtering 
steps, a 0.96% false positive rate remains. The left errors are likely punctual, and should differ from a patient to another, meaning that the 
quality of the data is sufficient for GWAS-like study. However, when highly precise individual genome is required, for example for diag-
nostic, the problem is not solved and more effort should be done in this direction. 
4 METHODS
4.1 Data
TCGA metadata for the ovarian study were downloaded from CGHub, and non-tumor exome-seq data with replicate sequencing were chosen randomly. Cor-
responding TCGA data were downloaded in BAM format from the CGHub (Cancer Genomics Hub) using GeneTorrent (October 2012). BAM files were 
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Fig. 8. a) Estimated error rate of test sets for the resampling runs, considering all SNVs or ig-
noring the error-prone positions found in the training set. The estimated error rate is the pro-
portion of run-discordant SNVs amongst run-discordant and run-concordant SNVs. b) The rel-
ative drop of concordant and discordant SNVs between the test sets considering all SNVs and 
ignoring error-prone positions.
a) b)
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converted back to original short-reads using SAMtools (H. Li et al., 2009) followed by our script for SOLiD data (supplementary information) or picard for 
Illumina data (picard.sourceforge.net). A priori base call quality scores are not used by the MAGIC aligner, which compute its own base call quality score 
according to alignments. Thus, to save disk space, fastq and csfasta files were converted to fastc, a format, internal to MAGIC, that contains only the base 
call information and maintains fragment pairs as single entities: attggctctg><ttgacccga. 
Below are the command-line used for download and conversion: 
##### download metadata 
cgquery -a "analyte_code=ANALYTE_CODE&disease_abbr=OV"
# with analyte_code in
# D DNA 
# G Whole Genome Amplification (WGA) produced using GenomePlex (Rubicon) DNA 
# W Whole Genome Amplification (WGA) produced using Repli-G (Qiagen) DNA 
# X Whole Genome Amplification (WGA) produced using Repli-G X (Qiagen) DNA (2nd Reaction) 
##### download the chosen samples from CGHub
GeneTorrent -v -c <cghub_key_file> -d <sample_URI>
##### convert BAM to csfasta
samtools view -o <samfile> <bamfile> # convert BAM to SAM
convertSam2Csfasta.pl <samfile> <csfastafile> # convert SAM to csfasta
##### convert BAM to fastq
bam2fastq -o <fastqfile> <bamfile>
##### convert fastq and csfasta to fastc
MAGIC MAKEFASTC
4.2 Alignment strategy
Short-reads were aligned to the reference genome with the MAGIC aligner (Thierry-Mieg and Thierry-Mieg, 2006), which performs a tuned version of the 
hash and extend algorithm. In this pipeline a dense set of 16-mers present in the short reads is hashed. Then the genome is scanned and exact matches are  
extended to obtain an alignment, allowing indels and mismatches. Finally the best alignment is selected, preserving the compatibility of paired reads if  
available. Notably, as MAGIC was originally designed for RNA alignment, non-complete and non-consecutive read alignments are allowed, avoiding loss of 
information or miss-alignment due to rearrangements. 
An original feature of the MAGIC aligner is the computation of an a posteriori base call quality score. For each sequencing run, MAGIC computes a quality 
score per position in the read, based on the number of mismatches at this position over the entire run. Specifically, the quality score at position p in a read is 
defined as z(p) = (q(p)-10)/20 bound to [0,1], where q(p) is the base call quality score of the position p after alignment (-log10(m), m being the mismatch  
rate at p). Therefore z(p)=1 for any position where q(p)>=30 and z(p)=0 if q(p)<=10. Each base call at position p in a read is then weighted by z(p).
Typically, ends of reads will have lower quality, but the error-rate can also be unusually high at specific positions in a given run, due to artifacts during the  
sequencing reaction. The “read counts” reported by MAGIC (and referred to as read counts in this manuscript) actually incorporate this quality score, i.e. 
each base contributes z(p) (rather than one) “counts”, where p is the position of the base in its read. Note that MAGIC weighted read counts can only be  
lower than exact read counts, since quality scores are in the interval [0,1]. Furthermore, the weighted read count is typically close to 80% of the exact read  
count, on average the correction remains moderate.
4.3 Comparing MAGIC and GATK alignments
The  GATK  read  counts  were  downloaded  from  the  GATK  website  (ftp://ftp-
trace.ncbi.nih.gov/1000genomes/ftp/technical/working/20101201_cg_NA12878/NA12878.ga2.exome.vcf.gz),  and  the  MAGIC  pipeline  was  run  on  the 
NA12878 1000 Genomes short-reads. Then, log scale linear regression between both read counts was performed for all SNVs (Fig. 4) and restricted to strand 
discordant  SNVs (according to MAGIC counts). Finally,  SNVs were randomly sampled from the non discordant  SNVs, following the same coverage  
distribution than the strand discordant ones. The boxplot summarizes the R² obtained by computing the same regression on each set of sampled SNVs (100  
runs performed). The box represents the second and third quartile, and the whiskers extends to the most extreme data point which is no more than 1.5 times  
the interquartile range (R default boxplot). 
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62 CHAPITRE 3. GÉNOTYPER LES INDIVIDUS
Chapitre 4
Prioritarisation des candidats,
application au cancer de l’ovaire
Nous avons développé une méthode fiable d’appel de génotypes et de filtrage d’erreurs systématiques,
qui permet de caractériser les variants d’un génome à partir de données NGS. Cette méthode a été appliquée
à des données de séquençage d’exome de 520 patientes atteintes d’un cancer de l’ovaire. Ayant ainsi obtenu
une liste de variants pour chaque patiente, le problème est alors d’identifier parmi ces SNVs ceux jouant un
rôle dans le développement du cancer. C’est l’objet de cette étude.
4.1 Le paysage génétique des cancers
Le cancer est une classe large et hétérogène de maladies génétiques. Ses causes sont variées et sou-
vent impossibles à identifier. Elles peuvent être environnementales (tabac, obésité, infection, radiation) ou
héréditaires (facteurs de risque génétiques). Le cancer se caractérise par une prolifération cellulaire anorma-
lement élevée, conduisant à la formation de tumeurs et/ou à la dispersion de métastases dans l’organisme.
Ces comportements sont dus à des modifications génétiques et épigénétiques de la cellule altérant certains
mécanismes cellulaires.
On observe notamment des dérégulations des signaux de contrôle de l’homéostasie cellulaire (équilibre
entre division et mort des cellules). Alors que dans les tissus sains, ces signaux sont transmis entre cellules
voisines, certaines cellules cancéreuses acquièrent la capacité de s’auto-stimuler, par exemple en produisant
elles-mêmes les facteurs de croissance, ou en devenant hypersensibles à ces ligands grâce à l’augmentation
du nombre de récepteurs (54). D’autres cellules altèrent la transmission du signal plus en aval. Par exemple,
des mutations affectant les oncogènes BRAF ou PIK3CA activent les signaux de croissance, ou encore
des mutations des gènes RAS ou PTEN, qui normalement s’assurent que ces signaux soient transitoires,
empêchent la rétroaction négative de se faire correctement. De plus, pour assurer sa prolifération, la cellule
cancéreuse doit échapper aux suppresseurs de tumeurs, qui limitent la prolifération cellulaire ou induisent
l’apoptose. En particulier, quand la cellule est en situation de stress, par exemple à cause de dommages de
l’ADN, la protéine P53 bloque la progression du cycle cellulaire ou déclenche l’apoptose (mort cellulaire
programmée). Cette protéine est mutée dans la majorité des tumeurs.
Des modifications des télomères peuvent également permettre aux cellules cancéreuses de se soustraire
à l’apoptose. Les télomères jouent un rôle important dans le contrôle de la vie cellulaire : ils protègent les
extrémités des chromosomes de détérioration, ou de fusion avec les chromosomes voisins. Lors des divi-
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sions successives, la réplication de l’ADN nécessite de raccourcir les chromosomes, et donc les télomères.
Ainsi, la taille des télomères indique le nombre de cycles de réplication que la cellule va pouvoir subir. Une
enzyme, la télomérase, permet de reconstruire les télomères et donc d’allonger le temps de vie des cellules.
Alors que cette enzyme est absente dans la plupart des cellules, elle est parfois anormalement exprimée dans
les cellules cancéreuses, leur permettant d’échapper à la mort cellulaire. Combinée avec une inactivation de
TP53, son action peut grandement favoriser l’apparition du cancer. Dans un premier temps, des mutations
de TP53 permettent aux cellules cancéreuses de survivre à l’érosion des télomères, ce qui augmente leurs
mutabilités. Le génome de ces cellules mutantes est ensuite stabilisé par activation de la télomérase (54).
De plus, les tumeurs, tout comme les tissus sains, ont besoin pour survivre d’être approvisionnées en
nutriments et en oxygène et de pouvoir évacuer les déchets du métabolisme. Elles doivent donc être vascu-
larisées. Pour cela, elles utilisent un processus appelé angiogénèse, qui permet de faire croître de nouveaux
vaisseaux sanguins à partir des vaisseaux existants. Ce processus est contrôlé par de nombreux signaux pro-
angiogéniques ou anti-angiogéniques se liant aux récepteurs des cellules endothéliales (VEGF-A ou TSP-1,
par exemple (54)). Ces signaux sont anormalement activés dans les tissus tumoraux.
Acquérir les capacités mentionnées ci-dessus nécessite que la cellule subisse des mutations de son gé-
nome. Ce phénomène se retrouve dans l’ensemble des cellules de l’organisme : des mutations surviennent à
chaque division cellulaire. Ces mutations sont appelées mutations somatiques, par opposition aux variations
dites constitutionnelles ou germinales, qui sont présentes dans toutes les cellules de l’individu. Les muta-
tions somatiques apparaissent de façon plus ou moins aléatoire le long du génome, mais dans une cellule
cancéreuse, certaines ont conféré un avantage sélectif à la cellule induisant le développement du cancer. Il
est donc important de distinguer les mutations dites “driver”, ayant des conséquences sur la cancerogénèse,
des mutations dites “passenger”, n’ayant pas d’influence sur le développement du cancer.
Par ailleurs, cela implique que le cancer a plus de risques de se développer dans des lignées cellulaires
subissant beaucoup de mutations. Ainsi, 90% des cancers (87) apparaissent dans les tissus épithéliaux, dont
les cellules se renouvellent continuellement. De plus, le taux de mutation des cellules peut être augmenté par
des mutagènes, par exemple certaines irradiations ou le benzopyrène contenu dans la fumée de cigarette. En
outre, si des mutations apparaissent dans des gènes impliqués dans les mécanismes de réparation de l’ADN,
cela augmente l’instabilité du génome de la cellule et facilite l’apparition du cancer.
Grâce au développement des techniques de séquençage, de nombreuses analyses haut débit de cellules
cancéreuses ont été conduites afin de mieux caractériser leur génome. Ces études ont révélé la complexité
du paysage génétique des cancers. Premièrement, les types de modifications génétiques affectant les cellules
cancéreuses sont très variés : mutations ponctuelles, variations dans le nombre de copie des gènes, anoma-
lies dans le nombre de copies des chromosomes, réarrangements, altérations de la méthylation, etc. De plus,
bien que certains gènes soient connus pour être impliqués dans de nombreux cancers, la plupart des gènes
cancéreux identifiés diffèrent fortement suivant les cancers, mais aussi au sein d’un même type de cancer.
Par ailleurs, le nombre de mutations somatiques (dont la grande majorité sont passenger) détectées dans les
cancers est très élevé, typiquement autour de 1 000 à 10 000 mutations (88), et très variable (de quelques
mutations à 100 000 pour certains cancers du poumon). Une étude récente de Vogelstein et ses collègues
(53) a évalué le nombre de mutations altérant la fonctionnalité des protéines à entre 33 et 66 par tumeur. De
plus, sur 3 248 tumeurs analysées à haut débit, 125 des ∼ 20 000 gènes séquencés sont présumés driver du
cancer.
Malgré les progrès importants réalisés ces dernières années dans notre compréhension du cancer et
des modifications génomiques sous-jacentes, il reste encore beaucoup à découvrir. Par exemple, Vogelstein
et ses collègues (53) estiment que la majorité des gènes fortement mutés (appelés “mountains”) ont été
détectés mais que les gènes plus difficiles à identifier car mutés dans un petit nombre de tumeurs (“hills”)
4.2. L’ANALYSE TCGA DU CANCER DE L’OVAIRE 65
Broad WU Baylor
Séquenceur Illumina GA II Illumina GA II SOLiD
Aligneur BWA (21) MAQ3 (89) Bfast (90)
Appel des mutations somatiques Somatic Sniper (91) MuTect (92) Samtools (36)
VarScan2 (93)
TAB. 4.1 – Pipelines utilisés par les différents centres. Broad : Broad Institute, WU : Washington Uni-
versity Genome Sequencing Center, Baylor : Baylor College of Medicine
sont très peu caractérisés.
4.2 L’analyse TCGA du cancer de l’ovaire
The Cancer Genome Atlas a catalogué les aberrations moléculaires existant dans 489 adénocarcinomes
séreux ovariens de haut grade (5). Des analyses d’expression d’ARNs messagers et de micro-ARNs, de
méthylation des promoteurs de la transcription et de variabilité du nombre de copies de gènes (CNV) ont été
réalisées pour ces tumeurs et pour des tissus sains provenant des mêmes patientes. De plus, une grande partie
de l’exome (∼ 180 000 exons provenant d’environ 18 500 gènes) de 316 paires d’échantillons cancer/sain
a été séquencée. Nous nous sommes intéressé plus précisément aux données de séquençage d’exome. Le
séquençage et l’alignement des short-reads ont été réalisés dans 3 grands centres : Broad Institute, Baylor
College of Medicine et Washington University Sequencing Center. La table 4.1 liste les pipelines utilisés
par chacun des centres pour séquencer, aligner et appeler les mutations somatiques.
De nombreuses mutations somatiques ont été identifiées, sur lesquelles deux algorithmes (MuSiC (75)
et MutSigCV (74)) ont été appliqués afin de différencier les mutations driver des mutations passenger. Ces
algorithmes calculent le taux de mutation moyen (“background mutation rate”) des cellules cancéreuses,
et sélectionnent les gènes significativement plus mutés que ce qui est attendu au hasard. Grâce aux 19 356
mutations somatiques annotées, plusieurs gènes driver ont été identifiés : le gène TP53, muté dans 96% des
tumeurs (une partie des mutations a été détectée par re-séquençage à plus bas débit), et d’autres gènes à
plus faible prévalence (NF1, BRCA1, BRCA2, RB1 et CDK12). Une autre méthode (CHASM (94)), basée
sur un algorithme de classification de type forêt d’arbre décisionnel, a identifié 122 gènes potentiellement
driver.
Les chiffres et les résultats présentés ci-dessus sont ceux de l’article paru en 2011 (5). Notre analyse,
décrite dans les sections suivantes, utilise des données plus récentes. En particulier, les résultats de l’article
TCGA se basent sur le séquençage de 316 tumeurs, alors qu’à la période où nous les avons téléchargées,
les données de séquençage de 520 patientes étaient disponibles.
Comme beaucoup d’analyses haut débit de tumeurs, l’étude TCGA ne s’intéresse qu’aux variations
somatiques, et ignore complètement les variations germinales. L’analyse des mutations somatiques est im-
portante car elle peut faire progresser notre connaissance des mécanismes conduisant au cancer et aider à
découvrir de nouveaux traitements anti-cancéreux. D’un autre côté, l’identification de facteurs de risque
génétiques, présents dans les variations germinales, permet d’améliorer les outils de diagnostic (78). Cet
aspect est fondamental pour les patients, puisqu’un diagnostic précoce influe énormément sur l’issue des
traitements. Cela est particulièrement vrai dans le cas du cancer de l’ovaire : ce cancer a un pronostique
assez sombre, car souvent diagnostiqué au grade 3 ou 4, quand l’efficacité des traitements s’effondre (taux
de survie à 5 ans d’environ 40%) (95). Le retard du diagnostic est dû à la non spécificité des symptômes de
la maladie (douleurs dorsales, abdominales, symptômes urinaires) et il est donc particulièrement important
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de se concentrer sur les outils de diagnostic génétique.
Les données massives produites par le consortium TCGA peuvent aider à répondre à ces questions. Il
s’agit de la plus grosse étude de séquençage jamais réalisée sur le cancer de l’ovaire : les exomes sains de
520 patientes ont été séquencés à très haute couverture (plus de 300x), ce qui permet une caractérisation
précise des variants germinaux.
4.3 Variants germinaux et prédisposition au cancer de l’ovaire
Plusieurs études d’association gènes maladies ont permis d’identifier des facteurs de risque génétiques
associés au cancer de l’ovaire. Cette section résume les résultats obtenus.
De nombreux gènes impliqués dans la réparation de l’ADN sont connus pour leur impact sur le dévelop-
pement du cancer de l’ovaire. En particulier, des mutations des gènes BRCA1 et BRCA2 ont été observées
chez 5 à 15% des patientes ((96, 97, 98), par exemple), et le risque de développer la maladie est élevé pour
les porteuses de ces mutations (risque cumulé à 70 ans de 59% contre 16,5%) (99). La protéine BARD1
(BRCA1-associated RING domain protein 1) interagit avec BRCA1 pour former un complexe nécessaire à
la stabilité de BRCA1. Cette interaction pourrait bien être un aspect essentiel de la fonction de suppresseur
de tumeur de BRCA1 et elle est souvent perturbée dans les cancers associés à BRCA1 (100). Le syndrome
de Lynch, caractérisé par des mutations des gènes également impliqués dans les mécanismes de répara-
tion de l’ADN (MSH2, MLH1 ou MSH6 ou plus rarement EPCAM), augmente le risque de développer un
cancer de l’ovaire (101), mais de façon moins prononcée (observé dans 2% des cas (102)). Les 15 gènes
“FA” impliqués dans l’anémie de Fanconi, une maladie génétique provoquée par une anomalie dans la ré-
paration de l’ADN, sont également de potentiels candidats. Parmi eux, FANCD1 n’est autre que BRCA2 et
BRIP1 (103), RAD51C (104, 105) et RAD51D (106) ont été identifiés comme potentiels facteurs de risque
dans le cancer de l’ovaire. La liste des candidats a été étendue à d’autres gènes du même réseau de régu-
lation : CHEK2, BARD1, MRE11A, NBN, RAD50 et PALB2. Ces gènes, ainsi que d’autres suppresseurs
de tumeurs (BRCA1, MSH6, RAD51C et TP53) ont été analysés par une étude de Walsh et ses collègues
(107), et présentent des mutations chez des patientes atteintes de cancer de l’ovaire. Cependant, cette étude,
tout comme d’autres études des variants germinaux (108, 96), ne compare pas les fréquences des SNVs
des patientes avec une population contrôle. Étant donné le grand nombre de mutations “de novo” détec-
tées par chaque expérience haut débit, les conclusions de ces recherches sont difficilement interprétables,
et des comparaisons cas/contrôle devraient être obligatoires dans toute publication de ce type. Récemment,
une étude (109) a identifié PPM1D, une protéine activée par P53 et impliquée dans le déclenchement de
l’apoptose, comme clairement associée aux cancers du sein et de l’ovaire.
D’autres variants associés au cancer de l’ovaire ont été identifiés par des études d’association (9p22.2
(110), 2q31, 8q24 (111), 19p13 (112)) basées sur des puces à SNPs, mais leur effet reste indéterminé,
impliquant potentiellement les gènes HOXD1, MYC, TIPARP, SKAP et C19orf62 (101). Ces variants,
ainsi que d’autres variants liés au cancer du sein et de la prostate, ont été rassemblés dans une puce à SNPs
spécifique au cancer (appelée iCOGS) qui a été utilisée par le consortium COGS (Collaborative Oncological
Gene-environment Study) sur de grandes cohortes de patients atteints de ces 3 types de cancers. Les résultats
de l’étude COGS, publiés conjointement dans 13 articles, sont résumés par Sakoda et ses collègues (113),
avec notamment 14 variants associés au cancer de l’ovaire (voir table 4.3).
Les données de séquençage d’exome produites par le consortium TCGA sont un excellent moyen de
confirmer ou d’infirmer ces hypothèses, et d’en proposer de nouvelles.
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Disease subtype SNP Chr. Position RAF OR Nearest gene Ref R. Hom. Het. V. Hom.
Invasive rs711830 2 177037311 32 % 1.12 HOXD3 (114, 111)
Invasive 3 157917010 5 % 1.44 TIPARP (114, 111)
BRCA1 rs4691139 4 165908721 48 % 1.2 TRIM61 (115) 1
Serous rs10069690 5 1279790 26 % 1.09 TERT (116)
LMP rs7705526 5 1285974 33 % 1.51 TERT (116)
Invasive rs11782652 8 82653644 7 % 1.19 CHMP4C (114)
Invasive rs7814937 8 129541475 87 % 1.18 PVT1 (114, 111)
Invasive rs3814113 9 16915021 68 % 1.21 BNC2 (114, 110)
Invasive rs7084454 10 21821274 33 % 1.1 MLLT10 (114)
Serous rs7405776 17 36093022 38 % 1.12 HNF1B (114) 1
Clear cell rs11651755 17 36099840 51 % 1.29 HNF1B (117) 4 1 1
Serous rs2077606 17 43529293 17 % 1.15 PLEKHM1 (118)
Invasive rs7218345 17 46502917 27 % 1.12 SKAP1 (114, 111)
Serous rs8170 19 17389704 19 % 1.14 BABAM1 (114, 112) 103 29 2
TAB. 4.2 – Variants germinaux identifiés comme associés au cancer de l’ovaire par le consortium
COGS, et comparaison avec les données TCGA. RAF : “Risk Allele Frequency”, la fréquence de l’allèle
dans la population générale, OR : odds ratio, R. Hom., Het. et V. Hom. : le nombre de patientes TCGA
portant le génotype homozygote référence, hétérozygote ou homozygote variant, respectivement. La ma-
jorité des variants identifiés par COGS sont intergéniques, et leurs positions sont très peu couvertes par
les short-reads TCGA. Seule rs8170, une mutation synonyme du gène BABAM1, a été détectée dans un
nombre important de patientes.
4.4 Séquençage de l’exome de 520 patientes atteintes du cancer de
l’ovaire : analyse des variants germinaux
Le consortium TCGA a séquencé à haute couverture l’exome des tissus sains et tumoraux de 520 pa-
tientes. Étonnement, les variants germinaux n’ont pas du tout été analysés par cette étude, ni même identi-
fiés. Ainsi, la première étape a été de caractériser les génomes sains de ces patientes. TCGA met à disposi-
tion de la communauté scientifique des fichiers BAM correspondant aux alignements réalisés pour chaque
expérience. Ces alignements ont été obtenus grâce à plusieurs pipelines, résumés table 4.1. Afin d’unifier les
données, et de réaliser nos propres contrôles qualité, nous avons choisi d’analyser ces données à partir des
short-reads et non des alignements. Ainsi, nous avons téléchargé sur CGHub (Cancer Genomics Hub) les
fichiers d’alignements d’exome disponibles, desquels nous avons extrait les short-reads “d’origine”, c’est-
à-dire le résultat des séquenceurs. Nous avons ensuite aligné l’ensemble des short-reads avec l’aligneur
MAGIC, et enfin nous avons appelé les génotypes et filtré les erreurs de séquençage grâce à la méthode
décrite dans le chapitre 3.
Pour certains échantillons, plusieurs expériences de séquençage (“runs”) ont été réalisées. Afin d’obtenir
un seul jeu de variants par patiente, nous avons fusionné les génotypes appelés pour les runs provenant des
mêmes échantillons. Pendant cette phase, seuls les SNVs ayant le même génotype pour tous les runs du
même échantillon ont été gardés, ce qui permet de réduire le nombre de faux positifs. De surcroît, en plus
des filtres décrits dans le chapitre 3, pour qu’un variant soit retenu, nous avons également requis qu’au
moins une des patientes présente l’allèle de référence. En effet, une position pour laquelle l’ensemble des
patientes portent l’allèle variant de façon homozygote est très probablement une erreur dans le génome de
référence ou un artefact de capture, de séquençage ou d’alignement. En outre, afin de filtrer certaines des
erreurs restantes, nous avons comparé les génotypes des tissus sains aux génotypes des tissus tumoraux.
En effet, si une patiente porte un variant germinal homozygote, il est hautement improbable que l’allèle de
référence réapparaisse par hasard dans la tumeur. Ainsi, les SNVs pour lesquels la patiente présente l’allèle
homozygote variante dans le tissus sain et au moins une version de l’allèle de référence dans le tissu tumoral
sont suspects, et nous les avons donc filtrés (0,02% des SNVs homozygotes filtrés). Nous estimons qu’une
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FIG. 4.1 – Densité des proportions de reads variants, pour différentes valeurs de couverture mini-
male, pour les SNVs des échantillons tumoraux. Comme les homozygotes références évidents ne nous
intéressent pas, les positions représentées sont restreintes à celles contenant au minimum 5% de reads va-
riants. Nous considérons que les SNVs présentant moins de 70% de read variants portent au moins une
version de l’allèle de référence.
patiente porte l’allèle de référence dans le tissu tumoral si la position considérée présente moins de 70% de
reads variants, pour une couverture totale d’au moins 20x. Ce choix a été réalisé grâce à l’observation de la
densité des pourcentages de read variants dans les SNVs tumoraux (voir figure 4.1).
Au total, 5 649 Gb (giga paires de bases) ont été alignées avec une couverture moyenne de 324x, et
7 798 712 positions ont été examinées pour un potentiel appel de génotype. Les positions examinées sont
les positions vues avec une couverture minimale totale de 10x et un taux de reads variants supérieur à 20%
chez au moins une patiente. Finalement, 15 924 750 variants ont passé nos filtres qualité et ont été appelés
sur 868 855 positions (voir table 4.3). Cela représente∼ 30 625 variants en moyenne par échantillon, soit un
peu plus que la moyenne de ∼ 24 000 variants observée par le 1000 Genomes Project(119). Étant donné la
différence de couverture entre les deux expériences (324x pour nos données contre 80,3x pour les données
du 1000 Genome), ce résultat n’est pas surprenant : a priori, plus la couverture est élevée, plus le taux de
faux négatif est bas.
La plupart de ces variants n’ont pas de lien avec le cancer, et constituent simplement des différences
génétiques normales entre les individus. Le défi est alors d’identifier parmi cette multitude de variants ceux
constituant un facteur de risque du cancer.
4.5 Sélectionner les variants “loss-of-function”
Pour des raisons techniques, il est souvent plus simple de se restreindre aux SNVs inactivant la fonction
de la protéine encodée (variants “loss-of-function”, LoF) : ceux-ci sont beaucoup plus faciles à interpré-
ter biologiquement, surtout quand l’activité de la protéine affectée est bien caractérisée. De plus, d’après
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Nb loci Nb hétérozygotes Nb homozygotes moyenne/patient Nb gènes
Non filtré 868 855 9 560 195 6 364 555 30 625 12 397
LoF 21 014 149 634 48 613 381 10 944
Non filtré significatif 10 434 372 256 337 052 1 364 3 214
LoF significatif 415 12 096 10 611 44 334
TAB. 4.3 – Cette table liste, pour différents jeux de variants, le nombre de loci (associés à un SNV, par
exemple “délétion d’un A à la position 3 245 644 du chromosome 17”), le nombre de SNVs hétérozy-
gotes et homozygotes (somme sur toutes les patientes), la moyenne du nombre de variants par patiente et
le nombre de gènes contenant au moins une mutation chez au moins une patiente. “Non filtré” contient
l’ensemble des SNVs ayant passé les filtres qualités, “LoF” ceux induisant une perte de fonction des pro-
téines, pour celles très exprimés dans l’ovaire. “Non filtré significatif” et “LoF significatif” se restreignent
aux variants ayant des fréquences alléliques significativement différentes chez les cas et chez les contrôles
(comme détaillé section 4.6.3).
notre connaissance actuelle des mécanismes cellulaires, les mutations LoF ont plus probablement une in-
cidence sur le fonctionnement des cellules, et donc sur le développement d’une maladie. C’est pourquoi
nous avons décidé de regarder avec plus d’attention les variants LoF de nos patientes. Évidemment, faire ce
choix implique potentiellement de perdre des informations importantes, car il est possible qu’une partie des
mutations non-codantes aient des conséquences sur le développement de la maladie (120), mais celles-ci
sont a priori peu nombreuses et difficiles, voir impossibles, à identifier.
Dans un premier temps, nous avons sélectionné les mutations affectant les parties supposées codantes
du génome, à partir des coordonnées intron/exon de la base de données Aceview (6). Aceview aligne toutes
les séquences publiques d’ARNm, d’ADNc, d’EST, et de RNA-seq (ARNm de RefSeq et GenBank, ADNc
de dbEST et Trace, et les séquences NGS de SRA et GEO) sur le génome de référence, et les regroupe pour
obtenir un nombre minimal de transcrits. Il en résulte 37 463 gènes encodant plus de 205 000 transcrits.
Cette base cherche à être aussi complète que possible, et inclut des transcrits peu soutenus. Ainsi, parmi
l’ensemble des transcrits Aceview, nous nous sommes restreints à ceux annotés comme codant pour une
“bonne protéine”, soit 191 507 transcrits. La classification des transcrits Aceview repose entre autres sur la
taille des protéines présumées et la présence d’introns et de domaines protéiques.
Ainsi, grâce aux coordonnées de ces transcrits, nous avons classé les mutations ponctuelles en plusieurs
catégories : introniques ou intergéniques (hors pieds d’introns), synonymes, faux sens, non-sens (intro-
duction d’un codon STOP), perte d’un codon d’initiation, perte d’un codon STOP et mutations affectant
l’épissage (pieds d’introns à ±2 bp). Quant aux insertions et aux délétions, nous les avons cataloguées en :
perte d’un ou plusieurs acides aminés, décalage du cadre de lecture et mutations affectant l’épissage. L’effet
des mutations intergéniques, introniques ou silencieuses est assez mal connu. Quelques-unes semblent alté-
rer l’épissage alternatif ou la stabilité des ARNm (120), mais dans l’ensemble, estimer leur répercussion est
très difficile. Ces variants ont donc été ignorés. Les mutations franches, comme les non-sens, les pertes de
codons STOP et d’initiation ou les décalages du cadre de lecture, sont au contraire probablement LoF. L’in-
cidence des mutations faux sens ou des pertes d’acides aminés est plus délicat à estimer. Par exemple, alors
que l’introduction d’un acide aminé hydrophile dans un domaine hydrophobe peut complètement modifier
la conformation de la protéine et la rendre non fonctionnelle, certains changements d’acide aminé n’ont
que très peu de conséquences. Plusieurs logiciels (e.g. (8, 9)) permettent de prédire l’impact d’une mutation
sur la protéine en se basant par exemple sur la conservation de la séquence entre espèces ou les caracté-
ristiques biochimiques des acides aminés. Cependant, une étude a mis en évidence les désaccords (entre
40,6% et 28,6%) existant entre les résultats de 4 logiciels différents (121). Ainsi, pour limiter les erreurs,
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nous avons combiné les résultats de 2 logiciels, SIFT (8) et Polyphen-2 (9), qui utilisent des approches
complémentaires, et nous avons conservé les mutations que les 2 logiciels prédisent LoF.
Néanmoins, la modification de la séquence ne suffit pas à déterminer l’effet d’une mutation. Par exemple,
il est vraisemblable qu’une mutation impliquant une protéine non exprimée dans le tissu n’aura pas d’effet
sur le fonctionnement de la cellule. Nous avons donc également pris en compte le taux d’expression des
protéines. Pour ce faire, nous avons utilisé les données Aceview : le taux d’expression des transcrits a été
estimé dans chacun des tissus grâce à l’ensemble des données d’expression alignées par Aceview (Thierry-
Mieg Jean et Danielle, communication personnelle). Ces données nous ont permis de conserver uniquement
les mutations altérant les gènes fortement exprimés dans l’ovaire. Les variants appelés LoF dans la suite
du manuscrit sont les variants induisant une perte de fonction de la protéine, uniquement pour les protéines
exprimées dans l’ovaire.
Nous obtenons ainsi pour l’ensemble des patientes respectivement 149 634 et 48 613 variants LoF hé-
térozygotes et homozygotes, répartis sur 21 014 positions. Cela représente en moyenne ∼ 380 variants LoF
annotés par individu, soit un peu plus que les 250-300 estimés par le 1000 Genomes Project (46). Comme
pour les variants non filtrés, cet écart s’explique par la différence de couverture entre les deux expériences.
Sur l’ensemble des patientes, les variants LoF impliquent 10 944 des 13 625 gènes exprimés dans l’ovaire.
Nous disposons donc de deux listes de SNVs présents chez les patientes étudiées, l’une sur l’ensemble
de l’expérience, appelée “SNVs non filtrés”, et l’autre se restreignant aux variants LoF (“SNVs LoF”). Les
gènes de ces listes sont parfois appelés “gènes LoF” ou “gènes non filtrés” dans la suite du manuscrit.
Afin d’identifier parmi ces mutations celles potentiellement impliquées dans le développement du cancer,
nous avons comparé les fréquences alléliques de nos patientes à celles observées dans des populations
contrôles. Cela nous a permis de sélectionner les mutations significativement plus présentes dans le cancer
de l’ovaire (appelées mutations significatives). Nous avons ensuite comparé l’ensemble des gènes présentant
des mutations significatives avec les gènes connus pour être impliqués dans le cancer, puis nous avons
réalisé une étude d’enrichissement en termes GO (Gene Ontology).
4.6 Étude d’association
4.6.1 Comparaison à une population contrôle
Les études d’associations “classiques” (GWAS, Genome Wide Association Studies) utilisent générale-
ment des puces à SNPs pour génotyper un grand nombre d’individus malades (cas) et sains (contrôles) à des
positions spécifiques, puis identifient les SNPs significativement associés à la maladie par des modèles sta-
tistiques. Par exemple, dans le cas de l’étude COGS (113), 22 252 loci ont été génotypés chez 26 105 cas et
35 350 contrôles. Le coût du séquençage de l’exome complet étant bien supérieur à celui d’un génotypage
par puce, le nombre de cas analysés par séquençage est d’ordinaire 1 à 2 ordres de grandeur plus faible, et les
études ne séquencent généralement pas de contrôle. C’est peut-être ce qui explique que bon nombre de ces
études ne comparent pas les fréquences alléliques obtenues à celles d’une population contrôle. Pourtant, des
données d’exomes de plusieurs populations sont disponibles publiquement, produites par les projets 1000
Genomes Project (46) et ESP6500 (Exome Sequencing Project) (47). La phase 1 du 1000 Genomes Project
a publié le séquençage à haute couverture (80x en moyenne) de 1 092 individus échantillonnés dans 14
populations, et ESP6500 a séquencé l’exome de 6 503 individus atteints de maladies du coeur, du sang ou
des poumons provenant de cohortes de divers hôpitaux américains. Nous avons utilisé ces données comme
contrôle dans notre étude du cancer de l’ovaire.
Pour réaliser une étude d’association fiable, les individus malades doivent être comparés à des individus
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FIG. 4.2 – Indels équivalents. Sur cet exemple, des délétions du dinucléotide GA (ou AG) aux positions
3, 4, 5 ou 6 conduisent à la même séquence. Le problème est symétrique dans le cas d’insertions. L’appel
et l’identification des indels ne sont pas unifiés dans les bases de données principales. Une manière simple
de les harmoniser serait de choisir une convention, par exemple d’utiliser la position équivalente la plus à
gauche, ce que nous avons fait dans notre analyse.
sains provenant de la même population. En effet, les études de génétique des populations montrent que
les fréquences alléliques dépendent de la population échantillonnée : typiquement, un individu d’origine
africaine n’aura pas les mêmes fréquences alléliques qu’un individu d’origine européenne. Ainsi, utiliser
comme contrôle une population éloignée de la population malade peut conduire à de fausses associations,
car les SNPs spécifiques de la population ne pourront pas être différenciés des SNPs associés à la maladie.
Les patientes de l’étude TCGA sont américaines, pour la plupart d’origine européenne avec quelques pa-
tientes d’origine africaine, asiatique ou hispanique. Les données ESP6500 provenant d’hôpitaux américains,
nous avons supposé que l’ensemble des individus de cette étude est assez représentatif de notre population
de cas. Quant aux données du 1000 Genomes, nous avons gardé uniquement les génotypes des 302 individus
appartenant à la population “EUR” (pour européens) d’origine américaine, italienne, finlandaise, espagnole
ou anglaise.
4.6.2 Équivalence des indels
Avant de comparer les fréquences alléliques des populations, il est important de noter que, contraire-
ment aux SNVs, les indels ne sont pas identifiés de manière unique par leur position et la description de
la mutation. En effet, si la séquence génomique environnante présente des répétitions, les délétions (ou,
de manière symétrique, les insertions) de différentes régions peuvent conduire à la même séquence (voir
exemple figure 4.2). Krawitz et ses collègues (122) ont proposé un algorithme simple pour lister l’ensemble
des indels équivalents d’une séquence, dont nous avons implémenté une version modifiée qui cherche la po-
sition la plus à gauche des positions équivalentes. Cet algorithme a été appliqué à nos données ainsi qu’aux
données de ESP6500 (les données du 1000 Genomes ne contiennent pas d’indel), afin de pouvoir les com-
parer de façon correcte. Nous avons pu remarquer que ni les données d’ESP6500, ni les identificateurs “rs”
(identificateurs de dbSNP) ne sont cohérents à ce sujet : il existe des redondances, c’est-à-dire des positions
équivalentes correspondant à 2 entrées différentes et ne présentant pas la même fréquence allélique. Par
ailleurs, une étude récente (123) a identifié plus d’un million (sur ∼ 6 millions) d’entrées redondantes dans
la base de données Ensembl. Il est surprenant d’observer un si grand nombre d’erreurs alors qu’une solution
très simple consiste à définir une convention, par exemple utiliser la position équivalente la plus à gauche.
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4.6.3 Sélection des variants significativement associés au cancer
Une fois les positions équivalentes à gauche calculées pour les indels des données TCGA et ESP6500,
le but est de sélectionner les SNVs et les indels associés au cancer en comparant les fréquences alléliques
entre les cas et les contrôles. Un problème des données exome est que le génotypage n’est généralement fait
qu’aux positions d’intérêt, c’est-à-dire les positions variantes chez au moins un individu de la population.
Par conséquence, les fichiers de variants ne suffisent pas pour différencier les positions où le génotype n’a
pas été appelé car la couverture n’était pas suffisante des loci où toutes les patientes étaient homozygote
référence. Dans un cas, la fréquence allélique de la population est disponible et peut être comparée à la
fréquence chez les malades, alors que dans l’autre elle est inconnue. Pour discriminer ces deux cas, nous
avons utilisé les fichiers de couverture fournis par ESP6500 : pour chaque position, on dispose de la couver-
ture moyenne et du nombre d’individus pour lesquels la position est couverte. Ainsi, nous estimons qu’une
position absente de la liste des SNVs d’ESP6500 est homozygote référence chez le nombre d’individus
couverts, dans le cas où la couverture moyenne est supérieure à 15x. Pour une position couverte à moins
de 15x, nous considérons les données comme insuffisantes et nous ignorons la position. Nous avons ensuite
comparé les fréquences alléliques de l’ensemble des patientes avec les 2 populations contrôles indépendam-
ment grâce au test exact de Fisher. Les p-valeurs obtenues ont ensuite été triées et nous avons appliqué la
procédure de Benjamini-Hochberg pour corriger pour la multiplicité des comparaisons, toujours indépen-
damment pour chaque contrôle. Finalement, les variants sont sélectionnés s’ils sont significativement plus
présents (α = 5%) dans le cancer que dans la(es) population(s) contrôle(s) pour lesquelles une fréquence
allélique existe (les positions absentes de 1000 Genomes et non couvertes par ESP6500 sont ignorées). De
plus, nous conservons seulement les variants observés chez au moins 2 patientes, toujours dans une optique
de limiter au maximum le nombre de faux positifs. À partir de la liste “SNVs non filtrés”, nous obtenons
ainsi 10 434 variants, appelés “variants significatifs”, présentant des fréquences alléliques chez les patientes
atteintes du cancer de l’ovaire significativement supérieures aux fréquences dans les populations contrôles.
Ces variants sont localisés dans 3 214 gènes. Quant aux mutations LoF, nous sélectionnons parmi celles-ci
415 variants significatifs impliquant 334 gènes.
4.7 Comparaison des gènes mutés avec les gènes connus comme po-
tentiellement impliqués dans le cancer
L’étape suivante consiste à comparer les résultats obtenus avec ceux des autres études sur la génétique
des cancers. Comme expliqué dans l’introduction de ce chapitre, COGS a identifié 14 SNPs facteurs de
risque dans le cancer de l’ovaire. Nous voulions comparer les fréquences alléliques observées dans l’en-
semble de nos patientes avec celles identifiées par cette étude. Malheureusement, la plupart des SNVs
identifiés par COGS se trouvent probablement hors de la zone capturée par TCGA, car très peu de loci ont
assez de couverture pour qu’un génotype soit appelé (table 4.3). Seul le SNV rs8170, mutation synonyme
du gène BABAM1 (ou MERIT40), est observé chez un nombre important de nos patientes, mais la taille de
la population des cas TCGA ne permet pas de détecter d’association au cancer.
Par ailleurs, nous avons comparé les gènes identifiés dans notre étude avec les gènes connus pour
être impliqués dans le cancer (appelés “gènes cancer”). Nous disposons de deux listes de gènes “can-
didats” présentant des SNVs significativement plus présents dans nos données : 3214 gènes “non filtrés
significatifs”, et 334 gènes “LoF significatifs” (voir table 4.3). Il est à noter que 40 gènes LoF signifi-
catifs sont absents de la liste non filtrée, car la correction pour tests multiples est plus sévère dans le
cas des mutations non filtrées. Par ailleurs, nous avons choisi 5 listes de “gènes cancer”. La première
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Gènes Curation de la littérature Vogelstein Glad4U ClinVar OMIM
Nb gènes 334 40 124 2273 125 184
Intersection 5 7 37 5 7
P-valeur 5.60 ·10−5 3.13 ·10−4 1.40 ·10−3 9.71 ·10−3 3.08 ·10−3
ATM X X X X X
BRCA1 X X X X X
NF1 X X X
NQO1 X X X






































TAB. 4.4 – Intersection entre les gènes LoF issus de notre analyse des données TCGA et les gènes
connus pour être impliqués dans le cancer. Nous avons cherché parmi les 235 gènes LoF ceux présents
également dans d’autres listes de gènes impliqués dans le cancer. La colonne “Gènes” contient tous les
gènes de notre liste de candidats apparaissant dans au moins une autre liste. La ligne “Intersection” donne
le nombre de gènes présents dans notre liste et dans la liste concernée. La P-valeur est le résultat du test
exact de Fisher comparant les proportions de gènes cancer (i.e. appartenant à la liste concernée) contenus
dans notre liste de candidats et dans l’ensemble des gènes capturés par l’expérience. Pour une description
des listes de gènes, voir section 4.7.
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est une liste que j’ai construite par une revue manuelle de la littérature. Celle-ci, basée sur les articles
(116, 124, 125, 126, 127, 128, 129, 130, 115, 101, 131, 122, 96, 97, 99, 107, 103, 98, 105, 106, 104, 109),
contient 40 gènes et est décrite dans la section 4.3. Elle est restreinte aux gènes couverts par la capture
TCGA. La liste de gènes couverts (ou liste “background”) est en réalité le résultat d’une approximation réa-
lisée grâce aux fichiers de “coverome” produits par MAGIC. Ces fichiers donnent la couverture moyenne
par région génomique de taille variant de ∼ 50 à 400 bp. La liste “background” contient l’ensemble des
gènes recouvrant, même partiellement, une région couverte pour au moins un échantillon et avec une cou-
verture d’au moins 10x, soit 32 266 gènes. Les gènes associés au cancer provenant des bases des données
OMIM (132) et ClinVar (133) constituent deux autres listes de 184 et 125 gènes respectivement, après
suppression des redondances et des gènes non couverts par notre étude. De plus, une revue récente de Vo-
gelstein et ses collègues (53) a identifié 125 gènes potentiellement driver du cancer (dont 124 sont couverts
par nos données) parmi les 18 306 gènes affectés par des mutations de la base de données COSMIC (Cata-
logue Of Somatic Mutation In Cancer (134)). Finalement, nous avons effectué la requête “ovarian cancer”
dans GLAD4U (135), une application qui cherche les publications et les gènes associés à des maladies, et
obtenu 2 273 gènes.
Afin de faire correspondre les identifiants utilisés dans nos listes de gènes candidats (identifiants de la
base de données Aceview) et ceux des listes de gènes cancer (divers identifiants dont principalement les
“gene symbols”), nous avons utilisé les fichiers ftp://ftp.ncbi.nih.gov/repository/acedb/ncbi_
37_Aug10.human.genes/AceView.ncbi_37.mRNA2GeneID2NM.txt.gz et ftp.ncbi.nih.gov/gene/DATA/
GENE_INFO/Mammalia/Homo_sapiens.gene_info.gz, fournis par le NCBI.
42 gènes LoF candidats sont présents dans au moins une liste de gènes cancer, et jouent très proba-
blement un rôle dans le développement de la maladie chez nos patientes (table 4.4). La liste de candidats
LoF est significativement enrichie en gènes soupçonnés d’être impliqués dans le cancer (P = 9.71 ·10−3 à
P = 5.60 · 10−5), ce qui renforce la confiance que l’on peut accorder à notre méthode. De plus, cela per-
met de mieux prioritariser les gènes de cette liste : les candidats appartenant aux listes cancer confèrent
probablement un risque accru de développer la maladie.
Parmi ces gènes, le rôle de BRAC1, NF1, ATM, BARD1 et RAD51D a été décrit dans l’introduction,
et je présente ci-dessous quelques exemples de bons candidats à être impliqués dans le développement du
cancer de l’ovaire (gène “de susceptibilité”).
Par exemple, l’un des 4 récepteurs de la voie de signalisation Notch, NOTCH2, présente des variants
LoF chez nos patientes. Cette voie est importante pour la communication entre cellules, et est notamment
impliquée dans l’angiogénèse. NOTCH2 a été identifié comme différentiellement exprimé dans des tumeurs
du sein et du côlon (136, 137, 138), et il a été suggéré que ce gène joue un rôle de suppresseur de tumeur
dans des cancers du sein et des poumons (137, 139). NOTCH2 pourrait donc influencer la cancerogénèse
chez les patientes présentant ces mutations.
La kinase MAP3K8, une enzyme capable de transférer un groupement phosphate d’une ATP vers une
protéine, pourrait elle aussi être impliquée dans le développement du cancer de l’ovaire. Cette protéine
active les réseaux de signalisation MAP kinase et JNK kinase, qui régulent entre autres la prolifération,
l’expression des gènes, la différenciation, la mitose et l’apoptose. Le gène MAP3K8 a été identifié comme
sur-exprimé dans plusieurs cancers (140, 141, 142, 143), et est un oncogène reconnu. Au contraire, une
étude récente (144) démontre l’effet suppresseur de tumeur de ce gène, en identifiant des aberrations géné-
tiques conduisant à une perte de la fonction de MAP3K8 dans des cancers du poumon. C’est ce que nous
observons également chez 106 de nos patientes, qui présentent une mutation délétère sur ce gène.
Parmi les gènes pour lesquels moins de liens avec le cancer ont été établis, l’histone-lysine N-méthyltransférase
MLL3 est une enzyme membre du complexe ASCOM, et est impliquée dans la méthylation des histones
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et l’activation de la transcription. Quelques indices suggèrent que ce gène pourrait être associé à la leu-
cémie (145, 146). Par ailleurs, 3 patientes présentent une mutation LoF homozygote sur le gène NQO1,
sur-exprimé dans des adénocarcinomes du pancréas (147). L’association de ce gène à la leucémie aiguë
myéloblastique, identifiée par Larson et ses collègues (148), n’a pas été retrouvée dans une étude plus ré-
cente (149). Quant au gène STC1, il code pour une glycoprotéine sécrétée qui pourrait avoir des fonctions
autocrines et paracrines. Cette protéine semble jouer un rôle dans la prolifération et la migration cellulaire
(150) et moduler la signalisation de l’ATP extracellulaire (151). Par contre, la mutation observée dans nos
données implique une forme alternative non épissée du gène, dont le rôle n’est pas démontré. Meilleure
candidate, la protéine SPOP inhibe l’expression de SRC-3, un oncogène reconnu, et semble donc jouer un
rôle de suppresseur de tumeur (152, 153). Ces études ont identifié des pertes de fonction de SPOP dans
des cancers du sein et de la prostate. Cette protéine présente une mutation LoF significative chez 3 de nos
patientes.
En conclusion, nous avons identifié des mutations LoF significativement associées au cancer de l’ovaire
altérant 42 gènes cancer. Nos connaissances sur l’implication de ces gènes dans le développement de la
maladie sont très variables. Certains, comme ATM, BRCA1, BARD1, NF1, MAP3K8 ou PARP1 sont des
gènes cancer connus, alors que d’autres sont très peu caractérisés. Nous confortons les hypothèses existantes
et les étendons au cancer de l’ovaire en identifiant des mutations LoF altérant ces gènes chez nos patientes.
En particulier, le gène MAP3K8 a récemment été indiqué comme suppresseur de tumeur (144), avec la
découverte de mutations LoF affectant ce gène dans des cellules pulmonaires cancéreuses. C’est également
ce que nous observons dans le cancer de l’ovaire : 106 de nos patientes présentent une mutation délétère
sur ce gène. Quant aux 292 autres gènes affectés par des mutations LoF significatives chez nos patientes,
ils sont d’excellents candidats à conférer un risque accru de développer le cancer de l’ovaire et des études
fonctionnelles seraient nécessaires pour confirmer ces hypothèses.
Pour finir, 530 des 3 214 gènes candidats non filtrés sont présents dans au moins une liste de gènes
cancer : notre liste de candidats non filtrée est donc significativement enrichie en gènes cancer (P = 3,6 ·
10−4 à P= 2,94 ·10−81). Pour information, nous fournissons cette liste (table 5.1, en annexe). Les mutations
affectant ces gènes sont souvent localisées dans les introns, les UTRs ou les régions non transcrites voisines.
Certaines pourraient modifier la régulation de l’expression et contribuer ainsi à la cancérogénèse, alors que
d’autres sont probablement sans conséquence. D’autres études seraient donc nécessaires pour discriminer,
parmi les mutations non filtrées significatives, celles ayant un impact sur le phénotype.
4.8 Analyse d’enrichissement en terme GO
Afin d’identifier les mécanismes cellulaires altérés par les mutations présentes chez nos patientes, nous
avons utilisé l’ontologie GO (Gene Ontology). Les termes GO décrivent les gènes selon 3 axes, les com-
posants cellulaires, la fonction moléculaire et le processus biologique, et sont organisés hiérarchiquement,
allant des descriptions très larges (par exemple, “pigmentation”, ou “régulation des processus biologiques”)
à des définitions beaucoup plus précises, comme “régulation positive de la pigmentation de la cuticule”.
Cela permet à la communauté scientifique d’annoter les fonctions des gènes avec un vocabulaire contrôlé.
Il est ensuite facile d’identifier les termes sur-représentés dans un ensemble de gènes, étude que nous
avons réalisée grâce au logiciel DAVID (154, 155). DAVID identifie les termes GO significativement sur-
représentés dans des gènes d’intérêt par rapport à une liste dite “background”, qui contient l’ensemble des
gènes auxquels les gènes d’intérêt doivent être comparés. La liste que nous avons utilisée comme “back-
ground” contient l’ensemble des gènes capturés par l’expérience (voir section 4.7 pour les détails du calcul
de cette liste). Un test exact de Fisher modifié est réalisé pour chaque terme GO, suivi de la correction de
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Benjamini-Hochberg (correction pour multiplicité des tests), pour identifier les termes GO significativement
sur-représentés avec un seuil de 10%. DAVID propose 5 niveaux de spécificité des termes GO recherchés,
et nous nous sommes intéressés à la catégorie la plus large des processus biologiques (“goterm_BP_1”),
afin d’avoir une vue d’ensemble des données.
Le terme “metabolic process” est sur-représenté parmi les annotations des gènes LoF significatifs (P-
valeur corrigée de 8,9%, 172 gènes). Ce terme s’applique à l’ensemble des gènes impliqués dans des ré-
actions chimiques et des signaux de régulation qui transforment les substances chimiques. Cela inclue la
transformation des petites molécules, mais aussi la réplication et la réparation de l’ADN et la synthèse
et la dégradation des protéines. Quant aux gènes non filtrés, nous observons une sur-représentation des
termes “cellular process” (P= 2,12 ·10−12), “biological adhesion” (P= 4,56 ·10−10), “metabolic process”
(P = 4,24 ·10−7), “cellular component organization” (P = 5,73 ·10−6) et “cellular component biogenesis”
(P = 1,82 · 10−3). Ces enrichissements sont cohérents avec une implication importante de nos candidats
dans le développement du cancer et confirment là encore la validité de nos listes de gènes.
4.9 Conclusions
Notre étude constitue la plus grosse analyse des variations germinales de patientes atteintes du cancer
de l’ovaire. Le séquençage à haute couverture de 520 patientes a permis de détecter en moyenne 30 632
variants par patiente. Afin d’identifier parmi ces derniers les variants responsables du phénotype, nous avons
sélectionné d’une part les variants LoF, c’est-à-dire induisant une perte d’activité de la protéine encodée,
et ce uniquement pour les protéines exprimées dans l’ovaire. D’autre part, nous conservons seulement les
variants significativement plus présents chez nos patientes que dans des populations contrôles. Cela conduit
à une moyenne de 44 SNVs par patiente, répartis sur 334 gènes dans l’ensemble de la cohorte : ces gènes
pourraient jouer un rôle dans la cancerogénèse (gènes “candidats”). Afin d’identifier dans cette liste les
gènes “de susceptibilité”, nous avons comparé nos gènes candidats avec des gènes connus pour être associés
au cancer, dont une partie provient d’une importante curation manuelle de la littérature : pour 42 d’entre
eux, des études indiquent un lien avec la cancerogénèse. Un intérêt particulier doit être porté à la protéine
MAP3K8, dont le rôle de suppresseur de tumeur a été très récemment proposé dans d’autre cancer, et sur
laquelle 106 de nos patientes portent une mutation délétère.
Chapitre 5
Conclusions et perspectives
Au cours des dix dernières années, la taille et la complexité des données biologiques ont littéralement
explosé, et une attention particulière doit être portée au contrôle qualité. En effet, certaines données omiques
contiennent de nombreux faux positifs. À titre d’exemple, Musumeci et ses collègues (62) estiment qu’au
moins 8% des SNPs de dbSNP sont des artéfacts dûs à des paralogues, et Cusick et ses collègues (156)
évaluent à 35% le taux d’erreurs des données d’interaction protéine-protéine de curation de la littérature. De
plus, plusieurs études montrent le peu de concordance existant entre les pipelines d’appel de génotypes (83,
84). D’autre part, il est important de garder à l’esprit qu’actuellement, les faux négatifs sont inhérents à tout
type de données biologiques. Dans le cas des données interactomiques, nous montrons que la communauté
scientifique est loin d’avoir cartographié l’ensemble des interactions existantes, même chez l’organisme
modèle S. cerevisiae. Pour celui-ci, nous estimons le taux de faux négatifs des données de curation de
la littérature à plus de 60%. De plus, la diversité génétique de la population humaine est très loin d’être
caractérisée entièrement. Par exemple, le 1000 Genomes Project estime avoir découvert seulement ∼ 50%
des SNPs ayant une fréquence de ∼ 1% dans la population, et évalue le taux de mutations “de novo” par
génération par paire de base à ∼ 10−8, interdisant l’espoir d’obtenir un jour une cartographie complète des
variations génétiques humaines. Avant toute étude, une première étape de tri est donc nécessaire afin de
sélectionner les données les plus fiables, les plus complètes et répondant le mieux au problème posé.
À cela, on peut ajouter de nombreux biais, qui, s’ils ne sont pas identifiés et pris en compte, peuvent
conduire à des erreurs d’analyse. Par exemple, les interactions protéine-protéine issues de curation de la
littérature et les interactions identifiées à haut débit sont souvent considérés comme orthogonales, en parti-
culier pour estimer la taille d’un interactome. Nous avons découvert que ces jeux de données sont beaucoup
plus corrélés que ce qui est communément admis. La méthode du double hybride, la plus employée à haut
débit, est également très utilisée à bas débit, et les interactions de curation de la littérature sont enrichies en
interactions facilement détectables par double hybride. Cela remet en cause l’hypothèse d’indépendance de
ces données et invalide donc les estimations actuelles de la taille des interactomes : elles sont sous-évaluées.
Afin d’améliorer ces prédictions, nous avons examiné l’interactome de la levure d’un point de vue original,
en prenant en compte le degré d’étude des protéines par la communauté scientifique. Nous avons décou-
vert que l’ensemble des interactions protéine-protéine de la littérature est qualitativement différent quand
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il est restreint aux protéines qui ont reçu une attention particulière de la communauté scientifique. En par-
ticulier, ces interactions s’appuient moins souvent sur la méthode double hybride, et plus souvent sur des
expériences plus complexes, comme des analyses de l’activité biochimique. La corrélation existant entre les
données haut débit et de curation de la littérature s’estompe en se restreignant aux protéines très étudiées.
Nous proposons une méthode simple et fiable pour estimer la taille d’un interactome, en combinant les don-
nées concernant les protéines très étudiées par la communauté scientifique et les données haut débit. Notre
méthode conduit à une estimation d’au moins 37 600 interactions physiques directes chez S. cerevisiae.
Cette estimation est plus élevée et plus fiable que les estimations précédentes, car elle prend en compte les
interactions difficiles à détecter avec les expériences communément utilisées. La présence de ces biais et
notre réévaluation de l’estimation de la taille de l’interactome ont été pris en compte dans de nombreuses
études (par exemple (157, 158, 159)). Nos travaux sur les protéines très étudiées ont été repris par Lewis et
ses collègues (160, 161), qui s’intéressent à la prédiction d’interactions basée sur les protéines homologues
(interologues). Ils ont notamment estimé le taux de conservation des interologues, et montré que, pour les
protéines très étudiées par la communauté scientifique, des biais d’inspection (la connaissance d’une inter-
action va promouvoir la recherche de son interologue dans une autre espèce) induisent une sur-évaluation
de ce taux. Une perspective de ce travail serait de prendre en compte le degré d’étude des protéines dans la
prédiction des interologues et dans l’estimation de leur taux de conservation. Par exemple, on pourrait ima-
giner que la confiance dans la prédiction d’un interologue soit plus faible pour les protéines très étudiées :
l’interaction a possiblement déjà été testée et non validée.
À travers l’exemple des données interactomiques, nous soulignons le fait qu’identifier les biais est cri-
tique pour une interprétation correcte et peut permettre de trouver des solutions pour les atténuer. Sur des
données de séquençage de l’ADN, l’analyse des biais existant entre les reads alignés sur un brin ou sur
l’autre nous a permis d’améliorer la qualité des génotypages. En effet, nous montrons qu’appeler les gé-
notypes indépendamment sur chaque brin permet de filtrer un nombre important d’erreurs. De plus, nous
constatons que les positions présentant des reads uniquement sur un brin sont très fréquentes, et qu’elles
contiennent de nombreuses erreurs : elles doivent donc être filtrées. Par ailleurs, nous alertons la commu-
nauté scientifique sur l’usage général de seuils de couverture minimale trop faibles lors de l’appel des gé-
notypes. Pour obtenir un génotype fiable, une couverture minimale de 10x sur chaque brin est nécessaire, et
appeler des génotypes sur des positions présentant 4 reads doit être définitivement banni des pratiques. Nous
soulevons un autre problème important concernant l’appel des génotypes : l’ensemble des positions conte-
nant entre 20 et 40% de reads variants contient un mélange d’homozygotes références et d’hétérozygotes
qui ne peuvent pas être différenciés en se basant uniquement sur le taux de read variants. Nous avons donc
développé une extension simple de la méthode des seuils, basée sur l’utilisation de zones tampons et sur la
comparaison des 2 brins, qui permet d’éliminer facilement ces positions. Nous avons testé cette méthode
sur des exomes d’échantillons sains séquencés par le consortium TCGA, et la comparaison des nombreux
réplicats techniques existants montre son efficacité, avec une diminution importante du taux d’erreur. Par
contre, dans le cas d’échantillons tumoraux, le problème est plus délicat. En effet, les cellules cancéreuses
sont très hétérogènes et les échantillons tumoraux sont souvent contaminés par les cellules saines voisines.
De plus, le génome des tumeurs contient souvent des altérations à l’échelle chromosomique (variants struc-
turels, CNVs, modifications de la ploïdie). Le pourcentage de reads variants attendu pour les hétérozygotes
n’est donc pas 50%, et les mutations somatiques sont généralement appelées avec des pourcentages plus
faibles, typiquement autour de ∼ 20-30%. Par conséquence, distinguer les vraies mutations somatiques
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du bruit que nous observons ici reste difficile. De plus, nous montrons qu’une couverture élevée et une
concordance entre les brins ne sont pas des conditions suffisantes pour éliminer toutes les erreurs, et nous
confirmons que les erreurs ne sont pas réparties uniformément le long du génome. Nous avons découvert
des positions “sujettes à erreurs” dans de nombreux échantillons, indépendemment ou non de la plateforme
de séquençage. Exclure ces positions, que nous avons listées pour chacune des plateformes, permet de fil-
trer davantage d’erreurs. Après application de l’ensemble de ces filtres, il reste au moins∼ 0.96% d’erreurs
dans nos appels de génotype. Ces erreurs sont a priori des erreurs ponctuelles, différentes d’une patiente à
l’autre. Notre pipeline appelle donc les génotypes de manière fiable, et la qualité des données produites est
suffisante pour étudier par exemple des associations entre variants et maladies.
Nous avons appliqué notre méthode sur des données de séquençage d’exome de cellules saines de 520
patientes atteintes du cancer de l’ovaire, produites par le consortium TCGA. Nous détectons en moyenne
30 632 variants par patiente. Le principal défi est alors d’identifier, parmi l’ensemble des variants germi-
naux d’une patiente, ceux conférant un risque accru de développer la maladie (variants “de susceptibilité”).
Il est probable qu’une majorité des variants de susceptibilité affecte la fonctionnalité des protéines et nous
choisissons de nous concentrer sur ceux-ci. Nous estimons donc l’effet des variants sur les gènes connus,
en nous basant sur les transcrits de la base de données Aceview (6). Ainsi, nous ignorons les mutations sy-
nonymes et les mutations non codantes (à l’exception des pieds d’introns). Quant aux mutations faux sens,
certaines peuvent complètement modifier la conformation de la protéine ou les sites de liaisons, empêchant
ainsi la protéine d’accomplir son rôle, alors que d’autres peuvent être sans grande conséquence. Pour dis-
criminer ces mutations, nous utilisons les logiciels SIFT (8) et Polyphen-2 (9), qui prédisent l’impact d’une
mutation en se basant entre autres sur la conservation des protéines ou les caractéristiques biochimiques des
acides aminées. De plus, nous sélectionnons uniquement les variants affectant les gènes bien exprimés dans
l’ovaire. Dans un deuxième temps, nous comparons ces SNVs avec deux cohortes contrôles : les données
du 1000 Genomes Project et de ESP6500, ce qui nous permet de sélectionner les variants significativement
plus présents chez nos patientes que dans la population générale. Cela conduit à une moyenne de 44 SNVs
par patiente, répartis sur 334 gènes dans l’ensemble de la cohorte : ces gènes pourraient jouer un rôle dans
la cancerogénèse (gènes “candidats”). Afin de valider cette liste de candidats et d’identifier les plus pro-
metteurs, nous les comparons avec des gènes connus pour être associés au cancer. D’une part, nous avons
effectué une importante revue de la littérature, sélectionnant ainsi 40 gènes très probablement impliqués
dans le cancer de l’ovaire, et d’autre part, nous avons utilisé des outils et bases de données existants pour
obtenir des listes élargies de gènes cancer. 42 de nos candidats ont été reportés comme impliqués dans la
cancerogénèse, notre liste est donc enrichie en gènes cancer (P = 9.71 · 10−3 à P = 5.60 · 10−5). Le rôle
de certains d’entre eux dans le cancer est bien établi, mais pour d’autres, des études fonctionnelles sont
nécessaires afin de confirmer leur implication dans le développement de la maladie. Un intérêt particulier
doit être porté à la protéine MAP3K8, dont le rôle de suppresseur de tumeur a été très récemment proposé
dans d’autres cancers, et sur laquelle 106 de nos patientes portent une mutation délétère.
De ces analyses, les parties les plus chronophages sont les étapes de récupération des données, de
prétraitement, de tri, et de contrôle qualité. Ces étapes sont nécessaires et il est crucial de développer des
méthodes expérimentales plus fiables et des outils bioinformatiques adaptés afin de faciliter ce processus.
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Par manque de temps, je n’ai pas pu analyser les variants associés au cancer de l’ovaire aussi profondément
que je l’aurais souhaité. Par exemple, il aurait été très intéressant de réaliser une étude interactomique de ces
variants. Après cartographie des gènes mutés chez nos patientes sur l’interactome humain, des méthodes de
clustering pourraient permettre d’identifier des modules fonctionnels impliqués dans le cancer de l’ovaire.
De plus, cela améliorerait les filtres des variants germinaux sans effet sur la cancerogénèse (les variants
isolés dans le graphe sont probablement sans effet) et supprimerait donc les potentiels faux positifs de nos
listes de gènes candidats. En outre, nous avons laissé de côté de nombreux gènes mutés car nous n’avions
que peu d’indices de leur rôle dans le développement de la maladie, mais certains d’entre eux sont sans doute
des gènes à risque. Le principe de culpabilité par association pourrait être utilisé pour les identifier : ceux
interagissant avec de nombreux gènes connus pour être impliqués dans le cancer sont de bons candidats. De
surcroît, ce type d’analyse permettrait de prendre en compte la redondance dans les voies de signalisation, en
identifiant des voies de signalisation significativement plus mutées chez nos patientes que dans la population
générale. Analyser les interactions protéine-protéine serait donc utile pour identifier les variants associés au
cancer, et pour comprendre leur effet sur la cancerogénèse.
Malgré les énormes progrès réalisés grâce aux données omiques, le fonctionnement de la Vie est encore
loin d’être totalement compris. Par exemple, les interactomes modélisent le fonctionnement de la cellule de
manière statique, alors qu’en réalité, les interactions protéine-protéine dépendent de l’environnement de la
cellule et du type de tissu, ce qui est rarement considéré dans les analyses (162, 163). Par ailleurs, l’épissage
alternatif, mécanisme fondamental permettant aux gènes de coder pour plusieurs protéines (formes alterna-
tives), est très peu pris en compte, que ce soit dans les études interactomiques ou dans les études transcrip-
tomiques. Cela est dû au fait que des informations sur les formes alternatives concernées sont généralement
absentes des données expérimentales : pour les données RNA-seq, la taille des short-reads rend difficile
l’identification de la forme alternative impliquée et les méthodes de détection d’interactions ne différencient
pas les formes alternatives utilisées. La base de données Aceview, que nous avons utilisée pour localiser les
variants cancer dans les transcrits, constitue une ressource très complète en ce qui concerne l’épissage. Une
autre suite possible de notre travail serait donc d’essayer d’identifier quelle(s) forme(s) alternative(s) des
gènes est(sont) impliquée(s) dans le développement du cancer. Une solution serait de construire des interac-
tomes sur les différents transcrits des gènes. Dans les interactomes “classiques”, un unique noeud représente
l’ensemble des formes alternatives des protéines. Un interactome transcrit-spécifique représenterait chaque
forme alternative par un noeud différent, et les interactions entre les formes alternatives pourraient être
inférées par exemple en intégrant dans l’analyse des données d’expressions ou de domaines protéiques.
Par ailleurs, l’amélioration des technologies permet de caractériser un grand nombre de tumeurs. Ce-
pendant, la plupart des études se concentrent sur les mutations somatiques alors que les variants germinaux,
très importants pour améliorer la prévention et le diagnostic, sont très peu analysés. Il s’agit là d’un choix
étonnant au niveau santé publique, car ces aspects sont essentiels dans la lutte contre le cancer. Notre ana-
lyse a mis en évidence de nouveaux gènes qui pourraient conférer un risque accru de développer un cancer
de l’ovaire. Bien que des analyses fonctionnelles soient nécessaires pour confirmer le rôle de ces derniers
dans le développement de la maladie, ce sont d’excellents candidats pour une amélioration des diagnostics
génétiques. Notre pipeline pourrait facilement être appliqué aux nombreux autres types de cancers séquen-
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cés par le consortium TCGA, l’INCA ou l’ICGC. Complété par une analyse interactomique et des études
fonctionnelles, cela permettrait d’identifier de nombreux variants germinaux prédisposant à ces cancers.
Il serait ensuite intéressant de réaliser une analyse comparative des variants et des gènes identifiés. Par
ailleurs, le futur du diagnostic génétique pourraient potentiellement se situer dans l’identification de gènes
cancers et la prédiction de l’effet des variants sur ces gènes, plutôt que dans l’identification de tous les
variants impliqués. Encore une fois, ce type d’analyse devra prendre en compte l’effet des variants sur les
modules fonctionnels et les voies de signalisation. Pour cette tâche, les interactomes seront d’une grande
aide.
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Annexes
Puissance et limitations du RNA-seq
Ci-joint la version de l’article SEQC soumise à Nature Biotechnology. Les commentaires des critiques
et de l’éditeur sont positifs et encourageants, et des réponses à leur remarques sont en cours de rédaction.
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Power and Limitations of RNA-Seq: findings from the SEQC 







In the US FDA-led SEQC (i.e., MAQC-III) project, different sequencing platforms 
were tested across more than ten sites using well-established reference RNA 
samples with built-in truths in order to assess the discovery and expression-
profiling performances of platforms and analysis pipelines. The results 
demonstrate that novel exon-exon junctions can still be discovered beyond 
existing comprehensive annotations and sequencing depth. Extensive 
investigations encompassing diverse performance metrics characterizing 
reproducibility, accuracy, and information content were combined with 
comparisons to qPCR and microarray platforms showing high levels of inter-site 
and cross-platform concordance for differentially expressed genes. However, 
performance is clearly platform and pipeline dependent, and transcript-level 
profiling shows larger variation. Together with applications of RNA-Seq to several 
preclinical and clinical problems, the entire SEQC data sets comprise over 100 
billion reads (10 Tb) and provide a unique resource for testing future 

















*A full list of authors and their affiliations appears at the end of the paper. 
Correspondence and requests for materials should be addressed to L.S. 
(leming.shi@gmail.com), C.E.M. (chm2042@med.cornell.edu), or D.P.K. 
(david.kreil@boku.ac.at / d.kreil@warwick.ac.uk). 
 2 
Next-generation sequencing has revolutionized the scale and scope of genomic research. 
This technological advance has made deep whole-transcriptome sequencing (‘RNA-Seq’) 
feasible, which has since expanded our view of the transcriptome
1
 and promises to permit 
quantitative profiling with large dynamic range.
2
 Recent comparisons with established 
technologies for differential expression analysis have found good overall agreement 
between RNA-Seq, qPCR, and microarrays. In general, RNA-Seq has provided increased 
sensitivity and opened new avenues of research in transcriptome work, such as the study 
of gene fusions, allele-specific expression, and novel alternative transcripts, whereas the 





While new platforms and protocols for RNA-Seq have emerged in recent years, 
the comparability of results across platforms and laboratories has remained unclear. With 







 a comprehensive, cross-site and cross-platform analysis of the 
performance of RNA-Seq is now essential. Reproducibility across laboratories, in 
particular, is a crucial requirement for any new experimental method in research and 
clinical applications, and can only be tested in an extensive multi-site and multi-platform 
comparison. Just as in the first phase of the MicroArray Quality Control (MAQC-I) 
project,
10
 which tested multi-site and multi-platform agreement in gene-expression 
microarrays, the FDA has coordinated the work presented here, which represents a large-
scale community effort called the Sequencing Quality Control (SEQC/MAQC-III) project 
to assess the performance of RNA-Seq, testing different sequencing platforms and 
analysis pipelines. 
 
Without an independent ‘gold standard’, however, the objective assessment of a 
novel genome-scale measurement method remains non-trivial. A multitude of properties 
must be examined, including different metrics of reproducibility, accuracy, and 
information content. Such a multi-dimensional characterization is critical for the 
development of more powerful studies of the underlying biological mechanisms in 
complex data sets because often there is a trade-off between one desirable property and 
another (such as accuracy vs precision). We thus set out to achieve such a characterization 
efficiently in a controlled test setting, where truths built into the study design could be 
directly validated, and then related this to the performance observed in genome-scale 
research applications (Fig. 1a). 
 
Specifically, we utilized the well-characterized reference RNA samples A (Universal 
Human Reference RNA) and B (Human Brain Reference RNA) from the MAQC 
consortium,
10
 adding spike-ins of synthetic RNA from the External RNA Control 
Consortium (ERCC).
11
 Samples C and D were then constructed by combining A and B in 
known mixing ratios, 3:1 and 1:3, respectively (Suppl. Fig. S1). All samples were 
distributed to several independent sites for RNA-Seq library construction and profiling by 
Illumina’s HiSeq 2000 platform and Life Technologies’ SOLiD 5500 platform. Also, 
vendors created their own cDNA libraries that were then distributed to each test site, in 
order to examine the degree of a ‘site effect’ that was independent of the library 
preparation process (Fig. 1b). To support an assessment of gene models, samples A and B 
were also sequenced at independent sites by the Roche 454 GS FLX platform, providing 
 3 
longer reads. For comparison to other technologies, these data were also compared to the 
Affymetrix U133Plus2.0 microarrays used in MAQC-I, several current microarray 
platforms, and also assessed by 20,801 PrimePCR reactions. We here report an analysis of 
RNA-Seq measurement performance in this controlled setting, whereas analyses focusing 
on measurement quality metrics (S. Li et al., submitted), the ERCC spike-ins and limits of 
detection (S.A. Munro et al., submitted), and the effects of pipeline choice (J.H. Phan et 
al., submitted) are presented separately. 
 
These studies are complemented by applications of RNA-Seq to a number of research 
applications (Fig. 1a), including the critical assessment of performance in neuroblastoma 
outcome prediction (W. Zhang et al., submitted) and a comparative investigation of 
toxicogenomic samples with a comprehensive study design testing chemicals with 
multiple modes of action (C. Wang et al., submitted). In total, over 100 billion reads (10 
terabases) of RNA-Seq data were produced and studied, representing the most ambitious 
effort so far by the RNA-Seq community to generate and analyze large reference data 
sets. A rigorous dissection of sources of noise and signal indicates that, given appropriate 





Gene detection and junction discovery depend on read depth 
 
Efficient quantitative expression profiling takes advantage of known gene models,
3
 and 
the choice of a reference annotation can considerably affect results, including 
performance assessments. Specifically, our data showed that the number of reads mapped 
to known genes depends on the accuracy and completeness of the gene models. Among 
all 23.2 billion reads that could be mapped to genes other than mitochondrial or ribosomal 
RNAs, 85.9% were mapped to RefSeq,
12
 whereas 92.9% mapped to GENCODE,
13
 and 
97.1% to NCBI AceView
14
 (Fig. 2a). This is not a property of the samples examined (A, 
B, C, and D), as a similar trend is seen when adding all reads from the extensive SEQC 
neuroblastoma project (Supplement). The read fraction unique to AceView is genuinely 
due to the higher accuracy of its gene models (Fig. 2a). 
 
Since the data constitute the deepest sequencing of any set of samples yet 
performed, comprising a total of 12 billion mapped HiSeq 2000 RNA-Seq fragments, we 
examined how well the known genes could be detected as a function of aggregate read 
depth, taking all replicate libraries, sites, and samples together (Fig. 2c for HiSeq 2000 
and Suppl. Fig. S2 for SOLiD). We report read depth as the number of read fragments 
because the mapping and counting of paired ends are highly correlated; single-ended 
reads can thus be used when the additional long-range information from read pairs is not 
required. At a sequencing depth of 10 million aligned fragments, about 35,000 of all the 
genes annotated in AceView
14
 (55,674) were already found by at least one read. Some of 
these are due to background noise, for instance, from genomic DNA contamination. 
Using the background estimates of the NCBI Magic pipeline and requiring four reads 
above this intergenic noise still yielded about 26,000 genes (Thierry-Mieg, pers. comm.). 
For a comparison of alternative pipelines, annotations, and the effect of read depth, we 
next focused on genes with strong support (16 reads or more). At this stringency, we 
found that about 20,000 genes were detected at a sequencing depth of 10 million aligned 
fragments, which covered the majority of strongly expressed genes. Detection increased 
to over 30,000 at 100 million fragments, and finally to over 45,000 at about one billion 
fragments. While the number of additional known genes detected successively decreased 
for each doubling of read depth, additional genes were still being detected even at high 
read depths of >1 billion fragments, indicative of cellular rarity or low expression levels 
per cell. 
 
Exon-exon junction detection was also found to increase with read depth with a similar 
RefSeq, GENCODE, and AceView annotation dependency (Fig. 2d). Generally, many 
additional known junctions were detected with each doubling of the read depth for the 
more comprehensive annotations, even at high read depths exceeding one billion. Since 
the samples A and B in the study are very different, we expected to see more 
transcriptional complexity when combining samples. Indeed, a detection boost was seen 
for the addition of the biologically distinct sample B (Fig. 2d), which indicates that 
different samples contribute more to exploring the complex transcriptome space than 
merely increasing read depth (W. Zhang et al., Y. Yu et al.; submitted). The number of 
additional known junctions decreased fastest for RefSeq, which provides the least 
 5 
complex annotation (Suppl. Fig. S3), with practically all annotated junctions observed at 
the highest read depth. Considering more complex annotations, the AceView database is 
the most comprehensive and has the highest number of junctions supported by reads from 
this study, reaching over 300,000 junctions at the maximum read depth, more than three 
times the number detected at 10 million reads. Although GENCODE and AceView have 
similar total numbers of genes and similar footprints on the genome, considerably fewer 
annotated genes and junctions in GENCODE were supported by the observed reads (Fig. 
2b and Suppl. Fig. S4). Therefore, all subsequent analyses presented in this manuscript 
are based on AceView, unless stated otherwise.  
 
We first examined the reproducibility of detecting genes and junctions across 
measurement sites, platforms, and analysis pipelines, since a key strength of RNA-Seq is 
its inherent ability to identify splice sites de novo. To test this ability of RNA-Seq to 
discover junctions, we first examined the HiSeq 2000 data because of the greater read 
length and depth. We considered three independent pipelines for de novo discovery of 
junctions independent of existing gene models: NCBI Magic,
14





 All pipelines reported millions of junctions, with r-make 
predicting about 50% more than Subread and Magic, although almost all junctions found 
by Subread or Magic were also found by r-make. There was substantial but lower overlap 
with the junctions found by TopHat2,
17
 whether it was run with or without gene model 
guided alignment. The five analyses together predicted 2.9 million new splice junctions, 
yet only 671,916 (23%) were consistently found by all the methods (Suppl. Fig. S5), 
illustrating the significant difficultly in reliable splice junction detection with current 
methods (more below). 
 
Novel junctions were then examined for independent discovery in both HiSeq 
2000 and SOLiD data, as junctions only found by a single platform or library preparation 
protocol could be due to technical artifacts (Suppl. Fig. S6). Reflecting lower read length 
and depth (cf. simulation, Suppl. Table S1), we discovered 87,117 junctions predicted to 
be novel in the SOLiD data, of which 74,561 (86%) were also independently discovered 
from HiSeq 2000 reads (Subread). The curves for the detection of these new junctions in 
the four samples (Fig. 2e) followed an expected order corresponding to sample 
complexity: B<A<D<C.  
 
We then used the built-in truths of the data sets to examine the accuracy of the 
sample specific levels of support of novel junctions in terms of their ability to capture the 
expected A/B sample mixing ratio and yield a consistent titration order. The examples in 
Fig. 1c illustrate the concept of titration order consistency: if A > B then we expect 
A > C > D > B because C = ¾ A + ¼ B and D = ¼ A + ¾ B, and we expect the inverse 
order if B > A. This consistency test is affected both by systemic distortions reducing 
accuracy and random variations reducing reproducibility. Another complementary test 
assesses the A/B mixing ratio recovery in the samples C (3:1) and D (1:3), which can be 
examined in a plot of log2(C/D) vs log2(A/B). Deviations from the ideal line (Fig. 1d) are 
also affected by both systemic distortions reducing accuracy and random variations 
reducing reproducibility. Because both tests only reflect reproducibility when A~B, we 
also require a clear differential signal as assessed by the mutual information, a measure of 
information content. (See Methods for further details.) These filters reduced the 
 6 
discoveries to only 8% ‘well-behaving’ junctions among the 74,561 novel junctions 
found. Such a reduction, however, is also observed for well-established junctions, where 
the same filters showed that only 38% of known junctions were ‘well-behaving’. We 
observed that the greatest determinant of splice junction detection reliability was simply 
the expression level, reflecting the number of supporting fragments. Indeed, requiring a 
consistent titration order and the correct A/B mixing ratio clearly enriched for junctions 
with higher expression levels (Fig. 2f), which were the easiest to measure and quantify. A 
comparison with junctions detected in Roche 454 data confirmed that the more abundant 
junctions could reliably be detected across different RNA-Seq platforms (Suppl. Fig. S7). 
 
For an examination of how well junctions newly discovered by RNA-Seq could 
independently be confirmed by a different technology, qPCR was performed with primer 
pairs designed to specifically validate 173 detected junctions: We randomly selected 136 
well-supported junctions that had been discovered de novo by all three RNA-Seq analysis 
pipelines, in both HiSeq 2000 and SOLiD data. These junctions were chosen so that they 
log-uniformly covered a range of ~10–3,000 supporting reads, and so that half of them 
met all consistency tests. In addition, we also tested 13 known AceView junctions as 
positive controls and 24 novel junctions that had only been discovered by a single 
analysis pipeline in the HiSeq 2000 or SOLiD data, despite having support by many reads 
(~300–3,000). Only 5 assays were non-informative (see Methods). Interestingly, in the 
remaining assays, not just all of the 13 positive controls but also all of the 133 well-
supported junctions could reliably be identified by qPCR, with the numbers of supporting 
RNA-Seq reads largely reflecting qPCR expression level estimates (slope 0.95, 
Pearson/Spearman correlation 0.74/0.77, N = 146), even for junctions with low read 
numbers or not meeting all consistency tests (Suppl. Fig. S8). Moreover, 18 of the 22 
pipeline specific junctions (>80%) could be confirmed at least qualitatively. For the most 
comprehensive surveys of potential new junctions, one may therefore want to consider all 
discovered junctions, although it makes sense to prioritize well-supported junctions found 




In the complete data set comprising SEQC samples A, B, C, and D, we observed 
consistent detection of some 44,000 known genes (Fig. 2g) and 310,000 known exons 
across pairs of replicate sites (Suppl. Fig. S9), constituting about 79% and 47% of all 
known genes and exons, respectively. Nearly 200,000 splice junctions were seen 
consistently, making up about 50% of all known junctions. This corresponds to about 
90%, 87%, and 83% of all detected known genes, exons, and junctions, respectively, 
reflecting that larger features aggregating more reads were easier to measure 
reproducibly. The fluctuations in the detection of sequence features stemmed largely from 
sequencing depth-dependent sampling noise, which were reflected in the very similar 
intra- and inter-site agreements in the detection of known genes (Fig. 2g), exons (Suppl. 
Fig. S9), and junctions (Fig. 2h). Considering the low technical variance besides the 




Filters improve the reliability of differential expression analysis 
 
Studies on microarrays have shown that results of typical statistical differential expression 
tests thresholded by p-value need to be filtered and sorted by effect strength (fold-change) 
in order to attain robust comparisons across platforms and sites.
10
 We thus sought to 
identify corresponding requirements for RNA-Seq, examining the reproducibility of rank 
ordered lists of differentially expressed genes (DEGs), as well as the False Discovery 
Rate reflecting the information content of the measurements. Since the exact same 
samples were profiled at all sites, the true number DEGs is zero when comparing the 
same sample between any two sites. Any DEGs found for self–self comparisons thus 
represent technical differences and can be considered ‘false positives’ (shown as dots in 
Fig. 3a). We then examined the number of inter-site A vs A ‘false positives’ relative to 
the number of DEGs in A vs B comparisons, giving an empirical estimate of the False 
Discovery Rate (eFDR). We tested several RNA-Seq data analysis pipelines for the six 
HiSeq 2000 sites, focusing on the set of 23,000 genes present on the Affymetrix 
U133Plus2.0 microarrays for comparison. 
 
We found that unfiltered data for both RNA-Seq and microarrays show many 
DEGs, both for false positives (A vs A) and the likely ‘real’ DEGs in the A vs B 
comparison (Fig. 3a), with the ratio of false positives vs true positives unacceptably high 
for both platforms (Fig. 3b). Also, we observed that different analysis pipelines vary in 
these measures of performance (Figs 3a-e). Next, we applied the |log2 fold-change|>1 
filter advocated in the MAQC study on microarrays,
10
 and for microarrays observed a 
reduction in the eFDR to below 1.5%, save for one outlier site (Figs 3c-d). Importantly, 
we could then show that the application of pipeline dependent filters for p-value, fold-
change, and expression-level (lowest third of all examined AceView genes, Suppl. 
Tables S2 and S3) reduced the RNA-Seq eFDR across sites to close to zero false-
positives without sacrificing sensitivity (Fig. 3d). We note that results for SOLiD were 
very similar (Suppl. Figs S10 and S11), with expression level thresholds reflecting the 
lower read depth for that platform.  
 
After the application of these filters, our data showed that most (but not all) RNA-
Seq pipelines demonstrated high inter-site reproducibility of differential expression calls 
with up to 95% concordance in DEGs (Fig. 3e and Suppl. Fig. S12). This concordance 
between sites was highest for those genes with the greatest expression levels, just as in the 
similar relation for splice junction agreement and titration. Moreover, the filters resulted 
in a good agreement of differential expression calls across platforms (e.g., A vs B on 
HiSeq 2000 compared to A vs B on SOLiD, Suppl. Figs S13 and S14), suggesting that 
differential expression analyses from different platforms can be combined to extend 




Relative but not absolute expression measures satisfy tests of built-in 
truths 
 
After an examination of the reliability of differential expression analysis of genes, we 
next examined the quantification of RNA using four consistency tests exploiting ground 
truths built into the study design (Fig. 4). First, we considered titration order consistency 
as introduced in Fig. 1c, a metric affected both by systemic distortions reducing accuracy 
and random variations reducing reproducibility. The majority of genes (59%) correctly 
titrated (Fig. 4a), with little disagreement between platforms (Suppl. Table S4). Genes 
with large differential expression behaved best, with all genes showing consistent titration 
in several HiSeq 2000 and SOLiD sites, and no contradiction regarding the direction of 
change (blue curve). For the second built-in truth, we examined the A/B mixing ratio 
recovery (Fig. 1d) as another test reflecting accuracy and reproducibility. We observed 
the correct ratio for the majority of genes (Fig. 4b), with better agreement at higher 
expression levels (top 25%). Notably, the scatter of genes marked as titrating in this plot 
indicates that consistent titration does not guarantee a reliable recovery of the mixing ratio 
(and vice versa). 
 
The third and fourth built-in truths leveraged the ERCC spike-ins.
11
 These data 
complement work in the ERCC paper, which examined the measurement of fold-change 
recovery for these synthetic RNAs (S.A. Munro et al.; submitted). Across platforms, we 
observed that with sufficiently high expression levels (log2[conc]>3), the expected ratios 
of 1/2, 2/3, 1, and 4 were accurately recovered using about 90 million mapped fragments 
(Fig. 4c), with high precision indicating good reproducibility. Finally, we examined the 
ERCC absolute titration levels, since the ERCC RNAs were spiked into the samples A 
and B before the C and D samples were created (Suppl. Fig. 1). We observed, however, 
that the fraction of reads aligning to ERCC spike-ins for a given sample varied widely 
between libraries and platforms, with ranges of measured ERCCs between 1–2.5% for 
HiSeq 2000 and 2.5–4.7% for SOLiD, with a clear ‘library effect’ observed for all sites 
and platforms, affecting reproducibility. (Fig. 4d and Suppl. Fig. S15). Indeed, when 
using the vendor-prepared library as the cross-site control, we observed very consistent 
measurements of the percentages of reads mapping to ERCCs, which indicates a large 
degree of variation from the preparation of libraries at a single site. 
 
In addition, when the 92 ERCC spike-in RNAs are compared to their nominal 
concentrations, some of them (e.g., ERCC-116) are systematically measured up to 10 
times below or above their expected concentrations, perturbing even the order of the 
ERCC scale. These discrepancies are highly reproducible, suggesting that the bias is 
sequence dependent. While marginal trends could be observed as functions of GC content 
and average sequence region unfolding probabilities (Suppl. Figs S16 and S17), these did 
not pass tests for significance. No consistent trend could be observed as function of 
mRNA length (Suppl. Fig. S18), and the majority of the deviations is not explained by 
any of these co-variates, indicating a need for further investigations of such distortions 
and their possible sources. We observed, however, that the effect is also protocol 
dependent and is reduced in the absence of poly-A selection (Suppl. Fig. S19). This is in 
line with results in other studies, further underscoring the impact of protocol choice on 
quantification (S.A. Munro et al; S. Li et al; submitted), where fragmentation time, poly-
 9 
A enrichment by columns or beads / ribo-depletion, hexamer or oligo-dT priming, library 
isolation by gel or beads, different ligation efficiency and RNA quality at the start of 
library preparation have all been shown to have an effect. Consequently, just as for 
microarrays, absolute measurements by RNA-Seq using a particular protocol are well 
reproducible but not very accurate. This observation implies that the use of external spike-




RNA-Seq relative gene expression measurements compare well with 
alternative platforms 
 
Since we observed good performance for RNA-Seq in consistency tests of relative 
expression levels, we then sought to compare alternative measurement platforms. We first 
examined the differential expression of 843 genes measured by TaqMan for samples A 
and B in the MAQC-I study. Although more strongly expressed than typical AceView 
genes, these genes nevertheless span a wide range of expression levels (Suppl. Fig. S20). 
We found good and comparable agreement among different platforms (Fig. 5a, where 
Pearson/Spearman correlation coefficients are given; also cf. Suppl. Fig. S21), with the 
HiSeq 2000 and SOLiD sequencing platforms showing the highest correlation to one 




For absolute expression levels, correlations to TaqMan were slightly better for 
RNA-Seq than for microarrays (0.83 vs 0.79, p = 0.02), and the average trend follows a 
more linear shape (Suppl. Fig. S22b, R
2
 = 0.68 vs 0.62). While, on average, agreement 
could be found for absolute expression levels between different platforms, there were 
substantial deviations across the entire dynamic range for large numbers of individual 
genes. These deviations are systematic, i.e., are not a question of reproducibility but rather 
affect the accuracy of absolute expression measures. In particular, comparing expression 
level estimates from HiSeq 2000 and SOLiD RNA-Seq (Fig. 5b), we observed hundreds 
of genes that were expressed according to one platform but not the other. This effect is 
only partly due to the non-stranded nature of the Illumina protocol used here, and the 
presence of 11,066 genes antisense to genes annotated on the opposite strand (cf. Fig. 5c).  
 
As an independent additional test, we generated 20,801 PrimePCR measurements 
of the SEQC samples A, B, C, and D. We again observed that a substantial portion of 
genes was not considered expressed by one platform but showed strong expression in the 
other (Suppl. Figs. S23 and S24). While quantitative PCR based methods have 
traditionally been used as a reference ‘gold’ standard due to their high sensitivity and 
dynamic range, it is noteworthy in this context that specific primer selection and protocol 
calibration are challenging in their own right.
20
 PCR is affected by GC bias
21
 and 
considerable differences in expression level measurements from different PCR based 




Performance assessment is metric dependent 
 
A major promise of RNA-Seq is the extension of expression profiling to the discovery 
and quantification of alternative transcripts. For transcript-specific profiling, however, no 
large-scale expression data from other technologies are available as an external reference 
point. The SEQC data represent a first opportunity for the multi-platform comparison of 
transcript-specific measurements. 
 
To support a balanced performance study of gene-level and transcript-specific 
expression profiling, we combined multiple metrics for a robust characterization of 
platforms, sites, and data processing options: (1) average measurement precision,
3
 directly 
assessing reproducibility, (2) titration order consistency
22
 and (3) recovery of the expected 
A/B mixing ratio, providing two complementary assessments reflecting both 
measurement accuracy and reproducibility, as well as (4) differential expression and (5) 
the mutual information of sample titration, capturing different aspects of information 
content (see Methods). For a summary view, we first focused on genes with a clear 
directional signal, i.e., those that allowed an ordered discrimination of the samples A to 
D, as indicated by mutual information (5). We then count how many of these genes also 
satisfy a second metric (1)-(4). Such an integration of tests through counting genes that 
fulfill multiple assay criteria allows a comprehensive consideration of all the genes 
instead of restricting comparisons to a common subset of genes always identified as 
expressed. This is necessary for a meaningful comparison of pipelines and platforms with 
varying degrees of sensitivity (Suppl. Figs S25a and S25b). The resulting four assays are 
complementary, i.e., a gene satisfying one does not generally satisfy the others (Suppl. 
Fig. S26). The average of the four assays then provides a Consistency Score for robust 
characterization of measurement performance (Suppl. Fig. S27).  
 
For gene-level profiling, on average, pipelines showed similar performances (Fig. 
6a). Providing known gene models always considerably improved results (cf. TopHat2). 
Relatively lower scores for transcript-level profiling indicate that the discrimination of 
alternative transcripts is more difficult, which is also reflected in stronger effects of 
pipeline choice (Fig. 6b). RNA-Seq has sparked an interest in transcript-specific profiling 
and the development of advanced algorithms for estimating alternative transcript 
abundances. With known gene models, similar approaches can now also be applied for 
microarrays. We thus next focused on a test set of 782 genes with multiple alternative 
transcripts of varying complexity and specifically selected to represent the full subset of 
spliced genes in AceView (cf. Methods). Covering 5,691 alternative transcripts, this test 
set allows a first comparison of transcript-specific expression level estimates by RNA-Seq 
and a high-resolution transcript-level microarray. We found that efficient transcript-
specific measurements with good precision on microarrays for quantitative expression 
profiling (Fig. 6d, Suppl. Figs S27d and S28d) could complement the power of RNA-
Seq in the discovery and identification of new alternative transcripts (Fig. 2). In other 
words, the novel transcripts found by RNA-Seq can lead to efficient measurements with 
good precision on microarrays, which can in turn aid in the confirmation and functional 
study of new transcript variants. 
 
 11 
Finally, each metric showed a different and platform specific response to signal 
strength (Suppl. Figs S29 and S30), which for RNA-Seq increases with transcript 
expression level and read depth. The read depth at which average RNA-Seq performance 
meets or exceeds that of another platform thus directly depends on the chosen metric and 
the distribution of expression strength and differential signal in the samples measured. As 
a result, it also depends on the set of tested genes, over which the average performance is 
being computed. We show results here for the mutual information metric (Suppl. Fig. 
S31), which is of direct relevance for classifier performance. As expected, RNA-Seq 
performance improved with increasing numbers of mapped fragments (Fig. 6e). In 
particular, Life Technologies’ SOLiD and Illumina’s HiSeq 2000 performed similarly 
well for comparable effective read depths (Suppl. Fig. S32a). The choice of reference 
platform affects the number of RNA-Seq reads required for obtaining comparable mutual 
information per gene considerably (Suppl. Fig. S33). For some of the microarrays and 
data-processing methods tested, as little as 5 M mapped RNA-Seq fragments would more 
than suffice (U133plus2 with MAS5), while about 50 M mapped fragments were required 
for others (PrimeView with gcRMA/affyPLM). RNA-Seq pipeline choice also had an 
effect, with some tools requiring up to twice as many aligned fragments (cf. 
TopHat2+Cufflinks,
23





In a multi-center study led by the US FDA, different sequencing platforms were tested 
using four well-characterized reference RNA sample mixtures with built-in truths to test 
accuracy, precision, reproducibility, sensitivity and specificity in a detailed analysis of 
over 30 billion reads on the reference samples alone. The data presented here provide the 
deepest molecular characterization of any RNA samples published to date. 
 
Leveraging this extraordinarily deep data set and the known truths built into the study 
design, we have tested the reliability and power of RNA-Seq in exploring the complexity 
of the transcriptome, studying the detection of known splice junctions and the discovery 
of potential new junctions. We found robust inter-site agreement in de novo feature 
discovery, both at low and at high sequencing depths, even beyond 10 billion aligned 
fragments. This capacity for discovery constitutes a key strength of RNA-Seq, and is 
reflected in the expansive transcriptional landscapes observed from different cells and 
tissues in the transcriptome re-annotation projects for human and rat (Y. Yu et al., P. Li et 
al.; submitted) and the rich profiles collected in clinical and toxicogenomic applications 
in which many terabases of additional RNA-Seq data were collected and analyzed (W. 
Zhang et al., C. Wang et al.; submitted). 
 
Several points can be made from the compiled data. First, the collected profiles 
underscore how crucial comprehensive gene model annotations are to accurate expression 
profiling.
3
 The human genome now has more than 55,000 well-validated genes, and the 
majority of them are not protein coding.
7
 Additional genes, splice junctions and 
transcripts are still being discovered, even beyond the already expansive gene annotation 
from ENCODE.
13
 Interestingly, the NCBI AceView
14
 database, which has over 50,000 
genes annotated from cDNA evidence since 2004, still holds by far the largest and most-
extensively validated set of splice junctions, with over 300,000 well supported by the 
RNA-Seq data reported in this study alone. Genes that may explain a particular phenotype 
may be missed by less extensive annotations, stressing that the most comprehensive 
annotation for expression profiling is vital to accurate clinical research (W. Zhang et al., 
C. Zhao et al.; submitted). While analogous considerations will apply to research on 
mouse and rat models, and also other complex transcriptomes, simpler organisms such as 




New splice junctions were found to be robustly supported by multiple platforms 
and pipelines, and their expression levels were the single largest predictor of reliability. 
Similar to observations by ENCODE at the gene level,
7
 we observed three distinct classes 
of expression levels for splice junctions: highly expressed known junctions, known and 
novel junctions at medium level, and many novel junctions found only at low expression 
level. While it has been proposed that an abundance of weakly expressed transcripts may 
reflect biological noise,
25
 the lower-expression levels of these junctions may alternatively 
be the reason that they have so far received less attention in traditional experiments. 
Future studies can be conducted to identify novel alternative transcripts through full gene 
models, which allow the filtering of spurious junctions that cannot be explained by 
expression levels of alternative transcripts consistent with exon mapping reads. With 
alternative transcript expression being cell type- and condition-dependent, deep RNA-Seq 
 13 
will continue to play a key role in fully exploring the transcriptomic repertoire, including 
extensive maps of alternative transcripts (Y. Yu et al., P. Li et al.; submitted) highlighting 




With substantial disagreements even between different types of qPCR based 
assays, we conclude that there is no single ‘gold standard’. Tests of truths built into the 
SEQC study design as well as cross-platform comparisons demonstrated that, while 
common trends for absolute expression levels could be seen, drastic systemic differences 
remain. Reference data sets such as the compendium presented here, however, are 
invaluable for a systematic characterization of measurements, forming the basis of 
reliable conclusions from large-scale experiments. Specifically, a closer examination of 
the varying amount of detected ERCCs per sample indicates substantial differences and 
inconsistencies even across libraries prepared from the same sample at the same site and 
sequenced by the same machine, which implies inherent limitations for the read out of 
absolute expression level estimates and absolute quantification.
26
 The observed variations 
likely arose in library construction, as the vendor-prepared libraries gave very uniform 
results across sites (Fig. 4d). This finding may partially be explained by the varying 
degrees of poly-adenylation in different samples,
26
 and platform-specific differences in 
library preparation chemistry. RNA-Seq experiments ideally should therefore use multiple 
libraries per examined condition or sample. Notwithstanding these limitations, RNA-Seq 
across sites showed that the vast majority of genes still satisfied constraints based on the 
truths built into the study design. 
 
Although no technology tested could provide reliable absolute quantification, 
relative expression measures agreed well across platforms, including RNA-Seq, qPCR, 
and microarrays, and the majority of genes satisfied constraints based on the truths built 
into the study design. Going beyond earlier platform comparisons that considered 
individual performance metrics,
3–6,18,19,27
 we combined complementary metrics for a 
robust characterization of measurement performance that can be combined with further 
assays such as tests for strandedness, considerations based on the ERCC spike-in 
response, and tests for the exclusion of non-specific background. Notably, only the Magic 
pipeline attempted the important but difficult task of estimating and removing background 
noise (Suppl. Fig. S35b), typically improving accuracy at the expense of precision 
(Suppl. Fig. S28). 
 
Almost all multi-exon genes exhibit alternative splicing, and spliced human genes 
have on average over nine alternative transcribed forms.
14
 However, our data show that 
the area of greatest improvement needed in RNA-Seq is for the characterization and 
quantification of alternative transcripts. While expression profiling of alternative 
transcripts is feasible, reattributing measurements to a set of alternative transcripts 
requires knowledge of all the alternative transcript forms of a gene, and involves 
combining information across the transcripts. For genome-scale RNA-Seq, this is 
particularly difficult because of the sampling noise from low read counts for many 
transcripts, with recent work observing 300M read fragments to be required for the 
detection of a specific human alternative splicing event with 80% power.
28
 This highlights 





The need for longer-range information indicates that certain complex gene models 
cannot be resolved by the local information provided by either microarray probes or 
individual short RNA-Seq reads alone. While longer reads and read pairs of size-
controlled fragments can improve on this, they also limit the recovery of shorter 
transcripts. Full alternative transcript profiling will thus greatly benefit from longer RNA-
Seq reads, which may eventually approach the full length of complex cDNAs. Combining 
deep RNA-Seq for alternative transcript discovery with modern high-resolution 
microarrays for genome-scale quantification may provide an efficient approach for 




Our analysis indicates that filters can improve robustness of differential expression 
calls and consistency across sites and platforms. For RNA-Seq, removing small fold-
changes as well as excluding low-expression measurements successfully reduced the false 
discovery rate considerably, often close to zero, and in general gave an improvement over 
microarrays
10
 at similar sensitivity. These filters also achieved good inter-site agreement 
of lists of differentially expressed genes, with several (but not all) RNA-Seq pipelines 
comparable to microarrays (Fig. 3e). Even though a direct general quantitative 
comparison of absolute expression levels from different platforms was not possible, the 
filters nonetheless yielded good agreement of differential expression calls between 
platforms (e.g., A vs B on HiSeq 2000 compared to A vs B on SOLiD (Suppl. Figs S13 
and S14), suggesting that differential expression analyses from different platforms could 
be combined. 
 
Importantly, the observed sensitivity of results to pipeline choice suggests that the 
need remains for significant improvement in short-read RNA-Seq analysis, particularly 
for transcript identification and quantification. The data we collected in this multi-center 
study can serve as a benchmark set for further advances. Some recent progress directly 
reflects the impact of more successful read mappers.
16
 In addition, while systematic and 
sample-specific variations in GC bias,
30
 sequence bias, and non-specific signal (Suppl. 
Fig. S35) can contribute to unwanted or missed differential expression calls, continued 
study of the confounding factors in RNA-Seq can be expected to improve signal 
quality,
3,19,30,31
 just as methodological developments have improved microarray signal 
read out.
32–38
 Conversely, with several microarray designs tested here probing less than 
half of all known AceView genes, new microarray designs can take advantage of updated 
gene annotation and its refinement by RNA-Seq,
18
 as we have shown here with pilot 
microarrays. 
 
Already today, RNA-Seq can be employed as a versatile tool for relative 
expression profiling, with comparable or superior performance to microarrays in many 
applications, given sufficient read depth and appropriate choice of analysis pipeline. An 
effective sequencing depth is clearly contingent on the experimental goals, with simple 
gene-level expression profiling only requiring 5–50 M single-ended reads for an 
appropriate analysis pipeline (cf. Suppl. Figs S11 and S33, Fig. 6e), while a 
comprehensive characterization of alternative transcript expression benefits from the 
longer-range information of read pairs and requires considerably deeper sequencing. In 
our data set, at five million mapped fragments, over 15,000 AceView genes could already 
be detected with strong support (16 reads), including ~10,000 RefSeq genes (Fig. 2c). 
 15 
Moreover, 10 million mapped fragments sufficed for differential expression analysis of 
the most strongly expressed genes in our study, reliably across sites (see Suppl. Fig. S11 
for adapted filter parameters). Other applications may require deeper sequencing, as is 
reflected by different metrics responding differently to an increase in reads for the 
samples and genes studied. Classifier performance, for instance, is directly related to the 
mutual information metric. While 5 M mapped fragments easily gave a mutual 
information per gene comparable to that of U133Plus2.0 microarrays, performance 
comparable to PrimeView microarrays required about 50 million mapped fragments in 
this study (Fig. 6e and Suppl. Fig. S33), or required considerably more, depending on the 
analysis pipeline (cf. TopHat2+Cufflinks, Suppl. Fig. S34). In addition, the required read 
depth is also dependent on the genome size, transcriptional complexity,
24
 and cellular 
distribution of stored vs active RNAs, biological noise, as well as the panoply of all other 
factors of cell biology and RNA dynamics.  
 
In summary, the study and data collection presented here forms an important 
milestone in the development and dissection of RNA-Seq as a method for transcriptome 
profiling. The results based on data sets of this unprecedented scope and an array of 
independent measures as provided by this study will contribute to a better understanding 
of the power and limitations of RNA-Seq. These results are complemented by SEQC 
companion studies analyzing the application of RNA-Seq to specific biological research 
and clinical questions (S. Li et al., S.A. Munro et al., J.H. Phan et al., W. Zhang et al., C. 
Wang et al., Y. Yu et al., P. Li, et al., C. Zhao et al.; submitted). The cumulative SEQC 
data sets with over 100 billion reads (10 Tb) provide a unique resource for testing future 






Methods and any associated references are available in the online version of the paper at 
http://www.nature.com/naturebiotechnology/. 
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Figure 1 The SEQC (MAQC-III) project and experimental design. (a) SEQC 
project overview. We report on a group of studies assessing different sequencing 
platforms in real-world use cases, including transcriptome annotation and other 
research applications, as well as clinical settings. This paper focuses on the 
results of a complementary elaborate multi-center experiment with built-in ground 
truths. (b) SEQC main study design. Similar to the MAQC-I benchmarks, well-
characterized RNA samples A and B were augmented by samples C and D 
comprised of A and B in known mixing ratios 3:1 and 1:3, respectively. These 
allow tests for titration consistency (c) and the correct recovery of the known 
mixing ratios (d). Synthetic RNAs from the External RNA Control Consortium 
(ERCC) were both pre-added to samples A and B before mixing and also 
sequenced separately to assess dynamic range (samples E and F). Samples 
were distributed to independent sites for RNA-Seq library construction and 
profiling by Illumina’s HiSeq 2000 (3+3x) and Life Technologies’ SOLiD 5500 
(3+1x). Unless mentioned otherwise, data presented shows results from the three 
official sites (italics). In addition to the replicate libraries A1…D4 at each site, for 
each platform, one vendor-prepared library A5…D5 was being sequenced at all 
sites, giving a total of 240 libraries. At each site, each library has a unique bar-
code sequence and all libraries were pooled before sequencing, so each lane 
was sequencing the same material, allowing a study of lane specific effects. To 
support a later assessment of gene models, samples A and B were also 
sequenced by Roche 454 (3x, no replicates, see Supplement). (c) Schema 
illustrating tests for titration order consistency. Four examples are shown. The 
dotted lines represent the ideal mixture of samples A and B (blue and red) 
expected for samples D and C (purple and green). (d) Schema illustrating a 
consistency test for recovering the expected sample mixing ratio. The green lines 
mark a 10% deviation from the expected response (red) for a perfect mixing ratio. 






Figure 2 Gene detection and junction discovery. (a) The fraction of all reads 
aligned to gene models from different annotations, RefSeq, Encode, and NCBI 
AceView (green). Reads aligning only to specific annotations are shown in dark 
green. (b) Known genes (left) and exon junctions (right) supported by at least 16 
HiSeq 2000 or SOLiD reads are in green; genes or junctions annotated but not 
observed at this threshold are shown in grey. (c)-(e) show sensitivity as a function 
of read depth. (c) Known genes detected. We show the number and percentage 
of all AceView annotated genes detected for three RNA-Seq analysis pipelines, 
Subread (red), r-make (blue) and Magic (green). The x-axis marks cumulative 
aligned fragments from all replicates and sites. Vertical lines indicate boundaries 
between samples A…D. (d) Known junctions detected. The numbers and 
percentages of all exon-exon junctions (supported by 8 or more reads) are shown 
for different gene model databases (line style). Horizontal lines show the 
respective total numbers of annotated junctions. (e) New junctions supported by 
multiple platforms and pipelines. Subsets of novel junctions have expression 
levels with correct titration orders and mixing ratios (cf. Figs 1b-d and 4a-b). (f) 
Distribution of junction expression levels. New junctions, then new junctions 
supported by multiple platforms and pipelines, and known junctions show 
increasing expression levels (colors). Subsets expressed with mutual information 
about the samples and correct titration order and mixing ratio display a further 
shift towards higher expression levels (dashed lines). (g)-(h) Intra- (blue) and 
inter-site reproducibility (orange) of detected known genes (g) and junctions (h). 
Pairwise agreement is shown by bars (with whiskers) representing mean counts 




Figure 3 Sensitivity, specificity, and reproducibility of differential expression calls. 
Robust cross-site analyses depend on pipeline choice and appropriate filter rules. 
Results are shown for five MAQC-III RNA-Seq pipelines and the long established 
MAQC-I Affymetrix microarray platform (color). (a and c) Number of standardized 
differential expression calls. All possible pairwise inter-site A vs A comparisons ( ) 
are shown next to all intra-site A vs B comparisons ( ) as indicators for specificity 
and sensitivity. (b and d) Ratios of A vs A calls and A vs B calls give an estimate 
of the false discovery rate (eFDR). For all platforms and pipelines, differential 
expression calls identify thousands of differences in inter-site comparisons of 
identical samples. These can be controlled for microarray by additional filters for 
effect size. In addition, RNA-Seq also requires filters for expression strength due 
to the high sampling fluctuations at lower read counts. These were set to give 
similar numbers of A vs B expression calls (b), improving the eFDR to less than 
1.5% but for a number of outliers. (e) Inter-site reproducibility of differential 
expression calls. Comparing the identities and the directions of change for 
differentially expressed genes (DEGs) across sites, agreement is plotted for lists 
including the top-ranked  genes as sorted by effect size (x-axis). The observed 
response curves depend on pipeline and filter choice, showing more variation for 
shorter lists. Several RNA-Seq pipelines are comparable to the MAQC-I 
microarrays, with a small advantage for microarrays when considering only the 




Figure 4 Built-in truths for assessing RNA-Seq. (a) Titration order A/C/D/B. Log2 
fold-change is related to cross-platform titration consistency. At sufficiently strong 
log2 fold-change, reliable titration is also found across platforms: The blue line 
represents ‘unmissable’ genes showing the correct titration order with no 
contradiction in at least 14 HiSeq 2000 and 6 SOLiD samples. Most genes with 
high differential expression are in this class. (b) Known A/B mixing ratios in 
samples C and D. The yellow solid line traces the expected values after 
mRNA/total-RNA shift correction. The 1%, 10%, and 25% most highly expressed 
genes are shown in red, cyan, and magenta. On average, the most strongly 
expressed genes recover the expected mixing ratio best. Genes with inconsistent 
titration (cf. a) are colored grey. Black and grey symbols intermixing indicates that 
consistent titration (black) does not guarantee reliable recovery of the mixing ratio 
(and vice versa). (c) ERCC spike-in ratios can be recovered increasingly well at 
higher expression levels. From the response curves, one can calculate signal 
thresholds for the detection of a change.10 (d) Variation of the total amounts of 
detected ERCC spikes. The lack of reliable titration indicates that the 
considerable differences between libraries of a given site and protocol are 
random, implying limits for absolute expression level estimates, in general, and 
using spike-ins for the calibration of absolute quantification, in particular. The 
observed variations likely arise in library construction, as the vendor-prepared 
libraries (colored bars) gave constant results across different sites. For (a) and 




Figure 5 Cross-platform agreement of expression levels. (a) Comparison of log2 
fold-change estimates for 843 selected genes. Good and comparable 
concordances were observed between relative expression measures from the 
MAQC-III HiSeq 2000 and SOLiD sequencing platforms, MAQC-I TaqMan, and 
the MAQC-III Affymetrix HuGene2 arrays (Pearson/Spearman correlation 
coefficients are shown; cf. Suppl. Fig. S21). (b) Comparison of absolute 
expression levels from HiSeq 2000 and SOLiD in a rank scatter density plot. 
Expression level ranks for sample A are shown on the x-axis for HiSeq 2000, and 
on the y-axis for SOLiD. Genes are represented by dots, and areas with several 
genes are shown in blue, with darker blue corresponding to a higher gene density 
in the area. Large cross-platform deviations are seen even for highly expressed 
genes and these variations are systematic. The genes in the vertical ‘spur’, for 
instance, are not detected by SOLiD RNA-Seq but show strong expression levels 
in HiSeq 2000 RNA-Seq, with an analog comparison to 19,604 qPCR 
measurements giving a similar picture (Suppl. Fig. S24. The ERCC spike-ins are 
shown as red symbols ( ). ERCC spike-in signals are systematically lower in the 
HiSeq 2000 data, which may be explained by their shorter poly-A tails and 
differences in the library construction protocols. (c) The same plot as (b) but 
removing the 11,066 genes that can be affected by the non-stranded nature of 
the applied Illumina protocol. While the actual number of genes in the vertical 
spur that are not detected by SOLiD but show strong expression levels in the 
HiSeq 2000 is now smaller, it is still substantial. (d) Comparison of TaqMan and 
PrimePCR for 843 selected genes. Expression level estimates vary considerably 
for individual genes, with some genes showing high expression in one platform 




Figure 6 Multiple performance metrics for the quantification of genes and 
alternative transcripts. The y-axes show a Consistency Score, secondary y-axes 
mark the percentage of the maximal possible score. Panels show the three 
official HiSeq 2000 and SOLiD sites and compare a few analysis variants 
(red=TopHat2, Green=TopHat2 guided by known gene models, Black=Magic, 
Grey=BitSeq, and orange=Subread). Panels a and b consider all AceView 
annotated genes. Panels c and d focus on a subset of expressed complex genes 
with multiple alternative transcripts where comparison to a high-resolution test 
microarray (rightmost bar) can be conducted. Panel (e) compares RNA-Seq to 
four different microarrays and data-processing methods (red bars) by plotting the 
mutual information (y-axes) at different read depths (x-axes). For the microarrays, 
the number of probes used is shown. The numbers given for RNA-Seq state the 
number of fragments mapped to genes as well as the [total fragments]. SOLiD 
and HiSeq 2000 performed similarly well for comparable effective read depths 
(Suppl. Fig. S32a). HiSeq 2000 data is plotted here. Each bar shows the minima 
and maxima across the three official sites. The read depth for which average 
RNA-Seq performance met or exceeded that of the array is marked by a green 
bar. The corresponding read depths varied widely from 5 M (U133plus2 with 
MAS5) to about 50 M fragments (PrimeView with gcRMA/affyPLM), showing the 
strong effect of the reference gene set implied by the probes on the respective 
arrays and the employed microarray data-processing methods. Results are 
shown for the Subread pipeline. Alternative RNA-Seq data analysis pipelines, 
however, can require up to double the number of fragments (TopHat2+Cufflinks, 
Suppl. Fig. S34). See Suppl. Figs S32 and S33 for comparisons of other 








Study design and data 
 
The SEQC (MAQC-III) main study design is based on the well-characterized MAQC-I 
RNA samples: the Universal Human Reference RNA (UHRR, from 10 pooled cancer cell 
lines, Agilent Technologies, Inc.) and the Human Brain Reference RNA (HBRR, from 
multiple brain regions of 23 donors, Life Technologies, Inc.).
10
 To these, two different 
ERCC spike-in mixes were added
11
 (50 µl of ERCC mix was spiked into 2500 µl of total 
RNA) to give: Sample A – UHRR with ERCC spike-in mix E, and Sample B – HBRR 
with ERCC spike-in mix F. These were then combined in ratios of 3:1 and 1:3, 
respectively, to generate samples C and D (Fig. 1b and Suppl. Fig. S1). 
 
Illumina HiSeq 2000 data were provided by 6 sites (Suppl. Tables S5 and S6): 1) 
Australian Genome Research Facility; 2) Beijing Genomics Institute*; 3) City of Hope; 4) 
Weill Cornell Medical College*; 5) Mayo Clinic*; and 6) Novartis, generating 100+100 
nt read-pairs. 
 
Life Technologies SOLiD 5500 data were provided by 4 sites (Suppl. Tables S7 
and S8): 1) Liverpool; 2) Northwestern University*; 3) Penn State University*; and 4) 
SeqWright Inc.*, generating 51+36 nt read-pairs, except for Liverpool which applied a 
protocol variant giving single 76 nt reads. 
 
* Each platform vendor designated three ‘official sites’ before samples were 
distributed. Data produced by the official sites were used in all of the performed analyses. 
In addition, data produced by the non-official sites were incorporated in some analyses, 
e.g., the analysis of gene detection and junction discovery as a function of read depth 
(Figs 2, S2-S4, S6, S7 and S36) and the study of sensitivity, specificity, and 
reproducibility of differential expression calls (Figs 3, S10-S14 and S37-S39). 
 
 
All official sites created 4 replicate measurements of each sample A to D, and also 
sequenced a vendor-prepared fifth replicate (Fig. 1b). The other HiSeq 2000 sites 
sequenced 4 replicate libraries of each sample A to D. In Liverpool, one site-prepared 
library and one vendor-provided library of each of the samples A to D were sequenced. 
 
For comparisons of gene-level expression profiling, samples A to D were also 
hybridized to a variety of commercial microarray platforms: 1) Affymetrix HuGene2.0 
(one site: Stanford); 2) Affymetrix PrimeView (one site: Stanford); 3) Agilent 60k (one 
site: Boku University Vienna); and 4) Illumina Bead arrays (two sites: City of Hope, and 
University of Texas Southwestern Medical Center). In addition, MAQC-I Affymetrix 
U133Plus2.0 data from six sites were reanalyzed. Providing another independent 
platform, 20,801 PrimePCR measurements were also performed, with at least 10 qPCR 
reactions per assay to assure good specificity, efficiency, linear dynamic range, and 
background from negative controls (see Supplementary Methods for more detail).  
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For comparisons of transcript-level profiling, exploring the potential of high-
density microarrays for alternative transcript specific quantification, an Agilent 1M 
feature microarray was tested at Boku University Vienna. The microarray contained 1 
million probes of length 60 nt, covering 782 AceView genes with 5,691 alternative 
transcripts, and including the ERCC spike-ins, averaging: 33 probes per exon (7x 
coverage, 9 nt spacing) and 55 probes per junction (about 1 nt spacing). The set of genes 
was selected to: 1) show expression in one of the samples in an SEQC RNA-Seq pilot 
study; 2) have a similar average expression distribution as the full set of AceView genes 
in the pilot study; 3) have a similar differential expression distribution as the full set of 
AceView genes in the pilot study; and 4) have a similar distribution of the number of 
transcripts per gene as the full set of genes annotated in AceView. These and similar 
microarrays can be ordered from Agilent, and the design of the test microarray is 
published together with this paper. Affymetrix also manufactures high-density 
transcriptome microarrays, which were released early 2013, not in time to be included in 
the SEQC study. 
 
Roche 454 GS FLX data were provided by: 1) the Medical Genomes Project; 2) 
the New York University Medical Center; and 3) SeqWright Inc.. At each site, one 
replicate of samples A and B was sequenced (two runs). 
 
Reads were mapped to a human reference and the ERCC spike-in sequences. 
Depending on the pipeline, genomic DNA (hg19) or transcript sequences were used as 
human reference. Unless otherwise stated, results for the gene model annotation of 
AceView 2010 are shown. Other annotations considered included RefSeq v104 and 
GENCODE v15. 
 
The HiSeq 2000 sites produced on average 110 million read-pairs per replicate, 
for a total of 2,200 million per site (Suppl. Tables S5 and S6). The official SOLiD sites 
produced on average 50 million read-pairs per replicate, for a total of 980 million per site 
(Suppl. Table S7). Liverpool generated 545 million single reads (Suppl. Table S8). The 
Roche 454 sites produced on average 1 million reads per replicate, for a total of about 2.1 
million reads per site (Suppl. Table S9). 
 
For the validation of junctions discovered by RNA-Seq, for a random selection of 
173 junctions to test, qPCR measurements were performed with primers designed to 
specifically validate the particular junction, running 2 qPCR reactions per assay for all 
samples A…D (see Supplementary Methods for more detail). Specificity was 
confirmed by analyses of PCR product lengths. This allowed the identification of non-
specific assays, identifying the target but also picking up cross-targets (giving qualitative 
validation but no meaningful quantitative readout) and of non-informative assays, failing 
to pick up the target but picking up cross-targets. We provide information on RNA-Seq 
read coverage flanking all 250 candidate junctions considered for validation in 
Supplementary File 1. Supplementary File 2 provides the employed qPCR primer 
sequences, qPCR results and expression level estimates, as well as the corresponding 
RNA-Seq expression level estimates for the 173 performed assays. 
 
 26 
Data processing – assessing expression estimates 
 
A variety of tools/pipelines to process RNA-Seq data were compared: 
 TopHat2 std: TopHat v2.0.0
17
 + CuffDiff v2.0.0
23
. 
 TopHat2 G: TopHat v2.0.0 with -G parameter (providing the reference GTF file) + 
CuffDiff v2.0.0.  
 Magic: NCBI AceView MAGIC
14
. 
 BitSeq: SHRiMP2 v2.2.2
39
 + BitSeq v0.4.2
40
. 
 Subread: Subread 1.3.0
16
 The Subread pipeline uses the subjunc function to 
identify exon-exon junctions and the featureCounts function to obtain count 
summaries for each gene and spike-in transcript (see Supplementary Methods for 
more detail). 




For LifeTech reads, all alignments were processed in color space. 
 
Applying consistency tests based on truths built into the study design to expression 
levels of individual junctions, we consider the number of reads hitting a specific exon-
exon junction as indicator of expression level. 
 
Except for r-make, which provides raw read counts, each pipeline already has a 
built-in approach to normalization. In order to analyze Agilent 1M microarray data, a 
variance stabilizing normalization (vsn)
33
 was used. Probe sequences-specific signals 
have been modeled using established methods, saturation effects detrended, and outlier 
probes downweighted.
35–37
 Transcript variant expression levels have been estimated using 
a hierarchical Bayesian approach similar to modern methods applied for RNA-Seq data 
analysis (Stegle et al. in preparation) (see ‘Transcript quantification for Agilent high-
density microarrays’ section). 
 
CustomCDFs (v16, re-mapped to the latest AceView) were used for an analysis of 
the Affymetrix data (U133Plus2.0, PrimeView, and HuGene2.0),
41
 respectively covering 
24,623, 17,984, and 29,879 genes. PrimeView and HuGene2.0 data were analyzed using 
established methods (correction for probe sequence specific effects by gcRMA,
34
 
conservative normalization across arrays by vsn,
33
 and robust probe set summarization by 
affyPLM), whereas for the U133Plus2.0 microarrays, a combination of more recent tools 
that appeared to be more efficient were used (correction for probe specific saturation 
effects by Hook,
36
 conservative normalization across arrays by vsn,
33
 and factor based 




For Illumina Bead microarrays and Agilent 60K microarrays variance stabilization 
normalization (vsn
33
) was applied. 
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Discovery of transcriptome complexity at high read depth 
 
The detection and discovery of junctions was performed by Subread using data from all 6 
HiSeq 2000 sites as well as all 4 SOLiD sites, and compared to results by r-make using 
data from all 6 HiSeq 2000 sites. 
 
We applied consistency tests for the truths built into the study design to junction 
expression levels. The sample expression levels of almost 1/3 of all known AceView 
junctions (and 38% of all detected) follow the expected titration order while also correctly 
yielding the expected A/B mixing ratio and show a clear differential signal as assessed by 
the mutual information, a measure of information content (Suppl. Fig. S36 and Suppl. 
Table S10). Of the well-supported new junctions, 5,189 passed these rigorous filters. 
Conservatively assuming a 1:3 ratio as in the AceView junctions, there may easily be 
three times as many new junctions, thereby adding over 15,000 likely new junctions to the 
already extensive AceView annotation. Furthermore, considering that we essentially 
required junctions to be independently detected in by SOLiD, where 98% of junctions 
were detected by a single site (LIV) and thus corresponding to just about 1/65 of the total 
HiSeq 2000 sequencing volume, and detection power being about 2x lower (Suppl. Table 
S1), there may well be up to 5,000×3×65×2 = 2 million new junctions to be discovered in 
samples A and B alone. Even more junctions than in samples A and B were discovered in 




Transcript quantification for Agilent high-density microarrays 
 
Quantification of transcript expression from the probe level information was carried out 
using a linear mixed model independently for each gene and sample. Denoting the 
expression level of probe p as yp, we model the probe expression as the sum of effects 
from transcripts with a probe-match: 
  
The Kronecker delta  is one exactly if the probe p is matching the transcript t, 
and zero otherwise, whereas  denotes the unknown abundance for transcript t. Further, 
we assume Gaussian additive and multiplicative error variances. Probe-level noise tends 
to exhibit a strong spatial correlation structure, which we account for by using a latent 
Gaussian process function.
42
 We employ a squared exponential covariance function where 
the probe distance in transcript space is used to parameterize the covariance. 
 
Inference is performed by maximizing the joint marginal likelihood of all 
considered probes given with respect to the hidden transcript abundances ( ) and the 
noise covariance parameters. To mitigate the computational complexity of Gaussian 
process models (cubical scaling in the number of probes), we randomly choose probes for 




Discrete nature of RNA-Seq data 
 
With the discrete nature of RNA-Seq data and considering that most analysis tools work 
on a log2 scale, consistent ways need to be found for dealing with not expressed features, 
which are supported by zero reads. As the lowest positive expression is just a single read, 
a common approach is the addition of a pseudo-count (e.g., 0.5 in voom
32
). An alternative 
well established for microarray data analysis is the application of asinh as a variance 
stabilizing transform assuming an additive-multiplicative error model. The transform is 
approximately linear for small values; for larger values it is well approximated by a 
logarithm. Another approach (natively applied e.g. in Magic
14
) is to use an artificial 
‘background’ value. Here a threshold is set to the highest minimum read count of all 
measurement samples and this threshold is set as floor to all expression levels. We have 
applied this approach in our studies for each pipeline and platform (thus we were not 
adding the pseudo-count of 0.5 reads when using voom). 
 
In order to identify genes, transcripts, and junctions with clear support of sequence 
reads, thresholds were applied: Support was considered sufficient when at least 16, 16, or 
8 at reads were observed, respectively. For Figure 2b, expression above background level 
as determined by the Magic pipeline was additionally required for genes. 
 
Sensitivity, specificity, and reproducibility of differential expression calls 
 
In this part of the study the subset of 23,420 AceView genes (of the version frozen 
for the SEQC study) present on the MAQC-I Affymetrix U133Plus2.0 microarray was 
used. 
 
As the array data were already processed and normalized with state-of-the-art 
methods (see ‘Data processing’ sections) no further processing was required. For RNA-
Seq data, weighted trimmed mean of log fold-change normalization
31
 improved results 
(data not shown), in agreement with a recent performance comparison of normalization 
methods.
43
 For this normalization step, the TMM implementation provided in the 
Bioconductor R package edgeRM
44
 was employed.  
 
Several of the examined RNA-Seq pipelines exploit multi-mapping reads. This 
increases power (J.H. Phan et al., submitted) and, more generally, also allows the analysis 
of alternative transcripts. Those pipelines report expression-level estimates rather than 
read counts. For a uniform approach to differential expression analysis, RNA-Seq data 
were therefore analyzed using an established approach supporting such pipelines. 
Precision-based weights were attached to normalized expression estimates on the log-
scale to account for higher variability at low expression levels using voom of the limma 
package.
32
 The voom function has been developed to account for different variances as a 
function of signal intensity. For count data, such a variation is expected by theory, 
whereas for expression level estimates it is empirically justified. So we in general apply 
the voom model for expression level dependent variance to account for the different 
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platform specific noise characteristics as a function of the expression level (Suppl. Fig. 
S37). 
 
Differential expression was then assessed for both microarray and sequencing 
platforms using the empirical Bayes moderated t-statistic of the limma package.
32
 A p-
value threshold of 0.01 unadjusted for multiple testing was used, as suggested in the 
MAQC-I study.
10
 As the number of differentially expressed genes (DEGs) was similar for 
p<0.01 and the qBY<5%, where qBY is the Benjamini-Yekutieli adjusted False Discovery 
Rate, downstream analysis is not qualitatively affected by this choice (Suppl. Fig. S38 vs 
Fig. S39).  
 
An estimate of the empirical False Discovery Rate (eFDR) was computed by 
comparing the number of DEGs for intra-site A vs B and inter-site A vs A comparisons. 
For each A vs A analysis two eFDRs were calculated (using the A vs B comparison of the 
two sites considered in the matching A vs A comparison). 
 
Further filters were applied in order to control the eFDR, with parameters chosen 
to give similar numbers of A vs B differential expression calls:  
 AFX:   
 MAGIC:  and   
 r-make:  and   
 Subread:  and   
 BitSeq:  and   
 TopHat2 -G  and   
When filtering for average log2 expression level (AveExp), the stated fraction of 
weakly expressed genes to remove also included in that percentage the genes that were 
not observed at all. This is to allow comparisons across different pipelines observing 
varying numbers of genes. 
 
Metrics for a robust characterization of platforms, sites, and data 
processing options 
 
The complementary metrics examined react differently to rescaling, shifts, and other 
consequences of data-processing. As a result, individual pipelines can show varying 
performance in specific assays. For a robust performance characterization we combine the 
complementary metrics. 
 
Different analysis pipelines and platforms, however, identify varying numbers of 
targets (Supplement). With this number not constant, performance needs to be assessed in 
terms of actual counts or fractions of all genes, rather than fractions of observed genes. 
An increased sensitivity of some pipelines and platforms can be demonstrated by not 
limiting analysis only to genes observed by all pipelines and platforms. 
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1) We count a gene as preserving titration monotonicity, when A > B and, as 
expected A ≤ C ≤ D ≤ B or, conversely, for A < B. 
 
2) A gene is considered precise for a sample, if the standard error across technical 
replicates is below 10%. 
 
3) A deviation less than 10% from the expected behavior of  
  
where the correction  of the known mixing coefficients  and 
 arising out of different ratios of mRNA versus total RNA in the 
samples A and B has been determined by a non-linear robust fit (nlrob) from an 
independent RNA-Seq library (library #5). The obtained value, 1.45±0.01 is 
very much in line with the experimental estimate
22
 of 1.43±0.10. The plots and 
statistics shown in the paper give the same picture with either value. To ensure 
pipeline independence, the experimental value 1.43 is being used. 
 
4) For the purpose of this metric, we call a gene differentially expressed if it is 
significant at a Benjamini-Yekutieli corrected FDR of 5% in an empirical 
Bayes moderated t-test across the expression level estimates of samples A and 
B (limma). 
 
5) Finally, we calculate the mutual information of sample titration by extending 
the approach introduced in for two state measurements.
38
 The mutual 
information between gene or transcript expression and titration requires 
modeling the probability of a measurement being from sample A, C, D, or B, 
under the constraint that these labels are ordered. To avoid a dependency of 
our assessment on choosing mutual information of sample titration as 
evaluation measure, we complemented this assay with three other alternative 
measures. For that purpose, we evaluated the mutual information for 
discriminating A vs B, and the mutual information for discriminating C vs D 
using an established approach.
38
 In order to add a further measure which does 
not depend on modeling assumptions, for all genes and transcripts, we also 
calculated a non-parametric estimate of the probability that the respective 
measurement fulfils the order constraint which is implied by the titration 
experiment. All four measures are illustrated in Suppl. Fig. S40 for the official 
HiSeq 2000 and SOLiD sites and a number of different quantification 
pipelines. Although the complementary measures suggest different numbers of 
‘good’ transcripts and genes, they qualitatively agree with no exception on 
how they rank the different platforms and pipelines. This confirms that we can 
select the mutual information of sample titration to represent this class of 
information preserving measures to add an independent robust viewpoint for 
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Gènes significativement mutés chez 520 patientes atteintes du cancer
de l’ovaire
TAB. 5.1 – Intersection entre les gènes LoF des données TCGA et les gènes connus pour être impliqués
dans le cancer.Nous avons cherché parmi les 2 144 gènes LoF ceux présents également dans d’autres listes
de gènes impliqués dans le cancer. La colonne “Gènes” contient tous les gènes de notre liste de candidats
apparaissant au moins une fois dans une autre liste. La ligne Int. (intersection) donne le nombre des gènes
présents dans notre liste et dans la liste concernée. La P-value (ligne “P”) est le résultat du test exact de
Fisher comparant les proportions de gènes cancer contenus dans notre liste de candidats et dans la liste
“background”. Pour une description des listes de gènes, voir section 4.7.
Gènes Littérature Vogelstein Glad4U ClinVar OMIM
Nb gènes 3214 40 124 2273 125 184
Int. 12 32 503 31 62
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NQO1 X X X
NCOR2 X
SKP1 X
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MUTYH X X X
KRT18 X
NEBL X































































TP53 X X X X X
ENTPD4andLOXL2 X
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GPC3 X X X





DLC1 X X X








Gènes Littérature Vogelstein Glad4U ClinVar OMIM
ZNF19andZNF23 X
SCNN1AandTNFRSF1A X





























IGF2R X X X
CALD1 X
PSIP1 X
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PMS2 X X X X
RPL4_ X
PARP1 X X
MMP11 X
SLC39A6 X
ENTPD1andC10orf131andCC2D2B X
PLXNA3 X
CDC25A X
FZR1 X
SLC44A4 X
ITGA4 X
