A framework is presented to analyze the asymptotic behavior of two timescale stochastic approximation algorithms to include situations where the mean fields are set-valued. The framework is a natural generalization of the one developed by Borkar. Perkins and Leslie have developed a framework for asynchronous coupled stochastic approximation algorithms with set-valued mean fields. Our framework is however more general as compared to the synchronous version of the Perkins and Leslie framework.
Introduction
The classical dynamical systems approach was developed by Benaïm [2, 3] and Benaïm and Hirsch [4] . They showed that the asymptotic behavior of a stochastic approximation algorithm (SA) can be studied by analyzing the asymptotics of the associated ordinary differential equation (o.d.e.). This method is popularly known as the o.d.e. method and was originally introduced by Ljung [10] .
In 2005, Benaïm, Hofbauer and Sorin [5] extended the dynamical systems approach to include the situation where the stochastic approximation algorithm tracks a solution to the associated differential inclusion. Such algorithms are called stochastic recursive inclusions. The classical stochastic recursive inclusion (SI) involves the following recursion in R d :
where, (i) u n ∈ h(x n ) and h : R d → {subsets of R d } is a Marchaud map. For a definition of Marchaud maps the reader is referred to section 2.1.
(ii) a(n) > 0, for all n, is the step size sequence satisfying ∞ n=0 a(n) = ∞ and ∞ n=0 a(n) 2 < ∞.
(iii) M n , n ≥ 0, is a sequence of martingale difference terms.
For a detailed exposition, the reader is referred to books by Borkar [7] and Kushner and Yin [9] .
There are many applications where the aforementioned paradigms are inadequate. For example, the right hand side of a SA may require further averaging or a recursion to evaluate it. An instance mentioned in Borkar [6] is the 'adaptive heuristic critic' approach to reinforcement learning [8] that requires a stationary value iteration executed between two policy iterations. To solve such problems, Borkar [6] considered the following coupled iteration:
x n+1 = x n + a(n) (h(x n , y n ) + M n+1 ) ,
where the x-iterate is in R d and the y-iterate is in R k , a(n) and b(n), n ≥ 0, are step sizes satisfying b(n) a(n) → 0 as n → ∞, M n and N n , n ≥ 1, are martingale noise terms and h, g are Lipschitz continuous functions.
The two timescale paradigm presented in Borkar [6] is inadequate if the coupled iterates are stochastic recursive inclusions. Such iterates arise naturally in many reinforcement learning applications, see for instance [12] . The right hand sides of the x, y or both iterates could be projected onto compact sets to ensure that they are bounded. If the set in question is not convex then there could be multiple nearest points (if the projection is to the nearest point on the set based on Euclidean distance). To tackle such problems we generalize the two timescale scheme of Borkar [6] to include the situation when the x and y iterates in fact track solutions to differential inclusions. In other words, the drift functions h and g in equation (2) are set-valued maps. We consider the following coupled recursion:
where u n ∈ h(x n , y n ), v n ∈ g(x n , y n ), h : R d+k → subsets of R d and g : R d+k → subsets of R k . In 2012, Perkins and Leslie [11] created a framework for both single and two timescale asynchronous stochastic recursive inclusions. In this paper we present a framework that uses the classical step size assumption and a set of assumptions that are milder than those required by [11] .
Preliminaries and assumptions

Definitions and notations
The definitions and notations used in this paper are similar to those in Benaïm et. al. [5] , Aubin et. al. [1] and Borkar [7] . We present a few for easy reference.
Let H be an upper semi-continuous, set-valued map on R d , where for any x ∈ R d , H(x) is compact and convex valued. Consider the differential inclusion (DI)ẋ ∈ H(x).
We say that x ∈ if x is an absolutely continuous map that satisfies (4). The set-valued semiflow Φ associated with (4) is defined on [0, +∞) × R d as:
Similarly the limit set of a solution x is given by
A ⊆ R d is an attractor if it is compact, invariant and there exists a neighborhood U such that for any 
is convex and compact.
(ii) (point-wise boundedness) For each z ∈ R n , sup
The open ball of radius r around 0 is represented by B r (0), while the closed ball is represented by B r (0).
Assumptions
Recall that we have the following coupled recursion:
and g : R d+k → subsets of R k . We list below our assumptions.
(A1) h and g are Marchaud maps.
(A2) {a(n)} n≥0 and {b(n)} n≥0 are two scalar sequences such that:
Without loss of generality, we let sup n a(n), sup n b(n) ≤ 1.
(A3) {M i n } n≥1 , i = 1, 2, are square integrable martingale difference sequences with respect to the filtration
Without loss of generality assume that the same constant, K, works for both (A1) (in the property (ii) of Marchaud maps, see section 2.1) and (A3).
(A4) sup n { x n + y n } < ∞ a.s.
(A5) For each y ∈ R k , the differential inclusionẋ(t) ∈ h(x(t), y) has a globally attracting set, A y , that is also Lyapunov stable. Further, sup
g(x, y) . The convex closure of a set A ⊆ R k , denoted by co(A), is closure of the convex hull of A, i.e., the closure of the smallest convex set containing A. It will be shown later that G is a Marchaud map.
(A6)ẏ(t) ∈ G(y(t)) has a globally attracting set, A 0 , that is also Lyapunov stable.
Assumptions (A1) − (A4) are standard and are found in most papers that deal with stochastic recursive inclusions. Assumption (A5) essentially says that λ is an upper semi-continuous and point-wise bounded map. Over the course of this paper it will become clear that (A5) is the key requirement that links the asymptotic behaviors of the faster and slower timescale iterates, i.e., the x and y recursions. Although important, technically (A5) is quite mild. In Theorem 2, we show that the y iterates are tracked by a solution toẏ(t) ∈ G(y(t)), thus (A6) enables us to describe, accurately, the asymptotic behavior of the slower timescale iterates.
Proof of convergence
Before we start analyzing the coupled recursion given by (3), we prove a bunch of auxiliary results.
n is a Marchaud map. Let A be the associated globally attracting set that is also Lyapunov stable. Then A is an attractor and every compact set containing A is a fundamental neighborhood.
Proof. Since A is compact and invariant, it is left to prove the following: given a compact set K ⊆ R n such that A ⊆ K; for each ǫ > 0 there exists
, where δ(x 0 ) > 0, see Chapter 2 of Aubin and Cellina [1] . Hence we get Φ t(x0) (x) ⊆ N δ (A). Further since A is Lyapunov stable, we get Φ (t(x0),+∞] (x) ⊆ N ǫ (A). In this manner for each x ∈ K we calculate t(x) and δ(x), the collection
In Theorem 2 we prove that the slower timescale trajectory is asymptotically tracked by a solution toẏ(t) ∈ G(y(t)). The following lemma ensures that the aforementioned DI has at least one solution.
Lemma 2. The map G referred to in (A6) is a Marchaud map.
Proof. Fix an arbitrary y ∈ R k . For any x ∈ λ(y) it follows from (A1) that
From assumption (A5), we have that x ≤ K(1 + y ). Substituting in the above equation we may conclude the following:
We have thus proven that G is point-wise bounded. From the definition of G, it follows that G(y) is convex and compact.
It remains to show that G is an upper semi-continuous map. Let z n → z and y n → y in R k with z n ∈ G(y n ), ∀ n ≥ 1. We need to show that z ∈ G(y). We present a proof by contradiction. Since G(y) is convex and compact, z / ∈ G(y) implies that there exists a linear functional on R k , say f , such that sup
For the sake of convenience, we denote the set x∈λ(y)
g(x, y) by B(y). We
We prove this claim later, for now we assume that the claim is true and proceed. Pick
, where x n ∈ λ(y n ) and n ≥ N . It can be shown that {x n } n≥N and {w n } n≥N are norm bounded sequences and hence contain convergent subsequences. Construct sub-sequences, {w n(k) } k≥1 ⊆ {w n } n≥N and {x n(k) } k≥1 ⊆ {x n } n≥N such that lim k→∞ w n(k) = w and lim k→∞ x n(k) = x. It follows from the upper semi-continuity of g that w ∈ g(x, y) and from the upper semi-continuity of λ that x ∈ λ(y), hence w ∈ G(y). Since f is continuous, f (w) ≥ α + 
4 . This is a contradiction. Hence we get B(
It is worth noting that (A5) is a key requirement in above proof. In the next lemma, we show the convergence of the martingale noise terms. Proof. Although a proof of the above statement can be found in [2] or [7] , we provide one for the sake of completeness. We only prove the almost sure convergence of ζ 1 n as the convergence of ζ 2 n can be similarly proven. It is enough to show that
From assumption (A3) it follows that
From assumptions (A2) and (A4) it follows that
We now prove a couple of technical results that are essential to the proofs of Theorems 1 and 2.
Lemma 4. Given any y 0 ∈ R k and ǫ > 0 there exists δ > 0 such that for all
Proof. If not, ∃ δ n ↓ 0 and x n ∈ N δn (λ(y 0 )) such that g(x n , y 0 ) N ǫ (G(y 0 )), n ≥ 1. In other words, ∃γ n ∈ g(x n , y 0 ) and γ n / ∈ N ǫ (G(y 0 )) for each n ≥ 1. Since {x n } and {γ n } are bounded sequences there exist convergent subsequences, lim k→∞ x n(k) = x and lim k→∞ γ n(k) = γ. Since x n(k) ∈ N δ n(k) (λ(y 0 )) and δ n(k) ↓ 0 it follows that x ∈ λ(y 0 ) and hence g(x, y 0 ) ⊆ G(y 0 ). We also have
Since g is upper semi-continuous it follows that γ ∈ g(x, y 0 ) and hence γ ∈ G(y 0 ). This is a contradiction. Proof. If not, ∃ {n(k)} ⊆ {n} such that lim k→∞ n(k) = ∞ and g(x n(k) , y n(k) ) N ǫ (G(y 0 )). Without loss of generality assume that {n(k)} = {n}. In other words, ∃γ n ∈ g(x n , y n ) such that γ n / ∈ N ǫ (G(y 0 )) for all n ≥ 1. Since {γ n } is a bounded sequence, it has a convergent sub-sequence, i.e., lim m→∞ γ n(m) = γ. Since lim m→∞ x n(m) = x 0 , lim m→∞ y n(m) = y 0 and g is upper semi-continuous it follows that γ ∈ g(x 0 , y 0 ) and finally from lemma 4 we get that γ ∈ N ǫ (G(y 0 )). This is a contradiction.
Before we proceed let us construct trajectories, using (3), with respect to the faster timescale. Define t(0) := 0, t(n) := n−1 i=0 a(i), n ≥ 1. The linearly interpolated trajectory x(t), t ≥ 0, is constructed from the sequence {x n } as follows: let x(t(n)) := x n and for t ∈ (t(n), t(n + 1)), let
x(t(n + 1)).
We construct a piecewise constant trajectory from the sequence {u n } as follows:
Let us construct trajectories with respect to the slower timescale in a similar manner. Define s(0) := 0, s(n) := n−1 i=0 b(i), n ≥ 1. Let y(s(n)) := y n and for s ∈ (s(n), s(n + 1)), let
y(s(n + 1)).
Also v(s) := v n for s ∈ [s(n), s(n + 1)), n ≥ 0, is the corresponding piecewise constant trajectory.
For s ≥ 0, let x s (t), t ≥ 0, denote the solution toẋ s (t) = u(s + t) with the initial condition x s (0) = x(s). Similarly, let y s (t), t ≥ 0, denote the solution tȯ y s (t) = v(s + t) with the initial condition y s (0) = y(s).
The y iterate in recursion (3) can be re-written as
Define
. It can be shown that the stochastic iteration given by y n+1 = y n + a(n)M 3 n+1 satisfies the set of assumptions given in Benaïm [2] . From (A1), (A2) and (A4) it follows that ǫ(n) → 0 almost surely. Since ǫ(n) → 0 the recursion given by (5) and y n+1 = y n + a(n)M have the same asymptotics. For a precise statement and proof the reader is referred to Lemma 2.1 of [6] .
Define y(t(n)) := y n , where n ≥ 0 and y(t) for t ∈ (t(n), t(n + 1)) by
The trajectory y(· ) can be seen as an evolution of the y iterate with respect to the faster timescale, {a(n)}.
Lemma 6. Almost surely every limit point,
Proof. It can be shown that y n+1 = y n + a(n)M 3 n+1 satisfies the assumptions of Benaïm [2] . Hence the corresponding linearly interpolated trajectory tracks the solution toẏ(t) = 0. The statement of the lemma then follows trivially. Proof. In order to prove the above lemma, it enough to prove the following:
Note the following:
From (6), we get,
The R.H.S. of the above equation equals
Since ζ
, n ≥ 1, converges a.s., the first part of claim follows.
The second part, for the y iterates, can be similarly proven.
From assumptions (A1) and (A4) it follows that {x r (· ) | r ≥ 0} and {y r (· ) | r ≥ 0} are an equicontinuous and pointwise bounded family of functions. By the Arzela-Ascoli theorem they are relatively compact in C([0, ∞), R d ) and C([0, ∞), R k ) respectively. From lemma 7 it then follows that {x(r+· ) | r ≥ 0} and { y(r+· ) | r ≥ 0} are also relatively compact.
Convergence in the faster timescale
The following theorem and its proof are similar to Theorem 2 from Chapter 5 of Borkar [7] . We present a proof for the sake of completeness. Theorem 1. Almost surely, every limit point of {x(r+·
where u is a measurable function such that u(t) ∈ h(x(t), y(0)), t ≥ 0, for some fixed
. From (A1) and (A4) it follows that the above is uniformly bounded and hence weakly relatively compact. Let {r(n)} be a sequence such that the following hold:
(ii) There exists some
It follows from Lemma 6 that y(t) = y(0) for all t ≥ 0.
From lemma 7, it follows that
, and we have that
we get x(t) = x(0)
a.e. in [0, T ] .
, and similarly, we have that lim
The set h(x(t 0 ), y(0)) is compact and convex, hence it follows from (7) that u(t 0 ) ∈ h(x(t 0 ), y(0)).
Convergence in the slower timescale
Theorem 2. For any ǫ > 0, almost surely any limit point of
Proof. Fix T > 0. As before let {r(n)} n≥1 be a sequence such that the following hold:
Also, as before, we have the following:
(ii) There exist {N (m)} ⊂ {N } such that N (m) ↑ ∞ and
a.e. on [0, T ].
Define [s]
′ := max{s(n) | s(n) ≤ s}. Construct a sequence {m(n)} n≥1 ⊆ N such that s(m(n)) = [r(n) + t 0 ]
′ for each n ≥ 1. Observe that y(t(m(n))) = y(s(m(n))) and v(r(n) + t 0 ) ∈ g(x(t(m(n))), y(t(m(n)))).
Choose t 0 ∈ (0, T ) such that (8) is satisfied. If we show that ∃ N such that for all n ≥ N g(x(t(m(n))), y(t(m(n)))) ⊆ N ǫ (G(y(t 0 ))) then (8) implies that v(t 0 ) ∈ N ǫ (G(y(t 0 ))).
It remains to show the existence of such a N . We present a proof by contradiction. We may assume without loss of generality that for each n ≥ 1 g(x(t(m(n))), y(t(m(n)))) N ǫ (G(y(t 0 ))), i.e., ∃ γ n ∈ g(x(t(m(n))), y(t(m(n)))) such that γ n / ∈ N ǫ (G(y(t 0 ))). Let S 1 be the set on which (A4) is satisfied and S 2 be the set on which Lemma 3 holds. Clearly P (S 1 ∩ S 2 ) = 1. For each ω ∈ S 1 ∩ S 2 , ∃ R(ω) < ∞ such that sup n x n (ω) + y n (ω) ≤ R(ω) and sup n K(1 + y n (ω) ) ≤ R(ω). In what follows we merely use R and the dependence on ω (sample path) is understood to be implicit. From lemma 1 it follows that corresponding toẋ(t) ∈ h(x(t), y(t 0 )) and some δ > 0 there exists T 0 , possibly dependent on R, such that for all t ≥ T 0 , Φ t (x 0 ) ∈ N δ (λ(y(t 0 ))) for all x 0 ∈ B R (0).
We construct a new sequence {l(n)} n≥1 from {m(n)} n≥1 such that t(l(n)) = min{t(m) | |t(m(n))−t(m)| ≤ T 0 }. Since {x(r+· ) | r ≥ 0} is relatively compact in C([0, ∞), R d ), it follows that x(t(l(n))+· ) → x(· ) in C([0, T 0 ], R d ). From Lemma 6 we can conclude that y(t(l(n))+· ) → y(· ) in C([0, T 0 ], R k ), where y(t) = y(t 0 ) for all t ∈ [0, T 0 ]. Lemma 6 only asserts that the limiting function is a constant, we recognize this constant to be y(t 0 ) since y(t(l(n)) + T 0 ) − y(t(m(n))) → 0 and y(t(l(n)) + T 0 ) → y(t 0 ). Note that in the foregoing discussion we can only assert the existence of convergent subsequences, again
