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Abstract
In this thesis we apply a variety of computational methods based on density-
functional theory (DFT) to the study of defect centres in bulk silicon and
silicon nanostructures.
Firstly, we discuss the system-size convergence of point defect properties
in the supercell method for deep-level defects in bulk silicon; we consider both
the vacancy and gold impurity.
For the vacancy, we investigate systematically the main contributions to
the finite size error that lead to the well-known slow convergence with respect
to system size of defect properties, and demonstrate that different properties of
interest can benefit from the use of different k-point sampling schemes. We also
present a simple and accurate method for calculating the potential alignment
correction to the valence band maximum of charged defect supercells by using
maximally-localised Wannier functions, and show that the localised view of the
electronic structure provided by them gives a clear description of the nature
of the electronic bonding at the defect centre.
For the gold impurity, we show that the system becomes a non-spin-polarised
negative-U centre due to the effect of Jahn-Teller distortion, thus providing a
simple explanation for the absent electron paramagnetic resonance signal for
gold in silicon. The calculated transition levels are found to be in excellent
agreement with experimental measurements.
We then investigate the segregation of arsenic impurities in silicon close to
an interface with amorphous silica. We employ a multiscale approach, gener-
ating a realistic disordered interface structure from Monte Carlo simulation,
with a continuous random network model of the system parametrised from
DFT. We calculate the segregation energy using DFT for a large number of
7
substitutional sites encompassing all the oxidation states of silicon, and show
that the results can be understood with a minimal model based only on the
local strain and volume of the defect site.
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Chapter 1
Introduction
1.1 Theory and simulation of materials
If, in some cataclysm, all of scientific knowledge were to be de-
stroyed, and only one sentence passed on to the next generations
of creatures, what statement would contain the most information
in the fewest words? I believe it is the atomic hypothesis [ . . . ] that
all things are made of atoms—little particles that move around in
perpetual motion, attracting each other when they are a little dis-
tance apart, but repelling upon being squeezed into one another. In
that one sentence, you will see, there is an enormous amount of in-
formation about the world, if just a little imagination and thinking
are applied.
R. P. Feynman, The Feynman Lectures on Physics [1]
It is perhaps surprising to think that the atomic theory of matter with which
we are so familiar is barely a century old1, dating back to the discovery of the
electron by J. J. Thomson in 1897 and that of the nucleus by E. Rutherford
in 1911. In this time, quantum mechanics has established itself as the funda-
mental physical theory in describing the behaviour of electrons, atomic nuclei
1We refer specifically to the modern theory of subatomic particles, which has its roots in
the atomic theories of the 19th century. The earliest atomic theories, developed in ancient
India and Greece, should be viewed as philosophical rather than scientific in nature.
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Figure 1.1: Hierarchy of materials modelling techniques. Explicitly quantum-
mechanical methods are labelled in red. The positioning of the methods is
not exact, but shows the typical scale at which each one can currently be
applied. The methods referred to are: configuration interaction (CI), quantum
Monte Carlo (QMC), density-functional theory (DFT), empirical tight-binding
(TB), classical molecular dynamics (MD), kinetic Monte Carlo (KMC), and
continuum modelling; this last method can extend significantly beyond the
range shown.
and electromagnetic radiation. It is now clear that all of the intricate phe-
nomena found in biology, chemistry and low-energy physics can in principle be
traced back to the equations of quantum mechanics applied to large numbers
of particles.
In practice, however, analytical solutions to these equations only exist for
the very simplest systems; in order to be able to model realistic materials
we need to use computational methods to find numerical solutions. Even so,
problems of interest require a considerable computational effort and rely on
a number of approximations. The field of materials modelling is a large and
varied one, both in terms of the systems that are studied and the physical
theories that are employed; these range from extremely ordered, periodic sys-
tems (crystalline condensed matter) to disordered or finite molecular ones (soft
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matter such as colloids, polymers and other biological systems), and from con-
ventional phases of matter (solids, liquids and gases) to more exotic ones (such
as superconductors and Bose-Einstein condensates).
Different systems exhibit phenomena of interest on different length and
time scales; accordingly, many different computational methods have been
developed for materials simulation, incorporating aspects of physics, chemistry,
materials science and engineering. Fig. 1.1 shows some of the most important
techniques in materials modelling, and the typical scale at which each can
be used. We focus mainly on small length and time scales, for which it is
possible to employ first-principles or ab initio many-body quantum-mechanical
methods; in particular, in this thesis we shall present results from calculations
using density-functional theory [2–4] (DFT). DFT has become an extremely
popular method due to its ab initio nature2 and its balance of accuracy and
computational speed, and has successfully been used to understand and predict
a wide variety of properties for different classes of materials [5]. Furthermore,
due to the availability of greater computing resources and ongoing advances
in theoretical methods, the number of atoms that can be simulated with DFT
has greatly increased in the last decade.
Fortunately, as the size of systems that can be modelled has increased, the
corresponding size of systems that can be probed and controlled experimentally
has decreased; this suggests a possible meeting point between first-principles
simulations and experiment [6]. In fact, electronic structure calculations have
already provided much insight into the properties of novel nanostructures such
as quantum dots [7–10], semiconducting nanowires [11–13], carbon nanotubes
[14, 15] and molecular electronics devices [16, 17]. Such studies show that the
electronic properties of nanoscale materials depend strongly on the atomistic
detail (e.g., surface reconstruction); therefore, ab initio simulations are often
necessary for obtaining both qualitatively and quantitatively correct results.
2We note that the definition of what constitutes an ab initio method is somewhat am-
biguous and context-dependent. In this thesis, we use the term simply to denote a method
that does not rely on numerical parameters derived from experimental measurements (other
than the fundamental physical constants), even if the choice of approximations employed in
the underlying theory is guided by our experience of the method’s performance in predicting
experimental results.
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As the codes used to perform such simulations become more stable, accurate
and computationally inexpensive, it is increasingly the case that first-principles
methods can be used routinely not only to explain experimental findings but
also to predict the properties of as-yet unbuilt nanostructures, thus allowing
the design of new devices.
1.2 First-principles defect calculations
In this thesis we present the results from our investigation of the properties
of several different point defects in silicon-based systems from first-principles
DFT calculations. The study of such systems is of significant technological
interest, as the presence of point defects can have many consequences for the
optical, electrical and mechanical properties of solids; in fact, the functioning
of semiconducting devices depends crucially on the amount of impurities and
lattice defects they contain.
The simulations themselves present a number of interesting theoretical chal-
lenges, as the disruption caused by the defect centre on the crystalline lattice
can be extremely long-ranged; this requires the use of large system sizes in
order to sufficiently approach the dilute limit to accurately calculate funda-
mental defect properties such as the formation energy, the lattice relaxation
around the defect centre, and the relative stability of different defect configu-
rations. However, the accuracy of the quantum-mechanical description of the
electronic structure (dictated by the choice of the method used) can also have
a large impact on these properties. It is often unclear whether the errors in
the final results for a given study should be attributed to limitations in system
size or in the accuracy of the underlying theory.
We first study the issue of finite size convergence in two deep-level defects
in bulk crystalline silicon, the vacancy and gold substitutional. In the former
case, we analyse the various contributions to the total finite size error, and
investigate the effect of different k-point sampling schemes on the convergence
with system size of two defect properties, the formation energy and the stable
charge state transition levels. In the latter case, we use the insights obtained
from the vacancy to obtain well-converged results for the gold impurity, show-
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ing this to be crucial for recovering the correct behaviour of the isolated defect
in DFT; the calculations provide a novel interpretation of the experimental
results for this defect centre.
We then study a shallow-level dopant, the arsenic impurity, in a complex
nanoscale environment, the interface between crystalline silicon and its amor-
phised oxide. We use a realistic large-scale model of the interface, and perform
calculations of the impurity at many different lattice sites in the system, in
order to build up a clear picture of the effect of a number of structural and en-
vironmental parameters (the proximity to the interface, and the local volume
and stress of the substitutional site) on the segregation energy for this defect
centre with respect to its position in bulk silicon.
Overall, we aim to show that modern large-scale DFT calculations can be
employed to accurately simulate many properties of interest for point defects in
semiconductors, thus providing both new insight into the electronic structure of
bulk defects that have already been studied extensively for many decades (such
as the gold impurity), and predictions for the behaviour of nanoscale systems
that are becoming increasingly important in the field of nanotechnology (such
as dopants near the semiconductor–oxide interface, which are expected to play
a large role in future ultrasmall semiconducting devices).
1.3 Outline of thesis
We begin the thesis with a detailed review of the theoretical and computa-
tional quantum-mechanical methods that our simulations are based on; this is
provided for the interested reader, and is recommended for those not already
familiar with such methods. In Chapter 2, we describe the fundamental math-
ematical problem posed by many-body quantum mechanics for a system of nu-
clei and electrons, show how this can be simplified with the Born-Oppenheimer
approximation for separating the nuclear and electronic degrees of freedom,
and outline three methods for obtaining solutions to the problem; the first
two of these are approximate (Hartree theory and Hartree-Fock theory), and
the third, DFT, is in principle exact, but requires the approximation of an
unknown functional of the electronic density for practical use. In Chapter 3,
we describe some important computational techniques for the application of
DFT: the pseudopotential approximation, used to remove the chemically inert
core electrons of the atoms and replace them with an effective non-local po-
tential, and the use of basis sets to solve the eigenvalue problem, considering
both plane waves and localised orbitals. Finally, we describe a reformulation
of plane-wave DFT for obtaining a method that scales only linearly with the
number of atoms in the system.
In Chapter 4, we introduce the subject of point defects: we describe the
theory for calculating properties of interest such as the concentration at ther-
modynamic equilibrium, the formation energy and the defect transition levels,
and discuss the important band gap problem in DFT and its implications for
defect calculations, reviewing the proposed correction methods for it.
We then present and discuss the main results of the thesis, as introduced
in the previous section. In Chapter 5, we describe our investigation of the
finite size convergence properties for the silicon vacancy. In Chapter 6, we
describe our investigation of the negative-U effect for the gold impurity in
silicon. In Chapter 7, we describe our investigation of arsenic doping at the
silicon–silica interface, first focusing on the generation of the interface between
crystalline silicon and amorphous silica using a Monte Carlo method, and then
on the calculation of segregation energies for arsenic at the interface using DFT.
Finally, in Chapter 8, we summarise the results that we have presented, and
discuss future work for these systems.
In the Appendices, we present further work that was carried out on a num-
ber of different topics: in Appendix A, we describe our implementation of
phonon calculations in the linear-scaling DFT code onetep; in Appendix B,
we describe a code that was written for interfacing between the castep and
wannier90 codes, in order to obtain the maximally-localised Wannier func-
tions for our defect systems; in Appendix C, we describe our investigation of
different Wannier representations of bulk silicon; and in Appendix D, we de-
scribe the extended LCAO model of the silicon vacancy that we developed for
explaining the effect of different k-point sampling schemes on the symmetry of
the relaxed defect centre.
Chapter 2
Many-body quantum mechanics
2.1 The Schro¨dinger equation
As noted in the previous chapter, the investigation of the microscopic prop-
erties of any material requires the solution of the equations of quantum me-
chanics for all of the electrons and nuclei in the system. In fact, one of the
central postulates of quantum mechanics is that the behaviour of a system is
described in its entirety by its wavefunction |Ψ〉, which is in turn governed in
the non-relativistic limit by the time-dependent Schro¨dinger equation1:
Hˆ |Ψ〉 = i ∂
∂t
|Ψ〉 . (2.1)
In this case we have used the Dirac ket notation for the wavefunction to accen-
tuate the fact that the state of a system is representation invariant, although
in practice we work in the position basis. Hˆ, known as the Hamiltonian, is
the Hermitian operator associated with the total energy of the system, which
contains all of the interactions between particles.
In a one-particle system the wavefunction has three spatial coordinates r
and one spin coordinate σ, and therefore can be written as Ψ (r, σ, t). For con-
venience, σ is defined such that the spin (i.e., the intrinsic angular momentum
of the particle) measured along an arbitrary axis α is Sα = σ/2 for a spin-
1
2
1Dimensionless equations in Hartree atomic units are used throughout, for which ~ =
e = me = 4πǫ0 = a0 = 1.
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particle (e.g., an electron); this is because a measurement on such a particle
must always yield Sα = ±12 , and so the two possible values of σ are ±1 (of-
ten denoted by ↑ and ↓). In the more general case of an N -particle system,
the formalism is unchanged, but the wavefunction must encode the spatial
and spin information of all the particles. The complete many-body wavefunc-
tion is therefore written as Ψ (r1, r2, . . . , rN , σ1, σ2, . . . , σN , t). We note that
the many-body wavefunction has the same properties as the one-body one: in
particular, |Ψ|2 is the probability of finding the system in the state given by
{r1, r2, . . . , rN , σ1, σ2, . . . , σN} at time t, and therefore integrating this function
over all its spatial and spin dimensions must give 1 (the normalisation condi-
tion). Similarly, the expectation value of the operator Oˆ is given by 〈Ψ| Oˆ |Ψ〉,
with the corresponding integral being carried out over all the spatial and spin
dimensions of the N particles.
If the Hamiltonian is time-independent, as is generally taken to be the case
when calculating the properties of a crystal, we can separate the time variable
in the wavefunction:
Ψ (r1, r2, . . . , rN , σ1, σ2, . . . , σN , t) = ψ (r1, r2, . . . , rN , σ1, σ2, . . . , σN) ζ (t) .
(2.2)
Substituting into Eq. 2.1, we obtain the time-independent Schro¨dinger equa-
tion
Hˆ |ψ〉 = E |ψ〉 , (2.3)
which is an eigenvalue equation with the total energy of the system E as the
eigenvalue and the time-independent part of the wavefunction |ψ〉 as the eigen-
vector. We note that, from Sturm-Liouville theory, the normalised eigenvector
solutions of this equation form a complete orthonormal set, and so any valid
state of the system can be expanded as a linear combination of them. The
corresponding eigenvalues are real and ordered such that
E0 < E1 < E2 < ... < En < ...→∞ (2.4)
(assuming non-degenerate solutions); the lowest eigenvalue, E0, is the ground-
state energy, while all higher eigenvalues are excited-state energies.
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The time-dependence of the complete wavefunction |Ψ〉 is now given simply
by
ζ (t) = e−iEt, (2.5)
which does not affect the expectation values of the system. In the following dis-
cussion we can therefore neglect the time-dependent part of the wavefunction,
and deal solely with the time-independent problem given by Eq. 2.3.
2.1.1 The variational principle
The quantity E in Eq. 2.3 is the expectation value of the Hamiltonian for an
eigenstate of the system:
〈ψ| Hˆ |ψ〉 = 〈ψ|E |ψ〉 = E 〈ψ|ψ〉 = E. (2.6)
In general, we can consider any unnormalised wavefunction, which does not
need to satify Eq. 2.3, and modify the definition of the expectation value to
include a normalising prefactor2:
E [ψ] =
〈ψ| Hˆ |ψ〉
〈ψ|ψ〉 . (2.7)
The notation emphasises the fact that E can be considered to be a functional
of |ψ〉, since it maps any allowed complex wavefunction onto a real number.
Let us now consider the change in energy δE [ψ] due to a small variation in
2The expectation value of the Hamiltonian is denoted E to distinguish it from the eigen-
value solutions E of the time-independent Schro¨dinger equation.
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the wavefunction |δψ〉; this is given by
δE [ψ] =E [ψ + δψ]− E [ψ]
=
〈ψ + δψ| Hˆ |ψ + δψ〉
〈ψ + δψ|ψ + δψ〉 −
〈ψ| Hˆ |ψ〉
〈ψ|ψ〉
=
〈ψ| Hˆ |ψ〉
〈ψ|ψ〉+ 〈δψ|ψ〉+ 〈ψ|δψ〉 +
〈δψ| Hˆ |ψ〉+ 〈ψ| Hˆ |δψ〉
〈ψ|ψ〉 −
〈ψ| Hˆ |ψ〉
〈ψ|ψ〉
+O (δψ2)
=
1
〈ψ|ψ〉
{
〈δψ| Hˆ |ψ〉+ 〈ψ| Hˆ |δψ〉 − E [ψ] (〈δψ|ψ〉+ 〈ψ|δψ〉)
}
+O (δψ2)
=
1
〈ψ|ψ〉
{
〈δψ| Hˆ − E [ψ] |ψ〉+ 〈ψ| Hˆ − E [ψ] |δψ〉
}
+O (δψ2) ,
(2.8)
which vanishes for all |δψ〉 (thus making E [ψ] stationary) when Hˆ |ψ〉 =
E [ψ] |ψ〉. In other words, finding the stationary values of E [ψ] is equiva-
lent to solving the eigenvalue problem given by Eq. 2.3. We note that it is
possible to obtain the same result starting from the unnormalised definition of
the expectation value of the Hamiltonian 〈ψ| Hˆ |ψ〉 and imposing the normal-
isation constraint 〈ψ|ψ〉 = 1 via an undetermined Lagrange multiplier, which
would then be found to be equivalent to the eigenvalue E.
The formulation of the time-independent Schro¨dinger equation as a varia-
tional principle is particularly useful if we are interested in finding the lowest-
lying eigenstates of a system, as it provides an alternative way of doing so that
does not require the solution of the full eigenvalue problem. To illustrate this
method, let us consider an arbitrary wavefunction |ψ〉, which we can expand
using the complete set of eigenvalues of the Hamiltonian {φn} as a basis:
|ψ〉 =
∞∑
n=0
cn |φn〉 , (2.9)
where
Hˆ |φn〉 = En |φn〉 . (2.10)
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Substituting Eq. 2.9 into Eq. 2.7, we find:
E [ψ] =
〈ψ| Hˆ |ψ〉
〈ψ|ψ〉
=
∑
n,m c
∗
ncm 〈φn| Hˆ |φm〉∑
n,m c
∗
ncm 〈φn|φm〉
=
∑
n,m c
∗
ncmEmδnm∑
n,m c
∗
ncmδnm
=
∑
n |cn|2En∑
n |cn|2
.
(2.11)
By definition, the ground-state energy E0 ≤ En. Therefore, it follows that∑
n
|cn|2E0 ≤
∑
n
|cn|2En, (2.12)
from which we arrive at the following variational inequality:
E [ψ] =
∑
n |cn|2En∑
n |cn|2
≥ E0. (2.13)
Eq. 2.13 therefore shows that the expectation value of the total energy for any
trial wavefunction gives an upper bound estimate on the ground-state energy
of the system. Furthermore, if we express the trial wavefunction as the sum
of the (unnormalised) ground-state wavefunction and a small error term, such
that
|ψ〉 = c0 |φ0〉+
∞∑
n=1
cn |φn〉 , (2.14)
we find that
E [ψ] = E0 +
∑
n 6=0
|cn|2
|c0|2
(En − E0) +O
(|cn|4) . (2.15)
Therefore, it is clear that the error in E [ψ] with respect to E0 is second-
order in the corresponding error in the wavefunction (i.e., cn), and that the
energy functional will only equal the true ground-state energy for |ψ〉 = c0 |φ0〉
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−a/2 0 a/2
x
v (x)
ψexact (x)
ψRR (x; a)
Figure 2.1: An illustration of a one-parameter Rayleigh-Ritz scheme applied
to a 1D harmonic oscillator potential.
(assuming a non-degenerate ground state).
The variational inequality set out in Eq. 2.13 forms the basis of the Rayleigh-
Ritz (RR) method for solving the time-independent Schro¨dinger equation. In
this method, a trial wavefunction is constructed by choosing a functional form
with a number of free parameters, and E [ψ] is then minimised by varying these
parameters. By improving the accuracy of the trial wavefunction, either by
using some physical intuition in choosing the functional form or increasing the
number of parameters, a better estimate of E0 can be obtained. We note that
the use of the variational principle in this way is theoretically not restricted
to the ground state, as excited states can also be found by constructing trial
wavefunctions that are constrained to be orthogonal to all lower eigenstates.
A simple example of the RR method is shown in Fig. 2.1; here we are
trying to find the ground-state energy and wavefunction for the 1D harmonic
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oscillator potential v(x) = 1
2
ω2x2. We use the trial wavefunction
ψRR (x; a) =

√
2
a
cos pix
a
if |x| ≤ a
2
0 otherwise
, (2.16)
which respects both the symmetry of the potential and the boundary condi-
tions of the problem (ψ (x) → 0 as x → ±∞), and which depends paramet-
rically on a. By minimising Eq. 2.7 with respect to this free parameter, we
obtain the upper bound to the ground state energy ERR0 ≃ 0.568ω; this is a
good approximation of the true value (Eexact0 = ω/2), given the simplicity of
the model.
2.1.2 Non-interacting particles
The many-body Hamiltonian for a system of N particles can be written as3
H =
N∑
i=1
ti + V (r1, r2, . . . , rN) , (2.17)
where
ti = − 1
2mi
∇2ri (2.18)
is the single-particle kinetic energy operator for the i-th particle of mass mi,
and V is the potential energy of the classical system with the particles in posi-
tions (r1, r2, . . . , rN). Solving Eq. 2.3 exactly for such a system of interacting
particles is an intractable problem for all but the simplest cases, and therefore
a number of simplifying assumptions generally have to be employed in order to
make it possible to arrive at an approximate solution for systems of interest;
some of the methods used in this respect shall be discussed in this and the
next chapter.
However, solving the many-body problem becomes simple for the case of
perfectly non-interacting particles. This case can be viewed as an extreme sim-
plification of a realistic system, and the solutions that result from it provide a
3In this definition we have neglected magnetic fields and relativistic effects.
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useful starting point for understanding the more sophisticated approximations
presented later.
For non-interacting particles, the potential energy is a sum of individual
terms, each of which depends only on the coordinates of a single particle:
V (r1, r2, . . . , rN ) = v1 (r1) + v2 (r2) + . . .+ vN (rN) ; (2.19)
consequently, the total Hamiltonian in Eq. 2.17 becomes a sum of single-
particle Hamiltonians hˆi:
H =
N∑
i=1
{ti + vi (ri)} =
N∑
i=1
hi. (2.20)
This allows us to separate variables in the wavefunction, leading to a solution
for Eq. 2.3 of the form
ψ (r1, r2, . . . , rN) =
N∏
i=1
φi (ri) (2.21)
(we note that the spin variable has now been neglected, although it shall be
reintroduced shortly). In other words, the many-body wavefunction has been
reduced to a product of single-particle orbitals φi (ri). By substituting this
wavefunction into the time-independent Schro¨dinger equation, we obtain:
N∑
i=1
hiφi (ri)
φi (ri)
= E. (2.22)
Since every term in the sum on the left-hand side of the equation must be
constant, we can split the problem into a set of single-particle Schro¨dinger
equations of the form
hiφi (ri) = εiφi (ri) , (2.23)
where the single-particle energies εi sum to the total energy of the system
E. In this picture, therefore, the many-body wavefunction can be constructed
by choosing any eigenvector of the individual Schro¨dinger equation of each
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particle:
ψ (r1, r2, . . . , rN ; j1, j2, . . . , jN) =
N∏
i=1
φi,ji (ri) . (2.24)
The notation has now been expanded to include the quantum number ji that
is selected from the set of solutions of Eq. 2.23 for the i-th particle. The
corresponding total energy is
E (j1, j2, . . . , jN) =
N∑
i=1
εi,ji . (2.25)
The situation is simplified if we consider a system of identical particles, such
as electrons. In fact, the single-particle Hamiltonians must also be identical,
and so φi (ri) for every particle has to be chosen from the solutions of the
same single-particle Schro¨dinger equation. Therefore, Eq. 2.23 only needs to
be solved once, and the first subscript from φi,ji (ri) and εi,ji can be dropped.
It is tempting to assume that the ground-state wavefunction of such a
system of electrons is therefore simply given by
ψ0 (r1, r2, . . . , rN) =
N∏
i=1
φ0 (ri) , (2.26)
with a total energy of Nε0. However, this solution is only allowed for bosonic
systems, for which the many-body wavefunction must be symmetric (i.e., un-
changed under any permutation P of the particle labels {i}:
ψbos (r1, r2, . . . , rN ) = ψ
bos (rP1 , rP2 , . . . , rPN ) . (2.27)
Electrons, however, form a fermionic system, for which the many-body wave-
function must be antisymmetric:
ψferm (r1, r2, . . . , rN ) = (−1)ξP ψferm (rP1 , rP2 , . . . , rPN ) , (2.28)
where ξP = ±1 for an even (+) or odd (−) permutation.
Fortunately, the antisymmetry of the wavefunction can be restored in our
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case by expressing the many-body wavefunction as a Slater determinant [18]
of the same single-particle orbitals as before:
ψ (r1, r2, . . . , rN ; j1, j2, . . . , jN) =
1√
N !
∣∣∣∣∣∣∣∣∣∣
φj1 (r1) φj1 (r2) . . . φj1 (rN)
φj2 (r1) φj2 (r2) . . . φj2 (rN)
...
...
. . .
...
φjN (r1) φjN (r2) . . . φjN (rN)
∣∣∣∣∣∣∣∣∣∣
.
(2.29)
Effectively, this wavefunction is the sum over all N ! permutations of particle
labels of the simple symmetric product wavefunction given in Eq. 2.24, each
multiplied by (−1)ξP to ensure the overall antisymmetry. This wavefunction
must still be an eigenfunction of the system, since it is a linear combination
of individual solutions, all with the same energy (from Eq. 2.25). The only
restriction on the set of single-particle orbitals is that they must all be orthog-
onal, and so all values of ji must be different (otherwise, two rows of the matrix
would be identical, and the determinant would vanish). Because of this, the
lowest energy (and, hence, the ground state of the system) is constructed by
selecting (or ‘filling’) the orbitals corresponding to the lowest N eigenvalues of
the single-particle Schro¨dinger equation.
However, if we reintroduce the spin variable of the electrons we see that this
is no longer the case: up to two electrons can occupy the same orbital, since
their orthogonality can be maintained by the spin part of the wavefunction,
thus far neglected. Therefore, the complete ground-state Slater determinant,
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including spin, is4
ψ0 (r1, r2, . . . , rN , σ1, σ2, . . . , σN )
=
1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ1 (r1)χ↑ (σ1) φ1 (r2)χ↑ (σ2) . . . φ1 (rN)χ↑ (σN)
φ1 (r1)χ↓ (σ1) φ1 (r2)χ↓ (σ2) . . . φ1 (rN)χ↓ (σN)
φ2 (r1)χ↑ (σ1) φ2 (r2)χ↑ (σ2) . . . φ2 (rN)χ↑ (σN)
φ2 (r1)χ↓ (σ1) φ2 (r2)χ↓ (σ2) . . . φ2 (rN)χ↓ (σN)
...
...
. . .
...
φN/2 (r1)χ↑ (σ1) φN/2 (r2)χ↑ (σ2) . . . φN/2 (rN)χ↑ (σN)
φN/2 (r1)χ↓ (σ1) φN/2 (r2)χ↓ (σ2) . . . φN/2 (rN)χ↓ (σN)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
(2.30)
where the single-particle orbitals are now labelled starting from 1, and
χ↑/↓ (σ) =
1 if σ =↑ / ↓0 otherwise . (2.31)
The corresponding ground-state energy of the system is
E0 = 2
N/2∑
i=1
εi. (2.32)
We note that, for any general single-particle operator of the form
O (x1,x2, . . . ,xN) =
N∑
i=1
oi (xi) (2.33)
(where xi may refer to any set of coordinates for particle i), it is easily shown
that both a simple (unsymmmetrised) product wavefunction and the Slater de-
terminant wavefunction which uses the same set of orthonormal single-particle
4For an open-shell system (one with an odd number of electrons, and, hence, an unpaired
spin orbital), the last row of the determinant disappears, and φN/2 → φ(N+1)/2. The total
energy is similarly modified.
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orbitals {φi}, will give the same expectation value
〈ψ| Oˆ |ψ〉 =
N∑
i=1
∫
φ∗i (x) oi (x)φi (x) dx
=
N∑
i=1
〈φi| oˆi |φi〉 ;
(2.34)
this is because, in the case of the Slater determinant, all cross terms will be
cancelled by the presence of factors of the form∫
φ∗i (x)φj 6=i (x) dx = 0. (2.35)
It follows that the total density n (x) will also be the same in both cases, since
it can be expressed as the expectation value of the density operator nˆ (x),
which is of the form given in Eq. 2.33:
n (x1,x2, . . . ,xN ;x) =
N∑
i=1
δ (x− xi) . (2.36)
The total density, therefore, is simply the sum of the single-particle orbital
densities:
n (x) = 〈ψ| nˆ (x) |ψ〉 =
N∑
i=1
∫
φ∗i (x
′) δ (x− x′)φi (x′) dx′
=
N∑
i=1
|φi (x)|2 .
(2.37)
We emphasize the fact that Eq. 2.30 is only the exact ground state for
a system of non-interacting fermions; once interactions between particles are
considered, this is no longer the case. However, the set of all Slater determi-
nants that can be constructed from the complete (infinite) set of single-particle
orbitals themselves form a complete, orthonormal basis in terms of which the
exact many-body wavefunction for an interacting system can be expanded.
This idea forms the basis of several high-accuracy ‘quantum chemistry’ meth-
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ods, such as configuration interaction [19] (CI), Møller-Plesset perturbation
theory [20] (MP), and coupled-clusters [21] (CC).
2.2 The Born-Oppenheimer approximation
What does a realistic many-body Hamiltonian look like? If we consider a
system of N electrons at positions {ri} and M nuclei at positions {Rα} with
atomic numbers {Zα} and nuclear masses {mα}, the Hamiltonian in Eq. 2.17
becomes
Hvib =
N∑
i=1
ti +
M∑
α=1
tα −
N∑
i=1
M∑
α=1
Zα
|ri −Rα|
+
1
2
N∑
i=1
N∑
j 6=i
1
|ri − rj| +
1
2
M∑
α=1
M∑
β 6=α
ZαZβ
|Rα −Rβ| ,
(2.38)
where the first two terms contain the single-particle kinetic energy operators
for the electrons and nuclei, and the following three terms are the electron-
nucleus, electron-electron and nucleus-nucleus Coulomb interactions (in other
words, the classical electrostatic potential energy V ({ri} , {Rα})). The last
two terms are multiplied by a factor of 1
2
to correct for double counting.
The Hamiltonian Hˆvib and its corresponding eigenvalues Evib and eigenvec-
tors ψvib ({ri} , {Rα}) all relate to the combined electronic-nuclear system, and
are termed vibronic. Unfortunately, the vibronic Hamiltonian contains terms
connecting every particle to every other particle, including between electrons
and nuclei, and therefore does not allow for an exactly separable solution of
the form described in Sec. 2.1.2. In fact, the problem set by Eq. 2.38 is com-
pletely intractable for most systems if one wishes to pursue an exact solution.
It is necessary, therefore, to apply a number of approximations to reduce its
complexity. The first approximation that is frequently applied is that proposed
by Born and Oppenheimer to separate the electronic and nuclear degrees of
freedom [22].
The physical reasoning behind the Born-Oppenheimer approximation is
that the nuclei, having much larger masses than the electrons (by 3–5 orders
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of magnitude), but a similar momentum, must therefore move much slower
than them. This can be illustrated by considering a simple two-body model of
an atom (known as the Lorentz oscillator), consisting of a nucleus of mass mn
at position xn and an electron of mass me at position xe connected by a spring
with spring constant β. By transforming the problem into the coordinates
X = (xnmn + xeme) / (mn +me) (the centre of mass of the system) and x =
xn − xe (the distance between the two particles), we obtain a Hamiltonian of
the separable form given by Eq. 2.20:
H = − 1
2M
∂2
∂X2
− 1
2µ
∂2
∂x2
+
1
2
βx2, (2.39)
where M = mn + me is the total mass, and µ = mnme/ (mn +me) is the
reduced mass. The solutions in X are simply plane waves (arising from the
continuous translational symmetry of the problem), while those in x are given
by the quantum harmonic oscillator; the ground-state wavefunction for this
coordinate is therefore
φ0 (x) =
(
µβ
π2
) 1
8
e−
1
2
√
µβx2 , (2.40)
and the typical relative momentum of the particles px in this state is given by
the RMS value of the momentum operator:
px =
√
〈φ0| pˆ2x |φ0〉 =
(
µβ
4
) 1
4
. (2.41)
The momentum of the two particles must be equal and opposite (with magni-
tude px/2), and, hence, the typical speed of each is simply inversely propor-
tional to its mass. Given their relative masses, this result suggests that nuclei
are typically 3–5 orders of magnitude slower than electrons.
The difference in the typical electronic and nuclear time scales means that it
is reasonable to assume that the electrons relax almost instantaneously to their
equilibrium configuration with respect to the nuclear positions; therefore, we
can simply calculate the ground state electronic structure as a function of the
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nuclear coordinates first and consider nuclear dynamics separately. In order
to achieve this decoupling, we first assume a separable form for the vibronic
wavefunction, in which the electronic part is parametrically dependent on the
nuclear positions:
ψvib ({ri} , {Rα}) = ψel ({ri} ; {Rα})ψnuc ({Rα}) (2.42)
By applying the vibronic Hamiltonian to this separable wavefunction, we ob-
tain the following result (for legibility, we suppress the arguments of the wave-
function and potential terms):
Hvibψvib =
{
N∑
i=1
ti + V
en + V ee
}
ψelψnuc
+
{
M∑
α=1
tα + V
nn
}
ψelψnuc
=
{
Eel ({Rα}) +
M∑
α=1
tα + V
nn
}
ψelψnuc
=ψel
{
Eel ({Rα}) +
M∑
α=1
tα + V
nn
}
ψnuc
+
M∑
α=1
{
ψnuctαψ
el − 1
mα
(∇Rαψnuc) ·
(∇Rαψel)} ,
(2.43)
where V en, V ee and V nn are the three potential energy terms from Eq. 2.38, and
we have defined the electronic energy Eel ({Rα}) and corresponding electronic
Hamiltonian Hˆel, satisfying the eigenvalue equation
Helψel =
{
N∑
i=1
ti + V
en + V ee
}
ψel = Eel ({Rα})ψel. (2.44)
In other words, the electronic part of the wavefunction is required to solve a
time-independent Schro¨dinger equation for the electronic Hamiltonian, which
is effectively that of a system of N electrons in an external potential V en
provided by M static, point-like nuclei in positions {Rα}. The eigenenergy
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Eel ({Rα}) is, in fact, the adiabatic electronic contribution to the total vibronic
energy Evib. However, there is also a non-adiabatic contribution given by the
two terms in the second-to-last line of Eq. 2.43 (these do not vanish because
of the parametric dependence of the electronic part of the wavefunction on the
nuclear positions).
The non-adiabatic contributions to the energy are generally neglected, and
so the two terms are set to zero; this is known as the adiabatic approximation.
The most important effect that is lost by applying this approximation is that of
electron-phonon interaction, which causes the vibronic wavefunction to accu-
mulate contributions from electronic eigenstates other than the ground state
as the nuclei move. In general, therefore, the adiabatic approximation will
be most reasonable for cases where the gap between electronic eigenstates is
larger than the typical energies for nuclear motion, thus making the transition
probabilities small [23].
Once the non-adiabatic terms are neglected, the nuclear part of the wave-
function has to satisfy a time-independent Schro¨dinger equation of the form
Hnucψnuc =
{
M∑
α=1
tα + V
nn + Eel ({Rα})
}
ψel = Evib,adiabψnuc, (2.45)
where we have defined the nuclear Hamiltonian Hˆnuc; we note that, due to the
adiabatic approximation, we are now solving only for the adiabatic contribu-
tion Evib,adiab to the total vibronic energy. As mentioned previously, Eel ({Rα})
is found by solving Eq. 2.44. In practice, however, a further approximation is
almost always employed: the nuclei are treated as point-particles obeying the
laws of classical mechanics, and the forces on them are determined by the adia-
batic electronic energy landscape given by Eel ({Rα}) and the nucleus-nucleus
Coulomb interaction term V nn. Using this scheme, it is now possible either to
minimise the total energy of the system with respect to the atomic positions,
or to apply the methods of classical molecular dynamics [24] on the nuclei mov-
ing in the potential of the quantum-mechanical electrons; this is known as ab
initio molecular dynamics [25, 26]. However, the lightest nuclei, most notably
that of hydrogen, sometimes need to be treated quantum-mechanically; this is
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usually done within a path-integral formalism [27,28].
2.3 Hartree theory
Using the Bohr-Oppenheimer approximation, we can now focus solely on solv-
ing the electronic problem given in Eq. 2.44 for a fixed configuration of classical
nuclei. Although simplified, the Schro¨dinger equation defined by the electronic
Hamiltonian is nonetheless intractable, since it does not forgo the need to deal
with the electronic many-body wavefunction directly. An intuitive solution is
to approximate the behaviour of the interacting electrons with non-interacting
particles in an effective potential. One of the first proposed methods to do
so is the Hartree approach, in which the full wavefunction is assumed to be a
product of one-electron orbitals, similarly to Eq. 2.21:
ψH ({ri}) =
N∏
i=1
φi (ri) . (2.46)
We impose the constraint that the orbitals must be orthonormal, following the
insights into non-interacting systems discussed in Sec. 2.1.2, although, being a
single-product wavefunction,
∣∣ψH〉 is not properly antisymmetric.
The aim of the Hartree method is to optimise this trial wavefunction using
the variational principle of Sec. 2.1.1, by minimising
〈
ψH
∣∣ Hˆel ∣∣ψH〉 with respect
to variations in the one-electron orbitals. The expectation value of the total
energy is given by three terms; two of them, the kinetic energy Tˆ and external
potential due to the static nuclei Vˆ ext ≡ Vˆ en, are one-particle operators and,
therefore, straightforward to evaluate, as discussed in Sec. 2.1.2:
〈
ψH
∣∣ Tˆ ∣∣ψH〉 =∑Ni=1 〈φi| tˆ |φi〉〈
ψH
∣∣ Vˆ ext ∣∣ψH〉 =∑Ni=1 〈φi| vˆext |φi〉 , (2.47)
where
vext (r; {Rα}) = −
M∑
α=1
Zα
|r−Rα| . (2.48)
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The last term, Vˆ ee, however, is a two-particle operator; care must be taken
in such cases, since the expectation value is not the same for a product wave-
function and a Slater determinant. In the case of
∣∣ψH〉, we obtain:
〈
ψH
∣∣ Vˆ ee ∣∣ψH〉 =1
2
N∑
i=1
{∫
φ∗1 (r1)φ1 (r1) dr1 ×
∫
φ∗2 (r2)φ2 (r2) dr2
× . . .×
∫
φ∗i (ri)
[
N∑
j 6=i
∫
φ∗j (rj)φj (rj)
|ri − rj| drj
]
φi (ri) dri
× . . .×
∫
φ∗N (rN)φN (rN) drN
}
=
1
2
N∑
i=1
〈φi| vˆeei |φi〉 ,
(2.49)
where
veei (r) =
∫ ∑N
j 6=i |φj (r′)|2
|r− r′| dr
′. (2.50)
The operator vˆeei is the sum of the Coulomb potentials of the charge densities
associated with the occupied one-electron orbitals, except for orbital i (since
〈φi| vˆeei |φi〉 is the electrostatic energy for that electron in the potential created
by all other electrons). In order to simplify the problem we neglect this neces-
sary omission, and assume that each electron feels the mean Coulomb potential
due to the total charge density of the system. This mean-field approximation
gives us the Hartree potential5,
vH (r) =
∫
n (r′)
|r− r′| dr
′, (2.51)
which is a functional of the total electronic density n, instead of the individual
orbital densities. Substituting vˆeei for vˆ
H in Eq. 2.49 introduces an unphysical
self-interaction, since every electron now feels the Coulomb potential due to
its own charge density as well as that of all other electrons; however, this will
5However, the first calculations on many-electron systems by Hartree did not make use
of the approximation [29].
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only introduce a small error if the one-electron orbitals are delocalised over the
entire system, as is the case in bulk materials.
We now need to find the set of orthogonal orbitals that minimise the total
energy, given by
EH [{φi}] =
N∑
i=1
〈φi| tˆ |φi〉+
N∑
i=1
〈φi| vˆext |φi〉+ 1
2
N∑
i=1
〈φi| vˆH |φi〉 . (2.52)
To do so, we introduce a Lagrange multiplier λi for each of the N normalisation
constraints:
FH [{φi}] = EH [{φi}]−
N∑
i=1
λi 〈φi|φi〉 ; (2.53)
there is no need to include Lagrange multipliers for the orthogonality con-
straints, as these will naturally be satisfied by our solution.
Let us consider the first-order change in our auxiliary function due to a
small variation δφn in the orbital φn, which must vanish at stationary points
of the functional:
δFH [φn] =F
H [φn + δφn]− FH [φn]
=FH,bra [δφn] + F
H,ket [δφn] +O
(
δφ2n
)
=FH,bra [ℜ(δφn)]− iFH,bra [ℑ(δφn)] +
FH,ket [ℜ(δφn)] + iFH,ket [ℑ(δφn)] +O
(
δφ2n
)
= 0,
(2.54)
where FH,bra [δφn] and F
H,ket [δφn] are used to divide the first-order contribu-
tions into terms in which the variation is contained in a bra (〈δφn|) and ones
in which it is contained in a ket (|δφn〉). However, the auxiliary function must
also be stationary with respect to a small variation δφ∗n; in this case, we obtain:
δFH [φn] =F
H [φn + δφ
∗
n]− FH [φn]
=FH,bra [δφ∗n] + F
H,ket [δφ∗n] +O
(
δφ2n
)
=FH,bra [ℜ(δφn)] + iFH,bra [ℑ(δφn)] +
FH,ket [ℜ(δφn)]− iFH,ket [ℑ(δφn)] +O
(
δφ2n
)
= 0.
(2.55)
By adding and subtracting the last line of Eq. 2.54 with that of Eq. 2.55,
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it is straightforward to show that both FH,bra [δφn] and F
H,ket [δφn] must be
separately equal to zero at all stationary points of the functional (in other
words, the two conditions are equivalent); hence, it is only necessary to consider
one of them to derive the correct solution. Choosing the first term, we obtain:
FH,bra [δφn] = 〈δφn| tˆ |φn〉+ 〈δφn| vˆext |φn〉+ 1
2
〈δφn| vˆH |φn〉
+
1
2
N∑
i=1
〈
φi
∣∣∣∣∫ 〈δφn| nˆ (r′) |φn〉|r− r′| dr′
∣∣∣∣φi〉
− λn 〈δφn|φn〉
(2.56)
However, the fourth term in this expression can be written as
1
2
N∑
i=1
∫∫ |φi (r)|2 δφ∗n (r′)φn (r′)
|r− r′| dr
′ dr =
1
2
〈δφn| vˆH |φn〉 , (2.57)
and so is simply equivalent to the third term. Therefore, the factor of 1
2
for
the Hartree potential term is cancelled, giving us the final condition
〈δφn| tˆ+ vˆext + vˆH − λn |φn〉 = 0. (2.58)
Eq. 2.58 is satisfied for an arbitrary variation δφn by solving an eigenvalue
equation of the form
HˆH |φ〉 = εH |φ〉 , (2.59)
where
HˆH = tˆ+ vˆext + vˆH (2.60)
is the effective mean-field Hamiltonian for a system of non-interacting particles,
and the Lagrange multipliers become the eigenvalues
{
εHi
}
. The total energy
is minimised, therefore, by selecting the orbitals corresponding to the lowest
N/2 eigenvalues (due to spin, as explained in Sec. 2.1.2). In other words,
the occupied set of orbitals can be used to construct a Slater determinant
which is the exact antisymmetric ground-state solution for the approximate
non-interacting Hamiltonian. We can now define a non-interacting energy,
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corresponding to the sum of the eigenvalues for the occupied orbitals:
EH,non−int0 = 2
N/2∑
i=1
εHi . (2.61)
The interacting energy, by comparison with Eq. 2.52, is
EH0 = E
H,non−int
0 −
1
2
∫
n (r) vH (r) dr; (2.62)
the last term restores the double-counting correction for the Hartree poten-
tial that is not present in the non-interacting system. It should be noted
that, when implementing the Hartree method in practice, Eq. 2.59 needs to
be solved self-consistently to ensure that the input and output densities agree,
since the Hartree potential (and, hence, the Hamiltonian) depends on the elec-
tronic density obtained from the occupied orbitals that are the solutions to
the equation. This is generally achieved by starting from a trial input density
and using an iterative procedure to arrive at a self-consistent solution.
2.4 Hartree-Fock theory
The two major flaws with the Hartree method, as presented in the previous
section, are the simple product form of the many-electron wavefunction used to
minimise the energy of the interacting Hamiltonian, and the spurious Coulomb
self-interaction of the electrons with their own charge density present in the
Hartree potential. Both of these problems are resolved by the extension to the
theory proposed by Fock [30], resulting in the popular Hartree-Fock method.
The derivation of the method follows the same steps as those already outlined
for the Hartree method, with the difference that the trial wavefunction is
now taken to be a Slater determinant, thus satisfying the fermionic symmetry
constraints:
ψHF ({ri}) = 1√
N !
N !∑
P=1
(−1)ξP
N∏
i=1
φji,P (ri) , (2.63)
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where the sum is over the N ! permutations of the particle indices {ji,P}. The
expectation value of Hˆel differs with respect to the product wavefunction only
for the electron-electron Coulomb interaction term, Vˆ ee, since it is a two-
particle operator. For the Hartree-Fock trial wavefunction, this becomes:〈
ψHF
∣∣ Vˆ ee ∣∣ψHF〉
=
1
2 (N !)
N !∑
P=1
N !∑
Q=1
(−1)ξP (−1)ξQ
×
N∑
i=1
{∫
φ∗j1,P (r1)φj1,Q (r1) dr1 ×
∫
φ∗j2,P (r2)φj2,Q (r2) dr2
× . . .×
∫
φ∗ji,P (ri)
[
N∑
k 6=i
∫
φ∗jk,P (rk)φjk,Q (rk)
|ri − rk| drk
]
φji,Q (ri) dri
× . . .×
∫
φ∗jN,P (rN)φjN,Q (rN) drN
}
.
(2.64)
Due to the orthogonality of the orbitals, the product of integrals in the curly
brackets will equal zero for all permutations except those for which {jl,P = jl,Q}
for all values of l 6= i, k. Therefore, there are only two types of permutations
that contribute to the final result: those for which {ji,P = ji,Q, jk,P = jk,Q},
and those for which {ji,P = jk,Q, jk,P = ji,Q}; by diving these two cases into
separate terms, we obtain:
1
2 (N !)
N !∑
P=1
N∑
i=1
∫
φ∗i (ri)
[
N∑
k 6=i
∫
φ∗k (rk)φk (rk)
|ri − rk| drk
]
φi (ri) dri
− 1
2 (N !)
N !∑
P=1
N∑
i=1
N∑
k 6=i
∫ ∫
φ∗i (ri)φ
∗
k (rk)φi (rk)φk (ri)
|ri − rk| drk dri
=
1
2
N∑
i=1
〈φi| vˆH |φi〉 − 1
2
N∑
i=1
〈φi| kˆx |φi〉 ,
(2.65)
where we have defined a non-local operator, known as the exchange operator:
〈r| kˆx |φi〉 =
N∑
k=1
∫
φ∗k (r
′)φi (r′)φk (r)
|r− r′| dr
′. (2.66)
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We note that the self-interaction present in the Hartree potential is exactly
cancelled by the equivalent terms in the exchange operator, due to the dif-
ference in sign. Furthermore, the expectation value of the exchange operator
must be negative, and so the total energy will always be lower than that of
the equivalent product wavefunction.
The minimisation of the total energy with respect to the set of one-electron
orbitals can be derived in a similar fashion to that detailed in the previous
section for the Hartree method; the final condition obtained by using the
Hartree-Fock trial wavefunction is:
FHF,bra [δφn] = 〈δφn| tˆ+ vˆext + vˆH − kˆx − λn |φn〉 = 0. (2.67)
As before, Eq. 2.67 is satisfied for an arbitrary variation δφn by solving an
eigenvalue equation of the form
HˆHF |φ〉 = εHF |φ〉 , (2.68)
where
HˆHF = HˆH − kˆx. (2.69)
The non-interacting energy EHF,non−int is defined analogously to EH,non−int, and
the interacting energy now includes an additional double-counting correction,
for the exchange operator:
EHF =EHF,non−int − 1
2
∫
n (r) vH (r) dr
+
N/2∑
i=1
N/2∑
k=1
∫∫
φ∗i (r)φ
∗
k (r
′)φi (r′)φk (r)
|r− r′| dr
′ dr.
(2.70)
When taking into consideration the spin part of the one-electron orbitals, the
exchange operator and the exchange double-counting term only contains half
the number of terms that might be expected; this is because terms between
orbitals of opposite spin are excluded, due the swapping of particle labels. For
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example6:
〈φiχ↑| kˆxφjχ↓ |φiχ↑〉 = 〈φi| kˆxφj |φi〉 {χ↑ (↑)χ↓ (↑)χ↑ (↑)χ↓ (↑)
+ χ↑ (↑)χ↓ (↓)χ↑ (↓)χ↓ (↑)
+ χ↑ (↓)χ↓ (↑)χ↑ (↑)χ↓ (↓)
+χ↑ (↓)χ↓ (↓)χ↑ (↓)χ↓ (↓)} = 0,
(2.71)
since every term contains a factor χ↑/↓ (↓ / ↑) = 0.
The determinantal form of the trial wavefunction ensures that the Hartree-
Fock method respects the symmetry constraints for particle exchange of the
Pauli exclusion principle; because of this, the difference between the Hartree
and Hartree-Fock energies for a particular system is called the exchange en-
ergy. However, the accuracy of the Hartree-Fock solution is limited by the use
of a single Slater determinant, which neglects all dynamical (non-mean-field)
interactions between electrons other than exchange; the remaining discrep-
ancy between the Hartree-Fock energy and the exact solution is called the
correlation energy. Components of the correlation energy can be included in
the calculation by using a multi-determinantal trial wavefunction; the exact
solution, referred to as the full CI limit, requires an infinite number of deter-
minants (for a complete set of single-particle orbitals). Alternatively, both the
exchange and correlation components of the total energy can be approximated
by a different method, that of density-functional theory, described in the next
section.
Despite the complete neglect of correlation, Hartree-Fock has been shown
to give accurate results in certain situations, most notably in calculations of
bond lengths and angles for small molecules and atomic clusters; unfortunately,
vibrational frequencies are typically overestimated, and binding energies are
severely underestimated [31]. For solids, it provides a reasonable description
of wide-gap insulators, although the band gap is overestimated [32], and is
known to have several important problems in describing metals, mainly due
to the fact that electronic screening effects are not well represented [33,34].
6kˆxφj |φi〉 refers to the j-th term of the sum in Eq. 2.66.
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2.5 Density-functional theory
2.5.1 The two theorems
Density-functional theory provides an alternative approach to solving the many-
electron Schro¨dinger equation of Eq. 2.44. The central idea of DFT is to
make use of an exact reformulation of the problem that features the three-
dimensional electronic charge density as the fundamental variable instead of
the 3N -dimensional many-electron wavefunction, thus greatly reducing its
complexity. This reformulation is based on two theorems by Hohenberg and
Kohn [2]:
Theorem 1 For a system of N interacting electrons in an external potential
vext (r), this potential is uniquely determined (up to an additive constant) by
the electronic ground-state density n0 (r).
Theorem 2 It is possible to define an energy functional E [n] of the electron
density for a given vext (r) which is minimised and equal to the ground-state
energy when n (r) = n0 (r).
The first theorem can be proved by contradiction, by considering two ex-
ternal potentials vext (r) and vext
′
(r) (and corresponding Hamiltonians Hˆ and
Hˆ ′) which differ by more than an additive constant and lead to non-degenerate
ground states |ψ0〉 and |ψ′0〉 with ground-state energies E0 and E ′0. By the vari-
ational principle7,
E0 = 〈ψ0| Hˆ |ψ0〉 < 〈ψ′0| Hˆ |ψ′0〉 . (2.72)
We also note that
〈ψ′0| Hˆ |ψ′0〉 = 〈ψ′0| Hˆ ′ |ψ′0〉 − 〈ψ′0| Hˆ ′ − Hˆ |ψ′0〉 . (2.73)
Since we can divide the Hamiltonian as Hˆ = Fˆ + Vˆ , where Fˆ is the sum of the
kinetic energy operator and the electron-electron Coulomb interaction and Vˆ
7|ψ0〉 and |ψ′0〉 must be different, since otherwise we would find that
(
vˆext − vˆext′
)
|ψ0〉 =
(E0 − E′0) |ψ0〉, and, hence, that the two potentials differ only by an additive constant,
contrary to our initial assumption.
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is the external potential, we obtain:
E0 < E
′
0 − 〈ψ′0| Vˆ ′ − Vˆ |ψ′0〉 = E ′0 −
∫
n′0 (r)
{
vext
′
(r)− vext (r)
}
dr; (2.74)
similarly,
E ′0 < E0 − 〈ψ0| Vˆ − Vˆ ′ |ψ0〉 = E0 −
∫
n0 (r)
{
vext (r)− vext′ (r)
}
dr. (2.75)
If we add these two inequalities together and assume that n′0 (r) = n0 (r), we
arrive at the obviously contradictory statement
E0 + E
′
0 < E0 + E
′
0; (2.76)
thus, there is a one-to-one mapping between the external potential and the
ground-state density of the system.
In order to prove the second theorem, we note that n0 (r) determines both
the number of electrons N and the external potential vext (r) of the Schro¨dinger
equation of which it is a solution, and thereby all other ground-state proper-
ties of the system. Furthermore, there is also a one-to-one mapping between
n0 (r) and |ψ0〉. Therefore, it is possible to define the following energy func-
tional of the density, valid only for densities that are themselves ground-state
solutions of the Schro¨dinger equation for a given external potential (known as
v-representable):
E [n] = F [n] + V [n] . (2.77)
This must be the case, since
F [n] = 〈ψ| Fˆ |ψ〉 (2.78)
depends solely on N and |ψ〉 (the ground-state wavefunction associated with
the v-representable density n (r)), and
V [n] = 〈ψ| Vˆ |ψ〉 =
∫
n (r) vext (r) dr (2.79)
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depends solely on n (r) and vext (r). We can now see that the expectation value
of the Hamiltonian for a wavefunction |ψ〉 is equal to the energy functional for
the corresponding density n (r), and so the variational principle ensures that,
out of the set of all v-representable densities, the one mapped to the particular
vext (r) of interest (i.e., the ground-state density of the Schro¨dinger equation
with that external potential) must minimise the functional and give the correct
ground-state energy.
Unfortunately, this proof is not general enough to justify a practical vari-
ational scheme to find the correct ground-state energy by minimising the
functional with respect to trial densities, as it is known that not all well-
behaved densities are v-representable (in fact, various counter-examples have
been found [35–38]). However, the constrained search approach of Levy [35,39]
and Lieb [36] extends the proof to include any N -representable density, i.e.,
one that can be derived from a valid N -electron wavefunction, as well as
applying also for systems with degenerate ground states. The constraint of
N -representability is very weak, since it is known to be satisfied by any non-
negative differentiable function n (r) for which
∫
n (r) dr = N [40]. The vari-
ational approach, therefore, can indeed be justified, and is considered in the
next section.
2.5.2 The Kohn-Sham formalism
In order to minimise the Hohenberg-Kohn energy functional, and so find the
ground-state density and energy, it is necessary to know the form of F [n]
(which is a universal functional, since it is the same for all N -electron systems).
Although approximations to F [n] based on the density have been proposed
(including the precursor to DFT, Thomas-Fermi theory [41,42], and its exten-
sion by Dirac [43]), a more successful approach is that of Kohn and Sham [3]
(KS). Their method is based on the realisation that the system of interacting
electrons can be replaced by an auxiliary system of non-interacting fermions
in a modified effective potential which, when solved using a Schro¨dinger-like
equation, gives the same ground-state density.
This can be shown by considering the variational problem for the Hohenberg-
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Kohn functional and applying the normalisation constraint on the density via
a Lagrange multiplier:
δ
{
F [n] +
∫
n (r) vext (r) dr− µ
[∫
n (r) dr−N
]}
= 0; (2.80)
this gives us the Euler-Lagrange equation
δF [n]
δn (r)
+ vext (r) = µ. (2.81)
Following the Kohn-Sham formalism, we divide F [n] into three terms:
F [n] = T non−int [n] +
1
2
∫
n (r) vH (r) dr+ Exc [n] ; (2.82)
the first term is the kinetic energy of a system of non-interacting fermions
with the same density as that of the interacting electrons, the second term is
the classical electrostatic energy (written in terms of the Hartree potential),
and the third term, known as the exchange-correlation energy, accounts for
the ‘remaining’ energy (i.e., the difference between the interacting and non-
interacting kinetic energies, and the non-classical parts of the electron-electron
interaction energy). Eq. 2.81 now becomes
δT non−int [n]
δn (r)
+ vKS (r) = µ; (2.83)
the last term is the Kohn-Sham potential:
vKS (r) = vext (r) + vH (r) + vxc (r) , (2.84)
where
vxc (r) =
δExc [n]
δn (r)
. (2.85)
Eq. 2.83 is equivalent to the Euler-Lagrange equation for a system of non-
interacting fermions (for which F [n] = T non−int [n]) in an external potential
vKS (r). To find the true interacting ground-state density, therefore, we sim-
ply need to solve the corresponding non-interacting problem, as discussed in
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Sec. 2.1.2. This leads to the Kohn-Sham eigenvalue equation
HˆKS |φ〉 = εKS |φ〉 , (2.86)
where the Kohn-Sham Hamiltonian is given by
HˆKS = tˆ+ vˆext + vˆH + vˆxc. (2.87)
The ground-state density is obtained by summing the single-particle densities
of the lowest N/2 orbitals, counting each orbital twice to account for spin
degeneracy, as in the Hartree and Hartree-Fock methods. The total energy of
the non-interacting system is, therefore,
EKS0 = 2
N/2∑
i=1
εKSi , (2.88)
and that of the interacting system is
E0 = E
KS
0 −
1
2
∫
n (r) vH (r) dr−
∫
n (r) vxc (r) dr+ Exc [n] . (2.89)
The second term in this expression is the double-counting correction for the
Hartree potential, and the last two terms make up the over-counting correction
for the exchange-correlation potential.
2.5.3 Exchange and correlation
The Kohn-Sham formalism partitions the complicated many-body effects into
a single unknown term, the exchange-correlation functional Exc [n], thereby
separating them from the simple known quantities associated with the auxiliary
system of non-interacting fermions. The success of KS-DFT is based on the fact
that the effect of this unknown functional can be approximated very accurately
with simple models, especially for the case of bulk solids, even though the true
functional itself is non-analytic and clearly hugely complex in its details.
The approximate exchange-correlation functional originally proposed by
Kohn and Sham is the local density approximation (LDA); this is still one
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of the most used today due to its simplicity and effectiveness. The LDA
assumes that the contribution to the exchange-correlation energy from each
point in space is equal to what it would be for a homogeneous electron gas
with the same density throughout the whole system as is found at that point;
therefore, the functional is local since it only depends on the density at each
point independently of the rest of the system. The energy functional is defined
as
Exc [n] =
∫
n (r) εxc,hom (n (r)) dr, (2.90)
where εxc,hom (n (r)) is the exchange-correlation energy per electron in a homo-
geneous electron gas of density n (r); the corresponding exchange-correlation
potential is
vxc (r) =
δExc [n]
δn (r)
= εxc,hom (n (r)) + n (r)
dεxc,hom (n)
dn
∣∣∣∣
n=n(r)
. (2.91)
εxc,hom (n (r)) has been calculated analytically by in the high density limit by
Gell-Mann and Brueckner [44], and numerically by Ceperley and Alder [45]
using a stochastic quantum Monte Carlo method [46]; a parametrisation of
this data by Perdew and Zunger [47] is usually used for DFT calculations.
It is also possible to consider the more general case of a spin-polarised
system; this is done by separating the total density into the individual contri-
butions from the two spin states, n↑ (r) and n↓ (r), and defining the exchange-
correlation energy as a functional of both quantities8. In practice, it is usually
more convenient to use the total electronic density
n (r) = n↑ (r) + n↓ (r) (2.92)
and the spin polarisation (or magnetisation) density
ζ (r) = n↑ (r)− n↓ (r) . (2.93)
8The most general case is that of non-collinear magnetism, in which the spin axis is
allowed to vary in space; this requires the full 2×2 spinorial representation of the spin density
matrix nαβ (r), where α, β =↑ / ↓. The collinear magnetism approximation, therefore,
neglects the two off-diagonal terms of the matrix.
The extension of the LDA to spin-polarised systems is known as the local
spin density approximation [48] (LSDA), for which εxc,hom (n (r)) in Eq. 2.90
is replaced by εxc,hom (n (r) , ζ (r)). We note that if n↑ (r) = n↓ (r), non-spin-
polarised LDA is recovered.
It has been shown that the L(S)DA correctly reproduces certain known
analytical properties of the exact exchange-correlation functional; this may
partly account for its accuracy even in very inhomogeneous systems [49]. More
advanced functionals based on the generalised gradient approximation [50,51]
(GGA), which depend on both the local density and density gradient, only
show improvement on the L(S)DA when they are constructed to similarly
enforce some of the physical properties of the exact functional [23, 34].
DFT with the L(S)DA has been shown to give accurate results in a va-
riety of systems, most notably solids with strong covalent, ionic or metallic
bonding; in fact, unlike Hartree-Fock theory, it describes both metals and in-
sulators to a similar level of accuracy. Bond lengths are typically reproduced
to within 1%, although they are usually underestimated; elastic constants and
vibrational frequencies are less precise, and are also usually underestimated,
while binding energies are usually overestimated [23,49,52]. Despite their suc-
cesses, however, local and semi-local functionals completely fail to reproduce
certain features that are crucial in correctly describing some systems, such as
long-ranged dispersion interactions and strong on-site Hubbard-like correla-
tions; these features can be partly corrected for by using more sophisticated
DFT-based approaches [53, 54].

Chapter 3
Computational methods for
DFT
In the previous chapter we described how the fully quantum-mechanical many-
body problem for realistic materials (encapsulated in the Hamiltonian given in
Eq. 2.38) can be greatly simplified by taking the following steps: (i) separat-
ing the electronic and nuclear degrees of freedom, and treating the nuclei as
classical particles in a fixed configuration, (ii) reformulating (in principle ex-
actly) the quantum-mechanical electronic problem in terms of the total density
instead of the many-body wavefunction using DFT, and finally (iii) approxi-
mating the unknown DFT exchange-correlation functional with a simple local
or semi-local functional. Taking these steps results in having to solve a single-
particle Schro¨dinger equation with the effective Hamiltonian given in Eq. 2.87,
which depends on the external potential from the fixed classical nuclei and the
total electronic charge density; as noted previously for Hartree theory, the fact
that the Hamiltonian is density-dependent means that the eigenvalue equation
needs to be solved self-consistently.
In this chapter we outline some important methods used to find computa-
tional solutions to the Kohn-Sham equation in practical calculations; unfortu-
nately, these will necessarily add either further physical approximations to the
description of the system, as in the case of pseudopotentials, or numerical ap-
proximations to the calculations, as for the use of finite basis sets and discrete
59
60 CHAPTER 3. COMPUTATIONAL METHODS FOR DFT
reciprocal-space sampling in periodic systems.
3.1 The pseudopotential approximation
One of the main problems encountered when solving the Schro¨dinger equation
numerically for a nuclear potential is that this potential, of the form −1
r
, is not
small, and so it is not possible to treat it as a perturbation on the free electron
problem, as is done in the nearly-free electron model1 [55]. This is reflected in
the atomic orbitals, which decay exponentially as r →∞ and oscillate rapidly
close to the nucleus in order to maintain orthogonality with each other.
The fundamental idea behind the pseudopotential approximation is to
‘freeze’ the tightly bound core electrons of each atom and replace them with an
effective (or pseudo) potential which attenuates the strong Coulomb potential
close to the nucleus. This is justified by the fact that the contribution of the
core electrons to the total energy, although large, is only very weakly affected
by the atom’s chemical environment, and so does not play a significant role
in its bonding properties; similarly, it is not unreasonable to assume that the
core wavefunctions are unaffected when isolated atoms are brought together.
The main advantage of removing the core electrons is to relax the orthog-
onality constraint they pose on the wavefunctions of the remaining valence
electrons; in fact, these are no longer required to be orthogonal to the core
states (although they must still maintain orthogonality with each other), and
so can reduce the number of nodes in their radial parts, with the lowest va-
lence state for each angular momentum channel being nodeless. Therefore,
the smooth pseudopotential results in the true valence wavefunctions being re-
placed by pseudised wavefunctions, which vary smoothly in the core region and
only match the true ones outside the core radius rc (see Fig. 3.1). The advan-
tage of dealing with a smooth function is obviously a computational one, since
this function will be less demanding to approximate accurately with either a
truncated basis expansion or a real-space grid representation.
1It might seem strange, therefore, that the nearly-free electron model gives a reasonable
description of many elemental metallic solids; pseudopotential theory, however, provides an
indication as to why this is the case.
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Figure 3.1: An example of the relationship between true and pseudised (ps)
wavefunctions (φ) and potentials (v). The pseudised functions are smoother
than their true counterparts for r < rc, and match them exactly for r ≥ rc.
The wavefunction shown is the 2s orbital of carbon; the pseudopotential was
calculated with the opium code [56] (version 3.3).
Modern pseudopotential methods are based on the approach taken by
Philips and Kleinman [57] (inspired, in turn, by the earlier orthogonalised
plane-wave method of Herring [58]), in which a valence state |φv〉 is expressed
in terms of a smooth pseudised wavefunction |φpsv 〉 and a linear combination of
core wavefunctions:
|φpsv 〉 = |φv〉+
∑
c
αc,v |φc〉 , (3.1)
where c labels the core states and αc,v = 〈φc|φpsv 〉 6= 0 (thus ensuring that the
true valence wavefunction is orthogonal to all the core wavefunctions). The
pseudised valence wavefunction can be shown to satisfy a Schro¨dinger equation
with a suitably pseudised Hamiltonian:
Hˆps |φpsv 〉 = εv |φpsv 〉 , (3.2)
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where
Hˆps = Hˆ +
∑
c
(εv − εc) |φc〉 〈φc|
= Tˆ + Vˆ +
∑
c
(εv − εc) |φc〉 〈φc|
= Tˆ + Vˆ ps.
(3.3)
In other words, we can substitute the true potential Vˆ with the pseudopotential
Vˆ ps to obtain the same valence eigenvalue εv as before, but now with the
smooth wavefunction |φpsv 〉 as the corresponding eigenvector.
The pseudopotential obtained in Eq. 3.3 is non-local and energy-dependent
(on εv), since it acts differently depending on the valence wavefunction’s angu-
lar momentum. The most general form of this type of l-dependent pseudopo-
tential is, therefore,
Vˆ ps =
∑
l
vˆpsl Pˆl, (3.4)
where 〈r|vˆpsl 〉 = vpsl (r) is a radial function, and we have defined the angular
momentum projection operator Pˆl, such that
〈r| Pˆl |φ〉 =
l∑
m=−l
∫
Yl,m (θ, ϕ)Y
∗
l,m (θ
′, ϕ′) δ (r − r′)φ (r′) dr′, (3.5)
where Yl,m (θ, ϕ) are spherical harmonics. This is known as a semi-local pseu-
dopotential, since the potential vpsl (r) for each angular momentum channel is
itself a local operator. It is generally convenient to separate semi-local pseu-
dopotentials into a completely local part vps,loc (r) and a semi-local part using
the difference ∆vpsl (r) between the local part and the original radial potential
for each channel:
Vˆ ps = vˆps,loc +
∑
l
∆vˆpsl Pˆl. (3.6)
The definition of vps,loc (r) is arbitrary; however, it is obviously most useful
to define this as containing the long-ranged part of the bare −1
r
potential
(which does not differ between angular momentum channels), therefore making
∆vpsl (r) short-ranged and localised to the core region of the atom.
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Unfortunately, the pseudopotential definition of Eq. 3.6 is non-separable
and, hence, computationally expensive. This can be seen by considering the
semi-local part of the matrix element V psij between two basis functions φi and
φj; both for the case of a plane-wave basis or an atomic-like basis (in which
the radial part is multiplied by a spherical harmonic), this results in integrals
of the form ∫
r2R∗i (r)∆v
ps
l (r)Rj (r) dr, (3.7)
where Ri (r) is either a spherical Bessel function when working in a plane-wave
basis, or the radial part of the orbital when working in an atomic-like basis. In
both cases, this means that the number of integrals that have to be performed
scales as the square of the number of basis functions. In order to achieve
linear-scaling cost with basis set size, therefore, a different pseudopotential
form, proposed by Kleinman and Bylander [59], is often used instead. The
general form is
Vˆ ps,KB = vˆps,loc +
∑
l
l∑
m=−l
∆vˆpsl
∣∣φatl,m〉 〈φatl,m∣∣∆vˆpsl〈
φatl,m
∣∣∆vˆpsl ∣∣φatl,m〉 , (3.8)
where
φatl,m (r) = R
at
l (r)Yl,m (θ, ϕ) (3.9)
are eigenfunctions of the pseudised Hamiltonian for the isolated atom. The
Kleinman-Bylander pseudopotential acts on these reference eigenfunctions in
an equivalent manner to the original semi-local pseudopotential, but is now
separable, since it divides into two independent integrals for each of the basis
functions.
Numerous schemes for generating pseudopotentials are available; most em-
ploy the constraint of norm-conservation first introduced by Hamann, Schlu¨ter
and Chiang [60], by which the pseudised wavefunction is required to maintain
the same amount of charge within the core radius as the true wavefunction.
Such ‘norm-conserving’ pseudopotentials can achieve a good degree of trans-
ferability between different chemical environments, provided that the energy
range of the valence eigenvalues does not vary too drastically from the reference
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energy (εv in Eq. 3.3) used in their construction.
More recently, a scheme of ‘ultrasoft’ pseudopotentials has been introduced
by Vanderbilt [61], which relaxes the normalisation constraint while maintain-
ing a good transferability. In this case, the missing valence charge density in
the core region is represented by an auxiliary function, and the simple eigen-
value problem is substituted by a generalised problem; the result is that larger
values of rc can be safely employed, and sharp peaks of the pseudised wavefunc-
tions in the core region can be avoided. Hence, the pseudised wavefunctions
can generally be constructed so as to be smoother than in a norm-conserving
scheme.
3.2 Plane waves and periodic systems
When numerically solving the Kohn-Sham eigenvalue equation given in Eq. 2.86
we can either use a real-space method such as finite difference [62, 63] to de-
scribe the single-particle orbitals and the total electronic density, or employ a
basis set representation; the choice of basis set is crucial in determining the
payoff between accuracy and speed for particular systems. A popular approach
is to use localised atomic or atomic-like orbitals (such as Gaussians [64]) to
capture most of the components of the solution with a small number of ba-
sis functions; however, it is often problematic to systematically improve the
completeness of the basis and converge the results.
Alternatively, plane waves can be used as a basis; this approach is com-
monly used for performing calculations on crystalline solids, since the periodic-
ity of the basis functions can be easily exploited, and their delocalised nature is
not a drawback. Furthermore, the basis can be systematically converged, and
many of the quantities required in a DFT calculation can be easily obtained by
working in reciprocal space and using fast Fourier transforms [4,23,34] (FFTs).
The periodic boundary conditions imposed by the use of a plane-wave basis
are naturally compatible with the case of an infinite periodic system, to which
Bloch’s theorem can be applied2. Bloch’s theorem states that, given a one-
2A proof of the theorem can be found in, e.g., Ashcroft and Mermin [55].
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electron Schro¨dinger equation of the form
Hφm (r) =
[
−1
2
∇2r + v (r)
]
φm (r) = εmφm (r) , (3.10)
where the potential v (r) is periodic such that
v (r) = v (r+T) (3.11)
for any Bravais lattice vector T, the wavefunction may be written as
φm,k (r) = e
ik·rum,k (r) , (3.12)
where k is any real wavevector and um,k (r) is a function with the same peri-
odicity as the potential:
um,k (r) = um,k (r+T) . (3.13)
From this definition it follows that solutions differing by a reciprocal lattice
vector G are equivalent; in fact, considering a wavevector k′ = k + G, we
obtain:
φm,k′ (r) = e
ik·reiG·rum,k′ (r)
= eik·run,k (r) = φn,k (r) ,
(3.14)
where a band index n has now substituted the eigenvalue index m used pre-
viously3. The importance of this result lies in the fact that for an infinite
periodic system we need only consider a finite number of occupied wavefunc-
tions at each wavevector k, also known as a k-point, inside the first Brillouin
zone (the reciprocal-space unit cell defined by the reciprocal lattice vectors).
In order to show how we can exploit Bloch’s theorem in a plane-wave
basis, we first consider a 1D finite system with periodic boundary conditions,
as shown in Fig. 3.2. The system consists of N repeating segments of an
3The wavevector k is the good quantum number associated with the translation operator
TˆT (that acts on a function by shifting it by any Bravais lattice vector T), that can be
shown to commute with the Hamiltonian.
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Figure 3.2: Schematic illustration of the use of a plane-wave basis in a finite
1D system. The external potential v (x) of length L is shown in green; for
each system size N the allowed plane waves with wavenumbers in the interval
(0, 2π/L] are shown in red. The wavenumbers are also plotted in reciprocal
space, showing how the k-point density increases as N → ∞ (note that k =
G = 2π/L has been shifted to k = 0).
arbitrary external potential v (x) of length L; the total length of the system is
therefore NL. In this case, we need only use a discrete basis of plane waves
with wavenumbers {2πn/ (NL) , n ∈ Z}. The Hamiltonian matrix elements
are given by4
Hnn′ =
∫ NL
0
e−i
2pin
NL
x
[
−1
2
d2
dx2
+ v (x)
]
ei
2pin′
NL
x dx. (3.15)
The kinetic energy component becomes
Tnn′ =
1
2
(
2πn′
NL
)2 ∫ NL
0
ei
2pi
NL
(n′−n)x dx, (3.16)
which is only non-zero when n′ = n (i.e., the diagonal matrix elements). In-
4The normalisation of the basis functions has been neglected.
3.2. PLANE WAVES AND PERIODIC SYSTEMS 67
stead, the potential energy component becomes
Vnn′ =
∫ NL
0
v (x) ei
2pi
NL
(n′−n)x dx
=
∫ NL
0
[ ∞∑
m=−∞
vme
i 2pim
L
x
]
ei
2pi
NL
(n′−n)x dx
=
∞∑
m=−∞
vm
∫ NL
0
ei
2pi
NL
(mN+n′−n)x dx,
(3.17)
where vm are the Fourier coefficients of v (x). Therefore, Vnn′ will be non-zero
if
mN + n′ − n = 0 (3.18)
for at least one value of m. For N = 1 this will always be true, and so none of
the Hamiltonian matrix elements are zero. However, for N = 2 it is no longer
the case; in fact, since mN is even, Vnn′ is zero when (n
′ − n) is odd. This
means that there is a decoupling of odd and even values of n, corresponding
to two independent sets of wavenumbers:
k(1) =
{
2πl
L
, l ∈ Z
}
, (3.19)
and
k(2) =
{π
L
(2l + 1) , l ∈ Z
}
. (3.20)
Therefore, the Hamiltonian becomes a block diagonal matrix, which can be
separated into two smaller matrices, leading to two independent sets of eigen-
states. It can easily be seen that for the general case there are N independent
sets of wavenumbers, defined as
k(a) =
{
2π
L
[
l +
(a− 1)
N
]
, l ∈ Z
}
, (3.21)
for a = 1, 2, . . . , N ; the sets are therefore evenly spaced within each Bril-
louin zone. Therefore, if we consider the limiting case of infinite N we ob-
68 CHAPTER 3. COMPUTATIONAL METHODS FOR DFT
tain a continuum of independent k-points in the interval [0, 2π/L); we can
find the eigenvalues at each k-point by diagonalising the submatrix contain-
ing the elements of the Hamiltonian between plane waves with wavenumbers
{(2πl/L) + k, l ∈ Z}, thus resulting in eigenfunctions of the form given by
Eq. 3.12, in agreement with Bloch’s theorem. Similarly, for the 3D infinite
system the potential energy component of the Hamiltonian matrix element is
Vkk′ =
∑
G
vG
∫
ei(G+k
′−k)·r dr; (3.22)
analogously to the 1D case, only wavevectors differing exactly by a reciprocal
lattice vectorG will produce non-zero elements, making them part of the same
set. k-points inside the first Brillouin zone, therefore, are all independent of
each other.
When performing plane-wave DFT calculations for periodic systems, there
are two necessary numerical approximations that must be introduced. Firstly,
the number of basis functions used to construct the Hamiltonian matrix must
be made finite by neglecting all plane waves with wavevectors larger than a
specified cut-off value; this is done in terms of a kinetic energy cut-off Ecut,
such that only plane waves for which
1
2
|k+G|2 < Ecut (3.23)
are included in the calculation. Since higher-wavevector plane waves oscillate
more rapidly, this cut-off effectively sets the resolution at which wavefunc-
tions are described. As mentioned previously, the results obtained using the
plane-wave basis can be systematically converged, and this is done simply by
increasing the value of Ecut. Furthermore, the total energy of the system de-
creases monotonically as the kinetic energy cut-off of the basis is increased;
this is guaranteed by the variational principle, since increasing Ecut will in-
crease the variational freedom of the trial wavefunction without disallowing
any solution obtainable with a lower value.
The second numerical approximation to be employed is that the continu-
ous volume of independent k-points within the first Brillouin zone in reciprocal
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space must be sampled discretely; any integral over its volume, as in the calcu-
lation of the total energy, is therefore replaced by a summation (this implies a
certain interpolation between k-points). In practice, we rely on the smoothness
of quantities of interest (such as the Kohn-Sham eigenvalues) as a function of
k to obtain reasonable results even with a fairly coarse k-point sampling. One
of the most common sampling techniques is that proposed by Monkhorst and
Pack [65] (MP); this consists of a regular grid of N1×N2×N3 points (in 3D),
uniquely defined in terms of the reciprocal lattice vectors {Gi}:
kn1,n2,n3 =
3∑
i=1
2ni −Ni − 1
2Ni
Gi, (3.24)
where ni = 1, 2, . . . , Ni. MP grids also allow for a systematic convergence of
quantities of interest, by increasing the values {Ni} to obtain a progressively
finer representation of the Brillouin zone; this convergence, however, does not
have to be monotonic. We note that the definition in Eq. 3.24 ensures that
the grid is always centred around the high-symmetry point5 k = 0 (Γ), which
will itself only be included if all values of Ni are odd; in fact, MP grids do not
usually include high-symmetry k-points, as these generally present extremum
values of k-dependent quantities that can lead to a slow convergence of Bril-
louin zone summations.
Bloch’s theorem, which allows us to restrict the independent eigenvalue
solutions for periodic systems to a finite portion of reciprocal space, is a con-
sequence of the translational symmetries of the Hamiltonian that follow from
Eq. 3.11; additional symmetries of the Hamiltonian can be used to further
reduce the volume of reciprocal space that needs to be considered (and, hence,
the number of independent k-points that need to be sampled); in fact, for
all crystals the Brillouin zone can be reduced to at least half the size due to
the relationship between k and −k. This can be shown by considering the
time-reversal symmetry of the original time-dependent Schro¨dinger equation,
5The symmetry of a k-point k is determined by the subset of space group symmetries
of the lattice for which the operation of the transformation matrix R results in the same
k-point (or a translation by a reciprocal lattice vector G): Rk = k +G. See Appendix B
for further discussion.
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from which it follows that the Hamiltonian can always be chosen to be real6;
therefore, the complex conjugate of any eigenfunction φm (r) is itself an eigen-
function with the same eigenvalue, since
(Hφm (r))
∗ = (εmφm (r))
∗ (3.25)
becomes
Hφ∗m (r) = εmφ
∗
m (r) . (3.26)
For the case of a periodic system, we obtain:
φ∗n,k (r) = e
−ik·ru∗n,k (r)
= ei(−k)·run,−k (r) = φn,−k (r) ;
(3.27)
therefore, the eigenvalue solutions at the two k-points k and −k are equiva-
lent7. Additional space-group symmetries satisfied by the external potential
(and, hence, the Hamiltonian) will further reduce the number of independent
k-points in a similar fashion. The minimum portion of the Brillouin zone that
contains all of the necessary information to describe it in its entirety is known
as the irreducible wedge [23,34].
3.3 Localised orbitals
As mentioned at the start of the previous section, it is possible to employ a
basis set of localised functions to represent the Kohn-Sham eigenstates. In
many ways, this approach of describing electronic structure is diametrically
opposed to the plane-wave one, as it provides a physically intuitive, real-space
view of the system that can be easily understood in terms of individual bonds
and local chemistry, instead of the delocalised, reciprocal-space view offered
by plane waves. Because of this, empirical models using localised functions
6This time-reversal symmetry is no longer valid in the presence of magnetic fields.
7Furthermore, the relationship between the Bloch functions at these k-points is
un,−k (r) = u
∗
n,k (r), from which it follows that all Bloch functions at k = 0 can always
be chosen to be real. This is also the case for certain other k-points, for which −k differs
from k by a reciprocal lattice vector.
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can often provide a useful and accurate description of the main features of the
electronic structure of a particular system even with a very small number of
basis functions. This approach is also naturally well-suited to the study of
molecules and clusters, in which it is desirable to concentrate most of the com-
putational effort in describing the region of high electronic density, as opposed
to the vacuum region; this is not possible in a plane-wave representation, as
all of space is treated with an equal resolution. However, we emphasise that
there can be no fundamental disagreement between the two representations,
and, hence, that both methods must yield the same results when taken to con-
vergence. In fact, the theory of Wannier functions can be viewed as a formal
connection between the two, as discussed in Sec. 3.3.2.
3.3.1 The tight-binding approach
Although localised functions can be used to construct ‘floating’ basis sets [66]
(i.e., ones in which the basis functions are fixed to definite points in space,
independently of the positioning of the nuclei), it is generally most convenient
to consider atom-centred basis sets, in which the basis functions take the form
of atomic or atomic-like orbitals (AOs) which are tied to a particular nucleus.
This idea forms the basis of the local combination of atomic orbitals (LCAO)
theory, widely used for qualitative discussion of the properties of extended
wavefunctions, also commonly referred to in this case as molecular orbitals
(MOs).
The use of a localised, atom-centred basis set for electronic structure cal-
culations is given the name of tight-binding [67], as this model is naturally
better suited for cases in which the electrons are tightly bound to each atom.
Tight-binding calculations range from fully self-consistent ab initio methods
to empirical methods in which the orbitals are not explicitly specified, and the
Hamiltonian matrix elements are fitted to reproduce results from experimental
studies or other theoretical calculations.
We can consider a general tight-binding basis set for a periodically repeat-
ing system as being composed of localised orbitals of the form 〈r|ξn,α,T〉 =
ξn,α (r− (Rα +T)), where this function is the n-th orbital associated with
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atom α, centred at the nuclear coordinate Rα in the unit cell defined by the
Bravais lattice translation vector T. By combining n and α into a single in-
dex m labelling all M orbitals belonging to a particular unit cell, this can be
simplified to 〈r|ξm,T〉 = ξm (r− (Rm +T)).
Due to the periodicity of the system, all eigenfunctions of the Hamiltonian
must satisfy the Bloch condition (equivalent to that given by Eq. 3.12)
φk (r+T) = e
ik·Tφk (r) , (3.28)
leading to the general form of the solution in the tight-binding basis
φk (r) =
M∑
m=1
∑
T
ame
ik·Tξm (r− (Rm +T)) . (3.29)
This can be easily shown to satisfy Eq. 3.28 for an arbitrary translation T′ by
making use of the property of the basis functions
〈r+T′|ξm,T〉 = 〈r|ξm,T−T′〉 . (3.30)
In order to find the eigenfunction for a particular Hamiltonian, therefore, we
need to calculate the set of M coefficients {am}. Substituting Eq. 3.29 into
the eigenvalue problem Hˆ |φk〉 = εk |φk〉, we obtain:
M∑
m=1
∑
T
ame
ik·THˆ |ξm,T〉 = εk
M∑
m=1
∑
T
ame
ik·T |ξm,T〉 . (3.31)
If we now project onto the function 〈ξm′,T′ | e−ik·T′ , this becomes:
M∑
m=1
∑
T
ame
ik·(T−T′)H(m′,T′)(m,T) = εk
M∑
m=1
∑
T
ame
ik·(T−T′)S(m′,T′)(m,T), (3.32)
where
H(m′,T′)(m,T) = 〈ξm′,T′ | Hˆ |ξm,T〉 (3.33)
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and
S(m′,T′)(m,T) = 〈ξm′,T′ |ξm,T〉 (3.34)
are the customary Hamiltonian and overlap matrix elements for the basis,
respectively. We can now see that Eq. 3.32 is equivalent for all translations
T′, since
eik·(T−T
′′) 〈ξm′,T′′ | Hˆ |ξm,T〉 = eik·(T−T′′) 〈ξm′,T′ | Hˆ |ξm,T+T′−T′′〉 , (3.35)
and similarly for the right-hand side of the equation (i.e., we have simply
shifted the origin of the sum over T, which has no effect for an infinite system).
Therefore, we need only consider T′ = 0, leaving a set of M linear equations
to be solved. These can be represented as a generalised eigenvalue problem of
the form
HTBa = εkS
TBa, (3.36)
where a is the vector of coefficients {am}, and we have defined a modified
M ×M Hamiltonian matrix HTB and overlap matrix STB, such that
HTBm′m =
∑
T
eik·TH(m′,0)(m,T) (3.37)
and
STBm′m =
∑
T
eik·TS(m′,0)(m,T). (3.38)
The advantage of working in a localised basis is now apparent, since the
sum over lattice translations for each element of HTB and STB can be dras-
tically truncated; it is clear, in fact, that the magnitude of the Hamiltonian
matrix element H(m′,0)(m,T) will decay with the distance between the centres
of the two orbitals |Rm +T−Rm′ |, with a similar form to the spatial decay
of the orbitals themselves away from their centre. The truncation is usually
done so as to only consider neighbouring unit cells. More generally, matrix
elements between orbitals belonging to atoms whose separation is greater than
a specified cut-off distance are discarded.
Tight-binding matrix elements can be classified according to the number of
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atomic sites, or centres, that are involved in the integral. The overlap matrix
elements and the kinetic energy term in the Hamiltonian matrix elements
involve up to two centres, depending on whether the two orbitals m′ and
m belong to the same site or different sites; however, potential energy terms
in the Hamiltonian also require three-centre integrals, in which the potential
(approximated as a sum of atom-centred contributions) belongs to a different
site from the two orbitals. Due to their computational cost, three-centre terms
are usually neglected. Slater and Koster [68] showed how the calculation of
the remaining two-centre terms can be greatly simplified by considering the
symmetry of the orbitals, leading to a complete description of the matrix
elements in terms of a small number of independent parameters.
3.3.2 Maximally-localised Wannier functions
Wannier functions [69–71] are a set of orthonormal localised basis functions
used in periodic systems, defined in such a way as to span the same space
as the delocalised eigenstates belonging to either a single band or a group of
bands. The eigenstates, as shown in Sec. 3.2, are Bloch orbitals; however,
there is an additional arbitrary phase θn (k) at each band n and k-point k
that is periodic in reciprocal space and does not affect any physical quantities,
and therefore is not fixed by the Schro¨dinger equation (this is an example of
a gauge transformation):
φn,k (r)→ eiθn(k)φn,k (r) . (3.39)
The Wannier functions of a system are effectively the Fourier transforms
of its Bloch orbitals, defined as
〈r|wn,T〉 = wn (r−T) = V
(2π)3
∫
eiθn(k)−ik·Tφn,k (r) dk
=
V
(2π)3
∫
eiθn(k)−ik·(T−r)un,k (r) dk,
(3.40)
where the integral is carried out over the entire Brillouin zone; due to the
undefined phase shift, this representation is non-unique. The Wannier func-
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Figure 3.3: Three Wannier functions in neighbouring unit cells for the lowest
band of the 1D free electron model, as described in the text.
tions are labelled by the band number n and the unit cell to which they are
associated, defined by the translation vector T, and functions in different cells
transform into each other by a translation T − T′; in other words, they can
be considered to be a tight-binding basis as defined in the previous section.
Furthermore, they can be shown to form an orthonormal set, and, hence,
S(m′,T′)(m,T) = δ(m′,T′)(m,T) and S
TB = I.
Fig. 3.3 shows the simplest example of a single-band Wannier basis, for
the lowest band of the 1D free electron model in a unit cell of length L. The
normalised Bloch orbitals are given by
φk (x) =
1√
L
eikx, (3.41)
and the Wannier functions obtained from the 1D equivalent of Eq. 3.40 (setting
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θ (k) = 0) are, therefore,
〈x|wm〉 = w (x− Lm) = L
2π
√
L
∫ pi/L
−pi/L
eik(x−Lm) dk
=
√
L
π
(−1)m sin
pix
L
(x− Lm) .
(3.42)
As can be seen from this expression, the Wannier function belonging to each
unit cell for this system is given by a sinc function centred at x = Lm; when
moving away from the unit cell they belong to, the functions decay with an
oscillating tail, in order to satisfy the orthogonality requirements.
The definition of the Wannier basis given by Eq. 3.40 can be generalised
to include linear combinations of Bloch orbitals from different bands; if we
consider a group of N bands, we now obtain:
〈r|wn,T〉 = wn (r−T) = V
(2π)3
∫ N∑
m=1
U (k)mne
ik·(T−r)um,k (r) dk, (3.43)
where U
(k)
mn is an N ×N unitary matrix that defines both the mixing between
bands and the arbitrary phase factor at each k-point. A popular method of
determining an ‘optimal’ U
(k)
mn matrix, and, hence, of reducing the arbitrari-
ness of the Wannier basis, is that of maximally-localised Wannier functions
(MLWFs), first proposed in the formulation outlined below by Marzari and
Vanderbilt [72]. Their approach consists in varying U
(k)
mn so as to minimise the
sum of the second central moments (or quadratic spreads) of all the Wannier
functions, defined as
Ω =
N∑
n=1
〈
(r− 〈r〉n)2
〉
n
=
N∑
n=1
{〈
r2
〉
n
− 2 〈r · 〈r〉n〉n + |〈r〉n|2
}
=
N∑
n=1
{〈
r2
〉
n
− |〈r〉n|2
}
,
(3.44)
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where 〈oˆ〉n = 〈wn,0| oˆ |wn,0〉. By adding and subtracting the off-diagonal com-
ponents of |〈r〉n|2 (i.e., those between two different Wannier functions |wn,0〉
and |wm 6=n,T 6=0〉), Ω can be decomposed into the contributions
Ω = ΩI + Ω˜, (3.45)
where
ΩI =
N∑
n=1
{
〈wn,0| r2 |wn,0〉 −
N∑
m=1
∑
T
|〈wm,T| r |wn,0〉|2
}
(3.46)
and
Ω˜ =
N∑
n=1
N∑
m 6=n
∑
T 6=0
|〈wm,T| r |wn,0〉|2 . (3.47)
It can be shown that both of these quantities are positive, and that ΩI is
gauge-invariant [72] and related to the electronic localisation length of the
system [73]. The MLWFs, therefore, can be calculated by minimising Ω˜.
The ‘wannierisation’ procedure that follows from this definition of localisa-
tion is straightforward when considering a set of N isolated bands (i.e., ones
that are completely separated by a finite gap from all other bands); however,
difficulties arise in selecting N eigenstates at each k-point when the bands of
interest are not isolated, but are instead entangled with other bands in certain
portions of the Brillouin zone (as might be the case in metallic systems). For
such cases, Souza et al. [74] have suggested a ‘disentanglement’ technique that
extracts an optimally-connected subspace of eigenstates from the complete
eigenspectrum. We note that the MLWFs describing the occupied manifold
for an insulating system that satisfies time-reversal symmetry (or, more gen-
erally, any set of smooth bands in a system with such symmetry) have been
shown to be both real (provided there is a unique minimum in the functional
Ω [U ]) and exponentially localised8 [75].
MLWFs can be viewed as the equivalent for periodic systems of Boys or-
bitals [76], that are used in a similar fashion for isolated molecules to construct
8The Wannier functions shown in Fig. 3.3 decay as x−1, and so are not exponentially
localised; this is inevitable, since the free electron model does not feature isolated bands,
and the lowest band is discontinuous in its first derivative at k = piL (2m+ 1).
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a localised representation of the space spanned by the extended eigenstates.
The localised view of the electronic structure in real space given by MLWFs
in periodic systems and Boys orbitals in molecular systems can provide an
insightful picture of the chemical bonding, and can in fact be employed to
distinguish the number and type of bonds present; such analysis has been
used in the study of crystalline [74,77] and disordered systems [78,79], as well
as defect centres [80]. Furthermore, MLWFs have also been used as an op-
timal tight-binding basis for k-space interpolation [81, 82], and for the study
of the dielectric properties of materials within the modern theory of polari-
sation [83–85] (due to the formal connection in the latter case with MLWF
theory).
3.3.3 The density matrix formalism and linear-scaling
DFT
Conventional methods for solving the Kohn-Sham equation suffer from an
unfavourable scaling: the computational cost increases asymptotically as the
cube of the number of atoms in the system. This is because for N atoms, N
eigenstates must be found, and each eigenstate extends over a volume generally
proportional to N ; this means that the amount of information in the system
scales as N2. However, the constraint that the eigenstates must be mutually
orthogonal increases the computational cost by a further factor of N , thereby
resulting in N3 scaling. This fact severely limits the number of atoms that can
routinely be treated in a DFT calculation, typically to a few hundred.
However, it has been noted that the amount of useful information contained
in the Kohn-Sham eigenstates scales as N rather than N2; this is related to the
concept of quantum mechanical ‘nearsightedness’ [86] or electronic localisation,
by which the observable properties of a region of space depend only weakly
on other distant regions. When using the Kohn-Sham eigenstates this is not
readily apparent, due to their delocalised nature. However, the problem can
be recast in terms of the single-particle density matrix [87]
ρ (r, r′) =
∑
i
fiφi (r)φ
∗
i (r
′) , (3.48)
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where {φi (r)} are the Kohn-Sham eigenstates and {fi} their occupancies,
which at zero temperature are restricted to 0 or 1. The corresponding op-
erator, therefore, is defined such that
ρˆ |ξ〉 =
∑
i
fi |φi〉 〈φi|ξ〉 . (3.49)
The density matrix decays exponentially for insulators9 [89, 90] and metals at
finite electronic temperature [91], and therefore can be truncated to eliminate
all the information that is not significant when calculating the observable prop-
erties of the system; this is the basis of several linear-scaling DFT methods
(for a recent review, see Ref. [92]). We will focus on the approach used in the
onetep code [93], which is closely related to the conventional cubic-scaling
plane-wave basis set method.
Using the density matrix, the electronic charge density of the system can
be calculated (assuming spin degeneracy) as
n (r) = 2ρ (r, r) , (3.50)
and the total energy of the non-interacting system as
EKS0 = 2Tr (ρH) , (3.51)
where the Hamiltonian and the density matrix are represented in an arbitrary
complete orthonormal basis. The energy of the corresponding interacting sys-
tem E0 is given by Eq. 2.89 as before; the solution to the Kohn-Sham equation
is obtained by minimising E0 directly with respect to the density matrix, sub-
ject to the constraints of normalisation to N particles and idempotency:
ρˆ2 = ρˆ. (3.52)
The idempotency requirement is valid at zero temperature, when all eigenstates
are either fully occupied or fully unoccupied.
9In fact, the localisation properties of the density matrix are connected to those of the
Wannier functions for the occupied manifold [88].
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In order to exploit the exponential decay of the density matrix we define
it in terms of a basis of localised functions {ξα (r)}, called non-orthogonal
generalised Wannier functions (NGWFs), and write it in the separable form
ρ (r, r′) =
∑
αβ
ξα (r)K
αβξ∗β (r
′) , (3.53)
where we have defined the matrix Kαβ, known as the density kernel [87]. In
fact, Kαβ can be shown to be simply the density matrix in the set of duals of
the NGWFs10 {ξα (r)}, defined such that
〈ξβ|ξα〉 = δαβ ; (3.54)
when working in a non-orthogonal basis, Eq. 3.51 becomes
EKS0 = 2Tr (KH) . (3.55)
The density kernel can be truncated by defining a cut-off radius rcut and setting
the matrix elements to zero when |rα − rβ| > rcut, where rα and rβ denote the
centres of the localised NGWF orbitals. The energy minimisation for a given
set of NGWFs is achieved by optimising the density kernel while enforcing the
constraints on the density matrix; this is done through two different methods
[94, 95]. We note that, in practice, it is not necessary to calculate the duals
explicitly.
As discussed previously, it is difficult to improve the completeness of a lo-
calised basis set. In order to improve the accuracy of the calculation, therefore,
it is generally necessary to significantly expand the size of the basis set, which
is computationally very expensive; furthermore, it is usually not possible to do
so in a systematic manner. onetep overcomes this problem by using a min-
imal number of NGWFs and optimising them in situ during the calculation
with a conjugate gradients [4] (CG) minimisation scheme. This results in the
NGWFs of each atom reflecting their molecular environment (an example of
10For an orthogonal basis the duals are equivalent to the original basis functions, and so
the density kernel is equivalent to the density matrix.
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(a) Before optimisation (b) After optimisation
Figure 3.4: Contour-surface plot showing the optimisation of an NGWF orbital
during a onetep calculation. This example shows a p orbital centred on one of
the carbon atoms of an ethene molecule; the optimisation distorts the orbital
in response to the other atoms in the system.
this is shown in Fig. 3.4), and the NGWF basis set accurately spanning the
occupied manifold. Consequently, the calculation of properties such as binding
energies does not suffer from the well-known problem of basis set superposition
error (BSSE) for finite atom-centred basis sets [96] (which is due to the fact
that basis sets in systems with a different number or configuration of atoms do
not span the same space), thus eliminating the need for correction techniques
such as the commonly used counterpoise correction method [97,98].
To achieve this optimisation, the NGWFs are expanded in terms of an
underlying orthogonal basis of periodic sinc (psinc) functions [99]; these are
localised functions that are related to plane-waves by discrete Fourier trans-
form11. onetep uses a regular grid of points in real space with a psinc function
centred at each point. The relationship between psincs and plane-waves allows
for both an efficient calculation of the quantities of interest (using FFTs),
and the possibility of systematically converging the accuracy of the NGWFs
by varying a single parameter, the spacing between psinc functions; this con-
vergence is variational with respect to the total energy, and is approximately
equivalent to varying the kinetic energy cut-off employed in the plane-wave
11The periodicity of the psinc functions is a consequence of the discrete sampling of plane
waves in reciprocal space; in fact, they can be obtained for a 1D system by discretising the
integral in Eq. 3.42.
method [99, 100], since higher plane-wave energies are needed to describe a
more closely spaced psinc grid.
onetep has been shown to scale linearly with the number of atoms in the
system, and approximately as N−1p when parallelising the calculation over Np
cores [93,95,101,102]; this has allowed calculations of up to tens of thousands
of atoms on fewer than 100 cores [102]. The code has been used to study a
wide range of systems, from crystalline solids and nanostructures to biological
molecules [101].
We have implemented the calculation of phonon frequencies in onetep
using a finite displacement method; our module is fully parallelised and in-
tegrated with the rest of the code, and allows for the automatic calculation
of thermodynamic quantities (the free energy, entropy, internal energy, and
specific heat as a function of temperature). A full description of our imple-
mentation is given in Appendix A; we also present our results for a 1000-atom
supercell of bulk silicon, showing the phonon dispersion curves and specific
heat calculated with onetep to be in good agreement with experimental mea-
surements. Finally, we discuss the possibility of using the information from
finite displacement calculations in large supercells with onetep to build model
dynamical matrices for calculating the phonon frequencies of extremely large
systems that cannot be simulated directly.
Chapter 4
Point defects in crystalline
materials
4.1 Classification of defects
The defining feature of a crystalline solid is its symmetry: by assuming an
infinite crystal of perfectly repeating units we can use this symmetry to simplify
our mathematical analysis of its properties, as shown in Sec. 3.2. It is obvious
that this assumption cannot be entirely true, since a real crystal has a finite
macroscopic size. Of more importance, however, are the naturally occurring
imperfections within the crystal on the atomic and mesoscopic scales. These
are referred to as crystalline defects; the importance of their effects in real
systems has long been recognised, and a discussion on the subject is a standard
feature of most textbooks on solid state physics [55, 103,104].
Crystalline defects can be classified according to their dimension as point
defects (0D), line defects (1D), plane defects (2D), or bulk defects (3D). Point
defects are not extended in space in any dimension, and so are considered to
involve a local irregularity in the crystal lattice, generally involving only a few
atomic sites. The basic types of point defects are:
• vacancies, given by the absence of an ion on a site that is occupied in
the perfect crystal;
• interstitials, given by the presence of an ion on a site that is unoccupied
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in the perfect crystal;
• substitutionals, given by the replacement of an ion in the lattice with
one of a different species.
Furthermore, we can distinguish between native (or intrinsic) defects, that only
involve atoms of the pure crystal, and impurity-related (or extrinsic) defects,
that introduce foreign atoms into the lattice. Point defects can also combine
into a complex, such as an interstitial defect with a nearby vacancy. However,
the formation of a large cluster of defects with a regular structure should be
considered a bulk defect (e.g., a collection of vacancies in neighbouring lattice
sites produces a void).
The standard notation for describing point defects is that of Kro¨ger and
Vink [105]; in this system, defects are defined as MCS , where M is the symbol
of the defect species, S is the lattice site occupied by the defect, and C is
the charge state of the defect centre. M can be an atomic symbol or v for a
vacancy. Similarly, S can be an atomic symbol (for a vacancy or substitutional
defect) or i for an interstitial defect. C can be a cross (×) for a neutral defect
or a number of dots (·) or dashes (′) to indicate the amount of net positive or
negative charge at the defect site (in units of e), respectively. For example,
v··Si refers to a doubly positive vacancy in silicon, while Au
×
Si refers to a neutral
gold substitutional defect in silicon. An equally valid notation for C, which
shall be used henceforth, is to write the charge state numerically (v2+Si and Au
0
Si
for the two previous examples).
Defect complexes can also be treated with this notation, by enclosing the
individual defects in brackets and denoting the overall charge of the complex
outside the brackets; for example, a singly negative complex made from a
vacancy and a self-interstitial in silicon is written (vSi, Sii)
1−. Each individual
defect within the complex may additionally be labelled with its contribution
to the total charge, similarly to an ionic compound.
Finally, we note that point defects can be classified as stoichiometric or
non-stoichiometric, depending on whether they preserve the stoichiometry of
the perfect crystal. Stoichiometric defects must necessarily be native, and can
be subdivided into three categories:
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• Frenkel defects (also known as Frenkel pairs), given by a complex made
from a vacancy and an interstitial of the same species carrying opposite
charges, thus ensuring the overall charge neutrality of the system (e.g.,(
v1−Ag,Ag
1+
i
)0
in AgCl);
• Schottky defects, given by a complex made from multiple vacancies of
all the species present in the crystal (in their stoichiometric proportions)
with an overall neutral charge (e.g.,
(
v4−Ti , 2v
2+
O
)0
in TiO2);
• antisite complexes1, made from multiple substitutional defects resulting
from the exchange of positions of different species in the crystal lattice
(e.g.,
(
As3−Ga,Ga
3+
As
)0
in GaAs).
Frenkel defects can be thought of as being created by moving an ion from its
lattice site into an interstitial position, while for Schottky defects this happens
by moving a group of ions from their original lattice sites to new sites at the
surface of the crystal, thereby increasing its volume. The latter, therefore,
decrease the density of the crystal, while the former have little effect on it.
In the case of a monatomic crystal such as silicon, the situation is somewhat
simpler: Schottky defects can be considered to be single neutral vacancies, and
antisites do not exist; furthermore, neutral self-interstitials are not required to
form a Frenkel pair to maintain stoichiometry.
4.2 Defect concentration at equilibrium
All crystals at finite temperature contain a finite concentration of defects; in
fact, even extremely pure crystals with a negligible percentage of impurities
will feature some or all of the native defects presented in the previous section.
Any defect introduced into a crystalline lattice will increase its energy, and so
there is an activation energy associated with its formation. Therefore, we can
expect more defects to form at higher temperatures, and the corresponding
equilibrium defect concentration to be greater. Furthermore, once formed the
1A single antisite defect is, however, not stoichiometric.
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defect will have a characteristic diffusion speed, also dependent on tempera-
ture, allowing it to either migrate to the surface of the crystal or recombine
with its ‘complementary’ defect in order to reform the pristine lattice. A rapid
cooling of the crystal will result in the defect being frozen into position.
The temperature-dependent concentration of different types of defects can
be estimated by considering the crystal to be in thermodynamic equilibrium;
in this case, the state of the system is found by minimising the appropriate
thermodynamic potential. Most experiments are done at constant temperature
and pressure, and so this will be the Gibbs free energy,
G = U − TS + PV, (4.1)
where the symbols have their usual meaning. Taking into consideration only
the simplest defect, the single vacancy, and a monatomic lattice, we can think
of the crystal as being composed of a total of N0 lattice sites, of which N are
occupied and n are vacant. The total volume, therefore, can be approximated
as N0v0 = (N + n) v0, where v0 is the volume per ion in the pristine lattice.
If n is much smaller than N , it is reasonable to assume that the internal
energy depends only on the number of vacancies but not their arrangement,
since it will be unlikely for two defects to be found close together; this is known
as the dilute limit, since each defect is considered to be effectively isolated
in an otherwise perfect lattice. We note that n is nevertheless an extensive
thermodynamic variable, since the ratio n
N0
(the defect concentration) is finite.
The entropy is composed of two contributions, vibrational (Svib) and con-
figurational (Sconf). The configurational term is simply Sconf = kB lnW , where
kB is Boltzmann’s constant and W is the number of distinguishable configura-
tions of the system. For n = 0 (the perfect crystal), W = 1 and so Sconf = 0;
in general, W is equal to the number of ways of arranging the host ions and
vacancies in the N + n available lattice sites:
W =
(N + n)!
N !n!
. (4.2)
The total change in the free energy of the system when creating n defects
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is then
∆G = n∆u− nT∆svib − kBT ln (N + n)!
N !n!
+ nPv0, (4.3)
where ∆u is the difference in internal energy between a pristine system and one
with an isolated defect, and ∆svib is the corresponding difference in vibrational
entropy. The number of defects at thermodynamic equilibrium is
d∆G
dn
= 0; (4.4)
this gives
∆u− T∆svib − kBT d
dn
ln
(N + n)!
N !n!
+ Pv0 = 0. (4.5)
Using Stirling’s approximation (lnN ! ≃ N lnN −N for large N), we obtain:
∆u− T∆svib − kBT ln (N + n)
n
+ Pv0 ≃ 0, (4.6)
and, hence, the temperature-dependent equilibrium defect concentration c (T )
is given by
c (T ) =
n
N0
≃ e(−∆u+Pv0)/kBT e∆svib/kB . (4.7)
It should be noted that, similarly to the entropy, the internal energy can also
be divided into two contributions: ∆u = Ef + ∆u
vib, where Ef is known as
the defect formation energy (i.e., the difference in structural energy), while
∆uvib is the difference in vibrational energy. The contributions from both the
vibrational terms and Pv0 are usually small compared to that from Ef [55],
and so these terms are often neglected, leaving only
c (T ) ≃ e−Ef/kBT . (4.8)
The calculation of the formation energy for different defects shall be discussed
in detail in Sec. 4.4.1.
Due to the assumption of non-interacting defects, Eq. 4.8 can be trivially
generalised to consider any number of different types of defects in the same
crystal. Thus, if we consider each type of defect i to have ni occurrences, the
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corresponding equilibrium concentration is2
ci (T ) =
ni
N0
≃ Nie−Ef,i/kBT , (4.9)
where Ni is the number of inequivalent configurations in which the defect can
be incorporated on or around the same lattice site (since now Wi = Ni
(N+n)!
N !n!
).
For simple defects, such as vacancies or substitutionals in which no symmetry
breaking occurs, Ni = 1.
It is important to consider the validity of the assumption of thermodynamic
equilibrium, as the defects are created during the growth of the crystal, which
is clearly a non-equilibrium process. However, it is not necessary for all the
dynamical processes involved to be in equilibrium, but only for those relating
to the formation and migration of defects to be close to equilibrium; this will be
achieved if the mobility of defects is high enough to allow their concentration
to equilibrate [106].
Defect concentrations are typically very low, although, due to the expo-
nential relationship given by Eq. 4.8, can vary over many orders of magnitude.
Defect formation energies are on the order of a few electronvolts (the same as
the dissociation energy of a chemical bond), and typical growth temperatures
for semiconducting crystals range between 800–1100◦C; therefore, we can es-
timate a lower limit for the typical defect concentration in such crystals as
c ∼ e−1eV/(9×10−5eVK−1)(103K), giving a value on the order of 10−5 (ten defects
per million atoms of the crystal), thus justifying the assumption of working
in the dilute limit. We note that experimental studies of the self-interstitial
in silicon have estimated the defect formation enthalpy (Ef + ∆u
vib − Pv0
in our analysis) for this particular defect to be 3.8 eV, and the vibrational
entropy contribution ∆svib to be 9.9 kB, resulting in a concentration orders
of magnitude lower than our simple estimate [107]. Similar values have been
reported for the silicon vacancy, although the experimental evidence is less
clear [108, 109]. The large differences in concentration caused by small differ-
2We note that this analysis is valid only if there are no constraints between the number
of defects of each type; the presence of any constraint, most notably the overall charge
neutrality of the system, will reduce the concentration of the most abundant defect type
and raise that of the most abundant ‘complementary’ type in order to satisfy it.
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ences in formation energy generally lead to one type of defect being dominant
in a particular crystal; silicon is a notable exception, since vacancies and self-
interstitials both play an important role [109,110].
4.3 Doping in semiconductors
The behaviour of semiconducting materials doped with impurities has been the
subject of thorough and ongoing research since the discovery of the transistor in
the late 1940s [111]. This is because point defects strongly influence the electri-
cal conductivity of semiconductors by adding states in the forbidden band gap
region between the occupied valence band and unoccupied conduction band,
thus changing the number of charge carriers available (either electrons in the
conduction band or hole quasiparticles in the valence band). Therefore, it is
possible to accurately control the electrical properties of semiconducting ma-
terials such as silicon and germanium by adjusting the type and concentration
of impurities added to the pure (intrinsic) crystal to make a doped (extrinsic)
crystal.
The number of charge carriers is accurately described by the application
of Fermi-Dirac statistics to the single-particle energy levels of the crystal’s
band structure. In an intrinsic semiconductor, the number of electrons per
unit volume in the conduction band n and the that of holes in the valence
band p, must be equal; using this relationship, it is straightfoward to derive an
expression for the position of the electronic chemical potential µe in the band
gap:
µe = εv +
1
2
Eg +
3
4
kBT ln
m∗h
m∗e
, (4.10)
where εv is the valence band edge, Eg is the size of the band gap, and m
∗
h
and m∗e are the effective masses for the hole and conduction-band electron,
respectively (these depend on the density of states close to the band edges).
Since
m∗
h
m∗e
≃ 1, the last term in the expression is small, and so the chemical
potential remains very close to the centre of the band gap. Following from
this result, typical charge carrier concentrations at room temperature can be
estimated to be on the order of 1015 cm−3 (one free electron or hole per ten
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million atoms of the crystal). Similarly to the analysis of defect concentrations
in the previous section, the number of charge carriers increases exponentially
with temperature.
The problem with intrinsic semiconductors is the inherent symmetry be-
tween positive and negative charge carriers, since most practical applications
require an imbalance between the two3; this is achieved if a significant number
of impurities (or dopants) are present. Typically, dopants can be classified
either as electron donors or acceptors. Donors can become positively charged
by donating electrons to the system, resulting in n-type doping (since nega-
tive charge carriers are created). Conversely, acceptors can become negatively
charged by accepting electrons from the system, resulting in p-type doping
(since positive charge carriers are created). In the case of silicon, which is a
Group IV element, the most common n-type dopants are Group V elements
such as phosphorus and arsenic, while the most common p-type dopants are
Group III elements such as boron and aluminium.
The ionised dopant will act as either an attractive or repulsive centre with
a charge Q opposite to that of the charge carriers it has contributed to the
system. Therefore, it gives rise to an effective hydrogen-like potential of the
form
V (r) = − Q
ǫrr
, (4.11)
where ǫr is the relative dielectric constant of the material it is embedded within.
ǫr can be quite large for semiconductors (≈ 12 for silicon) due to their small
band gap and, therefore, the potential is substantially attenuated from that
of the impurity atom in free space. Furthermore, an electron responding to
this potential should be treated as a free quasiparticle with an effective mass
m∗e, rather than the free electron mass. The radius of its ground state orbit is,
therefore,
r0 =
ǫr
Qm∗e
, (4.12)
3The conductivity of the semiconductor, however, is not zero even when the negative and
positive charge carrier concentrations are equal, since electrons and holes have a different
mobility in the lattice.
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and the corresponding binding energy is
Eb =
Q2m∗e
2ǫ2r
. (4.13)
Using the above value of ǫr for silicon, Q = 1 and an effective mass of 0.2,
we see that the radius of this orbit is 60 a0 ≃ 32 A˚ (much larger than the
interatomic spacing, thereby justifying the use of the dielectric constant of
the medium and the quasiparticle effective mass), and the binding energy is
7 × 10−4 Ha ≃ 0.02 eV, which is indeed on the same order as experimentally
observed values. Therefore, Eb ≪ Eg in most semiconductors, and so the
effect of the impurity ion on the band structure is to add localised defect
levels within the band gap, close to one of the band edges. A donor impurity
will add an occupied state below the conduction band minimum, from which
electrons can be excited into the conduction band, creating negative charge
carriers. Instead, an acceptor impurity will add an empty state above the
valence band minimum into which electrons can be excited, leaving behind
positive charge carriers. In other words, although the defect levels themselves
are localised and, hence, not conducting4, the introduction of the dopant shifts
the position of the electronic chemical potential from its intrinsic position as
given by Eq. 4.10 so as to increase the concentration of one type of carrier (the
majority carrier), and decrease that of the other type (the minority carrier).
In practice, it is common for both donor and acceptor impurities to be present
in different concentrations; this general situation is illustrated in the schematic
density of states diagram in Fig. 4.1.
Not all impurity-related defects in semiconductors can be considered as
dopants; in fact, species with significantly different valence chemistry from
that of the host can provide a more severe disruption to the lattice (both in
terms of the electronic structure and the ionic configuration around the defect
site), resulting in a number of defect levels in the band gap positioned far
from the band edges, in certain cases even close to the middle of the gap.
4In fact, due to the small overlap between the wavefunctions of defect levels at different
impurity sites, there is the possibility of conduction even at zero temperature due entirely
to the tunnelling of electrons between defects. This phenomenon is known as impurity band
conduction.
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Figure 4.1: Density of states for a doped semiconductor, featuring a donor
level εd and an acceptor level εa close to the band edges. Eg is the band gap
and Eb the binding energy for the impurities, as estimated in Eq. 4.13. The
position of the middle of the band gap and the intrinsic electronic chemical
potential µinte are also shown. The energy differences Eb and εv +
1
2
Eg − µinte
have been exaggerated.
These are known as deep-level defects or traps; such defects interfere with
the useful doping processes in extrinsic semiconductors by trapping charge
carriers (since the ionisation energy for a deep level is generally ≫ kBT ),
and can consequently lead to a significant decrease in the conductivity of the
system [111, 112]. In general, transition metal impurities are a source of deep
levels in semiconducting materials, as well as lattice vacancies and interstitials.
4.4 Simulation of defect properties
The study of point defects in crystalline solids using first-principles electronic
structure simulations has received a considerable amount of attention in recent
years (for a review, see Ref. [106]). From the point of view of electronic struc-
ture, the introduction of a point defect destroys the translational symmetry of
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the lattice and the concept of a band structure, taking us back to the infinite
problem in real space and a Γ-point only calculation in reciprocal space.
Consequently, the two most common approaches are to embed the point
defect either in a finite cluster or a periodically repeating supercell of the host
material. Both methods have advantages and disadvantages. Cluster calcu-
lations avoid interactions between periodic images of the defect, which, as
shall be discussed in detail and demonstrated in our calculations, are the most
significant drawback of the supercell method. However, a similar problem is
introduced by the interaction between the defect and the surfaces of the clus-
ter; in general, the finite size of the system will produce quantum confinement
effects that are known to significantly affect its band structure and electronic
properties [113,114] (in fact, studies of doped nanocrystals have shown notice-
able deviations from bulk values, as well as completely novel effects [115,116]).
Furthermore, in order to study the eigenvalue levels originating from the defect
states it is necessary to eliminate defect-like surface states resulting from bro-
ken bonds, either by surface reconstruction or hydrogenation; this means that
a large number of atoms will be needed for the surface layers, which will add to
the computational expense while not contributing to the bulk-like environment
that we are trying to create for the defect.
The supercell method, instead, correctly describes the band structure of
the host crystal and its bulk properties independently of the supercell size. In-
deed, this approach is ideal when the electronic structure associated with the
defect is highly localised, since k-point sampling techniques can be employed
to accurately describe the extended bulk-like states (and, hence, various im-
portant properties of the crystal in relation to its response to point defects,
such as its permittivity), but will not affect the description of the defect levels
themselves, since a perfectly localised level will produce an energy band which
is flat throughout the entire Brillouin zone. Unfortunately, this is never the
case: the defect band will always feature some dispersion, caused by the inter-
action between defect centres. In practice, we are dealing exactly (within the
accuracy of the underlying electronic structure method) with an unrealistic
situation, that of a material with an extremely high concentration of defects,
typically 3–10 orders of magnitude larger than experimentally observed val-
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ues, distributed periodically instead of randomly. We encounter an additional
problem when simulating charged defect centres: there is no absolute reference
for the electrostatic potential in periodic structures, which is needed in this
case to calculate the electronic chemical potential (see Eq. 4.15); this is not
a problem for cluster calculations, since it possible to define an unambiguous
zero of potential.
We also note an alternative approach that is sometimes employed, that
of Green’s function scattering methods [117–121]. The Green’s function is
first calculated for the host material and then used to determine perturba-
tive changes caused by the defect centre; therefore, the band structure of the
pristine lattice is well described, and interactions with images of the defect are
avoided. However, the method is challenging to apply to large systems, and the
results are harder to interpret than for supercell calculations. The simplicity
and relative accuracy of the supercell method, combined with the ongoing de-
velopment and increasing popularity of many efficient plane-wave DFT codes
that use periodic boundary conditions, have therefore resulted in this method
becoming the most commonly used approach for defect calculations.
Another important consideration is the level of theory used to describe
the electronic structure of the system. As described in Chapters 1–3, this
can range from empirical tight-binding methods to post-Hartree-Fock (quan-
tum chemistry) methods. Empirical tight-binding calculations suffer from the
problem of parametrising the matrix elements for orbitals close to the defect
site, whose value may deviate substantially from bulk regions. An incorrect
parametrisation can lead to qualitatively wrong conclusions on the position
and nature of the defect levels, as demonstrated by tight-binding and DFT
studies of native defects in gallium nitride [122–124]. More advanced, first-
principles tight-binding methods, in which the matrix elements are calculated
explicitly, overcome the parametrisation problem, although the localised or-
bitals must be chosen carefully in order to provide a good description of the
defect environment; for the most accurate results, a self-consistent field (SCF)
procedure can be used [125].
As already discussed, plane-wave pseudopotential DFT has many desirable
properties: it is unbiased and systematically convergeable, and is known to
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perform well in solids while remaining reasonably computationally inexpen-
sive; however, the disruption of the uniform bulk electronic structure at the
defect site provides a challenging test of the transferability of the pseudopo-
tentials and accuracy of the exchange-correlation functional. Studies of point
defects have generally found local and semi-local functionals to be in good
qualitative agreement [126,127]; however, both types of functional suffer from
the ‘DFT band gap problem’ [128–130], whereby the fundamental energy gap
of insulators and semiconductors is severely underestimated (by about 50%)
by the Kohn-Sham band structure, which is clearly problematic for assessing
the position of defect levels in the gap. Many approaches have been proposed
to overcome this problem, ranging from simple post-processing corrections to
the use of more exotic functionals and the rigorous theoretical treatment of
excited states going beyond standard ground-state DFT (see Secs. 4.4.4 and
4.4.5 for further discussion on the subject).
The application of electronic structure methods going beyond the accuracy
of DFT is not yet common for defect systems, although some studies using the
diffusion Monte Carlo [46] (DMC) method have been presented, e.g., for the
silicon self-interstitial [110, 131], the vacancy in diamond [132], and Schottky
defects in magnesium oxide [133]. Although all of these studies report sub-
stantial differences between the DMC and LDA/GGA-DFT defect formation
energy at the same system size (∼0.5–1 eV), the DMC calculations are unfor-
tunately restricted to very small supercells (16–54 atoms) due to the increased
computational cost of the method. For such system sizes, spurious defect–
defect interaction effects are known to play a large role; therefore, the finite
system size error is estimated from DFT calculations on larger supercells, and
the value obtained is used to correct the QMC result (this is the case for all
the cited studies). Furthermore, it is currently difficult to obtain ionic forces
from QMC that allow for a structural optimisation of the system (although
progress is being made in this repect [134]); instead, DFT must be relied on to
provide an optimised structure as input for the QMC calculation, the accuracy
of which is of course not guaranteed.
In the rest of this section we will describe the theoretical framework used in
first-principles simulations to calculate the most important properties of point
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defects in solids. We note that the discussion in Secs. 4.4.1–4.4.3, regarding
the rigorous definition of defect formation energies, chemical potentials, and
transition levels, is equally valid for all electronic structure methods; however,
Secs. 4.4.4 and 4.4.5 will focus exclusively on an important theoretical issue in
DFT in relation to defect calculations, that of band gap underestimation.
4.4.1 Formation energies
The key quantity of interest for a point defect is its formation energy Ef , as
discussed in Sec. 4.2; however, it is not straightforward to define this rigor-
ously. The defect formation energy can be loosely thought of as the energy
required to ‘embed’ the defect in a perfect crystal, through a combination of
adding, removing and rearranging atoms. In this manner we can define Ef
(following Zhang and Northrup [135]) by considering the defect in a large vol-
ume of crystal that entirely contains the disruptions to the lattice. Ef is then
the energy difference between the volume containing the defect and the same
volume filled with bulk crystal, after accounting for the adding and removing
operations needed to create the defect; for an uncharged defect, therefore, we
obtain:
Ef = E
def − Ebulk −
∑
i
∆niµi, (4.14)
where i labels the atomic species, ∆ni is the difference in the number of atoms
between the defect and bulk configurations in the volume of crystal being
considered, and µi is the chemical potential of the species.
For example, in the case of a vacancy we need to subtract from the bulk
energy the contribution of the atom that is removed to create the unoccupied
site. For a monatomic crystal, the chemical potential of the species is well-
defined: it is simply equal to the energy per atom in the bulk crystal5. However,
noticeable complications arise when considering a single vacancy in a crystal
containing more than one species, since it is necessary to find a rigorous way
5This implies, in effect, that the missing atom is actually contributing to the creation of
more crystal; indeed, this is the tacit assumption that was made in Eq. 4.3 with the addition
of the term nPv0. Furthermore, it is important to note that we are also assuming that all
unit cells in the crystal are bulk-like in nature, since surface terms have not been considered.
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of partitioning the energy of the unit cell between its constituent species. In
fact, stoichiometric defects are the only class of defects for which the definition
of chemical potentials is trivial: this is because either ∆n = 0 for all species
(since the defect is created simply by moving ions within the supercell, as in
the case of Frenkel defects and antisite complexes), or all species have been
removed in their stoichiometric proportions, thereby allowing a well-defined
collective chemical potential (equal to the energy per unit cell) to replace the
individual ones of Eq. 4.14
In the case of a substitutional impurity defect we need to both subtract the
contribution of the bulk atom and add the contribution of the impurity atom
that is introduced in its place. To do so we need to assign a chemical potential
to the impurity species α. We can imagine a reservoir for this species from
which we extract the atom; µα is then the energy per atom of the species in
its lowest-energy bulk crystal structure. However, this approach contains no
information of the formation conditions of the system; some knowledge of the
process by which the defect is formed can generally be used to obtain a better
estimate of µα. The issue of defining chemical potentials is discussed in more
detail in Sec. 4.4.2.
If the defect is charged the situation is more complicated, since Ef also
depends on the bulk electronic chemical potential µe. In this case, Eq. 4.14
becomes
Eqf = E
def,q − Ebulk −
∑
i
∆niµi + qµe, (4.15)
where q is the charge of the system. µe is, by definition, the Fermi level;
however, for an insulator or semiconductor this is at an undefined position
within the band gap (which will depend on the other defects in the crystal,
as discussed in Sec. 4.3, and any external potentials applied to the system).
The formation energy is therefore a function of the position of µe between the
valence band maximum (VBM) and the conduction band minimum (CBM).
Consequently, it is convenient to define the chemical potential in terms of its
relative position to the VBM εv:
µe = εv +∆µe (4.16)
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As shall be discussed in Sec. 5.4, a correction term is usually applied to Eq. 4.16
to align the energy levels of the defect supercell with those of the bulk supercell.
4.4.2 Chemical potentials
As noted in the previous section, it is not straightforward to define the chem-
ical potentials to use in Eq. 4.14 for a multi-component system; in fact, it is
not possible to do so uniquely, as they depend on the experimental growth
conditions. However, it is possible to place firm upper and lower bounds on
their values independently of these conditions.
Since the chemical potential for a species represents the energy needed to
remove or add one of its atoms during the formation of a defect, in order to
define it we need to answer the following two questions: (i) what reservoir is the
atom being removed to or taken from, and (ii) how much of the total energy
of that reservoir can be attributed to this species alone. When considering
one of the atomic species that constitute the host material, it is reasonable
to assume that the reservoir of atoms is the material itself. Therefore, the
chemical potential of a monatomic crystal is exactly equal to the energy per
atom of the crystal. However, if more than one species is present, all that can
be calculated is the energy per unit cell; this needs to be divided between the
species. We can define a range within which the chemical potential of each
species must lie; as for the case of charged defects, therefore, all formation
energies should strictly be considered to be functions of the atomic chemical
potentials as well as the electronic one. For example, in the case of gallium
nitride [106], we have:
µGaN = µGa + µN; (4.17)
we can place upper limits on µGa and µN by noting that for GaN to form,
neither of these chemical potentials can be higher that the energy per atom of
its species’ elemental configuration. This means that
µGa ≤ µbulkGa (4.18)
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and
µN ≤ µN2N , (4.19)
where µbulkGa is the energy per atom of bulk Ga and µ
N2
N that of an N2 gas
molecule. By combining these two inequalities with Eq. 4.17, we can also
place lower limits on the chemical potentials:
µGa ≥ µGaN − µN2N (4.20)
and
µN ≥ µGaN − µbulkGa . (4.21)
These upper and lower bounds correspond experimentally to extreme Ga-rich
or N-rich growth conditions. Therefore, it might sometimes be appropriate
to simply set one of the two chemical potentials to its upper bound, depend-
ing on the experimental setup that is being considered; otherwise, the defect
formation energy can be plotted as Ef (ξ) for 0 ≤ ξ ≤ 1 andµGa (ξ) = µbulkGa + ξ
(
µGaN − µN2N − µbulkGa
)
µN (ξ) = µGaN − µbulkGa + ξ
(
µN2N − µGaN + µbulkGa
) . (4.22)
We should also note that these expressions are temperature and pressure de-
pendent; while this might only have a negligible effect for bulk solids, it will
certainly have a strong effect on gases such as N2.
The ‘richness’ of one or the other component is described by the degree
of non-stoichiometry of the compound (e.g., GaxN1−x in the example above,
where x is close to the exact stoichiometric ratio xs =
1
2
). For a given small
deviation of x from xs =
m
m+n
in a general ordered AmBn binary alloy with non-
stoichiometric composition AxB1−x, Hagen and Finnis [136, 137] have shown
that it is possible to derive from thermodynamic considerations analytical for-
mulae that can be solved to find the chemical potentials of the two species
and the point defect concentrations (as discussed in Sec. 4.2) of the two native
vacancies and antisites as a function of x and temperature6. The derivation
6Interstitials are not taken into consideration in this analysis.
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depends on identifying the defect type that accommodates the deviation from
stoichiometry for A-rich or B-rich conditions (and, hence, the only defect type
that persists at zero temperature); this is known as the constitutional defect.
For A-rich (B-rich) conditions, the constitutional defect can be either vB (vA)
or AB (BA); this can be determined by comparing the sum of formation ener-
gies of several defects forming (non-interacting) stoichiometric complexes, that
can therefore be calculated unambiguously by atomistic simulation [137].
For impurities it is not as simple to define the reservoir; this depends on
the physical provenance of the impurity atoms in the system of interest. A
hard upper bound is given as before by the energy per atom of the species’
elemental bulk phase. This upper bound can usually be reduced by considering
the energy of other compounds that might form between the impurity and
host species (e.g., the possible formation of Si3N4 when incorporating silicon
into gallium nitride [138]). However, the most direct way of estimating the
chemical potential is simply to consider the experimental setup on a case-by-
case basis, and therefore determine the nature of the reservoir of impurity
atoms; the energy per atom can then be calculated for this particular phase of
the element.
4.4.3 Transition levels
The calculation of the positioning of the levels introduced by point defects in
the band gap is fundamental for comparison with experimental results, as these
are usually what is used to identify the defect. However, the experimentally
measured levels do not correspond to the one-electron eigenvalues given by the
Kohn-Sham band structure.
Following the careful description of Baraff et al. [139], we define the stable
charge state transition level (also referred to as the thermodynamic transition
level or occupancy level) E (m/n) to be the value of the Fermi level with
respect to the perfect crystal valence band edge at which there is a crossing of
the defect formation energies of the two charge states m and n, leading to a
change in the most stable state fromm to n as the Fermi level is raised. We can
calculate the stable charge state transition levels by equating the expression
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in Eq. 4.15 for two different charge states and solving to find the value of ∆µe
at which their defect formation energy is equal. In general, this is given by
E (m/n) =
Enf (∆µe = 0)− Emf (∆µe = 0)
m− n
=
Edef,n − Edef,m − (m− n) εv
m− n ;
(4.23)
therefore, E (m/n) is simply the energy difference between the two states of
a system composed of a point defect and an electron reservoir, where the
defect exchanges (m− n) electrons with the reservoir during the transition7.
In the case of a shallow defect level, the E (1+/0) transition for a donor or
the E (0/1−) transition for an acceptor is usually called the thermal ionisation
energy or the donor/acceptor ionisation energy.
The stable charge state transition levels can be represented graphically by
plotting the defect formation energy of each charge state as a function of the
electronic chemical potential. Each charge state will produce a linear function
with a slope equal to its charge. The transition levels are given by the various
crossings present; the overall stable state is the one with the lowest formation
energy at a given Fermi level position. In general the stable state will change
across the band gap, as shown in Fig. 4.2.
In the above definition, is it implied that the ionic configuration around the
defect centre is allowed to relax independently for the initial and final state
of the transition; in fact, the equilibrium configuration will change, some-
times substantially, between charge states. Therefore, these levels correspond
to those measured in quasi-equilibrium experiments such as deep-level tran-
sient spectroscopy [141] (DLTS) and temperature-dependent measurements of
resistivity and Hall data8.
Optical transition levels can also be defined using Eq. 4.23, although the
energy of the final state Edef,n is calculated using the relaxed configuration of
7The energy difference is divided by the number of electrons exchanged, to give the cost
per electron of the transition.
8More precisely, the experimentally measured quantity is the activation energy of the
transition; this might be greater than the stable charge state transition level due to the
presence of an energy barrier between states.
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Figure 4.2: An example of how the stable charge state for a given defect changes
depending on the position of the Fermi level in the band gap. Ef is the defect
formation energy and ∆µe is the electronic chemical potential (i.e. the Fermi
level) relative to the VBM. The size of the band gap is 3.2 eV. The thick black
line indicates the stable charge state (SCS), and the circles mark the transition
levels between different stable states. The data was taken from plane-wave
DFT calculations on the Ni defect in wurtzite GaN by Limpijumnong and Van
de Walle [140].
the initial state; this is valid for experiments in which the system cannot relax
during the transition process, such as photoluminescence (PL). Therefore, the
optical absorption energy Eopt (q/q + n) due to the excitation of an electron
from the defect level into the CBM (n = +1), or the optical emission due to
the inverse recombination process (n = −1), is given by
Eopt (q/q + n) =Eq+nf (∆µe = Eg)− Eqf (∆µe = Eg)
=Edef,q+n − Edef,q + n (εv + Eg) ,
(4.24)
where both formation energies are calculated using the equilibrium structure
for charge q. Analogously, the absorption energy Eopt (q/q − n) due to the
excitation of an electron from the VBM into the defect level (n = +1), or the
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corresponding optical emission (n = −1), is given by
Eopt (q/q − n) =Eq−nf (∆µe = 0)− Eqf (∆µe = 0)
=Edef,q−n − Edef,q − nεv.
(4.25)
Hence, the optical absorption energy is greater than the stable charge state
transition level for the same transition by an amount Erel, equal to the differ-
ence in energy for the final charge state in the ionic configuration of the initial
state and its fully relaxed configuration; this is known as the Franck-Condon
shift [142–144].
4.4.4 The band gap problem in DFT
The calculation of defect formation energies using Eq. 4.15 and stable charge
state transition levels using Eq. 4.23 is subject to a number of diverse finite
size errors; these arise from the use of the supercell approach, and are therefore
present regardless of the level of theory employed in the electronic structure
calculations. We discuss such finite size effects in Chapters 5 and 6.
However, the use of DFT presents an additional problem for the calculation
of defect formation energies, and, hence, transition levels; this is the well-
known band gap problem for insulators and semiconductors, i.e., the fact that
the single-particle gap EKSg , given by the energy difference between the Kohn-
Sham eigenvalues at the valence and conduction band edges, is observed to be
much smaller than the experimentally measured (fundamental) gap. However,
it is not possible in general to interpret the Kohn-Sham single-particle energies
in a physically meaningful way; specifically, they cannot be equated with the
quasiparticle excitation energies that define the fundamental band gap EQPg .
Indeed, it is known that the single-particle band gap underestimation is an
inherent feature of DFT [128–130], and is not a spurious effect caused by the
commonly-used approximations to the exchange-correlation functional; in fact,
the ‘true’ Kohn-Sham band structure resulting from the exact functional also
features such an underestimation. This is due to the existence of a derivative
discontinuity in the exact exchange-correlation potential when an electron is
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added to the extended system, defined as
∆xc = vxc,N+1 (r)− vxc,N (r) , (4.26)
where vxc,M (r) is the exact exchange-correlation potential for an M -electron
system, and the difference ∆xc is independent of r. The effect of the discontinu-
ity is to apply a rigid shift to the single-particle band structure upon addition
of an electron; the fundamental gap is, therefore,
EQPg =ε
KS,N+1
N+1 − εKS,NN
=εKS,NN+1 +∆
xc − εKS,NN = EKSg +∆xc,
(4.27)
where εKS,Mi is the i-th Kohn-Sham eigenvalue of the M -electron system. Ap-
proximate analytic functionals such as the LDA or GGA do not include the
effect of the derivative discontinuity; however, calculations have shown the dis-
continuity to be a substantial component of the quasiparticle band gap [145].
For example, ∆xc = 0.58 eV in silicon [146], accounting for approximately half
of the experimental gap of 1.16 eV; the exact Kohn-Sham single-particle gap,
therefore, is EKSg = 1.16 − 0.58 = 0.58 eV, which is in reasonable agreement
with that calculated with the LDA (0.52 eV).
The fundamental gap can also be defined as the difference between the
ionisation potential I and the electron affinity A:
EQPg = I − A =
(
EN−10 − EN0
)− (EN0 − EN+10 ) , (4.28)
where EM0 is the ground-state energy of the M -electron system. The con-
nection between Eqs. 4.27 and 4.28 is given by Janak’s theorem [147], which
states that the variation of the DFT total energy with respect to an orbital
occupation fi is equal to the Kohn-Sham eigenvalue of the orbital:
∂E0
∂fi
= εKSi . (4.29)
For the true exchange-correlation functional, it has been shown that the total
energy in the grand canonical ensemble (allowing for a non-integer number of
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electrons) is a linear piecewise function, connecting the value of the energy at
integer electron numbers with straight lines [148, 149]. It follows, therefore,
that
∂EM0
∂M
∣∣∣∣
N−δ
= εKS,NN = −I (4.30)
and
∂EM0
∂M
∣∣∣∣
N+δ
= εKS,N+1N+1 = −A (4.31)
(where N ± δ is the total number of electrons slightly above and below N ,
respectively), and, hence, that the two definitions of the fundamental gap are
consistent.
It is important to note that Eqs. 4.30 and 4.31 are not valid for finite system
sizes when using approximate functionals, since they no longer obey the correct
piecewise behaviour. Instead, functionals that are explicitly dependent on the
density, such as the LDA and GGA, exhibit a convex behaviour as a function
ofM between integer electron numbers, and so the magnitude of the derivative
∂EM
0
∂M
∣∣∣
N−δ
(and, consequently, that of the Kohn-Sham eigenvalue εKS,NN , since
Janak’s theorem is still valid) underestimates the energy difference EN−10 −
EN0 . Similarly, the magnitude of the derivative
∂EM
0
∂M
∣∣∣
N+δ
(equal, in the case
of convex functionals, to the Kohn-Sham eigenvalue εKS,NN+1 [150]) overestimates
the energy difference EN0 − EN+10 . Therefore,
I − A = εKS,NN+1 − εKS,NN +∆convex = EKSg +∆convex, (4.32)
where ∆convex > 0 is the correction due to the functional’s convex behaviour
for fractional charges [151, 152]. This suggests that I − A should give a more
accurate value of the fundamental gap than the difference between the high-
est occupied eigenvalue and lowest unoccupied eigenvalue in the N -electron
system, which has indeed been shown to be the case for atoms and small
molecules [127,153].
Furthermore, Eqs. 4.28 and 4.32 suggest that, since the fundamental gap
can be calculated as a difference of total energies, and is not equal to the
single-particle gap, it might be possible to calculate it accurately for the case
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of semiconductors even with a local or semi-local treatment of the exchange-
correlation functional; unfortunately, this is not the case. In fact, it has been
argued that ∆convex = 0 for all functionals in the limit of infinite system
size [128, 129]; it follows that for local and semi-local functionals the energy
difference I − A must converge to the single-particle gap EKSg as the system
size is increased (since ∆xc = 0), as confirmed by calculations on various semi-
conductors in LDA [154] and GGA [127]. This phenomenon can be viewed
as a consequence of the poor description of the added electron or hole, which
is incorrectly delocalised over the entire system by local and semi-local func-
tionals due to their convex behaviour (caused, from a physical point of view,
by the self-interaction error present in such functionals) [127,151,152]; this, in
turn, spuriously lowers the total energies EN−10 and E
N+1
0 with respect to E
N
0 ,
thereby affecting both I and A.
4.4.5 Band gap correction schemes
The band gap problem, as discussed in the previous section, is a fundamental
limitation of LDA/GGA-DFT. It is clear that the calculation of point defects
in different charge states will be equally problematic, since the formation en-
ergies and transition levels will be affected by the charge delocalisation error.
This realisation has led to many proposals for correction methods (for reviews,
see Refs. [127, 155]), that can be broadly divided into two categories: post-
LDA/GGA methods, and ex post facto corrections to the LDA/GGA results.
In the former category, the aim is to use a different level of theory for
the calculation itself, in order to obtain a single-particle band structure that
reproduces the fundamental gap and correctly places the defect levels within it;
examples include the use of non-local (hybrid) exchange-correlation functionals
[131,156–163], adapted pseudopotentials [164,165], the DFT+U method [127,
166–168], and the GW method [162,169,170]. In particular, numerous studies
have made use of hybrid functionals, that aim to reduce the self-interaction
error made by local and semi-local descriptions of exchange and correlation,
and, hence, generally significantly improve the single-particle band gap with
respect to experimental measurements. This is achieved by substituting a
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portion of the exchange term from an LDA/GGA functional with either the
exact exchange from Hartree-Fock theory (as for the B3LYP [171, 172] and
PBE0 [173] functionals), or a short-ranged screened exchange (sX) term (as for
the sX-LDA [174] and HSE [175] functionals). The accuracy of such functionals
for the treatment of the electronic structure of point defects is still unclear, as
is their relative performance (that could dictate the preference for a specific
functional over others for particular types of defect). We note, however, that
the HSE functional has shown good agreement both with DMC (in a study of
the silicon self-interstitial [131]) and with the GW method (in a study of the
MgGa defect in gallium nitride [162]). The oxygen vacancy in hafnia provides a
good test case for the use of hybrid functionals for defect studies, as calculations
on this system have been carried out with sx-LDA [158], B3LYP [159], and
PBE0 [160,161]: in all cases, the band gap is significantly improved compared
to the one calculated with the LDA or PBE (GGA), increasing it from 4.3 eV
to 5.8–6.1 eV (the experimental gap is estimated at ∼5.9 eV); however, the
positions of the defect levels for the charge states ranging from +2 to −2 vary
between studies by ∼5–30% within the band gap (0.3–2.0 eV), and lead to
qualitatively different descriptions of the stable charge state transition levels.
The level of uncertainty between different hybrid functionals is comparable to
the difference between PBE and PBE0, for which the level positions differ by
∼1.5 eV, mainly due to the band edge shift [161].
Similarly to the use of hybrid functionals, the DFT+U method can be
employed to widen the single-particle band gap, by augmenting the exchange-
correlation functional with screened Coulomb interactions on atomic sites, pro-
vided by ‘Hubbard projectors’ for specific angular momentum channels [54].
This is generally only applied to d and f orbitals; however, it has also been
used for s and d orbitals in the study of the oxygen vacancy in zinc oxide [127],
in order to raise the level of the unoccupied conduction band edge (by acting
on the Zn s states), and lower that of the occupied valence band edge (by act-
ing on the Zn d states). The strength of the potentials Us and Ud were fixed
empirically so as to recover the experimental band gap. The calculations, how-
ever, reveal a number of problems with this approach: as noted by the authors
of the study, although the method arguably provides some insight of how the
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defect levels should be placed within the quasiparticle gap, spurious errors in
the description of the oxide introduced by the empirical correction to the band
gap significantly reduce the predictive power of the method.
The GWmethod stands out amongst the post-LDA/GGA correction meth-
ods as the only approach that provides a formal connection to the electronic
excitations of the system, and, hence, a rigorous theoretical framework for
calculating the quasiparticle energies [176–178]. Encouragingly, GW calcu-
lations of the formation energy for the silicon self-interstitial in various con-
figurations correct ∼70% of the discrepancy between LDA-DFT and DMC
calculations [110, 131, 169]. Unfortunately, the GW method suffers from the
same drawback as DMC: both are currently prohibitively expensive for large
supercells.
In the latter category of band gap correction methods, instead, the aim is
to apply a post-processing correction to the results obtained from a standard
LDA/GGA calculation, in order to improve the defect levels positions. A
common approach is to perform a ‘scissors’ operation on the band structure,
effectively shifting the empty states so as to align the CBM with experiment.
The effect this operation should have on the defect levels inside the gap is
usually unclear. The defect levels can be thought of as being tied either to
the valence band or the conduction band, depending on their character; by
examining the wavefunctions of these states it should therefore be possible to
decide whether to shift a particular level together with the CBM or keep it
pinned to the VBM. A more rigorous approach is to expand the defect levels
in terms of the defect-free host wavefunctions (which form a complete basis),
and apply a perturbation to the Hamiltonian that correctly opens the band
gap to the experimental value; however, this is process suffers from large and
uncontrolled errors due to the difficulty of defining a physically reasonable
perturbation [127]. Another approach is to apply an empirical correction by
using a reference (or marker) defect [179, 180]. The idea is to calculate the
transition levels in the same way for both the defect of interest and a standard
defect for which the experimental values are well known; then, the difference
between the calculated and experimental levels for the reference defect is used
to correct the levels for the defect of interest. This scheme works best when
the two defects are very similar, as it depends crucially on the cancellation of
errors between the two calculations.
In conclusion, it is interesting to note, from a pragmatic point of view, the
inverse relationship that exists for any computational investigation of point
defect between errors caused by the cluster/supercell size (finite size errors) and
those caused by the limitations of the electronic structure method employed
(theory errors, e.g., matrix element parametrisation errors in the tight-binding
method, band gap and other exchange-correlation functional errors in DFT,
fixed-node errors in DMC [46]). This can be understood by considering the
following question: for a fixed computational cost, how can the accuracy of
the calculated defect properties be maximised? Clearly, we might opt either
for a large system size and an inexpensive (but imprecise) level of theory, or
a small system size and a more accurate level of theory. In the former case,
finite size errors will be small and theory errors will be large, while in the latter
case, the reverse will be true. We could imagine, therefore, that the optimum
approach depends on the relative magnitude of these two sources of error;
furthermore, the accuracy and computational expense of possible correction
methods can also be taken into account. It is clear, however, that the relative
importance of different types of error is sensitively dependent on the nature of
the specific defect under investigation, and so is hard to predict: for example,
although they are both native deep-level defects in the same material, the
silicon self-interstitial shows significant differences between different levels of
theory [110,131,169], but exhibits a simple convergence with increasing system
size [181], while the silicon vacancy exhibits non-trivial finite size effects, but
is arguably in good agreement with available experimental results once these
are properly treated (as shown in the next chapter).

Chapter 5
The silicon vacancy
In this chapter we present the results from our investigation of the silicon
vacancy in bulk silicon (denoted vq, where q is the charge state of the defect
centre)1 using DFT. The main quantities of interest that we calculate are the
defect formation energy and stable charge state transition levels, as defined in
the previous chapter.
The silicon vacancy is one of the most well-studied defects in semicon-
ductors, and is often treated as a test case for theoretical and computational
methods; nevertheless, it has been noted that even for the neutral defect cen-
tre, different studies have shown a large scatter in results for basic quantities
such as the defect formation energy; this is generally attributed to finite size
effects that lead to a particularly slow convergence of the quantities of interest
with respect to system size.
For a point defect in an infinite crystal lattice the relaxation of atomic
positions around the defect can extend to many successive shells of atoms.
In simulations with period boundary conditions this gives rise to elastic in-
teractions between the defect and its images in neighbouring supercells; the
relaxation must therefore be contained within one supercell. Additionally,
there is a spurious electrostatic interaction between a defect and its periodic
replicas that depends on the size of the supercell.
Despite previous studies of the convergence of the defect formation energy,
1In the following chapters we neglect the subscript Si from the Kro¨ger-Vink notation of
defect centres.
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there is still not a clear understanding of the relative importance of different
sources of finite size error, and of the best approach to take in order to min-
imise them. Our aim, therefore, is to investigate systematically and quantify
the main contributions to the total finite size error in the supercell approach,
focusing on spurious electrostatic interactions, elastic interactions and wave-
function orthogonality constraints between periodic images of the defect cen-
tre. Our calculations demonstrate that the defect formation energy and stable
charge state transition levels exhibit different convergence behaviour with re-
spect to supercell size, depending on the Brillouin zone sampling used: the
former benefits from the use of a dense k-point grid, while the latter from
sampling at the Γ-point only. The reasons for this difference will be discussed
in the text. In addition, we present the first calculations of maximally-localised
Wannier functions for this defect centre, and show how they can be used for
two different purposes: (i) as an accurate probe of localised properties of the
system, in order to calculate the potential alignment correction to the valence
band maximum of charged defect supercells, and (ii) as a way of analysing the
chemical bonding around the defect centre, by finding an optimal visualisation
of the electronic structure in real space. We relate the MLWFs associated with
the defect centre for each charge state to the canonical LCAO model of the
vacancy by Watkins, showing that the qualitative description given by this
simple model is in full agreement with parameter-free DFT calculations.
The rest of this chapter is organised as follows: in Sec. 5.1, we review the
previous experimental and theoretical results for the vacancy. In Sec. 5.2, we
present Watkins’ LCAO model of the system. In Sec. 5.3, we describe the
computational techniques that we employ and give the technical details of our
simulations. In Sec. 5.4, we illustrate the two methods we use to perform the
potential alignment correction and show preliminary results comparing them.
In Sec. 5.5, we present our main results; first we describe the convergence
properties of the unrelaxed (Sec. 5.5.1) and relaxed (Sec. 5.5.2) neutral vacancy,
and then we describe the results obtained for different charge states of the
defect (Sec. 5.5.3) in terms of the transition levels (Sec. 5.5.4) and the MLWFs
of the system (Sec. 5.5.5). In Sec. 5.6, we give a brief summary of our main
conclusions.
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5.1 Previous studies
The isolated single vacancy in bulk silicon is one of the two main native defects
of interest for the material (the other being the self-interstitial). The vacancy
is known to play an important role in self-diffusion and impurity diffusion
[109,182], and is readily produced both thermally [108,109] and as a result of
irradiation [183].
The vacancy and related defect centres in silicon have been studied experi-
mentally using several different techniques (for a review, see Ref. [184]). Elec-
tron paramagnetic resonance (EPR) measurements [185] and, later, electron-
nuclear double resonance (ENDOR) measurements [186, 187] on the charged
states of the vacancy have given information on the symmetry and spatial
distribution of the highest unoccupied electronic state localised at the defect
site, leading to the adoption of the Watkins model (described in the following
section) as the canonical description of the defect centre [183].
Of particular interest in the case of the silicon vacancy is the ordering
of the stable charge state transition levels. As first predicted by Baraff et
al. [139] and then verified by Watkins and Troxell [184, 188] on the basis of
experimental measurements of the stable charge transition levels (given in
Table 5.4) obtained by EPR [189,190] and DLTS [190–192], the isolated silicon
vacancy exhibits a ‘negative-effective-U’ effect, by which the stable charge state
changes directly from v2+ to v0 as the electronic chemical potential is raised;
the v1+ state is therefore only metastable. This effect has been explained as a
consequence of the lattice relaxation for different charge states, which lowers
the formation energy of the neutral vacancy much more than the singly positive
vacancy. It has also been suggested that the same effect might be observed in
the sequence v0, v1−, v2−.
Later studies of the vacancy and substitutional phosphorus complex in sili-
con (known as an E-centre), both by DLTS [193–196] and positron annihilation
lifetime spectroscopy [197] (PALS), have given information on the change in
volume of this defect centre between charge states, showing an outwards relax-
ation on electron emission for the (P, v)1− → (P, v)0 transition. These studies
have argued that, since phosphorus is a shallow electron donor in silicon, and
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the two elements neighbour on the periodic table, the P substitutional has
little effect on the lattice relaxation, which can then be attributed to the va-
cancy alone. Furthermore, assuming the donor electron from the phosphorus is
trapped by the vacancy, the measured transition can be equated to v2− → v1−
(i.e., resulting in the complete transition (P1+, v2−)1− → (P1+, v1−)0). This
conclusion is supported by a different PALS study [198], comparing the relative
lattice relaxation of the single v1− centre and the (P, v)1− complex. However,
it has been noted that there are significant differences in the electronic struc-
ture of the two centres [199]. These experiments also provide no indication of
the volume of the neutral defect centre, and so it is still unclear whether the
vacancy causes an overall outwards or inwards relaxation of the host lattice
around it.
The accurate determination of the vacancy formation enthalpy has also
proven challenging, due to the difficulty of unambiguously interpreting the
experimental data. In an early study of the E-centre, Watkins and Cor-
bett estimated the formation enthalpy at 3.6 eV from EPR and ENDOR
measurements [199]; one of the assumptions used to derive this value (the
temperature-independence of the vacancy migration enthalpy) was later crit-
icised by Van Vechten, who estimated it instead at 2.4 eV [200]. However,
PALS measurements have also suggested a value of 3.6 eV, with a vibrational
entropy contribution to the total defect concentration (from Eq. 4.9) on the
order of 10 kB [201].
Alongside the experimental investigations, many computational studies of
the silicon vacancy have also been undertaken, using a variety of theoretical
techniques (for reviews, see Refs. [202,203]); these have yielded a large scatter
in quantitative results, as well as qualitative disagreements between different
methods and even between different studies using the same level of theory.
Early calculations using interatomic force fields suggested an inwards relax-
ation around the defect centre [204, 205], while Green’s function calculations
have shown an outwards relaxation [206–208]. Later tight-binding [209, 210]
and ab initio DFT [202,203, 211–214] studies have both shown an inwards re-
laxation, but a recent study using the sx-LDA screened exchange functional
has instead suggested an outwards relaxation [156].
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These discrepancies can be partially attributed to the different approxima-
tions contained in the various levels of theory; however, restricting ourselves
only to the DFT studies, we find a very broad range of calculated formation
energies (∼2 eV spread in the values, see Fig. 5.6 for a comparison of selected
studies with our results), as well as qualitative disagreements in the symmetry
of the relaxed defect centre. In particular, Probert and Payne [203], Puska
et al. [202], and Wright [213] have performed studies of the finite size conver-
gence properties of the defect, showing a noticeable dependence of calculated
quantities on system size. We shall refer to these studies in the discussion of
our results in Secs. 5.5.1 and 5.5.3.
5.2 Watkins’ vacancy model
Fig. 5.1 illustrates the model deduced by Watkins from EPR studies of the
silicon vacancy, and later confirmed by the ENDOR measurements. The model
is based on that proposed previously by Coulson and Kearsley in their study
of the equivalent defect centre in carbon [215]. Only four orbitals need to be
taken into account, creating a ‘defect molecule’ that is embedded within the
perfect crystal lattice, and interacts only weakly with it; the orbitals originate
from the four valence bonds that are broken by removing the central atom. We
can assume that they still point towards the defect centre in the undistorted
lattice to maintain the local tetrahedral symmetry of the atoms surrounding
the vacancy. The four dangling bonds are labelled a1, a2, b1, b2 (these are all
equivalent when the point group symmetry of the defect centre is Td).
We can now construct four linear combinations of these orbitals, resulting in
one completely symmetric s-type nodeless combination, and three equivalent
p-type combinations with a nodal plane (these are classified as a1 and t2,
respectively, in Mulliken’s symmetry notation [216]). The s state is lowest in
energy and lies within the silicon bulk valence band, while the p states form a
triply degenerate deep defect level in the band gap. For the neutral vacancy,
each of the four neighbouring atoms will contribute one electron to the these
levels, thereby resulting in partially occupied defect level and a degenerate
ground state.
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Figure 5.1: LCAO model for the vacancy in silicon. The four orbitals asso-
ciated with the neighbouring atoms of the defect site are the dangling bonds
resulting from the removal of the central silicon atom. The figure shows the
predicted ionic configuration and point group symmetry for different charge
states of the vacancy due to Jahn-Teller distortion. For the D2d and C2v con-
figurations, the first charge state (in black) refers to the spin-polarised case
with only one electron in the highest occupied orbital, and the second charge
state (in red) refers to the non-spin-polarised case with two electrons.
This configuration, however, is forbidden by the Jahn-Teller theorem [217],
which states that a non-linear molecule with a degenerate ground state must
be unstable with respect to a symmetry-lowering distortion that lifts the de-
generacy. Therefore, restricting ourselves to the charge states q = −2, . . . ,+2,
it is clear that the vacancy will only remain in its undistorted Td symmetry for
v2+, since the defect levels are completely unoccupied. Instead, for v1+ and v0
only one of the defect levels must be occupied; the system is lowered in energy
by forming pairs between the four neighbouring atoms (hence the a, b labels),
thus creating two new bonds from the four original orbitals and lowering the
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symmetry of the defect centre to D2d. The p state which is lowered is the
one that can be combined with the s state to produce the two bonding states
a1 + a2 and b1 + b2. The remaining two p states are still degenerate, and can
now be combined to produce the corresponding antibonding states a1−a2 and
b1 − b2.
Finally, for v1− and v2− (in which an additional defect level is occupied)
the degeneracy of these p states is lifted by a distortion which differentiates
between the atom pairs, such as the stretching of one of the new bonds. This
further lowers the symmetry of the system to C2v. We assume here that the
state that is lowered in energy is the combination forming the antibond of the
longer bond (a1 − a2 in the figure), since this will now rehybridise with the
bonding orbital a1 + a2 to produce two independent, fully occupied dangling
orbitals a1 and a2.
Despite its success in explaining the symmetry information given by ex-
periment, this empirical model cannot provide more than a qualitative under-
standing of the defect centre; for quantitative predictions of the various defect
properties, it is instead necessary to employ a more accurate electronic struc-
ture method. To this end, we investigate the vacancy from a first-principles
perspective with DFT; nevertheless, we shall make extensive use of Watkins’
model, both in this and the next chapter, as a reference point for analysing
our DFT results.
5.3 Computational methodology
5.3.1 Supercell calculations within DFT
Following our general definition of the defect formation energy from Eqs. 4.15
and 4.16, we can write a specific definition for a vacancy with charge q in
a supercell of bulk silicon having N atoms in its pristine (i.e., defect-free)
configuration:
Eqf = E
vac,q −
(
N − 1
N
)
Ebulk + q (εv +∆µe) . (5.1)
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The determination of the valence band maximum εv is discussed in more detail
in Sec. 5.4.
We study supercells of up to 1000 atoms; these are constructed from the
three unit cell shapes belonging to the cubic crystal system: FCC (the primitive
cell for the diamond lattice, with 2 atoms), simple cubic (SC) (with 8 atoms),
and BCC (with 32 atoms). The supercells are then made from n× n× n unit
cells.
For supercell sizes up to and including 256 atoms, the calculations are
performed using the castep code [218] (version 5.0); this employs the plane-
wave pseudopotential DFT method discussed in previous chapters. The LDA is
used to describe exchange and correlation. For charged supercell calculations,
a compensating uniform background charge is added to satisfy the condition
of overall charge neutrality for the periodic unit cell.
We use two pseudopotentials for silicon: castep’s ‘on-the-fly’ Vander-
bilt ultrasoft pseudopotential (USPP), and a norm-conserving pseudopoten-
tial (NCPP); both have four valence electrons, corresponding to the electronic
configuration 3s23p2. The pseudopotentials give accurate lattice constants for
bulk silicon (5.39 A˚ and 5.38 A˚, respectively, compared with an experimen-
tal value of 5.43 A˚); this slight underestimation of less than 1% is typical for
LDA-DFT. The bulk moduli obtained are also very accurate (100 GPa and
98 GPa, respectively, compared with an experimental value of 100 GPa). The
DFT-optimised lattice parameter is used in all calculations, in order to avoid
spurious stresses on the supercell.
We follow the methodology outlined by Probert and Payne in their study
of the neutral silicon vacancy [203] for the convergence of quantities of interest
with respect to the numerical parameters of the simulation (most importantly,
the plane-wave energy cut-off and the Brillouin zone sampling); however, the
parameters are converged independently for all supercell sizes. Our conver-
gence tolerance for the defect formation energy is 10 meV. We use a regular
Monkhorst-Pack mesh of k-points for the Brillouin zone integration; in the
text, the convergence parameter kMP refers to a kMP × kMP × kMP grid cen-
tred on the Γ-point. The issue of Brillouin zone sampling shall be discussed
both in this and the next chapter; in general, we make use of two sampling
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schemes: Γ-point only sampling (i.e., kMP = 1), and what we call a ‘dense’
sampling. This last term we shall use to indicate that the defect formation
energy has been converged to within our stated tolerance with respect to kMP
for the supercell in question.
We perform calculations on both unrelaxed and relaxed geometries. For
the relaxation, a quasi-Newton Broyden-Fletcher-Goldfarb-Shanno (BFGS)
scheme is used. All the atoms in the supercell are allowed to move, and their
positions are slightly randomised at the start of the procedure to allow for
symmetry breaking. The supercell lattice vectors, however, are held constant
at their bulk value. Our convergence tolerance parameters for the geometry
optimisation procedure are 5×10−3 eV/A˚ for the RMS force, 1×10−4 A˚ for the
RMS ionic displacement, and 1 × 10−5 eV for the energy per atom difference
between BFGS iterations. We note that forces generally converge slower than
energies; therefore, the convergence of the basis set cut-off energy and k-point
sampling grid has to be checked explicitly with respect to the RMS force for
the unrelaxed system.
Smearing of the Fermi surface is required for calculations on unrelaxed
geometries in particular, when partially occupied degenerate defect levels are
present in the band gap. This smearing is approximately equivalent to perform-
ing the calculation at a finite electronic temperature, for which the occupancies
of the Kohn-Sham states vary smoothly according to the Fermi-Dirac distri-
bution (in practice, a Gaussian distribution is applied [219]). This occupancy
smearing, however, is used principally to improve the numerical stability of
the code’s energy minimisation algorithm when dealing with metals (or, in our
case, defects states at the Fermi level). We note that the smearing width can
have a noticeable effect on the ionic relaxation and formation energy for large
supercells. We therefore reduce it to less than 1 meV in all calculations; this
does not affect the numerical stability of the minimisation algorithm, and is
small enough to have a negligible effect on our results.
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5.3.2 Linear-scaling DFT calculations
For our largest calculations, on a 1000-atom SC supercell, we use the linear-
scaling DFT code onetep (version 2.4), described previously in Sec. 3.3.3.
The ‘cross-over’, namely, the system-size at which it becomes computationally
more efficient to use onetep as opposed to conventional cubic-scaling DFT,
is highly system dependent and we estimate it to lie at around 500 atoms for
bulk silicon. For this reason we use conventional plane-wave DFT for supercells
smaller than this cross-over, and linear-scaling DFT for the largest supercell.
We use the same norm-conserving pseudopotential as for castep, and nine
NGWFs on each silicon atom with a truncation radius of 3.97 A˚. The NGWFs
are described by an underlying basis set of psinc functions with a spacing of
0.27 A˚ in each direction (approximately equivalent to a plane-wave energy
cut-off of 800 eV); this spacing is chosen to be commensurate with that of the
pristine crystal lattice, so that each atom is positioned on a psinc grid point.
We do not truncate the density kernel.
The plane-wave accuracy of onetep has already been demonstrated for
crystalline silicon [220]; however, we note that defect formation energy calcu-
lations are particularly challenging, since we are interested in a small energy
difference between two systems with a large total energy.
5.3.3 Maximally-localised Wannier functions
In Sec. 3.3.1, we described how a group of delocalised Bloch states can be trans-
formed into a set of localised Wannier functions that span the same space; the
transformation can be made unique by finding the most localised representa-
tion of the electronic structure, defined in terms of the spreads of the Wannier
functions. Computationally, this gives rise to a minimisation problem that
can be tackled by using well-known algorithms such as conjugate gradients
schemes.
To perform this wannierisation procedure and compute the MLWFs for
the defect systems, we make use of the wannier90 code [221] (version 1.2).
We employ the extended Bloch states of the defect supercells calculated with
castep and the norm-conserving pseudopotentials. We have written a stan-
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dalone castep-to-wannier90 interface code to calculate the required in-
formation from the Bloch states for performing the wannierisation and sub-
sequent visualisation of the MLWFs; this includes the projection of a set of
user-defined trial orbitals onto the subspace, that is used both for the disen-
tanglement of non-isolated bands, and to compute an initial guess for the U
(k)
mn
matrix (which is varied during the wannierisation procedure to minimise the
total spread Ω (U)). Full details of the castep-to-wannier90 code are given
in Appendix B.
Since we use a large supercell of 256 atoms for our MLWF calculations,
we only include the Γ-point wavefunction in the wannierisation routine, even
though the defect formation energy is found to require an extended k-point
grid for convergence. This is necessary to reduce the computational cost, since
wannier90 is a serial code. However, we expect a negligible difference in the
properties of the MLWFs.
5.4 Determining the electronic chemical po-
tential
As described in Sec. 4.4.1, the formation energy of charged defects depends on
the electronic chemical potential, which is given relative to the valence band
maximum eigenvalue position εv. εv can equivalently be defined as the energy
difference between the pure host material and the host with a single electron
hole. In the limit of a dilute hole gas, this energy difference is equivalent to the
VBM eigenvalue of the pure host supercell. For a finite supercell calculation,
however, the energy difference between the bulk system with and without the
hole only slowly converges to the infinite limit as the system size is increased;
this is due to the convex behaviour of the local exchange-correlation functional
for fractional charges at finite system sizes, that gives rise to a correction term
∆convex, defined in Eq. 4.32. Instead, the VBM will always remain at the same
position (given a sufficient Brillouin zone sampling), which is the limiting value
(see Fig. 10 in Ref. [154]). As we have argued in Sec. 4.4, this should be
considered a ‘theory error’, as it is inextricably linked to the approximations
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contained in the exchange-correlation functional; even in the limit of infinite
system size, in fact, the Kohn-Sham eigenvalues are not correctly placed.
However, there is an additional problem in defining the position of the VBM
in the supercell approach, that is purely a finite size error (i.e., independent
of the level of theory employed): εv is defined only up to a constant, as there
is no absolute reference for the electrostatic potential in the supercell. For
consistency between the total energy of the charged defect supercell and the
energy of the VBM, therefore, a finite size correction is usually employed to
align the average potential of the supercell with and without the defect [127,
154,222]. This uncertainty vanishes in the limit of very large supercells, as the
perturbation to the host potential becomes negligible.
We can therefore take two approaches to determine εv: either calculate the
energy difference of the bulk supercell with q = 0 and q = +1, or use the bulk
VBM eigenvalue and employ a potential alignment correction to achieve con-
sistency with the charged defect supercell. It is important to note that these
two approaches are quite different. The former explicitly corrects for the con-
vex behaviour of the functional (expected however to be small for moderately
large supercells of hundreds of atoms), but shifts the potential reference level
in an uncontrolled manner based on the difference of the average potential of
the bulk supercell with and without the electron hole. The latter, instead,
does not correct the convexity error, but explicitly adjusts the potential refer-
ence level. Unfortunately, the two approaches are not compatible, due to the
unknown shift in potential in the former. In our calculations, therefore, we
compare both methods (see Sec. 5.5.3).
We now focus on the potential alignment correction, since it is not straight-
forward to evaluate in practice. In the rest of this section we describe the two
methods that we employ for calculating it: a partitioning of the real-space
potential using Voronoi cells, and an MLWF-based approach. Both methods
are tested on the silicon vacancy in a 256-atom supercell. To the best of our
knowledge, this is the first time these methods have been used to calculate the
correction.
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5.4.1 The real-space Voronoi cell method
Our first method is based on considering the electrostatic potential directly.
In such approaches, the correction is typically determined by plotting the elec-
trostatic potential obtained from the DFT calculation, and averaging it either
in the x-y plane, within atomic spheres or over primitive cells of the host mate-
rial. The important point is that the averaging must be done in some localised
manner, such that it is possible to measure the value of the bulk-like potential
in the charged defect supercell by considering a region far away from the defect
centre. The correction to the defect formation energy is then q
(
V vac − V bulk),
where V bulk and V vac are the average potentials in the bulk supercell and in a
‘bulk-like’ region of the defect supercell.
In order for the correction to be unambiguous and accurate, the averaging
volume should be as small as possible while still covering a region of space
that is completely representative of the bulk material (i.e., all regions in the
bulk supercell should give the macroscopic average for the material). Our
approach is to use Voronoi cells: each region corresponds to the real-space
volume of points closest to one particular atom in the supercell. There are,
therefore, as many regions as there are atoms. The electrostatic potential,
however, is given on a discrete real-space grid whose spacing depends on the
basis set cut-off energy and which, in general, is not commensurate with the
atomic spacing, leading to inaccuracies in the averaging procedure that may
swamp the difference between the bulk and defect supercells. In order to
overcome this drawback, we Fourier-interpolate the potential onto a finer grid
that is commensurate with the atomic spacing, which results in each Voronoi
cell containing exactly the same number of points. We note that care must
be taken to give the correct fractional weighting to points which are directly
between two or more atoms.
The potential alignment correction is then determined by considering Vo-
ronoi cells belonging to the atoms which are furthest from the defect centre,
as shown in Fig. 5.2.
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Figure 5.2: Potential alignment correction for v2− using the MLWF and real-
space Voronoi cell methods. The values are adjusted with respect to the bulk
supercell. The dashed horizontal lines show the value for the furthest point
from the defect centre. The Voronoi cell used is shown on the right, viewed
in the [111] direction; green dots are surfaces, red dots are edges and blue
dots are corner points. Each Voronoi cell contains 8192 points of the Fourier-
interpolated potential.
5.4.2 The MLWF method
Our second approach to calculating the potential alignment correction is based
on matrix elements of the Hamiltonian in the basis of MLWFs. The shift in the
reference of potential that is sought is reflected in the position of the energy
eigenvalues; however, comparing the eigenvalues of bulk-like states in the defect
supercell with those of the bulk supercell is problematic since the eigenstates
are delocalised. MLWFs, on the other hand, provide a probe of the localised
properties of the system. Once the Hamiltonian is transformed into a basis of
MLWFs, the potential alignment correction can be determined by considering
on-site matrix elements Hnn = 〈ωn|Hˆ|ωn〉 (where ωn is a MLWF belonging to
the cell at the origin) for Wannier functions whose centres, defined by their first
moments, are far away from the defect centre. The shift in potential is then
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Charge MLWF Voronoi cell Diff.
2+ −19.1 0−8.7 −10.4
1+ −32.9 −27.0 0−5.9
1− −67.0 −69.2 −02.2
2− −85.9 −91.4 −05.5
Table 5.1: Comparison of the potential alignment correction obtained from the
MLWF and real-space Voronoi cell methods for all charge states of the vacancy.
The discrepancy between the two methods is listed in the last column. All
values are given in meV.
simply Hvacnn −Hbulknn . In practice, as shown in Fig. 5.2, we plot this difference
for all n as a function of the distance of the Wannier function centre from the
defect centre, and the value of the potential alignment correction is taken as
the mean of the values which are furthest from the defect centre.
This method is feasible since the wannierisation procedure results in the
same partitioning of the electronic density in the bulk and defect supercells ev-
erywhere except in the direct neighbourhood of the defect; hence it is possible
to identify Wannier functions that are associated with the defect centre and
Wannier functions that are not. In the latter case, therefore, it is straightfor-
ward to unambiguously match equivalent Wannier functions in the bulk and
defect supercells.
From Fig. 5.2 it can be seen that the MLWF correction method is in ex-
cellent agreement with the Voronoi cell method. Among all our calculations
for the various charge states (listed in Table 5.1), the maximum discrepancy
is 0.01 eV. The MLWF method gives a finer representation of the system than
averaging over atomic sites (as in the Voronoi cell approach), since each sili-
con atom has four bonding Wannier functions connecting it to its neighbours.
Therefore, there are twice as many Wannier functions as atoms, and hence
twice as much information to consider.2
MLWFs are now a standard tool for the analysis of electronic structure
calculations; therefore, this approach provides a simple and accurate method
2Only the valence bands have been taken into account for the wannierisation.
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k-point vol. E0f (eV)
N Symm. kMP (10−3A˚
−3
) Total Kinetic
2 FCC 8 12.35 2.65 -10.19
8 SC 7 4.61 3.13 -11.49
16 FCC 6 3.66 3.10 -11.68
32 BCC 6 1.83 3.83 -12.08
54 FCC 4 3.66 3.51 -12.36
64 SC 6 0.91 3.81 -12.45
128 FCC 4 1.54 3.79 -12.53
216 SC 3 2.17 4.05 -12.51
250 FCC 3 1.87 3.95 -12.60
256 BCC 3 1.83 4.13 -12.47
Table 5.2: List of all supercells up to 256 atoms with their respective sym-
metries. Also listed are the value of kMP used (converged with respect to the
formation energy for each supercell), the corresponding k-point volume in re-
ciprocal space, the unrelaxed defect formation energy and the kinetic energy
contribution to this value.
for calculating the potential alignment correction, since all the necessary in-
formation is readily available once the standard wannierisation procedure has
been performed.
5.5 Results
5.5.1 The neutral unrelaxed vacancy
In order to study the finite size convergence properties of the system we first
simulate the neutral vacancy in its unrelaxed state, with all the atoms in their
perfect crystalline positions. As explained by Watkins’ model, this results in a
triply degenerate deep defect level which is partially filled with two electrons
in the neutral charge state.
As stated previously, each supercell is converged independently. We now
use the ultrasoft pseudopotential, resulting in a converged cut-off energy of
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Figure 5.3: Convergence of k-point volume. The vertical bars show the volumes
corresponding to kMP ± 1 in each case.
400 eV for all system sizes. The results are reported in Table 5.2. The pattern
of the convergence for the three symmetries agrees very well with that calcu-
lated by Probert and Payne using the GGA [203], although our results vary
by −0.25 eV to 0.10 eV with respect to theirs, generally being higher for FCC
supercells and lower for SC and BCC. The convergence is strongly dependent
on supercell geometry: BCC supercells show the fastest convergence, followed
by SC and then FCC. This has been explained by considering the direction
along which there appears a spurious movement of charge caused by the finite
system size for each of the three geometries [203].
It is noteworthy that even for the largest supercells it is necessary to in-
clude more points than Γ for proper convergence of Brillouin zone integrals.
The resulting k-point volume in reciprocal space for each supercell is shown
in Fig. 5.3. It is clear that convergence to a stable value does not occur un-
til at least N = 64; therefore, caution should be taken when extrapolating
convergence parameters from small to large supercells, as is often done.
These results represent fictitious systems with an extremely high vacancy
concentration and a long-range ordering of the defect centres; however, what
we are really interested in is how well they describe the properties of a truly
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isolated vacancy. As can be seen from the values in Table 5.2 and Fig. 5.4a, the
defect formation energy increases monotonically for each individual supercell
geometry. We therefore take our highest value of 4.13 eV (for the 256-atom
BCC supercell) as a lower bound to the unrelaxed isolated vacancy formation
energy.
The slow convergence of the formation energy as a function of system size
is due to the spurious interaction between periodic images of the defect centre.
As the defect is both unrelaxed and uncharged, this is neither caused by elastic
interactions nor monopole-monopole electrostatic interactions; rather, it is the
result of higher multipole interactions and overlap between the wavefunctions
of the periodically repeated defect centres.
The importance of wavefunction overlap may be gauged by considering the
kinetic energy contribution to the defect formation energy, which we define
analogously to Eq. 5.1, except using only the non-interacting kinetic energy
contribution to the total energy instead of the total energy itself. The results
are listed in the right-hand column of Table 5.2 and shown in Fig. 5.4b. It
is immediately apparent that the kinetic energy component of the defect for-
mation energy varies on a scale larger than the total formation energy as the
supercell size is increased, and that, even at our largest supercell sizes, it is
not converged to better than 0.1 eV. This slow convergence is caused by subtle
but non-negligible changes in the defect wavefunctions of neighbouring defect
centres, that occur in order to maintain orthogonality as the periodic images
of the defect move apart. While the electronic density is rather insensitive to
them and, therefore, the electrostatic interactions are not affected, the kinetic
energy is not. As a result, any correction scheme that accounts solely for the
classical electrostatic interaction will not be sufficient in this case to predict the
correct formation energy for an infinite system beyond this level of accuracy.
We can also understand this effect by considering the electronic structure
in terms of MLWFs. In this picture, the concept of a defect level is replaced
by that of a defect Wannier function, which describes the local environment
at the defect centre. For a system to be perfectly converged with respect to
supercell size the tails of the Wannier functions at one defect centre must
have a negligible overlap with those at neighbouring defects, and so remain
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Figure 5.4: Convergence of the defect formation energy with system size (both
the total and the kinetic energy contribution) for different supercell geometries.
unchanged as the system size is further increased.
We consider one last question before moving on to ionic relaxations: is it
desirable to use a dense k-point grid when simulating point defects? Although
this is obviously necessary for describing the delocalised bulk states, it seems
reasonable that Γ-point sampling might give a better approximation of the
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Figure 5.5: Dispersion of the unrelaxed defect level. The symbols show the
position of the level at Γ, and the bars show the extent of the dispersion
obtained from our dense k-point sampling. The positions are given with respect
to the bulk VBM.
localised defect levels in the dilute limit, as a way of deliberately eliminating
unwanted dispersion, and by occupying the state which most closely resembles
the bonding defect state for the infinite system (see Sec. 6.4.3 and Appendix D
for further discussion). Indeed, Fig. 5.5 shows that the position of the defect
level at Γ rapidly converges to a fixed value, even if the total dispersion of the
level throughout the Brillouin zone is large.
As far as the defect formation energy is concerned, at least, our results show
that Γ-point calculations do not give a better estimate of the defect formation
energy: for the 256-atom supercell E0f is underestimated (as compared to our
lower bound estimate) both for the unrelaxed and relaxed cases, by 0.2 eV and
0.4 eV respectively. This conclusion is in agreement with two other studies
on the relaxed silicon vacancy: Puska et al. [202], who report that a 23 MP
sampling shows a faster convergence than Γ-point sampling for the neutral
charge state; and Wright [213], whose results for the 216-atom supercell show
a greater average error across all charge states for Γ-point sampling than any
finer MP grid sampling. We note that, conversely, quantities of interest other
than the defect formation energy might benefit from Γ-point only sampling;
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LDA); e) Ref. [213] (N = 1000, kMP = 3, GGA). Details of our calculations
are given in the text.
as we shall see in Sec. 5.5.4, the stable charge state transition levels are an
example of this.
5.5.2 The neutral relaxed vacancy
We now discuss the effect of relaxing the ionic positions in the supercell con-
taining the neutral vacancy. In particular, we are interested in the possible
change in point group symmetry at the defect centre, and the change in de-
fect volume, corresponding either to an inwards or outwards relaxation of the
atoms surrounding the vacancy. The symmetry of the relaxed defect centre is
deduced by monitoring the change in bond lengths between the four nearest
neighbours of the vacancy site. We perform the calculations with ultrasoft
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(norm-conserving) pseudopotentials, using the converged value of the numer-
ical parameters: a Brillouin zone sampling of kMP = 3 (kMP = 4) for the
256-atom supercell, and an energy cut-off of 400 eV (800 eV).
On relaxation of the ionic positions, the predicted symmetry for v0 from
Watkins’ model (D2d) is not seen in any supercell smaller than 256 atoms,
as shown in Fig. 5.6. Calculations on the 32-atom BCC, 64-atom SC and
128-atom FCC supercells do not exhibit a change in symmetry, only an in-
wards relaxation. Consequently, the defect formation energy is only lowered
by ∼0.2 eV in these cases. We note that the ionic positions at the end of the
geometry optimisation will contain some numerical noise, on the order of 1–
10 mA˚; this will swamp very weak Jahn-Teller distortion effects, which might
nevertheless be present in the small supercells.
The 256-atom BCC supercell undergoes the predicted change in symmetry
and a reduction in defect volume by more than 40%. This results in the defect
formation energy being lowered by 0.7 eV (full results are given in Table 5.3).
Therefore, even though the unrelaxed defect formation energy is highest for
the largest supercell, after relaxation it becomes the lowest, demonstrating the
well-known importance of Jahn-Teller distortion and the long-ranged nature of
the elastic interactions which can lead to both qualitatively incorrect relaxation
patterns and quantitatively inaccurate formation energies in small supercells.
These results confirm several previous DFT studies on this system [202,
203, 213]. In particular, Puska et al. [202] report that small supercells can
show a range of different symmetries depending on the k-point sampling, and
there is some evidence from their results that Γ-point only sampling favours
D2d. It is clear from our results that a dense k-point sampling favours the
lattice’s unrelaxed tetrahedral point group symmetry Td for small supercells.
This qualitative difference between sampling schemes is explained within a
tight-binding model of the system in Appendix D.
In the figure we also show the results obtained with onetep for the 1000-
atom SC supercell. The calculation has been fully relaxed, starting from a
random displacement of the atomic positions3. This calculation is in excellent
3The unrelaxed defect formation energy has not been calculated with onetep, since the
density matrix method does not allow for a degenerate ground state without an explicit
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agreement with the 256-atom system calculated with castep with the same
pseudopotential, both in terms of the relaxed configuration (33 mA˚ RMS dif-
ference in the lengths of the bonds at the defect centre) and the relaxed defect
formation energy (23 meV difference).
Fig. 5.7 shows band structure calculations for the 256-atom BCC supercell.
At this system size, the three defect levels are not very dispersed, and clearly
distinguishable for the unrelaxed lattice in the top half of the DFT band gap
(Fig. 5.7a). The effect of relaxation (Fig. 5.7b) can be directly compared with
the schematic level diagram in Fig. 5.1; one of the three levels is lowered by
almost 0.5 eV, while the other two are unchanged and only slightly raised to
the top of the band gap. For comparison, we also include the band structure
for the relaxed neutral aluminium substitutional defect in the same supercell
(Al0, in Fig. 5.7d); this is a typical shallow-level acceptor in silicon. While the
deep defect levels of the vacancy are clearly separated from the bulk-like band
structure, the shallow acceptor level of the aluminium impurity is visible only
as a small perturbation on the valence band edge host states.
5.5.3 Charged vacancies
The relaxed symmetry and defect formation energy for the charged states
of the vacancy are calculated using the 256-atom supercell in castep with
the ultrasoft pseudopotential. We repeat the calculations with both Γ-point
sampling and a kMP = 3 (dense) grid. The results for all charge states are
given in Table 5.3.
As explained in Sec. 5.4, there are two possible approaches for estimating
the position of εv in the system: we can either use a calculation of the bulk
supercell with an electron hole (denoted ‘Hole’ in Tables 5.3 and 5.4), or the
bulk VBM value with a potential alignment correction4 (‘VBM’). The agree-
ment between the two approaches is better for the positively charged vacancies
(non-linear-scaling) diagonalisation.
4The results given use the Voronoi cell method for determining the potential alignment;
this is to ensure consistency among all results, since for the 1000-atom supercell calculations
with onetep only this method is appropriate. As stated previously, all comparisons between
the Voronoi cell and MLWFs methods for 256-atom supercell calculations with castep are
in agreement to within 0.01 eV.
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(−0.05 eV to 0.01 eV) than the negatively charged ones (0.05 eV to 0.21 eV);
however, these uncertainties are small enough not to affect the stable charge
state transition level ordering, discussed in the next section.
We defer detailed discussion of the electronic structure of the different con-
figurations to Sec. 5.5.5; for now, we simply state that all the charge states
apart from v2− are in agreement with Watkins’ model. For v2−, a completely
different ‘split vacancy’ configuration is found, with a point group symmetry
of D3d (in agreement with previous studies by Nieminen et al. [202, 214] and
Wright [213]). The symmetry predicted by the model (C2v) was found as a
metastable state. For all charge states there are no qualitative differences be-
tween the Γ-point only and multiple k-point calculations, although the former
consistently showed a greater inwards relaxation and thus a smaller defect
volume.
We note that the relaxation of v1− is the most problematic; in fact, if the
initial random displacement of the atomic positions is not large enough, the sys-
tem consistently converges to a metastable Td configuration with a completely
spin-polarised triply degenerate defect level (i.e., filled with three spin-aligned
electrons). Furthermore, our final lowest configuration is only approximately
C2v, as there is a small but noticeable splitting of ∼0.1 A˚ of the bond lengths
between the two pairs of neighbours of the vacancy. Nieminen and Wright
both report that the LDA does not give the expected symmetry for this charge
state, although they find a D3d configuration. As noted by Ganchenkova et
al. [214], the vacancy exhibits several metastable configurations with different
symmetries but comparable formation energies; therefore, it is likely that the
ordering of these configurations is strongly dependent both on the numerical
parameters of the simulation and the details of the pseudopotential.
5.5.4 Transition levels
We can calculate the stable charge state transition levels by using the expres-
sion in Eq. 4.23. Our transition levels are given in Table 5.4; as can be seen,
the Γ-point calculations predict the negative-U behaviour both for the nega-
tively and positively charged levels as expected, and are in good agreement
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Figure 5.8: Formation energy of the different charge states of the vacancy as
a function of the electronic chemical potential (plotted relative to the VBM).
The energy range shown covers the DFT band gap for silicon. The thermo-
dynamically stable charge state at each point is highlighted in bold, and the
circles indicate the level position for the stable transitions. The dashed verti-
cal lines show the available experimental values for the transition levels. The
results shown are for the 256-atom BCC supercell with Γ-point sampling.
with the available experimental results (also shown in Fig. 5.8). Surprisingly,
the calculations using a dense k-point sampling (kMP = 3) give the opposite
ordering for the sequence v2+, v1+, v0; this results in no transitions in the
band gap between these levels, and only v0 being a stable charge state. The
negative-U behaviour is however still present for the negatively charged levels,
although their positioning is lower than for the Γ-point calculations.
The Γ-point, therefore, gives better estimates of the transition levels as
compared to experiment. However, as stated previously, the absolute value
of the defect formation energy is not as well converged with respect to the
dilute limit when using this Brillouin zone sampling. However, calculations of
v0 and v1+ in the 1000-atom supercell at Γ (also included in Tables 5.3 and
5.4) are converged with respect to system size both in terms of the transition
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level E (1+/0) = 0.04 eV and the absolute value of the formation energy E0f =
3.55 eV. Therefore, this suggests that at this system size Γ-point sampling can
be employed for simultaneous convergence of the both quantities of interest.
5.5.5 Visualisation using MLWFs
The localised view of the electronic structure provided by Wannier functions
is particularly useful in the study of point defects, since the Bloch states asso-
ciated with the defect levels are not completely localised due to the periodicity
of the system; in fact, in small supercells it is not possible to disentangle them
from the bulk band structure.
In the case of bulk silicon, previous work has shown that it is possible to
recover the typical σ bond orbitals between silicon ions by wannierisation of
the valence band; alternatively, the bottom conduction bands (once disentan-
gled from higher bands) give the corresponding antibonding orbitals, while
treating both these sets of bands together as a single manifold produces four
sp3 orbitals on each ion [72,74]. The bulk silicon σ orbitals obtained from our
calculations are shown in Fig. 5.9b. Further work that we have carried out on
the wannierisation of the valence+conduction manifold of bulk silicon is given
in Appendix C, showing that the conventional forward-facing sp3 orbitals are
not the most localised representation of the subspace, as is generally assumed.
For the wannierisation of the defect systems we only use the occupied mani-
fold, except in the case of the unrelaxed vacancy where we include all the defect
levels. We can loosely define the concept of a defect Wannier function to be
any MLWF in the defect supercell which differs qualitatively from the σ bond
MLWFs of the bulk system. For all charge states, such defect Wannier func-
tions are only present within the first ionic shell around the vacancy; between
the first and second shell we already recover σ-like bonding orbitals.
Fig. 5.9c shows the defect Wannier functions for the neutral unrelaxed
system; as expected, these are sp3 orbitals pointing towards the vacancy. This
confirms the validity of the central assumption in Watkins’ vacancy model,
namely that of taking into account only four dangling bond orbitals. We
stress that these orbitals cannot be obtained by wannierising the three visible
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(a) Split vacancy lattice schematic (b) v2− (relaxed); A = 2.25/
√
v, f = 2
Figure 5.10: Split vacancy configuration for the doubly negative charge state
of the defect centre; details of the contour-surface plot of the MLWFs are given
in the caption of Fig. 5.9.
defect levels in the gap alone, as we also need the nodeless combination which
lies within the valence band; therefore, the entire valence manifold plus the
defect levels in the gap must be wannierised as a whole.
The defect Wannier functions obtained for v2+, v0, and v1− in their relaxed
configurations (Figs. 5.9d–5.9f) also support Watkins’ model. For the doubly
positive vacancy, the defect levels in the gap are empty and therefore not
included; the result is a single MLWF corresponding to the symmetric s-type
nodeless combination of the four sp3 orbitals. The neutral vacancy includes one
lowered defect level only, and produces the two bonding orbitals between the
pairs of nearest neighbours of the defect centre. The singly negative vacancy
includes two defect levels in the gap (for the majority spin), producing one
bonding orbital (between the pair of ions with the shortest bond length) and
two sp3 orbitals.
Finally, we show the split vacancy configuration obtained for v2− in Fig. 5.10.
In this case, one of the neighbours (labelled c) moves halfway along the line
connecting it with the vacancy site, thus placing itself at the centre of an oc-
tahedron made up of two pairs of second-nearest neighbours (labelled a and
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b). This octahedron is approximately regular (having as faces equilateral tri-
angles); however, there is a small distortion due to the difference in distance
between a–a/b–b pairs and a–b pairs. This distortion is quantified by the
angle α between any three ions a, c, b; for a regular octahedron, α is a right
angle, and so the distances a–a, b–b, a–b are identical. In general, the split
configuration can be specified with only two parameters: the distortion angle
α and the distance a–c between the central ion and any of the ions forming
the octahedral cage.
The wannierisation of the occupied manifold produces six defect Wannier
functions, each one a bond between the central ion and one of its neighbours.
This suggests that the c ion is forming six sp3d2 orbitals which then bond to
the dangling sp3 orbitals of the a, b ions. The inwards relaxation of the ionic
positions also shortens the bonds and reduces the distortion of the octahedron.
This configuration is favoured since these bonds are shorter than the ones
obtained by dimerisation in the C2v arrangement predicted by Watkins’ model,
and so are closer in length to the bulk silicon bond. However, only in the case
of the doubly negative vacancy are there enough electrons to fully occupy the
six orbitals.
5.6 Conclusions
In this chapter we have studied the silicon vacancy in all its charge states
using the supercell approach and plane-wave pseudopotential DFT. Our cal-
culations confirm the slow finite size convergence of defect formation energies
and transition levels, due to electrostatic interactions and wavefunction over-
lap between periodic images of the defect, and long-ranged ionic relaxations.
The impact of each of these has been quantified, and it has been found that all
three provide non-negligible contributions to the total error. In particular, we
note that the importance of wavefunction overlap, which is a purely quantum-
mechanical effect, is generally overlooked in studies of point defects, and could
therefore account for the well-known unreliability of classical finite size cor-
rection schemes. In fact, we find that such schemes can actually further slow
down the convergence, due to the simplified view of the electronic structure
that is employed; we defer further discussion on this topic to the next chapter
(see Sec. 6.3).
In addition, due to the hybridisation of the defect levels with the perfect
crystal band structure, we find that the choice of k-points has a noticeable
impact on the results. In particular, Γ-point calculations converge faster than
calculations with uniform, multiple k-point sampling when considering stable
charge state transition levels (given by differences in formation energies of
different charge states), and vice-versa when considering the absolute value of
formation energies.
Due to the overall slow convergence, the calculations may still benefit from
the use of even larger supercells than the ones currently employed. This,
however, will present additional numerical challenges: the defect formation
energy is an intensive quantity that is obtained by taking the difference of two
total energies that are extensive with the system size. As a result, to achieve
a given accuracy for Ef as the supercell size is increased, it is necessary to
proportionately increase the precision per atom in the total energy calculations
in order to avoid the result being swamped by numerical noise. Encouragingly,
however, we have shown that linear-scaling DFT methods can be used to
obtain results with a comparable level of accuracy to conventional plane-wave
methods.
Finally, we have also introduced two methods for correcting the alignment
of the valence band maximum for charged defects: one is based on averaging
the electrostatic potential using a Voronoi cell construction, and the other
on Hamiltonian matrix elements in a basis of MLWFs. The two methods give
excellent mutual agreement and constitute simple and robust ways to calculate
potential alignment corrections. However, the determination of εv remains a
somewhat uncontrolled source of error, as demonstrated by the discrepancy
between the potential alignment correction (‘VBM’) and total energy difference
(‘Hole’) approaches, which can be as small as 0.01 eV (for positively charged
defects), or as large as 0.2 eV (for negatively charged defects).

Chapter 6
Gold in silicon
In this chapter we present the results from our investigation of the gold substi-
tutional defect in bulk silicon (denoted Auq) using DFT. The insights obtained
from the silicon vacancy regarding the finite size convergence of defect proper-
ties in the supercell approach are applied to the study of this impurity-related
defect, which has not yet been well-characterised by modern first-principles
methods.
Our calculations of the gold centre represent a significant improvement
on previous theoretical studies of this defect, for the following reasons: (i) a
broader range of charge states has been investigated (from 1+ to 3−), (ii) large
supercells are used (up to 864 atoms), and (iii) careful consideration has been
given to finite size effects, in particular, the sampling of electronic states in the
Brillouin zone. We argue that it is important for the sampled states to possess
the full point group symmetry of the isolated defect in an infinite crystal, and
investigate the efficiency of various high-symmetry k-point sampling schemes
for the 256-atom BCC supercell; the Γ-point only sampling is shown to offer
the fastest convergence of the stable charge state transition levels with system
size.
From our converged results we show that, similar to the vacancy, the gold
substitutional defect becomes a non-spin-polarised negative-U centre due to
the effect of Jahn-Teller distortion. The resulting stable charge state transition
levels are in excellent agreement with the donor and acceptor levels measured
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experimentally, and therefore allow for a clear identification of these levels; our
results suggest that the assumption used in previous studies on the nature of
the two experimental levels is incorrect.
The rest of this chapter is organised as follows: in Sec. 6.1, we review
the previous experimental and theoretical results for the gold impurity. In
Sec. 6.2, we give the technical details of our simulations. In Sec. 6.3, we discuss
the application of corrections for the electrostatic interaction of charged point
defects, and show preliminary results for the case of the gold centre. In Sec. 6.4,
we present our main results; first we describe the convergence properties of the
neutral gold impurity (Sec. 6.4.1), then we describe the results obtained for
different charge states of the defect (Sec. 6.4.2), in terms of the transition levels
(Sec. 6.4.3) and Watkins’ vacancy model (Sec. 6.4.4), and finally we describe
the electronic structure of system by examining the MLWFs that are obtained
from the valence+deep-level manifold (Sec. 6.4.5). In Sec. 5.6, we give a brief
summary of our main conclusions.
6.1 Previous studies
The role of gold as an impurity in silicon has been extensively studied, due to
its technological importance in the semiconductor industry (notably, through
the use of gold contacts to semiconducting devices [223]). Gold doping in-
troduces deep defect levels into the band structure of silicon; as previously
noted, such deep-level impurities are extremely effective in reducing minor-
ity carrier lifetimes, and can cause a strong reduction in the conductivity of
the sample [112]. This system has also received renewed interest due to the
use of gold as a catalyst in the growth of semiconducting nanowires using the
vapor-liquid-solid (VLS) method [224], which can result in the presence of gold
impurities in excess of the bulk solubility [225,226].
Since 1957, two defect levels have been identified as the main contributions
from gold impurity centres: a donor level at εv+0.35±0.02 eV, and an accep-
tor level at εv+0.62±0.02 eV [227]. These measurements have been confirmed
by several different experimental techniques (for a review, see Ref. [228]), in-
cluding a relatively recent study [229] using DLTS measurements, which has
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clearly identified the defect centre as a single amphotheric gold substitutional.
However, the electronic structure of this defect is still a matter of debate; this
is mainly due to the lack of an EPR signal, in contrast to the isoelectronic
Pt− defect, which has been well characterised using this technique [230]. A
possible explanation for this situation has been given by Anderson [231], who
proposed that rapid tunnelling of the defect between two trigonal C2v configu-
rations results in an average value of g⊥ ≃ 0. This would make the microwave
transition probability between states small and hence any EPR signal difficult
to detect. This explanation is supported by Watkins et al. [232] in Zeeman
studies of the substitutional gold excitation spectra; on the other hand, Son
et al. [233] have attributed an EPR spectrum to this defect centre, concluding
that it is paramagnetic with S = 1/2, but with substantially different g values
to those found in Ref. [232], which makes it unlikely that both studies are ex-
amining the same centre. In each case there is a problem with unambiguously
identifying the defect centre, due to the presence of other impurities and the
large number of Au-related complexes that are known to exist [234–236].
Computationally, self-consistent Green’s function calculations of the gold
substitutional defect in an undistorted silicon lattice [228] have shown the
possibility of both the donor and acceptor levels arising from the same centre,
in contrast to the results from a previous cluster model [237, 238] using the
multiple scattering Xα [239] (MS-Xα) method; however, the predicted level
positions are 0.21 eV and 0.26 eV higher than the experimental measurements
for the donor and acceptor levels, respectively. More recently, a DFT cluster
simulation [179] using a relaxed ionic configuration also calculated these two
levels, although their positions were found to be 0.14 eV and 0.12 eV lower
than the experimental donor and acceptor levels, respectively, in spite of the
application of an empirical correction (this is the ‘reference defect’ method
discussed in Sec. 4.4.5; for this study, the Ci defect in silicon was taken as the
reference).
The LCAO model of the silicon vacancy, introduced in the previous chap-
ter, has also been adapted for the case of transition metal substitutional im-
purities (belonging to the Ni- and Cu-headed groups of the period table) in
silicon [240,241]. The defect centre is now treated as a perturbed vacancy; the
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impurity atom’s valence d orbital is taken to be fully occupied, with the remain-
ing valence electrons forming vacancy-like defect levels. This model explains
both the paramagnetic behaviour and the lattice distortion observed experi-
mentally for the negatively charged palladium and platinum defect centres in
silicon [242], as well as the negatively charged nickel centre in germanium [243].
Furthermore, the early computational studies of the gold centre cited above
have confirmed the symmetry of the defect states in the gap to be those ex-
pected from the vacancy model [228,237,238]. We shall refer to this model in
the discussion of our DFT results in Secs. 6.4.4 and 6.4.5.
6.2 Computational methodology
As previously noted, we apply the results from our investigation of the finite
size convergence properties of the vacancy in the supercell approach to the
study of the gold defect centre. Consequently, the general methods already
described for the plane-wave DFT simulations (Sec. 5.3.1) and the calculation
of MLWFs (Sec. 5.3.3) are also applied in the simulations presented in this
chapter. Therefore, we now describe only those technical details that are
specific to the simulation of the gold substitutional defect.
The definition of the defect formation energy is almost identical to that
given in Eq. 5.1 for the vacancy; however, we must now include the chemical
potential of the gold species µAu:
Eqf = E
def,q −
(
N − 1
N
)
Ebulk − µAu + q (εv +∆µe) . (6.1)
µAu is taken to be the energy per atom of ideal FCC gold calculated with the
DFT-optimised lattice parameter. We note that the chemical potential of the
impurity species does not affect the stable charge state transition levels (the
main quantity of interest for the present study), as this term in the defect for-
mation energy cancels between different charge states in Eq. 4.23. The valence
band maximum reference εv for the electronic chemical potential is calculated
by the total energy difference approach (between the neutral bulk supercell
and the same supercell with a single electron hole), as it is computationally
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simpler than the potential alignment method (the formation energy in this
approach is entirely determined by total energy calculations), and has proven
as precise with respect to experiment for calculating transition levels.
We study supercells of up to 864 atoms using the castep code; these
correspond to those employed for the vacancy up to 256 atoms (Tables 5.2 and
6.1), and a large 864-atom BCC supercell (constructed from 3 × 3 × 3 BCC
unit cells of 32 atoms). For the Brillouin zone sampling, we use the MP k-
point sampling scheme employed previously; additionally, for large supercells,
we perform calculations on specific high-symmetry k-points (these are detailed
in the text). The LDA is used in all calculations to describe exchange and
correlation. The BFGS scheme is used for calculating relaxed geometries; our
convergence tolerance parameters for this procedure are 6×10−3 eV/A˚ for the
RMS force, 5 × 10−4 A˚ for the RMS ionic displacement, and 1 × 10−5 eV for
the energy per atom difference between BFGS iterations1.
We use the same ultrasoft and norm-conserving pseudopotentials described
previously for silicon, and two similar pseudopotentials for gold (we do not mix
ultrasoft and norm-conserving pseudopotentials in the same calculation). The
gold USPP has 19 valence electrons (corresponding to the electronic configura-
tion 5s25p65d106s1 in the free atom), and the NCPP has 11 (the 5s25p6 orbitals
are treated as core states in this case). The USPP gives the optimised lattice
constant for bulk FCC gold to within 1% of experiment (4.04 A˚, compared
with an experimental value of 4.08 A˚), and the bulk modulus to within 10%
(190 GPa, compared with an experimental value of 173 GPa). The elastic con-
stants for the FCC lattice C11, C12, and C44 are also found to be in reasonable
agreement with experiment (with errors within 5%, 10%, and 20%, respec-
tively). The NCPP, instead, gives the optimised lattice constant to within 2%
1We note that the determination of the point group symmetry of the relaxed defect
centre is now complicated by the presence of the gold ion, that might shift with respect to
the centre of mass of the four neighbouring silicon ions. Therefore, we have written a code
for automatically finding the permissible symmetry operations for a set of ionic coordinates,
from which the molecular point group symmetry can be easily deduced; this is done by
using a Nelder-Mead downhill simplex algorithm [244] to find (for each type of symmetry
element) the axes which minimise an error function describing the accuracy of the symmetry
operation in terms of the RMS difference between the original and transformed sets of ionic
coordinates.
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of experiment (4.01 A˚), and the bulk modulus to within 20% (207 GPa).
6.3 Electrostatic image charge corrections
Before presenting the main results for the gold centre, we shall briefly discuss
the merits of supercell image charge correction schemes for charged point de-
fects in relation to our particular defect system. The idea was first introduced
by Leslie and Gillan [245], who proposed the first-order (monopole-monopole)
correction term for the defect formation energy
∆Eqf =
q2α
2Lε
+O (L−3) , (6.2)
where q is the charge of the defect centre, L is the cube root of the supercell
volume, ε is the dielectric constant of the host crystal, and α is the Madelung
constant of the cell (related to its shape). This correction, therefore, approx-
imates the system as an infinite periodic lattice of interacting point charges.
Makov and Payne [246] extended the correction to include the third-order
term, taking into account the monopole-quadrupole interaction:
∆Eqf =
q2α
2Lε
− 2πqQ
3L3
+O (L−5) , (6.3)
where Q is the second radial moment of the aperiodic charge associated with
the defect centre. As noted by Lento et al. [181], this is not a well-defined
quantity, as the treatment of the Coulomb interaction in dielectric materials
requires the separation of the external charges, from which Q should be calcu-
lated, and the induced charges due to screening. By taking the difference in
the ground-state charge density of the supercell with and without the defect,
however, we calculate the sum of these two quantities. It is therefore unclear
how to proceed; for the case of the silicon self-interstitial, Lento et al. use
the charge density of an isolated silicon atom in free space. This approach
is clearly not appropriate for substitutional defects, especially if the valence
electrons become strongly bonded with other lattice sites.
Leaving aside the uncertainties in calculating Q, the accuracy of this ap-
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proach has been questioned by several studies [247–249], that suggest that the
defect charge is too delocalised to be well-represented in practice by a multipole
expansion. Nevertheless, it has also been empirically observed [155, 250, 251]
that the finite size scaling of the formation energy for charged defects calcu-
lated from a number of different supercell sizes can sometimes be accurately
fitted to a function of the same form as that given by Eq. 6.3:
Eqf (L) = E
q
f (L =∞) +
γ1
L
+
γ3
L3
, (6.4)
where Eqf (L =∞) is now taken to be the converged formation energy in the
dilute limit. However, the sign of the first-order term in some cases is found
to be opposite to that suggested by Eqs. 6.2 and 6.3, thereby seriously calling
into question the validity of the extrapolation to the dilute limit. Lany and
Zunger [127] have attributed this to additional errors from potential alignment
effects.
We have tested the effectiveness and reliability of two possible electrostatic
correction schemes on the unrelaxed gold substitutional defect in its most
highly charged state, Au3−, for which the correction is expected to have the
most noticeable effect. The two schemes we use are: (i) the Leslie-Gillan first-
order correction given by Eq. 6.2, and (ii) the empirical finite size scaling fitting
given by Eq. 6.4. We avoid the Makov-Payne correction due to the difficulty in
definingQ; however, the effectiveness of the Leslie-Gillan correction should give
an indication of the general reliability of the multipole expansion approach.
Fig. 6.1 shows the results for both schemes. As can be seen, the Leslie-
Gillan correction clearly does not speed up the convergence; indeed, its appli-
cation increases the overall range of formation energies between the smallest
and largest supercells by 38%. The correction increases the formation energy,
as must always be the case for the first-order term in the multipole expansion.
The reliability of the finite size scaling fitting procedure, instead, is tested
by comparing fits to different data sets, given by the three supercell geometries.
Unfortunately, there is a large discrepancy (on the order of 1 eV) between
the values of Eqf (L =∞) obtained in each case. We have further tested the
robustness of the method by discarding the smallest supercell from the fit of
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Figure 6.1: Electrostatic corrections of the defect formation energy for the
Au3− centre. Filled symbols show the uncorrected formation energy, and empty
symbols show the same quantities with the addition of the Leslie-Gillan cor-
rection term from Eq. 6.2. The dashed lines show the best fit to the data of a
first-order finite size scaling term (for BCC), and first- and third-order terms
(for SC and FCC); in addition, the fine dashed green line shows the best fit
obtained for FCC after discarding the smallest supercell (L−1 ≃ 0.15 A−1).
the FCC data points (as this geometry has the most available points); this
results in a non-negligible shift of Eqf (L =∞) of 0.5 eV. Finally, we note that
the fitting procedure, despite displaying a large uncertainty in the extrapolated
result, suggests that Eqf (L =∞) < Eqf (L) for the calculated range of L, and
is therefore in qualitative disagreement with the Leslie-Gillan correction.
In conclusion, therefore, we have shown that neither the direct application
of an electrostatic correction based on multipole expansion, nor the fitting of
the available data to an empirical finite scaling function gives a clear improve-
ment on the uncorrected results for the defect formation energy. We suggest, in
fact, that the multipole expansion greatly overestimates the magnitude of the
necessary correction, due to the noticeably delocalised and non-point-like na-
ture of the defect wavefunction (as demonstrated both by our calculation of the
kinetic energy contribution to the total defect formation energy in Sec. 5.5.1,
and the MLWF analysis of the defect levels in Sec. 6.4.5); we note that if we
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Figure 6.2: Convergence of the defect formation energy with system size for
different supercell geometries.
consider the opposite limit of a completely delocalised defect charge (which
might arguably be a better approximation of the defect in small and medium
size supercells), the electrostatic correction now tends to zero. We therefore do
not apply an electrostatic correction in the results presented in the rest of this
chapter, and, as for the vacancy, use a large supercell to check the convergence
of the main quantity of interest in our investigation.
6.4 Results
6.4.1 The neutral defect centre
The analysis of the gold centre offered by Watkins’ vacancy model suggests
definite similarities between the two point defects, notably the bonding of the
valence electrons at the defect centre and the resulting symmetry of the defect
states. This, in turn, also suggests the possibility of the two defects exhibiting
similar finite size convergence properties in electronic structure calculations;
to this end, we first simulate the neutral gold substitutional defect centre,
investigating the converge properties of the unrelaxed and relaxed lattices.
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N Symm.
kMP k-point vol.
E0f (eV)
(10−3A˚
−3
)
2 FCC 8 12.35 0.52
8 SC 7 4.61 0.86
16 FCC 6 3.66 0.86
32 BCC 5 3.16 1.37
54 FCC 6 1.08 1.18
64 SC 5 1.58 1.42
128 FCC 4 1.54 1.39
216 SC 3 2.17 1.59
250 FCC 4 0.79 1.53
256 BCC 4 0.77 1.63
Table 6.1: List of all supercells up to 256 atoms with their respective sym-
metries. Also listed are the value of kMP used (converged with respect to
the formation energy for each supercell), the corresponding k-point volume in
reciprocal space, and the unrelaxed defect formation energy.
Table 6.1 lists the defect formation energy obtained for the different su-
percells with an undistorted lattice and ultrasoft pseudopotentials. We use a
converged value of 400 eV for the cut-off energy (for a convergence tolerance of
10 meV in the formation energy). The pattern of convergence observed for the
defect formation energy (shown in Fig. 6.2) is extremely similar to that found
for the vacancy (Fig. 5.4a): there is a monotonically-increasing convergence for
individual supercell geometries, with BCC and SC supercells showing a faster
convergence than FCC. However, the overall range of values between all sys-
tem sizes is 25% smaller than for the vacancy, and the difference in formation
energy between the three largest supercells (216-atom SC, 250-atom FCC, and
256-atom BCC) is only 40 meV, 50% smaller than the equivalent value for the
vacancy formation energies. Table 6.1 also shows the converged (dense) k-point
grids used for the calculations; these are almost identical to those employed
for the vacancy supercells, again suggesting a noticeable similarity between the
electronic structure of the two defect centres.
The converged value of the unrelaxed gold defect formation energy itself
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Figure 6.3: Relaxation effects for the neutral gold substitutional defect.
Squares show the defect formation energy for the unrelaxed lattice and cir-
cles for the relaxed one. Labelled below is the point group symmetry of the
defect centre after relaxation (USPP/NCPP).
(∼1.6 eV) is much smaller than the corresponding vacancy formation energy;
however, we note that the gold chemical potential should be considered as an
upper bound to the possible range of experimental values (see Sec. 4.4.2), and,
hence, the calculated formation energy represents a lower bound estimate.
As predicted byWatkins’ model, the simulations with an undistorted lattice
result in three defect levels within the silicon band gap, degenerate at Γ. When
the ionic positions are allowed to relax, we therefore expect the degeneracy of
these levels to be lifted by Jahn-Teller distortion. For Au0, this is assumed to
result in the same symmetry as the relaxed v1− centre (C2v). Our simulations
on the relaxed geometry for the 256-atom supercell, however, predict a lower
symmetry of D2 (we shall discuss symmetry considerations in more detail in
Sec. 6.4.4). The calculations are performed with ultrasoft (norm-conserving)
pseudopotentials, using a converged energy cut-off of 400 eV (800 eV), and the
Brillouin zone samplings listed in Table 6.1.
Fig. 6.3 shows the finite size dependence of the relaxed symmetry of the
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Figure 6.4: Band structure for the 256-atom BCC supercell with a relaxed
neutral gold substitutional defect. The full horizontal line (in green) indicates
the level of the highest occupied orbital. The three defect levels are shown in
blue, and all other bands are shown in red. The corresponding band structures
for bulk silicon and the relaxed vacancy are shown in Figs. 5.7b and 5.7c,
respectively.
gold defect centre; as with the vacancy (Fig. 5.6), only the largest supercell
of 256 atoms shows a substantial lowering of the defect formation energy from
the relaxation (by 0.3 eV, compared with 0.7 eV for the vacancy), revealing
the spurious effect of elastic interactions between images of the defect centre
for smaller supercells2. However, even for the largest supercell there is only
a modest change in volume at the defect site (an increase of less than 5%,
compared with a reduction of more than 40% for the vacancy). We also note
that the symmetry of the smaller supercells is not consistent (as is seen for
the vacancy, which exhibits Td symmetry for all supercells smaller than 256
atoms), and is only higher than D2 for the smallest system size.
Fig. 6.4 shows the band structure calculated for the 256-atom supercell with
the neutral gold defect centre after relaxation. The three defect levels are split
by Jahn-Teller distortion, and result evenly spread out, covering the entire
DFT band gap. Additionally, at this system size there is still a noticeable
2We note an almost constant offset of ∼0.17 eV in the defect formation energy between
the two pseudopotentials; this can be attributed to the difference in the ideal structure
obtained for FCC gold, from which the impurity chemical potential is calculated.
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dispersion on the order of 0.1 eV; nonetheless, the defect levels are clearly
distinguishable in the band gap, and are not entangled with either the valence
or conduction band-edge states, as is the case for the relaxed neutral vacancy.
This band structure can be directly compared with the schematic level diagram
in Fig. 6.6.
6.4.2 Charged defect centres
We now consider the gold substitutional defect in all its charge states from +1
to −3; these correspond to the three defect levels in the band gap being filled
with between two and six electrons. We have calculated the relaxed symmetry
and defect formation energy for each charge state using the 256-atom supercell
and USPP. We repeat the calculations with both Γ-point sampling and a dense
kMP = 3 grid. The results are summarised in Table 6.2.
All charge states show a small outwards relaxation, which decreases as
more electrons are added to the defect centre. In the majority of cases there is
no qualitative difference in relaxation between the Γ-point only and multiple
k-point calculations, although the latter results in a higher symmetry for Au3−
(this cannot, however, be considered a Jahn-Teller distortion, as the unrelaxed
lattice does not feature a partially filled group of degenerate levels). In gen-
eral, however, the difference between symmetries is found to be small, and the
relaxation procedure shows evidence of an extremely flat energy landscape.
This suggests that the system should be considered as a multi-symmetry de-
fect, since the small energy barriers between different symmetries will allow
it to explore several metastable configurations even at low temperatures. An
analogous situation has been described for the vacancy in a previous DFT
study [214] (see also Sec. 5.5.3). However, comparing the results presented
in this and the previous chapter, it is clear that this effect is even more no-
ticeable for the gold centre; this should be expected, as the relaxation of the
lattice that causes the change in symmetry is much less pronounced in this
case. Unfortunately, due to the numerical noise in the ionic positions at the
end of the relaxation procedure, this also makes the point group symmetry of
the defect centre in our simulations less well-defined than for the vacancy, as
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the differences in bond lengths between different point groups is smaller.
We shall make use of the information in Table 6.2 in discussing the Jahn-
Teller distortion and electronic structure of the system in Secs. 6.4.4 and 6.4.5.
However, before doing so, we first turn to the central question in our study of
gold in silicon: how well do the converged DFT transition levels compare with
experiment, and what can they tell us about the nature of this defect centre?
6.4.3 Transition levels
The stable charge state transition levels obtained from our calculations are
given in Table 6.3 for a number of different relaxed and unrelaxed geometries
and k-point sampling schemes. We also list the experimentally observed donor
and acceptor levels, and the transition levels reported from two previous com-
putational studies. Both of these studies restricted their investigation to the
E (1+/0) and E (0/1−) transitions, assuming them to correspond to the two
experimental levels; the discrepancies between the calculated and experimen-
tal values, on the order of 0.1 eV, were hypothesised to be due either to lattice
relaxation [228] (not included in the model) or finite size effects [179]. While it
is clear from our calculations that both of these factors are crucial for correctly
placing the transition levels, we shall argue that the underlying assumption of
the assignment of the experimental levels is incorrect; instead, we propose that
the two transitions of interest are E (1+/1−) and E (1−/3−).
We have already shown for the silicon vacancy that Γ-point sampling is
preferable for calculating the transition levels, as the calculated levels for the
256-atom supercell with this sampling are in good agreement (within 0.03 eV)
both with experiment and with the results obtained for a large 1000-atom
supercell; a dense k-point sampling at this system size, instead, results in
qualitatively wrong behaviour (the transition levels of interest are not in the
band gap). Due to the noticeable similarities in the finite size convergence
properties of the gold centre and the vacancy, shown in the previous sections,
we expect the Γ-point sampling to give the most accurate results for the gold
impurity transition levels; we consider this case next.
The levels calculated with Γ-point sampling are shown in Fig. 6.5. As can
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be seen, the ionic relaxation has a large effect on the level ordering and posi-
tions. For the unrelaxed lattice, all the charge states from 1+ to 3− exhibit a
thermodynamically stable region, with the spin-polarised neutral charge state
having the lowest defect formation energy for a range of ∆µe of width 0.16 eV.
The lattice relaxation, however, significantly lowers the formation energy of
Au1− (between 0.07 eV and 0.16 eV more than the other charge states), re-
sulting in both the neutral and doubly negative charge states being cut off,
and two thermodynamically stable double electron transitions appearing, from
Au1+ to Au1−, and from Au1− to Au3−. In other words, the defect centre is a
negative-U system as a direct consequence of the Jahn-Teller lattice distortion,
analogously to the well-known negative-U behaviour of the vacancy.
The position of the two thermodynamically stable transition levels for the
relaxed system E (1+/1−) and E (1−/3−) are in good agreement with the
donor and acceptor levels measured experimentally, with a discrepancy of
+0.02 eV and −0.03 eV, respectively. We note that experimental measure-
ments also vary on the order of 0.01 eV [227–229].
Table 6.3 also reports the transition levels calculated using kMP = 3; in this
case, the levels are shifted closer to the valence band edge and the negative-U
behaviour is only approximate, with small regions of stability of width 0.04 eV
for both Au0 and Au2−. A similar effect is observed for the vacancy, as the
transitions for the sequence v0, v1−, v2− with kMP = 3 are also shifted towards
the valence band edge with respect to those calculated with Γ-point sampling,
and the transitions for the sequence v2+, v1+, v0 with kMP = 3 are located
within the valence band instead of the band gap (Table 5.4).
Our calculations on the two defect centres clearly show the results using Γ-
point sampling to be better converged with respect to the large supercell limit
(see Sec. 5.5.4 and discussion below), as well as in better agreement with the
available experimental values, than those from a dense k-point sampling. Why
is this? Due to the importance of relaxation on the transition level positioning,
we argue that a key consideration is the correct description of the symmetry-
breaking Jahn-Teller distortion of the truly isolated defect centre within the
constraints of a periodically repeated supercell. This may be understood as
follows:
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Any substitutional impurity in an unrelaxed diamond lattice has Td point
group symmetry; a repeating supercell lattice of such impurities will also have
Td symmetry, provided that the supercell is in the cubic crystal system (as is
the case for all those used in this study). The Γ-point is somewhat special,
in that the Bloch states at Γ form an irreducible representation of the full
point group symmetry of the supercell lattice (i.e., the symmetry of the k-
point is the same as that of the lattice, as described in Fn. 5 in Sec. 3.2).
Hence, when sampling the Brillouin zone of the supercell at the Γ-point only,
the Kohn-Sham energy level degeneracies will be correctly described, and the
levels correctly occupied (with reference to the isolated system). This is not
true, in general, for other k-points, for which the degeneracy of the levels is
lifted even without lattice distortion. In fact, amongst the high-symmetry
points of the three cubic Bravais lattices, there are only three k-points (other
than Γ) that possess the required degree of symmetry: R =
(
1
2
, 1
2
, 1
2
)
for the SC
lattice, and H =
(
1
2
, 1
2
,−1
2
)
and P =
(
1
4
, 1
4
, 1
4
)
for the BCC lattice3; there are
none for the FCC lattice. R and H have Oh symmetry, and P has Td symmetry.
The impact of k-point symmetry on the description of the electronic structure
and ionic relaxation of the defect centre is further discussed in Appendix D.
Previous defect studies have suggested the use of Γ + R sampling in a
SC supercell for silicon [202, 252], and Γ + H sampling in a BCC supercell
for cubic metals [253]. For such sampling schemes is it necessary to impose
a fixed occupation of the defect levels across the Brillouin zone, to avoid a
non-uniform filling between k-points. We have calculated the transitions for
the sequence Au1−, Au0, Au1+ with Γ + H sampling and P-point only sam-
pling (listed in Table 6.3); in both cases, the negative-U effect is maintained,
such that E (1+/1−) is the only thermodynamically stable transition. The
positioning of this level, however, changes significantly with respect to the
Γ-point only sampling case (by −0.09 eV and +0.18 eV, respectively). In or-
der to check which of these sampling schemes gives the most accurate level
positioning, we have performed the calculation using a large 864-atom BCC
supercell, by embedding the relaxed ionic positions around the defect site ob-
3The high-symmetry points are given as fractional coordinates of the reciprocal lattice
vectors for each Bravais lattice.
164 CHAPTER 6. GOLD IN SILICON
tained from the 256-atom calculation into the larger system. The transition
level obtained is at Ev + 0.34 eV; amongst the different sampling schemes
tested in the 256-atom system, Γ-point only has the smallest discrepancy with
this value (+0.03 eV). Therefore, this gives an indication that the Γ-point only
sampling scheme provides a faster finite size convergence with respect to the
stable charge transition levels than either a dense k-point mesh or other high-
symmetry sampling schemes, and, hence, the most accurate results from the
ones listed in Table 6.3.
Finally, we have also tested for additional effects due to spin-orbit coupling.
Calculations were performed with the abinit code [254] (version 6.6); we
use the LDA exchange-correlation functional, Hartwigsen-Goedecker-Hutter
(HGH) norm-conserving pseudopotentials [255], Γ-point sampling, and a plane-
wave cut-off energy of 800 eV. The addition of spin-orbit coupling gives rise to
a shift of approximately −0.1 eV in the formation energies that is almost con-
stant across the various charge states. Therefore, when considering transition
levels, this shift almost entirely cancels between different charge states, result-
ing in negligible changes to the transition levels (E (1+/1−) and E (1−/3−)
being lowered by only 15 meV and 17 meV, respectively) and the relaxed ionic
configurations, and no qualitative change in the negative-U nature of the defect
centre.
6.4.4 Watkins’ model
We now analyse the relaxation patterns obtained for the different charge states
(Table 6.2) using Watkins’ model, as illustrated in Fig. 6.6. The lattice will
only remain in its undistorted Td symmetry for Au
3−, since the defect levels are
completely occupied in this charge state. However, D2d symmetry is obtained
via either the removal or addition of an electron from the neutral defect centre;
this is achieved by forming pairs between the four neighbouring atoms of the
defect centre, although in the former case the distance between pairs decreases
by 0.1 mA˚, whilst in the latter it increases by 0.2 mA˚ (hence, the level ordering
of the states in the band gap is reversed in these two cases). We note that
Au1+ exhibits the same behaviour as the isoelectronic v0 centre, but Au1−
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Figure 6.6: Schematic level diagram showing the effect of Jahn-Teller distortion
on the defect levels for different charge states, following Watkins’ LCAO model.
differs from v2−, which instead features C2v symmetry.
For Au0, the degeneracy is lifted on all the defect levels; this is convention-
ally assumed to be caused by a second distortion which differentiates between
the pairs, resulting in C2v symmetry. Our calculations show some evidence of
such behaviour, as the two stretched bonds between ion pairs differ in length
for this charge state, and the Au ion consistently moves along [100] towards the
centre of mass of the longer of the two (similarly to what was found in a pre-
vious study [179]). However, we also find a much more prominent distortion:
a rotation of the ion pairs about the [100] axis which breaks the symmetry
of the four a–b bond lengths. This distortion is sufficient in itself to reduce
the symmetry of the defect centre to D2 and lift the degeneracy of the three
defect levels. The distortion of the defect centre from our DFT calculations
is therefore fully consistent with a Watkins-like model, although two of the
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Figure 6.7: Contour-surface plot of the MLWFs most strongly associated with
the Au0 defect centre (unrelaxed); A = 2/
√
v, f ≈ 5/4 (details are given in
the caption of Fig. 5.9).
charge states (Au0 and Au1−) feature alternative symmetries to the ones that
are generally assumed.
6.4.5 MLWF analysis
The calculation of the defect Wannier functions for the gold centre is more
challenging than for the vacancy, as the distortion patterns obtained for the
various charge states, although qualitatively similar, are much less pronounced,
and the energy gap between the highest occupied Bloch state and the lowest
unoccupied one is small. Consequently, the wannierisation of the occupied
manifold does not result in chemically-intuitive orbitals; this is because the
lattice distortion is not large enough to result in a clear hybridisation of the
underlying orbitals from Watkins’ model.
Therefore, we show only the MLWFs obtained from a wannierisation of
the entire valence+deep-level manifold (Fig. 6.7); in this case, there are four
Wannier functions of note associated with the defect, corresponding to the
four orbitals used in the LCAO model (a1, a2, b1, and b2 in Fig. 6.6). For a
substitutional defect centre, these orbitals are themselves hybrids of the sp3-
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Figure 6.8: Projection of the three types of MLWFs (averaged over all Wannier
functions of that type) on the valence+deep-level DOS. The dashed vertical
line shows the position of the valence band edge. For clarity, the Si–Si bonds
projection is plotted on the negative axis.
like dangling bonds surrounding the defect centre and the central impurity
orbitals [228] (in this case, the sp3 orbitals created from the 6s and 6p atomic
subshells of gold); the result, therefore, is four σ-like bonding orbitals between
the gold ion and its silicon neighbours. Unlike the typical Si–Si bonding or-
bitals, they do not posses a symmetry plane at the centre of the bond and
parallel with the bond axis, although they are symmetrical with respect to
rotation about that axis. There is no noticeable difference in this picture be-
tween the unrelaxed and relaxed geometries, as well as between different charge
states of the defect.
In addition, the wannierisation procedure recovers the five orbitals of the
closed 5d subshell of gold. By plotting the projected density of states onto the
three different types of Wannier functions (Au–Si σ bonds, Si–Si σ bonds, and
Au d orbitals), shown in Fig. 6.8, we see that the 5d orbitals’ main contribution
is a localised peak deep within the valence band of silicon, confirming that
they are only weakly coupled to the rest of the system, and play little part in
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Figure 6.9: Contribution of all MLWFs in the supercell to the three defect
levels in the band gap. The dashed line is a second-order polynomial decay
fitted to the values of the Wannier functions with the largest contributions at
each distance range.
the defect levels in the gap. The position of the main peak (∼εv − 5.1 eV)
is in reasonable agreement with that measured by photoemission for gold in
silicon [256] (∼εv−4.5 eV), although our simulation does not include the large
spin-orbit splitting that is also observed.
Fig. 6.9 shows the contribution from the projected DOS of every Wannier
function in the 256-atom supercell to the three defect levels in the band gap.
The strongest contribution comes from the four Au–Si bonds, and there is
an algebraically-decaying contribution from Si–Si bonds in subsequent shells
around the defect centre, despite the exponential localisation of the Wannier
functions themselves. This decay is strongly directional, as indicated by the
presence of Wannier functions with very small contributions to the defect levels
even at short distances from the gold ion. This is in qualitative agreement with
Probert and Payne’s analysis of the defect charge density for the vacancy [203].
6.5 Conclusions
In this chapter we have studied the substitutional gold centre in supercells of
bulk silicon, making use of the methodology developed for the silicon vacancy.
We have found the defect centre to exhibit many similarities with the vacancy,
both in terms of the finite size convergence properties and the analysis of
the valence electron bonding at the defect centre in its various charge states;
this is attributed to the fact that the gold impurity also forms a ‘Watkins
defect’, as demonstrated by the relaxed ionic configuration of the different
charge states in the 256-atom supercell, as well as the analysis of the defect
supercell using MLWFs, showing the gold’s 5d orbitals to interact only weakly
with the defect states of interest. We note that our calculations have shown
the relaxed neutral defect centre to have D2d, rather than the conventionally
assumed C2v, symmetry; however, this is not incompatible with a description
of the defect based on Jahn-Teller distortion within Watkins’ LCAO vacancy
model.
Using the results from the largest supercells employed we have argued that
the defect forms a negative-U centre which depends on the Jahn-Teller distor-
tion, resulting in a double level system with the stable charge state transitions
(1+/1) and (1/3), and, hence, no stable spin-polarised charge state. The effect
of spin-orbit coupling has also been tested, and found to have a negligible ef-
fect on our results. Our investigation, therefore, suggests that the defect is not
paramagnetic, thus proving a simple explanation for the well-known missing
EPR signal for the system. However, we are not aware of any direct experi-
mental evidence to support this conclusion, and other explanations have also
been proposed (as discussed in Sec. 6.4). Therefore, we believe that further
investigation is needed, both experimentally and computationally; in the latter
case, calculations using more accurate levels of theory should be undertaken to
verify the robustness of the DFT ordering of the state charge transition levels.

Chapter 7
Doping at the Si–SiO2 interface
In this chapter we present the results from our investigation of substitutional
arsenic defects in silicon close to and at the interface between crystalline silicon
and both crystalline and amorphous silica. In contrast to the silicon vacancy
and the gold impurity discussed in previous chapters, arsenic is a shallow-level
impurity in silicon, widely used for n-type doping; Watkins’ LCAO model, that
we have thus far employed extensively, is therefore not applicable in this case.
Instead, the simple model that we must adopt is that of a charged silicon-like
defect site with a weakly bound electron creating a shallow donor level below
the conduction band edge, as described briefly in Sec. 4.3.
The Si–SiO2 interface is a common feature in modern silicon-based comple-
mentary metal-oxide-semiconductor (CMOS) technology for the fabrication of
integrated circuits; in devices such as MOS field-effect transistors (MOSFETs),
the insulating oxide is placed next to the doped semiconductor, thereby po-
tentially exposing the impurity atoms to the interface. Due to the ongoing
miniaturisation drive for such devices, understanding the effects of the inter-
face on the dopant distribution and properties is becoming an increasingly
important concern. Indeed, in some modern integrated circuits, MOSFET
channel lengths have been reduced to a few tens of nanometres, with the de-
vice properties being determined by only about 100 dopant atoms; it can be
argued, therefore, that semiconductor technology is approaching the remit of
nanothechnology.
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The generation of candidate interface structures is in itself an active area of
research in the field of materials modelling, since obtaining a realistic atomic
configuration for the system is clearly important for analysing its properties.
Therefore, in the first half of this chapter (Sec. 7.1), we describe our prelimi-
nary investigation of the undoped interface. We adopt a multiscale approach,
making use of a Monte Carlo (MC) method in order to access the required
time scales for amorphising the oxide and generating a disordered interface;
we parametrise our MC model from DFT by using an energy-matching tech-
nique, resulting therefore in a computationally inexpensive ab initio method
for simulating such structures. Our results show that this method is capable
of correctly reproducing the qualitative features of the interface, athough the
amorphous silica has a greater density than that measured experimentally; the
possible causes for this are discussed.
In the second half of this chapter (Sec. 7.2), we investigate the segregation
of arsenic dopants in silicon at the interface using DFT. We focus on the role of
electrically active defects in bulk-like four-fold coordinated configurations, due
to their importance for nanoscale devices. We employ two candidate structures
obtained from our study of the interface: an ordered system with α-cristobalite,
and a disordered one with amorphous silica.
Previous computational investigations of donor impurities at the interface
have been restricted to small clusters or supercells, typically studying only a
few selected defect sites in the first monolayer of silicon below the oxygen-
bonded layer. The emphasis of these studies, therefore, has generally been
on identifying novel defect configurations at the interface (featuring a quali-
tatively different bonding topology from the undoped network) that passivate
the defect and favour segregation. In the present study, instead, we employ
a large supercell and simulate both ordered and disordered interfaces. The
size of the system allows us to accurately characterise the long-range quantum
confinement effect due to the interface, showing a small energy barrier for seg-
regation. We also investigate the impact of the local stress at the defect site
on its segregation energy, and show that a simple ‘particle in a box’ model
can be used to explain the calculated segregation energies at all substitutional
silicon sites, independently of the oxidation state.
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The rest of this chapter is organised as follows: in Sec. 7.1.1, we review
previous experimental and theoretical studies of the Si–SiO2 interface. In
Sec. 7.1.2, we describe the simulation of the interface with two crystalline poly-
morphs of the oxide using hand-built models relaxed with DFT, and present
our results for them. In Sec. 7.1.3, we describe our ab initio MC simula-
tions of the interface with the amorphous oxide, and analyse its properties.
In Sec. 7.2.1, we review previous studies relating to dopant segregation at
the interface. In Sec. 7.2.2, we give the technical details of our simulations
of the doped system, and in Sec. 7.2.3 we present and discuss the results of
our calculations. Finally, in Sec. 7.2.4, we give a brief summary of our main
conclusions.
7.1 Simulating the interface
7.1.1 Previous studies
Due to its crucial role in semiconductor technology, the Si–SiO2 interface has
been the subject of many experimental and theoretical studies. Several dif-
ferent experimental techniques have provided information on the atomic-scale
structure of the interface (for a review, see Ref. [257]); however, due to the
complexity of the system, a precise interpretation of the available data has
proven challenging, and sometimes controversial. To this end, there is an on-
going effort to develop accurate models based on first-principles simulations
for characterising the atomic arrangement at the interface.
Both scanning transmission electron microscopy (STEM) and x-ray scatter-
ing measurements have confirmed the oxide to be in its amorphous state [257];
however, the density of the oxide close to the interface is higher than that
of silica glass by up to ∼10% [258, 259]. Indeed, investigations using high-
resolution transmission electron microscopy [260, 261] (HRTEM) and x-ray
diffraction [262] have detected a cristobalite-like oxide structure close to the
interface; this polymorph of silica is denser than the amorphous structure by
∼5%.
Early studies of the width and roughness of the interface layer between the
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crystalline silicon and the amorphous oxide, by a variety of techniques, did
not yield a consistent picture, with different results ranging from an abrupt
interface to an extended one of width ∼7 A˚ [263]. However, a number of
more recent studies [263–266] using synchrotron radiation photoemission spec-
troscopy (PES) and x-ray photoelectron spectroscopy (XPS) have provided
compelling evidence for the presence of all three intermediate oxidation states
of silicon Si1+, Si2+, Si3+ at the interface, suggesting a gradual change from
Si0 (bulk silicon) to Si4+ (bulk silica); these were determined by measuring
the 2p core-level chemical shifts for the silicon due to its environment. The
various oxidation states are therefore taken to correspond to four-fold coor-
dinated silicon atoms with an increasing number of Si–O bonds replacing the
Si–Si bonds of bulk silicon, ranging from four Si–Si bonds for Si0 to four Si–O
bonds for Si4+. The three intermediate oxidation states, belonging exclusively
to the interface structure, are referred to as suboxide states1. The spatial dis-
tribution of the suboxide states suggests an extended interface of a few oxide
monolayers, with the Si1+ and Si2+ states localised within a region of width
6–10 A˚ [264], and the Si3+ state extending further into the oxide [263–266].
Both electrical [272] and electron spin resonance [273] (ESR) measure-
ments show a very low concentration of interfacial defects such as dangling
bonds (less than one per 104 atoms in the interfacial layers), thus indicating
an almost perfect bonding network with only a negligible number of over- or
under-coordinated atoms.
Atomistic and quantum-mechanical simulations have been employed both
to find and test candidate structures for the interface. Several studies have
employed hand-built models, simulated using either an empirical potential
[274] or DFT [268–270,275]. In particular, Pasquarello et al. have constructed
model interfaces by attaching a crystalline silica polymorph (either tridymite
[268–270] or β-cristobalite [270]) to the bulk terminated Si(001) surface and
fixing the bond density mismatch either by dimerisation of silicon atoms at the
1This simple first-nearest neighbour picture was challenged by Banaszak Holl and
McFeely [267], who suggested that second-nearest neighbour interactions might also play
an important role; however, later theoretical studies [268–271] found this not to be the case,
with the simpler picture providing the correct interpretation of the experimental measure-
ments.
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surface or by adding oxygen bridges between them; in this way, the various
suboxide states are created. The candidate structures are then relaxed with
DFT, and used to obtain information on the distribution of bond lengths and
angles, the width of the interfacial region, and the 2p core-level shifts for the
different oxidation states of silicon (by calculating the expectation value of
the core orbital on the local self-consistent potential). In a later study by the
same authors [276], the regular structure (with crystalline silica) is used as the
initial configuration for an an initio molecular dynamics simulation at high
temperature lasting 24 ps; the resulting structure is free from coordination
defects, features all suboxide states in roughly equal proportions, and shows
an excess of silicon at the interface.
A different approach is taken by Ng and Vanderbilt [277], and Tu and
Tersoff [278,279], who employ a MC method based on the continuous random
network [280] (CRN) model introduced by Wooten, Winter and Weaire [281]
(also known as the WWW method). In this approach, a defect-free bonding
network is enforced, and the simulation proceeds by stochastic ‘bond-switching’
moves; the method is described in more detail in Sec. 7.1.3. This simple model
allows for a long-time exploration of the relevant configuration space, from
which optimal low-energy interface structures are found [278, 279], and the
kinetics of the oxidation process is investigated [277]. However, we note that
the highly ordered oxygen-bridge structure found by this method does not
agree with the interpretation of the data from ion-scattering experiments [282].
Finally, a recent computational investigation of the interface [283] was con-
ducted using classical molecular dynamics with newly developed Tersoff-like
interatomic potentials [284]; a large system containing ∼2000 atoms was sim-
ulated in 128 runs of ∼2.8 ns each (using the replica-exchange method for
sampling configurational space [285]). The simulation resulted in a suboxide
layer of 6 A˚ and the Si3+ state showing the greatest extension into the oxide, in
good agreement with experimental measurements. Furthermore, a cristobalite-
like configuration of the oxide at the interface was observed, thus providing
the first theoretical confirmation of this experimentally observed phenomenon.
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7.1.2 Ideal relaxed interfaces
For the creation of an ideal, highly ordered interface between silicon and silica,
both in crystalline form, we follow the method of Pasquarello et al. [268–
270] for constructing model interfaces with fully coordinated atoms. We then
perform a structural relaxation of the system using DFT in order to eliminate
spurious forces on the atoms and examine the resulting electronic structure.
We consider two different interfaces, both obtained by attaching a poly-
morph of silica to a Si(001) surface (made from 2 × 2 cubic cells of bulk
silicon); these are: (i) α-tridymite, following Pasquarello et al. [269], and (ii)
α-cristobalite, following Tu and Tersoff [279]. In each case the silica unit cell
is stretched so as to be commensurate with the silicon lattice. α-tridymite is
orthorhombic, with 8 silicon atoms in the conventional cell; by compressing
the two longest sides of the cell by 8% and 13%, they match the silicon cu-
bic cell diagonal length (7.6 A˚). Instead, α-cristobalite is tetragonal, with 4
silicon atoms in the conventional cell; by expanding the two equal sides by
8%, they match the lattice parameter of the silicon cubic cell (5.4 A˚). In both
cases the silica’s c-axis is perpendicular to the interface plane; the interface
supercell is therefore tetragonal, and is made from 8 monolayers of silica and
9 layers of bulk silicon along the z-direction, parallel to the c-axis. We note
that both polymorphs become significantly strained, with an increase in den-
sity from 2.20 g/cm3 to 2.73 g/cm3 in the former case, and a decrease from
2.32 g/cm3 to 1.98 g/cm3 in the latter. By comparison, the density of silica
glass is 2.20 g/cm3, and that of quartz is 2.65 g/cm3.
Finally, we correct the bond density mismatch at the interface with the
addition of oxygen bridges between atoms in the ‘surface’ layer of silicon,
thus saturating the remaining dangling bonds after attaching the silica (these
exist because the atoms have interlayer bonding in silica but not in silicon).
The interfaces with α-tridymite and α-cristobalite require one and two oxygen
bridges per silicon cubic cell, respectively. This results in all the suboxide
states of silicon being present at the interface with α-tridymite (see Fig. 1a in
Ref. [269] for a schematic illustration), but only the Si2+ state being present
at that with α-cristobalite. The two interface systems are shown in Fig. 7.1;
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the α-tridymite system has 272 atoms, and the α-cristobalite system has 280
atoms.
The ideal interface supercells are relaxed within DFT using the castep
code; we employ norm-conserving pseudopotentials (the silicon pseudopoten-
tial described previously, and an oxygen pseudopotential with 6 valence elec-
trons, corresponding to the electronic configuration 2s22p4 in the free atom), a
cut-off energy of 800 eV, Γ-point sampling of the Brillouin zone, and the LDA
exchange-correlation functional. The shape of the supercell is allowed to vary
during the geometry optimisation; our convergence tolerance parameters for
the relaxation procedure are 1× 10−1 eV/A˚ for the RMS force, 1× 10−3 A˚ for
the RMS ionic displacement, 1×10−2 GPa for the maximum component of the
supercell’s stress tensor, and 1 × 10−5 eV for the energy per atom difference
between iterations.
The relaxed structure for α-tridymite is shown in Figs. 7.1c and 7.1d; there
is a negligible change in the shape of the supercell, but a large distortion of
the silica configuration; the bonding network, however, remains unchanged. Of
particular interest is the difference between the two interfaces present in the
supercell (these can be seen in the figure at the edge and in the middle of the
cell). Despite a qualitative agreement with respect to the previous description
of the construction of the interface, it is not possible to achieve an equivalent
bonding topology at both interfaces, as the orthorhombic cell of silica does not
posses the necessary space group symmetry. This inequality can be seen in
Fig. 7.1d, as the first two layers of silicon at each interface exhibit noticeably
different relaxation patterns; in particular, there is a greater disruption to the
perfect bulk silicon arrangement for the interface at the edge of the cell. The
difference between the two interfaces leads to a spurious long-range interac-
tion over the entire system: analysing the charge density obtained from the
DFT simulation, we observe a transfer of charge of ∼0.029 e/A˚2 between the
interfaces (i.e., almost one electron per silicon cubic cell). The resulting dipole
creates an electric field across the system, which can be expected to have a
large effect when calculating the properties a point defect near one of the two
interfaces.
For α-cristobalite, instead, the relaxation produces no noticeable change in
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the atomic configuration, and only a small decrease of 0.6 A˚ of the supercell’s
length in the z-direction, resulting in a negligible increase in density for the
crystalline silica. In this case, however, the two interfaces in the supercell
are equivalent by symmetry; hence, no charge transfer can occur, and the
interaction between interfaces can be expected to be small. Therefore, we
make use of this system as our ‘ideal’ interface in the main results presented
in Sec. 7.2; furthermore, we use it as the initial configuration in our Monte
Carlo simulations for creating a crystalline silicon–amorphous silica interface
with the continuous random network model (discussed in the next section).
7.1.3 Disordered interfaces with the CRN model
As previously discussed, a more realistic model of the Si–SiO2 interface in
semiconductor devices must take into account the amorphous nature of the
oxide. To obtain a representative ‘snapshot’ of such an interface, it is necessary
to sample the configuration space of the systems, as is done in, e.g., ab initio
and classical molecular dynamics simulations. A more coarse-level approach,
that allows for an efficient and quick configuration sampling, is provided by
Monte Carlo methods [286]: instead of simulating the dynamics of the system,
these generate a sequence of states using a Makov chain procedure and a
predefined set of possible trial moves, that are either accepted or rejected
stochastically according to a Boltzmann probability distribution. The resulting
trajectories can then be used to measure the thermodynamic properties of the
system.
The success of MC simulations in describing a particular system is usually
dependent on the appropriate selection of the state variables of interest (to
limit the region of configuration space that can be sampled), and definition of
the trial move for exploring the possible configurations. To do so, we employ
the canonical continuous random network model for network glasses, first used
in conjunction with MC techniques to simulate silicon [281, 287] and germa-
nium [281], and later for the silicon–silica system [277–279]. Additionally, we
parametrise the model by fitting to data obtained from DFT total energy cal-
culations of 100 snapshots of the interface; thus, we present the first entirely
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ab initio application of the CRN-MC method to this system.
We now briefly summarise the theory and algorithms that we have imple-
mented in a new CRN-MC code for the purpose of obtaining snapshots of the
interface with the amorphised oxide2. The main idea is to characterise the sys-
tem solely in terms of its bonding topology B (i.e., a neighbour list specifying
all pairs of atoms connected by bonds). The total energy of the system Etot,
however, is given by a Keating-like potential [288], based on bond lengths and
angles (and defined, therefore, also by the set of atomic positions {ri}):
Etot (B, {ri}) =
Nb∑
i
k
(i)
b
(
bi − b(i)0
)2
+
Nθ∑
i
k
(i)
θ
(
cos θi − cos θ(i)0
)2
, (7.1)
whereNb (Nθ) is the total number of bonds between two atoms (angles between
three atoms connected by two bonds), bi (θi) is the value of the i-th bond length
(angle), b
(i)
0 (θ
(i)
0 ) is the equilibrium value of the bond length (angle) of type
i, and k
(i)
b (k
(i)
θ ) is the weight associated with the bond (angle) of type i. The
determination of these parameters is discussed below. As the system contains
silicon and oxygen atoms, there are two types of bond (Si–Si, and Si–O), and
four types of angles (Si–Si–Si, Si–Si–O, Si–O–Si, and O–Si–O); O–O bonds are
forbidden, so as to enforce the same bond coordination as the crystal structure.
In order to achieve a unique representation of the system as a function of
the bonding topology (which is a discrete quantity), we define a constrained
energy E, obtained by minimising the total energy in Eq. 7.1 with respect to
{ri})3:
E (B) = min
{ri}
Etot ({B} , ri) . (7.2)
The MC simulation generates trial moves by introducing a change in B, and
uses the resulting change in magnitude of the constrained energy before and
2The code is written in Fortran90 and fully parallelised using MPI.
3It is important for the bonding topology to be consistent with the atomic positions;
therefore, in order to avoid the occurrence of ‘false’ neighbours, we introduce an additional
cubic repulsion term between atoms that are not bonded, but whose distance from each other
is smaller than the equilibrium bond length (the repulsion goes to zero outside of this radius,
and therefore does not contribute to the energy for any reasonable atomic arrangement) [287].
A Verlet neighbour list is used to compute this term.
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after the move ∆E in the stochastic calculation of the move’s outcome (using
the conventional Metropolis algorithm [289] with an acceptance probability
given by the Boltzmann factor e−∆E/kBT ). Therefore, the minimisation of the
total energy with respect to the atomic positions must be performed after each
trial move in order to determine ∆E, and, hence, the move’s outcome; this
minimisation is done with a conjugate gradients scheme.
The trial move that evolves the system is the single bond-switch defined by
Wooten, Winter and Weaire [281] and adapted for the case of silica by Tu et
al. [287]: in its simplest form, this is done by selecting four atoms connected
by three bonds a–b–c–d, and switching the pairing between the first and last
bond to create the new topology a–c–b–d (the middle bond is unaffected).
It is important to note that this bond-switch is designed so as to leave all
coordination numbers unchanged, ensuring that no atom in the system can
become over- or under-coordinated during the course of the simulation. For
the case of the silicon–silica system, the trial move operates in a similar manner,
although it is complicated by additional constraints: silicon and oxygen atoms
must always have four and two bonds, respectively, and oxygen, as previously
stated, must only bond to silicon. Silicon atoms, instead, are free to have
between zero and four bonds to oxygen, thereby allowing the formation of the
various suboxide states at the interface.
We have tested our code by using it to calculate the glass transition tem-
perature Tm between crystalline and amorphous silicon for the CRN model;
this is in agreement with that calculated by Tu et al. [287] (0.50 eV < kBTm <
0.55 eV). In this case, we make use of the parameters for the model from the
cited study; these are chosen empirically so as to reproduce known properties
of amorphous silicon. However, for the final parameters used in our simu-
lations of the silicon–silica interface, our aim is determine their values from
first-principles simulation.
The simplest parameters to fit from first-principles are those relating exclu-
sively to silicon: the equilibrium Si–Si bond length b
(Si–Si)
0 and Si–Si–Si angle
θ
(Si–Si–Si)
0 , and their respective weights k
(Si–Si)
b and k
(Si–Si–Si)
θ ; the first two are
given by the equilibrium crystalline silicon structure calculated with DFT,
and the last two can be derived, assuming a simple analytic form for the equa-
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Figure 7.2: Fitting of CRN parameters to DFT results.
tion of state, from the material’s bulk modulus (giving information on bond
stretching) and Young’s modulus (giving information on bond stretching and
bending), both of which are straightforward quantities to calculate from sim-
ulation. Table 7.1 lists the values calculated by this method.
However, it is not clear how to fit the parameters relating to silica (b
(Si–O)
0 ,
θ
(Si–O–Si)
0 , and θ
(O–Si–O)
0 , and their respective weights) using the same approach.
There are two reasons for this difficulty: (i) different polymorphs of silica give
incompatible data for this simple parametrisation (as shown in Table 7.1), and
(ii) elastic constants cannot be equated in a simple manner with bond stretch-
ing and bending, as the fractional positions of the ions in the unit cell change
noticeably as the cell is distorted4. Finally, the parameters relating to the
Si–Si–O angle cannot be derived from silica alone, as they refer specifically to
the suboxide states at the silicon–silica interface. In previous work, these have
therefore previously been assigned by averaging between the values relating to
the Si–Si–Si and O–Si–O angles [277,278].
In order to perform the fitting, therefore, we use a more powerful and
4Taking this into account is important for calculating, e.g., the bulk moduli of different
polymorphs of silica, as these result much too high if the ions are not allowed to relax in
the distorted unit cell.
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general method, that of energy-matching the force field to DFT calculations
for a number of snapshots of the entire interface system [290]. The snapshots
are obtained from a MC run at high temperature (∼5800 K) using the values
of the parameters given in previous studies. We use Ns = 100 snapshots of the
280-atom system, and fit the parameters by minimising the normalised RMS
error in the energy difference between all pairs of snapshots calculated with
Eq. 7.1 with respect to the DFT total energies:
Sfit =
√∑Ns
i,j
((
ECRNi − ECRNj
)− (EDFTi − EDFTj ))2√∑Ns
i,j
(
EDFTi − EDFTj
)2 . (7.3)
Fig. 7.2 shows the results of the fitting procedure. As can be seen, the values
of the total energy from the initial MC run do not agree well with the DFT
results for each snapshot; this is especially clear for the last 24 snapshots, which
deviate substantially from the DFT trajectory. Instead, the energies from the
CRN model agree very closely with DFT after the energy-matching method
is used; 74% of the snapshots are in better agreement with DFT after the
fitting procedure, and the overall error Sfit decreases from 0.53 to 0.13. This
also confirms that the model provides an accurate representation of the system
for the region of configuration space that is explored by the bond-switching
method. We note that the fitting procedure is robust, i.e., we recover similar
values for the parameters by only fitting to half the data set (the snapshots
labelled 1 to 50 in Fig. 7.2); in this case, we still find a decrease in Sfit for the
data points that have not been used in the fitting, indicating that the large
correlation between snapshots (as each one differs from the previous one by a
single MC move) does not have a large impact on the fitted parameters.
The parameters calculated by the fitting procedure are listed in Table 7.1.
The values are generally qualitatively similar to those used in previous studies
(i.e., the starting values for the minimisation of Sfit); the only value which
is significantly changed by the fitting is the bending weight for the Si–O–Si
angle, which increases by 2.59 eV. This can be expected to have an impact on
the properties of silica, as the increased stiffness of the angle will strengthen
the short-range crystal-like atomic ordering.
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For generating the final interface structure between crystalline silicon and
its amorphous oxide, we make use of the interface with α-cristobalite described
in the previous section as our initial configuration, for two different system
sizes: a 304-atom (small) supercell, with a cross-sectional area of 115.9 A˚
2
(i.e., a 2 × 2 Si(001) surface, as shown in Fig. 7.1), and a 1600-atom (large)
supercell, with a cross-sectional area of 463.6 A˚
2
(i.e., a 4× 4 Si(001) surface).
The length of the system is allowed to change in the z-direction, while the
cross-sectional area is fixed. The first two layers of bulk silicon are free to take
part in bond-switching moves during the MC simulation, but the layers below
are fixed in their crystalline bonding configuration.
We first perform an equilibration of the system at high temperature (kBT =
0.5 eV, causing a rapid amorphisation of the oxide), and then perform a slow
annealing to a lower temperature (kBT = 0.1 eV); this is observed to result
in the system finding a low-energy local minimum, with a disordered interface
and the oxide in its amorphous state. For the small system, we equilibrate
for 4000 accepted moves, and anneal for 1000 accepted moves; for the large
system, instead, we use 500 and 1500 accepted moves for these two stages.
Although the initial configuration only includes a single suboxide state
(Si2+), the disorder introduced at the interface by the bond-switching mecha-
nism results in all the suboxide states being present at the end of the simula-
tion. For the large system, the Si2+ state maintains the highest concentration,
with 56 occurrences (compared with only 5 each for Si1+ and Si3+); this is due
to the persistence of most of the oxygen bridges present in the initial ideal
interface. Previous MC studies have argued that these bridge structures play
a key role in the interface [278,279]; however, our results for the small system
(which was equilibrated for a much larger number of moves) show no remaining
bridge structures at the end of the simulation, and a similar concentration of
all suboxide states (13, 8, and 9 occurrences for Si1+, Si2+, and Si3+, respec-
tively). This suggests that the results for the large system are not sufficiently
equilibrated, and that the observed high concentration of oxygen bridges is
spurious.
Fig. 7.3 shows the distribution along the interface and volume of the differ-
ent oxidation states of silicon. The volume is calculated from the tetrahedron
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Figure 7.3: Tetrahedral volume of the silicon ions in different oxidation states
plotted along the z-direction (perpendicular to the interface plane). The
dashed lines indicate the ideal volume for each oxidation state. The large
supercell is shown on the right in the z-y plane; the width of the oxide region
in the z-direction is of ∼36 A˚.
formed by the four neighbours of the ion (we use either the middle of the
bond for a Si–Si bond, or the oxygen position for a Si–O bond). We also show
the ideal volume for each state, calculated from the DFT equilibrium bond
lengths, giving an indication of the local strain for each ion; we note a signif-
icant strain for the first few layers of silicon in the bulk oxidation state Si0.
Taking these layers into account, the width of the interface can be seen to be
between 5 A˚ and 10 A˚, in agreement with experimental observations.
The large supercell allows us to investigate the properties of bulk-like silica
at the centre of the oxide layer. The average density for the amorphous silica is
∼2.5 g/cm3, with no noticeable increase at the interface; this is a 25% increase
from the density of the initial structure (strained α-cristobalite), and is 14%
higher than the experimental value for silica glass. We suggest two possible
causes for this discrepancy. Firstly, the Si–Si distance is underestimated in
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Figure 7.4: Normalised partial pair correlation functions for silica in the Si–
SiO2 system from the CRN-MC simulation (averaged over all the ions in a
region of width 4 A˚ at the centre of the oxide layer). The dashed vertical
lines show the positions of the first three peaks measured experimentally [294],
corresponding to the smallest Si–O, O–O, and Si–Si distances, respectively.
the CRN model; this can be seen from the pair correlation function, shown
in Fig. 7.4. Although the positions of the first and second peaks are in good
agreement with experiment, the third peak (corresponding to the distance be-
tween silicon ions connected by an oxygen) is at a smaller distance for the
model; the position of the peak is close to the equilibrium Si–Si distance cal-
culated from the parameters b
(Si–O)
0 and θ
(Si–O–Si)
0 , suggesting that the strength
of the short-range ordering is overestimated by the model. Secondly, it has
been suggested that the low density of silica might be due to the presence
of voids in the structure (with no dangling bonds), with sizes on the order of
10 A˚ [295]. These formations are not present in the simulations described here;
interestingly, however, we have found that such voids do spontaneously appear
during the course of the MC run if the supercell size is fixed so as to impose
the experimental density for silica. The fact that the voids are not formed in
the unconstrained cell might be a consequence of the finite size of the oxide
layer between the interfaces; this suggests the possibility that the increased
density of silica close to a Si–SiO2 interface is due to an absence of voids in
188 CHAPTER 7. DOPING AT THE Si–SiO2 INTERFACE
this region.
In conclusion, we have studied the formation of the interface between crys-
talline silicon and amorphous silica, starting from a hand-built model of an
ideal ordered interface with crystalline silica, and performing a MC simulation
on the continuous random network model of the system to amorphise the oxide
and obtain a disordered interface. The simulation is an example of ab initio
multiscale modelling, as the CRN model is parametrised from first-principles
DFT calculations. Our results show the formation of all the suboxide states
at the interface, although their relative proportions are difficult to determine
quantitatively, as these are found to be sensitive to the simulation history
even for large numbers of MC moves; qualitatively, however, the interface is
in good agreement with the features suggested by previous experimental and
theoretical studies. The final structure obtained from the MC run for the
small supercell has been additionally relaxed with DFT to a tight convergence
tolerance of 5 × 10−3 eV/A˚ for the RMS force on all the ions; this resulted
only in small adjustments of the ionic positions, and no change in the bonding
network. Furthermore, the analysis of the charge distribution in the relaxed
DFT structure shows a negligible dipole between the two non-equivalent inter-
faces in the system, in contrast to what is observed for the ideal α-tridymite
interface structure (see discussion in previous section). Therefore, we make use
of this amorphised structure (after relaxation with DFT) as our ‘disordered’
interface in the study of the arsenic substitutional defect in silicon close to the
interface.
7.2 Arsenic segregation at the interface
7.2.1 Previous studies
The behaviour of dopant species at semiconductor interfaces has been charac-
terised by a number of different studies in the last few decades; as previously
noted, as the junction depth of modern transistors decreases, the influence of
the interface becomes an increasingly important consideration with regards to
the performance of the device.
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Several studies have reported the uphill thermal diffusion and segregation
of dopant atoms to the Si–SiO2 interface region during the high-temperature
anneal following implantation, both for silicon donors (phosphorus [296, 297],
arsenic [298–307] and antimony [298, 308]) and acceptors (boron [301, 302,
309, 310]). Up to a monolayer of dopant atoms can be collected in this re-
gion [296, 298] (as is assumed by simple segregation models for simulating
CMOS technology processes [311]). The dopants were initially believed to
be located on the oxide side of the interface, as their pileup was observed
to disappear upon etching the oxide [312, 313]; however, later studies using
XPS [299], medium ion scattering [301] (MEIS) and STEM [303] measure-
ments have shown them instead to be on the silicon side. Most importantly,
the majority of the atoms trapped at the interface are deactivated [298], i.e.,
they no longer behave as shallow dopants; this is confirmed by Auger electron
spectroscopy (AES) measurements, showing that the dopants stay neutral, and
so do not release any electrons into the channel [314]. This segregation and
deactivation phenomenon, therefore, leads to significant dose loss in the device,
that can affect the transistor’s threshold voltage by up to 50% [315].
Although the focus of previous theoretical studies (described below) has
so far been on the processes leading to donor deactivation, it is also impor-
tant to note that the amount of electrically active segregated dopants has
been estimated to be 10–20% of the total by recent secondary ion mass spec-
trometry (SIMS) measurements [316]. These active defect centres have not
yet been characterised in models of the doped interface system; however, an
understanding of their properties is crucial for the development of novel elec-
tronic nanoscale devices, as the reduced size will make the interaction between
the active dopants and the interface one of the most important effects for
determining the properties of the system. Indeed, a very recent study has
observed single arsenic dopant signatures at low temperatures in a nanoscale
CMOS channel [317]; the ionisation energy of the arsenic was found to be
much larger than in bulk, which was postulated to be due to dielectric and
quantum confinement effects caused by the proximity of the donor to the in-
terface (as supported by calculations on a very similar system, that of donor
impurities in semiconducting nanowires embedded in a material with a low
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dielectric constant [318]).
Several ab initio computational studies (all using DFT) have been under-
taken with the aim of investigating the issue of phosphorus and arsenic seg-
regation to the Si–SiO2 interface [319–324]. All the cited studies made use of
highly regular, hand-built models of the interface, generally similar to those
described in Sec. 7.1.2; only the most recent one by Kong et al. [324] addition-
ally employed a disordered interface between crystalline silicon and amorphous
silica in a 160-atom supercell.
Dabrowski et al. [319, 320] (and, later, Kim and Chang [322]) showed the
bonding of donor ions to oxygen to be energetically unfavourable, and proposed
two different segregation and deactivation mechanisms based on trapping at
fully saturated three-fold coordinated sites at the interface (either as a sin-
gle donor substituting an under-coordinated silicon with a dangling bond, or
as a donor pair at defect-free interfaces). Following these results, Ravichan-
dran and Windl [321] showed that the presence of hydrogen at the interface
can strongly enhance the energy gain from segregation, and argued that this
might be a more realistic mechanism for explaining the high pileup rates ob-
served experimentally. Zhou et al. [323] investigated the donor at four-fold
coordinated substitutional sites at the interface, reporting a severe distortion
upon relaxation for the neutral defect centre, resulting in three short bonds
and one long one (thus creating an approximately three-fold coordinated site);
this distortion disappears for the positively charged defect, with a large calcu-
lated energy barrier for the release of the electron. Finally, Kong et al. [324]
recently identified three novel defect complexes at the interface, which were
found to be energetically more favourable than complexes in bulk as a result
of the reduced strain for the structural distortion due to the flexible Si–O–Si
angles; these complexes were also found to be electrically inactive.
7.2.2 Computational methodology
As noted in previous sections, we make use of two different supercells for our
defect calculations: (i) an ordered ideal interface between crystalline silicon
and α-cristobalite (featuring oxygen bridges at the silicon surface to compen-
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sate for the bond density mismatch between the two materials, as described in
Sec. 7.1.2), and (ii) a disordered interface between crystalline silicon and amor-
phous silica (generated with the CRN-method, as described in Sec. 7.1.3, and
featuring all the suboxide states of silicon). Both supercells contain 472 atoms
in total, with 33 monolayers of silicon along the z-direction5. The width of the
silicon layer is therefore ∼42.5 A˚, and that of the silica layer is ∼29.6 A˚ in the
ideal system and ∼23.4 A˚ in the disordered one. As explained previously, the
supercells contain two interfaces due to the periodic boundary conditions; in
the ideal system these are identical, but in the disordered one they are not,
and, hence, a large interfacial total area (231.8 A˚
2
) is available to us for our
investigation.
Our DFT simulations are performed with the castep code, using the nu-
merical parameters detailed in Sec. 7.1.2. Before the introduction of the dopant
atom into the system, the two undoped supercells are relaxed to their equilib-
rium geometry (to a tolerance of 1× 10−2 eV/A˚ in the RMS force). We then
perform simulations of the system containing a single arsenic substitutional
defect at a silicon site; as shown in the next section, we investigate many dif-
ferent sites in the supercell (including all the suboxide states of silicon). The
segregation energy Es for a particular site is defined simply as
Es = E
def − Edef,ref , (7.4)
where Edef is the total energy of the supercell with the dopant placed at the
site of interest (typically close to or at the interface), and Edef,ref is the same
quantity for the dopant placed at a reference site, in this case taken to be at
the centre of the silicon layer (as it has the most bulk-like character). Only
neutral defects are considered; unless otherwise stated, the doped supercells
are unrelaxed. We note that the defect formation energy is not well-defined by
the Zhang-Northrup approach used in bulk, due to the ambiguity in defining
the host chemical potential at inequivalent lattice sites [325]; however, this is
not a problem for defining the segregation energy, as the number of atoms for
5For the disordered system, we use the small supercell from the MC simulations and
insert additional layers of perfect bulk silicon.
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each species is constant between the two configurations.
We employ a norm-conserving pseudopotential for the arsenic species with
15 valence electrons, corresponding to the electronic conguration 4s23d104p3 in
the free atom. Preliminary calculations of the substitutional arsenic defect in
a 256-atom BCC supercell of bulk Si are in good agreement with experimental
measurements of the defect properties: the ionisation energy (calculated as
the position of the stable charge transition level E (1+/0) with respect to the
conduction band edge6) is 47 meV, compared with an experimental value of
49 meV [326], and the relaxed As–Si bond length is 2.43 A˚, compared with
experimental values of 2.41± 0.02 A˚ [327] and 2.43 A˚ [328].
7.2.3 Results
The ideal interface
We first investigate the energetics of arsenic segregation at the ideal interface,
shown in Fig. 7.5. Due to the ordered atomic arrangement, there are only
a small number of inequivalent defect sites, generally one per monolayer; the
only important exception is the silicon monolayer immediately beneath the
first oxygen-bonded layer, which features two inequivalent sites due to the
positioning of the oxygen ions in the first layer of silica (excluding the oxygen
bridges, that do not break the symmetry)7. Consequently, the ionic relaxation
results in a difference in the position of these two sites of 0.30 A˚ in the z-
direction. The local strain (deduced from the volume of the tetrahedron defined
by the four nearest neighbours of the lattice site) is also different, both in sign
and magnitude: for the site closer to the interface it is slightly positive, but
with a volume almost identical to the equilibrium one found in bulk (6.52 A˚
3
,
compared with an equilibrium volume of 6.50 A˚
3
), while for that further from
the interface it is negative, with a significantly smaller volume (6.15 A˚
3
).
6By using εc as the reference for calculating the transition level, we implicity employ a
scissor operator correction (see Sec. 4.4.5), making the assumption that the shallow donor
level from arsenic shifts together with the CBM.
7This symmetry breaking is present also in other silicon monolayers further from the
interface; however, as the ionic and electronic structure depends primarily on the local
chemical environment, the differences between inequivalent sites are negligible for all layers
expect the one closest to the interface.
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Figure 7.5: Segregation energy of the arsenic dopant at the ideal interface
with respect to its bulk position. The different symbols indicate the various
oxidation states of the silicon sites that are occupied by the substitutional
arsenic. Ea is the activation energy and ∆E the maximum segregation energy.
The supercell is shown above; silicon atoms are shown in white, and oxygen
atoms in black. The substitutional sites for the arsenic atom are shown in
colour (with the specific colour denoting its oxidation state, as labelled in the
key of the graph).
Fig. 7.5 shows the arsenic segregation energy as a function of the distance
to the interface (the zero is taken as the position of the Si2+ suboxide layer);
we include the energy of the dopant at the Si2+ site and the first Si4+ site
in silica. As can be seen from these calculations, the direct bonding of the
dopant atom to oxygen (As–O) is highly unfavourable, with an energy penalty
of 5.17 eV for the doubly oxygen-coordinated defect site and 11.67 eV for the
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fully oxygen-coordinated one. This is in agreement with previous theoretical
studies [319–324], as well as the experimental evidence that the segregated
atoms are found on the silicon side of the interface [299, 301, 303]. However,
the cause of this unfavourable bonding has not previously been investigated,
and has been assumed to be a chemical effect [319]; from the results for the
disordered interface (discussed in the next part of this section), we shall argue
that it is due to a confinement effect caused by the proximity of the oxygen
charge density to the defect site.
Restricting ourselves to the fully silicon-coordinated defect sites, we see
two separate regimes: firstly, a long-ranged steady increase in the segregation
energy as the As ion approaches the interface from bulk Si; this reaches its
maximum value in the second Si0 monolayer from the interface, with a small
energy penalty of 0.14 eV. Secondly, a drop in the segregation energy at the
first Si0 monolayer (closest to the interface) for both the inequivalent sites
previously described; these dopant sites result energetically favourable respect
to the bulk position, and, hence, can drive segregation to the interface. As-
suming a simple migration of the As ion between lattice sites, we can consider
the energy barrier at the second monolayer as a migration or activation energy
for the segregation process, as shown in the figure8. We note, however, that
the energy gain from segregation is modest: 0.11 eV for the site with a large
negative strain, and only 0.03 eV for that with a small positive strain.
All the defect sites belonging to the first regime have a negligible strain, and
are almost perfectly bulk-like in their local bonding environment both in terms
of bond lengths and angles. We therefore assume that the increase in segrega-
tion energy is a quantum confinement effect due to the silica, affecting the long-
range decay of the defect wavefunction. This effect is analogous to that shown
in DFT studies of semiconducting nanocrystals [116] and nanowires [332], in
which the defect formation energy for a substitutional dopant atom increases
as the system size decreases. Furthermore, we can quantify the confinement
8As is known to diffuse in Si via a dual vacancy-interstitial mechanism, with the possible
addition of some concerted (direct) exchange between lattice sites [329]; the interface segre-
gation activation energy should be considered as an addition to the energy barrier for normal
dopant diffusion in bulk (estimated at 1.07 eV from experimental measurements [330], and
1.19 eV from theoretical investigations [331]).
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Figure 7.6: Calculated spread Q and displacement of the centre of the charge
density distribution from the arsenic position in the z-direction ∆z for the
dopant donor level at different sites in the ideal interface system. The values
of ∆z are positive, as the charge distribution is shifted away from the silica
region (z < 0). An example charge density distribution contour map for a
defect site close to the interface is shown below in the z-y plane; the vertical
white line indicates the position of the interface, with the silica region to the
left. A square root scale is used, with lighter regions indicating a higher density.
by calculating the quadratic spread of the charge density of the donor level
eigenstate; this is shown in Fig. 7.6 for all the Si0 defect sites. As can be
seen, the spread monotonically decreases (up to the second Si0 monolayer) as
the As ion approaches the interface; the example density plot shows that this
is due to the charge distribution being confined by the interface, resulting in
a long-range decay into the bulk silicon region and an abrupt decay into the
silica. This asymmetric decay also results in the centre of the charge density
being shifted from the position of the defect site and away from the interface.
As expected, the calculated magnitude of the shift in the z-direction increases
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as the As ion approaches the interface (shown in the same figure).
The first regime, therefore, illustrates the large-scale confinement of the
defect wavefunction at the interface between materials with different dielectric
constants, which has a relatively small effect on the segregation energy (the
ionisation energy, instead, is expected to be greatly influenced by this, as dis-
cussed in previous studies [317,318]). This effect depends only on the distance
of the dopant to the interface, instead of on the detailed ionic configuration
around the defect site. However, it is the local configuration that has the
greatest effect on the segregation energy: this is evident from the low energy
of the sites at the first Si0 monolayer, and the high energy of the Si2+ site,
despite both of them residing in the same large-scale interface environment
(i.e., having an approximately equal position in the z-direction).
In order to explain the effect of the local environment on the segregation
energy, therefore, we propose a simple ‘particle in a box’ model, for which
the energy increases as the defect volume decreases due to the confinement of
the defect charge at the arsenic site; the defect volume can be approximated
as before by the tetrahedron defined by its four nearest neighbours in the
lattice. The model is applicable for all suboxide states, and is consistent with
the calculated segregation energies, since the defect volume decreases as the
oxidation of the site increases. However, the local strain at the undoped defect
site must also be considered: irrespective of its sign, such a strain will decrease
the segregation energy, as it will make it favourable for the Si ion to be placed
in bulk (and, consequently, for the As ion to be placed at the site of interest);
this is consistent with the calculated negative segregation energy for the highly
strained site at the first Si0 monolayer. In the next part of this section, we
test this model quantitatively for the case of the disordered interface.
The disordered interface
In the disordered interface system (shown in Fig. 7.7a) there are a large number
of inequivalent sites for all suboxide states, allowing us to investigate in detail
the effect of defect volume and local strain on the arsenic segregation energy;
we perform calculations on 67 sites in total.
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Fig. 7.7b shows the As segregation energy for all the simulated defect sites
as a function of the cube root of the defect volume V As ≡ V , both for the ideal
and disordered interfaces. We fit a function of the form V −2/3 (from the 3D
‘particle in a box’ model) to the data points obtained for the ideal interface
only (Si0, Si2+ and Si4+ sites). As can be seen, most of the data points for the
disordered interface are in excellent agreement with this curve; in particular,
the Si1+ sites follow it closely for a small range of volumes.
The ideal volume for each oxidation state is also indicated, showing that
the majority of defect sites have little strain. However, there are a small
number of outlying data points, mainly for the Si0 and Si1+ sites. These
points all correspond to highly strained configurations, and have noticeably
lower energies than the prediction obtained from the fitted curve. As already
explained, this can be understood by considering the energy gain of the doped
system with respect to the reference configuration, as the Si ion is effectively
moved from the strained site to an unstrained bulk site with lower energy.
The total segregation energy for a particular site, therefore, can be divided
into two main contributions: (i) the energy of the As ion from the ‘particle
in a box’ model, and (ii) a ‘strain energy’, due to the difference between the
defect volume of the site in question occupied by an Si ion (i.e., the undoped
site) and the ideal volume of that site based on its oxidation state; this latter
term always lowers the total segregation energy, as the strain on the Si ion
disappears when it is moved to the bulk. We note that the same long-range
confinement regime as for the ideal interface is observed for defect sites in
bulk-like Si far from the interface; however, for the first three Si0 monolayers
this is swamped by the effect of the local environment.
Fig. 7.7c shows the same data points for the disordered system, now ad-
justed by the addition of an approximate strain energy for each defect site.
For this adjustment, we use a function of the form
(
V Si − V (i)0
)2
, where V Si
is the volume of the undoped site, and V
(i)
0 is the ideal volume for oxidation
state i. For unrelaxed defect configurations, V As = V Si, and so the superscript
can be neglected; however, upon lattice relaxation (as considered in the next
part of this section) this is no longer the case. The function is fitted so as
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to give the best agreement of all the points with the V −2/3 curve. This ad-
justment successfully shifts the outlying data points upwards so as to be in
good agreement with the curve, and has a negligible effect on all other points.
Furthermore, different oxidations states now appear together in mixed clus-
ters along the curve, thus supporting the use of a single model for all states.
We stress that the true segregation energy is the unadjusted value obtained
from the DFT total energy calculations; the adjustment is only used to ob-
tain an approximation of the contribution to the segregation energy from the
local quantum confinement effect on the dopant, and, hence, to illustrate the
accuracy of the local volume+strain model in describing the total segregation
energy. The model only uses three free parameters in total (the two coefficients
for the V −2/3 and
(
V Si − V (i)0
)2
terms, and a constant shift); consequently, the
ratio of the number of data points to the number of fitting parameters is very
high.
It is clear, therefore, that obtaining a negative segregation energy for any
suboxide state other than Si0 is extremely unlikely, as a large positive strain is
needed to compensate for the small defect volume; no such sites are found in
our MC simulations of the amorphous interface (both for the small supercell
considered here and the large supercell described in Sec. 7.1.3). For the Si0
sites close to the interface, however, it is possible to find favourable lattice
sites for segregation even with a negative local strain (as is the case for almost
all sites in our interface systems), if the decrease in energy due to the strain
is large enough to overcome the increase due to the reduced defect volume. In
the disordered system, we find four sites with a negative value of Es out of a
total of 45 sites in the first few Si0 monolayers at the interface. The maximum
energy gain from segregation is of 0.11 eV.
Lattice relaxation
So far, we have only considered unrelaxed defect configurations; however, the
As substitutional defect in bulk Si features a small outwards relaxation (as
described in Sec. 7.2.2), that might differ in magnitude for sites at the interface
due to the additional strain field. We perform structural relaxation calculations
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Figure 7.8: Effect of lattice relaxation on the segregation energy. Data points
for both the ideal and disordered systems are shown. Filled coloured symbols
indicate the unrelaxed energy, and empty coloured symbols the relaxed energy.
The energy is adjusted by the addition of a strain energy term (as described
in Sec. 7.2.3), applied using the unrelaxed defect volume both before and after
relaxation. The unrelaxed values for all other sites appear in light grey.
for six defect sites in total, three each for the ideal and disordered interfaces.
In both systems we relax the bulk-like site at the centre of the Si layer, the
Si0 site at the interface with the greatest energy gain from segregation, and
a partially oxidised site at the interface (Si2+ for the ideal system and Si1+
for the disordered one). The relaxed configurations and energies are given in
Table 7.2.
For all sites, the calculations show an outwards relaxation and a decrease
in energy of the system on the order of 0.1–1 eV. The energy gain is greater
for the Si0 sites at the interfaces that those in bulk, resulting in an increase in
the magnitude of the segregation energy from 0.11 eV to 0.16 eV in the ideal
system, and from 0.11 eV to 0.26 eV in the disordered one. We note that the
relaxed bond lengths and decrease in total energy for the defect site at the
centre of the Si layer are in good agreement with those calculated in the 256-
atom BCC supercell of bulk Si. As observed previously for the P substitutional
defect at the Si–SiO2 interface [323], the optimised structure for the neutral
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As substitutional defect at the interface exhibits one As–Si bond that is longer
than the other three. This effect is most pronounced in the disordered system,
with a difference of 0.37 A˚ between the long bond and the short ones; however,
the dopant still appears to be active after relaxation, as there is a negligible
shift in the position of the donor level in the Kohn-Sham band structure.
Finally, Fig. 7.8 shows the effect of the outwards ionic relaxation on the
segregation energy in terms of our local quantum confinement model. The
increase in the defect volume due to the relaxation is expected to simply shift
the segregation energy down the V −2/3 curve fitted previously. As can be seen,
the calculated relaxed segregation energies are in reasonable agreement with
the model; in particular, the relaxation of the Si2+ site in the ideal system
results in the energy shifting from the Si2+ to the Si1+ cluster of data points
along the curve, thus giving further support to the underlying assumption of
the model, i.e., that the most important factors in determining the segregation
energy are the defect volume and the local strain, as opposed to the nature of
the chemical bonds.
7.2.4 Conclusions
In this chapter we have studied the energetics of neutral substitutional arsenic
defects at silicon sites close to and at the Si–SiO2 interface. We use supercells
with perfect bonding topologies, and, hence, no dangling bonds at the interface;
therefore, all defect sites are four-fold coordinated, although the oxidation
of the undoped site can vary between Si0 and Si4+. It is found that defect
configurations with As–O bonds are highly energetically unfavourable respect
to bulk-Si-like defect sites with four As–Si bonds. Using the information from
78 defect sites in total (11 in the ideal system and 67 in the disordered one), we
have shown that the segregation energy for all possible oxidation states is well
described by a V −2/3 relationship, where V is the defect volume estimated by
the position of its four neighbours, corresponding therefore to a simple ‘particle
in a box’ or quantum confinement picture; as the Si–O bond is significantly
shorter than the Si–Si bond, partially and fully oxidised defect sites have a
smaller volume and, hence, a higher energy.
The strain of the undoped defect site is also shown to have a crucial effect
on the segregation, as highly strained sites exhibit a lower segregation energy
than that predicted by the quantum confinement effect alone, as they favour
the reference unstrained bulk position for the Si atom that is removed by the
substitutional impurity. Therefore, although the confinement effect is generally
unfavourable for segregation, we find a number of strained Si0 sites within
the first three Si monolayers at the interface in the disordered system that
are energetically favourable with respect to the bulk site (corresponding to
a density of ∼0.02 A˚−2), thereby driving the segregation process; the largest
energy gain from segregation is calculated to be 0.26 eV after relaxation of the
ionic positions. In conclusion, therefore, our calculations confirm the presence
of electrically active segregated defects at the interface that has been suggested
from experimental measurements.

Chapter 8
Conclusions
In this thesis, we have studied the properties of several point defect systems in
silicon using DFT. We have both tackled theoretical issues relating to the ac-
curacy of the calculations due to finite size effects, and presented novel results
for defect centres of technological relevance. Furthermore, we have demon-
strated the use of a variety of computational methods for the study of such
systems: (i) MLWFs, for an ab initio (i.e., parameter-free) interpretation of
the chemical bonding around the defect site, and for the accurate calculation
of valence band offsets in charged supercells; (ii) linear-scaling DFT based on
a density matrix formalism, for the simulation of large supercells with plane-
wave accuracy, and (iii) CRN-MC parametrised from ab initio data, for the
generation of large-scale disordered perfect networks at finite temperature, as
a starting point for more accurate DFT calculations.
For the vacancy in bulk silicon, we have investigated the well-known issue
of the slow convergence of defect properties with system size in the supercell
approach. We separate the total error into three main contributions: the elec-
trostatic interaction between defect charge densities, the wavefunction overlap
between defect centres, and the elastic interaction upon relaxation of the ionic
positions; furthermore, the determination of the VBM position can be consid-
ered an additional finite size error for charged defect supercells. Unfortunately,
our results indicate that there isn’t a clear dominant interaction that accounts
for most of the error; therefore, it appears unlikely that any single correction
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scheme can provide a reliable method of extrapolating to the limit of infinite
system size. We note that even for the case of highly charged defects (as de-
scribed for the gold substitutional), the monopole-monopole interaction does
not dominate for supercells up to 256 atoms, and, hence, the Leslie-Gillan
correction [245] does not improve the convergence, contrary to what might
reasonably be expected.
We have also investigated the effect of k-point sampling on the convergence;
in particular, we find the choice of sampling to play an important role in defect
systems featuring a large Jahn-Teller distortion and a change of point group
symmetry upon ionic relaxation, with a dense sampling scheme favouring the
undistorted lattice, and a Γ-point (or other k-points with sufficiently high sym-
metry) scheme favouring the correct symmetry-lowering distortion. However,
the quantitative result is also affected by the description of the host material,
for which the dense sampling is clearly more accurate. Overall, we find that
the dense sampling offers a faster convergence for defect formation energies,
while the Γ-point sampling is preferable for the stable charge state transition
levels [333].
By carefully converging the defect properties of interest with respect to
the system size, we have shown that LDA-DFT is in good agreement with the
known experimental results for both the vacancy and the gold impurity; this
is true both for qualitative properties of the system (the symmetry of different
charge states and the outward relaxation on electron emission), and quanti-
tative ones (the position of the transition levels in the band gap, as well as
the formation energy of the vacancy compared with the available experimental
estimates). In particular, despite the band gap problem in DFT, the transition
levels (including the ionisation energy of arsenic in bulk silicon) are predicted
to within a few hundredths of an electronvolt; this level of accuracy has al-
lowed us to unambiguously assign the two known gold levels to specific double
electron transitions, leading to our prediction of the negative-U behaviour for
this centre.
It is important to note that our results for the finite size convergence prop-
erties of these defect systems are not ‘universal’, and we do not recommend
them indiscriminately as a code of best practice for any point defect calcula-
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tion. Instead, it is clear from our results and previous studies that different
types of defects can exhibit markedly different convergence patterns (e.g., it is
unlikely that a defect centre with a trivial relaxation pattern will benefit from
a Γ-point sampling). Nevertheless, due to the noticeable similarity in the prop-
erties of the vacancy and gold substitutional (the almost identical converge of
the formation energy for the unrelaxed defect, and the negative-U effect due to
Jahn-Teller distortion), we suggest that most defects encompassed by Watkins’
model (vacancies or impurity substitutionals in tetrahedrally-bonded semicon-
ductors) should also follow the same convergence patterns; this could also be
extended to the case of binary semiconductors in the zinc blende structure.
We have also studied the segregation properties of a shallow-level defect,
the arsenic substitutional in silicon, at the interface between crystalline silicon
and its amorphous oxide. For this disordered system we employ a multiscale
approach, making use of a computationally inexpensive CRN model combined
with a simple classical potential based on the bond lengths and angles between
atoms to run MC simulations at finite temperature, and, hence, generate a
realistic interface structure to use in the DFT simulations of the system with
the additional inclusion of a dopant atom. We have investigated both the long-
range effect of the interface on the arsenic segregation energy (showing a small
activation barrier due to the quantum confinement of the defect wavefunction
tail), and the local effect of the volume and strain of the substitutional site
(showing that segregation is favoured for sites with a larger volume than in
bulk silicon, and for highly strained sites independently of the sign of the
strain). Our results suggest that the largest contribution to the segregation
energy is given by the local environment of the defect site, and that this can
be reasonably characterised with a minimal three-parameter model.
8.1 Future work
An obvious general solution to the problem of finite size errors in point defect
calculations is to explicitly converge the results up to very large supercell
sizes. Although this is indeed feasible (as we have shown for our defects), such
calculations have not yet become routine, and the continuing development of
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accurate and robust linear-scaling DFT codes is very important in this respect.
It is also interesting to note that the study of point defects is an area in which
linear-scaling DFT does not encounter the serious problem of combinatorial
explosion of configuration space with increasing system size, as only the first
few shells of atoms around the defect are significantly perturbed from their
equilibrium lattice position, irrespective of supercell size.
In the case of the onetep code, quasi-plane-wave accuracy is achieved
by using an underlying psinc basis, and allowing full variational freedom to
the localised orbitals within a cut-off radius. Inevitably, however, this leads
to additional numerical parameters that need to be monitored (i.e., the real-
space cut-off for both the NGWFs and the density kernel); furthermore, the
corresponding physical quantities are not exponentially localised for systems
with a vanishing band gap, such as partially occupied deep defect levels, or
even shallow levels close to a band edge.
A more serious, and yet unsolved, problem that we encountered in our
simulations is that of converging the NGWF optimisation to a high enough
tolerance for accurate calculations of the total energy and ionic forces. The
conjugate gradients minimisation algorithm that is employed, in fact, is found
to exhibit very poor convergence properties for certain systems, for which the
quantity that is minimised (the RMS NGWF gradient) reaches a plateau be-
yond which it is hard to obtain further progress towards the energy minimum.
This is observed to occur when there is a significant build up of charge at
the boundary of the NGWF sphere, since in such cases the NGWF gradient
features non-negligible components outside of the sphere that are ‘shaved’ in
order to maintain the strict localisation of the orbital. We have found this
problem to be particularly serious in the description of silica, due to the large
extent of the orbitals centred on the oxygen ions.
We have proposed a projected gradient method to address this issue, by
which the psinc components of the NGWF gradient are modulated by the pro-
jection onto a smaller subspace defined by a set of atom-centred orbitals that
decay smoothly to zero at the boundary imposed by the cut-off radius. This
atom-centred basis set should ideally give the NGWFs as much variational
freedom as possible in the central region of the NGWF sphere, but constrain
them to decay smoothly at the boundary. Consequently, the minimisation al-
gorithm will converge to a constrained energy minimum that is higher than the
true minimum, but is also expected to avoid the gradient stagnation problems
of the unconstrained algorithm.
Due to the NGWF optimisation problem, we did not make use of linear-
scaling DFT in our study of the doped Si–SiO2 interface system. Instead,
we employed conventional cubic-scaling plane-wave DFT, thus limiting the
supercell size to ∼500 atoms (nevertheless, as previously noted, this is much
larger than the system sizes used in previous studies of the doped interface).
The finite size error in the segregation energy of the neutral dopant in the
interface system is expected to be negligible in the z-direction (perpendicular
to the interface), and on the order of 0.01 eV in the x-y plane1. We find a
much larger finite size error, on the order of 0.1 eV, for the arsenic ionisation
energy (i.e., 200% of the value itself), that can be attributed almost entirely
to the total energy of the q = +1 defect supercell. Interestingly, however, this
large error is caused by the tetragonal cell shape; in fact, for a cubic supercell
with a much smaller volume (we use the 64-atom SC one for comparison), the
corresponding error is found to be an order of magnitude smaller. Because of
this, it was not possible to calculate accurate arsenic ionisation energies at the
interface in the present study. We expect to find an increase in the ionisation
energy of defects close to the interface due to dielectric confinement effects,
as suggested by recent experimental results. To this end, we postulate that
linear-scaling DFT codes such as onetep could be employed in future studies
to simulate extremely large interface supercells, in which the finite size error
introduced by the tetragonal cell shape is negligible.
1This is estimated by comparing the calculated E (1+/0) level of the defect in the 64-
atom SC supercell and the 256-atom BCC supercell; the error in the segregation energy is
assumed to be similar to that in the transition levels, as both quantities are calculated from
the difference in total energy of two defect supercells.

Appendix A
Phonon calculations in onetep
The calculation of the phonon frequencies of nanostructures has many impor-
tant applications; they can be used for understanding and predicting spectra
obtained from vibrational spectroscopy experiments (such as infrared and Ra-
man spectroscopy, and inelastic neutron scattering), as well as the thermo-
dynamic properties of materials (such as specific heat, lattice expansion, and
phase stability). Furthermore, in relation to point defects, the change of vi-
brational energy and entropy in the lattice when creating a defect site affects
the equilibrium concentration of that defect (see Sec. 4.2). In general, the
first-principles calculation of the vibrational modes of a material, and, from
these, the free energy and other thermodynamic functions, is known as ab
initio thermodynamics [334].
For stable solids and other harmonic systems we make use of the harmonic
approximation, in which the total energy of the system Etot is expanded to
quadratic order in the displacement of the ions about their equilibrium posi-
tions:
Etot = Eeq +
1
2
∑
a,α,κ,a′,α′,κ′
ua,α,κφ
α,α′
κ,κ′ (a, a
′) ua′,α′,κ′ , (A.1)
where Eeq is the equilibrium energy and ua,α,κ denotes a small displacement of
ion α belonging to unit cell a in the Cartesian coordinate direction κ from its
equilibrium position; φ (a, a′) is known as the force constants matrix, defined
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as
φα,α
′
κ,κ′ (a, a
′) =
∂2E
∂ua,α,κ∂ua′,α′,κ′
. (A.2)
It can be shown that the phonon frequencies ωq,n at wavevector q are the
eigenvalues of the dynamical matrix D (q), which can be calculated from the
Fourier transform of the force constants matrix:
Dα,α
′
κ,κ′ (q) =
1√
MαMα′
∑
a
φα,α
′
κ,κ′ (a, 0) e
−iq·Ra , (A.3)
where Mα is the mass of ion α and Ra is the lattice vector displacement for
unit cell a. The vibrational free energy for the unit cell is then given by
F (T ) =
1
2
∑
q,n
ωq,n + kBT
∑
q,n
ln
(
1− e−ωq,n/kBT ), (A.4)
where the first term is the zero-point energy of the system, and the second
term is the temperature-dependent part of the free energy. We note that in
the limit of an infinite periodic system the sum over q should be replaced by
an integral of the phonon dispersion curves over the first Brillouin zone.
There are two broad approaches for the ab initio calculation of the force con-
stants matrix: perturbation methods based on linear response theory [335,336],
and finite difference methods based on the calculation of ionic forces1 for small
ionic displacements introduced in the structure [339,340]. Despite requiring a
more complicated formalism, the linear response method is generally preferred
for calculations on crystalline materials, since it allows all phonon wavevectors
to be computed using the primitive unit cell; for the finite difference method,
instead, a supercell of material large enough to capture the real-space decay
of the elements of the force constants matrix is needed.
We have implemented the calculation of phonon frequencies in onetep
using the finite difference method; this is because we are naturally interested
in taking advantage of the linear-scaling nature of the code, which makes the
1The force on ion α is given by Fα = −∂E0/∂Rα, where E0 is the total ground-state
energy in the Born-Oppenheimer approximation, and Rα is the position of the classical ion.
This expression is evaluated by making use of the Hellmann-Feynman theorem [337,338].
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routine calculation of large supercells feasible (indeed, the ‘cross-over’ point
above which linear-scaling DFT methods becomes more computationally effi-
cient than conventional cubic-scaling methods is estimated at several hundred
atoms for solids, since there is no empty space in the system). The calculation
of the phonon frequencies of a regular crystal is therefore straightforward, as
the number of ionic displacements required is proportional to the number of
atoms in the primitive unit cell (by symmetry), and, hence, is independent of
the supercell size used.
We calculate the elements of the force constants matrix by using the central-
difference formula
φα,α
′
κ,κ′ ≈
F+α,κ − F−α,κ
2d
, (A.5)
where F±α,κ is the force on ion α in direction κ caused by a displacement ±d of
ion α′ in direction κ′. Therefore, 6N calculations are needed in total, where N
is the number of atoms in the unit cell of the crystal. However, each of these
calculations is simply a small perturbation on the equilibrium configuration.
Therefore, the converged set of NGWFs {ξβ (r)} and density kernel K that
are obtained from the equilibrium ground-state calculation (and that contain
all the information about its electronic structure, as discussed in Sec. 3.3.3)
are used as the starting guess for each of the displacement calculations. The
standard minimisation algorithms employed by the code therefore converge in
a greatly reduced number of iterations, as this starting guess already represents
to a good approximation the ground state of the new (perturbed) system.
We have tested the method using a 1000-atom simple cubic supercell of
bulk silicon. We use the same norm-conserving pseudopotential as described
in Sec. 5.3.1, a plane-wave cut-off energy of ∼800 eV, and nine NGWFs on
each silicon atom with a truncation radius of 4.0 A˚. We do not truncate the
density kernel. For bulk silicon, the calculation of the force constants matrix
can be reduced to a single displacement calculation, as the two atoms in the
primitive cell are symmetrically equivalent, as well as the six displacements
on each atom. The phonon frequencies can then be calculated at an arbitrary
q-point by applying an effective truncation of the force constants (and, hence,
of the sum in Eq. A.3) far away from the displaced atom.
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Figure A.1: On-site force constant for bulk silicon calculated with the finite
difference method for a range of ionic displacements.
Fig. A.1 shows the on-site force constant φα,ακ,κ calculated by finite differ-
ence for a range of ionic displacements d. The value of φα,ακ,κ is approximately
constant for a wide range of displacements, and is observed to deviate for
d > 0.1 A˚. We note here that the accuracy of the calculated ionic forces has
a large impact on the phonon frequencies; onetep has been shown to be in
good agreement with conventional plane-wave DFT in this respect, with forces
agreeing to within 0.1 eV/A˚ for a plane-wave cut-off energy of 800 eV [341]
(the discrepancy is mostly due to the fact that the basis sets employed are not
entirely equivalent in their high-frequency components; in fact, as the cut-off is
increased, the forces converge to an almost perfect agreement). Therefore, in
order to minimise the impact of this discrepancy, we fix the ionic displacement
to ∼53 mA˚ (0.1 a0), which is close to the large-displacement limit of the linear
range (producing a force on the ion of 0.71 eV/A˚).
The calculated phonon dispersion curves along high-symmetry directions
are shown in Fig A.2; these are in good agreement with the experimental
data. In order to recover the correct linear behaviour of the long-wavelength
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Figure A.2: Phonon dispersion and density of states for bulk silicon. The
dispersion curves calculated with the acoustic sum rule correction are shown
in red, and the uncorrected ones are shown in light blue (these are only visible
for the acoustic modes around Γ). Experimental phonon frequencies from
Ref. [342] are denoted by open circles. The density of states is calculated from
a 100× 100× 100 grid of q-points.
acoustic modes around the Γ-point, we enforce the acoustic sum rule by a
post-processing correction to the forces. The acoustic sum rule is given by∑
α,a
φα,α
′
κ,κ′ (a, 0) = 0 (A.6)
(i.e., for any displacement, the sum of the forces on all the ions in a given
direction must be equal to zero). The correction, therefore, subtracts from
each individual force component the spurious non-zero total of the sum on the
left hand side of this equation divided by the total number of atoms in the
system. As can be seen from the figure, the sum rule correction only affects
the three acoustic vibrational modes close to the Γ-point, and has a negligible
effect on all other phonon modes.
Using Eq. A.4 we calculate the vibrational free energy of the crystal as
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Figure A.3: Thermodynamic functions for bulk silicon obtained by summing
over different q-point meshes (the values in the key refer to an n×n×n grid of
q-points); n = 10 and n = 20 are indistinguishable in all plots. Experimental
measurements of the specific heat from Ref. [343] are denoted by open circles.
All quantities are given per atom.
a function of temperature; from this, all other thermodynamic functions can
be calculated using the well-known thermodynamic relations. In Fig. A.3, we
show the free energy, entropy, internal energy and specific heat obtained from
our calculations. The thermodynamic functions need to be converged with
respect to the fineness of the q-point grid used to approximate the integral
over the dispersion curves in q-space; the figures show a 10×10×10 grid to be
sufficient in this respect. The specific heat per atom is in excellent agreement
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with experiment at low temperatures, but is increasingly underestimated at
higher temperatures as anharmonic effects (neglected in our model) become
more important. At 800 K, there is a 6% discrepancy between the calculated
and experimental values, similar to previous results reported for LDA-DFT
[344].
It is interesting to note the similarity between the finite difference super-
cell method for phonon calculations and the tight-binding band structure in-
terpolation method using maximally-localised Wannier functions discussed in
Appendix C. In both cases, a real-space truncation is used to construct either
the dynamical matrix (in the former case) or the Hamiltonian matrix (in the
latter) at an arbitrary wavevector in the Brillouin zone. The maximum range
of the MLWF-derived tight-binding basis is dependent both on the size of the
supercell and the fineness of the k-point grid in the calculation of the Bloch
functions used for the wannierisation procedure; therefore, the most computa-
tionally efficient approach for increasing this range is to fix the system size to
the primitive unit cell and increase the number of k-points. Instead, the max-
imum range for the force constants matrix is dependent only on the supercell
size, and so large systems are needed for an accurate calculation of the phonon
frequencies.
We have investigated how variations in the range of the dynamical ma-
trix affect the accuracy of the calculated phonon frequencies, by imposing a
real-space cut-off radius rcut: the force constant φα,α
′
κ,κ′ (a, 0) is set to zero if the
distance between ion α in unit cell a and ion α′ in the reference unit cell is
greater than this cut-off. Fig. A.4 shows the effect of the cut-off on the RMS
error in the phonon frequencies throughout the Brillouin zone (with respect to
the maximum cut-off, given by half the lattice parameter of the 1000-atom su-
percell), and the zero-point energy F (0). As can be seen, the real-space decay
of the force constants is extremely rapid: the error in the zero-point energy is
reduced to 0.02% by considering only on-site, first- and second-nearest neigh-
bour interactions in the lattice (rcut = 3.81 A˚). Furthermore, the RMS error
in the phonon frequencies decays exponentially with cut-off. This behaviour
suggests, therefore, the possibility of constructing model dynamical matrices
of very large systems by combining short-ranged force constants matrices of
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Figure A.4: Effect of applying a real-space cut-off to the force constants matrix.
Open green triangles show the data with the acoustic sum rule correction, and
open red squares show the uncorrected data.
smaller systems, in complete analogy with a method that has been recently
demonstrated for Hamiltonian matrices in a MLWF basis [345].
Appendix B
The castep-to-wannier90 code
In this appendix we describe the algorithms and functionality of the castep-
to-wannier90 interface code, that was written in order to use the Kohn-
Sham Bloch states obtained from castep as input for wannier90 to find
the MLWFs of the system. Examples of the Wannier functions obtained in
this way can seen in Figs. 5.9, 5.10 and 6.7. The interface code is written in
Fortran90, and parallelised using MPI; external routines are provided by the
FFTW library.
The main information required by wannier90 from the underlying elec-
tronic structure code is contained in the two matrices M
(k,b)
mn and A
(k)
mn; the
definition and a brief explanation for each is given below. Additionally, the
Bloch states at all k-points need to be provided on a real-space grid in order
to visualise the Wannier functions (however, this is not required for the wan-
nierisation procedure itself), and the eigenvalues corresponding to the Bloch
states need to be provided in the case of a disentanglement procedure, as well
as for the calculation of the interpolated band structure, density of states and
Fermi surface of the system.
As explained in Sec. 3.3.2, the MLWF representation of the subspace of
interest is found by minimising the non-gauge-invariant contribution Ω˜ to the
sum of the spreads of the Wannier functions, given by Eq. 3.47. Ω˜ requires the
calculation of the matrix elements of the position operator between Wannier
functions; as shown by Blount [346], these can be expressed in reciprocal space
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in terms of the matrix elements of ∇k between the Bloch functions |un,k〉:
〈wm,T| r |wn,0〉 = i V
(2π)3
∫
eik·T 〈um,k| ∇k |un,k〉 dk, (B.1)
where |wm,T〉 is the Wannier function in cell T associated with band m.
wannier90 assumes that the Brillouin zone is discretised on a uniform
Monkhorst-Pack grid of k-points, and approximates the reciprocal-space in-
tegral in Eq. B.1 with a first-order finite difference scheme. As detailed in
Ref. [221], Ω˜ can then be expressed solely in terms of the overlap matrix
M (k,b)mn = 〈um,k|un,k+b〉 , (B.2)
where {bi} is the set of vectors connecting k-point k with its nearest neighbours
on the grid. The wannierisation algorithm uses this discrete representation to
evolve U
(k)
mn so as to minimise the total spread functional.
An initial guess for U
(k)
mn must also be provided to wannier90 as the start-
ing point of the minimisation routine. Although it is possible to use the Bloch
functions themselves for this initial guess, it is generally preferable for the user
to define a set of localised trial orbitals {gn (r)} (as many as the resulting
MLWFs), that are projected onto the (non-periodic) eigenfunctions |φn,k〉 in
order to provide the necessary information to generate a trial U
(k)
mn matrix. The
projections are given by the matrix
A(k)mn = 〈φm,k|gn〉 . (B.3)
A
(k)
mn is similarly used in wannier90’s disentanglement routine (for the case of
non-isolated bands), to generate an initial guess for the optimal subspace [74].
Our interface code calculates M
(k,b)
mn and A
(k)
mn from Eqs. B.2 and B.3, re-
spectively; the input data it requires is provided in two files: <seedname>.nnkp
(generated by wannier90 with the pre-processing command line option -pp),
and either <seedname>.check (the standard wavefunction output file gener-
ated by castep for self-consistent calculations) or <seedname>.orbitals (the
corresponding file for non-self-consistent band structure calculations). From
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these, the code extracts the following information:
• the unit cell lattice vectors and the number of k-points in the MP grid
(from wannier90);
• the set of vectors {bi} for each k-point (from wannier90);
• the definition of the trial orbitals {gn (r)} (from wannier90);
• the Fourier coefficients
{
c
(n,k)
G
}
in the plane-wave expansion of the Bloch
functions for the irreducible set of k-points (from castep);
• the space group symmetries of the system (from castep);
• the Kohn-Sham eigenvalues {εn,k} (from castep).
The Fourier coefficients for a periodic Bloch function are defined as
un,k (r) =
∑
G
c
(n,k)
G e
iG·r; (B.4)
the elements of the two matrices are therefore calculated as
M (k,b)mn =
∑
G
(
c
(m,k)
G
)∗
c
(n,k+b)
G (B.5)
and
A(k)mn =
∑
G
(
c
(m,k)
G
)∗
g˜n (k+G) , (B.6)
respectively, where g˜n (k) is the Fourier transform of the n-th trial orbital.
castep-to-wannier90 is restricted to the use of 1s-like trial orbitals, defined
as
gn (r) =
α
3/2
n√
π
e−αn|r−rn|, (B.7)
where rn is the centre of the n-th orbital, and αn its spread. The Fourier
transform is given by
g˜n (k) =
8α
5/2
n
√
π
(k2 + α2n)
2 e
−ik·rn . (B.8)
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The evaluation of the Bloch states at all k-points in the MP grid is compu-
tationally inefficient for the underlying electronic structure code, as the number
of independent k-points can be reduced to those within the irreducible wedge
of the Brillouin zone by making use of the symmetries of the Hamiltonian (see
Sec. 3.2). The interface code, therefore, performs the inverse operation, ‘filling
in’ the complete MP grid from the irreducible wedge using the list of space
group symmetries provided by castep and time-reversal symmetry.
The simplest case is that of k-points related by time-reversal symmetry,
for which we have shown in Eq. 3.27 that φ∗n,k (r) = φn,−k (r). Hence, the
relationship between the Fourier coefficients of the Bloch states for band n at
these two k-points is given by
c
(n,k)
G =
(
c
(n,−k)
−G
)∗
. (B.9)
Space group symmetries are defined by a unitary transformation matrix R
and a translation vector t, for which it can be shown that
φn,k (Rr+ t) = φn,k′ (r) , (B.10)
where
Rk′ = k (B.11)
(the translation does not affect reciprocal space). Expanding Eq. B.10 in terms
of Fourier coefficients, we obtain:
eiRk
′·RreiRk
′·t∑
G
[
c
(n,k)
G e
iG·t
]
eiG·Rr = eik
′·r∑
G
c
(n,k′)
G e
iG·r. (B.12)
Hence, since Rk′ ·Rr = k′ ·r and G ·Rr = R−1G ·r, we arrive at the following
relationship for the Fourier coefficients:
c
(n,k)
G = c
(n,k′)
G′ e
−iG·t, (B.13)
where G′ = R−1G, and we neglect the constant phase shift eiRk
′·t. We note
that |k′ +G′| = |R−1 (k+G)| = |k+G|; therefore, since the plane-wave
basis set used to expand the Block function |un,k〉 is defined in castep by
a spherically symmetric cut-off in reciprocal space centred at −k, the trans-
formed Fourier component G′ will necessarily always be contained in the trun-
cated basis set for k-point k′ (this is not the case in, e.g., onetep, as the use
of a psinc basis is equivalent to a cube of k-points centred on the origin in
reciprocal space).
Finally, we note that is it sometimes necessary to translate a Bloch function
by a reciprocal lattice vector G′ (e.g., when considering the neighbours of
a k-point at the Brillouin zone edge); in this case, from Bloch’s theorem,
φn,k (r) = φn,k+G′ (r), leading to a shift in the Fourier coefficients:
c
(n,k)
G = c
(n,k+G′)
G−G′ . (B.14)
Using the above relationships, the interface code calculates the Fourier
coefficients for the Bloch functions at all k-points in the Brillouin zone; to
reduce the memory cost, each Bloch function is written to a temporary scratch
file instead of being held in memory. The scratch files are then read back in
pairs for the calculation of M
(k,b)
mn , or singly for that of A
(k)
mn. This also allows
for a simple parallelisation strategy for shared-disk architectures: each matrix
element is calculated independently by a single process, and the necessary data
for the operation is retrieved from the scratch files (that are accessible to all
processes).
The data outputted by the interface code is in the required format for use
in a wannier90 calculation; it is divided in the following files:
• <seedname>.mmn–the M (k,b)mn matrix;
• <seedname>.amn–the A(k)mn matrix;
• <seedname>.eig–the Kohn-Sham eigenvalues {εn,k} at all k-points in
the Brillouin zone;
• UNKp.s–the Bloch functions at k-point p and spin s on a real-space grid
(these are obtained by fast Fourier transform of the Fourier coefficients).

Appendix C
Wannier representations of bulk
silicon
Several previous studies have considered the construction of Wannier functions
from the Bloch eigenstates of bulk silicon and similar tetrahedral semiconduc-
tors, some focusing on the valence manifold [72, 347–351] (four bands in the
primitive cell) and others also on the possibility of including the lowest four
bands in the conduction manifold [74,352,353]. In particular, Souza et al. [74]
have shown how their disentanglement procedure allows us to extract these
low-lying bands from the conduction manifold in the absence of a band gap
between them and higher states. The resulting four valence bands and four
conduction bands can either be treated separately or combined; in the former
case, the maximally-localised Wannier functions obtained are bonding and an-
tibonding states centred on the Si–Si bond, while in the latter case they are
sp3-like orbitals, tetrahedrally arranged around each atom and with their ma-
jor lobe pointing along the bond towards the neighbouring atom (this shall
be referred to as the front-bonded case). This corresponds to the chemically-
intuitive picture that is employed in most tight-binding models of silicon, in
which the valence 3s and 3p states hybridise to form the characteristic sp3
orbitals that are a feature of tetrahedral systems.
However, our calculations show that these conventional front-bonded or-
bitals are not the most localised Wannier representation of the subspace, and,
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(a) Front-bonded (b) Back-bonded
Figure C.1: Contour-surface plots showing the two different Wannier repre-
sentations of bulk silicon. The major lobe (taken to be positive) is shown in
red, and the minor lobe (taken to be negative) in blue.
hence, are not strictly the MLWFs of the system. Indeed, we find an alterna-
tive Wannier representation that is more localised, corresponding to a set of
orbitals also with tetrahedral sp3 symmetry, but with their minor lobe pointing
along the bond and their major lobe pointing in the opposite direction; hence,
this shall be referred to as the back-bonded case. The front- and back-bonded
Wannier functions are illustrated in Fig. C.1.
Both representations can be recovered from a wannierisation of the same
bands, as they correspond to different local minima of the spread functional
Ω [U ] defined in Eq. 3.44. The algorithm employed to minimise Ω [U ] is gen-
erally found to be robust and insensitive to the set of trial orbitals that are
provided at the start of the procedure to generate an initial guess for the U
(k)
mn
matrix1; however, in some systems local minima can be found, depending on
the initial trial orbitals provided. As discussed in Sec. 3.3.2, the Wannier
functions at the global minimum (i.e, the MLWFs) should be real, and so any
minimum that features significant imaginary components to the Wannier func-
tions can be identified as being local. However, it is sometimes possible for
local minima to produce Wannier functions that are real, making it difficult to
identify the true global minimum. This is the case for the valence+conduction
1For the case of non-isolated bands, the trial orbitals are also used as an initial guess for
the disentanglement routine that extract the optimally-connected subspace.
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manifold of bulk silicon, since both the front- and back-bonded orbitals are
real.
For our calculations, we employ the quantum espresso code [354] (ver-
sion 4.1) for the initial calculation of the band structure from LDA-DFT. We
perform the calculations on a 64-atom cell of silicon with a 2× 2× 2 MP sam-
pling of the Brillouin zone (shifted so as to include Γ). We use an ultrasoft
pseudopotential for silicon, and a plane-wave energy cut-off of 340 eV. The dis-
entanglement and wannierisation of the Bloch states is then performed with
the wannier90 code (version 1.2).
The initial trial orbitals used for these procedures are sp3-like Gaussian
orbitals; in order to obtain the front- and back-bonded Wannier functions,
these trial orbitals are oriented with their major lobe pointing either along
the bond or in the opposite direction, respectively. We note that it is also
possible to obtain a mixed representation, in which some atoms feature front-
bonded Wannier functions and others back-bonded ones, depending solely on
the orientation of the initial trial orbitals placed on each atom. However, due to
the orthogonality constraints, the front- and back-bonded Wannier functions in
the mixed representations are slightly modified depending on the orientation of
those on neighbouring atoms. In the following discussion, therefore, we restrict
ourselves to the case of a purely front- or back-bonded representation of the
system, in which all the Wannier functions are identical.
Our calculations show the front-bonded Wannier functions to have a spread
of 2.54 A˚
2
each, and the back-bonded ones to have a spread of 2.10 A˚
2
each;
therefore, the back-bonded representation, although counter-intuitive from a
chemical perspective, is indeed the more localised of the two. It seems un-
likely that other, even more localised representations exist, since the use of
randomised initial trial orbitals for the wannierisation routine is observed to
always result in either the front- or back-bonded representation, or a mixture
of the two. Therefore, it is probable that the back-bonded Wannier functions
correspond to the global minimum of the spread functional, and so are the
maximally-localised representation of the subspace in question.
We have investigated the use of front- or back-bonded Wannier functions
as a minimal tight-binding basis for the system. It is important to note that,
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Figure C.2: Tight-binding matrix elements for the two Wannier representa-
tions. The labels are explained in the text.
since both sets of functions possess the same symmetry as sp3 orbitals, they
are identical in terms of the symmetries of the resulting tight-binding Hamil-
tonian; however, the magnitude of corresponding matrix elements (MEs) is
very different. Fig. C.2 shows the value of the Hamiltonian MEs for both rep-
resentations as a function of the separation between Wannier function centres
(since all Wannier functions in a given representation are identical, only one
reference function needs to be taken into consideration). As can be seen, both
the values of the MEs and the separation distances are different, since the
Wannier function centres are positioned differently in the two representations
(as might be expected, they are situated along the bond for the front-bonded
case and behind the bond for the back-bonded case). The most significant
contributions have been labelled a–e, and correspond to the following MEs:
• a–the diagonal MEs Hnn (these have an identical value in both repre-
sentations, since Tr (H) must be the same in both cases as they describe
the same subspace);
• b–MEs between Wannier functions belonging to the same atom (front-
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bonded representation);
• c–MEs between Wannier functions belonging to the same atom (back-
bonded representation);
• d–MEs between front-bonded Wannier functions on the same bond (i.e.,
with overlapping major lobes);
• e–MEs between a back-bonded Wannier function and six other such Wan-
nier functions, two each on the three neighbouring atoms that are not
situated along the bond of the reference Wannier function (i.e., the bond
on which the minor lobe is found).
As can be seen from the above description, b and c are the equivalent MEs
in the two representations, but d and e are not; their equivalent elements are
less significant in the other representation, and the centres of the Wannier
functions involved are further apart.
These matrix elements, calculated for the 64-atom supercell (in order to
achieve a sufficiently small overlap between Wannier functions in neighbour-
ing cells), have been used to construct a tight-binding Hamiltonian for the
primitive 2-atom unit cell. The silicon band structure obtained from the tight-
binding Hamiltonian in the front- and back-Wannier bases can then be com-
pared to the full ab initio band structure for the primitive cell, as shown in
Fig. C.3. In particular, we investigate the effect of neglecting MEs between
Wannier functions whose separation is greater than a cut-off distance rcut. As
expected, the front- and back-Wannier bases converge to approximately equiv-
alent band structures as rcut is increased to its maximum value (given by half
the lattice parameter of the 64-atom supercell), which, in turn, agree closely
with the ab initio band structure.
However, it is interesting to note that the front-bonded Wannier functions
provide a much more reasonable description of the system for small values of
rcut. For rcut = 2.0 A˚, only the MEs labelled a, b and d are used for the
front-bonded case, and a, c and e for the back-bonded case. The Hamiltonian
for the front-bonded representation is now equivalent to the simple Weaire-
Thorpe model for tetrahedrally-bonded solids [355, 356], and so, as expected,
provides a qualitatively accurate description of the valence bands and the band
gap. In contrast, the Hamiltonian for the back-bonded representation shows no
band gap and no clear distinction between the valence and conduction bands,
despite including more non-zero elements. Increasing rcut to 3.0 A˚, there is
a noticeable improvement in the shape of the bands for both representations;
however, for the back-bonded case the highest two valence bands are separated
from the lowest two and entangled with the conduction bands, and so the band
gap is still absent.
We conclude, therefore, that the back-bonded Wannier representation, al-
though more localised in terms of the spread functional, is clearly less well-
suited as a tight-binding basis for silicon than the chemically-intuitive front-
bonded representation. The reason for this can be understood in terms of
the increased isolation of the back-bonded Wannier functions: in fact, Fig. C.2
shows that their centres are further apart than those of the front-bonded Wan-
nier functions; hence, they interact only relatively weakly with a large number
of other functions, with no single interaction being dominant. Instead, the
front-bonded Wannier functions have a clear single dominant interaction, that
between the two functions on the same bond, accounting for most of the band
energy2. We note that a similar study [357] of GaAs, GaN, and InN, in which
five bands were wannierised to obtain an sp3s∗-like basis, also reports that both
chemically-intuitive and non-chemically-intuitive Wannier representations can
be obtained; the most efficient representation for designing a tight-binding
basis was found to be system-dependent.
2Indeed, an even simpler model of the system than the Weaire-Thorpe model is the
molecular (or bond order) model, in which only this interaction is considered, resulting in
2N bonding states and 2N antibonding states for an N -atom system, and no interaction
between bonds.
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Figure C.3: Silicon band structures calculated with the front- and back-bonded
Wannier bases. MEs between Wannier functions whose separation is greater
than rcut are set to zero. The band structure obtained from the Wannier basis
is shown in red, and the ab initio band structure calculated directly from the
DFT code is shown in light blue. N tot is the total number of MEs per atom in
the tight-binding Hamiltonian, and Npar is the number of independent MEs.

Appendix D
The extended LCAO vacancy
model
We have shown, both for the silicon vacancy (Chapter 5) and the gold substitu-
tional centre (Chapter 6), qualitative differences in the finite size convergence
behaviour of the system using Γ-point only and dense k-point sampling. In
particular, when using a dense sampling, the correct relaxation of the defect
centre is only recovered for large supercells containing at least 256 atoms;
smaller supercells exhibit either no symmetry change upon relaxation (for the
vacancy), or a variety of spurious symmetries (for the gold centre). However,
there is evidence that Γ-point only calculations recover the correct symmetry
even for small supercells [202].
In addition, our results for the gold centre in the 256-atom BCC supercell
show a greater decrease in the formation energy due to relaxation ∆Ef when
using a Γ-point sampling instead of a kMP = 3 grid for all charge states apart
from the neutral one. This difference ranges from−0.02 eV for Au0 to +0.07 eV
for Au1−. This is consistent with the idea that the dense sampling ‘resists’ the
relaxation, leading to smaller changes in bond lengths, a smaller energy gain,
and no change of symmetry for small supercells.
We use a simple LCAO model to explain these finite size effects; this we
have developed as an extension to Watkins’ model of the vacancy (described
in Sec. 5.2). For a perfectly isolated impurity which does not interact with
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the host lattice, the four dangling bonds combine with each other to form the
tight-binding Hamiltonian
H =

−a −b −b −b
−b −a −b −b
−b −b −a −b
−b −b −b −a
 , (D.1)
where a and b are the absolute values of the on-site and two-centre matrix
elements. The eigenvalues are: −a− 3b, corresponding to the nodeless combi-
nation buried within the silicon valence band, and the triply degenerate level
−a+ b, corresponding to the three combinations with a nodal plane which lie
in the band gap.
There are two additions that we make to this Hamiltonian. Firstly, we add
a term ∆ = αQ to four off-diagonal elements, which breaks the tetrahedral
symmetry and is proportional to a hypothetical tetragonal distortion Q of the
system. Q relates to the bond length between a pair of dimerised neighbours
of the defect centre, where Q = 0 corresponds to the undistorted bond length,
and Q = 1 to the limit of zero bond length. The Hamiltonian now becomes:
H(∆) =

−a −b−∆ −b −b
−b−∆ −a −b −b
−b −b −a −b−∆
−b −b −b−∆ −a
 . (D.2)
This arrangement pairs up the first and second orbitals, and the third and
fourth ones. The eigenvalues are now: −a − 3b − ∆ for the buried level,
and −a + b ± ∆ for the defect levels in the gap, where the energy of one
level is lowered by ∆ and the other two are raised by ∆. This distortion
is appropriate to describe v0 and Au1+, since only one of the three levels is
occupied (and the resulting symmetry of the defect centre is D2d); therefore,
the total electronic energy of the system is −2 (a+ b+∆) (neglecting spin).
However, the dimerised ions will also feel a repulsion f/ (1−Q). The total
energy is minimised at the equilibrium distortion Qeq = 1 −√f/ (2α); the
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corresponding decrease in formation energy from the unrelaxed to the relaxed
lattice is ∆Ef =
(√
f −√2α)2.
We can estimate Qeq from the change of bond lengths for Au1+ (v0 is not
reliable for this purpose, as there is a significant additional inwards breathing
relaxation). From our calculations, we find that Qeq ≃ 0.026, and, hence, that
f ≃ 1.9α.
This model is valid for the isolated defect, and therefore gives the ‘correct’
behaviour of the system with no finite size effects. The second addition to
the basic Hamiltonian takes into account the interaction of the four orbitals
between different images of the defect centre in a supercell calculation. We
ensure that each orbital interacts only with the nearest orbitals from the defect
images, which will depend on their relative orientations, as it is important to
preserve the overall tetrahedral symmetry of the underlying lattice and the
cubic symmetry of the supercell. In the simplest approximation each orbital
interacts with six extra orbitals in total, two each from three neighbouring
defect images, with a small additional term c in the Hamiltonian.
This new Hamiltonian H(∆,c), which approximates the finite size effects of
the supercell method, can be solved numerically, or analytically for certain
high-symmetry k-points. It correctly predicts that at Γ and P the three de-
fect levels are degenerate for the undistorted lattice, as is seen in the DFT
calculations. The eigenvalues are the same as for the standard Watkins model
Hamiltonian H, but with a shift of +2c at Γ and −2c at P for the triply
degenerate level, and −6c at Γ and +6c at P for the buried level. We note
that this does not agree with our observed effect for the undistorted neutral
vacancy that the Γ-point quickly converges with system size to the position
of the isolated defect level; however, it correctly identifies Γ and P as corre-
sponding (approximately, for the DFT results) to the upper and lower limits
of the extent of the defect levels’ dispersion.
Fig. D.1 shows the band structure for a BCC supercell calculated with
H(∆,c); this can be compared with the DFT band structure for the unrelaxed
vacancy in Fig. 5.7a. As can be seen, the degeneracy of the three defect levels
is correct at all high-symmetry points in the Brillouin zone.
We can now calculate the equilibrium distortion Qeq and corresponding
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Figure D.1: Band structure for the BCC supercell calculated with the extended
LCAO vacancy model. The three defect levels in the band gap are shown in
blue, and the buried level is shown in red.
decrease in formation energy from the undistorted to the distorted lattice ∆Ef
for different k-points. For the case of the Γ-point the finite size effects cancel,
except for a constant shift in the total energy of −4c; therefore, both Qeq
and ∆Ef are identical to the isolated defect centre. The model, therefore,
provides a simple explanation as to why Γ-point calculations exhibit the correct
relaxation even for small supercells.
However, this cancellation does not occur for non-high-symmetry k-points.
As a comparison, therefore, we numerically investigate the behaviour of the
system using a kMP = 3 mesh and setting f = 1.9α (as estimated from the
Au1+ DFT calculation). This leaves only two independent parameters, the
ratios c/b and α/b. c is expected to be significantly smaller than b, and clearly
c→ 0 as the supercell lattice parameter L→∞.
It is found that for this extended k-point sampling scheme the model fea-
tures a discontinuity in Qeq: below a critical value of c, the correct distortion
is obtained, but above it the system remains completely undistorted. This
is consistent with our observation of an abrupt change in symmetry for v0,
which remains Td for supercells smaller than 256 atoms and switches to D2d
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Figure D.2: Effect of relaxation for the extended LCAO vacancy model. The
graph shows the decrease in formation energy upon relaxation ∆Ef as a frac-
tion of the correct value (at L =∞). The key gives the different values of α/b
used in the calculation. The dashed vertical lines show the critical value of c
for each calculation below which the correct distortion is recovered.
for ≥256 atoms. Furthermore, ∆Ef is zero in the undistorted region, and
increases approximately linearly in the distorted region to the correct value
at c = 0 (L = ∞). This suggests that small supercells with dense k-point
sampling will significantly underestimate the gain in energy from Jahn-Teller
distortion, even if they show the correct change in symmetry. Fig. D.2 shows
∆Ef as a function of c for various values of α.
In conclusion, we have shown that an extended Watkins LCAO model can
qualitatively explain the dispersion of the defect levels in the band gap for
Watkins defects, as well as the differences in relaxation for defect supercells
when using Γ-point only and dense k-point sampling schemes. Specifically, it
confirms that Γ-point only sampling will obtain the correct relaxation for all
supercell sizes, while dense k-point sampling will result in no distortion for
small supercells, and an underestimation of the energy gain from relaxation
even for larger supercells which exhibit the correct distortion, as observed in
our DFT calculations.
Unfortunately, this simple model does not explain the fast finite size conver-
gence of the stable charge state transition levels when using a Γ-point sampling
(observed in our DFT calculations); instead, it predicts that the defect levels
should converge towards the middle of the band as the dispersion due to the
interaction between supercells (given by c) decreases, as is generally the case in
such models. We therefore suggest that this effect is caused by a modification
of the matrix elements between orbitals at the same defect site (given by a
and b) as the system size is increased; in particular, a decrease in the magni-
tude of the on-site matrix elements with increasing L would rigidly shift the
eigenvalues upwards, and, hence, could lead to the apparent convergence of the
defect levels towards the upper portion of the band, close to the Γ-point level.
Hence, the correct finite size convergence properties cannot emerge naturally
from the tight-binding Hamiltonian; rather, the modification of the matrix
elements must either be estimated from a more sophisticated model, or cal-
culated directly from the data obtained in the DFT simulations. In order to
verify this hypothesis, therefore, it would be necessary to examine the change
in magnitude of the on-site matrix elements for the defect MLWFs obtained
from a range of supercell sizes.
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