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1. Introduccio´n
Recientemente los enfoques basados en
corpus para el desarrollo de sistemas de tra-
duccio´n automa´tica (TA) han visto incremen-
tada la atencio´n recibida; sin embargo, los sis-
temas de TA basados en reglas siguen siendo
desarrollados dado que no todos los pares de
lenguas para los cuales existe demanda tie-
nen a su disposicio´n la gran cantidad de tex-
tos paralelos necesarios para entrenar siste-
mas de TA de propo´sito general basados en
corpus; y tambie´n porque los sistemas basa-
dos en reglas son ma´s fa´cilmente diagnostica-
bles y los errores que producen suelen tener
una naturaleza ma´s repetitiva y previsible, lo
cual ayuda a los profesionales que tienen que
corregir su salida.
Esta tesis se centra en el desarrollo de sis-
temas de TA basados en reglas y ma´s con-
cretamente en sistemas de TA por transfe-
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rencia estructural superficial (Hutchins y So-
mers, 1992) para la traduccio´n entre lenguas
emparentadas.
De todos los recursos que son necesarios
para construir un sistema de TA por trans-
ferencia (estructural) superficial esta tesis se
centra en la obtencio´n de forma no supervi-
sada, a partir de corpus, de:
los desambiguadores le´xicos categoriales
empleados para resolver la ambigu¨edad
le´xica de los textos a traducir, y
el conjunto de reglas de transferencia que
se emplean para adecuar la traduccio´n a
la reglas gramaticales de la lengua meta.
2. Desambiguadores le´xicos
categoriales para TA
En TA, la correcta eleccio´n de la categor´ıa
le´xica de las palabras a traducir es crucial da-
do que la traduccio´n de una palabra en len-
gua origen (LO) a la lengua meta (LM) puede
diferir de una categor´ıa le´xica a otra.
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De entre los diferentes enfoques existentes
para la obtencio´n de desambiguadores le´xicos
categoriales, esta tesis se centra en el desa-
rrollo de desambiguadores le´xicos categoria-
les basados en modelos ocultos de Markov
(MOM) (Cutting et al., 1992). E´stos pue-
den entrenarse de forma supervisada median-
te el empleo de textos desambiguados (o eti-
quetados) a mano, o bien de forma no su-
pervisada mediante el uso del algoritmo de
Baum y Welch con texto no etiquetado. Es-
tos me´todos so´lo emplean informacio´n de la
lengua que pretenden desambiguar. Sin em-
bargo, cuando el desambiguador le´xico cate-
gorial resultante se integra en un sistema de
TA hay que tener en consideracio´n:
que un modelo estad´ıstico de la LM pue-
de utilizarse de forma no supervisada
para obtener mejores desambiguadores
le´xicos categoriales, y
que en TA lo que realmente importa es
la calidad final de la traduccio´n, no la
precisio´n del desambiguador.
Se propone un nuevo me´todo, inspirado
en los dos hechos arriba mencionados, para
el entrenamiento de desambiguadores le´xicos
categoriales de la LO basados en MOM, me-
diante el empleo de informacio´n de la LM,
as´ı como del resto de mo´dulos del sistema de
TA en el que el desambiguador se integra. Los
experimentos realizados con tres pares de len-
guas de Apertium (http://www.apertium.
org) muestran que el sistema de TA ofre-
ce mejores resultado cuando el desambigua-
dor le´xico categorial es entrenado usando este
nuevo me´todo que cuando es entrenado con
el algoritmo de Baum y Welch.
3. Inferencia automa´tica de
reglas de transferencia
estructural
Esta tesis tambie´n propone un me´todo
no supervisado para la inferencia de reglas
de transferencia estructural superficial. Esta
reglas se basan en plantillas de alineamien-
to (Och y Ney, 2004) como las usadas en TA
estad´ıstica. Para su empleo en sistemas de TA
basados en reglas las plantillas de alineamien-
to han tenido que ser adaptadas y extendidas
con un conjunto de restricciones que contro-
lan su aplicacio´n como reglas de transferen-
cia.
Una vez obtenidas, las plantillas de ali-
neamiento son filtradas atendiendo a su fre-
cuencia de aparicio´n en la coleccio´n de textos
paralelos. Finalmente las plantillas de alinea-
miento seleccionadas se emplean para la ge-
neracio´n de reglas de transferencia en el for-
mato usado por el ingenio de TA Apertium.
Para evaluar las reglas inferidas se han
realizado experimentos con tres pares de len-
guas de Apertium. Las reglas inferidas ofre-
cen mejores resultados que la traduccio´n pa-
labra por palabra, y resultados pro´ximos a los
obtenidos cuando las reglas de transferencia
son codificadas a mano por lingu¨istas.
En cuanto a la cantidad de corpus para-
lelos necesarios para obtener un conjunto de
reglas de transferencia que proporcionen una
calidad de traduccio´n aceptable, los experi-
mentos realizados con distintos taman˜os de
corpus demuestran que con un corpus de me-
dio millo´n de palabras la calidad de las reglas
inferidas es satisfactoria, incluso para algu-
nos pares de lenguas la calidad es similar a la
obtenida cuando las reglas de transferencia
se obtiene a partir de un corpus de entrena-
miento de dos millones de palabras.
Informacio´n adicional
Los me´todos descritos en esta te-
sis han sido liberados como co´digo
abierto y pueden descargarse desde
http://sf.net/projects/apertium/; pa-
quetes apertium-tagger-training-tools
y apertium-transfer-tools. Estos paque-
tes se integran perfectamente en el proceso
de desarrollo de nuevos pares de lenguas
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