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Abstract: We construct a family of equations of state for QCD in the temperature range
30 MeV ≤ T ≤ 800 MeV and in the chemical potential range 0 ≤ µB ≤ 450 MeV. The
equations of state match available lattice QCD results up to O(µ4B) and in each of them we
place a critical point in the 3D Ising model universality class. The position of this critical
point can be chosen in the range of chemical potentials covered by the second Beam Energy
Scan at RHIC. We discuss possible choices for the free parameters, which arise from the
mapping of the Ising model onto QCD. Our results for the pressure, entropy density, baryon
density, energy density and speed of sound can be used as inputs in the hydrodynamical
simulations of the fireball created in heavy ion collisions. We also show our result for the
second cumulant of the baryon number in thermal equilibrium, displaying its divergence at
the critical point. In the future, comparisons between RHIC data and the output of the
hydrodynamic simulations, including calculations of fluctuation observables, built upon the
model equations of state that we have constructed may be used to locate the critical point
in the QCD phase diagram, if there is one to be found.
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1 Introduction
The search for a possible QCD critical point is receiving increasing attention, which will
culminate in the second Beam Energy Scan (BES-II) at the Relativistic Heavy Ion Collider
(RHIC) at Brookhaven National Laboratory. The main goal of the BES-II program is
to discover a critical point, or constrain its location, on the phase diagram of strongly
interacting matter. One of the central questions that these experiments aim to answer
is whether the continuous crossover [1] between quark-gluon plasma and hadronic matter
that occurs as a function of decreasing T at µB = 0 turns into a first order phase transition
above some critical point at a nonzero µB, corresponding to heavy ion collisions below some
collision energy [2, 3].
Lattice QCD simulations cannot currently be performed at finite density. For this rea-
son, a first principle prediction of the existence and position of the critical point is still
missing. Several QCD-based models predict its location on the phase diagram, which natu-
rally depends on the model parameters and approximations (for a review see e.g. [4]). This
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aspect makes the critical point search challenging, and is at the basis of the systematic scan
in collision energies performed at RHIC. We anticipate that non-monotonous dependence of
specific observables on collision energy will indicate the presence of the critical point as the
freezeout point traverses the critical region [5, 6]. As the BES-II approaches, it is therefore
important to predict the effects of the critical point on several observables.
One of the main theoretical approaches to pursue this goal is represented by hydrody-
namical simulations of the evolution of the fireball produced in heavy ion collisions (see e.g.
[7] and references therein). While modifications of the hydrodynamical approach itself are
needed in the vicinity of the critical point [8–11], the Equation of State (EoS) used as an
input in these simulations needs to reflect all theoretical knowledge currently available as
well as contain the singularity associated with the QCD critical point at a parametrically
controllable location. Thus, the purpose of this manuscript is to produce a family of model
equations of state for QCD, each of which contains a critical point somewhere in the region
of the phase diagram covered by the BES-II at RHIC, and all of which respect what we
know from lattice QCD calculations.
At chemical potential µB = 0, the EoS of QCD is known with high precision, in the
case of 2+1 [12–14] and 2+1+1 [15] quark flavors. Extensions to finite chemical potential
are usually performed through a Taylor series in powers of µB/T [16–20] or an analytic
continuation from imaginary µB [21–28]. The Taylor expansion of the pressure in µB/T
around µB = 0 can be written as:
P (T, µB) = T
4
∑
n
c2n(T )
(µB
T
)2n
, (1.1)
where the coefficients of the expansion are the susceptibilities of the baryon number:
cn(T ) =
1
n!
∂nP/T 4
∂(µB/T )n
∣∣∣∣
µB=0
=
1
n!
χn(T ) . (1.2)
After the early results for c2, c4 and c6 [17], the first continuum extrapolated results for
c2 were published in Ref. [29]; in Ref. [30] c4 was shown, but only at finite lattice spacing.
The continuum limit for c6 was published for the first time in [31], and later in [32]. In [33],
a first determination of c8, at two values of the temperature and Nt = 8 was presented.
The advantage of the Taylor expansion method is that all the quantities are calculated at
vanishing baryon chemical potential, where lattice QCD simulations do not suffer from the
fermion sign problem. Moreover, the knowledge of the expansion coefficients can in principle
provide information on the location of the critical point, under the assumption that such
point is the closest singularity to µB = 0 in the complex-µB plane. Unfortunately, the fact
that only a few coefficients are known makes this task extremely hard, leading to just an
indication that the region corresponding to µB . 2T in the phase diagram cannot contain
the critical point [32]. In addition to this, the knowledge of the equation of state of QCD
beyond the critical point (i.e. for µB > µBC) could not come from a Taylor expansion, as
a singularity cannot be reproduced in this method.
Therefore, we need to produce an equation of state which matches everything we know
from lattice QCD simulations (for a recent review, see e.g. [34]) in the region where they are
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applicable, and which shows the correct singular behavior at and around the hypothesized
critical point. The latter can be inferred from the fact that the critical point of QCD is
expected to be in the same universality class as the one of the 3D Ising model [35–39].
Our approach is similar to the one presented in Refs. [40, 41], but in our case the critical
contribution is built on top of a first-principle result for the EoS, instead of relying on
models such as the MIT bag or the quasiparticle model.
We will adopt the following strategy:
i) Choose a location in the (µB, T ) plane at which to put a critical point;
ii) Make use of a suitable parametrization to describe the universal scaling behavior of
the EoS in the 3D Ising model near the critical point;
iii) Map the 3D Ising model phase diagram onto the one of QCD via a parametric, non-
universal change of variables;
iv) Use the thermodynamics of the Ising model EoS to estimate the critical contribution
to the expansion coefficients from lattice QCD;
v) Reconstruct the full pressure, matching lattice QCD at µB = 0 and including the
correct critical behavior.
It is important to notice that our approach is based on the assumption that the critical
point of QCD is the closest singularity to µB = 0 on the real µB axis. Only in this
case we are allowed to merge the contributions of the lattice and 3D Ising approaches in
the way detailed below. The result of this procedure will be an equation of state that
meets our requirements and depends on the parameters of the non-universal map between
Ising variables and QCD coordinates [42]. These parameters include the coordinates of
the critical point. The ultimate goal of this project is to provide a family of equations of
state that can be used as inputs to future hydrodynamic calculations and calculations of
fluctuation observables that can then be compared to experimental data from the BES-II
program, resulting in constraints on the parameters in the map that we have constructed,
in particular the parameters representing the location of the critical point. We will follow
up on this discussion in the following sections.
This family of equations of state can be employed in the study of diverging quantities
in the vicinity of the critical point, in particular the cumulants of the baryon number.
We show in Section 6.1 our result for the second cumulant, which can be related to the
variance of the net-proton distribution in heavy-ion collision experiments assuming thermal
equilibrium [43]. In order to make contact with experiment, investigating out-of-equilibrium
physics is important because of critical slowing down in the dynamics near a critical point
and because the matter produced in a heavy-ion collision does not spend a long time near
the critical point [44–46]. Simulations of hydrodynamics and fluctuations that are built
upon the family of equations of state that we have constructed would be a good next step
in this direction.
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Figure 1. Map of the parametrization in Eqs.(2.1)-(2.3). (Left) Lines of constant h and r are
shown in the θ −R plane with solid and dashed lines respectively. (Right) Lines of constant θ and
R are shown in the h− r plane with dashed and solid lines respectively.
2 Scaling EoS in the 3D Ising model
The first ingredient for this work is a parametrization of the Ising model equation of state
in the vicinity of the critical point, which corresponds to a map between two variables
(R, θ) to Ising variables (r, h), where r is the reduced temperature r = (T − Tc)/Tc and h
is the magnetic field. The map needs to accommodate the correct behavior of the order
parameter M (the magnetization) as a function of r and h themselves. The following form
for the parametrization meets the requirements [40, 41, 47, 48]:
M = M0R
βθ , (2.1)
h = h0R
βδh˜(θ) , (2.2)
r = R(1− θ2) . (2.3)
where M0, h0 are normalization constants, h˜(θ) = θ(1 + aθ2 + bθ4) with a = −0.76201,
b = 0.00804. β ' 0.326 and δ ' 4.80 are 3D Ising critical exponents, and the parameters
take on the values R ≥ 0, |θ| ≤ θ0 ' 1.154, θ0 being the first non-trivial zero of h˜(θ).
The values of the normalization constants are such that M(r = −1, h = 0+) = 1 and
M(r = 0, h) ∝ sgn(h) |h|1/δ: this yields M0 ' 0.605, h0 ' 0.394. Fig.1 shows a pictorial
representation of the parametrization: the lines of constant h and r in the θ−R plane (left
panel) and the lines of constant θ and R in the h− r plane (right panel).
Starting from this parametrization, it is possible to define the Gibbs free energy density:
G(h, r) = F (M, r)−Mh , (2.4)
where F (M, r) is the free energy density, defined as:
F (M,h) = h0M0R
2−αg(θ) , (2.5)
where α ' 0.11 is another critical exponent of the 3D Ising model (also, the relation
2 − α = β(δ + 1) holds). The function g(θ) is fixed by noticing that h = (∂F/∂M)h and
solving the following differential equation:
h˜(θ)(1− θ2 + 2βθ2) = 2(2− α)θg(θ) + (1− θ2)g′(θ) (2.6)
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which results in:
g(θ) = c0 + c1(1− θ2) + c2(1− θ2)2 + c3(1− θ2)3 , (2.7)
with:
c0 =
β
2− α(1 + a+ b) ,
c1 = −1
2
1
α− 1 {(1− 2β)(1 + a+ b)− 2β(a+ 2b)} ,
c2 = − 1
2α
{2βb− (1− 2β)(a+ 2b)} ,
c3 = − 1
2(α+ 1)
b(1− 2β) .
Now everything is determined, and one can build an expression for the pressure in the
3D Ising model in the scaling regime, noticing that the Gibbs free energy density equals
the pressure up to a minus sign: G = −P , hence:
PIsing(R, θ) = h0M0R
2−α
[
θh˜(θ)− g(θ)
]
. (2.8)
Notice that this pressure is dimensionless. Note, also, that this expression is completely
analytic in (R, θ) in the whole range of parameter values. However, the map (R, θ) 7−→ (r, h)
is not globally invertible.
3 Non-universal map from Ising to QCD
The next step is to build a map from Ising variables to QCD coordinates, so that Eq. (2.8)
that we derived for the pressure becomes useful for our purpose. We want to map the phase
diagram of the 3D Ising model onto the one of QCD, so that the critical point of the Ising
model r = h = 0 corresponds to the one of QCD, and that the lines of first order phase
transition and crossover in the Ising model are mapped onto those of QCD.
The simplest way to do so is through a linear map as follows [49]:
T − TC
TC
= w (rρ sinα1 + h sinα2) , (3.1)
µB − µBC
TC
= w (−rρ cosα1 − h cosα2) , (3.2)
which can be visualized in Fig. 2. This map makes use of six parameters, two of which
correspond to the location of the critical point on the QCD phase diagram, two are the
angles that the r and h axes form with the T = const. lines, and (w, ρ) are scale factors for
the variables r and h. While w represents a global scaling for the Ising variables, namely
determining the size of the critical region, ρ represents a relative scaling of r and h, thus
roughly determining the shape of it.
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Figure 2. Non-universal map from Ising variables (r, h) to QCD coordinates (T, µB)
At this point, we have a double map between coordinates:
(R, θ) 7−→ (r, h)←→ (T, µB) , (3.3)
where the second step is globally invertible. We will now apply the thermodynamics we
developed in the previous section for the Ising model, making use of the additional variables
(R, θ), to the QCD phase diagram, in a parametrized form given by Eqs. (3.1), (3.2).
In order to do this analytically, we would need the map (R, θ) 7−→ (T, µB), which
unfortunately cannot be globally inverted. Therefore it is necessary to solve the following
relations numerically:
T (R, θ)− Ti = 0 , (3.4)
µB(R, θ)− µBi = 0 , (3.5)
for each value of (T, µB) needed in the QCD phase diagram. We proceed in the following
way: we choose a range of interest for T and µB, and given a choice of the parameters in
the Ising-QCD map, we solve Eqs. (3.4) and (3.5) numerically for a two-dimensional grid
in T and µB in the desired range, thus providing a discrete inverse map (T, µB) 7−→ (R, θ).
With this solution, although not analytic, it is possible to transport the thermodynam-
ics of the Ising model (written in terms of (R, θ)), into the QCD phase diagram, given a
choice of parameters for the map.
4 Thermodynamics
4.1 Strategy
The strategy we wish to pursue in order to produce an equation of state for QCD which
meets the requirements stated in Section 1 is the following. Starting from the Taylor
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expansion coefficients in Eq. (1), available from lattice QCD simulations, we re-write them
as a sum of an “Ising” contribution coming from the critical point of QCD, and a “Non-Ising”
contribution, which would contain the regular part as well as any other possible criticality
present in the region of interest:
T 4cLATn (T ) = T
4cNon-Isingn (T ) + f(T, µB = 0)c
Ising
n (T ) . (4.1)
where f(T, µB) is a regular function of the temperature and chemical potential, with di-
mension of energy to the fourth power. The choice for this function is arbitrary, the only
requirement being that it does not add any singular behavior; later in this work, we will
describe our choice for this function. Note that Eq (4.1) is to be understood as a definition
for the cNon-Isingn coefficients.
Once these coefficients are obtained, we will build a Taylor expansion in µB analogous
to the lattice one, using the “Non-Ising” coefficients. The latter have the advantage that the
critical behavior coming from the critical point has been removed, so that the expansion can
be pushed to larger values of µB. This provides an expression for the “Non-Ising” pressure
over a broad region of the QCD phase diagram. The assumption here is that the Ising
critical point contribution to the Taylor coefficients from lattice QCD can be reproduced
upon imposing the correct scaling behavior in the vicinity of the critical point.
Once this expansion is carried out, the full pressure is then reconstructed simply by
adding the critical contribution at any (T, µB) to the Taylor expanded “Non-Ising” one:
P (T, µB) = T
4
∑
n
cNon-Ising2n (T )
(µB
T
)2n
+ PQCDcrit (T, µB) . (4.2)
Note that in Eq. (4.2), the critical pressure is obtained from Eq. (2.8) with the use of the
relation in Eq. (3.3) and the multiplication by the regular function f(T, µB) in Eq. (4.1):
P critQCD(T, µB) = f(T, µB)P
Ising(R(T, µB), θ(T, µB)) , (4.3)
which is extremely easy to calculate using the above relations. We will hereafter consider
the simplest possible choice for the function f(T, µB):
f(T, µB) = T
4
C .
4.2 Taylor coefficients in the Ising model
The other quantities we need to calculate from the parametrization of the Ising model
thermodynamics are the contributions to the expansion coefficients of the pressure, which
are simply the derivatives of the latter with respect to the baryonic chemical potential at
fixed temperature:
cIsingn (T ) =
1
n!
Tn
∂nP Ising
∂µnB
∣∣∣∣
µB=0
=
1
n!
χIsingn (T ) . (4.4)
Unfortunately, the expression for the critical pressure is given in terms of the additional
variables (R, θ) and not as a function of (r, h) or (T, µB). In order to obtain the derivatives
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we need, we will have to use the rules for the derivative of the inverse and for the multivariate
chain rule in order to be able to express everything analytically as a function of (R, θ), and
convert to QCD coordinates only at the end.
We have to calculate expressions such as:
χn(T, µB = 0) = −Tn
(
∂nG
∂µnB
)
T
, (4.5)
which we will have to re-write as (n = 1 as an example):
χ1(T )
T
= −
(
∂G
∂µB
)
T
= −
(
∂G
∂r
)
h
∂r
∂µB
−
(
∂G
∂h
)
r
∂h
∂µB
, (4.6)
where: (
∂G
∂r
)
h
=
∂G
∂R
(
∂R
∂r
)
h
+
∂G
∂θ
(
∂θ
∂r
)
h
,(
∂G
∂h
)
r
=
∂G
∂R
(
∂R
∂h
)
r
+
∂G
∂θ
(
∂θ
∂h
)
r
.
Since we do not have explicit expressions for the dependence of (R, θ) on (r, h), we need
to proceed in the following way:
i. Use the rule for the derivative of the inverse, so that we can express derivatives of (R, θ)
wrt (r, h) as combinations of derivatives of (r, h) wrt (R, θ);
ii. Use the rule for derivatives of a function holding another function constant.
4.2.1 Derivatives of the inverse
Naming Qn the nth derivative of an invertible function y = y(x):
Qn =
dny
dxn
,
we can exploit the recursive relationship:
Q2n−11
dnx
dyn
= Pn , with Pn+1 = Q1P ′n − (2n− 1)Q2Pn , (4.7)
where the Pn are polynomials in {Qk} and P1 = 1. P ′ indicates derivation with respect to
x.
For example, one can find:(
∂2R
∂r2
)
h
= −
(
∂2r
∂R2
)
h
(
∂r
∂R
)−3
h
,
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4.2.2 Derivatives with functions held constant
We will have to use the following:(
∂
∂x1
)
y1
y2 =
(
∂
∂x1
+
(
dx2
dx1
)
y1
∂
∂x2
)
y2 , (4.8)
where, in our case (x1, x2) = (R, θ) and (y1, y2) = (r, h).
For example, one has:(
∂h
∂R
)
r
=
(
∂
∂R
+
(
dR
dθ
)
r
∂
∂θ
)
h =
h0R
−1+βδ
2θ
1− θ2
2βδθh˜(θ) + (1− θ2)h˜′(θ)
The sequential application of Eq. (4.8) gives the correct expression for higher order
derivatives. The explicit expressions increase in complexity extremely fast when higher or-
der derivatives are considered, but they remain completely analytic in terms of the variables
(R, θ), and allow us to have any of these derivatives defined at any point in the QCD phase
diagram, provided a choice of parameters for the transformation map is given, the only step
to be performed numerically being the solution of Eqs. (3.4), (3.5).
4.3 Critical pressure
Our procedure reduces to the use of Eqs. (2.8) and (4.5), because the dependence on (R, θ)
is well defined and the numerical inversion allows us to transport any quantity to any point
in the QCD phase diagram. A remark is in order at this point.
Because of the charge conjugation symmetry, in QCD the partition function needs to
be an even function of the baryon chemical potential:
Z(T,−µB) = Z(T, µB) , (4.9)
as well as the pressure. Thus QCD must possess a critical point at both µBC and −µBC .
To achieve this we need to write Eq. (4.10) below. This form does not modify the singular
critical behavior at the critical point(s) and automatically ensures that the odd-power
coefficients in the Taylor expansion in µB vanish, as they should.
P critQCD(T, µB) =
1
2
f(T, µB)P
Ising
symm(R(T, µB), θ(T, µB)) =
=
1
2
f(T, µB)
{
P Ising(R(T, µB), θ(T, µB)) + P
Ising(R(T,−µB), θ(T,−µB))
}
,
(4.10)
which will have the effect of slightly changing the form of the critical pressure (the main
one being that now the pressure at the critical point is non-zero, whereas it would be zero
in the straightforward definition) but not its singular behavior, leaving all the even order
derivatives unchanged. Fig. 3 shows the symmetrized form of the critical pressure for the
choice of parameters in Section 5.1.1 (left panel) and for a smaller value of w = 0.25 (right
panel).
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Figure 3. The critical pressure for the choice of parameters in Section 5.1.1 (left), and for a smaller
value of w = 0.25 (right), obtained with the mapping from the 3D Ising model and symmetrized
around µB = 0. The critical point is located at µBC = 350MeV and TC ' 143.2MeV in both cases.
The singular behavior is evident for µB > µBC , where the first order transition occurs. We can see
that a smaller value of the scaling parameter w corresponds to a larger “Ising” contribution to the
pressure.
5 Methodology and parameter choice
With the prescription exposed in Section 4.3, we now have a well defined procedure to
produce an expression for the pressure that meets all our requirements, needing only to
make a choice for the parameters in the Ising-to-QCD map.
5.1 Acceptable parameter values
The choice of parameters is a key part of the procedure, because it can provide physical
information, e.g. indications on the location of the critical point through comparison with
experimental data. In general, the linear map we introduced has a total of six parameters.
As we will detail below, most of them are not arbitrary.
Some indication or constraint on this choice comes from our current knowledge of the
QCD phase diagram. For example, since the chiral/deconfinement transition temperature
is T ' 155MeV at µB = 0 [1, 50–53], and the curvature of the transition line is negative
[54–56], we can safely expect the temperature of the critical point to be TC . 155MeV.
Other works have also shown that the presence of the critical point in the region µB . 2T
appears to be strongly disfavored [32].
From the fact that the curvature of the transition line is negative and extremely small,
we can easily argue that the angle α1 in the map needs to be positive, and very small as
well. The choice of the second angle is rather arbitrary, because no argument of symmetry
can be made to guide the choice. For simplicity, we will consider parameter sets in which
the r and h axes are orthogonal.
For the chemical potential at the critical point µBC , although not required by any
physical argument, we will restrict ourselves to values that are within reach of the BES-II
program, namely µBC . 450MeV.
The choice of the scale factors w and ρ is definitely less intuitive. When we consider
the contribution from the pressure and its derivatives at µB = 0, the effect of changing the
scale factor w, keeping µBC fixed, is the same as moving away or towards the critical point.
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In particular, since ∂µB ∼ 1/w, reducing w would result in a larger “Ising” contribution
to the pressure and its derivatives at µB = 0, and a larger critical region. This can be
seen in Fig 3: a smaller value of w increases the value of the “Ising” contribution to the
pressure. Moreover, the pressure grows faster both in the T and µB directions. As for the
other scale parameter ρ, its role is to govern the behavior in the pressure and its derivatives
when moving away from the critical point in the temperature direction. Since we do not
know what the scaling should look like in the temperature direction relative to the one in
the chemical potential direction, the choice of ρ remains mainly arbitrary.
5.1.1 Reducing the number of parameters
In practice, although the most general linear map between Ising variables and QCD co-
ordinates requires the use of six parameters, it is possible to impose some constraint in
the choice by making use of additional arguments for the location of the critical point.
For example, the curvature of the transition line at µB = 0 has been estimated in lattice
simulations [54–56]. The shape of such transition line can be approximated with a parabola:
T = T0 + κT0
(
µB
T0
)2
+O(µ4B) (5.1)
where T0 and κ are the transition temperature and curvature of the transition line at
µB = 0, respectively. The number of the parameters is thus reduced to four, the angle α1
also being fixed by:
α1 = tan
−1
(
2
κ
T0
µBC
)
. (5.2)
In the following, remembering that the aim of the EoS is to be employed in hydrody-
namic simulations for heavy-ion collisions in the BES-II program, we will consider a choice
of the baryonic chemical potential which is µBC = 350MeV, resulting in:
TC ' 143.2MeV , α1 ' 3.85 ◦ . (5.3)
In addition, the axes are chosen to be orthogonal, as we already mentioned, so that α2 '
93.85 ◦. Finally, the scaling parameters are initially chosen as:
w = 1 , ρ = 2 . (5.4)
Later we will explore different choices for w and ρ, trying to reduce their acceptable range
on the basis of physical conditions for the thermodynamic quantities.
5.2 Lattice results
Recalling Eq. (4.1), we can see that the other defining ingredients for our procedure,
besides the calculation of the Ising model thermodynamics and its “translation” to QCD,
are the Taylor coefficients from lattice QCD. In the following we will use data from the
Wuppertal-Budapest Collaboration [13, 57] for the pressure and its derivatives at µB = 0.
Before actually using the lattice results, we need to address a couple of issues:
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i. The range of temperatures of the available lattice results is not sufficient to provide
an equation of state as needed in hydrodynamical simulations, namely for temperature
values 30MeV . T . 800MeV;
ii. The dependence of such quantities on the temperature needs to be smooth enough, such
that when we take derivatives of the thermodynamic quantities wrt to T and µB (to
calculate e.g. entropy density and baryon density) they do not present an unphysical
wiggly behavior.
To solve these issues, we took the following steps:
i. Generate data for temperatures below the reach of lattice (T ≥ 135MeV in this case)
using the HRG model;
ii. Provide a parametrization of the temperature dependence of the pressure and its deriva-
tives in the desired temperature range.
The parametrizations of χ0(T ) and χ4(T ) were performed through a ratio of 5th order
polynomials in the inverse temperature:
χi(T ) =
ai0 + a
i
1/t+ a
i
2/t
2 + ai3/t
3 + ai4/t
4 + ai5/t
5
bi0 + b
i
1/t+ b
i
2/t
2 + bi3/t
3 + bi4/t
4 + bi5/t
5
, (5.5)
while for χ2(T ), a different expression was used:
χ2(T ) = e
−h1/t′−h2/t′2 · f3 · (1 + tanh(f4/t′ + f5)) (5.6)
where t = T/154MeV and t′ = T/200MeV ([58]). The parametrizations were obtained
with lattice data/HRG model results in the range T = 5 − 500MeV, but extrapolated to
the range T = 5− 800MeV.
The values of the parameters are given in the following table:
a0 a1 a2 a3 a4 a5 b0 b1 b2 b3 b4 b5
χ0(T ) 7.53891 −6.18858 −5.37961 7.08750 −0.977970 0.0302636 2.24530 −6.02568 15.3737 −19.6331 10.2400 0.799479
χ4(T ) 0.0148438 −0.0371572 0.0313008 −0.0101907 0.00144661 −0.000159877 0.0673273 3.33723 −13.6747 20.4745 −13.6013 3.39819
h1 h2 f3 f4 f5
χ2(T ) −0.325372 0.497729 0.148987 6.66388 −5.07725
In Fig.4 we can see the comparison between the lattice data (and the extension with
the HRG model) and the resulting parametrization. The HRG model employed to calculate
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the pressure does not contain any interaction, and makes use of the most up to date particle
list available from the Particle Data Group [59] (list PDG2016+ in [60]).
The smooth curves obtained from the parametrization will be the cLATn (T ) coefficients
in Eq. (4.1), thus defining the cNon-Isingn (T ) coefficients that will be used for the Taylor
expansion. Fig. 5 shows the comparison of the “Ising” and “Non-Ising” contributions to the
parametrized lattice/HRG model results.
Figure 4. Parametrization of baryon susceptibilities from Lattice QCD [13, 57] and HRG model
calculations.
6 Results
At this point, we have all the ingredients in Eq. (4.2):
P (T, µB) = T
4
2∑
n=0
cNon-Ising2n (T )
(µB
T
)2n
+ T 4C P
Ising
symm(T, µB) , (6.1)
which is now straightforward, and is shown for the current choice of parameters, up to order
O(µ4B) in Fig. 6 in the range of temperatures T = 30 − 800MeV and chemical potentials
µB = 0− 450MeV.
We can see that, although the overall behavior is correct, at low temperatures and in
particular in regions where the ratio µB/T is very large, the pressure becomes negative,
and so do other observables as well. This is due to the fact that, given our choice of the
function f(T, µB) in Eq. (4.2), the “Ising” coefficients at low temperature follow a power
law, whereas the full ones from lattice calculations fall off exponentially; hence, there will
always be a value of T for which one or more of the cNon-Isingn (T ) falls below zero, and thus
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Figure 5. Comparison of critical (blue, dot-dashed) and “Non-Ising” (red, dashed) contributions
to baryon susceptibilities up to O(µ4B) with the parametrized lattice data (black, solid).
Figure 6. Pressure for the choice of parameters in Section 5.1.1, with a critical point located at
µB = 350MeV and T ' 143.2MeV.
a value of µB/T large enough that the pressure from the Taylor expansion in Eq. (4.2) is
large and negative, resulting in unphysical values for the thermodynamic observables. The
recipe to cure this problem is to make use of the fact that one can reasonably expect the
system to find itself in a hadron gas state in that region of the phase diagram, and find a
– 14 –
Figure 7. Pressure for the choice of parameters in Section 5.1.1, after merging with HRG.
way to smoothly merge the pressure coming from the procedure we developed so far with
the one from the HRG model.
The smooth merging can be obtained through a hyperbolic tangent as:
PFinal(T, µB)
T 4
=
P (T, µB)
T 4
1
2
(
1 + tanh
(
T − T ′(µB)
∆T ′
))
+
+
PHRG(T, µB)
T 4
1
2
(
1− tanh
(
T − T ′(µB)
∆T ′
))
, (6.2)
where T ′(µB) works as the “switching temperature”, and ∆T ′ is roughly the size of the
“overlap region” where both pressures contribute to the sum. The dependence on the
baryon chemical potential of the “switching temperature” is chosen to be linear:
T ′(µB) = TC − T ∗ − tan(α1)(µB − µBC) ,
where we choose T ∗ = 23MeV and in Eq. (6.2) ∆T ′ = 17MeV. This way, the “switching
line” between the pressure from our procedure and the one from the HRG model is parallel
to the chiral transition line at the critical point.
6.1 Full thermodynamic description
In order to complete the thermodynamic description of the finalized equation of state ob-
tained in Eq. (6.2), we can compute various thermodynamic observables of interest. In
addition to the pressure, we compute the entropy density, baryon density, energy density
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Figure 8. Entropy density for the choice of parameters in Section 5.1.1, after merging with HRG.
Figure 9. Baryon density for the choice of parameters in Section 5.1.1, after merging with HRG.
and speed of sound normalized by the correct power of the temperature:
P (T, µB)
T 4
,
S(T, µB)
T 3
=
1
T 3
(
∂P
∂T
)
µB
, (6.3)
nB(T, µB)
T 3
=
1
T 3
(
∂P
∂µB
)
T
,
(T, µB)
T 4
=
S
T 3
− P
T 4
+
µB
T
nB
T 3
, (6.4)
c2s(T, µB) =
(
∂P
∂
)
S/nB
. (6.5)
When working in the (T, µB) phase diagram, it is not advantageous to perform the
calculation for the speed of sound directly from the definition; however, it is possible to re-
write the expression for this observable in terms of derivatives of the pressure with respect
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Figure 10. Energy density for the choice of parameters in Section 5.1.1, after merging with HRG.
Figure 11. Speed of sound for the choice of parameters in Section 5.1.1, after merging with HRG.
to the temperature or the chemical potential only [61]:
c2s =
n2B∂
2
TP − 2SnB∂T∂µBP + S2∂2µBP
(+ P )
(
∂2TP∂
2
µB
P − (∂T∂µBP )2
) . (6.6)
In Figs. 7-11, we show the pressure, entropy density, baryon density, energy density and
speed of sound for the EoS corrected with a merging with the HRG model pressure.
Although not very evident from the pressure, the critical point manifests itself clearly
in first order derivatives (entropy, baryon and energy density), where the discontinuity due
to a first order phase transition is clearly visible at µB > µBC . Furthermore, the speed
of sound shows a clear dip at the critical point, as well as a (less evident) discontinuity at
µB > µBC . Figure 12 shows the trajectories at constant S/nB in the QCD phase diagram.
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Figure 12. Lines of constant S/nB (from left to right S/nB = 68, 50, 42, 35, 28, 25, 23, 21, 18, 16)
in the QCD phase diagram. The blue dot indicates the location of the critical point.
We note that, at large values of µB, small wiggles appear in the thermodynamic ob-
servables, in particular the speed of sound. This is likely due to the truncation in the
Taylor expansion of the pressure. This motivates future work on incorporating higher order
terms in the Taylor expansion into the construction of model equations of state in order to
improve their behavior at higher µB.
In addition to the thermodynamic quantities mentioned above, it is possible to calculate
observables that are more sensitive to critical fluctuations: in Fig. 13 we show the second
cumulant of the baryon number χB2 = T−2
∂2P
∂µ2B
for the choice of parameters in Section 5.1.1.
In heavy-ion collision experiments, it is possible to measure related quantities, constructed
from moments of the event-by-event distribution of the measured number of protons in
a given acceptance. The critical contribution to χB2 diverges at the critical point like
ξ2, where ξ is the correlation length of the order parameter fluctuations. Higher, non-
Gaussian, moments of the proton number distribution (or the baryon number distribution)
receive larger contributions from critical fluctuations, with the third and fourth cumulants
diverging like ξ9/2 and ξ7 respectively [62], making these observables more sensitive to the
presence of a critical point[63–66], and motivating their experimental measurement in the
RHIC Beam Energy Scan [67–71], as well as the future investigations of higher moments of
the nB distribution in this model.
6.2 Exploration of parameter space
By requiring thermodynamic stability, i.e. positivity of pressure, entropy density, baryon
density, energy density and speed of sound, and causality, i.e c2s < 1, over the whole phase
diagram, it is possible to reduce the range of acceptable parameters in the non-universal
Ising 7→ QCD map. By keeping the location of the critical point fixed (µBC = 350MeV,
TC ' 143MeV), as well as the orientation of the axes (α1 ' 3.85◦, α2 − α1 = 90◦), we
investigated the role of the scaling parameters w, ρ. In Fig. 14, we can see in red the
points corresponding to pathological parameter choices, while the blue dots correspond
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Figure 13. The second cumulant of the baryon number χB2 = T−2
∂2P
∂µ2B
, for the choice of parameters
in Section 5.1.1, after merging with HRG (the rather jagged behavior close to the critical point is
due to the finite size in the graphics grid used to make the figure).
Figure 14. In red (squares) the points corresponding to pathological choices of parameters, in blue
(dots) the acceptable ones.
to acceptable ones. We notice that, while most commonly specific parameter choices are
unacceptable because of the negativity of nB, for very low w (w = 0.25) we observe violation
of causality as well (c2s > 1).
7 Conclusions
In this manuscript, we presented a procedure to construct a family of equations of state for
QCD, each of which features a critical point in the 3D Ising model universality class. A
parametrization of the scaling equation of state in such a model, together with a parametrized
map from Ising variables to QCD coordinates, yields explicit expressions for the critical con-
tribution to thermodynamic quantities in QCD.
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The comparison with lattice results at vanishing chemical potential allows us to estimate
the possible size of the critical contribution, and reconstruct the equation of state in a way
that on the one hand contains critical behavior in the correct universality class, and on
the other hand matches lattice QCD results exactly at zero chemical potential. Our result
can be readily utilized in hydrodynamic simulations of heavy ion collisions at the energies
reached in the BES-II program. We also show the second cumulant of the baryon number, a
quantity that diverges at the critical point and can be related to experimentally measurable
net-proton fluctuations. Higher order cumulants, which are expected to display a more
pronounced divergence at the critical point, will be investigated in future work.
The requirement that the resulting equation of state does not violate thermodynamic
inequalities (positivity of pressure, entropy density, baryon density, energy density, speed
of sound, and causality, i.e. c2s < 1), together with the comparison between experimental
data and results obtained through simulations that employ such an equation of state, can
help constrain the values of the parameters in the equation of state, in so doing, we hope,
constraining the location of a possible critical point in the QCD phase diagram.
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Appendix A
The following relations will be used in Eq. (4.8):
dR
dθ
∣∣∣∣
r
=
2θR
(1− Th2) ,
dR
dθ
∣∣∣∣
h
= −Rh˜
′(θ)
βδh˜(θ)
,
and hence:
dθ
dR
∣∣∣∣
r
=
(1− Th2)
2θR
,
dθ
dR
∣∣∣∣
h
= −βδh˜(θ)
Rh˜′(θ)
.
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First order
Derivatives of G(R, θ) wrt (R, θ):
∂G
∂R
= (2− α)h0M0R1−α
[
g(θ)− θh˜(θ)
]
,
∂G
∂θ
= h0M0R
2−α
[
g′(θ)− h˜(θ)− θh˜′(θ)
]
.
Derivatives of (r, h) wrt (R, θ):(
∂r
∂R
)
h
= (1− θ2) + 2βδθ h˜(θ)
h˜′(θ)
,
(
∂h
∂R
)
r
= h0R
βδ−1
(
βδh˜(θ) +
(1− θ2)
2θ
h˜′(θ)
)
,(
∂r
∂θ
)
h
= − R
βδ
(
2βδθ + (1− θ2) h˜
′(θ)
h˜(θ)
)
,
(
∂h
∂θ
)
r
= h0R
βδ
(
2βδθ
1− θ2 h˜(θ) + h˜
′(θ)
)
,
hence, derivatives of (R, θ) wrt (r, h):(
∂R
∂r
)
h
=
h˜′(θ)
2βδθh˜(θ) + (1− θ2)h˜′(θ) ,
(
∂R
∂h
)
r
=
1
h0Rβδ−1
2θ
2βδθh˜(θ) + (1− θ2)h˜′(θ) ,(
∂θ
∂r
)
h
= −βδ
R
h˜(θ)
2βδθh˜(θ) + (1− θ2)h˜′(θ) ,
(
∂θ
∂h
)
r
=
1
h0Rβδ
1− θ2
2βδθh˜(θ) + (1− θ2)h˜′(θ) ,
Derivatives of G(R, θ) wrt (r, h):(
∂G
∂r
)
h
=
∂G
∂R
(
∂R
∂r
)
h
+
∂G
∂θ
(
∂θ
∂r
)
h
=
=
h0M0R
1−α
2βδθh˜(θ) + (1− θ2)h˜′(θ)
{
(2− α)h˜′(θ)
(
g(θ)− θh˜(θ)
)
− βδh˜(θ)
(
g′(θ)− h˜(θ)− θh˜′(θ)
)}
,
(
∂G
∂h
)
r
=
∂G
∂R
(
∂R
∂h
)
r
+
∂G
∂θ
(
∂θ
∂h
)
r
=
=
M0R
β
2βδθh˜(θ) + (1− θ2)h˜′(θ)
{
2θ(2− α)
(
g(θ)− θh˜(θ)
)
+ (1− θ2)
(
g′(θ)− h˜(θ)− θh˜′(θ)
)}
,
Finally, the derivatives of G(R, θ) wrt (T, µB) are constructed as:(
∂G
∂µB
)
T
=
∂h
∂µB
(
∂G
∂h
)
r
+
∂r
∂µB
(
∂G
∂r
)
h(
∂G
∂T
)
µB
=
∂h
∂T
(
∂G
∂h
)
r
+
∂r
∂T
(
∂G
∂r
)
h
Second order
The relationships start to become more complicated at the second order.
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Derivatives of G(R, θ) wrt (R, θ):
∂2G
∂R2
= (2− α)(1− α)h0M0R−α
[
g(θ)− θh˜(θ)
]
,
∂2G
∂θ2
= h0M0R
2−α
[
g′′(θ)− 2h˜′(θ)− θh˜′′(θ)
]
,
∂2G
∂R∂θ
= (2− α)(1− α)h0M0R−α
[
g′(θ)− h˜(θ)− θh˜′(θ)
]
.
Derivatives of G(R, θ) wrt (T, µB) are constructed as:(
∂2G
∂µ2B
)
T
=
(
∂h
∂µB
)2(∂2G
∂h2
)
r
+
(
∂r
∂µB
)2(∂2G
∂r2
)
h
+ 2
∂h
∂µB
∂r
∂µB
∂2G
∂r∂h(
∂2G
∂T 2
)
µB
=
(
∂h
∂T
)2(∂2G
∂h2
)
r
+
(
∂r
∂T
)2(∂2G
∂r2
)
h
+ 2
∂h
∂T
∂r
∂T
∂2G
∂r∂h
where the terms with second derivatives of (r, h) wrt (T, µB) have been dropped, since the
transformation between the two sets is linear.
Derivatives of G(R, θ) wrt (r, h):(
∂2G
∂r2
)
h
=
∂2G
∂R2
(
∂R
∂r
)2
h
+
∂G2
∂θ2
(
∂θ
∂r
)2
h
+
∂G
∂R
(
∂2R
∂r2
)
h
+
∂G
∂θ
(
∂2θ
∂r2
)
h
+ 2
∂2G
∂R∂θ
(
∂R
∂r
)
h
(
∂θ
∂r
)
h
,(
∂2G
∂h2
)
r
=
∂2G
∂R2
(
∂R
∂h
)2
r
+
∂G2
∂θ2
(
∂θ
∂h
)2
r
+
∂G
∂R
(
∂2R
∂h2
)
r
+
∂G
∂θ
(
∂2θ
∂h2
)
r
+ 2
∂2G
∂R∂θ
(
∂R
∂h
)
r
(
∂θ
∂h
)
r
,
∂2G
∂r∂h
=
∂2G
∂R2
(
∂R
∂h
)
r
(
∂R
∂r
)
h
+
∂G2
∂θ2
(
∂θ
∂h
)
r
(
∂θ
∂r
)
h
+
∂G
∂R
(
∂2R
∂h2
)
r
+
+
∂2G
∂R∂θ
[(
∂θ
∂r
)
h
(
∂R
∂h
)
r
+
(
∂R
∂r
)
h
(
∂θ
∂h
)
r
]
+
+
∂G
∂R
[(
∂θ
∂r
)
h
∂
∂θ
+
(
∂R
∂r
)
h
∂
∂R
](
∂R
∂h
)
r
+
∂G
∂θ
[(
∂θ
∂r
)
h
∂
∂θ
+
(
∂R
∂r
)
h
∂
∂R
](
∂θ
∂h
)
r
,
Derivatives of (R, θ) wrt (r, h):(
∂2R
∂r2
)
h
= −
(
∂2r
∂R2
)
h
(
∂R
∂r
)3
,
(
∂2R
∂h2
)
r
= −
(
∂2h
∂R2
)
r
(
∂R
∂h
)3
,(
∂2θ
∂r2
)
h
= −
(
∂2r
∂θ2
)
h
(
∂θ
∂r
)3
,
(
∂2θ
∂h2
)
r
= −
(
∂2h
∂θ2
)
r
(
∂θ
∂h
)3
,
where the expression for the derivatives of (r, h) wrt (R, θ) are already quite long.
References
[1] Y. Aoki, G. Endrodi, Z. Fodor, S. D. Katz and K. K. Szabo, The Order of the quantum
chromodynamics transition predicted by the standard model of particle physics, Nature 443
(2006) 675 [hep-lat/0611014].
– 22 –
[2] X. Luo and N. Xu, Search for the QCD Critical Point with Fluctuations of Conserved
Quantities in Relativistic Heavy-Ion Collisions at RHIC : An Overview, Nucl. Sci. Tech. 28
(2017) 112 [1701.02105].
[3] W. Busza, K. Rajagopal and W. van der Schee, Heavy Ion Collisions: The Big Picture, and
the Big Questions, 1802.04801.
[4] M. A. Stephanov, QCD phase diagram: An Overview, PoS LAT2006 (2006) 024
[hep-lat/0701002].
[5] M. A. Stephanov, K. Rajagopal and E. V. Shuryak, Signatures of the tricritical point in
QCD, Phys. Rev. Lett. 81 (1998) 4816 [hep-ph/9806219].
[6] M. A. Stephanov, K. Rajagopal and E. V. Shuryak, Event-by-event fluctuations in heavy ion
collisions and the QCD critical point, Phys. Rev. D60 (1999) 114028 [hep-ph/9903292].
[7] S. Jeon and U. Heinz, Introduction to Hydrodynamics, Int. J. Mod. Phys. E24 (2015)
1530010 [1503.03931].
[8] M. A. Stephanov, Evolution of fluctuations near QCD critical point, Phys. Rev. D81 (2010)
054012 [0911.1772].
[9] M. Nahrgang, S. Leupold, C. Herold and M. Bleicher, Nonequilibrium chiral fluid dynamics
including dissipation and noise, Phys. Rev. C84 (2011) 024912 [1105.0622].
[10] M. Stephanov and Y. Yin, Hydro+: hydrodynamics with parametric slowing down and
fluctuations near the critical point, 1712.10305.
[11] M. Nahrgang, M. Bluhm, T. Schäfer and S. A. Bass, Diffusive dynamics of critical
fluctuations near the QCD critical point, 1804.05728.
[12] S. Borsanyi, G. Endrodi, Z. Fodor, A. Jakovac, S. D. Katz, S. Krieg et al., The QCD
equation of state with dynamical quarks, JHEP 11 (2010) 077 [1007.2580].
[13] S. Borsanyi, Z. Fodor, C. Hoelbling, S. D. Katz, S. Krieg and K. K. Szabo, Full result for the
QCD equation of state with 2+1 flavors, Phys. Lett. B730 (2014) 99 [1309.5258].
[14] HotQCD collaboration, A. Bazavov et al., Equation of state in ( 2+1 )-flavor QCD, Phys.
Rev. D90 (2014) 094503 [1407.6387].
[15] S. Borsanyi et al., Calculation of the axion mass based on high-temperature lattice quantum
chromodynamics, Nature 539 (2016) 69 [1606.07494].
[16] C. R. Allton, S. Ejiri, S. J. Hands, O. Kaczmarek, F. Karsch, E. Laermann et al., The QCD
thermal phase transition in the presence of a small chemical potential, Phys. Rev. D66
(2002) 074507 [hep-lat/0204010].
[17] C. R. Allton, M. Doring, S. Ejiri, S. J. Hands, O. Kaczmarek, F. Karsch et al.,
Thermodynamics of two flavor QCD to sixth order in quark chemical potential, Phys. Rev.
D71 (2005) 054508 [hep-lat/0501030].
[18] R. V. Gavai and S. Gupta, QCD at finite chemical potential with six time slices, Phys. Rev.
D78 (2008) 114503 [0806.2233].
[19] MILC collaboration, S. Basak et al., QCD equation of state at non-zero chemical potential,
PoS LATTICE2008 (2008) 171 [0910.0276].
[20] O. Kaczmarek, F. Karsch, E. Laermann, C. Miao, S. Mukherjee, P. Petreczky et al., Phase
boundary for the chiral transition in (2+1) -flavor QCD at small values of the chemical
potential, Phys. Rev. D83 (2011) 014504 [1011.3130].
– 23 –
[21] P. de Forcrand and O. Philipsen, The QCD phase diagram for small densities from
imaginary chemical potential, Nucl. Phys. B642 (2002) 290 [hep-lat/0205016].
[22] M. D’Elia and M.-P. Lombardo, Finite density QCD via imaginary chemical potential, Phys.
Rev. D67 (2003) 014505 [hep-lat/0209146].
[23] L.-K. Wu, X.-Q. Luo and H.-S. Chen, Phase structure of lattice QCD with two flavors of
Wilson quarks at finite temperature and chemical potential, Phys. Rev. D76 (2007) 034505
[hep-lat/0611035].
[24] M. D’Elia, F. Di Renzo and M. P. Lombardo, The Strongly interacting quark gluon plasma,
and the critical behaviour of QCD at imaginary mu, Phys. Rev. D76 (2007) 114509
[0705.3814].
[25] S. Conradi and M. D’Elia, Imaginary chemical potentials and the phase of the fermionic
determinant, Phys. Rev. D76 (2007) 074501 [0707.1987].
[26] P. de Forcrand and O. Philipsen, The Chiral critical point of N(f) = 3 QCD at finite density
to the order (mu/T)**4, JHEP 11 (2008) 012 [0808.1096].
[27] M. D’Elia and F. Sanfilippo, Thermodynamics of two flavor QCD from imaginary chemical
potentials, Phys. Rev. D80 (2009) 014502 [0904.1400].
[28] J. T. Moscicki, M. Wos, M. Lamanna, P. de Forcrand and O. Philipsen, Lattice QCD
Thermodynamics on the Grid, Comput. Phys. Commun. 181 (2010) 1715 [0911.5682].
[29] S. Borsanyi, G. Endrodi, Z. Fodor, S. D. Katz, S. Krieg, C. Ratti et al., QCD equation of
state at nonzero chemical potential: continuum results with physical quark masses at order
mu2, JHEP 08 (2012) 053 [1204.6710].
[30] BNL-Bielefeld-CCNU collaboration, P. Hegde, The QCD equation of state to O(µ4B) from
lattice QCD, Nucl. Phys. A931 (2014) 851 [1408.6305].
[31] J. Gunther, R. Bellwied, S. Borsanyi, Z. Fodor, S. D. Katz, A. Pasztor et al., The QCD
equation of state at finite density from analytical continuation, EPJ Web Conf. 137 (2017)
07008 [1607.02493].
[32] A. Bazavov et al., The QCD Equation of State to O(µ6B) from Lattice QCD, Phys. Rev. D95
(2017) 054504 [1701.04325].
[33] M. D’Elia, G. Gagliardi and F. Sanfilippo, Higher order quark number fluctuations via
imaginary chemical potentials in Nf = 2 + 1 QCD, Phys. Rev. D95 (2017) 094503
[1611.08285].
[34] C. Ratti, Lattice QCD and heavy ion collisions: a review of recent progress, 1804.07810.
[35] K. Rajagopal and F. Wilczek, Static and dynamic critical phenomena at a second order QCD
phase transition, Nucl. Phys. B399 (1993) 395 [hep-ph/9210253].
[36] J. Berges and K. Rajagopal, Color superconductivity and chiral symmetry restoration at
nonzero baryon density and temperature, Nucl. Phys. B538 (1999) 215 [hep-ph/9804233].
[37] A. M. Halasz, A. D. Jackson, R. E. Shrock, M. A. Stephanov and J. J. M. Verbaarschot, On
the phase diagram of QCD, Phys. Rev. D58 (1998) 096007 [hep-ph/9804290].
[38] F. Karsch, E. Laermann and C. Schmidt, The Chiral critical point in three-flavor QCD,
Phys. Lett. B520 (2001) 41 [hep-lat/0107020].
[39] P. de Forcrand and O. Philipsen, The QCD phase diagram for three degenerate flavors and
small baryon density, Nucl. Phys. B673 (2003) 170 [hep-lat/0307020].
– 24 –
[40] C. Nonaka and M. Asakawa, Hydrodynamical evolution near the QCD critical end point,
Phys. Rev. C71 (2005) 044904 [nucl-th/0410078].
[41] M. Bluhm and B. Kampfer, Quasi-particle perspective on critical end-point, PoS
CPOD2006 (2006) 004 [hep-ph/0611083].
[42] The code on which this work is based can be downloaded at the following link.
https://www.bnl.gov/physics/best/resources.php.
[43] Y. Hatta and M. A. Stephanov, Proton number fluctuation as a signal of the QCD critical
endpoint, Phys. Rev. Lett. 91 (2003) 102003 [hep-ph/0302002].
[44] B. Berdnikov and K. Rajagopal, Slowing out-of-equilibrium near the QCD critical point,
Phys. Rev. D61 (2000) 105017 [hep-ph/9912274].
[45] S. Mukherjee, R. Venugopalan and Y. Yin, Real time evolution of non-Gaussian cumulants
in the QCD critical regime, Phys. Rev. C92 (2015) 034912 [1506.00645].
[46] S. Mukherjee, R. Venugopalan and Y. Yin, Universal off-equilibrium scaling of critical
cumulants in the QCD phase diagram, Phys. Rev. Lett. 117 (2016) 222301 [1605.09341].
[47] R. Guida and J. Zinn-Justin, 3-D Ising model: The Scaling equation of state, Nucl. Phys.
B489 (1997) 626 [hep-th/9610223].
[48] P. Schofield, J. D. Litster and J. T. Ho, Correlation Between Critical Coefficients and
Critical Exponents, Phys. Rev. Lett. 23 (1969) 1098.
[49] J. J. Rehr and N. D. Mermin, Revised Scaling Equation of State at the Liquid-Vapor Critical
Point, Phys. Rev. A8 (1973) 472.
[50] Y. Aoki, S. Borsanyi, S. Durr, Z. Fodor, S. D. Katz, S. Krieg et al., The QCD transition
temperature: results with physical masses in the continuum limit II., JHEP 06 (2009) 088
[0903.4155].
[51] Wuppertal-Budapest collaboration, S. Borsanyi, Z. Fodor, C. Hoelbling, S. D. Katz,
S. Krieg, C. Ratti et al., Is there still any Tc mystery in lattice QCD? Results with physical
masses in the continuum limit III, JHEP 09 (2010) 073 [1005.3508].
[52] T. Bhattacharya et al., QCD Phase Transition with Chiral Quarks and Physical Quark
Masses, Phys. Rev. Lett. 113 (2014) 082001 [1402.5175].
[53] A. Bazavov et al., The chiral and deconfinement aspects of the QCD transition, Phys. Rev.
D85 (2012) 054503 [1111.1710].
[54] P. Cea, L. Cosmai and A. Papa, Critical line of 2+1 flavor QCD: Toward the continuum
limit, Phys. Rev. D93 (2016) 014507 [1508.07599].
[55] C. Bonati, M. D’Elia, M. Mariti, M. Mesiti, F. Negro and F. Sanfilippo, Curvature of the
chiral pseudocritical line in QCD: Continuum extrapolated results, Phys. Rev. D92 (2015)
054503 [1507.03571].
[56] R. Bellwied, S. Borsanyi, Z. Fodor, J. Guenther, S. D. Katz, C. Ratti et al., The QCD phase
diagram from analytic continuation, Phys. Lett. B751 (2015) 559 [1507.07510].
[57] R. Bellwied, S. Borsanyi, Z. Fodor, S. D. Katz, A. Pasztor, C. Ratti et al., Fluctuations and
correlations in high temperature QCD, Phys. Rev. D92 (2015) 114505 [1507.04627].
[58] S. Borsanyi, Z. Fodor, S. D. Katz, S. Krieg, C. Ratti and K. Szabo, Fluctuations of conserved
charges at finite temperature from lattice QCD, JHEP 01 (2012) 138 [1112.4416].
– 25 –
[59] Particle Data Group collaboration, C. Patrignani et al., Review of Particle Physics,
Chin. Phys. C40 (2016) 100001.
[60] P. Alba et al., Constraining the hadronic spectrum through QCD thermodynamics on the
lattice, Phys. Rev. D96 (2017) 034517 [1702.01113].
[61] S. Floerchinger and M. Martinez, Fluid dynamic propagation of initial baryon number
perturbations on a Bjorken flow background, Phys. Rev. C92 (2015) 064906 [1507.05569].
[62] M. A. Stephanov, Non-Gaussian fluctuations near the QCD critical point, Phys. Rev. Lett.
102 (2009) 032301 [0809.3450].
[63] C. Athanasiou, K. Rajagopal and M. Stephanov, Using Higher Moments of Fluctuations and
their Ratios in the Search for the QCD Critical Point, Phys. Rev. D82 (2010) 074008
[1006.4636].
[64] M. A. Stephanov, On the sign of kurtosis near the QCD critical point, Phys. Rev. Lett. 107
(2011) 052301 [1104.1627].
[65] B. Ling and M. A. Stephanov, Acceptance dependence of fluctuation measures near the QCD
critical point, Phys. Rev. C93 (2016) 034915 [1512.09125].
[66] J. Brewer, S. Mukherjee, K. Rajagopal and Y. Yin, Searching for the QCD critical point via
the rapidity dependence of cumulants, 1804.10215.
[67] STAR collaboration, L. Adamczyk et al., Energy Dependence of Moments of Net-proton
Multiplicity Distributions at RHIC, Phys. Rev. Lett. 112 (2014) 032302 [1309.5681].
[68] STAR collaboration, X. Luo, Energy Dependence of Moments of Net-Proton and Net-Charge
Multiplicity Distributions at STAR, PoS CPOD2014 (2015) 019 [1503.02558].
[69] X. Luo, Exploring the QCD Phase Structure with Beam Energy Scan in Heavy-ion Collisions,
Nucl. Phys. A956 (2016) 75 [1512.09215].
[70] Y. Akiba et al., The Hot QCD White Paper: Exploring the Phases of QCD at RHIC and the
LHC, 1502.02730.
[71] A. Aprahamian et al., “Reaching for the horizon: The 2015 long range plan for nuclear
science.”
– 26 –
