We study the cube of type assignment systems, as introduced in 10]. This cube is obtained from Barendregt's typed -cube 1] via a natural type erasing function E, that erases type information from terms. We prove that the systems in the former cube enjoy good computational properties, like subject reduction and strong normalization. We study the relationship between the two cubes, which leads to some unexpected results in the eld of systems with dependent types.
Introduction 11, 15] , and the calculus of constructions 5, 6] . Barendregt 1] gave a compact and appealing presentation of a class of typed systems, arranging them in a cube. In this cube, every vertex represents a di erent typed system. One vertex is the origin and represents the simply typed -calculus of Church; the edges represent the introduction of some new rules of type formation, namely Polymorphism, Higher Order and Dependencies. This three-dimensional structure allows for a deep comparative analysis of di erent typed -calculi.
It is well known (see 10, 12] ) that some of the type assignment systems already known in the literature can be also de ned through an erasing function that erases type information from terms in a typed system. For those systems, if D t is a typed derivation of ?`t M t : , and E is the erasing function, then by applying E to every judgement in D t , a valid type assignment derivation proving the judgement ?`E (M t ) : is obtained, where E (M t ) is a term of the untyped -calculus. Vice versa, every type assignment derivation can be viewed as the result of the application of E to a typed one. In particular, the erasing function E induces an isomorphism between every typed system on the dependency-free side of Barendregt's cube and a corresponding type assignment system. For instance, the simply typed -calculus is isomorphic to the Curry type assignment system, the second order lambda calculus to the polymorphic type assignment system, and the higher order -calculus to the higher order type assignment system. These correspondences were independently de ned by Curry 4 ], Leivant 14] , and Giannini and Ronchi 9], but the induced erasing function is the same in all cases. In 10] the erasing function was extended in a natural way to all typed systems in Barendregt's cube, including the systems with dependent types, as studied in 3, 12] . The essential di erence is that the domain of E was extended to include types too, since terms can occur in types.
This erasing function induces a cube of type assignment systems. Namely, for every typed system S t in Barendregt's cube, there is a corresponding type assignment system S, whose rules are obtained from the ones of S t via the extended erasing function E. Note that, in this setting, if ? t`t M t : t is a typed judgement, the corresponding type assignment judgement is E (? t )`t E (M t ) : E ( t ), where now E ( t ) can be di erent from t (E (? t ) from ? t ), in case t is a dependent type (? t contains dependent types). This cube is a compact presentation of a class of type assignment systems, which partially coincide with known ones (in the side of the cube without dependencies) and partially represents the rst attempt of de ning type assignment systems with term-dependencies. It was also observed in 10] that, surprisingly, the isomorphism between derivations in the corresponding vertices of typed and type assignment cubes is no longer true in presence of dependencies. Then the natural question arises: what is the relation between the two cubes? The authors of 10] conjectured that the relation is an isomorphism between judgements rather than derivations, that is, a judgement ?`M : is true in one of the type assignment systems if and only if, in the corresponding typed system, a judgement ? t`t M t : t can be proved such that E (? t ) = ?, E (M t ) M and E ( t ) .
In this paper we disprove this conjecture, showing that it is true only for the systems without polymorphism. We also give a deep analysis of the type assignment cube, showing that the systems represented in it enjoy all the good properties we expect, like subject reduction and strong normalization of typable terms. Moreover, we de ne a new erasing function E 0 , that coincides with E when dependencies are not present. The main di erence between E and E 0 is that, while E always erases type information in terms, E 0 is context dependent and erases type information from a term only if that term does not occur in a type; otherwise it leaves the term unchanged. Clearly a new type assignment cube can be de ned starting from E 0 . This cube is isomorphic to the typed one, in the sense that every type assignment system de ned in it is isomorphic to the typed system in the corresponding vertex of Barendregt's cube.
Two Cubes
We will present a strati ed version of the systems in Barendregt's cube, already presented in 1], which will allow both the de nition of the erasing function E and of the related cube of type assignment systems. De nition 1.1.6 i) Let the following sets of rules be de ned by:
ii) The eight typed systems in the Barendregt's cube can be represented by the set of derivation rules used in each system; they can be represented as vertices of the following cube: Let S be one of these eight systems. We write ?`S A : B to indicate that ?`t A : B can be derived using only the rules for S.
The properties of this cube are studied in 1, 8].
The Cube of Type Assignment Systems
In this subsection we will present the cube of type assignment systems as was rst presented in 10]. The de nition of the type assignment cube is based on the de nition of an erasing function E that erases all type information from the typed terms. In fact, both the syntax of terms, and the rules of our type assignment systems are obtained directly from the corresponding syntax and rules of the typed systems, by applying a type erasure operation E, to be de ned below. Note that, since terms can occur in both constructors and kinds, E can modify all typed objects. From now on, we will reserve the name typed systems (TS) for the systems of Barendregt's cube and we reserve the expression type assignment systems (TAS) for the systems to be de ned below.
De nition 1. i The notion of derivation and subderivation for a judgement are the same as for TS and an analogue of Lemma 1.1.5 also holds. As before, a type is a constructor of kind (and again this is a context-dependent property). A -term M is typable if there are a context ?, and a constructor such that ?`M : . (We prove in Section 2 that then is a type.)
As in 10], we can distinguish eight di erent type assignment systems, de ned using the same collection of rules given in De nition 1.1.6(i) for the TS cube. These systems can be represented as vertices of the following cube: Let S denote one of the eight systems in this cube. Like for the TS we will write ?`S A : B to indicate that ?`A : B can be derived using only the rules for S. Notice that in the left-hand side of the cube, both constructors and kinds coincide with the typed one, because there they cannot depend on terms. This is no longer true in the right-hand side: for example, we can build constructors like ( x: : )N, where N is an untyped -term. The system F1 corresponds to the well-known Curry type assignment system, whereas F2 is the type assignment version of 2, which is essentially Girard's system F 11].
Basic properties of TAS
In this section, we will prove that all the systems in TAS cube have good computational properties; the subject reduction property, the Church-Rosser property and strong normalization of typable terms will be shown. To prove these results we need more de nitions and technical lemmas, stating properties of the systems, some of which are of interest in their own.
The following proposition states that every term, typable by or 2, can not be typable by both, and guarantees consistency of the system. Proof: In the terminology of Klop 13] , our beta reduction is a regular combinatory reduction system, and thus the Church-Rosser property follows from Theorem II.3.11 in 13].
The following lemmas can be proved by easy induction on the structure of derivations. The following lemma is the key lemma for the proof of the subject reduction theorem. It states that contexts can be considered modulo -conversion of predicates, and that a type for a term x:M can always be obtained using a derivation that ends with the rule (I). An important property of the type assignment systems is strong normalization of typable terms; this is already known to hold for the systems F!, F1, F2, and F 0 (see 10]). Using this result, we will show that it also holds for the other four systems of the cube of type assignment systems. To achieve this, we use the function ED that`erases dependencies' as de ned in 10]. For the behaviour of the function ED on beta redexes, there are the following possibilities: (F1, F2, F 0 ) . Suppose now that A A 0 ! A 1 ! A 2 ! : : : is a sequence of beta reductions. By the property mentioned above, for every i 1, either ED (A i ) ! ED (A i+1 ), or ED (A i ) ED (A i+1 ). Suppose the sequence A 0 ! A 1 ! A 2 ! : : : is in nite. Since beta reduction in F! (F1, F2, F 0 ) is strongly normalizing, there is an n such that ED (A j ) ED (A j+1 ), for every j n. So from step n, every step in the in nite sequence A 0 ! A 1 ! A 2 ! : : : corresponds to a reduction of a`bad' redex of the form ( x: : )M. However, since M is an untyped term, such a reduction cannot create new`bad' redexes. Thus the number of redexes must decrease after every step, and our reduction can not be in nite. 3 The relation between TS and TAS In this section we will focus on the relation between Barendregt's cube and the cube of type assignment systems. First we introduce the notions of consistency, similarity, and isomorphism between typed systems and type assignment systems.
DF2, DF 0 ), then ED (?)`ED (A) : ED (B) is derivable in F!
De nition 3.1 Let S t and S u be systems in corresponding vertices of TS and TAS cube. b) F G and G F are the identity on Der t and Der u respectively. c) Both F and G preserve the structure of the derivations, (i.e. the tree obtained from the derivation by erasing all the judgements but not the names of the rules).
The de nition of isomorphism between two systems was already given in 10], but in a less general way. Two systems are isomorphic according to the de nition in 10], if they are isomorphic in the sense of the preceding De nition, and moreover, the function F is such that F (D t ) is obtained from D t by applying the erasing function to all terms in D t ; by abuse of notation, we denote F (D t ) by E (D t ). The following Proposition proves that the two notions of isomorphism coincide, in case of the TAS cube: Proposition 3.2 Let S t and S u be systems in corresponding vertices of TS and TAS cube respectively, and suppose they are isomorphic through the functions F and G. Then for every typed derivation D t , F(D t ) = E (D t ).
The following results are taken from 10]: Theorem 3.3 Let S t and S u be systems in corresponding vertices of TS and TAS cube. i) S t and S u are consistent. ii) If S t and S u do not contain Dependencies as subset of their sets of rules, then S t and S u are isomorphic. iii) If the assumption of (ii) is not satis ed, then S t and S u are not isomorphic.
Proof: See 10] . The proof uses the following properties of the erasing function:
After the negative result of Theorem 3.3(iii), it is natural to ask if the corresponding systems in the TS and TAS cubes are at least similar. Such a conjecture was already stated in 10]. This property holds only for the systems without polymorphism, as will be shown in Theorem 3.7, namely, for DF1 versus P, and for F 0 versus !. Adding polymorphism makes a di erence: the systems with both polymorphism and dependencies are not similar. Theorem 3.4 Let S t be either P2 or P!, and let S u be respectively DF2 and DF!. 1 , where E (M 00 1 ) M 1 . In order to make the application well-typed (after a possible series of applications of rule (Conv)), it must be the case that M 00 0 = M 00 1 .
It follows that we have beta-convertible terms M 00 0 , M 00 1 , which erase to M 0 and M 1 , respectively, and both are of type . Without loss of generality, we can assume that these terms have no beta-redexes involving polymorphic abstraction/application, and thus we may write: Proof: i) By induction on the structure of B 1 .
ii) Easy, using part (i). 
