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Introduction
Inspired by problems in data center scheduling introduced in [12] , we study the submodularity of certain scheduling problems as a function of the set of machine capacities and the corresponding implications. In particular, we 1. give a short proof that, as a function of the excess vector, maximum generalized flow is submodular and minimum cost generalized flow is supermodular (Section 2);
2. extend Wolsey's approximation guarantees for submodular covering problems to a new class of problems we call supermodular packing problems (Section 3);
3. use these results to get tighter approximation guarantees for several data center scheduling problems (Section 4).
In the minimum cost data center problem with makespan constraint (DCM), there is a set of data centers D with |D| = m and a set of jobs J with |J| = n. The processing time of job j at data center i is p ij . The cost to open data center i is c i . The goal is to pick a minimum cost subset of D subject to being able to perform all the jobs on those open centers by a time T , where the time needed to process a subset S i at data center i is j∈Si p ij . Motivation for data center scheduling problems of this type is discussed in [12] .
In the job profit version (JDC), each job j has a potential profit φ j which is obtained only if the job is completed in full. The goal is to minimize opening costs plus lost profits of jobs not scheduled.
In the assignment-cost version (ADCM), there is also a cost c ij for performing job j at data center i, and the goal is to minimize sum of opening costs and assignment costs, subject to performing all jobs at their assigned centers by time T .
In the completion time version (DCC), instead of the bound T on makespan, we have a bound K on total completion time: if h j (S) is the time job j completes in schedule S, then we want j h j (S) ≤ H.
For a fixed set of open data centers, the minimum total completion time schedule can be computed in polynomial time via a minimum cost flow [3, 11] . For a fixed set of open data centers, the makespan problems are NP-hard [13] . However, the number of jobs that can be fractionally completed by time T can be computed using a maximum generalized flow computation, and the assignment cost of this fractional schedule can be computed using a minimum cost generalized flow computation.
A generalized flow problem is like a standard flow problem, except with flow-multipliers on the arcs, called gains or losses. A gain factor of γ > 0 on arc e means that if f units of flow enter arc e, γf units leave arc e. Flow multipliers are used to model financial transactions, conversion of materials or goods in manufacturing, loss due to leakage or theft or spoilage in transshipment, or, in the case of scheduling problems, processing times.
The maximum generalized flow problem asks to maximize the flow reaching the sink. The minimum cost generalized flow problem asks to satisfy the specified demand at the sink or sinks, at minimum flow cost.
We use linear programming duality to demonstrate that the maximum generalized flow value as a function of the set of sources and sinks in a network is submodular. In particular, in Section 2, we give a short proof that the objective function for the minimum cost generalized flow is supermodular in the demand vector. A maximum generalized flow problem has an objective function that is the negative of a special minimum cost objective function. Since the negative of a supermodular function is submodular, this implies that the maximum generalized flow is submodular.
To model a data center problem as a generalized flow problem, the data centers are the sources, and the jobs correspond to arcs of capacity and gain one directed into the sink, and there are arcs from data center to job with gain factor equal to the inverse of the processing time. Since the maximum flow volume as a function of the set of sources is submodular, the version of (DCM) that allows us to split jobs among different data centers is a submodular covering problem. We show that the problem (JDC) is also a submodular covering problem. To handle (DCC) and the version of (ADCM) that allows us to split jobs among different data centers, we define a class of problems called supermodular packing problems in Section 3. This class is applicable to (DCC) and (ADCM) since minimum flow cost is a supermodular function of the set of sources.
A well-known method to obtain approximately optimal solutions to submodular covering problems is the greedy algorithm, which is analyzed by Wolsey [22] . In terms of (DCM), this algorithm chooses data centers based on the smallest ratio of cost to added maximum flow value, to find a set of data centers that can fractionally serve the jobs J. We show this can yield a fractional solution with opening cost at most (1 + ln n )OPT DCM that completes by time T (1+ ). Here OPT is the cost of the minimum cost fractional solution, which is a lower bound on the true optimal cost. To get an integral solution, we can then apply the rounding techniques of Lenstra, Shmoys, and Tardos, for unrelated machine scheduling problems [13] to obtain a solution with cost (1 + ln n )OPT DCM that completes by time T (2 + ). A similar analysis yields similar results for (JDC).
To solve (DCC), we show in Section 3 that Wolsey's analysis for the submodular covering problem can be easily generalized to work for an appropriately defined supermodular packing problem. Since the corresponding unrelated machine scheduling problem is solvable in polynomial time, this yields an exact approximation algorithm that has average completion time at most H, and opening cost at most 1 + ln(nH) times optimal.
Applying the analysis for supermodular covering to obtain bounds for (ADCM) on the sum of opening costs and assignment costs of a feasible fractional assignment requires some additional work. The issue is that our definition of supermodular packing assumes that the problem is trivially feasible (for sufficiently high flow cost). Thus, our analysis has to argue about the cost objective as well as the feasibility. In Section 4, we show that the greedy algorithm, together with appropriate pre-and post-processing including the by the rounding algorithm of Shmoys and Tardos [19] obtains a solution with cost (4 + 2 ln n )OPT ADCM that completes by time T (2 + ).
Our results on (DCM) and (ADCM) improve on the bicriteria approximation guarantees of the randomized rounding algorithm analyzed by Khuller, Li, and Saha [12] .
Additional Related Work. There is a series of work for standard network flows (without losses and gains) demonstrating the submodularity and supermodularity of objective values of flow problems based on network parameters. Much of this concentrates on the parameter of arc capacities. The excess vector can be modelled using arc capacities by including arcs from a super source to each node with excess and arcs from each node with demand to a super sink. Interpreted in our framework, Shapley [17, 18] establishes submodularity of flow value in matchings, and relations among just two source demands. Megiddo gives a short proof for submodularity of maximum flow value in general graphs using the maximum-flow, minimum-cut theorem [14] . Supermodularity for minimum cost flows in standard networks is demonstrated by Gale and Politof [6] . Their work is extended further in [10] . Gautier and Granot [7] extend much of the work in [10] to flows with losses and gains. One of our contributions is to give an explicit, shorter, and different proof of sub-and supermodularity in generalized networks that relies only on linear programming duality. We also sketch an alternate proof for submodularity based on highest gain augmenting path algorithm for maximum generalized flows [8, 9, 15, 21] .
Minimum
Cost Generalized
Flow is Supermodular
In this section we show that the objective functions of the minimum cost generalized flow and maximum generalized flow problems, as a function of the set of sources with excess, are supermodular and submodular functions, respectively.
Let G = (V, E) be a directed graph with |V | = n. Arc (v, w) has capacity u vw ≥ 0, gain γ vw > 0, and perunit-flow cost c vw ≥ 0. Node v has excess
+ be the set of source nodes and V − be the set of sink nodes. Let f vw be the flow on arc (v, w). The minimum cost generalized flow is an optimal solution to the following LP:
The first constraint asks that the flow out of each source is at most its excess, and the flow into each sink is at least its demand −b v > 0. Since the objective is to minimize nonnegative costs, any optimal solution will satisfy each sink constraint exactly. For S ⊂ V , let ψ(S) denote the minimum cost flow with nonnegative excess just at the set of nodes S. That is, it is the minimum cost flow with excess vector b
Theorem 2.1 ψ is a supermodular function. That is, that for any choice of S ⊂ V + and {j, k} ∈ V + \ S, the following inequality holds:
This theorem can be expanded to include changes in sink demands as follows. Let π(b) denote the minimum cost flow with excess vector b ∈ R n . Let e i be the i th elementary vector: e i (i) = 1 and e i (j) = 0 for j = i.
Theorem 2.2
For any b ∈ R n , {j, k} ∈ V , and scalars δ j and δ k the following inequality holds: 
Linear programming duality theory says that the marginal value of the right hand side of a constraint equals to the value of the corresponding dual variable in an optimal dual solution.
the value of the corresponding dual variable. The dual to the minimum cost generalized flow LP is
where q v is the dual variable corresponding to the flow volume constraint for node v. Substituting r v = −q v and z vw = −y vw , this problem is equivalent to
We consider the dual parametrized by the vector b and refer to the dual problem for b as D(b). Once r is given, the z minimizing the dual objective function is uniquely defined as
+ , where [a] + := max{0, a}. Thus we can refer to dual optimal solutions in terms of r. To finish our proof of supermodularity of π, it remains to show that as we increase b, r decreases, and therefore q becomes less negative.
Lemma 2.3 Let r
* andr be the respective optimal solutions to D(b
Proof of Lemma 2.3 We prove that ifb l = b * l for all
The lemma then follows by induction. For r * andr, the corresponding z-vectors are z * andẑ. If r * is not optimal for the problem withb, we havê
Summing these two inequalities, canceling like terms, and rearranging, we have that
Suppose that the lemma is not true, and there is an index l withr l > r * l . Definer to be the vector defined
+ . Note thatr i = 0. Definez so thatẑ −z is the z-vector corresponding tor −r. Thus,
By definition (r −r,ẑ −z) is feasible for the dual. Since it is not optimal, we have that
and hence (b * ) Tr + u Tz < 0. Sincer i = 0, this implies that (r * +r, z * +z) has strictly better objective value for D(b * ) than does (r * , z * ). This would contradict the optimality of r * if (r * +r, z * +z) is feasible for the dual, and thus prove the lemma. So we check feasibility.
Let
Thus it suffices to check feasibility for pairs {v, w} that have one endpoint in V + and one in V − . Below, we show that (r * +r, z * +z) satisfies (2.2).
Case 1:
where the last inequality follows by feasibility of (r,ẑ). Otherwise,
where the inequality follows from the feasibility of (r * , z * ) and (r,ẑ).
w +ẑ vw +z vw should be at least −c vw . The sum of the first three terms is greater than the sum of the terms in the constraint for (r,ẑ), so the only problem could occur whenz vw is negative. In this case,
Maximum generalized flow is submodular. In the maximum generalized flow problem, there is a special node t called the sink. Theorem 2.4 κ is a submodular function. That is, that for any choice of S ⊂ V − t and {j, k} ∈ V \ (S + t), the following inequality holds:
An alternate proof of Theorem 2.4 could be obtained using properties of the highest gain augmenting path algorithm for maximum generalized flows [8, 9, 15, 21] . The highest gain augmenting path algorithm first cancels gainy cycles and then maintains node labels that are the reciprocals of the gain of maximum gain path in a relabeled residual graph from each node to the sink. The gain of this path for node u is the marginal benefit of increasing b u . Augmenting on maximum gain paths and updating node labels maintains the property that the node labels are only increasing throughout the algorithm, and thus the marginals are only decreasing.
The Greedy Algorithm for Supermodular Packing Problems
In this section, we present the supermodular packing problem, and prove some approximation guarantees for the solution produced by the greedy algorithm for it. Let f be a monotone (nondecreasing) submodular set function on ground set V and c a vector of costs for items in V , so that c(S) := i∈S c i is a modular function on V . For any bound F , the problem
is a submodular covering problem.
Let g be a monotone (nonincreasing) supermodular set function on ground set V and c the a vector of costs as above. For any bound G, the problem
is a supermodular packing problem.
Figure 1: Greedy algorithm for submodular covering. For each of these problems, we can define a corresponding greedy algorithm. Let ρ j (S) := f (S ∪ j) − f (S) ≥ 0 and µ j (S) := g(S) − g(S ∪ j) ≥ 0.
Let Z G := i∈S τ c i and Y G := i∈R τ c i be the cost of the greedy solutions returned by each algorithm. The greedy algorithm for the submodular covering problem is analyzed by Wolsey in [22] , in which he gives several bounds on the approximation guarantee. Of relevance for this work, he proves the following.
Theorem 3.1 (Wolsey [22] ) If Z is the optimal value of the submodular covering problem and Z G is the solution value returned by the greedy algorithm, then (a)
(c)
). For completeness, we show here that the same arguments yield a symmetric claim for the supermodular covering problem. 
. To prove this, we employ the following lemma of Wolsey, and some additional facts about supermodular functions.
The following lemma is easily checked.
Lemma 3.4 A set function g is supermodular and nonincreasing if and only if either
Consider the integer program Q The proof of Lemma 3.5 is symmetric to the proof of Proposition 2 in [22] , and is omitted here. 
Proof of Theorem 3.2. Let k
By linear programming duality, a feasible solution to the LP dual of Q L provides a lower bound on Y L , and hence on Y . The LP dual is
. For each j, there exists an r ≤ τ such that µ j (R r−1 ) > 0 and µ j (R r ) = 0. Applying Lemma 3.3 to 0 < θ
where the last inequality follows from the definition of θ in the greedy algorithm. Thus (1 + ln min{k 1 , k 2 }) −1 ξ is feasible for the dual. Hence, by weak LP duality,
The greedy solution has value 
Applying Lemma 3.3, with 0 < θ
The next lemma describes a property of the greedy algorithm applied to feasible supermodular packing problems that is used in the next section. Lemma 3.6 Let R * be the set of centers opened in the optimal solution. For all t = 0, . . . , τ − 1,
Proof. By definition of θ t , we have that
Summing this over all j ∈ R * \ R t−1 yields
Using Lemma 3.4(b) and rearranging finishes the proof:
Data Center Scheduling
In this section, we give polynomial-time approximation algorithms for the data-center scheduling problems (DCM), (JDC), (DCC), and (ADCM) defined in the introduction, and prove bicriteria approximation guarantees for each of them. Data center selection problems are a version of unrelated machine scheduling problems. These are commonly modeled as generalized flow problems [13, 19] . For (DCM), given a fixed set of open data centers, we can determine if it is feasible to fractionally assign all jobs to centers by solving a maximum generalized flow problem. There are nodes for each data center and each job. An arc from data center i to job j has infinite capacity and loss 1 pij . The open centers have supply T, and the jobs have demand 1. This can be extended to a single sink problem by adding an arc from each job node to a super sink t with capacity 1 and gain 1. The goal is to select a minimum cost subset of the data centers to open so that the maximum integral flow value at t is n.
For (ADCM), there is an additional per-unit flowcost of cij pij on the arc from data center i to job j. The goal is to select a set of data centers to open so that every sink demand is saturated, and the sum of opening costs and assignment (flow) costs is minimum. In order to remove the issue of flow feasibility when choosing data centers to open in the greedy algorithm, we introduce a data center η of cost 0 that is open at the start. We assume η can process all jobs by the given time T (by introducing an arc to each job with gain n/T ) at sufficiently high cost per job M so that no dummy arc or center is used in an optimal solution. If C = max ij c ij , then M = 2nC is sufficient, since the maximum cost (simple) augmenting path restricted to original arcs is nC: at most cost of C for each forward arc in an augmenting path. For a fixed set of centers, the minimum cost generalized flow finds a feasible flow with minimum flow cost.
Integral generalized flow problems are NP-hard. However, the fractional versions (both maximum flow and minimum cost flow) are solvable in polynomial time exactly via linear programming, or via combinatorial techniques [1, 9, 20] . All of these techniques can start with a partial solution and obtain a new solution for a problem with one additional source or sink much more efficiently than starting from scratch. In addition, there are numerous polynomial time approximation schemes that can be used to speed up the run time [5, 20] .
The fractional solution to the generalized flow problem for (DCP) and (ADCM) yields a fractional assignment of jobs to data centers. The fraction of job j assigned to data center i is equal to the amount of flow arriving at the node for job j from the node for data center i, or equivalently, fij pij . To prevent the fractional assignment of a job to a center that would be infeasible by time T in any integral assignment (and thus in the optimal assignment), we perform a preprocessing step before solving the fractional generalized flow problem that sets p ij = ∞ if p ij > T , and we do not include these arcs in the generalized flow graph.
The Minimum Opening-Cost Problem
Above, we describe how, given a fixed set of open data centers, we can determine if it is feasible to fractionally assign all jobs to centers by solving a maximum generalized flow problem. Let κ T be the maximum flow value for time bound T as a function of the set of open data centers. By Theorem 2.4, the κ T is a submodular function. Thus, we can use the greedy algorithm for the submodular covering problem. We do this with inputs f = κ T , c, F = n, D.
If at termination, κ T (S τ ) is less the number of jobs, then the problem is infeasible for the given time bound T . Otherwise, we consider the first time σ when κ(S σ ) ≥ n − , for a chosen approximation parameter > 0. By Theorem 3.1(c), the cost of the set of centers S σ is at most (1 + ln
To get an integral schedule, we temporarily reassign the processing time of a job j to be the fraction of the processing time that completes by time T in the fractional schedule, so that with the new processing times, all jobs complete by time T . We next apply the rounding technique of Lenstra, Shmoys, and Tardos [13] to this fractional schedule, to get an assignment that completes by time 2T with the the modified processing times, in which each job is assigned to exactly one machine. We next return each job its original processing time. Since in total of the jobs were not scheduled in the fractional schedule, the total change in processing times is at most P ≤ T , where P := max ij {p ij : p ij < ∞}. Hence, with the original processing times, all jobs complete by time (2 + )T .
Theorem 4.1
The greedy algorithm is a (1 + log n , 2 + ) bicriteria approximation algorithm for the minimum cost data center scheduling problem.
The greedy algorithm improves the approximation guarantee of the randomized rounding-based (O((1 + 1 ) log n), 2+ ) bicriteria algorithm analyzed by Khuller, Li, and Saha [12] .
Job profits. We can also accomodate job profits into this model. Suppose each job has profit φ j . We seek a schedule that completes by time T that minimizes opening costs of centers plus profits of jobs not scheduled. At each step of the greedy algorithm, we can pick either a center to open, or a job to exclude from the schedule. We run the submodular covering algorithm as above, but with the function f equal to the number of jobs excluded from the schedule plus ψ T (S), and with F = n. This f is a submodular function since excluding a job j is equivalent to changing b j from -1 to 0, and the proof of supermodularity/submodularity in Section 2 of the negative function allows positive changes to any b value.
The above analysis implies that the fractional assignment found by the greedy algorithm can be converted into an integral schedule that completes by time T (2 + ) and has total cost plus lost profit at most (1 + log n ) times the cost plus lost profit of the optimal solution.
Theorem 4.2 The greedy algorithm is a (1 + log n , 2 + ) bicriteria approximation algorithm for (JDC).
The Average Completion Time Objective
In the average completion time version (DCC), we are given a bound H on the total completion time of all the jobs. We want to pick a minimum cost set of centers so that there is a nonpreemptive schedule on these centers with sum of completion times at most H. Given an unrelated machine scheduling with a fixed set of centers, the minimum total completion time can be computing with a single minimum cost flow computation [3, 11] . The graph for this computation has a node for every job and n nodes for every machine. The arc between machine node i k and job j has cost kp ij and capacity 1. If there is flow on this arc, that represents that j is the k th -to-last job scheduled on machine i. We add to this graph a node for every machine i. Node i is connected to i k for all 1 ≤ k ≤ n with an arc of unit capacity and 0 cost. Node i can have excess n if i is selected as a data center.
To solve the minimum cost data center problem for the bound on the completion time, we first creating a dummy center that has p ij = H for all jobs j and then run the greedy algorithm with R 0 equal to the dummy center, and G = H. We have g(R 0 ) = nH and if all processing times are integer, we have g(R τ −1 ) − G ≥ 1. Plugging these bounds into the expression in Theorem 3.2(c) implies the following approximation guarantee.
Theorem 4.3
There is a polynomial time approximation algorithm for the minimum cost data center problem under a total completion time constraint with approximation guarantee (1 + ln(nH))OPT DCC .
A trivial upper bound on H is n 2 P/2 where P is the maximum processing time, so we could replace H in the approximation guarantee with this value.
The supermodular packing algorithm can be applied to other data center problems with similar results. For example, if the processing time of job j on machine i is l i , and H is a bound on the objective j w j (h j (S)) where h j (S) is the completion time of job j in schedule S and w j (t) is a nonnegative, monotone function in t. Then a construction similar to the previous analysis yields a schedule S satisfying j w j (h j (S)) ≤ H and an opening cost that is at most logarithmic approximation to the optimal opening cost for bound H.
The Minimum Assignment-Cost Problem
In the beginning of Section 4, we describe how, given a fixed set of data centers, we can find the minimum cost fractional assignment of jobs to the open data centers by solving a minimum cost generalized flow problem. If completion by time T is infeasible, then the solution will utilize the dummy arcs, at per-unit flow cost of M = 2nC.
In order to get good bounds on the cost of the solution found by the greedy algorithm, we do some additional preprocessing. Let C O be the opening cost of the set of data centers in the optimal solution to (ADCM). (We can find
We initially open all data centers i with c i < C n . Let D 0 be these set of jobs. There could be more than n such centers if m > n, but in the rounding step, we will close all but at most n of them, so that the total contribution to the opening cost of these centers will be at most C O .
In this graph, let ψ T be the minimum cost flow value for time bound T as a function of the set of open data centers. By Theorem 2.1, ψ T is a supermodular function. Thus, we can use the greedy algorithm for the supermodular packing problem. We do this with g = ψ T and G equal to the minimum fractional assignment cost if we open all centers. Theorem 4.4 A solution to the minimum assignment cost data center scheduling problem with opening and assignment cost at most (4 + 2 log 2n )OPT ADCM that completes by time (2 + )T can be found in polynomial time.
We start with a couple of helpful lemmas. 
Proof. i) By definition, θ t is the ratio of the additional contribution to the opening cost to the additional savings to the flow cost. Thus, while θ t < 1, the sum of these costs is decreasing, and then when θ t > 1, the sum of these costs is increasing. For ii), since c is modular, we can subtract c(R 0 ) from all terms and the relations still hold.
The next lemma is helpful to bound the cost of our final solution. It concerns the cost of the fractional assignment solutions found by the greedy algorithm, when feasibility is not an issue. at least n − jobs are assigned to R t \ η, and
We first bound c(R s \ R 0 ) + ψ T (R s ). If s = r = max{t : θ t < 1}, then by Lemma 4.6, the combined cost is at most (3 + ln(8n))OPT ADCM . Else, if r = max{t : θ t < 1} < s ≤ ζ, then c(R
and Lemma 4.6 again implies that this is at most (3 + ln(8n))OPT ADCM .
Else, s equals min{t ∈ {0, . . . , τ } : R t is (1 − )-feasible } > ζ. In this case, it suffices to get a bound on the opening cost, as the assignment cost is decreasing so that by Lemma 4.6,
By Lemma 3.6, 
nM where the last inequality follows from our preprocessing step that includes all low-cost centers and the fact that the cost of the assignment of all jobs to the dummy center is nM . All together, this implies that
Thus c(R s \ R 0 ) + ψ T (R s ) ≤ (3 + 2 ln 2n )OPT ADCM . We next run the rounding algorithm of Shmoys and Tardos [19] restricted to the fractional jobs assigned to centers in R s \ η. This leads to an assignment in which each job is assigned to exactly one center in R s \ η, completes by time 2T , and all but of the jobs are scheduled. This new assignment has cost at most ψ T (R s ) minus the cost of jobs assigned to η. By increasing the allowed time to (2 + )T , all n jobs can be completely scheduled on machines in R s \ η by this time, as explained in Section 4.1. Moving jobs from η to R s \ η can only decrease their assignment cost. Finally, we close all centers that are not assigned a job in this assignment.
The final cost is then at most (3+2 ln 2n )OPT ADCM for the assignment cost plus the opening cost of R s \ R 0 , plus at most 2C O for the cost of centers in R 0 , for a total of at most (5 + 2 ln 2n )OPT ADCM While we did not try to optimize the constants with regard to the approximation to cost above, this result improves on the approximation guarantee of the randomized rounding-based (O((log(n + m)), 3 + ) bicriteria algorithm analyzed by Khuller, Li, and Saha [12] , in particular in the guarantee on the approximation to the time bound.
