Abstract-In order to improve the precision and efficiency of microelectronic bonding, this paper presents an improved adaptive genetic algorithm (IAGA) for the image segmentation and vision alignment of the solder joints in the microelectronic chips. The maximum between-cluster variance (OTSU) threshold segmentation method was adopted for the image segmentation of microchips, and the IAGA was introduced to the threshold segmentation considering the features of the images. The performance of the image segmentation was investigated by computational and experimental tests. The results show that the IAGA has faster convergence and better global optimality compared with standard genetic algorithm (SGA), and the quality of the segmented images becomes better by using the OTSU threshold segmentation method based on IAGA. On the basis of moment invariant approach, the microvision alignment was realized. Experiments were carried out to implement the microvision alignment of the solder joints in the microelectronic chips, and the results indicate that there are no alignment failures using the OTSU threshold segmentation method based on IAGA, which is superior to the OTSU method based on SGA in improving the precision and speed of the vision alignments.
I. INTRODUCTION
R ECENTLY, the rapid development of microelectronic industries requires devices with high performance, high integration, and miniaturized scale, which puts forward stringent requirements for the quality and efficiency of microdevice packaging [1] - [4] . As an important technology for microdevice packaging, thermosonic bonding constructs electrical interconnections using fine gold wire or other kinds of metal [5] . The precision positioning system is one of the key components of thermosonic bonding equipments, and thus, it determines the characteristics of such packaging machines [6] . As a result, it is very essential to study on the precision positioning systems. Several studies have been reported on the mechanisms and controller design of precision positioning systems [7] - [14] . However, it is very difficult to eliminate the random errors during bonding process [15] . The real-time detection of these errors can be realized through vision system, and the errors can be compensated by combining of motion control system and vision system, so recently the vision systems for precision positioning have received considerable attentions from both researchers and manufacturers, and it has been concluded that it is an effective way to improve the dynamic quality of positioning systems through developing the vision system and designing an efficient and precision vision alignment algorithm [16] - [25] . The template matching method based on normalized grayscale correlation has the advantages of strong robustness, high positioning accuracy and reliability. However, it cannot satisfy the requirements of high speed and high-precision packaging due to the inherent contradictions of the algorithm between the speed and accuracy [26] . The feature-based template matching method utilizes certain image features, thus reducing the amount of calculation, so it shows great potential in the applications of microelectronic bonding [27] . However, under extreme working conditions of packaging, an effective image preprocessing method to obtain robustness image features quickly and accurately and the microvision alignment approach are still not presented systematically, which is the motivation of this study.
The genetic algorithm (GA) is a robust search and optimization technique, which is finding application in a number of practical problems [28] , [29] , and it is one of the effective candidates for the threshold segmentation of the microvision positioning system for microelectronics bonding. However, when it is used to solve complex problems, premature convergence can be generated, and the convergence rate will become slow [30] . Srinivas and Patnik [31] proposed an adaptive genetic algorithm (AGA) to reduce the premature convergence by using adaptive probabilities of crossover and mutation. However, the probabilities of crossover and mutation would be equal to zero, which increased the possibility of falling into local optimum. To solve this problem, some improved adaptive genetic algorithms (IAGAs) were proposed and used in image segmentation and these IAGAs show appropriate performance in certain applications [32] - [35] . However, their applications are restricted in the threshold segmentation of the microvision positioning system for microelectronics bonding due to the slow convergence rate.
To avoid falling into local optimum and improve the speed of image segmentation, this paper presents an IAGA considering the features of the microelectronic chip images, and it is used for the threshold segmentation of chip images. The microvision alignment is realized based on the moment invariant approach. The performances of the image segmentation and vision alignment are investigated by computational and experimental tests.
The rest of the paper is organized as follows. Section II presents the OTSU image segmentation based on IAGA. In Section III, the vision alignment method is given. Then, the simulation of image segmentation is presented in Section IV. After that the experiments are presented in Section V to investigate the characteristics of an image segmentation and a vision alignment. Finally, Section VI concludes this paper.
II. OTSU IMAGE SEGMENTATION BASED ON IAGA
Assuming an image with the size M ×N and gray range L, the number of pixels at gray level i is denoted by n i , thus the probability of gray level i can be gained by
If we divide the pixels of the image into two classes of object C 0 and background C 1 by the threshold t, the gray level probability distributions for the two classes can be expressed by
The gray means of the class C 0 and C 1 are
where
i=0 iP i . The between-cluster variance of the class C 0 and C 1 can be given by
During the image segmentation process by the OTSU method, the between-cluster variance is considered as an important index for the uniformity of gray distributions. The larger the betweenclass variance is, the greater the difference between the two classes becomes. The optimal threshold t * can be figured out through maximizing the between-class variance σ B
Because the surface quality of the microchips is different and the lighting conditions of the vision system will change slightly during microelectronic bonding, the quality of the images taken by the microvision system may be different. For the images of the microchips, there will be noise around the edges of the contours of the solder joints due to oxidation, which will cause that the edge contours of the solder joints become very difficult to be distinguished, and even lead to adhesions between the solder joint contours and the noise regions. Thus, we first employ a median-filter for the image preprocessing to reduce the disturbance from the noise. The noise on the surface of microchips has no effect on the gray distributions of the solder joint contours, meanwhile the proportion of solder joint contours in the image is small, and the disturbance from the lighting has little influences on the contours of the solder joints. Considering that the solder joints are generally the brightest regions within the whole images, the clear contours of the solder joints can be achieved by resegmentation. Assuming the image after preprocessing is I 1 , the gray levels of the object and background are equal to 1 and 0, respectively, we can get the threshold T 1 of the image I 1 by the OTSU method, after that the pixel will be saved in an array R while the gray level exceeds the threshold T 1 . Then, the threshold T 2 of R can be obtained using OTSU again. Finally, the optimal threshold t * can be obtained through exhaustive search, and the image I 1 is segmented by the threshold t * . After segmentation, the regions whose area is less than the threshold will be removed to obtain clear solder joint contours.
From the previous analysis, it can be known that to get the optimal threshold by OTSU, the between-cluster variance of each gray level has to be calculated and it is very time consuming. So it is very essential to seek an efficient method for fast solution.
In this paper, an IAGA is presented and introduced to the image segmentation process of microchips using the OTSU method. In the IAGA, the problem is first encoded as a population of chromosomes, and the fitness function is defined over the genetic representation and measures the quality of the represented solution. Then, the evolution starts from a population of randomly generated individuals and happens in generations. The specific flowchart of the OTSU method based on IAGA is shown in Fig. 1 , and it is summarized as follows: 1) Encoding: The 256-level grayscale images are expressed by 8-bit binary encoding. 2) Initialization: The basic elements of IAGA are called knowledge structures or individuals. A collection of individuals is referred to as a population. In view of the solution, space is between 0 and 255, a population size of 20 is used to generate final segmentation boundaries. 3) Fitness function: Equation (7) is adopted as the fitness function. 4) Selection: In this stage, the expected times of an individual being selected for recombination is proportional to its fitness value relative to the rest of the population. This operation is to achieve a mating pool with the fittest individuals selected according to a probabilistic rule that allows these individuals to be mated into the new population. The selection is carried out using the roulette method in this paper. Supposing that the population size is M , the fitness of individual i is f i , and therefore, the selection Fig. 1 . Flowchart of the OTSU method based on IAGA.
probability P i of individual i can be calculated as
5) Crossover and mutation: To get the reasonable threshold by OTSU, the between-cluster variance of each gray level has to be calculated. Therefore, an efficient method for fast solution is essential. For standard genetic algorithm (SGA), the individual is easy to be changed when it is not the optimal solution, and it is retained when it is nearby the optimal solution. To reduce the premature convergence and improve the convergence rate of SGA, AGAs were presented with the approach of adaptive probabilities of crossover and mutation [31] . However, they can fall into local optimum in the complex system. To resolve this problem and improve the speed of image segmentation considering the features of the chip image, the probabilities of crossover and mutation are improved in this paper, and they are adopted to find the threshold based on OTSU.
Because the contours are the brightest regions during vision alignment for microchip bonding, and the proportion of contour in the image is small, the reasonable threshold exceeds the average gray level. Then, the convergence rate can be faster when the relationship between the average gray levels is taken into consideration. And, therefore, the improved probabilities of crossover P c and mutation P m are given as follows:
where f max is the maximum individual fitness, f avg is the average individual fitness, f is the larger fitness between two individuals for crossover, μ a is the average gray, μ min is the minimum gray, which is the threshold obtained from the first segmentation for the second segmentation, i is the gray level of the lager fitness of individuals for crossover, P c1 , P c2 , P m 1 , P m 2 , P μ1 ,and P μ2 are constants, 0.5 < P c1 < 1.0, 0.5 < P c2 <1.0, 0.001 < P m 1 < 0.1, and 0.001 < P m 2 < 0.1. From (9)- (11), it is known that the improved P c and P m vary not solely with the fitness function by introducing P μ , which is related to the gray level of the chip image, and the convergence rate is improved. The P c and P m increase when the population tends to get stuck at a local optimum and decrease when the population is scattered in the solution space. Meanwhile, the P c and P m have lower values for high fitness solutions and higher values for low fitness solutions, and thus, the good solutions of the population can be preserved. So it not only improves the convergence rate of the IAGA, but also prevents the IAGA from getting stuck at a local optimum. 6) Stopping criteria: the IA fitness ratio of adjacent generation individuals is within the range from 1.000 to 1.005.
III. VISION ALIGNMENT Assuming f (x, y) represents a 2-D density image function, the general expression of rotation moment invariants is defined as
The centroid (x, y) of the image gray represents the geometric center of the image, and it can be expressed bȳ
To avoid interference with other solder joints and noise, the features of matching solder joint need to be recognized during vision alignment. Moment invariants are used to determine the correspondence between the feature regions. A set of seven moment invariants that possess the properties of rotation, shift, and scale invariance are defined as [36] φ 1 = η 20 
where η pq represents the normalized central moments
The similarity between the two features can be determined as
Because the shapes of solder joints are regular rectangles, the interference of noise and the effect of algorithm accuracy can offset each other to some extent as the geometric center is used in the process of vision alignment. The flowchart of vision alignment is shown in Fig. 2 .
IV. SIMULATION OF IMAGE SEGMENTATION
Computational analyses are conducted to investigate the convergence of the proposed image segmentation method. An image of a typical chip taken by charge-coupled device (CCD) is shown in Fig. 3 . Through calculations of 20 images with the size Table I . It can be seen that IAGA has faster convergence compared with SGA.
The speed of the OTSU image segmentation based on IAGA is investigated. The calculations are operated with five images, and image segmentations are carried out to each image for ten times. The results are shown in Table II , where T represents the time for the calculation of between-cluster variable. It can be found that the image segmentation based on IAGA has faster speed compared with the standard OTSU method. Simulations are performed to investigate the characteristics of image segmentation. The gray-scale image of cells is one of the standard images for image segmentation tests. Because there are similar image characteristics between the cell image and the chip image, a gray image of cells with the size of 272 pixel × 265 pixel is adopted for the simulations in this paper, and it is displayed in Fig. 4(a) . Through image segmentation simulations of the cell image using MATLAB software, the parameters in (9)-(11) are obtained as: P c1 = 0.9, P c2 = 0.6, P m 1 = 0.09, P m 2 = 0.01, P μ1 = 0.7, and P μ2 = 0.4. Fig. 4(b) shows the ideal binary image of cell image through threshold segmentation. Fig. 4(c) depicts the binary image of cell image by the moment method. It is found in Fig. 4(c) that the outlines of cells are separated, but there is a lot of noise around the cells. Because there are adhesions between the outlines and noise, the characteristics of cell outlines are difficult to be distinguished. Fig. 4(d) shows the binary image of cell image by the OTSU method based on SGA. It can be seen in Fig. 4(d) that the outlines of cells are separated, and there is some noise around the cells. The binary image of cell image by the OTSU method based on IAGA is shown in Fig. 4(e) . It can be seen in Fig. 4(e) that the outlines of cells are separated, and there is less noise around the cells compared with the moment method and the OTSU method based on SGA. 
V. EXPERIMENTS

A. Threshold Segmentations of Chip Images
Experiments were carried out to investigate the characteristics of image segmentations. In the experiments, Dongguan Coax-25 light source was adopted for lighting. A Computer MLM-3XMP optical microlens and JAI CV-A1 CCD camera were used to take the images of chips, and the image features were collected using a NI PCI-1409 image acquisition card.
A segmented image of microchip is displayed in Fig. 5(a) . Fig. 5(b) shows the binary image of chip image by the moment method. It is seen in Fig. 5(b) that the outlines of solder joints are separated, but there is a lot of noise around the solder joints, the features of solder joints outlines are not easy to be distinguished. Fig. 5(c) depicts the binary image of chip image by the OTSU method based on SGA. It is seen in Fig. 5(c) that the outlines of solder joints are separated, and there is some noise around the solder joints. The binary image of chip image by the OTSU method based on IAGA is described in Fig. 5(d) . It can be observed that the outlines of solder joints are separated with less noise around the solder joints compared with the moment method and the OTSU method based on SGA, and there is no adhesion between the outlines and noise.
B. Vision Alignments
The vision alignments were realized with the aid of a precision positioning table driven by linear voice coil motors, which can move in two orthogonal directions (X and Y ) [37] . To reduce the disturbances of external environment such as noise, vibration, the system for vision alignment was set up on a Newport RS-4000 vibration isolated table. Laser-based-Interferometer sensing methodology was chosen for a dynamic position measurement, and a RENISHAW EC10/ML10 Laser Interferometer was utilized to investigate the characteristics of the vision alignment. The experiment setup is shown in Fig. 6 .
The process of the experiments is shown as follows: 1) The chips attached to the leadframes were placed on the positioning table, and the image features of chips were collected when the table moved to several positions. 2) The threshold segmentation of the chip image at the initial position was conducted, and the image was defined as the template. Then, its position was recorded using a moment alignment method.
3) The chip images at different positions were segmented, and their positions were calculated using a moment alignment method. 4) The errors of vision alignments for the solder joints are equal to the differences between their positions in the measured chips and the template chip.
The errors of vision alignment for a solder joint in a chip when the table moved in X direction are shown in Table III , and the errors of vision alignment for a solder joint in a chip when the table moved in Y direction are summarized in Table IV , where 1 pixel represents 3.1 μm. It can be seen that the errors are smaller when using the OTSU threshold segmentation method based on IAGA compared with the moment method and the OTSU method based on SGA, and there are failures when using a moment segmentation method. The errors are within 1.1 μm when using the OTSU segmentation method based on IAGA.
The errors of vision alignment for a solder joint in a chip when the table moved in X and Y directions are shown in Table V . It can be found that the errors are smaller when using a OTSU threshold segmentation method based on IAGA compared with the moment method and the OTSU method based on SGA, and there are failures when using the moment threshold segmentation method.
The actual industrial process for vision alignment has been carried out. The errors of the solder joints in chips generated by the former process of the bonding are generally within 450 μm [38] , so the errors of the solder joint positions were defined as 450 μm in this paper, the vision alignments were repeated by ten times, and the results show that when using the OTSU method based on SGA the average alignment time for the X-and Yaxes are 92 and 85 ms, respectively, and the errors for X-and Y -axes are 2.6 and 2.2 μm, respectively. When using the OTSU method based on IAGA, the X-and Y -axes average alignment time are 76 and 62 ms, respectively, and the errors for X and Y -axes are 2.2 and 2 μm, respectively. So the OTSU method based on IAGA is superior to the OTSU method based on SGA in improving the precision and speed of the vision alignment for solder joints in a microelectronic chip.
VI. CONCLUSION
To avoid falling into local optimum and improve the speed of image segmentation, this paper has presented an IAGA considering the features of the chip images, and it is introduced to the image segmentation for the solder joints in the microelectronic chip. Computational and experimental results show that the IAGA has faster convergence compared with SGA, and the quality of the segmented images becomes better by using the proposed method. The microvision alignment was realized by using a moment invariant approach. Experiments were carried out to implement the microvision alignment of the solder joints in the microelectronic chips, and the results indicate that the alignment errors are smaller when using the OTSU threshold segmentation method based on IAGA compared with the moment method and the OTSU method based on SGA, and there are no failures when using the OTSU threshold segmentation method based on IAGA. The experiments for actual industrial process of microvision alignment show that the OTSU method based on IAGA is superior to the OTSU method based on SGA in improving the precision and speed of the vision alignments, and shows great potential for microelectronic bonding.
