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Abstract
There has been significant interest in the last several years in studying
possible gravitational duals, known as Lifshitz spacetimes, to anisotropically
scaling field theories by adding matter to distort the asymptotics of an AdS
spacetime. We point out that putative ground state for the most heavily stud-
ied example of such a spacetime, that with a flat spatial section, suffers from
a naked singularity . Furthermore, known stringy effects can not resolve this
singularity without producing a regime with significant quantum corrections
to the entire spacetime, including the asymptotic region. We review the rea-
sons one might worry that asymptotically Lifshitz spacetimes are unstable
and employ the initial data problem to study the stability of such systems.
Rather surprisingly this question, and even the initial value problem itself,
for these spacetimes turns out to generically not be well-posed. A generic
normalizable state will evolve in such a way to violate Lifshitz asymptotics
in finite time. Conversely, enforcing the desired asymptotics at all times puts
strong restrictions not just on the metric and fields in the asymptotic region
but in the deep interior as well. Generically, even perturbations of the matter
field of compact support are not compatible with the desired asymptotics.
1 Introduction
Holographic concepts play an important role in theoretical physics, demonstrat-
ing new and unexpected connections between disparate systems. The key idea
of holography is that a non-gravitational field theory of a given dimensionality is
dual to a gravitation theory in some larger dimensionality. The anti de Sitter -
conformal field theory (AdS/CFT) correspondence conjecture [1] is the most con-
crete and best explored realization of holography. A large body of calculational
evidence (although admittedly largely relying on preserving supersymmetry) indi-
cates that a conformal field theory (CFT) can be mapped to string theory, includ-
ing gravitational dynamics, in an asymptotically Anti de Sitter (AdS) spacetime
of one greater dimension.
However the conceptual reach of holography appears to be much wider. It has
been extended to describe a duality between a broad range of strongly coupled
field theories and gravity in the context of QCD quark-gluon plasmas [2], atomic
physics, and condensed matter physics [3, 4, 5]. Holographic renormalization has
been employed to further our understanding of conserved quantities and gravita-
tional thermodynamics in both asymptotically de Sitter [6] and asymptotically flat
spacetimes [7]. The full implications of gravity-gauge duality (in, for example,
elucidating the strong coupling behavior of the non-gravitational theories noted
above) and the precise criterion required for systems to satisfy such a duality re-
main to be understood.
In this context, a proposed duality between Lifshitz field theories and gravi-
tation has recently received much attention. Lifshitz field theories describe the be-
havior of various condensed matter systems near fixed points and exhibit anisotropic
scaling relations between the temporal and spatial coordinates. The conjectured
duality involves adding a bulk coordinate r to the (t, ~x) coordinates of the Lifshitz
theory such that the scaling relation
t→ λzt, r → λ−1r, ~x→ λ~x (1.1)
is an asymptotic symmetry of the gravitational theory, whose natural asymptotic
spacetime metric is [8]
ds2 = −r
2z
l2z
dt2 + l2
dr2
r2
+ r2dΩ2 (1.2)
1
where dΩ2 is independent of r, noted earlier in a braneworld context [9]. An ex-
tended class of vacuum solutions for a sort of higher-dimensional dilaton gravity
with general z appeared as an early example [10]; shortly afterward black hole
solutions, both exact (for z = 2) [11] and numerical (for more general values of
z) [11, 12, 13, 14], were discovered. For z = 1 this scaling symmetry is the fa-
miliar conformal symmetry (in Poincare slicing) relevant to AdS/CFT. For z = 3,
theories with this type of scaling are power-counting renormalizable, providing,
perhaps, a UV completion to the effective gravitational field theory [15]. We note,
however, that unlike Horava-Lifshitz approach, we will not alter the Einstein-
Hilbert action to break spacetime diffeomorphism invariance at the level of the
action but merely consider states that break Lorentz (and conformal) invariance
and add simple types of matter to ensure we can find such solutions. In terms
of AdS/CFT language this is simply a non-normalizable deformation, albeit one
rather larger than usual.
Perhaps the simplest such matter content consists of a massive vector field, in
addition to a cosmological constant, with action for a d-dimensional spacetime
S = κ
∫ √−g(R − 2Λ− 1
4
FabF
ab − m
2
0
2
AaA
a
)
(1.3)
where κ = (16πG)−1 and F = dA. This action admits the exact solution for
d ≥ 3
ds2 = l2
(
− r2zdt2 + dr
2
r2
+ r2dyidyi
)
(1.4)
A = qrzdt (1.5)
where 2 ≤ i ≤ d− 1, provided one takes
m20 =
(d− 2)z
l2
q2 =
2(z − 1)l2
z
Λ = −z
2 + (d− 3)z + (d− 2)2
2l2
(1.6)
The parametrization of the AdS-length l in terms of the cosmological constant Λ
might seem awkward but it greatly simplifies the later equations and in any case
is merely a convention. Note we have not only considered the case of (1.2) where
dΩ2 is flat but also rescaled the coordinates to make them dimensionless, as we
will do in the remainder of this work. Also note that reality of the fields, together
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with the positivity of m20, requires z ≥ 1 and we will restrict our attention to
this case. If one were willing to consider a tachyonic massive vector field, and
the subsequent violation of the weak energy condition, one could consider z < 0
but this case and the resulting geometries are sufficiently exotic so we will not
consider them here. We also note this action may be taken seriously from a string
perspective, since it may be obtained as a consistent truncation of ten and eleven
dimensional supergravity [16].
Another suitable matter content for Lifshitz spacetimes consists of a 2-form F˜
and a (d− 1)-form H coupled together with a Chern-Simons term with action
S = κ
∫ √−g(R− 2Λ− 1
4
F˜abF˜
ab − 1
2(d− 1)!Ha1...ad−1H
a1...ad−1
− γ
2(d− 2)!ǫa1a2a3...adF˜
a1a2Ba3...ad
)
(1.7)
where F˜ = dA˜, H = dB, γ is the Chern-Simons coupling constant, and ǫa1...ad
is the usual volume form for a d-dimensional spacetime. In fact, the two actions
(1.3) and (1.7) are dual. The field equations of motion from (1.7) are
∇bF˜ ba = γ
(d− 1)!ǫ
aa1...ad−1Ha1...ad−1 (1.8)
and
∇a1Ha1a2...ad−1 =
γ
2
ǫaba2...ad−1F˜ab = γ ǫ
aba2...ad−1∇aA˜b (1.9)
In terms of forms (1.9) may be written as
d ⋆ H = γ dA˜ (1.10)
Presuming our space is simply connected (and, as long as the boundary at null
infinity is simply connected, topological censorship [17] ensures that if the space-
time is not simply connected it will be singular) there are no non-exact closed one
forms so
⋆ H = γA˜− dφ (1.11)
for some scalar φ or equivalently
Ha1...ad−1 = −γǫaa1...ad−1A˜a + ǫaa1...ad−1∇aφ = −γǫaa1...ad−1Aa (1.12)
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where Aa = A˜a − 1γ∇aφ. Then, since F = dA = dA˜, (1.8) becomes
∇bF ba = γ2Aa (1.13)
which is simply the field equation for a massive gauge field (1.3) with a mass
m20 = γ
2
. Further, performing an integration by parts on the Chern-Simons term
in (1.7) and inserting the relationship (1.12) into the result transforms the action
(1.7), up to a surface term, into (1.3), completing the demonstration of the duality.
There are, however, two major sets of concerns one might have with these
spacetimes from a bulk (i.e. gravitational) point of view. The first is an issue of
regularity in the interior. In particular, the most studied Lifshitz spacetimes have
been those with what one might dub a flat section, namely (1.4). For the case of
z = 1, the surface r = 0 is simply the Poincare horizon and by transforming to
global coordinates one may smoothly pass though this horizon (see, e.g., [18]).
However, for z 6= 1 the surface r = 0 certainly does not appear to be a horizon.
We will describe its proper interpretation in the next section.
The second set of concerns relate to the stability of these spacetimes. Let
us first note that the usual spinorial proofs of the positive energy theorems [19]
require an asymptotically constant spinor and hence at least asymptotic super-
symmetry. However, the asymptotics we are considering are designed to vio-
late Lorentz invariance, and thus supersymmetry, and so they do not admit such
spinors. This alone might give one pause, since there several examples of even
quite mild modifications of stable spacetimes that break all asymptotic supersym-
metries and produce spacetimes with Hamiltonians which are unbounded from
below [20, 21]. Further, there is no obvious way to put the matter content above in
topologically protected configurations and indeed the examples we will consider
later are topologically trivial both in terms of the spacetime and matter content.
This means one is adding matter to AdS and hoping the boundary conditions alone
are enough to stabilize a configuration that locally would like to collapse.
We then study the initial data problem to address the concerns one might have
about the stability of such spacetimes. For the sake of simplicity, we restrict our
attention to states with maximal transverse symmetry (i.e. take dΩ2 to be a flat,
spherical, or hyperbolic metric) so that there are no independent gravitational de-
grees of freedom but simply those required by non-trivial matter configurations.
Rather surprisingly we find the initial data problem is not generically well-posed
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for these spacetimes. The evolution of normalizable (in a Hamiltonian sense) ini-
tial data produces time dependence at the non-normalizable order (even violating
the leading order asymptotics if z ≥ 2). Conversely, if one insists Lifshitz asymp-
totics are maintained at all times the solution will not be regular in the interior
unless one imposes strong restrictions on the solution not just in the asymptotic
region but throughout the bulk. In particular, despite the fact that in terms of initial
data one has enough freedom to specify a radial profile of the matter field arbi-
trarily, any perturbations that change the mass while preserving the asymptotics
of the matter field are forbidden.
2 Flat Lifshitz solutions and interior regularity
Let us consider issues of geodesic completeness and regularity for the exact metric
often thought to be the ground state for flat d-dimensional Lifshitz solutions
ds2 = l2
(
− r2zdt2 + dr
2
r2
+ r2dyidyi
)
(2.1)
where 2 ≤ i ≤ d − 1. The metric (2.1) has a timelike killing vector and d − 2
spacelike killing vectors, resulting in the conserved energies and momenta
E = −gttt˙ (2.2)
pi = giiy˙i (2.3)
and
x˙µ =
dxµ
dλ
(2.4)
for some affine parameter λ. Then for a geodesic
− k = gttt˙2 + grrr˙2 + Σigyiyi y˙2i (2.5)
that is either timelike (k = 1) or null (k = 0) we have
r˙2 =
E2
l4
r2−2z − Σip
2
i
l4
− kr
2
l2
(2.6)
As r →∞ the behavior of geodesics for z > 1 is qualitatively the same as for an
asymptotically AdS space, namely that timelike geodesics never get out to infinite
5
r but null geodesics do so in finite coordinate time (with the minor caveat that if
the geodesics have any momentum in the planar directions they will turn around
at finite r). On the other hand, as r → 0 for z > 1
rz ∼ ±Ez
l
(λ− λ0) (2.7)
for an appropriate constant λ0.
Note that both timelike and null geodesics travel from finite r to r = 0 in
finite affine parameter, indicating that the space specified by (1.4) is geodesically
incomplete. Of itself this is not necessarily a disaster, for one may have merely
written down coordinates covering only one part of the manifold. As previously
mentioned, for z = 1 the above coordinates correspond to the Poincare patch with
r = 0 the Poincare horizon. If the space is at least C(1), the geodesic equations of
motion will be continuous and since there is enough symmetry to entirely deter-
mine the geodesics in terms of conserved quantities for the part of the manifold
the coordinates cover, at least locally (near r = 0) one obtains another copy of
(1.4) where r(λ) is given by (2.6). For ingoing geodesics as r → 0,
rz ∼ Ez
l
(λ0 − λ) (2.8)
and so rz must change sign at λ = λ0 . Further, we must ensure that r2 remains
real and positive for λ > λ0, for otherwise the metric either becomes complex or
all the gyiyi become negative, as is gtt, and the signature of the manifold would
change. Both of these conditions may be met only if r extends to negative real
values when λ > λ0 and z is an odd integer.
The above suggests that at least for most z one should expect a singularity at
r = 0. However in a “static” orthonormal basis
(e0)α = −lrz∂αt (e1)α = l
r
∂αr (ei)α = lr∂αyi (2.9)
all the components of the affine connection and the Riemann tensor are finite and
in fact constant. Hence all curvature invariants constructed from the Riemann
tensor are finite at r = 0.
To address physical questions, however, we require the components of the
Riemann tensor in a parallelly propagated orthonormal frame (PPON) , that is in
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a basis as measured by an observer traveling along a geodesic. For our purposes it
will suffice to consider radial geodesics (i.e. pi = 0). Then we want a basis with a
unit timelike vector proportional to the four-velocity along such a geodesic. Such
a basis is given along a geodesic with conserved energy E by
(e˜0)α = −E∂αt± Er−1−z
√
1− l
2r2z
E2
∂αr
(e˜1)α = −E
√
1− l
2r2z
E2
∂αt± Er−1−z ∂αr (2.10)
(e˜i)α = lr∂αyi
where the two choices of sign correspond to whether one is considering a radially
ingoing or outgoing geodesic. Then, adopting the notation
Rijkl ≡ Rακγδ(e˜i)α(e˜j)κ(e˜k)γ(e˜l)δ (2.11)
(i.e. the components in a PPON frame) we obtain
R0101 =
z2
l2
Rijij = − 1
l2
(i 6= j)
R0i0i =
1
l2
+
E2(z − 1)
l4r2z
(2.12)
R1i1i = − z
l2
+
E2(z − 1)
l4r2z
R0i1i =
E2(z − 1)
l4r2z
√
1− l
2r2z
E2
(where 2 ≤ i, j ≤ d − 2) for the nonzero components of the Riemann tensor.
Hence tidal forces diverge as r → 0 if z 6= 1.
Note that the normal to surfaces of constant r is spacelike at any nonzero r but
beomes null as r → 0, just as in the Poincare slicing of AdS
∇ar∇ar = grr = r
2
l2
(2.13)
so r = 0 is a null surface. This can also be seen in terms of the metric by defining
τ = t− 1
zrz
(2.14)
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r =∞
r =
 0
r 
=
 0
Figure 1: Penrose diagram for flat Lifshitz spacetimes
and
u =
2
z
rz (2.15)
since then (2.1) becomes
ds2 = l2
[
− z
2
4
u2dτ 2 + dτdu+
(zu
2
)2/z
dyidyi
]
(2.16)
Then, given the above, the spacetime has a null curvature singularity similar that
of singular gravitational plane waves [22]. We emphasize that the above obser-
vation regarding large tidal forces near r = 0 has been noted before [8], as has a
description of the r = 0 surface as a null singularity along with some details of the
divergence for null geodesics [3]. Since the spacetime possesses time symmetry
and has both ingoing and outgoing null rays, the Penrose diagram (see Figure 1)
for the Lifshitz spacetime (1.2) looks like the Poincare patch, except with singu-
larities along what would be a Poincare horizon for z = 1. Since any observer can
see the past null singularity the metric (1.2) describes a spacetime with a naked
singularity.
Note the fact that r = 0 is a null surface means the “static” orthonormal
frame is not one any physical observer can reach with a finite boost. The frame
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is, however, useful in allowing us to constrain α′ effects. The components of the
field strength and Riemann tensor (as well as the connection) contracted into the
static frame one-forms, are finite near r = 0 and in fact constant throughout the
space. Hence at least for sufficiently small lp/l, α′ corrections will be approxi-
mately constant throughout the space and thus can not become large near r = 0
(affording at least the possibility of resolving the singularity) without becoming
significant throughout the space, including in the asymptotic region. As one in-
creases lp/l non-linear effects among the Planck-suppresed terms become signif-
icant, although it is difficult to imagine a scenario where the asymptotic region
is dominated by stringy effects for very small lp/l but becomes approximately
classical, at least for some range, as one increases lp/l. Furthermore these so-
lutions have not required a non-trivial dilaton and the consistent embeddings of
Lifshitz spacetimes into string theory that we are aware of do not involve the dila-
ton becoming large at r = 0 while remaining small asymptotically. In particular,
explicit lifts involving a constant dilaton [16] and a dilaton that is independent of
the Lifshitz directions [23] have both been presented. Hence it appears futile to
appeal to string loop effects to resolve this singularity.1 Note the proposition that
one loses control of the calculation throughout a low-curvature, weakly coupled
region, especially considering the embeddings of these solutions and action into
honest supergravity solutions, would actually be quite radical. Hence the con-
servative perspective would seem to be to conclude these singularities should be
regarded as pathological in string theory, as well as classically.
One might be concerned that the above argument contradicts the conjecture of
Gubser [25] connecting acceptable singularities to those that may be cloaked by
an event horizon. To the best of our knowledge, there is in fact no contradiction at
present between this conjecture and the above argument. While one may construct
static Lifshitz black holes with regular horizons, as we have noted above, the
solutions constructed to date describe eternal black holes and, as usual, have a
naked singularity in the past. One might presume that, as in flat space, one could
begin with a regular spacetime and collapse matter to form a black hole without
this undesirable feature. However, to carry out this program we would need an
1This feature distinguishes the present case from extremal Dp-branes for p > 3 where one
again has a null singularity in the metric [24] but one also has a diverging dilaton and so stringy
corrections can resolve the singularity.
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asymptotic flat Lifshitz spacetime that is free of (naked) singularities in the interior
to begin with. As we will now discuss, at least the obvious candidates for such
solutions either fail to exist or have hidden singularities.
We then wish to search for states with Lifshitz asymptotics that are also sensi-
ble in the interior, both to try to find some regular (or at least not nakedly singular)
solution that corresponds to the ground state for Lifshitz asymptotics and to ex-
plore the possible tension with Gubser’s conjecture. Let us consider all static
solutions which, like (2.1), might be described as plane symmetric and has only
an electric field2
ds2 = l2
(
f1(r)dt
2 +
dr2
W (r)
+ r2dyidy
i
)
A = α(r)dt (2.17)
and asymptotically Lifshitz, namely that asymptotically f1(r)→ −r2z andW (r)→
r2. The Einstein and field equations are equivalent to
f ′1(r)+
f1(r)
r
(
d−3+ 2l
2Λr2
(d− 2)W (r)
)
=
r
2(d− 2)
((α′(r))2
l2
−m
2
0α
2(r)
W (r)
)
(2.18)
W ′(r) + (d− 3)W (r)
r
+
2l2Λr
d − 2 =
r
2(d− 2)f1(r)
(
m20α
2(r) +
W (r)(α′(r))2
l2
)
(2.19)
and
α′′(r) = −(d− 2)α
′(r)
r
− m
2
0 rα
2(r)α′(r)
2(d− 2)f1(r)W (r) +
l2m20α(r)
W (r)
(2.20)
Let us first consider whether there are any possible values of the constants m0
and Λ or asymptotics for α(r), besides those in our previous exact solution (1.6),
consistent with the desired metric asymptotics. Solving algebraically (2.18) and
(2.19) for α(r) asymptotically, one finds α2(r) → 2(d− 2)(z − 1)r2z/m20 as
r → ∞. Using the remaining equations at leading order, one finds m0 and Λ
are required to take precisely the same values as in (1.6). In other words, the
2The absence of a radial magnetic field is actually no restriction since this would result in time
dependence, as we will later see explicitly. This result should not be surprising since a radial
magnetic field would result in electromagnetic momentum.
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asymptotics for the potential and constants m0 and Λ we had previously consid-
ered are not just sufficient but necessary conditions to have a metric with the given
symmetries and desired asymptotics.
In searching for a geometry for a flat-section asymptotically Lifshitz solution
that corresponds to a ground state and is regular in the deep interior, the two
obvious possibilities are a usual Poincare-type horizon at r = 0 or an extremal
black hole.3 In the case of the first possibility, we must assume that as r → 0,
W (r) ≈ w0r2 and f1(r) ≈ −w0r2 for some constant w0. Note of course the
constant for f1(r) is arbitrary as far as any local considerations are concerned;
one could always rescale t to set it to any desired value. Now examining (2.19),
this means the left hand side has a determined limit as r → 0. Since both terms on
the right hand side of (2.19) have the same sign, then as r → 0 either α(r) → 0
faster than r (and the left hand side of (2.19) vanishes at leading order) yielding
w0 = − 2Λ
(d− 1)(d− 2) (2.21)
or otherwise
α(r)→ a0r (2.22)
for
a20 = −
2l2w0(2l
2Λ + (d− 1)(d− 2)w0)
w0 + l2m20
(2.23)
However inserting (2.23) into (2.18) at leading order one quickly finds that (2.21)
is required anyway and a0 = 0. Then we must take (2.21) and α(r) going to zero
faster than r as r → 0. Solving (2.18)-(2.20) at leading order as r → 0 one finds
α(r)→ a1rn1 (2.24)
where
n1 = −d− 3
2
+
1
2
√
(d− 3)2 + 4z(d− 1)(d− 2)
2
z2 + (d− 3)z + (d− 2)2 (2.25)
3The matter content here respects the null energy condition so via the usual argument with the
Raychaudhuri equation one expects wormhole-type solutions are impossible. Concretely, if one
tries to find a solution where W (r) → (r − r0)2 and f1(r0) 6= 0, (2.19) shows α(r0) 6= 0 (and
f1(r0) < 0) and this is not compatible with (2.18).
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Plotting n1 for d = 4 one finds a range of z for which n1 > 1. However n1 is much
smaller than one would expect; in fact for d = 4 it is maximized at z = 2 where
n1 ≈ 1.1279. These small fractional powers suggest one should be concerned
about the regularity of the solution as r → 0, for these powers will feed into the
metric functions via (2.18) and (2.19) and since the Riemann tensor involves two
derivatives certain components of the Riemann tensor threaten to diverge.
If one takes the obvious static orthonormal basis
(e0)α = −l
√
−f1(r)∂αt (e1)α = l 1√
W (r)
∂αr (ei)α = lr∂αyi (2.26)
all the components of the affine connection and the Riemann tensor, as well as the
field strength, contracted into this basis are finite at r = 0. Hence all curvature
invariants from the Riemann tensor are finite as well.
As above, however, this does not guarantee the absence of singularities and
hence we again consider the components of the Riemann tensor in a parallelly
propagated orthornormal frame. Again limiting our attention to considering radial
geodesics and finding a basis with a unit timelike vector prportional to the four-
velocity along radial geodesics with conserved energy E
(e˜0)α = −E ∂αt± l
√
−1− E2
l2f1(r)
W (r)
∂αr
(e˜1)α = −
√
E2 + l2f1(r) ∂αt± E√−f1(r)W (r) ∂αr (2.27)
(e˜i)α = lr∂αyi
where the upper and lower signs correspon to radially outgoing and ingoing geodesics
respectively. Using the equations of motion (2.18)-(2.20) one can show unless
α(r) ∼ r2 or faster as r → 0 components of the Riemann tensor contracted with
this PPON diverge
Raibi → (d− 1)
2(d− 2)2zE2
8l10Λ2
α2(r)
r4
(2.28)
where a and b are either 0 or 1. Examining n1 it is easy to check there is a
range of z where n1 ≥ 2 only if d ≥ 8. Hence, at least up through seven di-
mensions, the naively smooth solution which tries to interpolate between Lifshitz
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asymptotics, including the renormalization group flow solution of [8], has a naked
singularity very much like the naive ground state discussed before. Although for
higher dimensions there is no such obvious problem, we are not aware of either
explicit constructions of such solutions or more importantly embeddings of such
high dimensional Lifshitz solutions into ten or eleven dimensional supergravity
solutions.
For our last attempt in finding a reasonable ground state for these asymptotics,
let us suppose the above equations admit extremal black holes. Then there must
be some constant r0 such that as r → r0, W (r) → w1(r − r0)2 and f1(r) →
−t1(r − r0)2 for some positive constants t1 and w1. Proceeding as before, (2.19)
then requires as r → r0,
α(r)→ a2(r − r0) (2.29)
where
a22 =
2(z2 + (d− 3)z + (d− 2)2)
(d− 2)z + w1 l
2t1 = − 4l
4Λt1
(d− 2)z + w1 (2.30)
Then (2.20) would imply that as r → r0,
α′′(r)→ zr0
2l2
a32
w1t1(r − r0)2 (2.31)
implying that α(r) is logarithmically divergent as r → r0, in contradiction with
(2.29). While a very broad-minded reader might wonder if the above is overly
restrictive in assuming w1 > 0, the above is still correct at leading order unless
one tunes w1 < 0 such that (2.19) at leading order is consistent with α ∼ (r−r0)n0
where n0 < 1. It is straightforward to check this scenario with a diverging field
strength is not compatible with (2.20).
Finally, one might simply try to content oneself with studying black holes with
these asymptotics. While indeed the solutions of this type appear to be perfectly
acceptable, note the existence of a regular black hole (i.e. one with a regular
horizon) does not mean the theory one is dealing with is sensible and in particu-
lar has a well-defined ground state. Probably the most familiar example is found
in Kaluza-Klein theory by taking boundary conditions of antiperiodic fermions
around the asymptotic Kaluza-Klein directions; one may construct perfectly reg-
ular black holes in this theory, despite the fact such boundary solutions admit
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regular states of arbitrarily negative energy [20]. Another, even more extreme,
example is the fact that one could collapse a positive mass shell around a negative
mass Schwarzschild black hole to produce a perfectly regular positive mass black
hole. However, if the singularity of negative mass Schwarzschild were to be re-
solved by quantum gravity effects it would be disastrous for string theory or any
other theory of quantum gravity [26].
3 Lifshitz spacetimes and the initial value problem
3.1 Hamiltonian formalism
As mentioned previously, one might worry that the matter content supporting the
Lifshitz asymptotics could relax away. For fixed boundary conditions this would,
at least generically, translate into the statement that the spacetime with the given
asymptotics admit states of arbitrarily negative energy. We need not assume such
states are stationary (indeed one would be surprised if they were) or construct
a full spacetime solution but merely construct states consistent with Einstein’s
equations with some fixed conserved energy. Generically, of course, the states
will time evolve, in a manner specified by the Einstein and field equations, but
this evolution will not change the conserved energy. In the language of Hamilto-
nian mechanics, we need only satisfy the initial data constraints. The value of the
energy for these spacetimes may be directly obtained by finding the on-shell value
of the Hamiltonian for these states. Previous definitions of the energy have been
given in terms of holographic renormalization [27, 28], in the case of a flat spatial
boundary metric, and background subtraction [12]. Presumably, all these defi-
nitions agree up to zero point ambiguities and subtleties involving the definition
of “normalizable” modes within the respective approaches4, although we will not
seek to make that comparison here. Rather we simply take the perspective that any
sensible definition of the energy must be equivalent, up to zero point ambiguities,
to the on-shell value of the Hamiltonian.
For the sake of simplicity we will restrict our attention to four dimensions and
4Indeed, a disagreement between between the background subtraction and holographic renor-
malization definitions of normalizability is known to take place for z ≦ 2.
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consider the action for a massive vector field,
S = κ
∫ √−g(R − 2Λ− 1
4
FabF
ab − m
2
0
2
AaA
a
)
(3.1)
where κ = (16πG)−1 and F = dA and
m20 =
2z
l2
Λ = −(z
2 + z + 4)
2l2
(3.2)
We will consider spacetimes with Lifshitz asymptotics, namely that asymptoti-
cally
ds2 → l2
(
− r2zdt2 + dr
2
r2
+ r2dΩ2
)
A → qrzdt (3.3)
where
q2 =
2(z − 1)l2
z
(3.4)
and dΩ2 is not required to be flat, although for technical simplicity we will later
require it to be a constant curvature space (i.e. plane, sphere, or hyperboloid). As
we will see below and has been observed in the construction of various explicit
solutions [11, 12, 13, 14], the curvature of dΩ2, if any, will enter asymptotically
only at subleading order and so we take Λ and m0, as well as the asymptotics of
A to be consistent with their values in the flat case (1.4, 1.6).
We then perform the usual Hamiltonian decomposition into space and time for
a spacelike slice Σ with unit timelike normal na. The spatial metric induced on
the surface is given by hab = gab + nanb. It will be useful to define the potential
as
φ = naAa (3.5)
and the “electric field”
Ea = nbF
ba (3.6)
The canonical momentum differs from the above “electric field” by a factor of the
determinant h of the metric hab
πa =
∂L
∂A˙a
= κ
√
hEa (3.7)
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where the time derivative of Aa is given by the projection of the Lie derivative
into the surface Σ
A˙a = h
b
aLξAb (3.8)
and the time evolution vector ξ may be decomposed as usual into the lapse and
shift as
ξa = Nna +Na (3.9)
where
N = −naξa (3.10)
and
Na = habξ
b (3.11)
The canonical Hamiltonian density derived from the above Lagrangian density L
is
H = πaA˙a + π(G)abh˙ab −L (3.12)
where the momentum canonically conjugate to the spatial metric hab is, as usual,
πabG =
∂L
∂h˙ab
= κ
√
h(Kab − habK) (3.13)
where Kab is the extrinsic curvature, K = Kabhab, and
h˙ab = h
c
ah
d
bLξhcd (3.14)
Up to surface terms, which we will deal with shortly, the canonical Hamiltonian
is the generator of time translations and thus vanishes on-shell. In other words,
the Hamiltonian takes the pure constraint form
H =
∫
NC0 +N
aCa + ξ
aAa C (3.15)
Each of the above C’s corresponds to a constraint–that is one of Einstein’s equa-
tions or a field equation with no second time derivatives and hence which must
be satisfied by any initial data. The remaining Einstein and field equations then
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specify the time evolution of that state. The scalar constraint is
C0 = 2κ
√
h(Tab −Gab)nanb
= −κ
√
hR(3) +
1
κ
√
h
(
π(G)
ab
π
(G)
ab −
π2(G)
2
)
+ 2κ
√
hΛ
+κ
√
h
m20
2
(A¯aA¯a + φ
2) +
κ
√
h
4
F¯abF¯
ab +
πaπa
2κ
√
h
(3.16)
where the spatial component of the potential and field strength are given by
A¯a = h
b
aAb
F¯ab = h
c
ah
d
bFcd (3.17)
and R(3) is the Ricci scalar calculated using the spatial metric hab. The momentum
constraint is
Ca = 2κ
√
h(Tcb −Gcb)hcanb
= −2
√
hDb
(π(G)ba√
h
)
+ F¯abπ
b +m20κ
√
hφA¯a (3.18)
where Da is the covariant derivative compatible with hab. Finally, the gauge con-
straint is
C = −κ
√
h
[
Da
( πa
κ
√
h
)
+m20φ
]
(3.19)
The appropriate surface terms for the Hamiltonian are determined by demand-
ing that when one performs integration by parts on the above pure constraint
Hamiltonian to derive the equations of motion, the resulting surface terms can-
cel with those we add by hand. If one fails to do this, the desired bulk equations
of motion do not actually extremize the Hamiltonian, or in other words the Hamil-
tonian does not have a good variational principle. To ensure that it does, we must
add the surface terms
Hs = κ
∫
dSahbc
[
NDc(δhab)−NDa(δhbc)−Dc(N)δhab +Da(N)δhbc
]
+
∫
dSa
[
2Nb
δπab√
h
+ 2N c
πab√
h
δhbc −Na π
bc
√
h
δhbc
]
−
∫
dSaNκ
√
hF¯ abδA¯b −
∫
dSaN
aπbδA¯b +
∫
dSbπ
bNaδA¯a
+
∫
dSaξ
bAb
δπa√
h
(3.20)
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3.2 Defining the energy
Recall we wish to define the energy via the on-shell value of the Hamiltonian,
which implies the value of the energy is simply given by evaluation the above
surface terms (3.20), since the constraint terms vanish on-shell. For the sake of
simplicity, we confine our attention to the simplest initial data generalizing the
previous exact flat solution (1.4), that is a metric of the form
ds2 = l2
[ dr2
W (r)
+ r2kij(y)dy
idyj
]
(3.21)
along with
A¯a = 0 π
(G)ab = 0 (3.22)
where the only nonzero components of the fields are φ(r) and πr(r) (as well as,
of course, cosmological constant) consistent with the statement that as r →∞
At → qrz (3.23)
To match Lifshitz asymptotics, we require that asymptotically
W (r) → r2
N → rz
Na → 0 (3.24)
Given A¯a = 0 and π(G)
ab
= 0, a nonzero Na will not enter into our analysis and
we need not concern ourselves with the rate at which it must falloff (or general-
izing the discussion to the case where it does not falloff asymptotically). We also
assume kij describes a constant curvature space (if one does not do so, generically
grr(r, yi) and the solution of the constraint is difficult to obtain explicitly) with
any given sign of the curvature, that is R2, S2, or the hyperbolic metric H2. In
the last case we note one is free to make identifications on the hyperbolic space to
make it compact [31]. While we use the above as technically simplifying assump-
tions, it is reasonably clear from the constraint (3.16) that any other contributions
will only serve to increase the energy. In particular, there does not seem to be
any reason to believe that allowing nonzero gravitational momentum or a generic
kij(r, y) produces any different effects from the usual z = 1 AdS case where one
has the standard positive energy theorems [19].
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We now wish to consider the boundary conditions we must impose of the fields
such that the Hamiltonian will be finite, or, in language more familiar to string
theorists, that the perturbations will be normalizable. At this point it becomes
convenient to factor out the asymptotic behavior π and introduce a new function
f(r) such that
πr
κ
= −qzr2
[
1 +
f(r)
r2
]√
k(0) (3.25)
where k(0) is the determinant of kij . The standard Heannaux-Teitelboim [30] type
boundary conditions require that each of the individual terms in the above Hamil-
tonian is finite or equivalently that the normalizable part of the field falls off at
least as fast as
δf ∼ r−z (3.26)
and the normalizable part of W (r) (i.e. the normalizable metric perturbation) falls
off at least as fast as
δW ∼ r−z (3.27)
One may potentially still ensure a finite Hamiltonian for slower falloff rates pro-
vided one agrees to impose, as a boundary condition, extra correlations between
the asymptotic metric and asymptotic vector field. As a matter of principle the
status of such boundary conditions is not entirely clear, but even if one agrees to
allow them this will not cure the problems we will discuss below.
Then, presuming one takes the above standard boundary conditions, we may
separate out the normalizable and non-normalizable parts of the vector field as
f(r) = f0(r) + γ(r)r
−z (3.28)
where f0(r) is the non-normalizable asymptotic part of the field specified as part
of the boundary conditions and asymptotically γ(r) approaches some finite (pos-
sibly zero) value in accordance with (3.26). Likewise for the metric
W (r) = W0(r)− µ(r)r−z (3.29)
where W0(r) is regarded as fixed by the boundary conditions (W0(r) = r2 + . . .)
and µ(r) (often known in other contexts as the “mass function”) corresponds to the
normalizable piece and (by (3.27)) approaches a constant asymptotically. Given
all of the above, the energy becomes
E = κΩk2l
2
(
µ(∞)− (z − 1)γ(∞)
)
(3.30)
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One might be surprised that the above expression for the energy contains a
contribution not just from the asymptotic part of the metric but from the asymp-
totic electric field as well. The latter contribution arises from the last surface term
in (3.20) ∫
dSaξ
bAb
δπa√
h
(3.31)
In asymptotically AdS (or asymptotically flat) spacetimes ξaAa approaches a con-
stant and one has enough gauge freedom to insist that ξaAa vanishes asymptoti-
cally. Indeed, in that situation, the value of the Hamiltonian for a charged system
is not well defined until the asymptotic value of ξaAa is specified. In simple lan-
guage the energy is not fixed for standard AdS charged solutions until the potential
at infinity is fixed.
Here we have a rather more delicate situation and if one tried to define the
energy without considering such a term the resulting expression would not be
diffeomorphism invariant. Consider the asymptotic radial redefinition
r = r¯(1 + α r¯−z−2) (3.32)
for some constant α and where, if it is not immediately apparent, the power is
chosen such that the above falloff conditions for the metric are preserved (i.e. the
gravitational surface terms in the Hamiltonian are finite and we have a proper dif-
feomorphism). Then, consider the generalization of the above (3.21, 3.25) where
r is not gauge fixed beyond the normalizable order (i.e. one allows various defini-
tions of r consistent with (3.32))
ds2 =
dr2
W0(r)− µ(r)rz
+ r2
(
k
(0)
ij (y) +
δkij(r, y)
rz+2
)
dyidyj
πr
κ
= −qz
[
r2 + f0(r) + γ(r)r
−z
]√
k(0) (3.33)
and we assume δkij asymptotically has a finite value. Then a similiar calculation
to that above shows that the gravitational terms yield
Eg ≡ κ
∫
dSahbc
[
NDc(δhab)−NDa(δhbc)−Dc(N)δhab +Da(N)δhbc
]
= κ
∫
dΩ
√
k(0)l2
[
2µ(∞) + (2z + 1)δk(∞)
]
(3.34)
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where δk(∞) = limr→∞ k(0)ijδkij(r, y). A few lines of algebra shows that the
expressions for µ(∞) and δkij(∞) are related to the corresponding quantities
calculated in the r¯ coordinate system by
µ¯(∞) = µ(∞)− 2(z + 2)α
δk¯ij(∞) = δkij(∞) + 2αk(0)ij (3.35)
and hence
2µ¯(∞) + (2z + 1)δk¯(∞) = 2µ(∞) + (2z + 1)δk(∞) + 4(z − 1)α (3.36)
Hence for z 6= 1 this definition of energy would not be diffeomorphism invariant.
However, noting (3.33), under this diffeormorphism γ(∞) shifts by a constant
γ¯(∞) = γ(∞) + 2α (3.37)
Note then any attempt to regard γ(∞) as a boundary condition is not consistent
with this diffeomorphism. Perhaps more importantly, the shift (3.37) is precisely
what is required to make the value of the Hamiltonian invariant under the diffeor-
morphism (3.32).
3.3 Solving the constraints
Given the above symmetry and matter field assumptions, the scalar constraint be-
comes
R(3) = 2Λ +
m20
2
φ2 +
πaπa
2κ2h
(3.38)
the momentum constraint becomes trivial, and the gauge constraint becomes
Da
( πa
κ
√
h
)
=
1√
h
∂a
(πa
κ
)
= −m20φ (3.39)
Recalling the previous definition for f(r) (3.25)
πr
κ
= −qzr2
[
1 +
f(r)
r2
]√
k(0) (3.40)
the gauge constraint is equivalent to the statement that
φ = ql2r
√
k(0)√
h
[
1 +
f ′(r)
2r
]
(3.41)
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Likewise, the scalar constraint (3.38) becomes
R(3) = 2Λ +
(z − 1)W (r)
2l2r4
(2r + f ′(r))2 +
z(z − 1)
r4l2
(f(r) + r2)2 (3.42)
or
W ′(r) + b0(r)W (r) = b1(r) (3.43)
where
b0 =
1
r
+
(z − 1)
4r3
(2r + f ′(r))2
b1 =
R(0)
2r
− Λl2r − z(z − 1)
2r3
(
r2 + f(r)
)2
(3.44)
and R(0) is the Ricci scalar calculated using kij(y).
Note then while the constraints determine φ exactly (3.41) and the metric in
terms of a first order ordinarily differential equation (3.43), we are still free to
specify f(r) to be an arbitrary function. To deal with the remaining freedom in
(3.43), note that provided that f(r) eventually falls off (to be precise, asymptot-
ically f ′(r) ≪ r), b0(r) → z/r and (3.43) does not fix a term in W (r) that
asymptotically goes as r−z. Once one insists that the solution is regular–namely
that W (r) does not diverge at the origin or vanishes at the horizon, depending on
the case under consideration–this freedom will be fixed. Physically this contribu-
tion will enter into the mass (µ(∞) in (3.30) if one takes conventional boundary
conditions) and reflects the fact that the energy depends on the behavior of f(r)
throughout the spacetime.
3.4 Exact solutions
Let us pause for a moment to consider exact solutions. It is rather difficult to
find f(r) such that one can explicitly integrate (3.43) but there is one exception–
namely when f(r) is a constant. In the case R(0) = 0 the only such static solutions
are simply the previously known exact flat solution (1.4). For R(0) 6= 0 one recov-
ers two additional classes of exact solutions. In the first, z = 2 and f(r) = 0 with
the result
ds2 = l2
[
− r2
(
r2 +
k
2
)
dt2 +
dr2
r2 + k
2
+ r2dΩ2
]
At = l
(
r2 +
k
2
)
(3.45)
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where dΩ2 is a unit sphere or hyperbolic metric, depending on whether k = ±1
dΩ2 = dθ2 +
sin2(
√
kθ)
k
dφ2 (3.46)
These solutions, first found by numerically inspired guesswork [11], describe a
naked singularity (at r = 0) if k = 1 and a black hole with a regular horizon if
k = −1.
The second class of static solutions, also previously found by guesswork in
the case of positive R(0) [12], exist provided z = 4 and describe black holes with
regular horizons for k = ±1
ds2 = l2
[
− r6h(r)dt2 + dr
2
h(r)
+ r2dΩ2
]
At = l
√
3
2
r2h(r) (3.47)
where
h(r) = r2 +
k
10
− 3
400r2
(3.48)
and dΩ2 is as before (3.46).
3.5 Time evolution of initial data
As we have remarked before, we may solve the constraints with an arbitrary f(r).
Provided that only asymptotically f(r) ≪ r2, the spatial metric, at least at the
time we are specifying the initial data, is asymptotically Lifshitz (W (r) = r2 +
. . ., where the omitted terms are subleading). This is significantly more freedom
than one might have guessed and in particular, the non-normalizable piece of the
electric field f0(r) has not yet been fixed. However, given generic initial data
the spacetime solution will generically evolve as a function of time and one might
worry that a generic f0(r) could result in time dependence in the non-normalizable
parts of the metric. Hence we wish to check that the time evolution of the above
initial data does not produce time dependence at an order much larger than the
normalizable level. Asking for the full time evolution is a question that can be
addressed generically only numerically, but it is straightforward to calculate the
initial acceleration of the spatial metric and this will be sufficient for our purposes.
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Given the above Hamiltonian densityH (3.15) it is straightforward to find the
field equations for the metric
h˙ab =
δH
δπab
π˙ab = − δH
δhab
(3.49)
Note we are free to consider a time evolution vector consistent with the simplest
Lifshitz spacetimes, namely that the shift vanishes and the lapse is only a function
of r. Given these assumptions and the fact that there is no initial gravitational
momentum or magnetic field (although, of course, evolution generically produces
both) a bit of algebra shows
h¨ab(0) = 2N
2
[DaDb(N)
N
− R(3)ab + hab
R(3)
4
+
hab
4
(
2Λ− m
2
0
2
φ2
)
− πaπb
2κ2h
+
hab
8κ2h
πcπc
]
(3.50)
Then plugging in the above metric (3.21) and field content (3.25, 3.41) the accel-
eration in the transverse directions is
h¨ij(0) = 2N
2kij
[
W
r∂rN
N
+
W
2
− R
(0)
4
+
Λl2r2
2
− m
2
0q
2W
8
(
1 +
f ′
2r
)2
+
q2z2
8l2r2
(r2 + f)2
]
(3.51)
and in the radial direction by
h¨rr(0) =
2N2
W
[
W
∂2rN
N
+
W ′
2
∂rN
N
+
W ′
2r
− W
2r2
+
Λl2
2
+
R(0)
4r2
− m
2
0q
2
8r2
W
(
1 +
f ′
2r
)2
− 3q
2z2
8l2
(
1 +
f
r2
)2]
(3.52)
Choosing N(r) such that we maintain explicit spherical/planar/hyperbolic sym-
metry (i.e. h¨ij(0) = 0) and using the scalar constraint (3.43) to determine W ′(r)
one then finds
h¨rr(0) =
4(z − 1)
r2
N2
W
(
1 +
f ′
2r
)[
r2 +
R(0)
4
−W
(
1 +
3f ′
4r
− f
′′
4
)
+
rf ′
2
(
1 +
z
2
+
R(0)
4r2
)
− z
2f
2
− z(z − 1)f
2
4r2
(
1 +
rf ′
f
+
f ′
2r
)]
(3.53)
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Since for these spacetimes
hrr =
l2
W (r)
(3.54)
where asymptotically W (r) → r2, to maintain Lifshitz boundary conditions at
a minimum we must require that h¨rr(0) falls off faster asymptotically than r−2.
More generically, recalling that the normalizable part of W (r), which again we
recall reflects regularity in the interior and the behavior of f(r) throughout the
spacetime, is of order r−z asymptotically, then if the time evolution of the initial
data does not produce time dependence beyond normalizable order it must be true
that asymptotically
h¨rr(0) ∼ r−z−4 (3.55)
or smaller.
On the other hand, since asymptotically N ∼ rz and W ∼ r2
N2
r2W
∼ r2z−4 (3.56)
then the term in brackets in (3.53) must falloff faster than r2−2z to avoid breaking
Lifshitz boundary conditions and falloff at least as fast as r−3z if time evolution
does not produce time dependence beyond the normalizable order. However, the
normalizable component of W (r) at order r−z, unless it is exactly canceled by
a normalizable perturbation in f(r), breaks the first condition if z ≥ 2 and the
second for all z > 1. That is, if one insists upon regularity in the interior, unless
one finely tunes the behavior of f(r) in the interior such that solving the scalar
constraint (3.43) the resulting term in W (r) exactly cancels the term at order r−z
from f(r), as well as any non-linear correction from terms falling off more slowly,
the time evolution of the initial data will violate the Lifshitz boundary conditions
at leading order if z ≥ 2 and produce time dependence in the non-normalizable
parts of the metric for all z > 1. Finally note in the case z = 1, where one recovers
empty AdS with no massive vector field, h¨rr(0) (3.53) vanishes identically. This
simply reflects Birkhoff’s theorem or more intuitively the fact that with this much
symmetry and no matter field there are no local degrees of freedom left in the
spacetime.
The reader might be concerned that the above results are contaminated by
some subtlety involving orders of limits for large r and small times. The most
25
direct way to check this concern is to do an expansion at large r assuming Lifshitz
asymptotics at all times and look for a similar constraint. This is the subject of the
next section.
3.6 Asymptotic expansion
Now we wish to consider in some level of detail the behavior of the metric and
fields near infinity. We will need the analog of the Fefferman-Graham expansion
[45] and hence go somewhat beyond beyond the results in linearized perturba-
tion theory previously obtained ([27], [12]). For the sake of simplicitly we will
confine our attention, as before, to the case of transverse symmetry (i.e. planar,
spherical, or hyperbolic symmetry depending on the sign of R(0)). The asymptotic
expressions are substantially simpler in Gaussian normal gauge where we choose
grr = r
−2 and gra = 0 for a 6= r. This differs from the previous gauge used
in solving the initial data problem (where this gauge choice would transform the
scalar constraint (3.16) into a non-linear second order differential equation) but it
is straightforward to perform a diffeomorphism to compare the results. Given the
assumption of transverse symmetry, the metric will be of the form
ds2 = l2
[
− r2zt0(r, t)dt2 + dr
2
r2
+ r2a0(r, t)kij(y)dy
idyj
]
(3.57)
and the massive vector field of the form
A = q rzb0(r, t)dt+ l r
−z−1αr(r, t)dr (3.58)
Then the Einstein and field equations yield
αr =
a˙0√
2z(z − 1)a0b0
[
z − 1 + ra
′
0
2a0
+
rt′0
2t0
]
− ra˙
′
0√
2z(z − 1)a0b0
(3.59)
r2a′′0 =
R(0)
2r2
− (z2 + z − 2) a0
2t0
(b20 − t0)− 4ra′0
(
1− ra
′
0
16a0
)
− (z − 1)rb0b′0
a0
t0
(
1 +
rb′0
2zb0
)
+O(r−2zα˙r, r−2za˙20) (3.60)
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rt′0 =
1
2za0(2a0 + ra′0)
[
− 2z(z − 1)(z − 2)a20(b20 − t0) + 2za0t0
R(0)
r2
− 4z(z + 1)t0a0ra′0
(
1 +
ra′0
4(1 + z)a0
)
− 4z(z − 1)a20rb0b′0
(
1 +
rb′0
2zb0
)
+ O(r−2zα˙r, r−2za¨0, r−2za˙20, r−2z t˙0a˙0)
]
(3.61)
r2b′′0 = −(3 + z)
[
1 +
ra′0
(3 + z)a0
− rt
′
0
2(3 + z)t0
]
rb′0
− zb0 ra
′
0
a0
+ zb0
rt′0
2t0
+O(r−2zα˙r, r1−2za˙′0) (3.62)
r2t′′0 =
3
2
(z2 + z − 2)(b20 − t0)−
t0R
(0)
2a0r2
− (z − 1)rt0a
′
0
a0
(
1− ra
′
0
4(z − 1)a0
)
+ 3(z − 1)rb0b′0
(
1 +
rb′0
2zb0
)
− 2(z + 1)rt′0
(
1 +
ra′0
4(z + 1)a0
− rt
′
0
4(z + 1)t0
)
+ O(r−2zα¨r, r−2za¨0, r−2za˙20, r−2za˙0t˙0) (3.63)
rb˙′0 =
a˙0
a0
[ z
b0
(t0 − b20)− rb′0 +
z
2(z − 1)
t0ra
′
0
a0b0
+
z
2(z − 1)
rt′0
b0
]
+
zb0
2t0
t˙0
(
1 +
rb′0
zb0
)
− zt0ra˙
′
0
(z − 1)a0b0 − zb˙0
+ O(r−2zα¨r, r−2zα˙ra˙0, r−2zα˙r t˙0) (3.64)
where for all the above functions fi(r, t), f ′i = ∂rfi and f˙i = ∂tfi. Note we further
assume that asymptotically derivatives of the above functions falloff, namely
rf ′i(r, t)≪ fi(r, t) (3.65)
Note that once one requires a0, b0, and t0 all approach unity asymptotically, (3.60)-
(3.62) imply the solution is specified up to, at most, two time dependent functions.
In fact (3.64) restricts these functions and, as we will see below, in each case the
spacetime is specified by one constant and one time dependent function. Solving
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the above equations to leading order one finds for z 6= 2,
b0(r, t) ≈ 1 + (z − 4)R
(0)
8(z2 − 2z + 2)r2 +K0r
−z−2 + C1(t)r
n1 + C2(t)r
n2
t0(r, t) ≈ 1− (z − 2)R
(0)
4(z2 − 2z + 2)r2 −
4(z − 1)K0
z2 + z + 4
r−2−z +
+
(10− z + 3γ)C1(t)
5z
rn1 +
(10− z − 3γ)C2(t)
5z
rn2
a0(r, t) ≈ 1− R
(0)
4(z2 − 2z + 2)r2 −
2(z − 1)K0
z2 + z + 4
r−z−2
− (3z + γ)C1(t)
5z
rn1 +
(−3z + γ)C2(t)
5z
rn2 (3.66)
where K0 is a constant and
γ =
√
9z2 − 20z + 20
n1 = −z
2
− 1 + γ
2
n2 = −z
2
− 1− γ
2
(3.67)
and for z = 2
b0(r, t) ≈ 1 + R
(0)
8r2
+
K1 log(r)
r4
+
C2(t)
r4
t0(r, t) ≈ 1− 2K1 log(r)
5r4
+
3K1 − 2C2(t)
5r4
a0(r, t) ≈ 1− R
(0)
8r2
− K1 log(r)
5r4
− K1 + C2(t)
5r4
(3.68)
where K1 is another constant. Note the above equations have to be interpreted
with a bit of care–it is not generically true that the above equations specify the
asymptotics to the order of the smallest power given. However, the pieces with
free constants, provided they meet the desired boundary conditions, provide as
much freedom as allowed by the generic solution, as argued above, and will be part
of the fully non-linear solution. Hence, once one adds the appropriate non-linear
corrections to the desired order (and those may always be found perturbatively,
order by order, using the above equations) one has the generic asympotics.
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Note for z > 2, n1 > 0, resulting in a term violating the desired boundary
conditions, and we must take C1(t) = 0. Regarding the function C2(t), it is easy
to check for z > 2, n2 < −z − 2 and so one encounters no similar difficulties.
For z < 2, −0.15 / n1 < 0 so then naively one might allow a nonzero C1(t)
but one can check these terms will not result in a finite Hamiltonian, even if one
requires the perturbations to satisfy the equations of motion asymptotically5 and
so must be excluded. On the other hand, while n2 > −z − 2 for 1 < z < 2
and hence C2(t) would naively correspond to a non-normalizable perturbation.
However, if one requires the leading order asymptotic perturbations to satisfy the
equation of motion, as in the above expansion, one does obtain a finite Hamil-
tonian. Likewise for z = 2 if one allowed generic logarithmic perturbations of
the type in the above expansion one would obtain a divergent Hamiltonian but if
one insists upon precisely the above asymptotic expansion the Hamiltonian will
be finite even if K1 6= 0. This leaves us with the solution being specified, in each
case, by one constant and one time dependent function (as well as the boundary
condition R(0)).
The key observation we wish to make is that the above expansions fix the nor-
malizable part of the metric in terms of the normalizable part of the vector field.
We emphasize that we use the term normalizable here to mean those pieces which
may be varied without producing a divergent Hamiltonian; we do not wish to make
any assertions regarding the somewhat delicate problem in Lifshitz spacetimes of
determining the appropriate bulk quantities corresponding to expectation values
of operators in the proposed dual field theory [27]. To compare with the previ-
ous initial data problem one may perform a diffeomorphism to obtain manifestly
spherical/planar/hyperbolic symmetric coordinates via defining a new radial co-
ordinate ρ = r√a0 and a new time coordinate τ to ensure gτρ = 0. The resulting
spatial metric (i.e. at fixed τ ) is
ds2 = l2
[ dρ2
W (ρ)
+ ρ2kijdy
idyj
]
(3.69)
where
W (ρ) = ρ2
(
1 +
r∂ra0
2a0
)2[
1−
(∂tρ
∂rρ
)2 r−2−2z
t0
]
(3.70)
5To verify this one needs to work out the above equations to the next order, but since the
magnitude of n1 is sufficiently small that even if R(0) 6= 0 second order perturbation theory
suffices to find the appropriate terms.
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and r is determined in terms of ρ by inverting
ρ = r
√
a0(r, t) (3.71)
While one generically can not perform this inversion analytically, we will only
be concerned with expansions asymptotically and in particular only need obtain
r = ρ(1 + . . .) where the series is worked out to order ρ−z. In terms of initial
data, as we have emphasized before, the coefficient of order ρ−z in W (ρ) is de-
termined by regularity in the deep interior and the behavior of the massive vector
field throughout the bulk, not just near infinity. For generic regular initial data
the coefficient of W (ρ) at order ρ−z is independent of the coefficient of f(ρ) (or
equivalently πρ) at order ρ−z; the asymptotic behavior of the vector field is inde-
pendent of its behavior in the deep interior. Examining the expansions (3.66) and
(3.68) one can then quickly show the term in square brackets in (3.70) is unity to
this order and the only terms which contribute to W at this order (i.e. the nor-
maliable part) are coefficients from a0 of order r−z−2 (except in the case z = 2
where the coefficient of the logarithmic term also enters), up to functions only of
R(0). Note these coefficients (C2 and K1 for the case z = 2 and K0 if z 6= 2)
are all given in terms of the asymptotic behavior of the vector field. Of course, to
make the direct comparison with initial data one should compute the leading order
πρ given the above asymptotics; straightforward (albeit slightly tedious) algebra
shows, as one might expect, to normalizable order there are no degrees of freedom
beyond those in b0.
Lest one be concerned that the above argument on the asymptotic expansion
misses non-linear corrections in computing the functions (a0(r), t0(r), b0(r)) to
order r−z−2, we note it is possible to check this term at the fully non-linear level by
using (3.60) and (3.61) directly. For z > 2, the component of each of the functions
at order r−z−2 is sourced only by smaller order terms (i.e. those proportional to
R(0)) and the component of the other functions at order r−z−2. A few lines of
algebra shows the coefficients of each of the functions of r−z−2 are all proportional
to one another (where the constant of proportionality depends only on z), up to
possible contributions due to R(0). For z < 2, n2 > −z − 2 but 2n2 < −z − 2
and n2 − 2 < −z − 2 and so the non-linear corrections in (3.60) and (3.61)
do not change the fact that the coefficients of each of the functions of r−z−2 are
proportional to one another (again with the proportionality determined only in
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terms of z) and the coefficients of each of the functions of r−z−2 are all determined
in terms of a single constant (besides, of course, R(0)). For z = 2, K1 can also
enter into the relevant term but K1 just parametrizes the asymptotic falloff of the
vector field and again the metric at normalizable order is determined entirely in
terms of the vector field asymptotics.
Finally we note that due to the constrained asymptotics discussed above, the
mass of any asymptotically Lifshitz solution is determined entirely by the asymp-
totics of the vector field and independent of the behavior of the vector field in the
interior of the spacetime. In particular, assuming the above asymptotic expansion
and computing directly the value of the on-shell Hamiltonian for z 6= 2
E = −4(z − 1)(z
2 − 4)κl2Ωk
z(z2 + z + 4)
K0 (3.72)
where Ωk =
∫ √
k(0) and if z = 2
E = −8κl
2Ωk
5
K1 (3.73)
if one regards K1 as parametrizing a normalizable perturbation and E = 0 if
one does not. Note the results for z = 2 are independent of C2(t), which naively
would determine the mass (as can be seen directly in the Hamiltonian or by noting
in the previous coordinate system this terms sources a term of order ρ−2 in W (ρ)),
and so one does obtain a conserved energy despite the apparent time dependence
at this order.6 In particular, the exact and numerical black holes constructed in the
z = 2 case in [11, 12, 14] have set K1 = 0 (i.e. forbade asymptotic logarithmic
terms) and hence are exactly massless, despite having a wide range of sizes. The
fact that the mass is constrained and independent of any perturbation suggests
quite strongly the above statement that generic perturbations are not allowed is
weaker than need be and in fact only exactly stationary solutions respect both
Lifshitz asymptotics and regularity.
6In the usual AdS case, if one does not insist upon this much symmetry (i.e. allows local
gravitational degrees of freedom) there is a full tensor at the corresponding order and only its trace
is time independent and enters into the mass.
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4 Closing Remarks
We have pointed out that flat-section Lifshitz spacetimes with the standard behav-
ior in the deep interior suffer from a naked singularity and further that singularity
can not be resolved by either α′ or loop effects in string theory. Furthermore, the
other obvious candidates for a ground state of flat-section asymptotically Lifshitz
spacetimes, at least with the obvious symmetries, that are regular in the interior
are not compatible with the Einstein and field equations. More generically, we
attempted to study the energetic stability of such spacetimes and ran into the sur-
prising fact that Lifshitz asymptotics plus regularity in the interior of the spacetime
places strong constraints on smooth perturbations in the bulk spacetime, not just
asymptotically. In particular, the mass of asymptotically Lifshitz solutions with
transverse (i.e. spherical/planar/hyperbolic) symmetry is entirely determined in
terms of the asymptotic behavior of the massive vector field alone and indepen-
dent of any perturbation in the deep interior. This suggests one should be able to
prove no perturbations beyond the static solutions are allowed by Lifshitz asymp-
totics, at least if one assumes transverse symmetry, but even the above results
indicate that the desired AdS/CFT behavior–where one fixes asymptotic bound-
ary conditions but allows generic, and indeed even highly quantum, behavior in
the interior–fails for Lifshitz asymptotics.
In the case of usual anti de Sitter space, the two notions of regular pertubations,
one based on Hamiltonian finiteness [30, 44] and one based on the asymptotic ex-
pansion assuming an asymptotically AdS spacetimes at all times (i.e. Fefferman-
Graham [45]) match in the sense the asymptotic expansion leaves an undeter-
mined tensor at the same order that determines the mass (via assuming regularity
in the bulk and solving the constraints throughout the deep interior).7 For the case
of Lifshitz asymptotics, we have pointed out these conditions do not generically
match. This suggests anti-de Sitter asymptotics are rather more delicate than has
been previously thought and other deformations of these asymptotics, in particular
those that modify the leading order metric, deserve inquiries along the same lines.
Finally, one is left as to the question of status of Lifshitz spacetimes in string
7To the best of our knowledge the more detailed examination of the matching of interior reg-
ularity and asymptotic conditions has only been investigated in detail in four dimensions [46],
although it seems reasonably clear there are no problems with standard AdS asymptotics in any
number of dimensions.
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theory. The most concrete embeddings of the above actions into a suitable su-
pergravity solution [16, 47, 23] do not present any contradiction to the above; if
the solution is pathological in the four dimensional sense it will also be so, pre-
sumably, in the higher dimensional one but this has nothing to do with finding
a consistent truncation. There are by now a number of somewhat more indirect
arguments that Lifshitz type solutions should be included in string theory [48, 49].
Hence it becomes important to understand if there are possible loopholes in these
arguments, at least as applied to a full Lifshitz spacetime, or whether whether
the pathologies we have described are necessarily encountered in certain string
theory configurations. Even with spacetimes which have the conventional asymp-
totics but flow in the interior to a Lifshitz solution, the above suggests one should
check for instabilities in any region with Lifshitz scaling and singularities like
those above in the case of flat slicing solutions.
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