In this paper, we construct derived equivalences between matrix subrings. As applications, we calculate the global dimensions and the finitistic dimensions of some matrix subrings. And we show that the finitistic dimension conjecture holds for a class of Harada algebras and a class of tiled triangular algebras.
As a direct consequence of Theorem 1.1, we have the following corollary. We define a class of algebras which are called general block extensions of rings with respect to the decomposition of identity. And we calculate their global dimensions and finitistic dimensions. We also get a class of Harada algebras and a class of tiled triangular rings which satisfy the finitistic dimension conjecture. This paper is arranged as follows. In section 2, we fix some notations and recall some definitions and lemmas needed in this paper. In section 3, the proof of the main result is given. In section 4, we give some applications of the main result. The definition of general block extensions of rings with respect to the decomposition of identity is proposed. We calculate their global dimensions and finitistic dimensions. And we also get some classes of algebras which satisfy the finitistic dimension conjecture. In section 5, we display some examples to illustrate the applications.
Preliminaries
In this section, we shall recall some basic definitions and results needed in this paper.
Let A be a ring with identity. We denote A-Mod the category of left A-modules and by A-mod the category of all finitely generated left A-modules. Mod-A means the category of right A-modules. Given an A-module M, we denote by proj.dim(M) the projective dimension of M. The left global dimension of M, denoted by l.gl.dim (A) , is the supremum of all proj.dim(M) with M ∈ A-Mod. By add(M), we shall mean the full subcategory of A-Mod, whose objects are summands of finite sums of M. For two morphisms f : X → Y and g : Y → Z in A-Mod, the composition of f and g is written as f g, which is a morphism form X to Z.
Let A be an Artin algebra. A complex X • = (X i 
for all i ∈ Z. A complex X • is called bounded below if X i = 0 for all but finitely many i < 0, bounded above if X i = 0 for all but finitely many i > 0, and bounded if X • is bounded below and above. We denote by C (A) (resp., C (A-Mod)) the category of complexes of finitely generated (resp., all) A-modules. The homotopic category K (A) is quotient category of C (A) modulo the ideals generated by null-homotopic morphisms. We denote the derived category of A-mod by D(A) which is the quotient category of K (A) with respect to the subcategory of K (A) consisting of all the acyclic complexes. The full subcategory of K (A) and D(A) consisting of bounded complexes over A-mod is denoted by K b (A) and D b (A), respectively. We denoted by C + (A) the category of complexes of bounded below, and by K + (A) the homotopic category of C + (A). The full subcategory of D(A) consisting of bounded below complexes is denoted by D + (A). Similarly, we have the category C − (A) of complexes bounded above, the homotopic category 
In [10] , Hu and Xi define the D-split sequences which occurs in many situation, for instance, the Auslander-Reiten sequence. 
Results and proofs
To prove our results, we first establish a fact. Lemma 3.1. Let R be a ring with identity.
(1)Let M be a neotherian left R-module, and let f : M → M be a surjective homomorphism, then f is injective.
(2)Let M be an artinian left R-module, and let f : M → M be an injective homomorphism, then f is surjective.
Proof. We only prove the first part of the lemma. The second part of the lemma is similar. Set 
By the snake lemma, we can get Ker f = 0. So f is injective. Now, let us prove the main result in this paper. Proof of Theorem 1.1: Set Γ = M n (A), the n × n matrix over A. Denote by e i the matrix which has 1 A in the (i, i)-th position and zeros elsewhere for 1 ≤ i ≤ n. So e 1 , e 2 , · · · , e n are piecewise orthogonal idempotents in Λ, such that 1 Λ = e 1 + e 2 + · · · + e n .
Since Λ is a subring of Γ with the same identity, the ring Γ can be considered as a Λ-module just by restriction of the scalars of Γ to Λ. Now, we consider the exact sequence
where λ is the inclusion map and L is the cokernel of λ. To show the Theorem, we prove the following statements.
(1) The sequence
is an almost add(Λe 1 )-split sequence in Λ-Mod.
In fact, we shall check that all conditions in Definition 2.1 are satisfied.
Since the left Λ-module Λ Γ is a direct sum of some copies of Λe 1 , we have Γ ∈ add(Λe 1 ). Clearly, Λe 1 is projective as a left Λ-module, then we have an exact sequence
This means that the homomorphism π : Λ Γ −→ Λ Γ is a right add(Λe 1 )-approximation of Λ L. Now, we prove that the homomorphism λ : Λ Λ −→ Λ Γ is a left add(Λe 1 )-approximation of Λ. In fact, every left Λ-module homomorphism g : Λ −→ Λe 1 is determined by g (1) , the image of 1 under g. Similarly, every left Γ-module homomorphism h : Γ → Γe 1 is determined by h(1), the image of 1 under h. Note that Γe 1 and Λe 1 are isomorphic as left Λ-module, and any left Γ-module homomorphism is also left Λ-module homomorphism. So we assume that g 1 : Γ → Λe 1 is a left Λ-module homomorphism which sends 1 to g (1) . Then the homomorphism g 1 satisfies g = ig 1 . Thus we have proved that the homomorphism λ : Λ Λ → Λ Γ is a left add(Λe 1 )-approximation. Hence (1) is proved.
Note that the sequence
where λ i is inclusion map and L i is the cokernel of λ i , are almost add(Λe 1 )-split sequences for 2 ≤ i ≤ n. By Lemma 2.2, the ring Λ and the endomorphism ring
(2) The ring Σ and the endomorphism ring
as rings.
In the following, we calculate the endomorphism ring
Note that both of Hom Λ (Λe 1 , Λe 1 ) and Hom Λ (Λe i ,
For simplicity, we denote the set e i Λe j by Λ i j for 1 ≤ i, j ≤ n. The morphism µ x denote the right multiplication by x.
Let b be an element in Λ i j for 2 ≤ i, j ≤ n. Since λ i is the left Λe 1 -approximation of Λe i , we have a morphism µ a : Λe 1 → Λe 1 such that λ i µ a = µ b λ j where a is an element in A. Thus we can get 
where λ i , λ j are the inclusion maps and L i , L j are the cokernels of λ i and λ j , respectively. Thus, we can define a set of maps from
Note that Λe 1 is projective module over Λ, thus there exists a morphism µ a : Λe 1 → Λe 1 such that µ a π j = π i α where a is an element in Λ 11 . Thus there is a unique morphism µ b :
Suppose that α b = 0. Then we have µ b π j = 0. So there is a morphism t i :
(d) φ i j preserves addition and multiplication. It is easy to prove that φ i j preserves addition. Now, we turn to prove that φ i j preserves multiplication, i.e., It suffices to prove that
The map φ i j is well-defined and surjective, so is the map φ. It follows from that φ i j preserves addition and multiplication for 2 ≤ i, j ≤ n that φ is a ring homomorphism. The kernel of φ is
Thus, we have a ring isomorphism φ :
Meanwhile, we have algebra isomorphism ϕ 2
and isomorphism of abelian groups ϕ 3
where
Clearly, the map ϕ is an isomorphism of abelian groups. And it easy to check that ϕ is a ring isomorphism. The proof is completed.
As a direct consequence of Theorem 1.1, we have the following corollary. Corollary 3.2. Let A be a ring with identity, and suppose that I 2 , I 3 , · · · , I n are ideals of A.
(1) The two rings
(2) The two rings
Applications
In section 3, we have constructed derived equivalences of matrix subrings. In this section, we will give some applications of the main result. At first, we define a class of rings which are called general block extensions of rings with respect to the decomposition of identity. Then we calculate the finitistic dimension of a general block extension of ring with respect to the decomposition of identity. At last, we will consider the finiteness of finitistic dimension of a tiled triangular ring. Proposition 4.14, will give a condition under which the finitistic dimensions of tiled triangular algebras are finite.
The following lemmas, which are taken from [18, 11] , are useful for this section.
Lemma 4.1. [18] If two left coherent rings A and B are derived equivalent, and if T • is a tilting complex over A with n + 1 non-zero terms such that B
Remark. In Lemma 4.1, if we replace A and B by arbitrary ring with identity, then l. 
The following lemma about the estimation of global dimension and finitistic dimension can be found in [7 
The corresponding statements hold for the right homological dimensions over Λ.
General block extensions of rings with respect to the decomposition of identity
In this part, we will define a class of rings which contains hereditary orders, block extensions of basic algebras. 
which is contained in the ring End
A ((Ae 1 ) n 1 ⊕ · · · ⊕ (Ae m ) n m )
with the restrictions of the binary operations of addition and multiplication of End
A ((Ae 1 ) n 1 ⊕ · · · ⊕ (Ae m ) n m ). P(i, s) =      P i1,s1 P i1,s2 · · · P i1,A i I in i 2 · · · · · · I in i (n i −1) B in i        
where B il is the subring of A i with the same identity, I il and I ipq are ideals of A i satisfying I in i ⊆
Case II : i < s. 
Suppose that ∑ m l=1 P(i, l)P(l, j) ⊆ P(i, j). Then P is a ring and called general block extension of A with respect to the decomposition of identity.
General block extension of A with respect to the decomposition of identity contains many classes of subrings of M n (A). In the following, we will give some examples. Example. (1) In Definition 4.4, we assume that m = 1. Then
where A is a ring with identity, A i are subrings of A with the same identity for 2 ≤ i ≤ n.
where Ω is a local R-order and a is a regular element in Ω. Then Ω/a · Ω is local and P is a QH-order with associated ideal J = ω · P, where
(2) In Definition 4.4, let A be a basic algebra, and let {e 1 , · · · , e m } be a complete set of orthogonal primitive idempotents of A.
set
Then P is called the block extension of A which can be found in [17] . In particular, if A is a basic QF-algebra, then P is a basic Harada algebra (see [17] ). 
Theorem 4.5. Let A be a ring with identity. Let P be a general block extension of A with respect to the decomposition of identity. Then
l=1 n l 1 ). Since P is a subring of ϒ with the same identity, ϒ can be viewed as a P-module by restriction of the scalars of ϒ to P. There is an exact sequence
in ϒ-Mod, where λ is the inclusion map and L is the cokernel of λ. By Theorem 2.2, two rings P and
There are exact sequences
Applying the functor Hom P (−, L n q j ) to ( * * ), we get an exact sequence
By calculation, we have Hom
Apply the functor Hom P (−, L n k j ) to the exact sequence
We have an exact sequence
By Lemma 4.3 and Lemma 4.1, we can get the conclusion. 
Proof. It follows from Theorem 1.1 and Lemma 4.1.
As an consequence of Theorem 4.5, we can get the following corollary. By the corollary, we can get a class of algebras which have finite finitistic dimension.
Corollary 4.7. Let Λ be as in Theorem 1.1 and suppose that A is an Artin algebra. Then
In [17] , K. Yamaura proved that any block extension of a basic QF-algebra is a basic left Harada algebra. And for any basic left Harada algebra T , there exists a basic QF-algebra R such that T is isomorphic to an upper staircase factor algebra of a block extension of R. By Theorem 4.5, we can get that the finitistic dimension is finite for the block extension of a QF-algebra. Thus, the finitistic dimension conjecture holds for the class of left Harada algebras.
Corollary 4.8. Suppose that R is a QF-algebra and P is the block extension of R. Then
Proof. By Theorem 1.1, we can get that the two rings Λ and Σ are derived equivalent via a tilting module whose projective dimension is less or equal 1. It follows from 4.2 and Lemma 4.3. 
Proof. By Corollary 3.3(2) and Lemma 4.3, we can get the conclusion.
Tiled triangular rings
Before we turn to the second topic, we recall the definition of recollement, given by Beilinson, Bernstein and Deligne in their work on perverse sheaves. 
is given by six exact functors
which satisfy the following four conditions: 
where the morphisms i ! i ! X → X etc. are the adjunction morphisms.
Using the notion of recollement, Happel proved the following result. The next lemma is useful to provide a class of algebras which have finite finitistic dimension. Now, we turn to consider "tiled triangular ring," i.e., rings of the form
for I i j ideals of A. Now, let us prove the last result in this paper.
Proposition 4.14. Set
Suppose that Φ is an Artin algebra, I i j are ideals of A for 
For simplicity, we denote Φ n by
Proof of Claim: Let e be an idempotent of Γ which has 1 in the (1, 1)-th position and zeros elsewhere. By easy computation,
Since ΓeΓ is projective as right Γ-module, we have Tor 
where C is the dg algebra C dg Γ(iΓeΓ, iΓeΓ) and iΓeΓ is an injective resolution of the right Γ-module ΓeΓ. Note that ΓeΓ is isomorphic to (eΓ) n as right Γ-module. By [12, Theorem 9.2], there is a triangle equivalence between D − (C) and
Hence there is a recollement: 
Since Γ is Artin algebra and the functors, appearing in ( * ), take finitely generated modules to finite generated modules, it follows that the following diagram is a recollement.
By Lemma 4.12, fin.dim(Γ) < ∞ if and only if fin.dim(A 1 ) < ∞ and fin.dim(Γ/ΓeΓ) < ∞. Let Γ n−1 denote Γ/ΓeΓ. By similar discussion, we can get fin.dim(Γ) < ∞ if and only if fin.dim(A 1 ) < ∞ and fin.dim(A i /J i−1,i ) < ∞ for 2 ≤ i ≤ n.
By Claim, fin.dim(Φ n−1 ) < ∞ if and only if fin.dim(A/I i,i+1 ) < ∞ for 1 ≤ i ≤ n − 1. By Lemma 4.3, fin.dim(A) ≤ fin.dim(Σ 1 ) ≤ fin.dim(A) + fin.dim(Φ n−1 ) + 1. By Claim, fin.dim(A/I i,i+1 ) < ∞, fin.dim(A) < ∞, 1 ≤ i ≤ n − 1 imply fin.dim(Σ 1 ) < ∞. By Lemma 4.1, we can get that fin.dim(Σ 1 ) < ∞ implies fin.dim(Φ) < ∞.
The following is a typical case of Theorem 4.14. 
Examples
In this section, we display several examples to illustrate our theorem. o o with relations {e(α 3 ) = β 11 δ 11 δ 12 β 11 δ 11 δ 12 β 11 = β 12 δ 21 β 21 = e(βδ), e(αβ) = β 11 δ 11 δ 12 β 12 = 0, e(δα) = β 21 δ 11 δ 12 β 11 = 0}, where e is the extension map defined in [22] . By Corollary 4.8, we have fin.dimP(3, 2) ≤ 3.
