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1 Introduction
On s’inte´resse dans ce travail a` l’ame´lioration du fonctionnement d’un logiciel de traitement
distribue´ de gros volumes de donne´es nomme´ Hadoop. Notre objective est l’optimisation de
l’ordonnancement d’un ensemble de travaux sur une architecture a` machines paralle`les, en se
restreignant aux travaux du type Map / Reduce. Puisque le proble`me est NP-difficile et les
instances conside´re´es sont de grande taille, on propose deux heuristiques de re´solution base´es
sur des algorithmes de listes.
Le mode`le Map / Reduce est un mode`le de de´veloppement introduit par Google en 2004
dont l’objectif est de faciliter le de´veloppement et l’exe´cution d’applications paralle`les. Ce
mode`le impose un cadre de de´veloppement : (1) Un travail Map / Reduce est compose´ de
deux types de taˆches : les taˆches Map et les taˆches Reduce. Les taˆches Map s’exe´cutent avant
les taˆches Reduce. Les taˆches Map s’occupent d’effectuer les calculs alors que les taˆches
Reduce les agre`gent. Implicitement, les donne´es de sortie des taˆches Map sont transfe´re´es a`
travers le re´seau aux machines exe´cutant les taˆches Reduce associe´es. (2) Les taˆches Map et
les taˆches Reduce ne supportent pas d’eˆtre interrompues : si une taˆche est interrompue, elle
sera relance´e comme si elle s’exe´cutait pour la premie`re fois.
2 Contexte du travail
On conside`re un ensemble de machines, chacune est caracte´rise´e par (1) un ensemble
de slots qui exe´cutent des taˆches Map et un ensemble de slots qui exe´cutent des taˆches
Reduce, (2) une capacite´ me´moire (RAM) et une quantite´ de disque dur (3) une fre´quence de
calcul de chaque slot. L’utilisation des ressources de chaque machine induit a` un couˆt (couˆts
d’utilisation de la RAM, du disque dur et des slots). Chacun des travaux est de´compose´ en
un ensemble de taˆches du type Map et un ensemble de taˆches du type Reduce. Lorsqu’une
taˆche s’exe´cute, elle ne´cessite une quantite´ de RAM, de slot, de disque dur et permet de
traiter un ensemble de blocs de donne´es situe´s sur le syste`me de fichiers. Afin d’assurer la
communication entre deux taˆches de types diffe´rents, une bande passante de communication
doit eˆtre re´serve´e. Tous les blocs de donne´es ont la meˆme taille, chacun est caracte´rise´ par un
nombre de re´plications, la localisation des re´plications et la bande passante ne´cessaire pour
migrer un bloc d’une machine a` une autre. Dans ce travail, on traite la minimisation de la
dure´e totale d’exe´cution des taˆches.
2.1 Travaux pre´ce´dents
Dans un pre´ce´dent travail [1], nous avons mode´lise´ de fac¸on mathe´matique le proble`me
d’ordonnancement dans Hadoop comme un proble`me d’ordonnancement a` machines paral-
le`les. Nous nous sommes focalise´s sur l’e´tude du proble`me hors ligne avec des taˆches de dure´e
e´gale a` 1 et le Cmax comme crite`re. Le mode`le obtenu a e´te´ e´value´ sur des instances de petites
tailles. Le solveur CPLEX ayant re´solu des instances jusqu’a` :
• 46 taˆches (dont 33 taˆches map) sur deux machines (9 slots map et 5 slots reduce)
• 30 taˆches (dont 18 taˆches map) sur trois machines (11 slots map et 5 slots reduce)
Cette premie`re e´tude nous a permis de mettre au point des bornes de re´fe´rence pour le pre´sent
travail.
2.2 Proble´matiques aborde´es
Dans ce travail, nous conside´rons des taˆches de dure´e unitaire et nous proposons dans une
premie`re partie une solution base´e sur des algorithmes de listes pour le mode hors ligne.
Les taˆches de type map sont ordonnance´es par priorite´ sur les slots des machines contenant
les donne´es qu’ils traitent afin d’e´viter les pe´nalite´s dues a` leur transfert. Si, a` une date
pre´cise, on ne peut pas respecter cette contrainte, les taˆches sont ordonnance´es sur les slots
les moins charge´s. De`s qu’un ensemble de taˆches map d’un travail particulier est termine´,
les taˆches reduce associe´es sont ordonnance´es suivant la re`gle FIFO sur les slots les moins
charge´s. Les re´sultats obtenus sont proches des re´sultats obtenus par la re´solution du mode`le
mathe´matique.
Dans une deuxie`me partie, nous nous inte´ressons au proble`me en-ligne. On propose une
version adapte´e de cette heuristique. On adapte la me´thode propose´e par Shmoys, Wein et
Williamson [3] pour assurer le passage d’un algorithme hors ligne a` un algorithme en ligne.
Cette heuristique est base´e sur SPT (Shortest Processing Time) et tient compte, elle aussi,
de la localite´ des exe´cutions par rapport aux donne´es.
Nos expe´rimentations ont porte´ sur des instances de grande taille, pour lesquelles on compare
nos re´sultats a` ceux obtenus avec des heuristiques de la litte´rature telle que l’heuristique
Fair [2]. Les crite`res mesure´s dans les simulations sont le couˆt d”utilisation des ressources et
la consommation re´seau.
Les heuristiques et les re´sultats propose´s seront pre´sente´s durant la confe´rence.
3 Perspectives
Dans ce travail, nous avons conside´re´ a` minimiser la dure´e d’ache`vement Cmax. La pro-
chaine e´tape de notre travail consiste a` minimiser, en plus, la consommation e´nerge´tique qui
repre´sente des couˆts d’utilisation de la grappe. L’e´tude est en conse´quence base´e sur une
approche d’optimisation bicrite`re.
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