Abstract-Computer modeling programs that generate threedimensional (3-D) data on fine grids are capable of generating very large amounts of information. These data sets, as well as 3-D sensor/measured data sets, are prime candidates for the application of data compression algorithms. A very flexible and powerful compression algorithm for imagery data is the newly released JPEG 2000 standard. JPEG 2000 also has the capability to compress volumetric data, as described in Part 2 of the standard, by treating the 3-D data as separate slices. As a decoder standard, JPEG 2000 does not describe any specific method to allocate bits among the separate slices. This paper proposes two new bit allocation algorithms for accomplishing this task. The first procedure is rate distortion optimal (for mean squared error), and is conceptually similar to postcompression rate distortion optimization used for coding codeblocks within JPEG 2000. The disadvantage of this approach is its high computational complexity. The second bit allocation algorithm, here called the mixed model (MM) approach, mathematically models each slice's rate distortion curve using two distinct regions to get more accurate modeling at low bit rates. These two bit allocation algorithms are applied to a 3-D Meteorological data set. Test results show that the MM approach gives distortion results that are nearly identical to the optimal approach, while significantly reducing computational complexity.
has the capability to compress 3-D data by treating data as separate two-dimensional (2-D) slices. The separate slices could be taken directly from the data or from the data that has undergone a decorrelation transformation in one direction. The compression setup that involves doing preand postprocessing with the Karhunen-Loève Transform before and after being processed by the JPEG 2000 coder in the other two directions is shown in the Fig. 1 . The question that arises is how to optimally allocate bits to the separate slices since JPEG 2000 does not require that any specific method be used.
In more precise terms, we solve the problem: Given a desired average bit rate, assign bit rates to the individual slices so that the mean-squared error (MSE) distortion metric is minimized. It can be shown that the solution of this (direct) problem also gives a solution to the inverse problem: Given the upper bound on the MSE distortion metric, find the optimal bit-rate allocation for the slices such that the average bit rate is minimized. Prior to this paper, the most generally accepted approach to interslice bit allocation applied a Lagrange multiplier assuming a high bit-rate quantization approximation for each slice [7] , [9] . This traditional approach in effect leads to a bit-rate allocation based on the logarithms of variances of the corresponding slices [6] , [12] , [15] . We propose two new methods. The first approach is here called the rate distortion optimal (RDO) method and is based on postcompression rate-distortion (PCRD) concept. In JPEG 2000, PCRD optimization is used for the problem of selecting the optimal truncation points for the bit streams of the code blocks [14] . The RDO approach is valuable because it gives an optimal MSE lower bound for the bit allocation problem. Since this approach makes use of experimentally obtained rate distortion curves, its main disadvantage is implementation complexity. The second approach is called the mixed model (MM) approach and consists of extending the traditional high-resolution model with a region that is accurate for low bit rates. The low bit-rate part of the model follows the results of Mallat and Falzon [5] , [10] for a general transform coder. Advantages of 1057-7149/$20.00 © 2006 IEEE the MM approach are that it can give performance nearly identical to the RDO approach with a much lower implementation complexity.
The proposed bit allocation methods are tested by applying them to Meteorological (Met) data. The specific data used was generated by the battlescale forecast model (BFM) [8] , which is the analytical model developed by the U.S. Army Research Laboratory. Test results show that the MM approach gives distortion results that are nearly identical to the RDO approach on this data, while significantly reducing complexity of implementation.
The remainder of the paper proceeds as follows. In Section II, we review the JPEG 2000 compression method. Section III describes the KLT preprocessing and contains general descriptions of the relevant optimization problems and Lagrange multiplier techniques. Section IV describes how rate distortion curves are obtained for each slice (using the RDO and MM approaches). Sections V and VI describe the algorithms used in solving for the optimal bit-rate allocations for both approaches.
Experimental results on Met data and conclusions are provided in Section VII.
II. JPEG 2000: EMBEDDING AND SCALABILITY, PCRD
The JPEG 2000 Part 1 baseline or simply JPEG 2000 [14] brings a new paradigm to image compression standards. It provides among other advantages superior low bit-rate performance, bit-rate scalability and progressive transmission by quality or resolution. Quality scalability is achieved by dividing the wavelet transformed image into codeblocks . Each codeblock is encoded into embedded representation yielding distortion as a function of bit-rate for each given truncation point . After having encoded all codeblocks, a postprocessing operation determines where each code-block's embedded stream should be truncated in order to achieve a predefined bit-rate or distortion bound for the whole image. This bitstream rescheduling module is referred to as the Tier 2. It establishes a multilayered representation of the final bitstream, guaranteeing an optimal performance at several bit rates or resolutions. The Tier 2 component optimizes the truncation process, and tries to reach the desired bit-rate while minimizing the introduced distortion, utilizing Lagrangian rate allocation principles. The following procedure is known as PCRD optimization [13] , [14] and the basic principles behind it are extensively discussed in [4] .
Assuming that the overall distortion metric is additive, i.e.,
it is desired to find the optimal selection of bit stream truncation points such that the overall distortion metric is minimized subject to a constraint . To solve the problem, the Lagrange multiplier method is used. It leads to the unconstrained optimization problem (2) The resulting objective function depends on variables , but can be represented as a sum of terms . Therefore, to minimize the sum, we must find, for each code-block , a truncation point that minimizes the corresponding term . This approach follows from the general result proven in [4] . The determination of the optimal truncation points for any given is performed efficiently based on the experimental information about rate distortion dependence collected during generation of each code-block's embedded bit stream. Only convex hull rate distortion points (i.e., the largest set of truncation points for which the corresponding distortionrate slopes are strictly decreasing) are used in the optimization. Basically, the algorithm finds the truncation points , where each rate distortion slope is closest to the fixed .
Since this algorithm has to be repeated for several values of , the distortion-rate slopes are precalculated, and only the set of acceptable truncation points (defining the convex hull) is stored together with the corresponding rates and distortion-rate slopes.
The PCRD optimization approach was the main motivation for the proposed RDO method described in this paper for finding the optimal bit-rate allocation for the slices of data or transform coefficients in JPEG 2000 Part 2 compression.
III. INTERSLICE BIT ALLOCATION PROBLEM

A. KLT Preprocessing
In the simplest (2-D) approach, the 3-D volume of data is considered as a set of independent slices, which are successively compressed. The disadvantage of this approach is that the compression uses the intra-slice redundancies to improve performance, while the interslice redundancies (in the third dimension) are not used. In order to take advantage of these interslice correlations as well, the JPEG 2000 Part 2 allows for a cross-component (slice) transform. In this paper, we use KLT preprocessing to decorrelate data.
To establish notation we consider the vertical direction vectors at each . In terms of vector space representation, these values are the coefficients in an -dimensional space using the standard basis. In the KLT transform representation we are selecting a different orthonormal basis and finding the following representation after subtracting the mean vector: (3) where vectors are the eigenvectors of the covariance matrix [11] of the ensemble of -vectors with mean .
B. Formulation of Optimization Problem
The problem of optimal bit-rate allocation becomes most important when we apply KLT preprocessing in JPEG 2000 Part 2. The diagram in Fig. 2 shows that the KLT transformed data will result in widely varying bit rates as compared to the nontransformed data. Because the KLT concentrates most of the energy into relatively few slices, (shown in the diagram as more bright), those slices will be allocated significantly more bits than the others with lesser energy. In the direct optimization problem, we are given a target average bit rate of the collection of slices as , and we want to find, among all possible feasible bit-rate combinations , a specific choice (allocation) for which the MSE distortion attains the smallest possible value.
In the inverse optimization problem, we are given the required value of MSE, and we want to find, among all bit-rate allocations that guarantee this compression quality, the allocation for which the average bit rate is the smallest. From the mathematical point of view, the solution of the inverse problem is easy to deduce from the direct problem, and, therefore, we will focus on the direct optimization problem.
C. Solving the MSE-Related Problems
Defining as the rate distortion curve (RDC) for slices, solving the direct constrained optimization problem using the Lagrange multiplier method requires the solution of an unconstrained optimization problem with objective function (a function of bit rates) (4) As shown in [4] , minimization of can be accomplished through individual minimization of each entry of the sum (4). Differentiating and setting to zero, each desired value can be obtained as a solution of . Thus, the optimal values are such points where all the slopes of the rate distortion curves are equal . In order to deal with nonnegative slopes and , the slope is redefined to be the negation of the standard slope.
Since MSE is preserved under the (orthonormal) KLT transform, we can use the same approach in the KLT or in the data domain. Thus, we need to have RDCs or reasonable approximations to them for each slice; once they are determined it is straightforward to find the optimal values .
IV. RATE DISTORTION CURVES: EXPERIMENTAL AND PROPOSED MM APPROXIMATION
The first proposed approach to generating RDCs makes use of experimentally acquired pairs . Then, using the RDO approach analogous to PCRD, we generate a true optimal bit-rate allocation. To generate experimental data, we select for each slice several different increasing bit rates in the acceptable range (from that strictly depends on the overhead to which is the highest rate achievable for a given slice) and obtain the corresponding at each point using a JPEG 2000 coder and decoder. Once the RDCs are determined, the optimal bit rates are determined by finding on all the curves points of the same slope such that the corresponding bit-rate average is the desired target rate.
The use of experimentally composed RDCs helps us to find the true MSE optimal bit-rate allocation; however, this is a computationally expensive process that should be avoided if possible. With this in mind we propose a second method for producing rate distortion curves called the MM approach. The MM method is based in part on the traditional high-resolution quantizer model given in [6] . According to this model, distortion depends on rate as where is a constant depending on the probability distribution of the data, and is the data variance.
Previous research by Mallat and Falzon [5] , [10] shows that the high-resolution model is inaccurate at low bit rates for transform coding. They describe (and theoretically justify) a new model which basically adds a new rate distortion relationship , that is valid at low bit rates. Combining this with the high-resolution model gives the following Mallat-Falzon (M-F) model:
which gives better agreement with actual RDCs than the highresolution model. The M-F approach has one technical difficulty when used to model RDCs of KLT data slices. Due to the optimal energy compaction, the first few slices carry practically all the information contained in the data set, and the last slices contain practically no significant information at all. It is, therefore, reasonable to expect that in the optimal bit-rate allocation, we will ignore the last noninformative slices, i.e. we will set the corresponding bit rates to 0. However, substituting into M-F model results in an infinite MSE value. To overcome this difficulty, we propose the following modified M-F model called the MM if if (6) where the new parameter satisfies . This term is chosen such that at zero rate the MSE corresponds to the average power of the data, thus agreeing with standard rate-distortion results [2] . The determination of is further explained below.
V. BIT-RATE ALLOCATION BY USING FULLY EXPERIMENTAL MSE DATA
To find the optimal bit-rate allocation using the RDO approach, we first have to select a set of feasible points that define the vertices of the convex hull for each rate distortion curve. For the convex hull the slope varies monotonically with respect to the bit rate.
As discussed in Section III-C, the optimal bit-rate allocation (for a given average target bit rate ) will be such that the corresponding slopes on the rate distortion curves will have the same value . Therefore, we can solve the problem by searching through different and finding the one that leads to the bit rates whose average equals the desired value . Since we only have finitely many values of the bit rate, there are only finitely many possible values of the slopes. Thus, for a given , generally, we will not be able to find a bit rate for which the slope is exactly equal to . The best that can be done is to assign the optimal bit rate for slice as that bit rate corresponding to the minimum slope in that satisfies [14] . We use the bisection algorithm (see, e.g., [3] ) to find the optimal bit rate for each slice . To complete the description of this algorithm, we must describe how to select the optimal value of the Lagrange multiplier . We must select it in such a way that the corresponding average bit rate is equal to the given average bit rate . As we have mentioned earlier, is the value of the slope on the th rate distortion curve corresponding to the optimal value . The slope decreases as the bit rate increases; thus, when decreases, the corresponding values increase and, therefore, the average bit rate increases, as well. So, the dependence is monotonically decreasing and again, we use bisection to find the value for which . We start with , where and , where is the first RDC slope for the largest MSE (this interval is guaranteed to contain the optimal value of ).
At each stage of the bisection algorithm, the interval is halved as follows:
• first, we find a midpoint (7) • for this , we find the bit rates for each slice (also using bisection to match slopes on all slices), and then compute the average bit rate ; • if , this means that the desired value of is larger than ; thus, we can take a half-interval as the new interval that is guaranteed to contain ; • if , this means that the desired value of is smaller than ; thus, we can take a half-interval as the new interval that is guaranteed to contain . We stop iterations when for selected accuracy .
VI. BIT-RATE ALLOCATION USING THE MM
A. How to Determine Parameters of the MM
The use of the MM requires for each slice the determination of the model parameters and the crossover point given in (6) . A straightforward way to compute the model parameters is to pick several bit rates, a high bit rate, , and two low bit rates , and experimentally determine the MSE at these bit rates.
The parameter is then computed as . To determine and , we need to consider the low bitrate part of the new model. If we choose low bit rates such that they are significantly greater than , then we can use the simplified approximation for the curve.
Substituting into this equation and solving gives the following closed form expressions for and :
To find , we use the fact that the equals the average power for slice at (or for the zero-mean data), and, thus, . The crossover point determines when to switch from the low bit rate to the high bit-rate model. Note that to properly model a rate distortion curve, the combined MM curve must satisfy the following:
• it should agree with the traditional model for high bit rates and with the exponential model for low bit rates; • it must be convex with slopes increasing as the rate decreases. The only possible way to satisfy these two criteria is to select the crossover point as the rate corresponding to the intersection point between the two curves (see Fig. 4 and lower curves of Fig. 3) . In certain pathological cases, such as low variance slices, the curves do not intersect. In these cases one of the two curves must be chosen and used for all bit rates. For low variance slices, the low bit-rate and high bit-rate models agree most closely at high bit rates, resulting in the low bit-rate model being the best overall choice for all bit rates.
B. Analytical Solution to the Unconstrained Optimization Problem
Following the Lagrange multiplier method, we arrive at an unconstrained optimization problem (4). For a given , the optimal values are attained when the derivatives of the objective function (4) with respect to all the variables are equal to 0. For each variable , only two terms in the sum (4) depend on this variable:
and . For convenience, let us denote the dependence of on as . In this 
Since the MM leads in general to a slope discontinuity in the RD curve, one special case for the slope/rate calculation needs to be explained. As seen in Fig. 4 , the RD curve slope discontinuity leads to a range of slopes that have no achievable bit rates associated with them. As mentioned above, the best rate for such s is that rate associated with the minimal satisfying . As can be seen from Fig. 4 , this corresponds to slope , and, thus, the optimal rate is . 
C. Algorithm for Optimal Bit-Rate Allocation
Once we have searched and found the optimal value of the Lagrange multiplier , we can determine the optimal values of the bit rates by using the above explicit formulas. Since possible values of the bit rate can only be between and (see Section IV), once we get the values from the above formulas, we replace the values with 0, and we replace the values with . As we can see from the MM formulas (11) and (12), when is small, we get large bit rates (hence, large average bit rate and small MSE). When increases, the average bit rates decrease and the MSE increases. Again we solve the search problem using the bisection method.
A typical bit-rate allocation for the Met variable U is shown on Fig. 5 .
VII. RESULTS AND CONCLUSION
A model being used today at the U.S. Army Research Laboratory to generate Met data is the Battlescale Forecast Model (BFM) [8] .
The BFM uses physics models and actual measured data as boundary conditions to produce floating point data values on a user specified 3-D spatial grid. The BFM data set available for use in this study consists of a cube of data for each of six physical variables. For a specific variable Met we will call the cube which is of dimensions 64 129 129. The first dimension is the vertical height , and the other two are and for the two horizontal spatial variables.
The six available Met variables are: potential temperature , pressure , water vapor mixing ratio and the , and components of the wind speed vector. Each slice of dimension 129 129 is available on a uniform 2-D grid, but the specific spatial altitude or height is nonuniformly spaced. The original floating point BFM data is first converted to fixed point (16 bits) before any compression is done.
All the results are shown in percentages of the total amplitude range of the specific data cube (see Table I describing the ranges of the Met data). The experiments were performed for several approaches: 1) traditional approach, based on the logarithms of variances (LogVar), 2) RDO approach, providing optimal bit-rate allocation, 3) MM approach, and 4) uniform bit-rate approach. The uniform approach is included for completeness purposes and to further justify the need to optimize bit allocation. The log-variance approach is used without the standard constraint Tables II-VII give results comparing the log-variance approach with a uniform bit-rate approach (UBR), the MM approach, and the RDO approach for all Met variables. All tables show that the MM and RDO approaches achieve better results than the other approaches. The log-variance approach shows poor RMSE results at low bit rates and acceptable performance at high bit rates, thus illustrating the need for the MM approach.
One of the major purposes of the experiments was to show that by using the MM approach, we can achieve results close to the RDO results (which provides the overall best possible bit-rate allocation). Tables II-VII show that, for all six components, the results for MM approach and RDO approach are very similar (as expected, the RDO results are slightly better). Fig. 6 shows the results for the U component comparing the MM with the RDO approach and we can see that the results are very similar. Thus, to find a nearly optimal bit-rate allocation, it is not The computational savings can be seen by noting that all points for the RDO and MM approach can be generated with only one coding of each slice. However, the RDO approach and MM approach differ in the number of decodings. The MM approach requires only three decodings corresponding to the three RDC points for each slice. In contrast, the RDO approach requires a significant increase in the number of decodings in order to generate RDC information. Our simulations used on the order of 80-100 decodings. As pointed out by one reviewer, near optimal rate-distortion curves can be generated using 20-30 decodings. In either case, there is at least a factor 5 reduction in the computational complexity required. We also note that a JPEG 2000 encoder could be modified to output the image rate distortion curve in one encoding pass. This process would have to be done at the encoder since it requires knowing the rate distortion information from each of the codeblocks, and this information is not stored in the encoded data stream [14] . However, this approach is nontrivial and less practical since it requires access to the JPEG 2000 implementation source code and detailed knowledge of the coding, so that such modifications could be made. Because of these difficulties, this approach was not pursued in this paper.
