Several programming languages arising from widely diverse practical and theoretical considerations share a common high-level feature: their basic data type is an aggregate of other more primitive data types and their primitive functions operate on these aggregates. Examples of such languages (and the collections they support) are FORTRAN 90 (arrays), APL (arrays), Connection Machine LISP (xectors), PARALATION LISP (paralations), and SETL (sets). Acting on large collections of data with a single operation is the hallmark of data-parallel programming and massively parallel computers. These languages-which we call collectionoriented-are thus ideal for use with massively parallel machines, even though many of them were developed before parallelism and associated considerations became important. This paper examines collections and the operations that can be performed on them in a languageindependent manner. It also critically reviews and compares a variety of collection-oriented languages with respect to their treatment of collections, gives many examples and code fragments from these languages, and elucidates certain problems that may arise when defining and implementing collection operations.
Introduction
We call a programming language collection-oriented if aggregate data structures and operations for manipulating them "as a whole" are primitives in the language. Common kinds of collections supported by these languages include sets, sequences, arrays, vectors and lists. Common collection operations include summing all the elements of a collection, permuting the order of the elements and applying a function to all elements of the collection. Table 1 shows examples of such operations in several collection-oriented languages. Many conventional languages-such as C, PASCAL, and FORTRAN 77-supply an aggregate data structure, typically the array. However, the only primitive operations on these aggregates are accessors to single elements. This often forces the user to write explicit loops to operate on elements in an aggregate fashion. Precisely because collection-oriented languages eschew explicit loops, they are in most cases ideally suited for implementation on massively parallel machines: the parallelism inherent in the operations removes the need for sophisticated compiler analysis normally needed to uncover available parallelism.
When implemented on massivley parallel machines, collections can have their elements distributed across the available processors. Then, for example, to perform the componentwise multiplication of two vectors, corresponding elements are assigned to the same processor and each processor multiplies these values in standard Single-Instruction Multiple-Data (SIMD) fashion. An operation taking linear serial time may thus be implemented in constant parallel time. Summing the elements of a sequence quickly in parallel is also straight-forward. Each processor is assigned an element. Then in logarithmic time, the elements are summed with a tree-like computation: at each step half the remaining elements are removed by pairing up adjacent values and replacing the pair with their sum. An operation like transposing a matrix can be accomplished using the communication facilities of the parallel machine: each processor computes the location to which its piece of the data must go and then sends it there.
In view of the available parallelism, it is no surprise that most high-level languages developed for massively parallel machines are collection-oriented. The high-level languages for the Connection Machine [17, 36] -C* [29] , *LISP [26] , Connection Machine LISP (or CM-LISP) [34] , and PARALATION LISP [30] -all are collection-oriented. Likewise, AL [37] and Apply [16] for the Warp, Parallel PASCAL [11] for the MPP [6] , and the array extensions to FORTRAN 90 [3] (which were designed for use on parallel and vector computers) are all collection-oriented. When talking about massively parallel implementation collection-oriented languages are also called data-parallel languages [18] . This is because the parallelism comes from applying a single operation over a potentially large set of data, in contrast to control-parallel languages in which different operations can be executed in parallel.
Collection-oriented languages have been developed independently of and prior to parallel machines. The programming language community has long recognized that aggregate data structures and general operations on them give great flexibility to programmers and implementors of a language-even for serial machines. This idea is the basis for many programming languages designed long before the advent of parallel machines. The first such language, APL [22] , appeared in the early 1960's and utilized a compact notation for representing array operations. 1 In the 1970's, several other collection-oriented languages were developed, including SETL [32] and FP [4] . Each has features that are in large part derived from APL. A number of successors to APL appeared in 1980's: APL2 [21] , NIAL [24] , and Dictionary APL [23] . Many modern functional languages such as HASKELL [19] and MIRANDA 2 [39] also have collection-oriented features-in particular, list comprehensions. With the advent of massively parallel machines, researchers have started to work on compiling these older serial languages for these new architectures [10, 15, 40, 14] . This paper outlines, compares, and contrasts the collections and operations found in many collection-oriented languages by putting them into a common framework. In the process, many problems that can occur in specifying such languages will be elucidated. Parallel implementation of the collection operations and issues involving representations of collections are not covered in this paper; that would require a paper on its own. For further information on implementation details the reader is referred to other sources [17, 2, 7] . This paper is organized into five sections.
Section 2 gives some extended examples of collection operations in several languages to provide the reader with a sample of the issues covered in this paper.
Section 3 introduces a taxonomy of collections. Issues examined include the type of elements a collection can contain, whether a collection must be homogeneously typed, and the ordering among the elements of a collection. Section 4 examines a wide variety of collection operations in great detail. Operations covered include using a function to combine the elements of a collection together (reduce), extracting elements satisfying certain properties from a collection (select or set comprehension) and rearranging the elements of a collection (permute).
Section 5 examines the apply-to-each form in collection-oriented languages. This form applies a function to each element of a collection. Issues treated include whether the extension of a function over the elements is explicit or implicit and how the extension is applied to functions with multiple arguments.
Finally, Section 6 explores a variety of collection operations in specific collection-oriented languages. A variety of languages (including APL, SETL, CM-LISP, PARALATION LISP, and FORTRAN 90) are critically compared in this regard.
The distinction of whether or not a language is collection-oriented is not a precise one. Although many conventional languages allow the user to create a collection-oriented layer on top of the existing language, the basic language is not collection-oriented. What we believe important is not the language on which the collection operations are based, but rather the set of operations that are used in programming. If a user sticks to a good set of collection operations, in whatever language the operations are embedded, it should be easy to convert their programs to another collection-oriented language with a similar set of collection types and collection operations while preserving efficiency of implementation.
Examples of Collection-Oriented Operations
This section illustrates four collection-oriented operations specified in several different languages. The purpose of these examples is to give an overview of various collection-oriented 2 Miranda is a trademark of Research Software Ltd.
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[ ) [9 10] Example 4: Summing subcollections of a nested collection Table 1 . Each code fragment is quite concise in comparison to the equivalent code in a conventional language. Table 2 shows some examples of complete routines.
Example 1: Unary Apply-to-each
An operator that applies a function to each element of a collection is called an apply-to-each. The first example in Table 1 shows how the negate function can be applied over the elements of a collection. Apply-to-each is specified in a variety of ways. In APL and FORTRAN 90, just placing the negate symbol in front of a vector signifies that each element should be negated. This syntax is called an implicit apply-to-each, since there is no explicit declaration that the negate should be applied over the elements. In FP and CM-LISP it is necessary to place an in front of the negate; the can be thought of as taking the function and distributing it over the collection. We call this form an explicit apply-to-each. In SETL and PARALATION LISP, it is necessary to bind a variable name to a representative element of the collection and then apply the negate to this variable. One can think of the expression as stating: "for each e in A, negate e." We call this form, a binding apply-to-each. In SETL, this form is actually a special case of the more general set / tuple comprehension primitive discussed in Section 5.3. What effect does the inclusion of one of these three forms have on a collection-oriented language? We argue, for example, that implicit apply-to-each interacts badly with overloading of functions based on argument type (see Section 5.1). Another issue is which functions can be used in an apply-to-each? Some languages allow all primitive or user-defined functions to be so used; others only allow a fixed set of primitive functions.
Example 2: Non-unary Apply-to-each
The second example in Table 1 demonstrates the case of applying the function + (addition) over the corresponding elements of two collections and then adding the constant 2 to each element of the result. Unlike the previous example, addition takes more than a single argument, and one of the arguments is not a collection. Two new issues arise from this example: element correspondence and argument extension. What does the phrase "corresponding elements of two collections" in the previous paragraph mean? Intuitively, we can think of lining up the two collections and applying the function + at each location. But what if the two collections cannot be "lined up" (they may be of different lengths, dimension or nesting level)? What if the collections are not ordered (as with sets in SETL)? All the languages considered in Table 1 have a different way of defining apply-to-each on multiple argument functions. APL requires the two arguments be of equal length. SETL requires the use of an explicit index set. PARALATION LISP requires that the two arguments come from the same paralation-this is an even stronger requirement than being of the same length. CM-LISP puts no requirements on the relationship between the two arguments-elements having the same key are added.
Another issue raised by this example is how to define what it means to "add a scalar to a collection." There must be some mechanism for specifying that the scalar should be treated as a collection, each of whose elements has that particular value. We call this argument Find prime numbers with the Sieve of Erastosthenes Table 2 : Examples of routines with collections in a variety of languages extension. 3 In CM-LISP this is accomplished via the same form used for specifying an applyto-each; this is called explicit extension. In APL scalars are automatically extended as needed; this is called implicit extension. Implicit argument extension can lead to ambiguity when the collections to be extended are nested (see Section 5.2).
Example 3: Rearranging Elements
In addition to having a mechanism for applying a function to each element of a collection, collection-oriented languages supply operations that affect the structure of a collection, independently of the values of the collection's elements. The third example in Table 1 illustrates one such operation: permute. The permute operation rearranges the elements of a collection according to a collection of indices. Permute is an example of an operation that has different definitions in different languages: APL performs a permute that is the mathematical inverse of that performed by CM-LISP. Permute is a special case of indexing elements in APL, FOR-TRAN 90 and SETL and the permutation indices all refer to the result collection. In CM-LISP these indices refer to the argument collection. In languages like CM-LISP with more complex collection types, permute can be generalized greatly (Section 4.6.3).
Example 4: Nested Collections and Operators
The final example demonstrates the utility of nested collections. A is a collection of collections, and the sum of the elements in each of these subcollections is needed. Not all collectionoriented languages allow nested collections: FORTRAN 90 and APL do not permit them and APL2 does. Unless a language supplies nested collections, the set of functions that can be used in an apply-to-each is necessarily restricted. When used in an apply-to-each, a function that normally acts on a collection must act on a nested collection. For example, in an applyto-each, a function that sorts a sequence would sort each element of a collection of sequences. Because of these restrictions imposed by non-nested collections, all recent successors to APL have been extended to included nested collections.
Example 4 combines the apply-to-each concept with the operation of summing the elements of a collection. The latter computation is described in all of these languages as a plus reduction. Reduction (Section 4.2) is one example of a higher-order function: it takes as arguments both a combining function and a collection of elements to be combined. Each of the collectionoriented languages in these examples, except FORTRAN 90 and APL, possess such operators. APL and FORTRAN 90 both have a particular fixed set of reductions and no general mechanism for defining others. Once again APL2 extensions correct this deficiency in APL.
Collections
The exact definition of a collection varies greatly from language to language. The simplest and most general characterization of a collection is that it is a group of objects viewed as a whole [27] . This captures the intent of our usage: collection-oriented programming languages should be able to encapsulate a group of objects into a collection and then manipulate this conglomeration of elements in useful ways. It is the methods of encapsulation and manipulation that are interesting. This section surveys the different kinds of collections that collection-oriented languages support.
General Classification of Collections
We categorize collections along three axes: the kinds of elements allowed, whether or not these elements may be of mixed type, and whether the elements are implicitly and/or explicitly ordered within the collection.
Elements of Collection
Perhaps the greatest distinction between the kinds of collections that a language supports is that between simple collections and nested collections. The elements of a simple collection may not be collections themselves. Languages supporting only simple collections include APL and FORTRAN 90. Nested collections are the more general type of collection: they may have collections as elements. Languages with nested collections include APL2, SETL, CM-LISP, and PARALATION LISP.
Nested collections are useful for a great many reasons. First, they allow a greater degree of data abstraction: many complex data types have direct representations as nested collections For example, an image might be represented as collection of polygons, each of which is a collection of edges and vertices. Second, nested collections allow an added degree of parallelism to be specified: to process an image we may wish to perform in parallel a polygon operation (with may itself be a parallel operation) to each polygon in an image. Third, nested collections allow any function to be the argument of an apply-to-each form: it no longer matters whether the function acts on scalars or on collections.
A useful subclass of the simple collections are the structure collections. An element is a structure if it has a fixed number of fields and the only operations that can be performed on the element are extraction and insertion of a field (for example, a PASCAL record, or a C or LISP structure). Both CM-LISP and PARALATION LISP support collections of structures.
Type Homogeneity of Elements
An issue orthogonal to the types of the elements allowed in a collection is whether (and how) elements of differing types may be present in the same collection. A homogeneous collection is one in which all elements have the same type; a heterogeneous collection has no such constraint.
The characterization of a collection as being heterogeneous or homogeneous can only be made relative to the type system of the underlying language. For example, consider the following nested collection of integers: In some languages the length of a collection might be part of the type of the collection. PASCAL has no type consistent with each element of the above example; array [1..3] of integer is fine for the first three elements, but not for the fourth. In a language with a type system like PASCAL's, this collection is heterogeneous: the last subcollection is of a different length from the others and hence of different type. The type systems of most collection-oriented a) Relation Among Element Types Table 3a shows the type homogeneity of some collection-oriented languages.
Collection Ordering
Another important property of collections is whether or not there is an ordering associated with the positions of elements in the collection independent of their values: can we say that one element comes before another in the collection? For example, the elements of an array in FORTRAN are ordered (by their index), while the elements of a mathematical set are not. The nature of the ordering of a collection has a strong influence on the collection operations that can be defined on it (Section 4).
We distinguish between four classes of collection orderings:
Unordered Unordered collections are essentially sets of elements, except that sets do not allow repetitions and a general unordered collection does. Grid-Ordered Grid-ordered collections are arrays of arbitrary dimension. There is an index function which maps ordered tuples of integers in some interval to elements of the collection.
Key-Ordered Key-ordered collections are indexed via an arbitrary mapping function that has keys as its domain and values as its range. Some languages further require all the keys of a collection to be unique.
Unordered sets are the foremost collection type in SETL. Sequence-ordered collections are the basic data structure of LISP-like languages. Grid-ordered collections are the basic data structure of APL-like languages. Key-ordered collections are the most general since the domain of the mapping function can be a sequence of integers (giving a sequence-ordering) or can be tuples from a sequence of integers (for a grid-ordering). Table 3b shows the orderings supported by the languages under consideration and the names each language gives to these ordered collections.
An important distinction between ordered and unordered collections is that the former makes possible an unambiguous correspondence between elements of two differing collections. If two collections are ordered in the same manner and are of equal sizes, we may "superimpose" one collection on top of another by associating elements with the same index or key. Such collections are said to be of the same shape or to be conformable.
An additional kind of collection found in some functional languages is the infinite collection. In languages supporting either lazy or normal order evaluation 5 it is possible to create collections that are potentially infinite in extent. Implementations of such collections only compute the values of elements of the collection as they are needed by the functions acting on them. As long as the manipulations deal with the collection itself, and not the individual elements, the implementation is free to avoid computing the values of those elements. Languages supporting lazy collections include MIRANDA, HASKELL, and SCHEME [1] . Although the infinite collections in these particular languages are linearly ordered, this does not have to be true in general. For instance, it would be relatively easy in any of these languages to create the SETL-style set of the natural numbers: the collection would pick a new "random" natural number each time it is accessed and would guarantee no repetitions. Similarly, it would be easy to build infinite collections of any of the other forms discussed in this section. One nice example of this is FAC [38] , a lazy functional version of APL with infinite, ragged edged arrays. Table 3c summarizes the differences that exist between the kinds of collections supported by some collection-oriented languages. This section explores the distinctions between individual languages in greater detail.
Language-specific Collections
The heterogeneous nestable array is the fundamental collection in APL2. This contrasts with APL, which only allows homogeneous simple arrays. The introduction of heterogeneous nested collections into APL2 allows arbitrary number of arguments and return values for user defined functions (by wrapping the multiple values into a collection), as well as the combination of numeric and character data in vectors. APL2 also adds a great many new operators to APL for handling nested collections. The following APL2 collection contains vectors, strings and arrays (the boxes indicate nesting): The index (also called the key) and value can be any LISP object (including another xapping) but the indices in a given xapping must all be distinct. An example of a xapping is f b!boat c!car a!apple g.
CM-LISP also provides a shorthand notation for sequence-ordered collection (called xectors):
A second shorthand notation is available to describe sets (called xets):
f one two three g f one!one two!two three!three g.
PARALATION LISP adds a new data type to COMMON LISP [35] : the paralation, a contraction of "parallel" and "relation". A paralation consists of two parts: a fixed number of sites indexed from 0 and a dynamic number of fields. Each field of a paralation has a value for each site of the paralation. It is helpful to think of a paralation as a database and a field as holding a piece of data for every element of the database. A typical paralation with two data fields and an index field looks something like: Fields are named (in this case, name-field and year-field) and field values may be heterogeneous or fields (of other paralations) themselves, allowing nested collections. Paralations can be created in two ways. The make-paralation function creates a new paralation of given length with one field (the index field) whose values are the numbers from 0 to (length ? 1).
Alternatively, a new paralation can be created by specifying the values of a field using PARA-LATION LISP reader syntax: 6 (make-paralation 5) #F(0 1 2 3 4).
Additional fields of an existing paralation can be created with the elwise function, which takes a list of fields in the same paralation, performs an elementwise computation on the values of those fields, and returns a new paralation containing the results. This construct is discussed in depth in Section 5. An alternative way of thinking about paralations is to view them as types: many fields may be created in one paralation, but each must have the same length. Conversely, fields from different paralations may not be included in the same elwise, even if their paralations have the same length. Paralations (or their fields) are essentially sequence-ordered, but PARALATION LISP also supports key-ordered operations on and between paralations.
FORTRAN 90 has extensions to FORTRAN 77 that support arrays as a fundamental datastructure. There is a sophisticated syntax for assigning elements into arrays and for indexing elements from arrays that is discussed in Section 6.3. The vector 1 2 3 4] can be denoted by the two constructs (/ 1 2 3 4 /) (/ I, I=1,4 /).
Aggregate Operations
A collection-oriented language is characterized by two features: the kinds of collections it supports and the operations permitted on those collections. The previous section focused on the first of these issues. This section and the next examine the second in a languageindependent manner. In Section 6 we compare the specific manner by which these operation are supported in various collection-oriented languages.
The collection operations described here should be thought of as abstract mathematical constructs. The result of performing a collection operation should depend only on the semantics of that operation in the language and not on its implementation. The machine on which a particular program is run or the particular algorithm used in the implementation of an operation should not affect the results of the calculation. For example, parallel implementation of an operation is disallowed (or has unpredictable results, depending on the language) if it causes multiple side-effects to the same memory location. Problems such as this have resulted in the historical difficulty of defining language semantics for parallel machines.
We divide the set of collection operations into two groups: aggregate operations and applyto-each forms. This distinction can be quite fuzzy; what appears to be an apply-to-each in one language may be an aggregate operation in another. We emphasize that the space of collection-oriented operations has no simple topology. The classification scheme used in this paper is only one of several possible.
This section discusses aggregate operations. These operations act on collections in their entirety. In contrast, apply-to-each operations can be factored into the application of a function to the individual elements of a collection. Different aggregate operations are applicable to different kinds of collections: ordered, unordered, sequence-ordered, arrays and etc. We call an aggregate operation generic if it is applicable to all varieties of collections. Table 4 lists a variety of these operations and the names under which they are found.
Information Operations
Perhaps the simplest generic operations are those returning basic information about a collection. One familiar example is the length operation that returns the length (number of components) of a collection: 7 The length of a collection is independent of the nature of the elements of the collection. This means the length of a nested collection is the number of "top-level" components it encapsulates: This useful operation is something most non-collection languages do not support. For example, there is no way to find the length of an array in C given its name. Such information must either be supplied as an extra parameter or be specified as a separate field in the data structure.
Other examples of information operations include predicates and functions that describe the kind of collection being used, for example, (set? A), and (nested? A).
Restricted Reduce
A powerful generic operation is restricted reduction. The restricted reduction operator (reduce) takes as arguments a collection C and a binary function f that is associative and commutative. It returns the result of combining the elements of C with f: The requirement that f be associative and commutative 8 guarantees that the result of a restricted reduction be the same, regardless of the manner by which it might be evaluated. Section 4.7 discusses the consequences of removing these restrictions. Typical uses of reduce are: summing the elements of a collection, finding the minimum or maximum element of a collection and using logical reduction to determine the and or or of a boolean collection. Some languages may impose restrictions on the functions f over which reductions may be performed: APL and FORTRAN 90 only allows a fixed set of reductions, while APL2, CM-LISP, PARALATION LISP, and SETL allow reduction on any binary function, including those defined by the user. See Section 6 to see how different languages support reduction on generic collections.
The reduce operation gets its name from its use in APL. In APL reduce applied to an array combines elements along the final dimension of the array, reducing the overall rank (number of axes) of the array by one: Languages with this array-reduce operation usually allow an extra argument to indicate the dimension of the array upon which the operator should act.
Set Operations
One common kind of collection is the set. Most of the collection-oriented languages examined here support the standard corpus of set operations on collections: member?, intersection, and union. Although languages like SETL enforce a no-repetition constraint on sets, the exact definition of a set is orthogonal to the support of set operations in a language. These set operations can be defined analogously on multisets (as in the union example).
Append
A natural operation on two collections is to append one collection to another. If these collections are ordered, append might simply concatenate one collection to the end of the other. The actual output is determined by the particular language used and by the specific ordering imposed on M.
The append function can be defined to work on grid-ordered collections as well as on sequence-ordered collections. The only change is that the operation can now concatenate the collections along any of their axes, if the dimensions are conformable.
The first argument specifies the dimension whose length will be modified by the operation.
Extending the append function to act on key-ordered collections is trickier. If the keys of the two collections are distinct from one another, or if the language allows repeated keys (SETL), there is no difficulty: just merge the two collections. 
Select and Pack
Two closely related aggregate operations are select and pack. The select operation is generic and takes collection and predicate arguments. It returns a new collection containing those elements satisfying the predicate: The pack operation can be used to implement select on ordered collections: apply a predicate to all the elements of the collection to generate the conforming boolean collection, and use pack to extract the elements satisfying the predicate. An important difference between these operations is that pack depends on the ordering of the collection arguments while select does not. Also, select requires higher-order functions, and is therefore not possible in languages like APL.
Permute Operations
Thus far none of the operations considered rearrange the order of the elements in a collection. This is accomplished with the permute class of functions. We discuss some general varieties of permute in this section. Less general permute operations that are found in some languages include shift, rotate, and transpose.
Permute
The arguments to permute are two conformable ordered collections: the data collection and the index collection. The latter is a collection whose elements are a permutation of the indices (no index is repeated and all are present) of the first collection. The result of the operation is a collection in which the index collection specifies where the corresponding element of the data collection goes in the result collection:
where P is the permutation vector and in and out are the input and output sequences respectively. For example: 10 
?
permute l e a s t s] 6 5 2 3 1 4] =) t a s s e l].
In array-based languages, permuting arrays can be done in either an element by element manner (which may require that the index collection is a collection of pairs) or by column or row.
Inverse Permute
The inv-permute operator is similar to permute, except that the index vector specifies where the corresponding result element comes from, instead of where it goes: 10 We use the convention that indices start at 1.
Key-ordered Permute
The definition of permute and inv-permute given above only applies to sequence-ordered collections. These definitions can be extended to apply to key-ordered collections as well. This extension demonstrates some of the power of more general kinds of collections.
The index collection of a key-ordered permute is a collection of elements whose keys are the same as the keys of the data and whose values are all distinct. The result is a collection whose keys are the values of the index collection and whose values are the values of the data collection and the pairing up is done according to the keys of both collections:
This is exactly what we would expect if we viewed sequence-ordered collections as key-ordered collections with their indices as keys. In this formalism, inv-permute just switches the roles of the key and value of the index collection. The result has keys from the keys of the index collection, and has values from the values of the data collection and the pairing up is according to the values of the index collection (compare with above):
This definition of a key-ordered permute can be extended to cover the cases when the sets of keys for the index and data collections are not the same by simply omitting the keys not in both:
? permute fa!x b!y c!zg fa!apple b!book d!dogg =) f apple!x book!y g.
A further generalization can be made to the case where the values of the index collection are not distinct. 11 The permute function can take an extra argument specifying a way to resolve collisions (elements that are supposed to be moved to locations with the same key). In CM-LISP this argument is a function and colliding elements are combined with this function:
The combining function must be associative and commutative because the key-ordered collections are unordered and there is no a priori way to decide the grouping or ordering of colliding elements.
This key-ordered, collision-resolving permute is a powerful operation and generalizes many of the operations given so far. For example, by forcing all elements to collide, permute can implement the restricted reduce function from Section 4.2:
Reduce and Scan
Section 4.2 examined the restricted reduce operator for unordered collections which required the combining function to be commutative and associative. When operating on a linearly-ordered collection, the combining function need not be commutative. The result of the reduce can unambiguously be defined as that obtained when the values are combined in the same order in which they appear in the collection:
The scan operator is a generalization of reduce defined on linearly ordered collections. 12 This function returns a collection whose ith element is the reduce of the first i elements of a sequence-ordered collection by f, a binary associative function:
For example, scan with addition gives the "running sum" of the argument collection: As with restricted-reduce, these operations extend to arrays by reducing or scanning across rows or columns of a specified dimension.
Can we now relax the associativity constraint on the combining function, in addition to the commutativity constraint? Unfortunately, this is more difficult. Suppose we define reduce on linearly ordered collections so that the combining function is "put in text": Because subtraction is not associative, these results do not agree.
In general, if the collection argument to a non-associative reduce or scan is ordered, the result of evaluating the expression will depend on the associativity direction of the combining function or language. If the collection unordered, the additions could be grouped in an arbitrary manner, with no a priori correct result.
Apply-to-each
The apply-to-each forms are the second major class of collection operations. Apply-to-each forms apply a function to every element of a collection. This kind of operation maps perfectly to the massively parallel programming paradigm: all processors apply the function to different elements at the same time. A simple example of apply-to-each is negating each element of a collection (see Table 1a ).
We use form instead of function to describe apply-to-each because there are a number of distinct methods for specifying apply-to-each in different languages. Only in those languages that have higher-order functions might apply-to-each really be a function.
There are two styles of apply-to-each in collection-oriented languages: extension and binding. In a binding apply-to-each 13 a representative element of a collection is given a name and the computation to be performed on that element is described. This is the method used by PARALATION LISP (the elwise statement) and by SETL (in the guise of set comprehension). On the other hand, extensions modify the evaluation of a function so that it iterates over the elements of a collection. These extensions are specified in one of two ways: implicitly or explicitly. In some languages (APL for example), extensions are performed automatically if the operation in question needs them in order to be well defined: this is the implicit case. Alternatively, explicit extension requires some notation for precisely describing those functions and/or arguments that must be extended. The tradeoff between these alternatives is largely one of convenience and conciseness vs lack of ambiguity. Extensions are used by APL, FORTRAN 90, CM-LISP, and FP.
Probably the most important difference between collection-oriented languages is whether there are any limitations on which functions are permitted as the functional argument to an apply-to-each form. All the languages under consideration in this paper with explicit applyto-each allow any function, whether primitive or user-defined, to be so used-and therefore also allow nested collections (see Section 3.1). The languages with implicit apply-to-each, FORTRAN 90 and APL, restrict the functions to a fixed set of primitive operators. It is no coincidence that these languages have primitive type schemes, no polymorphism, and no nested collections; they can use the syntactically succinct implicit apply-to-each form and yet incur no ambiguity.
Function Extension and Unary Functions
This section explores the complications that develop in the simplest case of apply-to-each: functions taking a single argument. Consider an example. Suppose we have a collection consisting of five integers. What should be the value of applying the square function to this collection, where square of an integer returns its square? One possible way of defining this result is to square each element of the collection and put these values into a new collection, while preserving any ordering: This can be viewed as extending the domain of the function square from integers to collections of integers or, alternatively, as overloading the function definition for collection types. In the same manner, the domain of negate could be extended to key-ordered collections: 
where the Greek subscripts indicate a general ordering that is preserved by the operation. 13 There does not appear to be a standard term for this in the literature.
Unfortunately, this can lead to possible ambiguity. Suppose that the square example occurred in the context of some linear algebra code written in a language allowing functions to be overloaded based on the type of their arguments. It would be reasonable to add a definition of square for vectors that calculates the inner product of an argument with itself. In this case our example evaluates:
To remove this possible ambiguity and exactly specify which result is desired, explicit functional extension can be introduced into the language. Implicit functional extension uses no extra notation to denote the apply-to-each of the function. Explicit extension denotes an apply-to-each operation using a special syntax. FP and CM-LISP have explicit extension and both denote apply-to-each operations with the symbol ; this paper borrows their syntax. With explicit extension, the square example becomes: 
If no
is used, then the overloaded vector square is called instead. Explicit functional extension allows either functionality to be achieved: the specifies which version of square to use.
Another case in which ambiguity can occur is with nested collections. Consider a nested collection C of three collections, each of which is a collection of three elements:
What should the value of ? reverse C be? There are two possible solutions, depending on the level of nesting at which reverse acts: reverse may apply to the whole collection, or to each element of the collection separately. These two cases may be disambiguated with an explicit apply-to-each: The second example should be read as "apply reverse to the elements of C." Also, An apply-to-each operation can also be described by a binding apply-to-each form. This is an explicit construct similar in form to a loop over the elements of a collection, but with no explicit loop bounds. A variable name is bound to a representative element of the collection, and the computation to be performed on that element is described. In PARALATION LISP, the binding apply-to-each is denoted with the key-word elwise, which we adopt for this paper.
An elwise form consists of a list of pairs and a function body. Each pair is comprised of a collection and a dummy name for a representative element of the collection. All collections in a single elwise must be conformable. Using this notation, the square example given previously becomes: The set comprehension primitive of SETL and MIRANDA is another way to denote a binding apply-to-each. In SETL, the reverse example is expressed as:
[reverse a : a in A], which is read as "create a tuple consisting of the reverse of each element a in A." Set comprehension is further explained in Section 5.3.
From a purely notational perspective, both kinds of explicit apply-to-each forms, extension and binding, have advantages and disadvantages over their implicit counterpart. The primary advantage is one of semantic and syntactic clarity: there is no ambiguity about the operations being performed and code is quite clean and easy to read. Unfortunately, for trivial operations, or when there is no possibility of ambiguity, some people find the extra syntax tedious.
Argument extension and non-unary functions
The preceding section discussed issues arising when only considering unary functions. How can these ideas be extended to n-ary functions? Now the primary new issues are argument extension 14 This definition is used by FP 15 and generalizes nicely to n-ary functions: instead of collections of pairs we can have collections of n-tuples. Unfortunately this does not really solve the binary case. What we have done is change the definition of f from a binary function to a unary function whose single argument is a pair, and then apply the new unary function to the collection. Also, using such a mechanism requires constructing these sequences of tuples when we usually have separate collections. For example, with sequence-ordered collections: and with key-ordered collections:
This element-by-element generalization of a binary function, and the obvious extension to n- Examining the definition of binary apply-to-each closely reveals a few tacit assumptions. First note that the collections under consideration must be ordered. There is an inherent matching-up of indices that cannot occur with unordered collections. This really is not too undesirable: elementwise addition on two sets does not seem to make much sense.
A deeper issue to consider is what happens when the collections being operated upon are not conformable. This can happen for one of two reasons. The first is when the index/key sets of the collections are not identical. If the collections are sequence-ordered this means they are of different lengths. One way to handle this situation is simply to signal a runtime error. Both APL and FORTRAN 90 do this. Some languages try to make this ill-matched apply-to-each meaningful. In particular, the apply-to-each is well-defined on intersection of the index sets and can have the standard interpretation there. Thus a new collection should be created whose index set is the intersection of the index sets of the arguments and the values of the answers should be correct for these indices: These solutions have the problem that they are fairly arbitrary: there is no real reason to prefer one to the other. One way to solve this problem is to prevent its occurrence. This situation never arises in PARALATION LISP because elwise can only be used for fields of the same paralation. These are guaranteed to be of the same length.
The other case of non-conformance is when the collection arguments of an apply-to-each do not have the same rank (number of dimensions). The most common instance of this is when one argument is a collection and the other is not (we call this value a scalar). The collectionoriented languages under consideration here each combine each element of the collection with the scalar:
This allows the following: Another way of looking at this is to say that we argument-extend 16 the scalar s by converting it into a collection all of whose elements are s and that conforms with the collection argument. As with function extension, argument extension may be either implicit (as above) or explicit: The before the 7 may be thought of as specifying that enough copies of the scalars are created to conform to the shape of the collection argument. At this point each function is applied to its arguments. The CM-LISP manual [34] discusses this idea in depth.
It may seem that if a language allows explicit function extension there is no need for any explicit argument extension. In particular, in the previous example the 7 seems unnecessary. Since * has been extended, the interpreter or compiler can deduce that 7 must be extended as well. However, just as with implicit function extension, implicit argument extension may result in ambiguity that requires explicit clarification. An example using nested collections demonstrates this: Each of these results has a different collection structure. In general, without some sort of explicit argument extension, it may be impossible to specify which of these results is desired.
Ambiguity can also result if overloaded operators are present in the language. A nested version of the square from the beginning of section 5.1 is an example of this. If square is overloaded to compute inner products when given a vector argument, all the problems of the append case are present, in addition to the confusion regarding which square is actually being applied (the vector version or the scalar version).
The binding apply-to-each discussed in the previous section can also be used with binary functions. In this case, the binding preserves the correspondence between elements:
when the collection arguments are conformable. Argument extension for creating equal rank arguments becomes trivial with binding apply-to-each:
adds four to each element of the collection C.
Using a binding apply-to-each is actually more general than using for specifying explicit argument and function extension. Consider an example involving collections that are nested to different depths:
The intent here is that two 's are needed to get two levels into collection A: one to apply the plus to each subcollection and a second to apply to each element of the subcollection. The problem now is to decide which elements of B correspond to which elements of A. There are two possibilities, both of which are consistent (as we have defined ) with the given code . Since the explicitly extended code for these operations is ambiguous, exactly one alternative (whichever the language decides) can be specified in the language. This is a general problem with the notation as we have described it (and how it is used in CM-LISP): if there is an apply-to-each involving a function with more than a single argument, and the function must be applied at different levels of nesting in each, then there may be no way to specify the operation using only . Binding apply-to-each allow the nesting levels to be explicitly described.
Collection Comprehensions
Collection comprehensions are powerful constructs becoming popular in modern high-level languages. Gaining its name from the Axiom of Comprehension in set theory, collection comprehensions are a way to create a new collection by applying a function to all elements of an existing collection that satisfy some property.
Comprehensions first appeared as a programming construct in SETL (these comprehensions on sets and tuples were called set formers [31] ). Since then they have been incorporated into a number of modern functional languages: MIRANDA [39] (where they were called Z-F expressions), HASKELL [19] , and the dataflow language ID [28] . In this section we borrow the notation of SETL.
A typical comprehension operation has the form:
Here S is any collection-valued expression, e is a function and p is a boolean predicate. Both e and p are defined on elements of S. The result of this statement is a collection of all e(x) with x chosen from all the elements in S that satisfy p. We use the term set comprehension to indicate a comprehension construct in which the final result is a set. Similarly, we have tuple comprehensions, list comprehensions, array comprehensions, etc. A number of collection operations defined on unordered collections can be described quite easily with set comprehensions. For example:
Similarly, a unary apply-to-each operation on ordered (or unordered) collections is sequence (or set) comprehension without an elimination predicate:
The set comprehension notation extends naturally to ordered collections if we require that keys of values are preserved by the comprehension:
All the languages mentioned in this section allow any number of in clauses in a comprehension. This is defined to iterate through all combinations of elements in the collections that satisfy the selection predicate (in a manner analogous to a nested loop):
The order in which the elements are selected depends on the ordering of the collections involved. For sequence-ordered collections both SETL and MIRANDA iterate through the elements sequentially, with the leftmost clause being iterated most quickly. This was used in the previous example. Since MIRANDA has infinite lists, this scheme could not work if any of the lists being iterated over were infinite: there is no way to ever get to the next element of the other lists. MIRANDA has a construct for diagonal sequencing through multiple lists, for just this situation:
Comprehensions have one major limitation: there is no easy way to create a correspondence between elements of two collections. For example, to use comprehensions to specify a binary apply-to-each on two sequences of the same length, one cannot do the following:
This produces the value of f(x,y) for each ordered pair [x,y] in the set product of X and Y:
[x * y : x in [3, 4] , y in [5, 7] ] =) [15, 21, 20, 28] .
To compute the pairwise product of the tuples one must write:
This explicitly uses the domain of the sets as indices in the specification. An interesting extension to set comprehension would be to allow some notation for implicitly creating a correspondence between tuples (which could be used for binary apply-to-each operations) without resorting to index lists.
Side Effects
An important issue that we have been avoiding until now is side-effects and order of evaluation in apply-to-each forms. To execute collection-oriented languages on parallel machines we would like not to be constrained to a particular order of evaluation. The implementation should be free to schedule the function calls in any manner, so that all available concurrency can be utilized. The only situation in which order of evaluation might make a difference in the final output is when the called function has side-effects. 19 Consider the following fragment of code:
What is the value of global-variable when the code has been completed? We have no idea which value of the collection was the last to be assigned.
There are a number of ways to get around this problem. Some languages explicitly define an ordering for the evaluation of an apply-to-each (SETL does this with tuple formers). Some may explicitly say that the result of such an operation is undefined (PARALATION LISP). Some restrict the functional arguments (APL). While these solutions evade the problem, they do not solve it if we require parallel evaluation.
Language-Specific Collection Operations
Section 4 described various collection operations from an abstract point of view. We now shift our focus to the specific collection operations supported by several collection-oriented languages: FORTRAN 90, APL, SETL, CM-LISP, and PARALATION LISP. Particular note should be made of the interaction between the collection types provided and the definition of the collection operators.
Reduction
FORTRAN 90 has intrinsic functions for computing reductions with a fixed set of operators: and, or, +, , min, and max reductions are each specified by a keyword. For example, if A is an array or vector, then (+-reduce A) is denoted by SUM(A). Each of the reduction operations has two optional arguments delineated with the keywords DIM and MASK. The DIM argument is a list of integers indicating the dimensions of the array over which the reduction is to be performed:
MASK allows a select operation to be performed on the array before the reduction is carried out:
MASK may be either a boolean valued function or a boolean array conformable with the argument. Each of these optional arguments defaults to allow the reduction of the entire array. If the array being reduced is empty, or if the MASK is true for no elements, the identity element is returned. Of the allowed reductions, all are commutative and only floating point SUM and PRODUCT are not associative. The current draft standard for FORTRAN 90 [3] only specifies that the evaluation of a reduction should produce a "processor-dependent approximation" to the correct value: no explicit order of operation is defined, permitting efficient parallel or vector implementation. The expression f/A is used in APL to specify reduction of an array A by a binary function f. Standard APL requires f to be one of a fixed set of built-in dyadic scalar functions, but the more recent dialects generalize this. The semantics of the reduce operation define the result of reducing a vector by f to be equivalent to that of evaluating the expression obtained by writing the vector with an f between each two adjacent elements. Since the evaluation of any APL expression is carried out from right to left, the following is an identity:
This gives a well-defined result for non-commutative reduce:
Unlike FORTRAN 90, APL only permits a single dimension of a multi-dimensional array to be reduced at once. An optional axis argument may be used to select this dimension, which defaults to the last axis: SETL's reduce operation is very similar to APL's and uses the same syntax. The differences are that there is no restriction to built-in operations, there are no extra dimensions to worry about (since the basic collection type is not grid-ordered), and evaluation proceeds left to right. Also, since SETL's sets are unordered, reduction with a non-commutative function should use tuples to obtain a well-defined result. SETL permits an optional left argument to reduce that specifies an element with which to begin the reduction (instead of the identity element). This arguments acts as a default value if the collection is empty:
gives the sum of the elements of S f0g. CM-LISP explicitly guarantees that the order of evaluation of a reduce is undefined for a general xapping: the compiler or interpreter is free to structure the calculation in the most efficient manner. When reducing a xector, the ordering of the xector is respected, yielding a reduction order predictable up to associativity. The reduce function is a special case of the more general three argument CM-LISP (see Section 6.3).
In PARALATION LISP, reduce is performed by the vref function. Given the field field of some paralation and a binary function f, (vref field :with f) computes the reduction of field with f:
(vref '#F(1 2 3 4) :with #'+) =) 10 (the #'+ must be used to specify the functional argument + in COMMON LISP). PARALATION LISP allows a default value to be specified for a reduction of an empty field with the optional :else keyword. vref can be implemented and described in terms of the more general move operator, discussed later (see Section 6.3).
Append
In this section we examine mechanisms to append one collection to another. Once again, the definition of this operation is highly dependent on the order type of the collections being combined.
In SETL, two sets or tuples may be appended by using the + operator. In the case of sets, the resulting set is the union of the two arguments (all duplicates are removed): f2, 3, 4, 5g + f4, 5, 6, 7g =) f2, 3, 4, 5, 6, 7g.
With tuples, the + operator just concatenates the two arguments: Each these results can also be obtained by using +, and making the second argument a nested set or tuple; for example, f2, 3, 4, 5g + ff4, 5, 6, 7gg =) f2, 3, 4, 5, f4, 5, 6, 7gg.
In APL there are two types of append operations. The first is for appending elements onto a vector, or for appending one vector to another, and is denoted by the binary , (comma). This operation concatenates (or just catenates, in APL lingo) the second argument onto the end of the first: The other possibility is to join the arguments together "side-by-side"-creating a new array of one greater rank and joining the arguments along the new dimension. This operation is called lamination, and is denoted by giving the catenate operator an extra axis specifier argument. This is a fractional value indicating where the new dimension should be added: The axis specifier of .5 indicates that the new dimension should go before the first dimension (any value between 0 and 1 will work). Similarly, the 1.5 indicates that the new dimension should be after the first dimension. This is readily extended to arbitrarily dimensioned arrays.
In the final example, implicit scalar extension changes the 4 into a vector long enough to be laminated. The append operation in CM-LISP is complicated by the general nature of the key-ordered collections the language supports. The primitive xunion is the provided mechanism for appending xappings. xunion takes three arguments: a combining function and two xappings. The index set of the resulting xapping is the union of the index sets of the two argument xappings. If an index occurs in both xappings, the corresponding values are combined by the combining function. xunion with an arbitrary combining function is equivalent to append for xappings with disjoint key sets:
where foo is any function of two variables. If the combining function instead selects its first or second argument, xunion is precisely set union:
? xunion #'first 'fone twog 'ftwo threeg =) fone two threeg where first returns the first of its two arguments. Appending one xector to another presents a problem. A xector is just shorthand notation for a xapping whose index set is the first n natural numbers, where n is the length of the vector. Any two non-empty vectors thus have intersecting index sets (the smaller set will be a subset of the larger). To perform an append operation, all elements in the index set of the second vector must be incremented by the length of the first vector. Then xunion can be applied. This can be accomplished with a operation, but the resulting function uses features of the language that we do not discuss in this paper.
As with CM-LISP, the operation of appending two fields in PARALATION LISP is not as simple as just concatenating the values together: a new paralation must be created in which to hold the results. The primitive function for append is field-append-2. This function takes two fields, which may be from any (different) paralations, and returns a new field, in a new paralation. This field contains the concatenated contents of the two argument fields: expand can be implemented using reduce and field-append-2:
(defun expand (field) (vref field :with #'field-append-2 :else (make-paralation 0))) These general indices may also appear on the left hand side of an assignment, thereby permitting selective assignment to portions of an array. The only restriction (to allow vector and parallel implementation) is that no array location is selected more than once. An inversepermute can be performed by creating a permutation vector and indexing into the array to be permuted. A regular permute is accomplished by using the permutation vector to specify assignment into the array: (if I is an array of size 4)
Permute
I( (/ 3, 4, 2, 1 /) ) = (/ 8, 9, 10, 11 /) I =) (/ 11, 10, 8, 9 /).
APL has its own version of generalized indexing. In APL, any part of an indexing subscript may be a scalar, vector or array. The shape of the resulting array is equal to the catenation of the shapes of each subscript. For any vector component, all the matching elements of the array will be chosen. An empty element indicates that the entire column should be selected. As with FORTRAN 90, if these indices are used on the left-hand side of an assignment only those selected elements of the array are assigned. APL allows subscripts on the left-hand side to be repeated, but the outcome of the assignment is dependent on the implementation. An inverse-permute is done by indexing into the data with the appropriate subscripts: Permuting elements of a higher dimensional array cannot be done in this manner since too many indices will match the list: . However, note that these are the diagonal elements in the array produced; this will be true in the general case. APL provides a mechanism (dyadic transpose) to pull out the generalized diagonal of a multidimensional array. The permute operation on tuples in SETL is expressed in terms of indexing and set comprehension: this same technique.
Pack and Select
The pack and select operations both involve pulling particular elements out of a collection and putting them into a new collection. They are examined jointly in the section.
FORTRAN 90 has a primitive pack command that packs arrays into vectors. The arguments to pack are an array, a boolean mask (which may be a constant or a predicate) conformable with the array, and an optional vector that specifies both the minimum length of and default values for the result: To perform a select, a boolean mask can be created that can be used for a compress operation:
(A > 3) / A.
The pack and select functions of SETL are described as simple set comprehensions:
fx : x in A | P(x)g extracts all those elements of A that satisfy the boolean function P. This is discussed in Section 5.3 In PARALATION LISP, pack requires the movement of data and the creation of a new paralation. As such, it must be implemented with <-. PARALATION LISP provides the choose function for creating a new paralation and a mapping between this paralation and the true elements of a boolean field of another paralation. This allows data to be moved from a field of the original paralation to the new paralation:
(setq a (make-paralation 5)) =) #F(0 1 2 3 4) (setq mask (elwise ((a)) (prime? a))) =) #F(NIL NIL T T NIL) (<-a :by (choose mask)) =) #F(2 3).
This may look clumsy, but the only extra operation that is performed is the creation of the mapping from the mask. This mapping may be stored and then used later to move data in other fields of the paralation with only a <-.
Conclusion
This paper has reviewed and compared a set of languages we call "collection-oriented". These languages simultaneously: 1. Supply high-level data abstractions and operations on them. These tend to lead to code that is clearer, easier to write and more concise than code in standard serial languages.
2. Provide implicit parallelism. Most collection operations have efficient parallel implementations so the compiler does not have to do complex analysis on loops to find parallelism.
Currently there is a significant gap between the collection-oriented languages that have been implemented to run efficiently on parallel machines, and the most interesting and powerful of the languages. In particular, most of the implemented languages, such as C*, FORTRAN 90, and AL, do not support nested collections, and the two that do, CM-LISP and PARALATION LISP, do not implement nested collections in parallel, except for a subset of PARALATION LISP [9] .
We are currently embarking on a project to define a language with the best attributes of the languages discussed [8, 12] . A final goal is to implement a compiler that generates efficient code for a variety of parallel machines and architectures, with performance that approaches hand-optimized code. Our hope is to debunk the myth that programming for parallel machines is necessarily more complex than programming for serial machines. Collection-oriented languages are one mechanism for accomplishing this goal.
