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Abstract
Let G D .V ;E;!/ be an incomplete graph with node set V, edge set E, and nonnegative
weights !ij ’s on the edges. Let each edge .vi ; vj / be viewed as a rigid bar, of length !ij ,
which can rotate freely around its end nodes. A realization of a graph G is an assignment
of coordinates, in some Euclidean space, to each node of G. In this paper, we consider the
problem of determining whether or not a given realization of a graph G is rigid. We show that
each realization of G can be represented as a point in a compact convex set X  R Nm; and that
a generic realization of G is rigid if and only if its corresponding point is a vertex of X, i.e.,
an extreme point with full-dimensional normal cone. © 2000 Elsevier Science Inc. All rights
reserved.
AMS classification: 94C15; 52C25; 52A25; 05C50; 15A57
Keywords: Weighted graphs; Rigidity; Euclidean distance matrices; Convex sets; Normal cones; Semi-
definite programming
1. Introduction
Let G D .V ;E;!/ be an incomplete undirected edge-weighted simple graph with
node set V D fv1; v2; : : : ; vng, edge set E  V  V and a nonnegative weight !ij
for each edge .vi ; vj / 2 E. For our purposes, each edge .vi ; vj / of graph G will be
viewed as an inextendible, incompressible rigid bar, of length !ij , which can freely
rotate around its end nodes. A realization of graph G in Rr is a mapping of the
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vertices of G into points in Rr such that every two adjacent vertices vi , vj of G are
mapped into points pi , pj 2 Rr whose Euclidean distance is equal to the weight
!ij . In this paper, we are interested in the problem of determining whether or not
the resulting structure of bars and joints of a given realization of a graph G is rigid.
The much more difficult problem of determining whether or not a given realization
of graph G in Rr is unique was shown by Saxe [20] to be NP-hard (see also [11]).
Clearly, if a realization of a graph in Rr is unique, then it is rigid. However, the
converse might not be true. In fact, rigidity of a given realization of G in Rr is
equivalent to this realization being “locally” unique.
The problem of determining whether or not a given structure is rigid in Rr is
well known and has been studied by many authors for well over a century. For an
excellent introduction to the subject see [6,7,14,19,23]. The rigidity or flexibility of
a generic realization of a given graph is usually established by computing the rank
of the rigidity matrix, see e.g. [4]. A combinatorial characterization of rigidity in the
plane was obtained by Laman [13], and by Lovász and Yemini [15]. Combinatorial
characterizations of rigidity in R3 are only known for some classes of graphs [19].
In this paper, we present a new formulation of the graph rigidity problem based
on Euclidean distance matrices. This formulation has the advantage of being invari-
ant under translations, rotations, and space inversion in Euclidean space. We show
that each realization of graph G corresponds to a point Oy in a compact convex set
X  R Nm, where Nm is the number of missing edges of G. Furthermore, we show that
a generic realization of G is rigid if and only if its corresponding point Oy is a vertex
of X, i.e., Oy is an extreme point of X whose normal cone is full dimensional.
This paper is organized as follows. In Section 1, we introduce some preliminary
definitions and notations. The required background from distance geometry is pre-
sented in Section 2. In Section 3, we study the geometry of the set X and its fa-
cial structure. Section 4 contains some known results from the theory of differentia-
ble manifolds, which are used to prove our results. Section 5 contains a summary
and some concluding remarks. The paper concludes with a numerical example in
Section 6.
1.1. Preliminary definitions
Given an edge-weighted connected graph G D .V ;E;!/ with n nodes and m
edges and points p1; p2; : : : ; pn 2 Rr , the n  r matrix
P D
2
66664
p1
T
p2
T
:::
pnT
3
77775
is called a realization of G in Rr , if
kpi − pjk D !ij for all .vi; vj / 2 E;
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where k  k denotes the Euclidean norm. A weighted graph G is said to be r-realizable
if there exists a realization of G in Rr . It is well known that for a given incomplete
weighted graph G and a given integer r, determining whether G is r-realizable is
NP-hard [20]. We assume throughout this paper that graph G is r-realizable.
Let P be a realization of G D .V ;E;!/. Then, the n  n matrix DP D .dij / D
kpi − pjk2 is called the Euclidean distance matrix (EDM) associated with P. The
matrix DP is symmetric with zero diagonal and dij D !2ij for all .vi; vj / 2 E.
Two realizations P and P 0 of G D .V ;E;!/ are said to be congruent if DP D
DP 0 . Note that DP is invariant under translations, rotations, and space inversion in
Rr . Thus, all realizations P 0 obtained from P by any of the above transformations are
congruent to P. In order to avoid trivialities arising from such transformations, no dis-
tinction between congruent realizations will be made. Consequently, we can assume
that in all realizations P of G, the centroid of the points p1; p2; : : : ; pn coincides
with the origin, i.e., P Te D 0 where e 2 Rn is the vector of all ones.
A realization P of graph G is said to be generic if the rows of P are algebraically
independent over the rational field. For the purposes of this paper, a realization P is
generic if there is no “degeneracy” in the rows of P, i.e., in the positions of the nodes
of G in Rr . Furthermore, the set of generic realizations is dense in the space of all
realizations. Thus, any non-generic realization P of a graph G can be made generic
by a small perturbation of its rows.
The pair .G;P / consisting of a weighted graph G and its realization P in Rr is
called a framework. A framework .G;P / is generic if P is a generic realization of G.
The framework .G;P / is said to be flexible if there exists a differentiable function
γ .t/ V t 2 T0; 1U ! Rnr such that γ .0/ D P , and γ .t/ is a realization of G, non-
congruent to P, for all t, 0 < t 6 1. Such a path γ is called a flexing of .G;P /. The
framework .G;P / is said to be rigid if it is not flexible.
1.2. Notation
We denote by Sn the space of n  n symmetric matrices. The inner product on
Sn is given by
hA;Bi VD trace .AB/:
B 2Sn is said to be positive semidefinite, denoted by  0, if all its eigenvalues are
nonnegative; and it is said to be positive definite, denoted by  0, if all its eigen-
values are positive.
We denote by e the vector, of the appropriate dimension, of all ones; and by Eij
the symmetric matrix, of the appropriate dimension, with ones in the .i; j/th and
.j; i/th entries and zeros elsewhere. The n  n identity matrix will be denoted by
In. A  B denotes the Hadamard, or the element-wise, product of matrices A and B.
The null space of a matrix X is denoted by Null X; and we denote by W and U the
matrices, whose columns form an orthonormal basis for the range space and the null
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space of X, respectively. Finally, “starred” matrices refer to the given realization of a
graph G whose rigidity or flexibility is being investigated.
2. Distance geometry
Given a realization P of a graph G in Rr , let B D .bij / VD PP T. Then, B is an
n  n positive semidefinite matrix of rank r. Furthermore, Be D 0 since we assume
that P Te D 0. From the definition of B, it easily follows that DP D .dij /, the EDM
associated with P is given by
dij D bii C bjj − 2bij :
Define the centered and hollow subspaces ofSn as
SC VD fB 2Sn V Be D 0g; SH VD fD 2 Sn V diag.D/ D 0g; (1)
where diag(D) denotes the column vector formed from the diagonal of D. Following
[9], define the two linear operatorsK VSC ! SH andT VSH !SC as follows:
K.B/ VD diag.B/ eT C e diag.B/T − 2B; (2)
and
T.D/ VD − 12J D J; (3)
where J VD In − eeT=n. Then:
Lemma 2.1. K andT are inverses of each other.
Proof. See [9,12]. 
Thus, DP DK.B/. On the other hand, suppose that we are given a DP , the EDM
associated with some unknown realization P of G. Then P is determined as follows:
let B DT.DP /. It is well known [9,10,21] that if DP is EDM associated with some
realization P of G in Rr , then B DT.DP /  0 and rank B = r. Hence B can be
factorized as B D PP T. Note that P Te D 0 since B 2SC.
Let V be an n  .n − 1/ matrix such that
V Te D 0; V TV D In−1: (4)
Then J D V V T D In − eeT=n.
Consider the following two linear operatorsKV VSn−1 !SH andTV VSH !
Sn−1 introduced in [1]:
KV .X/ VDK.V XV T/; (5)
and
TV .D/ VD V TT.D/V D − 12V TDV: (6)
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Lemma 2.2. KV andTV are inverses of each other.
Proof. See [1]. 
Theorem 2.1. A framework .G;P /; P Te D 0; can be equivalently represented asV
1. .G;B/;
2. .G;DP /; or
3. .G;X/.
where B D PP T; DP DK.B/; and X D V TBV .
Proof. This follows since B D V XV T, B DT.DP /, and since any realization P 0
obtained by the factorization B D P 0P 0T is congruent to P. 
Thus, a realization in Rr of a weighted graph G can be equivalently represented
by the n  r matrix P, by the n  n centered positive semidefinite matrix B of rank
r, by the .n − 1/  .n − 1/ positive semidefinite matrix X of rank r, or by the n  n
EDM DP . Therefore, by a slight abuse of notation, we will use the term “ realization”
to refer to B, X, DP , as well as to P. Also, we will use framework .G;B/, framework
.G;X/, framework .G;DP /, to mean framework .G;P /.
In the sequel we will use the .n − 1/  .n − 1/ positive semidefinite matrix X
as the representation of a given realization of a graph G. Such a representation is
the most convenient for our purposes for two reasons. First, it will allow a much
simpler characterization of X, the set of all realizations of graph G in all dimensional
Euclidean spaces, which will be defined in (10). Second, in this representation, the
set X has the desired property of being full dimensional, whenever the given graph
has a realization in R.n−1/, as will be shown in the next section.
3. Geometry of the set of realizations of graph G
Given an edge-weighted connected graph G D .V ;E;!/ of n vertices and m edg-
es, let Nm be the number of missing edges of G, i.e., Nm D n.n − 1/=2 − m. Let H D
.hij / be the adjacency matrix of G and define the linear operatorA.X/ VSn−1 !
SH such that
A.X/ VD H KV .X/; (7)
where  denotes the Hadamard product. Let Eij 2Sn be the matrix with ones in
the .i; j/th and the .j; i/th entries and zeros elsewhere. For each hij D 0 and i < j ,
define the matrices Mk, k D 1; : : : ; Nm, such that
Mk VDTV .Eij / D − 12V TEijV : (8)
Then it is easy to show that {Mk : k D 1; : : : ; Nm} is a set of linearly independent
matrices; and that {Mk : k D 1; : : : ; Nm} forms a basis for NullA. Thus,
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NullA D
(
Z 2 Sn−1 V Z D
NmX
kD1
ykM
k for some y 2 R Nm
)
:
In what follows, X and P  will refer to the specific realization, which we assume
to be generic, of a graph G whose rigidity and flexibility is being investigated. Recall
that if P  is a realization of graph G in Rr , then X 2Sn−1 (as defined in Theorem
2.1) is positive semidefinite with rank r. Let Xr be the subset of R Nm defined by
Xr D
(
y 2 R Nm V X.y/ D X C
NmX
kD1
ykM
k  0; and rank X.y/ D r
)
: (9)
Then we have the following theorem.
Theorem 3.1. Given a framework .G;X/ in Rr ; then fX.y/ V y 2 Xr g is the set of
all realizations of G in Rr ; where Xr is as defined in .9/.
Proof. Given a framework .G;X/, P is a realization of G (in some Euclidean
space) if and only if .dP /ij D .dP /ij for all .vi ; vj / 2 E. This is equivalent to H 
DP D H  DP  ; which is equivalent to DP DKV .X/ for some X  0 such that
A.X − X/ D 0. Thus, P is a realization of G in Rr iff DP DKV .X/; X  0,
A.X − X/ D 0 and rank X = r; and the assertion follows. 
Note that the problem of determining whether or not a given realization of G in
Rr is unique, is equivalent to the problem of determining whether or not Xr is a
singleton. In general, Xr is a disconnected set due to the rank restriction on X.y/.
However, by relaxing the rank condition we get the following closed, convex, and
generally non-polyhedral set.
X D
(
y 2 R Nm V X.y/ D X C
NmX
kD1
ykM
k  0
)
: (10)
The set X, first introduced in [2], is a special case of a spectrahedron, a term in-
troduced in [18] to denote the feasible region of a semi-definite program. It readily
follows that fX.y/ V y 2 Xg is the set of all realizations of G in all finite-dimen-
sional Euclidean spaces, given that X is a realization of G in Rr . In this paper,
we assume 2 that graph G is .n − 1/-realizable whenever it is r-realizable for some
positive integer 6 n − 1. Therefore, since G has a realizaton in R.n−1/, it follows
that there exists a point Oy 2 X corresponding to such an .n − 1/-realization of G.
But X. Oy/  0 since rank X. Oy/ D n − 1. Therefore Oy is an interior point of X and
2 For a characterization of graphs that do not satisfy this property, see our forthcoming paper: “On
rigidity and realizability of weighted graphs”.
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thus X is a full-dimensional set. Furthermore, the origin is always contained in X
since X D X.0/  0. Next we show that if the graph G is connected, then the set X
is bounded.
Lemma 3.1. Let the edge-weighted graph G D .V ;E;!/ be connected and let Z be
a nonzero symmetric matrix in NullA; i.e.; H KV .Z/ D 0. Then Z is indefinite.
Proof. Assume to the contrary that Z is definite and w.l.o.g. assume that Z  0.
Then D D .dij / DKV .Z/ is an EDM. Since G is connected, there exists a path
between node v1 and node vn. Hence there exist indices i1; i2; : : : ; in−2 such that
h1;i1 D hi1;i2 D    D hin−2;n D 1. SinceA.Z/ D H KV .Z/ D H  D D 0, it fol-
lows that d1;i1 D di1;i2 D    D din−2;n D 0. Thus, D D 0 and consequently Z D 0.

Lemma 3.2. Let X; Z 2 Sn and let X be positive definite and Z be indefinite.
Then; there exist 1 < 0 and 2 > 0 such that X C Z is positive semidefinite iff
 2 T1; 2U.
Proof. Let X D QKQT be the spectral decomposition of X. Then
X C Z D QK1=2.I C Z0/K1=2QT;
where Z0 D K−1=2 QTZQ K−1=2. Let 1 6 2 6    6 n be the eigenvalues of
Z0. Then 1 < 0 and n > 0. The assertion follows by setting 1 D −1=n and 2 D
−1=1. 
Corollary 3.1. Let the edge-weighted graph G D .V ;E;!/ be connected. Then X
is bounded.
Proof. Let v be in R Nm and let Z.v/ D P NmkD1 vkMk. Then by Lemma 3.1, Z.v/ is
indefinite. Let Oy be any interior point in X, i.e., X. Oy/  0; and let X. Oy/ D QKQT be
the spectral decomposition of X. Oy/. Then the diagonal matrix K is positive definite.
Furthermore, X. Oy C v/ D X. Oy/ C Z.v/  0 if and only if K C QTZ.v/Q  0.
But by Lemma 3.2,  is bounded and hence X is bounded. 
3.1. Facial structure of X
In this section, we study the facial structure of X. A point Oy 2 X is said to be an
extreme point of X if Oy cannot be represented as a proper convex combination of two
distinct points y1 and y2 in X. Let Oy be an extreme point of X. Then the normal cone
of Oy, denoted by N.X; Oy/, is defined by
N.X; Oy/ D fc 2 R Nm V cT Oy  cTy for all y 2 Xg: (11)
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An extreme point Oy of X is said to be a vertex if N.X; Oy/ is full dimensional. Next
we present a characterization of the extreme points of X. For a characterization of
the faces of a general spectrahedron see [17,18].
Theorem 3.2. y 2 X is an extreme point of X if and only if there does not ex-
ist a nonzero v 2 R Nm such that Null Z.v/ contains Null X.y/; where Z.v/ DP Nm
kD1 vkMk .
Proof. Let Null X.y/  Null Z.v/ for some nonzero v 2 R Nm, where Z.v/ D P NmkD1
vkM
k
. Then by definition, Z.v/ 2 NullA. Let rank X.y/ = k and let X.y/ D QKQT
be the spectral decomposition of X.y/ with Q being the orthogonal matrix of eigen-
vectors and K the diagonal matrix of eigenvalues. Then, w.l.o.g. we can assume that
K = diag (1; : : : ; k; 0; : : : ; 0/, where i is positive for all i D 1; : : : ; k. Let Q D
TW U U, where W is .n − 1/  k. Then, X.y/ D W diag (1; : : : ; k/WT. Since Null
X.y/  Null Z.v/, Z.v/ D WZ0WT. By Lemma 3.1, Z.v/ and consequently Z0 are
indefinite. Hence, there exists a positive number  = min f1; 2g (with 1; 2 as in
Lemma 3.2) such that X.y C v/ D X.y/ C Z.v/  0 and X.y − v/ D X.y/ −
Z.v/  0. Thus, y1 D y C v and y2 D y − v belong to X. Hence, y is not an
extreme point of X.
To prove the converse, assume that y 2 X is not an extreme point. Then there
exist two points y1 6D y2 in X such that y D 12y1 C 12y2. Let v D 12 .y1 − y2/. Then
clearly v =D 0. Furthermore, y1 D y C v and y2 D y − v. Let rank X.y/= k and let
X.y/ D QKQT be the spectral decomposition of X.y/. As before, assume that the
first k elements of K are positive. Hence, the last .n − k/ rows and columns of the
matrix QTX.y/Q are zeros. Then since X.y1/ D X.y/ C Z.v/  0 and X.y2/ D
X.y/ − Z.v/  0, it follows that the last n − k rows and columns of QTZ.v/Q must
also be zeros. Hence, Null X.y/  Null Z.v/. 
An equivalent characterization of extreme points of X is given by the next corol-
lary.
Corollary 3.2. y 2 X is an extreme point of X if and only if there does not exist a
nonzero symmetric matrix Y such that H KV .WYWT/ D 0; where the columns of
W form an orthonormal basis for the range space of X.y/.
Proof. It suffices to show that the existence of v =D 0 such that Null Z.v/ contains
Null X.y/, where Z.v/ D P NmkD1 vkMk is equivalent to the existence of a symmetric
matrix Y =D 0 such that H KV .WYWT/ D 0. Indeed this is the case since by (7)
and (8), Z.v/ D P NmkD1 vkMk iff H KV .Z.v// D 0; and since Null Z.v/ contains
Null X.y/ iff Z.v/ D WYWT for some symmetric matrix Y. 
Corollary 3.3. Suppose that y D 0 is not an extreme point of X. Then the framework
.G;X/ is flexible.
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Proof. Since y D 0 is not an extreme point of X, there exist two points y1 =D y2 in
X and a positive number  such that for all t 2 .−;C/, X..y1 − y2/t/ D X.0/C
tZ.y1 − y2/ = X C t P NmkD1.y1k − y2k /Mk  0 and rank X..y1 − y2/t/ D rank X.
Hence X..y1 − y2/t/ is a flexing and the result follows. 
Thus, a necessary condition for a framework .G;X/ to be rigid is that the origin,
y D 0, be an extreme point of X. Next we focus on the extreme points of X and their
normal cones.
Lemma 3.3. The normal cone N.X; Oy/ is given by
N.X; Oy/ D fc 2 R Nm V ck D −hMk;Pi; P  0; hX. Oy/;Pi D 0g: (12)
Proof. Let c D .ck/ 2 R Nm such that ck D −hMk;Pi, hX. Oy/;Pi D 0, and P  0.
Then, for all y 2 X
cTy − hX;Pi D −
* NmX
kD1
Mkyk C X;P
+
D −hX.y/;Pi 6 0
since both X.y/ and P are  0. But cT Oy D hX;Pi. Therefore, cTy 6 cT Oy for all
y 2 X. Hence, c 2 N.X; Oy/.
Conversely, let c 2 N.X; Oy/ and consider the following semidefinite program-
ming problem (P):
 D max cTy
s.t. −
NmX
kD1
ykM
k  X;
and its dual (D)
 D min hP;Xi
s.t. −hMk;Pi D ck for k D 1; : : : ; Nm;
P  0:
Note that since X is full dimensional, it follows that Slater’s constraint qualifica-
tion holds for (P). Slater’s condition implies that strong duality holds; i.e.,  D 
and  is attained for some P  0 [3,22,24]. Furthermore, (P) attains its optimal
value at Oy. Therefore, it follows that ck D −hMk;Pi for some P  0 for all k D
1; : : : ; Nm and that hX. Oy/;Pi= 0. 
Let W be the matrix whose columns form an orthonormal basis for the range
space of X. Oy/ and let U be the matrix whose columns form an orthonormal basis for
the null space of X. Oy/. Thus, the matrix Q D TW U U is orthogonal. Since both X. Oy/
and P are positive semidefinite, it is well known that hX. Oy/;Pi = 0 if and only if
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X. Oy/P = 0. But X. Oy/P = 0 implies that diag (WTPW/ D 0, and since WTPW  0,
it also implies that WTPW D 0. Furthermore, since
QTPQ D

WTPW WTPU
UTPW UTPU

 0;
it follows that WTPU D UTPW D 0. Let W D UTPU . Then
P D TW U U

0 0
0 W
 
WT
UT

D UWUT:
Therefore we have the following lemma.
Lemma 3.4. Let rank X. Oy/ = r; and let Nr D .n − 1/ − r . Then the normal cone
N.X; Oy/ is equivalently given by
N.X; Oy/ D fc 2 R Nm V ck D −hMk;UWUTi; for some W  0g; (13)
where U is the .n − 1/  Nr matrix whose columns form an orthonormal basis of the
null space of X. Oy/; and W is Nr  Nr .
Let Cij . Oy/ be the Nm vector defined by
Cij . Oy/ D −
2
6664
uTi M
1uj
uTi M
2uj
: : :
uTi M
Nmuj
3
7775 ; (14)
where ui is the ith column of U defined in Lemma 3.4. For i D 1; : : : ; Nr and j D
i; : : : ; Nr , define the Nm  Nr.Nr C 1/=2 matrix C. Oy/ as
C. Oy/ D TC11. Oy/ 2C12. Oy/    Cij . Oy/   C Nr Nr . Oy/U: (15)
Then, the columns of C. Oy/ span the normal cone N.X; Oy/. Hence, we have the
following corollary.
Corollary 3.4. Let C. Oy/ be the Nm  Nr.Nr C 1/=2 matrix defined in .15/. Then, dim
N.X; Oy/ = rank C. Oy/. Consequently, Oy is a vertex of X iff rank C. Oy/ = Nm.
Note that if Nm > Nr.Nr C 1/=2, then it follows trivially that rank C. Oy/ < Nm; and
consequently Oy cannot be a vertex of X. Therefore, the interesting case is the non-
trivial case where Nm 6 Nr.Nr C 1/=2.
4. The manifold of matrices of rank r
Recall that if X is a given realization of G in Rr , then X is an .n − 1/ 
.n − 1/ positive semidefinite matrix of rank r. Let X V R Nm !Sn−1 be the linear
map defined by
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X.y/ VD X C Z.y/ D X C
NmX
kD1
ykM
k:
Let W be the .n − 1/  r matrix whose columns form an orthonormal basis of the
range space of X. Similarly, let U be the .n − 1/  Nr matrix whose columns form
an orthonormal basis for the null space of X where Nr D .n − 1/ − r . Then,
WT
UT

X TW U U D

K 0
0 0

;
where K is the r  r diagonal matrix of the positive eigenvalues of X; and
WT
UT

X.y/ TW U U D

K C WTZ.y/ W WTZ.y/ U
UTZ.y/ W UTZ.y/ U

:
Proposition 4.1. Let
X D

A B
BT C

2 Sn−1;
where A is an r  r positive definite matrix. Then; X is positive semidefinite with
rank r if and only if C − BTA−1B D 0.
Proof. Consider the nonsingular matrix
Q D

Ir 0
−BTA−1 INr

:
Then;
QXQT D

A 0
0 C − BTA−1B

:
Thus, rank X = r iff C − BTA−1B D 0. Furthermore, X  0 iff C − BTA−1B 
0. Hence, the result follows. 
On a sufficiently small neighborhood  of zero in R Nm, K C WTZ.y/W  0. There-
fore, for y 2  , X.y/ is positive semidefinite with rank r if and only if
U.y/DUTZ.y/ U − UTZ.y/ W
.K C WTZ.y/ W/−1 WTZ.y/ U D 0: (16)
Note that U.y/ is an Nr  Nr symmetric matrix. Hence, (16) is a system of Nr.Nr C 1/=2
nonlinear equations in Nm variables. Furthermore,
oU
oyi
D UTMi U
−UTMi W.K C WTZ.y/W/−1 WTZ.y/ U
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−UTZ.y/ W.K C WTZ.y/W/−1 WTMi U
−UTZ.y/ W.K C WTZ.y/W/−1 WTMi W
.K C WTZ.y/W/−1WTZ.y/ U (17)
Thus, DU.0/, the Jacobian matrix of U.y/ at y D 0, is identical to −C.0/, where
C.0/ is the Nm  Nr.Nr C 1/=2 matrix defined in (15) whose columns span the normal
cone N.X; 0/, i.e.,
DU.0/ D −C.0/ D
2
6664
uT1 M
1u1 : : : uTi M
1uj : : : uTNr M1uNr
uT1 M
2u1 : : : u
T
i M
2uj : : : u
TNr M2uNr
: : : : : : : : : : : : : : :
uT1M
Nmu1 : : : uTi M Nmuj : : : uTNr M NmuNr
3
7775 ; (18)
where i D 1; : : : ; Nr , j D i; : : : ; Nr , and ui is the ith column of U.
The following is a well-known result (see [5]).
Theorem 4.1 (Implicit-parameterization theorem). Let 1; 2; : : : ; s be scalar func-
tions differentiable on a neighborhood  of 0 in R Nm such that 1.0/ D 2.0/ D
   D s.0/ D 0. If the Jacobian matrix2
66664
o1
oy1
   o
s
oy1        
o1
oy Nm
   o
s
oy Nm
3
77775
has constant rank k on ; with k < Nm; then there exists a neighborhood t of 0 in
R. Nm−k/ and a differentiable mapping  V t !  such that .0/ D 0 and
1..t// D    D s..t// D 0
for all t 2 t .
Since the determinant is a continuous function of its entries, it is well known that
rank DU.y/ > rank DU.0/ for all y in some neighborhood  of 0 in R Nm. 0 is called
a regular point of U if rank DU.y/ = rank DU.0/ for all y in  ; otherwise, 0 is called
a singular point of U. In this paper, we say that a framework .G;X/ is generic iff 0
is a regular point of U. Note that if 0 is a regular point of U with DU.0/ < Nm, then
X..t// for t 2 t provides a flexing for the framework .G;X/. Hence, we have the
following result:
Corollary 4.1. Let X be a generic realization of graph G. Then; the generic frame-
work .G;X/ is rigid if and only if rank DU.0/ = Nm.
Proof. The “only if” part follows directly from the implicit-parameterization the-
orem. To prove the “if” part assume that the function  V R ! R Nm, .0/ D 0, is
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differentiable on some neighborhood t of 0 in R such that X..t//, t 2 t , is a flex-
ing of the framework .G;X/. Then U..t// D 0 for t 2 t , where U.y/ is the Nr  Nr
symmetric matrix defined in (16). Expressing the system U..t// D 0 as 1..t// D
2..t// D    D  Nr. NrC1/=2..t// D 0, we get
dj ..t//
dt
D
NmX
kD1
oj
oyk
dk
dt
D 0 for all t 2 t ; j D 1; : : : ; Nr.Nr C 1/=2;
where .t/ D .1.t/; 2.t/; : : : ;  Nm.t//. Furthermore, .d1=dt; d2=dt; : : : ; d Nm=dt/
is not identically zero since otherwise .t/ D 0 for all t 2 t . Thus, the rows of
DU..t// are linearly dependent. Hence rank DU..t// < Nm for all t 2 t and in
particular DU.0/ < Nm. 
Next, we have our main result.
Corollary 4.2. Let X be a generic realization of graph G. Then the generic frame-
work .G;X/ is rigid if and only if y D 0 is a vertex of X.
Proof. This follows from Corollaries 4.1 and 3.4 and Eq. (18). 
As an example, the frameworks (a) and (c) in Fig. 3 are rigid (DU.0/ D Nm in
(a), and y D 0 is a singular point of U in (c)). However, the singularity of y D 0
in (c) can be removed by a small perturbation of X, and the perturbed framework
becomes flexible as in Fig. 3(d).
5. Summary and concluding remarks
Let G D .V ;E;!/ be a connected graph with n nodes and m edges; and with
nonnegative weights !ij ’s on the edges. Let each edge .vi ; vj / 2 E be viewed as a
rigid bar of length !ij which can rotate freely around its end nodes. In this paper we
considered the problem of determining whether or not a given realization of G in Rr
is rigid. We showed that each realization of graph G in some Euclidean space can
be represented by an .n − 1/  .n − 1/ positive semidefinite matrix X.y/, y 2 X,
where X is a compact convex subset of R Nm, Nm D n.n − 1/=2 − m, defined as
X VD
(
y 2 R Nm V X C
NmX
kD1
ykM
k  0
)
:
This new representation of realizations of G has the advantage of being invariant
under rotations, translations, and space inversion in Euclidean space. For a generic
realization X of graph G, we showed that G is rigid if and only if y D 0 is a vertex
of X, i.e., an extreme point of X with full-dimensional normal cone.
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One would like the definition of rigidity to imply the property that if a framework
.G;X/ is rigid, then there exists a neighborhood  of 0 in X such that rank X.y/ >
rank X for all y 2 ; y =D 0. It is not clear from our definition of rigidity that this
property holds since there could exist points yi 2 X, with rank X.yi/ = rank X, ar-
bitrarily close to y D 0 while no flexing of .G;X/ exists. However, by results from
algebraic geometry [16, p. 25, Lemma 3.1], the existence of such points yi is ruled
out. Thus, the above property does in fact hold. As a result, the characterization of
rigid graphs presented in this paper also provides a solution to the following problem:
Given A0, A1, A2, . . . , Am 2Sn, let B D fX 2Sn V X D A0 C PmkD1 ykAk  0,
for some y 2 Rmg; then B is a convex closed subset of the cone of n  n positive
semidefinite matrices. Assume that A0 is a generic matrix of rank r and that B is
bounded and 9 OX 2 B; X  0. Let Bs D fXs 2 B : there exists a neighborhood  of
Xs such that rank X > rank Xs for all X 2 ;X =D Xs}. Characterize the subset Bs .
6. Example 1
Consider the 4-cycle graph in Fig. 2(a) with adjacency matrix H and realization
P  in R2
H D
2
664
0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0
3
775 ; P  D
2
664
1 1
1 −1
−1 −1
−1 1
3
775 :
Recall that the matrix V defined in (4) is not unique. Here we use
V D
2
664
y y y
1 C x x x
x 1 C x x
x x 1 C x
3
775 ;
where x D −1=6 and y D −1=2. Then, DP  DK.B D P P T/ and X DTV
.DP / D V TBV are given by
Fig. 1. The set X corresponding to framework .G;X/ in Example 1. Note that the origin is not a vertex;
hence .G;X/ is flexible.
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Fig. 2. Realizations (a), (b), (c), and (d) corresponding, respectively, to the origin, vertex y1, vertex y2,
and vertex y3.
DP  D
2
664
0 4 8 4
4 0 4 8
8 4 0 4
4 8 4 0
3
775 ; X D 19
2
4 20 8 −168 32 8
−16 8 20
3
5 :
Then, X is given by
X D fy 2 R2 V X C y1M1 C y2M2  0g;
where
M1 DTV .E13/ D 112
2
4−1 2 −12 5 2
−1 2 −1
3
5 ;
and
M2 DTV .E24/ D 136
2
4 5 2 −132 −1 2
−13 2 5
3
5 :
In this example X is polyhedral. Using the spectral decompositions of X, M1,
and M2 we get the following explicit description of X (see Fig. 1):
X D fy 2 R2 V y1 > −8; y2 > −8; y1 C y2 6 0g:
Thus, the vertices ofX are y1 D .8;−8/, y2 D .−8; 8/, and y3 D .−8;−8/. Since
the origin is not a vertex, the framework .G;X/ D .G;X.0// is flexible. However,
the frameworks .G;X.y1//, .G;X.y2//, and .G;X.y3// corresponding to the ver-
tices y1, y2, and y3 are rigid in R. These frameworks are given in Fig. 2(b), (c), and
(d), respectively.
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Fig. 3. Graph (a) is rigid, graph (b) is flexible, graph (c) is rigid but a small perturbation renders it flexible
(d).
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