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Abstract
Let S be a semigroup, C(S) the automaton constructed from the right Cayley
graph of S with respect to all of S as the generating set and Σ(C(S)) the
automaton semigroup constructed from C(S). Such semigroups are termed
Cayley automaton semigroups. For a given semigroup S we aim to establish
connections between S and Σ(C(S)).
For a finite monogenic semigroup S with a non-trivial cyclic subgroup Cn we
show that Σ(C(S)) is a small extension of a free semigroup of rank n, and
that in the case of a trivial subgroup Σ(C(S)) is finite.
The notion of invariance is considered and we examine those semigroups S
satisfying S ∼= Σ(C(S)). We classify which bands satisfy this, showing that
they are those bands with faithful left-regular representations, but exhibit
examples outwith this classification. In doing so we answer an open problem
of Cain.
Following this, we consider iterations of the construction and show that for
any n there exists a semigroup where we can iterate the construction n times
before reaching a semigroup satisfying S ∼= Σ(C(S)). We also give an ex-
ample of a semigroup where repeated iteration never produces a semigroup
satisfying S ∼= Σ(C(S)).
Cayley automaton semigroups of infinite semigroups are also considered and
we generalise and extend a result of Silva and Steinberg to cancellative semi-
groups. We also construct the Cayley automaton semigroup of the bicyclic
monoid, showing in particular that it is not finitely generated.
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Chapter 1
Introduction and Preliminary
Semigroup Theory
Automaton groups are groups of automorphisms of labelled rooted trees gen-
erated by actions of automata. One of the first examples of these groups was
the infinite periodic group constructed by Aleshin as a means of providing a
solution to the Burnside Problem (that is, is every finitely generated group in
which each element has finite order necessarily finite?) – see [2]. Many other
examples followed in the years after this, including Grigorchuk’s example of
a group with intermediate growth [16] and the Gupta–Sidki group [19]. A
significant theory has developed featuring prominent works by authors such
as Nekrashevych [29], Grigorchuk, Bartholdi and Sˇunic´ [4, 5, 18]. In recent
years, research in this area has included topics such as applications of these
groups to fractal sets and dynamical systems (see, for example, [6]).
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Automaton semigroups are the natural generalisation of automaton groups.
They are semigroups of endomorphisms of labelled rooted trees generated by
actions of automata. The study of these objects is much more recent than
that of automaton groups, with some of the early work in this area being
carried out by Silva and Steinberg [32] and Grigorchuk, Nekrashevych and
Sushchanskii [17]. More recently, further work has been carried out by, for
example, Cain [7], Akhavi, Klimann [1] and McCune [26].
One particular class of automata that has received attention in recent years
(see [7, 25, 28]) is the class of Cayley automaton. These are automata that
intuitively are constructed from the Cayley graphs of semigroups with the
transitions in the automata being defined by the multiplication in the semi-
groups. These semigroups, despite a recent increase in the attention they
have received, have their foundations in the works of Krohn and Rhodes
[3, 22]. A Cayley automaton semigroup, denoted Σ(C(S)), is an automa-
ton semigroup constructed from such an automaton. The overarching theme
of the research in this particular area is to establish connections between a
semigroup and the Cayley automaton semigroup constructed from it. For
example, considerable effort has gone into establishing precisely when, for
the class of finite semigroups, the Cayley automaton semigroups constructed
from semigroups in this class are finite (see Theorem 3.5).
In this thesis we seek to extend the theory in the area of Cayley automaton
semigroups. Preliminary semigroup theory is given in this chapter, followed
by the basics of automaton semigroup theory in Chapter 2. There we will see
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how an automaton semigroup is constructed from a given automaton before
presenting an overview of some of the main results that are known in the lit-
erature (such as all automaton semigroups are residually finite (Proposition
2.7) and that all free semigroups of rank at least two are automaton semi-
groups (Proposition 2.9)). This chapter should provide a good grounding in
automaton semigroup theory before we specialise in Cayley automaton.
In Chapter 3 we define Cayley automata and the semigroups constructed
from them, which will form the foundation for the remainder of the thesis.
We will see how the Cayley Table of a semigroup can naturally be viewed
as an automaton; equivalently, the Cayley automaton can be constructed
from the (right) Cayley graph of the semigroup with transitions defined by
(right) multiplication in the semigroup. Of fundamental importance in this
field are results by Silva and Steinberg (Theorem 3.4 - for a finite non-trivial
group G, Σ(C(G)) is free) and by Mintz (Theorem 3.5 - for a finite semigroup
S, Σ(C(S)) is finite and aperiodic if and only if S is aperiodic). These re-
sults, presented in Chapter 3 will be used frequently throughout this thesis.
Some elementary classes of semigroups (such as left- and right-zero semi-
groups and rectangular bands) will be considered and their Cayley automa-
ton semigroups constructed. After classifying these, we turn our attention to
examining how basic semigroup constructions (such as the direct product)
are related to the Cayley automaton construction. The results obtained in
this section will be used throughout the thesis.
Chapter 4 considers the Cayley automaton semigroups constructed from ele-
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ments of a particular class of semigroups - the finite monogenic semigroups.
We split into two cases, considering first those monogenic semigroups with
non-trivial subgroups and then those with trivial subgroups. In the first case,
we show that the Cayley automaton semigroup is a small extension of a free
semigroup Fn for some n and that there is a close connection between the
order of the cyclic subgroup Cn ≤ S and which words over the generators
of Σ(C(S)) coincide in Σ(C(S)) \ Fn. In the case of trivial subgroups, we
know that by Mintz’s result above (Theorem 3.5) Σ(C(S)) will be finite. The
order of the semigroup completely determines which words over the genera-
tors of Σ(C(S)) coincide and we use this to determine Σ(C(S)). Since every
finite semigroup contains finite monogenic subsemigroups, understanding the
Cayley automaton semigroups of the monogenic semigroups may help with
determining Σ(C(S)) for an arbitrary finite S.
Chapter 5 considers those semigroups that are invariant under the Cayley
automaton construction. In discussing these so-called self-automaton semi-
groups, we will see how the class of bands provides a plentiful source of these
semigroups (as all bands with a faithful left-regular representation are self-
automaton - Theorem 5.10) but that there are self-automaton semigroups
outwith this class. Considering Cain’s treatment of the motivating ques-
tion for this chapter - can the self-automaton semigroups be classified? - we
present his original notion of a self-automaton semigroup in the framework
of this thesis before resolving an open problem he poses in [7] (Open Prob-
lem 5.1) where he suggests that the self-automaton semigroups are precisely
the finite bands with square D-classes in which every maximal D-class is a
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singleton.
After examining which semigroups are invariant under one iteration of the
Cayley automaton construction, it is natural to explore the cases where sev-
eral iterations of the construction can be considered. These sequences, or
Cayley chains, of semigroups obtained by repeatedly iterating the construc-
tion are the object of focus in Chapter 6. We will see how to construct a chain
of any arbitrary finite length and exhibit an example of a finite semigroup
with an infinite Cayley chain (which resolves a question posed by Maltcev in
[25] where he asks if every Cayley chain is finite). Connections between the
length of the Cayley chain of a semigroup S and the length of the chain of a
subsemigroup of S will be discussed.
The vast majority of the work in this thesis concerns Cayley automaton
semigroups arising from finite semigroups. We conclude the main body of
the thesis by considering how the construction can be applied to infinite
semigroups in Chapter 7. We are able to completely classify the Cayley
automaton semigroups arising from infinite cancellative semigroups (we show
that they are all free - Theorem 7.6) and, after looking at some general results,
consider the special case of the Bicyclic Monoid.
Finally, in Chapter 8 we present some further questions relating to the work
that has been carried out in this thesis.
5
1.1 Preliminary Semigroup Theory
This section will introduce and define the basic semigroup theory that will
be used throughout this thesis. Further details on the material given here
can be found in [9] and [21].
Throughout, we adopt the convention that N = {1, 2, 3, . . .}.
A semigroup is a set S with an associative binary operation · : S × S → S.
We will assume throughout that all semigroups are non-empty. For s, t ∈ S,
we usually write the product s·t as st. A semigroup is said to be commutative
if st = ts for all s, t ∈ S. An element 1 ∈ S is called an identity if, for all
s ∈ S we have 1s = s1 = s. A semigroup containing such an identity element
is called a monoid. A monoid in which, for each s ∈ S there exists a unique
s−1 ∈ S such that ss−1 = s−1s = 1 is called a group.
Unlike a group, a semigroup does not necessarily contain an identity element.
We denote the monoid obtained from the semigroup S by adjoining an iden-
tity element 1 by S1. It is routine to verify that S1 = S ∪ {1} is a monoid.
Identity elements are necessarily unique.
An element z ∈ S satisfying zs = z for all s ∈ S is called a left-zero. If z ∈ S
satisfies sz = z for all s ∈ S then z is a right-zero. An element which is both
a left- and a right-zero is called a two-sided zero, or simply a zero. It is easy
to show that if a semigroup has a two-sided zero element then it is unique.
If S does not have a zero element then we may adjoin one and obtain a new
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semigroup S0 = S ∪ {0} which satisfies s0 = 0s = 02 = 0 for all s ∈ S. A
semigroup in which every element is a left- (resp. right-) zero is called a left-
(resp. right-) zero semigroup (denoted Ln and Rn respectively in the finite
cases, where n ∈ N is the size of the semigroup). Semigroups with a zero
element 0 satisfying st = 0 for all s, t ∈ S are called zero or null semigroups,
denoted Zn, where n ∈ N is the size of the semigroup.
A subset T ⊆ S is a subsemigroup of S (denoted T ≤ S) if T forms a semi-
group under the operation inherited from S. Submonoids and subgroups are
defined analogously. A semigroup S is a small extension of a subsemigroup
T if |S \ T | < ∞. A non-empty subsemigroup T satisfying st ∈ T for all
s ∈ S and t ∈ T is a right ideal. A left ideal is a subsemigroup T satisfying
ts ∈ T for all s ∈ S and t ∈ T . A subsemigroup which is both a right and
a left ideal is a two-sided ideal or simply an ideal for short. An ideal I is
proper if I 6= S and, in the case when S has a zero element, I 6= {0}. For
an ideal I ⊆ S, the Rees factor semigroup S/I is the set (S \ I) ∪ {0} where
multiplication is defined by s · t = st if s, t and st are in S \I and 0 otherwise.
Every finite semigroup contains a unique minimal ideal (that is, it has no
proper ideals strictly contained in it). This ideal takes the form of a Rees-
Matrix semigroup which is constructed as follows: let I,Λ be non-empty sets,
G be a group and P = (pλi) be a Λ× I matrix with entries in G. Then the
Rees-Matrix semigroup is the set I × G × Λ with multiplication defined by
(i1, g1, λ1)(i2, g2, λ2) = (i1, g1pλ1i2g2, λ2). Such a Rees-Matrix semigroup is
denoted as M[G; I,Λ;P ].
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The direct product of two semigroups S and T is the set S × T with the
operation (s1, t1)(s2, t2) = (s1s2, t1t2).
An element s ∈ S satisfying s2 = s is called an idempotent and semigroups
in which each element is an idempotent are called bands. Left- and right-zero
semigroups are examples of bands. A rectangular band is a semigroup of the
form I×J where I, J are sets and (i1, j1)(i2, j2) = (i1, j2) for all i1, i2 ∈ I and
j1, j2 ∈ J . Observe that a rectangular band is just a Rees-Matrix semigroup
in which the group is trivial, or equivalently, the direct product of a left- and
a right-zero semigroup. An element s ∈ S is called regular if there exists
t ∈ S such that sts = s. Note that every idempotent is regular.
Let A ⊆ S. Then the set of all elements of S that can be expressed as a finite
product of elements in A is the subsemigroup generated by A, denoted 〈A〉.
The set A is referred to as a generating set. If the set A is finite then 〈A〉
is finitely generated. A semigroup S is finitely generated if there exists any
finite subset A such that S = 〈A〉 and is said to be monogenic if there exists
a generating set of size one. The right Cayley graph with respect to a finite
generating set A is the graph with vertex set {s : s ∈ S} and a directed edge
from s to t labelled by a ∈ A if and only if t = sa. The left Cayley graph
with respect to A is defined analogously.
A function f : S → T between two semigroups is a homomorphism if
f(s1)f(s2) = f(s1s2) for all s1, s2 ∈ S. A homomorphism f is a monomor-
phism if it is injective and an epimorphism if it is surjective. A homomor-
phism which is both injective and surjective is an isomorphism. If f : S → S
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is a homomorphism then f is an endomorphism. An isomorphism S → S
is called an automorphism. A semigroup T is a divisor of a semigroup S if
there exists a subsemigroup U of S such that T is a homomorphic image of
U .
A function f satisfying f(s1)f(s2) = f(s2s1) is called an anti-homomorphism.
The analogues of the maps named above are defined in the obvious way.
The set of all functions from a set X to itself under composition forms a
semigroup called the full transformation semigroup on X, denoted TX . This
semigroup is in fact a monoid and every semigroup is isomorphic to a sub-
semigroup of some transformation semigroup.
An equivalence relation ρ on S is called a congruence if for all (s, t), (u, v) ∈ ρ
we have (su, tv) ∈ ρ. For a congruence ρ, the congruence class of an element
s ∈ S is the set [s] = {t ∈ S : sρt} and the set S/ρ of congruence classes
is a semigroup under the operation [s1][s2] = [s1s2] called the quotient of S
by ρ. The free semigroup on a non-empty set A is the set of all finite non-
empty words over A under concatenation of words. Finitely generated free
semigroups will be denoted Fn where |A| = n.
If A is a generating set for S then there is a map φ : A → S defined by
φ(a) = a for all a ∈ A. There exists an epimorphism ψ : F|A|  S given by
ψ(a1a2 . . . an) = φ(a1)φ(a2) . . . φ(an) and so S ∼= F|A|/ kerψ (where
kerψ = {(a, b) ∈ S × S : ψ(a) = ψ(b)} and is a congruence). If |A| = n <∞
and there exists a finite set R = {(w1, z1), (w2, z2), . . . , (wr, zr)} of elements
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in F|A| × F|A| such that the smallest congruence containing R is kerψ then
we say that S is finitely presented with presentation
〈a1, a2, . . . , an|w1 = z1, w2 = z2, . . . , wr = zr〉.
For a semigroup S and n ∈ N (where n ≥ 2), we have the set Sn =
{s1s2 . . . sn : si ∈ S} of all products of length n in S. The set S \ S2 consists
of all indecomposable elements in S. These elements must be present in any
generating set for S. If a semigroup with a zero element 0 satisfies Sn = {0}
but Sn−1 6= {0} for some n then S is said to be nilpotent of class n. A
semigroup is nilpotent of class 1 if and only if it is trivial.
Green’s L-relation is defined by aLb if and only if S1a = S1b for a, b ∈ S.
Similarly, Green’s R-relation is defined by aRb if and only if aS1 = bS1 for
a, b ∈ S. Equivalently, we have aLb if and only if there exist x, y ∈ S1 such
that xa = b and yb = a and aRb if and only if there exist u, v ∈ S1 such
that au = b and bv = a. The intersection of L and R is Green’s H-relation
so we have aHb if and only if aLb and aRb. The composition of L and R
is Green’s D-relation and we have aDb if and only if there exists c such that
aLc and cRb. Finally, Green’s J -relation is defined by aJ b if and only if
S1aS1 = S1bS1. In finite semigroups we have that D = J and so in this case
we will say that aDb if and only if S1aS1 = S1bS1.
There is a natural partial order on the J -classes of a semigroup S. We
denote the J -class containing a by Ja and we have that Ja ≤ Jb if and only
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if S1aS1 ⊆ S1bS1. The partial orders for L and R are defined similarly. The
partial order for J is illustrated visually by an egg-box diagram. In the case
when S is finite we have that D = J and so we may instead consider this as
a partial order on the D-classes.
A semigroup is right-cancellative if for all a, b, c ∈ S we have ac = bc =⇒ a =
b and it is left-cancellative if ca = cb =⇒ a = b. A semigroup that is both
left- and right-cancellative is a cancellative semigroup. A finite semigroup is
cancellative if and only if it is a group. A semigroup is called aperiodic if for
each s ∈ S there exists n ∈ N such that sn = sn+1. Equivalently, for finite
semigroups, a semigroup is aperiodic if it contains no non-trivial subgroups
or every H-class is trivial.
A left-action of S on a set X is a map S ×X → X satisfying (st)x = s(tx)
for all s, t ∈ S and x ∈ X. Dually, a right action is a map X × S → X
satisfying x(st) = (xs)t for all s, t ∈ S and x ∈ X.
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Chapter 2
Automaton Semigroup Theory
In this chapter we will introduce the necessary theory to define and construct
automaton semigroups. Having done so, we will then see some examples of
automaton semigroups and consider some natural classes of semigroup that
arise in this way. Finally, some of the basic properties of these semigroups
will be discussed.
2.1 Construction of Automaton Semigroups
We will follow the definitions given in [7] and [32] in defining an automaton.
The automata that we define are automata with outputs – this thesis will not
be concerned with, for example, (non)-deterministic finite state automata or
pushdown automata. Further background on automata may be found in, for
12
example, [13].
Definition 2.1. An automaton A is a triple (Q,B, δ) consisting of a finite set
of states Q, a finite alphabet B and a function δ : Q×B → Q×B called the
transition function. The automaton will be thought of as a directed labelled
graph with vertex set Q and an edge from q to r labelled by x|y precisely
when δ(q, x) = (r, y). Pictorially, we have
q r
x|y
In the interests of clarity, the following definitions will be adhered to through-
out:
Definition 2.2. A word in Q is an element of
Q+ = {q1q2 . . . qn : n ≥ 1, qi ∈ Q}.
A sequence in B is an element of B∗ = B+ ∪ {}, consisting of symbols from
B. Here,  denotes the empty sequence of length zero.
Sequences in B are acted on by the states in Q. We define states to act on
sequences from the left which is in contrast to some authors (most notably
[7] and [25]). The action is defined as follows: the result of state q acting on
the sequence α is denoted by q ·α and is by definition the sequence outputted
by the automaton after starting in state q and reading α. More precisely, if
A reads the sequence α = α1α2 . . . αn (where αi ∈ B) then q ·α = β1β2 . . . βn
where δ(qi−1, αi) = (qi, βi) for i = 1, . . . , n and q0 = q.
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When comparing the left- and right-action approaches, it may appear that
choosing to act on a particular side is simply a notational preference. How-
ever, this choice has profound implications on the resulting automaton semi-
group as it induces an anti-isomorphism (see Section 5.4 for details in the
setting of Cayley automaton semigroups) which will allow us in Chapter 5 to
obtain a wider class of so-called self-automaton semigroups than was possible
in [7]. In this chapter, and in Chapter 3, we will reprove several results from
the left-action viewpoint and obtain dual results to those already known.
For each symbol read by the automaton exactly one symbol is outputted and
hence |q ·α| = |α| (where |α| denotes the length of the sequence). Automata
with this property are termed synchronous automata. As such, the action of
A on finite sequences determines the action on infinite sequences and vice-
versa. On occasion it will be more convenient to reason about the action of
an automaton A on a single infinite sequence rather than on sets of finite
sequences of some given length. We will denote an infinite sequence that
consists of countably many repetitions of a finite sequence α by αω and the
set of all infinite sequences by Bω. The sequences in Bω are infinite on
the right, and as such are indexed by the natural numbers rather than the
integers. The set of all sequences of a given finite length n will be denoted
Bn.
We can identify the regular |B|-ary rooted tree with the set of sequences B∗.
We label the root vertex with the empty sequence and a vertex labelled α has
|B| children with labels αβ for each β ∈ B. We will not make any distinction
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between the labels and the vertices of the tree. Each state q acting on B∗
can therefore be considered as a transformation of the corresponding tree. A
vertex w is mapped to the vertex q · w.
By the definition of the action, if q ·αα′ = ββ′ (for α, β ∈ B∗ and α′, β′ ∈ B)
then we have q ·α = β. This tells us that if a vertex α is the parent of a vertex
αα′ then their images under the transformation are also parent (β) and child
(ββ′). Hence the action on the tree is adjacency- and level-preserving and is
thus an endomorphism of the tree.
We can naturally extend the action of a state to an action of words. A word
qnqn−1 . . . q2q1 acts on a sequence α as follows:
qn · (qn−1 · . . . · (q2 · (q1 · α)) . . .).
There is therefore a natural homomorphism Φ : Q+ → End(B∗) where
End(B∗) denotes the endomorphism monoid of B∗. The image of Φ is de-
noted by Σ(A).
We are now in a position to define an automaton semigroup.
Definition 2.3. A semigroup S is said to be an automaton semigroup if
there exists an automaton A such that S ∼= Σ(A).
We now explain the conditions under which two words u and v in Q+ repre-
sent the same element in Σ(A). This follows immediately from the definitions
but is stated here explicitly due to the fundamental nature of the results:
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Lemma 2.4 ([7, Lemma 2.2]). Let u, v ∈ Q+. The following are equivalent:
1. u and v represent the same element of Σ(A),
2. Φ(u) = Φ(v),
3. u · α = v · α for all α ∈ B∗,
4. u and v have the same actions on Bn for all n ∈ N ∪ {0},
5. u and v have the same actions on Bω.
Proof. (1 ⇒ 2) If Φ(u) 6= Φ(v) then u and v cannot represent the same
element of Σ(A).
(2 ⇒ 3) If u · α 6= v · α for some α ∈ B∗ then the words act differently
on the |B|-ary rooted tree and so represent different endomorphisms. Thus
Φ(u) 6= Φ(v).
(3 ⇒ 4) If u, v have different actions on Bn for some n then there exists
α ∈ B∗ such that u · α 6= v · α.
(4 ⇒ 5) If u and v do not have the same action on Bω then there exists
α = α1α2 . . . ∈ Bω and i such that u · α = β1β2 . . . βi−1βiβi+1 . . . and v · α =
β1β2 . . . βi−1γiγi+1 . . . where βj, γj ∈ B and βi 6= γi. Hence u and v act
differently on Bi.
(5 ⇒ 1) If u and v do not represent the same element of Σ(A) then there
exists α = α1α2 . . . ∈ Bω and i such that u · α = β1β2 . . . βi−1βiβi+1 . . . and
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v · α = β1β2 . . . βi−1γiγi+1 . . . where βj, γj ∈ B and βi 6= γi. Hence u and v
act differently on Bω.
At this point is would be instructive to consider an example of an automaton
semigroup being constructed from a given automaton. We will follow an
example from [7].
Example 2.5. Let A = ({a, b}, {0, 1}, δ) be the automaton below:
a1|1 b 0|0
0|0
1|0
If, for example, A is in state a and reads the sequence 0011 then the calcula-
tion will proceed as follows: a·0011 = 0(b·011) = 00(b·11) = 000(a·1) = 0001.
We must consider the actions of a and b on sequences to determine the
automaton semigroup. Let α be an infinite sequence. Observe that b ·α must
start with 0 for all sequences α and so we may write b · α = 0β for some
sequence β. Observe now that
a · b · α = a · 0β = 0(b · β)
and
b · b · α = b · 0β = 0(b · β).
Hence in Σ(A) we have the relation ab = b2. This means that any element
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in Σ(A) can be written in the form biaj for some i, j ∈ N ∪ {0}.
We show now that every product in Σ(A) can be uniquely expressed as biaj
for some i, j ∈ N ∪ {0}. By writing bi as a state we mean b · . . . · b︸ ︷︷ ︸
i times
. Let
i, j ≥ 0. We have that
bi · aj · 01ω = bi · 0j+11ω = 0i+j+11ω (2.1)
and, for n > i
bi · aj · 1n0ω = bi · 1n0ω = 0i1n−i0ω. (2.2)
Now suppose that bi ·aj = bk ·al for some k, l ≥ 0. Then by (2.2) n− i = n−k
and hence i = k. By (2.1) i+j+1 = k+l+1 which gives j = l. The semigroup
Σ(A) is therefore presented by 〈a, b|ab = b2〉.
Having seen an example of a finitely presented infinite semigroup arising as
an automaton semigroup, we conclude this section by showing that small
changes in the automaton can lead to a radically different automaton semi-
group.
Example 2.6. Let B = ({a, b}, {0, 1}, ) be the automaton below:
a1|1 b 0|0
0|0
1|1
Then for any sequence α ∈ {0, 1}∗, a·α = b·α = a·a·α = α and consequently
Σ(B) is trivial.
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2.2 Basic Properties of Automaton
Semigroups
Some authors make use of wreath recursions when studying automaton semi-
groups. This is not the approach that will be favoured in this thesis. However,
we outline it here and make use of it to establish some fundamental proper-
ties of automaton semigroups. The results in this section can be found in [7]
and further details about wreath products can be found in [10] and [30].
The endomorphism semigroup of B∗ can be written as a recursive wreath
product End(B∗) = TB oEnd(B∗) where TB denotes the transformation semi-
group on the set B (see [4, 17, 18] for more details). Hence we have
End(B∗) = TB n (End(B∗)× . . .× End(B∗))︸ ︷︷ ︸
n times
where TB acts from the left on the co-ordinates of the elements in the direct
product.
If we have p = τ(x1, . . . , xn) and q = ρ(y1, . . . , yn) (where τ, ρ ∈ TB and
xi, yj ∈ End(B∗)) then
pq = τ(x1, . . . , xn)ρ(y1, . . . , yn)
= τρρ(x1, . . . , xn)(y1, . . . , yn)
= τρ(xρ(1)y1, . . . , xρ(n)yn)
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where ρ(x1, . . . , xn) denotes the result of ρ acting on (x1, . . . , xn).
If p ∈ End(B∗) then τ describes the action of p on B and each xi is an element
of End(B∗) whose action on B∗ mimics the action of p on the subtree biB∗.
So to act on B∗ by p we act on each subtree with the corresponding xi and
then act on the collection of subtrees that result by τ .
Let A = (Q,B, δ) be an automaton where B = {b1, . . . , bn}. Define the maps
τp : B → B by τp(b) = p ·b and pib : Q→ Q by pib(q) = r where δ(q, b) = (r, z)
for some z ∈ B. If p ∈ Q then τ = τp and xi = pibi(p). That is,
p = τp(pib1(p), . . . , pibn(p)).
The main purpose of the wreath recursion is, by using the multiplication
outlined above, to determine the action of a word w ∈ Q+ on B∗.
If we have a wreath recursion τ(u1, . . . , un) which describes the action of
w ∈ Q+ then we may add a state w to A with an edge from w to ui labelled
by bi|τ(bi) for each i (this may require extra states ui to be added). The new
automaton A′ results in the same semigroup as A.
Let us return briefly to Example 2.5 and consider it in the context of wreath
recursions. We obtain as the wreath recursions corresponding to the states
a = id(b, a) and b = λ(b, a) where id, λ : {0, 1} → {0, 1} are the identity map
and the map defined by λ(0) = λ(1) = 0 respectively. Using the multiplica-
tion defined above we see that
20
a2 = id(b, a)id(b, a) = idid(bb, aa) = id(b2, a2),
ab = id(b, a)λ(b, a) = idλ(bb, ba) = λ(b2, ba),
ba = λ(b, a)id(b, a) = λid(bb, aa) = λ(b2, a2),
b2 = λ(b, a)λ(b, a) = λλ(bb, ba) = λ(b2, ba).
Notice that this agrees with the earlier conclusion that ab = b2.
Recall that a semigroup is said to be residually finite if for any u, v ∈ S with
u 6= v there is a homomorphism θ from S onto a finite semigroup with the
property that θ(u) 6= θ(v).
Proposition 2.7 ([7, Proposition 3.2]). Every automaton semigroup is resid-
ually finite.
Proof. Let A = (Q,B, δ) be an automaton and let u, v be distinct elements
of Σ(A). Then there exists n such that u and v act differently on Bn.
Define a new automaton A1 = (Q1, B1, δ1) where Q1 = Q and B1 = Bn. This
new automaton A1 essentially simulates A but instead considers a block of
n symbols from B as a single new symbol. Therefore Σ(A) ∼= Σ(A1). Notice
also that in A1 we have τu 6= τv where τu, τv are defined as above. The
semigroup T = {τw : w ∈ (Q1)+} is finite and is a homomorphic image of
Σ(A) under the map w 7→ τw. One sees that the map is well-defined and u
and v have different images. Hence Σ(A) is residually finite.
Proposition 2.8 ([7, Proposition 3.4]). Automaton semigroups have a sol-
uble word problem.
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Proof. It is shown originally in [17, Theorem 2.22] that this result is true for
automaton groups and that it generalises to automaton semigroups.
Let A = (Q,B, δ) be an automaton with B = {1, . . . , n}. Let u, v ∈ Q+.
Suppose that the wreath recursions for u and v are u = τu(w1, . . . , wn) and
v = τv(y1, . . . , yn).
We have that u = v in Σ(A) if and only if τu = τv and wi = yi in Σ(A) for
each i ∈ B. First check whether τu = τv. If τu 6= τv then stop as we have
shown u 6= v. If τu = τv then proceed as follows:
For each i ∈ B repeat the above process to check if wi = yi. That is, compute
the wreath recursions for wi and yi and check to see if τwi = τyi .
If, at some iteration, all of the pairs of words to be compared have already
been encountered in a previous iteration then stop with the conclusion that
u = v.
This process terminates as the words wi and yi whose equality is to be checked
have length at most |u| and |v| respectively. This gives us at most |Q||u|
possibilities for wi and |Q||v| possibilities for yi. Therefore there are at most
|Q||u|+|v| possible pairs of words to be compared. In the worst case, we obtain
only one such new pair at each iteration and so any differences in the actions
of u and v must occur within |Q||u|+|v| iterations.
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2.3 Natural Classes of Automaton
Semigroups
In this section we will see that some classes of semigroup occur naturally as
automaton semigroups before looking at some semigroup constructions that
interact nicely with the automaton semigroup construction. Again, we will
mostly be following [7].
Example 2.9 ([7, Proposition 4.1]). For any integer n ≥ 2 the free semigroup
of rank n is an automaton semigroup.
Proof. Let n ≥ 2. We define an automaton A = (Q,B, δ) as follows: the
alphabet B will be {1, . . . , n}, the state set is Q = {qi : i ∈ B} and the
transition function is given by δ(qi, j) = (qj, i). This is illustrated in the
diagram below:
· · ·
qk
k|k
q1 q2 q3 qn
1|k
2|k
3|k
n|k
If A reads the symbol i it moves to state qi and the next output will be i.
An infinite sequence α is sent to the sequence iα under the action of state qi.
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So for a word w = qi1qi2 . . . qin where ij ∈ B we have
w · 1ω = i1i2 . . . in1ω
and
w · 2ω = i1i2 . . . in2ω.
The common prefix of w · 1ω and w · 2ω determines w and so Σ(A) is free on
Q. Finally note that |Q| = |B| = n.
An alternative way to construct free semigroups as automaton semigroups
will be presented later in Sections 3.2 and 3.3. This will make use of Cayley
automaton semigroups, which will be introduced in Chapter 3.
Example 2.10 ([7, Proposition 4.3]). The free semigroup of rank one is not
an automaton semigroup.
Proof. We identify the free semigroup of rank one with the natural numbers.
Suppose that N = Σ(A) for some automaton A = (Q,B, δ). First note that if
|Q| = 1 then Σ(A) is isomorphic to the subsemigroup of End(B∗) generated
by {τq : q ∈ Q} and so is finite, which is a contradiction. Hence we may
assume that |Q| ≥ 2. The element 1 is indecomposable in N so must be
present in any generating set for N. Hence we may assume that 1 ∈ Q as Q
generates Σ(A).
With respect to the usual ordering of N, let k be the largest element in Q.
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Suppose that we have used the wreath recursion for 1 to calculate the wreath
recursion for k and have found that it is τ(q1,1 · · · q1,k, . . . , q|B|,1 · · · q|B|,k)
where qi,j ∈ Q. In N, each string qi,1 · · · qi,k is equal to an element of Q
which appears in the wreath recursion for k. As we chose k to be maximal
we must have qi,j = 1 for all i, j. Hence 1 = σ(1, . . . , 1) for some σ and so is
a periodic element of N which is a contradiction. Hence the free semigroup
of rank one is not an automaton semigroup.
By way of contrast, the free monoid of rank one is an automaton semigroup.
Example 2.11 ([7, Proposition 4.4]). The free monoid of rank one is an
automaton semigroup.
Proof. Consider the following automaton A:
a
0|0
1|1
b
0|0
1|0
For any x ∈ Q and any sequence α notice that a ·x ·α = x ·a ·α = x ·α and so
a is the identity in Σ(A). We also have that b · . . . · b︸ ︷︷ ︸
k times
·1ω = 0k1ω and hence
all powers of b are distinct. Thus Σ(A) is the free monoid of rank one.
Example 2.12 ([7, Proposition 4.6]). All finite semigroups are automaton
semigroups.
25
Proof. Let S be a finite semigroup. For each x ∈ S define the map λx
in TS1 by λx(s) = xs where s ∈ S1. This gives the extended left-regular
representation of S in TS1 (see [21, Theorem 1.1.2] for details). Therefore the
subsemigroup T = {λx : x ∈ S} ≤ TS1 is isomorphic to S. Let A = (S, S1, δ)
be an automaton where δ is given by δ(x, s) = (x, λx(s)). Then
Σ(A) ∼= T .
Proposition 2.13 ([7, Proposition 5.5]). Let S and T be automaton semi-
groups. Then S × T is an automaton semigroup if and only if it is finitely
generated.
Proof. By Proposition 2.12 there is nothing to prove if S and T are both
finite so we may assume that at least one of S and T is infinite.
If S × T is an automaton semigroup then it is clearly finitely generated.
For the converse, suppose that S × T is finitely generated. We have that
S × T is generated by X × Y for some finite subsets X ⊆ S and Y ⊆ T .
Let A = (P,C, δ) and B = (Q,D, ) be automata such that S = Σ(A) and
T = Σ(B). We calculate wreath recursions for elements of Pm and Qn (for
m,n ∈ N) such that X ⊆ Pm and Y ⊆ Qn. We obtain new automata
A1 = (Pm, C, δ) and B1 = (Qn, D, ) by adding new states corresponding to
these wreath recursions to A and B.
Let C be the automaton with state set Pm × Qn that acts on C ×D in the
natural way. Then Σ(C) ∼= Σ(A1)× Σ(B1) ∼= S × T .
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Proposition 2.14 ([7, Proposition 5.6]). Let S and T be automaton semi-
groups. The normal ideal extension of S by T is an automaton semigroup.
Proof. A semigroup U is the normal ideal extension of S by T if U = S ∪ T
and st = ts = t for all s ∈ S and t ∈ T (see [9, Section 4.4] for details).
Let A = (Q,C, δ) and B = (R,D, ) be automata such that S = Σ(A) and
T = Σ(B).
Define a new automaton K = (Q∪R,C ∪D ∪ {0}, θ) where 0 /∈ C ∪D. The
transition function θ is defined by:
(q, c) 7→ δ(q, c)
(q, d) 7→ (q, d)
(q, 0) 7→ (q, 0)
(r, c) 7→ (r, 0)
(r, d) 7→ (r, d)
(r, 0) 7→ (r, 0)
where q ∈ Q, r ∈ R, c ∈ C and d ∈ D.
We go on to show that Σ(K) is the normal ideal extension of S by T .
27
In a state q ∈ Q, K acts on symbols from C like A does. It skips over symbols
in D ∪{0} leaving them unchanged and remains in state q. Similarly, if K is
in a state r ∈ R then it acts on D in the same way as B and sends symbols
in C ∪ {0} to 0 whilst staying in state r.
Let α ∈ (C ∪D ∪ {0})ω. We can write α as α = β1γ1β2γ2 . . . where βi ∈ C∗
and γi ∈ (D ∪ {0})∗. Now let u ∈ Q+. Then
u · α = β′1γ1β′2γ2 . . .
where the β′i are given by u · β1β2 . . . = β′1β′2 . . . and |βi| = |β′i|.
Thus the action of a word over Q is completely determined by its action on
C∗. As it has no effect on symbols from D ∪ {0}, the subsemigroup of Σ(K)
generated by Q is isomorphic to S.
Now decompose α as α = β1γ1β2γ2 . . . where βi ∈ (C ∪ {0})∗ and γi ∈ D∗.
For a word v ∈ R+ we have
v · α = 0k1γ′10k2γ′2 . . .
where γ′i is determined by v · γ1γ2 . . . = γ′1γ′2 . . . and |γ′i| = |γi|. We also have
ki = |βi|. So the action of a word over R is determined only by its action on
D∗ and so the subsemigroup of Σ(K) generated by R is isomorphic to T .
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For any sequence α ∈ (C ∪D∪{0})ω and words u ∈ Q+ and v ∈ R+ we have
uv · α = vu · α = v · α
as u does not alter symbols in D∪{0} and v sends all symbols from C ∪{0}
to 0. Hence Σ(K) is the normal ideal extension of S by T .
Immediate corollaries of Proposition 2.14 are the following:
Corollary 2.15 ([7, Proposition 5.1]). Let S be an automaton semigroup.
Then S0 is also an automaton semigroup.
Corollary 2.16 ([7, Proposition 5.2]). Let S be an automaton semigroup.
Then S1 is also an automaton semigroup.
Proposition 2.17 ([7, Proposition 5.7]). Let S and T be automaton semi-
groups. The S ∪0 T is also an automaton semigroup.
Proof. Recall that the zero-union of two semigroups S and T is the semigroup
U = S ∪ T ∪ {0} where st = ts = 0 for all s ∈ S and t ∈ T .
Let A = (Q,C, δ) and B = (R,D, ) be automata such that S = Σ(A) and
T = Σ(B). Define a new automaton H = (Q∪R∪{0}, C ∪D∪{z}, ν) where
0 /∈ Q ∪R, z /∈ C ∪D and ν is defined by:
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(q, c) 7→ δ(q, c)
(q, d) 7→ (0, z)
(r, c) 7→ (0, z)
(r, d) 7→ (r, d)
(x, z) 7→ (0, z)
(0, e) 7→ (0, z)
where q ∈ Q, r ∈ R, c ∈ C, d ∈ D, x ∈ Q ∪R ∪ {0} and e ∈ C ∪D ∪ {z}.
The action of a state q ∈ Q in H on Cω is the same as the action in A. If
α ∈ C∗ and β ∈ (D ∪ {z})(C ∪ D ∪ {z})ω then q · αβ = (q · α)zω. Hence
the action of states in Q in the automaton H is defined by their action in A.
Therefore the subsemigroup of Σ(H) generated by Q is isomorphic to S. By
a similar argument, we obtain that T is isomorphic to the subsemigroup of
Σ(H) generated by R. Evidently 0 is the zero element in Σ(H).
For any words u ∈ Q+ and v ∈ R+ and any sequence α ∈ (C ∪D ∪ {z})ω we
have uv · α = vu · α = 0 · α = zω and so Σ(H) ∼= S ∪0 T .
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Chapter 3
Cayley Automaton Semigroup
Theory
Having considered general automaton semigroups in Chapter 2 we go on now
to define Cayley automata. These are automata that are constructed from
the Cayley Tables of finite semigroups. We shall term the automaton semi-
groups arising from these automata Cayley automaton semigroups. These
semigroups will be the focus of study for the remainder of this thesis.
We will begin by defining Cayley automata before looking at some of their
basic properties. Several examples will be constructed and some fundamental
results established.
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3.1 Definition
Following [7, 25, 27, 28, 32] we make the following definition:
Definition 3.1. Let S be a finite semigroup. The Cayley automaton is
the automaton C(S) = (S, S, δ) where the transition function is defined by
δ(s, t) = (st, st) for s, t ∈ S.
Since st is a product in the semigroup note that this is still a synchronous
automaton. A typical edge in such an automaton has the following form:
s st
t|st
Intuitively, if outputs are ignored, the automaton obtained is simply the right
Cayley graph of S with respect to S as the generating set.
Having defined Cayley automata, we can now make the following definition:
Definition 3.2. A semigroup T is said to be a Cayley automaton semigroup
if there exists a finite semigroup S such that T ∼= Σ(C(S)).
In Definition 3.1 above, notice that the state set and the alphabet used are
the same. In order to avoid confusion, we adopt the following convention:
Notation 3.3. For s ∈ S the state in the Cayley automaton corresponding
to s will be denoted s and the symbol as s.
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Let s ∈ S and α = α1α2 . . . αn ∈ S∗. A direct calculation shows that
s · α = (sα1)(sα1α2) . . . (sα1α2 . . . αn).
Each state s in the Cayley automaton therefore gives rise to a transformation
S∗ → S∗ given by
s : α1α2 . . . αn 7→ (sα1)(sα1α2) . . . (sα1α2 . . . αn).
We may therefore view Σ(C(S)) as the subsemigroup of End(S∗) generated
by {s : s ∈ S} under composition of transformations.
3.2 Known Results
We give now two major results in this area which will be used throughout
this thesis.
The following is proved in [32, Theorem 4.1]:
Theorem 3.4. Let G be a non-trivial finite group. Then Σ(C(G)) is a free
semigroup of rank equal to the order of G.
The original proof of this result makes use of the properties of reset automata,
something which we will not discuss here. An alternative proof using actions
on sequences will be given in Section 7.1
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Having considered groups, we now consider aperiodic semigroups (recall that
in the finite case, these are the semigroups with no non-trivial subgroups).
Mintz establishes the following in [28]:
Theorem 3.5. Let S be a finite semigroup. Then Σ(C(S)) is finite and
aperiodic if and only if S is aperiodic.
The proof of this result is long and involved and as such is not presented here.
The main idea of the proof is to consider the ideal structure of an aperiodic
semigroup and act on sequences of elements from these ideals. Alternative
proofs of this result are given in [7] and [25] using actions on sequences and
wreath recursions respectively. Although shorter than Mintz’s proof, both
proofs are still lengthy and technical.
3.3 Basic Properties and Examples of Cayley
Automaton Semigroups
We begin by proving a simple, yet fundamental, theorem regarding when two
elements of a semigroup give rise to the same transformation in the Cayley
automaton semigroup.
Theorem 3.6. Let S be a semigroup and let x, y ∈ S. Then x = y ∈ Σ(C(S))
if and only if xa = ya for all a ∈ S.
A proof of this appears in [25] using wreath recursions. An alternative proof
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using actions on sequences is given here:
Proof. (⇒) Let a ∈ S and α ∈ S∗. Since x = y we have that
(xa)(xa · α) = x · aα = y · aα = (ya)(ya · α)
and hence xa = ya as the outputs must agree on all terms (in particular, the
first term).
(⇐) Since xa = ya we have that
x · aα = (xa)(xa · α) = (ya)(ya · α) = y · aα
and hence x = y.
Proposition 3.7 ([7, Proposition 6.3]). Let S be a finite semigroup. Then
Σ(C(S0)) ∼= (Σ(C(S)))0.
Proof. Let α ∈ Sω and s ∈ S. Then
s ·C(S0) α = s ·C(S) α
where the subscripts denote which automaton is acting on α.
If β ∈ Sn and γ ∈ (S ∪ {0})ω then
s ·C(S0) β0γ = (s ·C(S0) β)0ω = (s ·C(S) β)0ω
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and 0 · γ = 0ω. Hence Σ(C(S0)) ∼= (Σ(C(S)))0.
Proposition 3.8 ([7, Proposition 6.5]). Let U, V be finite semigroups. Then
Σ(C(U ∪0 V )) ∼= Σ(C(U)) ∪0 Σ(C(V )).
Proof. This is a consequence of Proposition 2.17. In that proof, let A = C(U)
and B = C(V ). It remains to replace the symbol z by 0. Then we have
K = C(U ∪0 V ).
Proposition 3.9. Let x ∈ S be a left-zero. Then x ∈ Σ(C(S)) is a left-zero.
Proof. Let x ∈ S be a left-zero, a ∈ S be arbitrary and α = α1α2 . . . αn ∈ S∗.
Then
x · a · α = (xaα1)(xaα1aα1α2) . . . (xaα1aα1α2 . . . aα1 . . . αn)
= (x)n
= x · α
and hence x is a left-zero.
Proposition 3.10. Let x ∈ S be a right-zero. Then x ∈ Σ(C(S)) is a right-
zero.
Proof. Let x ∈ S be a right-zero, a ∈ S be arbitrary and α = α1α2 . . . αn ∈
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S∗. Then
a · x · α = (axα1)(axα1xα1α2) . . . (axα1xα1α2 . . . xα1 . . . αn)
= (xα1)(xα1α2) . . . (xα1 . . . αn)
= x · α
and hence x is a right-zero.
Combining Propositions 3.9 and 3.10 we immediately obtain the following:
Corollary 3.11. Let 0 ∈ S be a two-sided zero. Then 0 ∈ Σ(C(S)) is a
two-sided zero.
Having considered left/right/two-sided zero elements, let us now construct
the Cayley automaton semigroups arising from left-zero, right-zero and null
semigroups.
Example 3.12. Let Ln = {x1, x2, . . . , xn} be a left-zero semigroup. Then
by Proposition 3.9, xi is a left-zero in Σ(C(Ln)) for all i ∈ {1, . . . , n}. Also,
for i 6= j we have xi 6= xj by Theorem 3.6. Hence Σ(C(Ln)) ∼= Ln.
This is the first non-trivial example of a self-automaton semigroup (that is,
one that is isomorphic to its Cayley automaton semigroup). These semi-
groups will be the main object of study in Chapter 5.
Example 3.13. Let Rn = {x1, x2 . . . , xn} be a right-zero semigroup. Then
by Proposition 3.10, xi is a right-zero in Σ(C(S)) for all i ∈ {1, . . . , n}. By
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Theorem 3.6 we have that xi = xj for all i, j ∈ {1, . . . , n}. Hence Σ(C(Rn))
is generated by {x1} and so is trivial.
Example 3.14. Let Zn = {0, x1, x2 . . . , xn−1} be a null semigroup (that is,
a semigroup satisfying ab = 0 for all a, b). By Theorem 3.6 we have that
xi = xj = 0 for all i, j ∈ {1, . . . , n− 1}. Consequently Σ(C(Zn)) is generated
by 0 and is trivial.
Example 3.15. Let S = I × J be a rectangular band where I = {1, . . . , i}
and J = {1, . . . , j}. Then by Theorem 3.6 we have (i, j1) = (i, j2) for all
i ∈ I, j1, j2 ∈ J . Hence Σ(C(S)) is generated by {(1, 1), (2, 1), . . . , (i, 1)}
(note also that (i1, 1) 6= (i2, 1) for all i1, i2 ∈ I). We have, for (i1, 1), (i2, 1) ∈
Σ(C(S)) and α = (λ1, µ1)(λ2, µ2) . . . (λn, µn) ∈ S∗ (where λi ∈ I and µj ∈ J)
(i2, 1) · α = (i2, µ1)(i2, µ2) . . . (i2, µn).
Hence
(i1, 1) · (i2, 1) · α = (i1, 1) · (i2, µ1)(i2µ2) . . . (i2µn)
= (i1, µ1)(i1, µ2) . . . (i1, µn)
= (i1, 1) · α
and so (i1, 1) is a left-zero. Consequently, Σ(C(S)) ∼= Li.
So far we have established that left-zero semigroups and rectangular bands
give rise to left-zero semigroups when we construct the Cayley automaton
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semigroups. We now classify exactly which semigroups give rise to left-zero
semigroups.
Proposition 3.16. Let S be a finite semigroup. Then Σ(C(S)) is a left-zero
semigroup if and only if abc = ac for all a, b, c ∈ S.
Maltcev establishes a dual result to this in [25] via his use of right actions.
We give an amended version of his proof here in the setting of left-actions.
Proof. (⇒) Assume that Σ(C(S)) is a left-zero semigroup and let a, b ∈ S.
Then a · b · α = a · α for all α ∈ S∗. Consider the sequence α = c of length
one. Then
abc = a · b · c = a · c = ac
and hence abc = ac for all a, b, c ∈ S.
(⇐) Suppose that abc = ac for all a, b, c ∈ S and let α = α1α2 . . . αn. Then
a · b · α = (abα1)(abα1bα1α2) . . . (abα1bα1α2 . . . bα1 . . . αn)
= (aα1)(aα1α2) . . . (aα1α2 . . . αn)
= a · α
and hence a is a left-zero for all a ∈ S. Thus Σ(C(S)) is a left-zero semigroup.
We can also classify which semigroups give rise to right-zero semigroups.
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Proposition 3.17. Let S be a finite semigroup. Then Σ(C(S)) is a right-
zero semigroup if and only if S2 is the minimal ideal of S and this ideal forms
a right-zero semigroup.
Again, a dual result is established in [25] and a proof for the left-action case
is presented here:
Proof. (⇒) Suppose that Σ(C(S)) is a right-zero semigroup. Since it is
finitely generated it must be finite. Let I = {i1, . . . , ik} be the minimal
ideal of S.
Since I∗ ⊆ S∗ and I is an ideal of S we have that I∗ is invariant under
the actions of {i1, . . . , ik}. Hence, the subsemigroup of Σ(C(S)) generated
by {i1, . . . , ik} can be homomorphically mapped onto Σ(C(I)) via the map
ij 7→ ij I∗ . The ideal I must be a Rees-Matrix semigroup and since Σ(C(S))
is finite we conclude by Theorem 3.5 that S is aperiodic. Hence I must in
fact be a rectangular band X × Y where X is a left-zero semigroup and Y is
a right-zero semigroup. As per Example 3.15, Σ(C(I)) ∼= L|X|.
Since Σ(C(S)) is a right-zero semigroup, every subsemigroup and homomor-
phic image of Σ(C(S)) must also be a right-zero semigroup. In particular,
Σ(C(I)) must be a right-zero semigroup, which forces |X| = 1. Hence I is a
right-zero semigroup.
Let s ∈ S and i ∈ I. Then i · s = s since s is a right-zero and by acting on
the sequence α = x (where x ∈ S) we obtain isx = sx for all x ∈ S. Hence
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sS = isS ⊆ I for all s ∈ S and so S2 ⊆ I. However, since I was assumed to
be minimal, this forces S2 = I.
(⇐) Now suppose that {i1, . . . , ik} = I = S2 is the minimal ideal of S and is a
right-zero semigroup. Let s ∈ S and fix i ∈ I. Then sx ∈ I and isx = sx for
any x ∈ S. By Theorem 3.6 is = s and so for every s ∈ S there exists j ∈ I
such that s = j. Consequently, Σ(C(S)) can be generated by {i1, . . . , ik}.
Let α ∈ S∗. Then i2 · α = β where β ∈ I∗. Now since each term in β is a
right-zero and i1 ∈ I we have i1 ·β = β. Hence i1 · i2 = i2 and hence Σ(C(S))
is a right-zero semigroup.
Having established which semigroups give rise to left- and right-zero semi-
groups, one may now consider if it is possible to obtain a rectangular band
as a Cayley automaton semigroup. Such semigroups do arise as Cayley au-
tomaton semigroups and an example is exhibited after Proposition 3.24.
Recall that a semigroup is nilpotent of class n if Sn = {0} but Sn−1 6= {0}
where 0 denotes the zero element of S.
Proposition 3.18 ([7, Proposition 6.13]). Let S be a finite nilpotent semi-
group of class n. Then Σ(C(S)) is a finite nilpotent semigroup of class n−1.
Proof. Let x1, . . . , xn−1 ∈ S. Also let α ∈ Sω. Then
x1 · . . . · xn−1 · α = 0ω
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as every symbol in the output sequence is a product of at least n terms.
Hence Σ(C(S)) is nilpotent of class at most n− 1.
Now let x1, . . . , xn−1 ∈ S be such that x1 . . . xn−1 6= 0. Then
x1 · . . . · xn−2 · xn−1 = (x1 . . . xn−1) 6= 0 = 0 · xn−1
and so x1 · . . . · xn−2 6= 0. Thus Σ(C(S)) is n− 1 nilpotent.
We now classify which semigroups give rise to free Cayley automaton semi-
groups. This result is proved from the perspective of wreath recursions in
[25]. A simpler proof by acting on sequences is given here.
Proposition 3.19 ([25, Proposition 3]). Let S be a finite semigroup. Then
Σ(C(S)) is free if and only if the minimal ideal K of S consists of a single
R-class in which every H-class is non-trivial and there exists k ∈ K such
that st = skt for all s, t ∈ S.
Proof. (⇒) Let Σ(C(S)) be free and K be the minimal ideal of S. Then
K is isomorphic to a Rees-Matrix semigroup K = M[G; I, J ;P ] where G
is a group with identity e, I and J are finite sets and P is a J × I matrix
with entries in G. We may assume by [21, Theorem 3.4.2] that all entries
in the first row and column of P are e. Thus the element k = (1, e, 1) is an
idempotent.
First we show that st = skt for all s, t ∈ S.
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Let α = α1α2 . . . αn ∈ S∗. Then k · α = β1β2 . . . βn where βi = kα1α2 . . . αi.
We have, for s ∈ S
sk · k · α = sk · β
= (skβ1)(skβ1β2) . . . (skβ1β2 . . . βn)
= (sβ1)(sβ1β2) . . . (sβ1β2 . . . βn)
= s · β
= s · k · α
since skβ1 = skkα1 = skα1 = sβ1. Hence sk · k = s · k. Since Σ(C(S)) is
free, and hence cancellative, we have that sk = s which implies by Theorem
3.6 that skt = st for all t ∈ S.
Now we show that kst = st for all s, t ∈ S. We will use this fact in deter-
mining the number of R-classes in K.
Now let ks · α = β1β2 . . . βn where βi = ksα1 . . . αi and s · α = γ1γ2 . . . γn
where γi = sα1 . . . αi (so βi = kγi and kβi = βi). Observe that
γiβi+1 = sα1α2 . . . αi−1αiksα1α2 . . . αi+1
= sα1α2 . . . αi−1(αiks)α1α2 . . . αi+1
= sα1α2 . . . αi−1αisα1α2 . . . αi+1
= γiγi+1
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since skt = st for all s, t ∈ S. Hence
k · ks · α = k · β1β2 . . . βn
= (kβ1)(kβ1β2) . . . (kβ1β2 . . . βn)
= (β1)(β1β2) . . . (β1β2 . . . βn)
= (kγ1)(kγ1γ2) . . . (kγ1γ2 . . . γn)
= k · γ1γ2 . . . γn
= k · s · α
and so k ·ks = k ·s. Since Σ(C(S)) is cancellative we obtain ks = s. Therefore
by Theorem 3.6 kst = st for all s, t ∈ S.
Finally, we consider the structure of the minimal ideal.
Now let s = (is, gs, js) and t = (it, gt, jt) be elements of K. Then
(1, gsPjsitgt, jt) = kst = st = (is, gsPjsitgt, jt).
Hence is = 1 for all is ∈ I so I is a singleton and K has only one R-class.
Since st = kst we have S2 ⊆ K. Suppose that H is a non-singleton H-class
containing elements a and b. Then there exist elements u, v, x, y such that
a = vb = by and b = ua = ax. Hence a, b ∈ S2 ⊆ K. Therefore the only
non-singleton H-classes of S must lie in K. If K contains only singleton
H-classes then S is aperiodic and so Σ(C(S)) would be finite by Theorem
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3.5, which is a contradiction. Hence all H-classes in K are non-trivial (and
isomorphic to each other).
(⇐) Since K has only one R-class it is of the form G×R where G is a non-
trivial group with identity e and R is a right-zero semigroup. Let k = (g, r)
(where g ∈ G and r ∈ R) be such that st = skt for all s, t ∈ S (so s = s(g, r)
by Theorem 3.6).
Let s ∈ S be arbitrary. Then s(g, r) = (h, r1) for some h ∈ G and r1 ∈ R.
Since (g, r)(e, r) = (g, r) we have
s(g, r) = s(g, r)(e, r) = (h, r1)(e, r) = (h, r)
and so s(g, r) = (h, r). Hence s(g, r) = (h, r).
Hence for every s ∈ S we can write s = s(g, r) = (h, r) for some (h, r) ∈
H(e,r) (where H(e,r) denotes the H-class containing (e, r)) and so Σ(C(S))
is generated by {(g1, r), (g2, r), . . . , (gn, r)} where |G| = n. Since H(e,r) is a
non-trivial group isomorphic to G we conclude that Σ(C(S)) ∼= Σ(C(H(e,r))),
which is free of rank |G| by Theorem 3.4.
We conclude this section by stating a theorem that describes precisely when
the Cayley automaton semigroup of a finite semigroup is a group. The proof,
due to its length, is not given here.
Proposition 3.20 ([25, Theorem 6]). Let S be a finite semigroup. Then the
following are equivalent:
45
1. Σ(C(S)) is a group,
2. Σ(C(S)) is trivial,
3. S is an inflation of a right-zero semigroup by null semigroups.
A semigroup S is an inflation of a right-zero semigroup T by null semigroups
if T ≤ S and we can partition S into disjoint subsets St (for each t ∈ T ) such
that t ∈ St and SuSt = {t} for all t, u ∈ S.
Maltcev’s proof follows via the chain (1)⇒ (3)⇒ (2)⇒ (1). The implication
(2) ⇒ (1) is clear and (3) ⇒ (2) is also fairly short. The difficulty is in the
step (1)⇒ (3).
3.4 Subsemigroups, Quotients and Direct
Products
In this final section we consider how the Cayley automaton semigroup con-
struction behaves with respect to taking subsemigroups, direct products and
quotients.
Proposition 3.21 ([28, Lemma 9(2)]). Let S be a finite semigroup and let
T ≤ S. Then Σ(C(T )) is a divisor of Σ(C(S)).
Proof. Recall that a semigroup W divides a semigroup U if there exists
V ≤ U such that U ≥ V  W .
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Let Y = 〈t : t ∈ T 〉 ≤ Σ(C(S)). The elements of Y act on S∗ and notice
that T ∗ ⊆ S∗. Hence T ∗ is invariant under the action of Y . Hence the map
t 7→ t T ∗ is an epimorphism Y → Σ(C(T )).
In general it is not the case that if T ≤ S then Σ(C(T )) ≤ Σ(C(S)). If,
for example we consider {1} ≤ G where G is a non-trivial finite group then
{1}  F|G|.
However, we can state the following:
Proposition 3.22. Let S be a finite semigroup and let G be a non-trivial
subgroup of S. Then Σ(C(G)) is isomorphic to a subsemigroup of Σ(C(S)).
Proof. Let G = {g1, g2, . . . , gn}. Then by Proposition 3.21 Fn divides
Σ(C(S)). We have
Fn = Σ(C(G)) = 〈g1 G∗ , g2 G∗ . . . gn G∗〉 〈g1, g2, . . . gn〉.
Hence Fn ∼= 〈g1, g2, . . . gn〉.
Proposition 3.23 ([28, Lemma 9(1)]). Let S, T be semigroups and let f :
S → T be an epimorphism. Then Σ(C(T )) is a quotient of Σ(C(S)).
Proof. Let s ∈ S and α = α1α2 . . . αn ∈ S∗. Then
s · α = (sα1)(sα1α2) . . . (sα1α2 . . . αn). Now let β = β1β2 . . . βn where
47
βi = f(αi). Applying the map f gives us
f(s) · β = (f(s)β1)(f(s)β1β2) . . . (f(s)β1β2 . . . βn)
= (f(sα1))(f(sα1α2)) . . . (f(sα1α2 . . . αn))
Hence the map s 7→ f(s) extends to a map s 7→ f(s). Extend this again to a
map Σ(C(S))→ Σ(C(T )). Now it follows from the previous calculation that
if x1 · x2 . . . xn = y1 · y2 . . . ym in Σ(C(S)) then
f(x1) · f(x2) . . . f(xn) = f(y1) · f(y2) . . . f(ym)
in Σ(C(T )). This shows that the map is well-defined and that any relation in
Σ(C(S)) is satisfied in Σ(C(T )). Hence Σ(C(T )) is a quotient of Σ(C(S)).
Proposition 3.24 ([28, Lemma 20]). Let S and T be semigroups. Then
Σ(C(S × T )) ≤ Σ(C(S))× Σ(C(T )).
Proof. Define φ : Σ(C(S × T ))→ Σ(C(S))× Σ(C(T )) by
φ :
n∏
i=1
(si, ti) 7→ (
n∏
i=1
si,
n∏
i=1
ti).
This maps Σ(C(S×T )) onto the subsemigroup of Σ(C(S))×Σ(C(T )) of pairs
of words of equal length. To see that this is well defined, let f1 · . . . · fn ∈
Σ(C(S×T )) map a string w = (s1, t1)(s2, t2) . . . (sn, tn) (where si ∈ S, tj ∈ T )
to w′. Denote by wS the string obtained from w by replacing each pair (si, ti)
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with si and we see that φ(f1 · . . . · fn) maps wS to w′S regardless of how we
expressed f1 · . . . · fn as a product of generators. A similar argument works
for T . The converse of this argument shows that the map φ is injective.
We now show that this is a homomorphism. Let f =
∏n
i=1 (si, ti) and
g =
∏m
i=1 (ui, vi). Then φ(f) = (
∏n
i=1 si,
∏n
i=1 ti) and
φ(g) = (
∏m
i=1 ui,
∏m
i=1 vi). Hence
φ(f)φ(g) = (
n∏
i=1
si,
n∏
i=1
ti) · (
m∏
i=1
ui,
m∏
i=1
vi)
= (
n∏
i=1
si ·
m∏
i=1
ui,
n∏
i=1
ti ·
m∏
i=1
vi)
= φ(fg)
We conclude this section by using Proposition 3.24 to show by example that
rectangular bands can arise as Cayley automaton semigroups.
Example 3.25. Let T be the semigroup defined by the following Cayley
Table:
a b c d
a a b c a
b a b c a
c a b c b
d a b c a
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First we show that the multiplication in T is associative. A three-element
product is determined entirely by the third element unless it is d. Consider a
product of the form xyd where x, y ∈ {a, b, c, d}. If y 6= c then (xy)d = yd =
a = xa = x(yd). In the remaining case we have (xc)d = cd = b = xb = x(cd).
Hence the multiplication is associative.
By Theorem 3.6 Σ(C(T )) = 〈a, c〉. Observe that T 2 = {a, b, c} ∼= R3. Let
α ∈ T ω. Then
x · y · α = (xyα1)(xyα1yα1α2) . . . = (yα1)(yα1α2) . . . = y · α
(where x, y ∈ {a, c}) since each yα1α2 . . . αn is a right-zero. Hence x · y = y
and Σ(C(T )) ∼= R2.
Now let L2 = {x, y} and S = L2 × T . By Proposition 3.24,
Σ(C(S)) ≤ Σ(C(L2))× Σ(C(T )) = L2 ×R2
and so |Σ(C(S))| ≤ 4. By Theorem 3.6 Σ(C(S)) = 〈(x, a), (x, c), (y, a), (y, c)〉
and so we conclude that Σ(C(S)) ∼= L2 ×R2.
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Chapter 4
Cayley Automaton Semigroups
of Finite Monogenic
Semigroups
A semigroup is said to be monogenic if it can be generated by a single element.
In this chapter, we will construct the Cayley automaton semigroups arising
from finite monogenic semigroups. We will consider separately the cases
where the semigroups do and do not have a non-trivial subgroup. The case
of the infinite monogenic semigroup is deferred to Chapter 7.
Throughout this chapter the semigroup S will have the presentation
S = 〈x|xr = xn+r〉
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where n, r ∈ N (so S = {x, x2, . . . , xn+r−1}). The value r is referred to as
the index of the semigroup and n is the period. In this chapter, α = α1α2 . . .
will be an element of Sω.
If a word xa1 · xa2 · . . . · xam (where ai ∈ {1, 2, . . . , r + n− 1}) acts on α then
we will denote the output by β = β1β2 . . . ∈ Sω. Since S is commutative,
each βi can be written as x
eiγi where ei is a sum of the indices a1, a2, . . . , am
and γi is a product of the terms α1, α2, . . . , αi.
Lemma 4.1. Let xa1 · xa2 · . . . · xam · α = β. Then βk = xekγk where
ek =
(
k − 1
0
)
a1 +
(
k
1
)
a2 + . . .+
(
k +m− 2
m− 1
)
am
and γk is a product of α1, α2, . . . , αk.
Proof. We will act on the sequence α one generator at a time. First consider
xam . We obtain
xam · α = (xamα1)(xamα1α2)(xamα1α2α3) . . . .
Now consider xam−1 · xam · α = xam−1 · (xamα1)(xamα1α2)(xamα1α2α3) . . .. As
the output we obtain
(xam−1xamα1)(x
am−1xamα1x
amα1α2)(x
am−1xamα1x
amα1α2x
amα1α2α3) . . .
=(xam−1+amα1)(x
am−1+(1+1)amα21α2)(x
am−1+(1+1+1)amα31α
2
2α3) . . .
=(xam−1+amα1)(x
am−1+2amα21α2)(x
am−1+3amα31α
2
2α3) . . . .
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Now introduce the next generator and consider xam−2 · xam−1 · xam · α which
we write as
xam−2 · (xam−1+amα1)(xam−1+2amα21α2)(xam−1+3amα31α22α3) . . . .
We obtain as the output ν1ν2ν3 . . . where
ν1 = x
am−2xam−1+amα1
= xam−2+am−1+amα1
and
ν2 = x
am−2xam−1+amα1x
am−1+2amα21α2
= xam−2+(1+1)am−1+(1+2)amα31α2
= xam−2+2am−1+3amα31α2
and
ν3 = x
am−2xam−1+amα1x
am−1+2amα21α2x
am−1+3amα31α
2
2α3
= xam−2+(1+1+1)am−1+(1+2+3)amα61α
3
2α3
= xam−2+3am−1+6amα61α
3
2α3.
Let us now consider xam−3 · xam−2 · xam−1 · xam · α which we write as
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xam−3 · ν1ν2ν3 . . . . As the output we obtain ξ1ξ2ξ3 . . . where
ξ1 = x
am−3ν1
= xam−3xam−2+am−1+amα1
= xam−3+am−2+am−1+amα1
and
ξ2 = x
am−3ν1ν2
= xam−3xam−2+am−1+amα1x
am−2+2am−1+3amα31α2
= xam−3+(1+1)am−2+(1+2)am−1+(1+3)amα41α2
= xam−3+2am−2+3am−1+4amα41α2
and
ξ3 = x
am−3ν1ν2ν3
= xam−3xam−2+am−1+amα1x
am−2+2am−1+3amα31α2x
am−2+3am−1+6amα61α
3
2α3
= xam−3+(1+1+1)am−2+(1+2+3)am−1+(1+3+6)amα101 α
4
2α3
= xam−3+3am−2+6am−1+10amα101 α
4
2α3.
Continuing in this way will eventually yield, after all generators have been
considered, xa1 · xa2 · . . . · xam · α = β1β2β3 . . . where
β1 = x
a1+a2+a3+...+amγ1,
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β2 = x
a1+(1+1)a2+(1+1+1)a3+...+(1+1+...+1)amγ2,
β3 = x
a1+(1+2)a2+(1+2+3)a3+...+(1+2+...+m)amγ3.
and the γi are products of α1, . . . , αi.
Hence we have
e1 = a1 + a2 + a3 + . . . + am
e2 = a1 + (1 + 1)a2 + (1 + 1 + 1)a3 + . . . + (1 + 1 + . . .+ 1)am
e3 = a1 + (1 + 2)a2 + (1 + 2 + 3)a3 + . . . + (1 + 2 + . . .+m)am
...
...
...
...
ek = a1 + c2a2 + c3a3 + . . . + cmam
where c2 = 1 + (k − 1) = k, c3 = 1 + (k − 1) + k(k−1)2 = k(k+1)2 and
cm = 1 + (k − 1) + k(k−1)2 + . . .+ (k−1)k...(k+m−4)(m−2)! = k(k+1)...(k+m−2)(m−1)! .
Reading down the columns above we observe that the figurate (or q-topic)
numbers appear (see [12, Chapter 1] for more details on q-topic numbers).
The bth q-topic number is denoted by Pq(b) and in general they are defined
recursively by P0(b) = 1 for all b ≥ 1 and Pq(b) =
b∑
i=1
Pq−1(i) (so, for clarity,
the 0-topic numbers are 1, 1, 1, 1, . . ., the 1-topic numbers are 1, 2, 3, 4, . . ., the
2-topic (or triangular) numbers are 1, 3, 6, 10, . . ., the 3-topic (or tetrahedral)
numbers are 1, 4, 10, 20, . . . and so on).
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This gives us Pq(b) =
(
b+q−1
q
)
(see [12, p.7]) and so we may rewrite the above
as
e1 =
(
0
0
)
a1 +
(
1
1
)
a2 +
(
2
2
)
a3 + . . . +
(
m−1
m−1
)
am
e2 =
(
1
0
)
a1 +
(
2
1
)
a2 +
(
3
2
)
a3 + . . . +
(
m
m−1
)
am
e3 =
(
2
0
)
a1 +
(
3
1
)
a2 +
(
4
2
)
a3 + . . . +
(
m+1
m−1
)
am
...
...
...
...
ek =
(
k−1
0
)
a1 +
(
k
1
)
a2 +
(
k+1
2
)
a3 + . . . +
(
k+m−2
m−1
)
am
The q-topic numbers are related to Pascal’s Triangle. The first five rows of
Pascal’s Triangle are shown below:
1
1 1
1 2 1
1 3 3 1
1 4 6 4 1
and we observe that this can also be written as
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P0(1)
P0(2) P1(1)
P0(3) P1(2) P2(1)
P0(4) P1(3) P2(2) P3(1)
P0(5) P1(4) P2(3) P3(2) P4(1)
(see [11, Section 4.2] for details). Note also that the q-topic numbers satisfy
Pq(b) = Pq(b−1)+Pq−1(b). We will return to the connection between Pascal’s
Triangle and the q-topic numbers later.
4.1 Non-trivial Subgroups
We move on now to consider the cases where the period n of the semigroup
S = 〈x|xr = xn+r〉 is at least two. First we note that the cyclic group of
order n is denoted Cn.
Lemma 4.2. The free semigroup Fn of rank n is an ideal in Σ(C(S)).
Proof. As a subgroup of S we have {xr, xr+1, . . . , xr+n−1} ∼= Cn. By Propo-
sition 3.22 Fn ∼= 〈xr, xr+1, . . . , xr+n−1〉 ≤ Σ(C(S)). Let s ∈ Cn and t /∈ Cn.
Since st ∈ Cn there exists u ∈ Cn such that st = ts = us = su. This follows
from the fact that Cn is an ideal in S and that S is commutative.
Assume that stn = sun for some n ∈ N (note that the case n = 1 is established
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above). Then by induction we have
stn+1 = (stn)t = (sun)t = (st)un = (su)un = sun+1.
Hence stn = sun for all n ∈ N.
Hence
s · t · α = (stα1)(st2α21α2) . . . = (suα1)(su2α21α2) . . . = s · u · α
and so s · t = s · u.
Now consider (xa1 · xa2 · . . . · xam) · (xb1 · xb2 · . . . · xbk) where
ai ∈ {r, r + 1, . . . , r + n− 1} and bj ∈ {1, 2, . . . , r + n− 1} with b1 ≤ r − 1.
Hence xa1 · xa2 · . . . · xam ∈ Fn. Using the result in the preceding paragraph,
we can write xam · xb1 = xam · xc1 where c1 ∈ {r, r + 1, . . . , r + n− 1}.
Applying this repeatedly gives us
xa1 · xa2 · . . . · xam · xb1 · xb2 · . . . · xbk = xa1 · xa2 · . . . · xam · xc1 · xc2 · . . . · xck
where ci ∈ {r, r + 1, . . . , r + n− 1}. Hence Fn is a left ideal.
By a symmetric argument, Fn is also a right ideal and is therefore a two-sided
ideal.
Lemma 4.3. xa1 ·xa2 ·. . .·xam ∈ Fn if and only if
m∑
i=1
ai ≥ r−1. Consequently,
any element xa1 ·xa2 · . . . ·xam ∈ Fn can be written uniquely as xb1 ·xb2 · . . . ·xbm
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where bi ∈ {r, r + 1, . . . , r + n− 1} and ai ≡ bi mod n.
Proof. Let ai ∈ {1, 2, . . . , r + n− 1}. Then there exists a unique
bi ∈ {r, r + 1, . . . , r + n − 1} such that ai ≡ bi mod n. By acting on a
sequence α with the words xa1 · xa2 · . . . · xam and xb1 · xb2 · . . . · xbm we obtain
the following:
xa1 · xa2 · . . . · xam · α =(xe1γ1)(xe2γ2)(xe3γ3) . . .
xb1 · xb2 · . . . · xbm · α =(xf1γ1)(xf2γ2)(xf3γ3) . . .
where ei and fj are as in the notation used in Lemma 4.1. Since the γi terms
depend only on α and m the same terms appear in both output sequences.
Hence ei ≡ fi mod n for all i and provided that e1 =
m∑
i=1
ai ≥ r − 1 we have
xeiγi = x
fiγi and the outputs are equal. If e1 < r − 1 then it is possible to
have xe1γi ∈ S \ Cn and xf1γ1 ∈ Cn which would contradict equality of the
outputs. Hence xa1 · xa2 · . . . · xam = xb1 · xb2 · . . . · xbm ∈ Fn.
Conversely, if
m∑
i=1
ai < r − 1 then xa1 · xa2 · . . . · xam · x = x
( m∑
i=1
ai
)
+1
and
m∑
i=1
ai + 1 ≤ r − 1. Hence this can not be an element in the ideal as
x
( m∑
i=1
ai
)
+1 ∈ S \ Cn.
We also have the following corollary:
Corollary 4.4. Σ(C(S)) is a small extension of Fn.
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Proof. Recall that a semigroup U is a small extension of V if |U \ V | <∞.
The statement of Lemma 4.3 is equivalent to saying that xa1 ·xa2 ·. . .·xam /∈ Fn
if and only if
m∑
i=1
ai < r − 1. Given that ai ∈ {1, 2, . . . , r + n − 1} there are
only finitely many such sums.
Many properties of semigroups are preserved when passing to a small exten-
sion, such as finite generation [8], finite presentability [31] and automaticity
[20]. Hence we have the following:
Corollary 4.5. Σ(C(S)) is finitely generated, finitely presented and auto-
matic.
Proposition 4.6. Σ(C(S))/Fn is nilpotent of class r − 1.
Proof. We have that xa1 · xa2 · . . . · xam /∈ Fn if and only if
m∑
i=1
ai < r − 1. A
word xa1 ·xa2 · . . . ·xar−1 of length r−1 must satisfy
m∑
i=1
ai ≥ r−1 since ai ≥ 1
for each i and hence lies in Fn. Hence Σ(C(S))/Fn is nilpotent of class at
most r − 1. The word x · x · . . . · x︸ ︷︷ ︸
r−2
satisfies
m∑
i=1
ai = r − 2 and so does not lie
in Fn. Hence Σ(C(S))/Fn is nilpotent of class equal to r − 1.
Having established that there are only finitely many words not in the ideal
Fn we move now towards identifying when two words are equal. For the
remainder of this section we will assume that the words xa1 · xa2 · . . . · xam
and xb1 · xb2 · . . . · xbk are such that
m∑
i=1
ai < r − 1 and
k∑
j=1
bj < r − 1.
Lemma 4.7. If
m∑
i=1
ai 6=
k∑
j=1
bj then xa1 · xa2 · . . . · xam 6= xb1 · xb2 · . . . · xbk .
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Proof. Consider both words acting on the sequence x. Then
xa1 · xa2 · . . . · xam · x = x
( m∑
i=1
ai
)
+1 6= x
( k∑
j=1
bj
)
+1
= xb1 · xb2 · . . . · xbk · x
and hence
xa1 · xa2 · . . . · xam 6= xb1 · xb2 · . . . · xbk .
Lemma 4.8. If m 6= k then xa1 · xa2 · . . . · xam 6= xb1 · xb2 · . . . · xbk .
Proof. Assume that xa1 ·xa2 · . . . ·xam = xb1 ·xb2 · . . . ·xbk . Let p be such that
m∑
i=1
ai+p ≥ r−1 and
k∑
j=1
bj+p ≥ r−1. Consider the words xa1 ·xa2 ·. . .·xam ·xp
and xb1 · xb2 · . . . · xbk · xp. These words lie in Fn by Lemma 4.3 and so can be
written uniquely as xc1 ·xc2 · . . . ·xcm ·xp1 and xd1 ·xd2 · . . . ·xdk ·xp1 where ai ≡
ci mod n, bi ≡ di mod n, p ≡ p1 mod n and ci, di, p1 ∈ {r, r+1, . . . , r+n−1}.
Hence xc1 · xc2 · . . . · xcm · xp1 = xd1 · xd2 · . . . · xdk · xp1 ∈ Fn which can only
hold if m = k.
Thus far we have established two necessary, but not sufficient, conditions for
equality of words. Namely, k = m and
m∑
i=1
ai =
k∑
j=1
bj.
If xa1 · xa2 · . . . · xam and xb1 · xb2 · . . . · xbm both act on the same sequence α
then we will denote the outputs obtained by (xea,1γ1)(x
ea,2γ2) . . . and
(xeb,1γ1)(x
eb,2γ2) . . . respectively.
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Recall from Lemma 4.1 that
ea,t =
(
t−1
0
)
a1 +
(
t
1
)
a2 + . . . +
(
t+m−2
m−1
)
am
= P0(t)a1 + P1(t)a2 + . . . + Pm−1(t)am
and
eb,t =
(
t−1
0
)
b1 +
(
t
1
)
b2 + . . . +
(
t+m−2
m−1
)
bm
= P0(t)b1 + P1(t)b2 + . . . + Pm−1(t)bm.
Let us define
E(m, t) = ea,t − eb,t
=
(
t−1
0
)
X1 +
(
t
1
)
X2 + . . . +
(
t+m−2
m−1
)
Xm
= P0(t)X1 + P1(t)X2 + . . . + Pm−1(t)Xm
where Xi = ai − bi.
Observe that
E(m, 1) = 0 ⇐⇒ (a1 − b1) + (a2 − b2) + . . .+ (am − bm) = 0
⇐⇒ a1 + a2 + . . . am = b1 + b2 + . . .+ bm
⇐⇒
m∑
i=1
ai =
m∑
i=1
bi.
Lemma 4.9. If two words are equal then E(m, t) ≡ 0 mod n for all t.
Proof. Suppose that E(m, i) 6≡ 0 mod n for some i. So ea,i 6≡ eb,i mod n.
Write γi = x
v for some v. We have that ea,i + v 6≡ eb,i + v mod n. Therefore
xea,iγi = x
ea,i+v 6= xeb,i+v = xeb,iγi.
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Lemma 4.10. If xa1 ·xa2 · . . . ·xam and xb1 ·xb2 · . . . ·xbm are equal then there
exists j such that xea,jγj, x
eb,jγj ∈ Cn but xea,j−1γj−1, xeb,j−1γj−1 /∈ Cn.
Proof. If there does not exist such a j then there must exist g such that
(without loss of generality) xea,gγg ∈ Cn but xeb,gγg /∈ Cn which contradicts
the equality of the words.
If xa1 · xa2 · . . . · xam = xb1 · xb2 · . . . · xbm then we have E(m, 1) = 0 and
E(m, t) ≡ 0 mod n for all t. Hence there must exist f such that E(m, i) = 0
for all i < f and E(m, f) ≡ 0 mod n but E(m, f) 6= 0. Note that we must
have f ≤ m otherwise we would have m equations in X1, . . . , Xm which
would force ai = bi for all i.
Lemma 4.11. If xa1 ·xa2 · . . . ·xam = xb1 ·xb2 · . . . ·xbm then xea,fγf = xeb,fγf ∈
Cn.
Proof. Suppose that xea,fγf = x
eb,fγf /∈ Cn. Write γf = xv for some v. Then
xea,f+v = xeb,f+v =⇒ ea,f = eb,f =⇒ E(m, f) = 0 which contradicts the
value of f .
Lemma 4.12. There exist t1 < t2 such that E(m, t1) = E(m, t2).
Proof. A typical E(m, t) has the form
E(m, t) = P0(t)X1 + P1(t)X2 + . . .+ Pm−1(t)Xm.
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Notice that the Xi terms are not dependent on t. By considering each Pi(t)
modulo n (and noting that P0(t) = 1 for all t) there are at most n
m−1 different
such E(m, t). Hence there must exist t1, t2 such that E(m, t1) = E(m, t2).
Since the coefficients of the Xi terms are defined by the recurrence relation
Pq(b) = Pq(b − 1) + Pq−1(b) with P0(b) = 1, once we have E(m, 1) the
remaining E(m, t) are completely determined. Once we find the values t1
and t2 as per Lemma 4.12 all of the subsequent E(m, t) are determined by
E(m, t2 + k) = E(m, t1 + (k mod (t2 − t1))).
Collating the above results, we can state exactly when two words are equal:
Theorem 4.13. Let xa1 · xa2 · . . . · xam and xb1 · xb2 · . . . · xbk be words in
Σ(C(S)) such that
m∑
i=1
ai,
k∑
j=1
bj < r−1. Then the words are equal if and only
if the following hold:
1. k = m,
2. There exists f ∈ {1, . . . ,m} such that
(a) E(m, i) = 0 for i < f ,
(b) E(m, j) 6= 0 but E(m, j) ≡ 0 mod n for j ≥ f ,
(c) xea,fγf , x
eb,fγf ∈ Cn.
Proof. The forwards implication holds by Lemmas 4.8, 4.9 and 4.11. It re-
mains to establish the reverse implication.
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Suppose first that k = m. Then xa1 · xa2 · . . . · xam · α = (xea,1γ1)(xea,2γ2) . . .
and xb1 · xb2 · . . . · xbm · α = (xeb,1δ1)(xeb,2δ2) . . ..
Since γi and δi depend only on m and α we conclude that γi = δi for all i.
Thus we may write xb1 · xb2 · . . . · xbm · α = (xeb,1γ1)(xeb,2γ2) . . ..
By condition 2a, E(m, i) = 0 for i < f and so ea,i = eb,i for i = 1, 2, . . . , f −1
and so the first f − 1 terms of the outputs are equal.
Condition 2b ensures that ea,j ≡ eb,j mod n for j ≥ f . By condition 2c we
have xea,fγf , x
eb,fγf ∈ Cn. Write γf = xv for some v. Hence xea,f+v, xeb,f+v ∈
Cn and since ea,f + v ≡ eb,f + v mod n we conclude xea,fγf = xeb,fγf . All
the terms xea,jγj, x
eb,jγj where j > f are also in Cn and we obtain equality
for each j by the same reasoning.
We now seek to improve the conditions given in Theorem 4.13. In particular,
we seek a condition that is easier to check than condition 2b in Theorem
4.13. We begin by considering the cases when the period of the semigroup
is prime (and so the subgroup in S is Cp, the cyclic group of order p). We
do this by first returning to the connection between the q-topic numbers and
Pascal’s Triangle.
Lemma 4.14 (Lucas’s Theorem [14, Theorem 1]). For n,m ∈ N ∪ {0} and
a prime p we have (
m
n
)
≡
k∏
i=0
(
mi
ni
)
mod p
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where
m = mkp
k +mk−1pk−1 + . . .+m1p+m0
and
n = nkp
k + nk−1pk−1 + . . .+ n1p+ n0
are the base p expansions of m and n and
(
mi
ni
)
= 0 if mi < ni .
In [24], Long considers Pascal’s Triangle modulo a prime p. He defines Ods,t to
be the triangle of entries in Pascal’s Triangle with corners
(
spd
tpd+1
)
,
(
spd
tpd+pd−1
)
and
(
spd+pd−2
tpd+pd−1
)
where 0 ≤ t < s and d ≥ 1. All entries are taken modulo p.
Thus every entry in Ods,t has the form
(
spd+y
tpd+z
)
where 0 ≤ y < z ≤ pd − 1.
Lemma 4.15. For all d ≥ 0, all entries (spd+y
tpd+z
) ∈ Ods,t are congruent to 0
modulo p.
Proof. By Lemma 4.14
(
spd+y
tpd+z
) ≡ (s
t
)(
y
z
) ≡ 0 mod p since y < z.
As an illustration, let us fix p = 2 and consider O21,0 which is highlighted in
bold. This has corners
(
4
1
)
,
(
4
3
)
and
(
6
3
)
.
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11 1
1 0 1
1 1 1 1
1 0 0 0 1
1 1 0 0 1 1
1 0 1 0 1 0 1
Lemma 4.16. Let p be a prime. Then E(m, t) ≡ 0 mod p for all t if and
only if Xi = ai − bi ≡ 0 mod p for all i ∈ {1, . . . ,m}.
Proof. The reverse implication is trivial.
For the forward implication, find d such that pd−1 < m ≤ pd and consider
Od1,0. This has corners
(
pd
1
)
,
(
pd
pd−1
)
and
(
2pd−2
pd−1
)
. With the exception of the
entries on the outermost diagonals, Od1,0 spans the width of Pascal’s Tri-
angle along its top. The coefficients of the Xi (i ≥ 2) terms in E(m, pd)
correspond to the first m − 1 terms on the diagonal edge of Od1,0, namely(
pd
1
)
, . . . ,
(
pd+m−2
pd−1
)
.
By Lemma 4.15 we have E(m, pd) =
(
pd−1
0
)
X1+0 + . . .+ 0︸ ︷︷ ︸
m−1 times
≡ 0 mod p which
forces X1 ≡ 0 mod p and hence a1 ≡ b1 mod p.
We have E(m, pd−1) = (pd−2
0
)
X1 +
(
pd−1
1
)
X2 +0 + . . .+ 0︸ ︷︷ ︸
m−2 times
≡ 0 mod p which
forces X2 ≡ 0 mod p and hence a2 ≡ b2 mod p.
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By continuing in this fashion, when we consider E(m, pd − j) we will have
already shown that X1, X2, . . . , Xj ≡ 0 mod p. The coefficient of Xj+1 can
never be zero as this would contradict Pj(p
d− j) = Pj(pd− j+1)−Pj−1(pd−
j + 1) as we know Pj(p
d − j + 1) ≡ 0 and Pj−1(pd − j + 1) 6≡ 0. This then
forces Xj ≡ 0 mod p for all j.
We now have a modified version of Theorem 4.13 in the case of a prime
modulus:
Theorem 4.17. Let S = 〈x|xr = xr+p〉 where p is prime. Let xa1 ·xa2 ·. . .·xam
and xb1 · xb2 · . . . · xbk be words in Σ(C(S)) such that
m∑
i=1
ai,
k∑
j=1
bj < r − 1.
Then the words are equal if and only if the following hold:
1. k = m,
2. ai ≡ bi mod p for all i,
3. There exists a maximal f ∈ {1, . . . ,m} such that
(a) E(m, i) = 0 for i < f ,
(b) xea,fγf , x
eb,fγf ∈ Cp.
Note that the condition in Theorem 4.13 where we required E(m, j) ≡ 0
mod p for j ≥ f is subsumed by condition 2 above.
Having considered prime moduli, we now extend the arguments to an arbi-
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trary modulus n. We show the existence of l such that
(
l
1
)
,
(
l + 1
2
)
, . . . ,
(
l +m− 2
m− 1
)
≡ 0 mod n.
This will give us E(m, l) =
(
l−1
0
)
X1 + 0 + . . .+ 0︸ ︷︷ ︸
m−1 times
≡ 0 mod n which forces
X1 ≡ 0 mod n. Working back up the diagonals of Pascal’s Triangle, similar
to in the prime modulus case, we will always force Xj+1 ≡ 0 mod n at the
(l − j)th congruence. This gives ai ≡ bi mod n for all i.
We require
(
l
1
)
= l ≡ 0 mod n and so l = qn for some q. Notice that
(
l + i
i+ 1
)
=
l(l + 1)(l + 2) . . . (l + i)
(i+ 1)!
=
qn(l + 1)(l + 2) . . . (l + i)
(i+ 1)!
and so if q = lcm(2!, 3!, . . . , (m − 1)!) = (m − 1)! then ( l+i
i+1
) ≡ 0 mod n for
all i ∈ {0, 1, . . . ,m− 2}. This gives us the required congruence.
We can now state a further amended version of Theorem 4.13:
Theorem 4.18. Let S = 〈x|xr = xr+n〉. Let xa1 · xa2 · . . . · xam and
xb1 · xb2 · . . . · xbk be words in Σ(C(S)) such that
m∑
i=1
ai,
k∑
j=1
bj < r − 1. Then
the words are equal if and only if the following hold:
1. k = m,
2. ai ≡ bi mod n for all i,
3. There exists a maximal f ∈ {1, . . . ,m} such that
(a) E(m, i) = 0 for i < f ,
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(b) xea,fγf , x
eb,fγf ∈ Cn.
Having completely determined the elements of Σ(C(S))\Fn in Theorem 4.18
we now put some bounds on the size of Σ(C(S)) \ Fn.
Theorem 4.19. Let S = 〈x|xr = xr+n〉. Then
r − 2 ≤ |Σ(C(S)) \ Fn| ≤ 2r−2 − 1.
Proof. The set Σ(C(S)) \ Fn must at least contain {x, x2, . . . , xr−2} and so
r − 2 ≤ |Σ(C(S)) \ Fn|.
A word xa1 · xa2 · . . . · xam ∈ Σ(C(S)) \ Fn must satisfy
m∑
i=1
ai < r − 1 by
Lemma 4.3. Therefore, by considering all ordered partitions of the integers
1, 2, . . . , r−2 (that is, ways to express an integer as a sum of smaller integers
where the order of the terms matters) we obtain an upper bound on
|Σ(C(S))\Fn| (note that we must consider ordered partitions and not simply
partitions as in general Σ(C(S)) is not commutative).
A positive integer k has 2k−1 ordered partitions. Hence the total number of
ordered partitions to consider is 20 + 21 + . . .+ 2r−3 = 2r−2 − 1.
We will see later in Example 4.26 that the upper bound can be attained.
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4.2 Trivial Subgroups
We now consider the cases where the semigroup S has a presentation
S = 〈x|xr = xr+1〉
and hence the subgroup is trivial. The semigroup is therefore aperiodic and
by Theorem 3.5 Σ(C(S)) is finite. Note also that S is nilpotent of class r and
so by Proposition 3.18 we see Σ(C(S)) is nilpotent of class r − 1.
First notice that xra = xr = xr−1a for all a ∈ S and so by Theorem 3.6 we
conclude that xr = xr−1.
Lemma 4.20. Let xa1 ·xa2 ·. . .·xam ∈ Σ(C(S)). Then xa1 ·xa2 ·. . .·xam = xr−1
if and only if
m∑
i=1
ai ≥ r − 1.
Proof. If
m∑
i=1
ai ≥ r − 1 then
xa1 · xa2 · . . . · xam · α = (x
m∑
i=1
ai
α1)(x
m∑
i=1
iai
αm1 α2) . . . = (x
r)ω = xr−1 · α
and so xa1 · xa2 · . . . · xam = xr−1.
If xa1 · xa2 · . . . · xam = xr−1 then by equating the first terms of the outputs
we obtain x
m∑
i=1
ai
α1 = x
r−1α1 = xr. Hence x
m∑
i=1
ai
α1 = x
q where q is at least
m∑
i=1
ai + 1 ≥ r and so
m∑
i=1
ai ≥ r − 1.
Lemma 4.21. Let xa1 ·xa2 ·. . .·xam ∈ Σ(C(S)). Then xa1 ·xa2 ·. . .·xam = xr−2
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if and only if
m∑
i=1
ai = r − 2.
Proof. If
m∑
i=1
ai = r − 2 then
xa1 · xa2 · . . . · xam ·α = (x
m∑
i=1
ai
α1)(x
m∑
i=1
iai
αm1 α2) . . . = (x
r−2α1)(xr)ω = xr−2 ·α
and so xa1 · xa2 · . . . · xam = xr−2.
If xa1 · xa2 · . . . · xam = xr−2 then by equating the first terms in the output
we obtain x
m∑
i=1
ai
α1 = x
r−2α1 and so for equality with all values of α1 (and in
particular α1 = x) this forces
m∑
i=1
ai = r − 2.
As a consequence of Lemmas 4.20 or 4.21 it is possible for words of different
lengths to be equal in Σ(C(S)). Observe that this is in stark contrast to the
non-trivial subgroup case in Section 4.1 where to have equality of words we
required the words to have the same length.
This behaviour can also happen when the sums of the indices in the words
are less than r − 2. Consider S = 〈x|x9 = x10〉. Then
x2 · x3 · α = (x5α1)(x9)ω = x3 · x · x · α.
For equality of words xa1 · xa2 · . . . · xam and xb1 · xb2 · . . . · xbk where k 6= m
and
m∑
i=1
ai,
k∑
j=1
bj < r − 2 we still require the condition from Lemma 4.7 that
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m∑
i=1
ai =
k∑
j=1
bj. We now classify exactly when words of different lengths are
equal.
Lemma 4.22. Let k 6= m and xa1 · xa2 · . . . · xam , xb1 · xb2 · . . . · xbk be such
that
m∑
i=1
ai =
k∑
j=1
bj < r − 2. Then xa1 · xa2 · . . . · xam = xb1 · xb2 · . . . · xbk if
and only if xea,2γ2 = x
eb,2γ2 = x
r.
Proof. The reverse implication is trivial.
For the forwards implication, assume that xea,2γ2 6= xr and xeb,2γ2 6= xr. After
acting on a sequence α, we obtain xea,2γ2 = x
ea,2αm1 α2 and x
eb,2γ2 = x
eb,2αk1α2
where ea,2 =
m∑
i=1
iai and eb,2 =
k∑
j=1
jbj.
If
m∑
i=1
iai =
k∑
j=1
jbj then since m 6= k, αm1 6= αk1 and so xea,2γ2 6= xeb,2γ2 which
gives xa1 · xa2 · . . . · xam 6= xb1 · xb2 · . . . · xbk .
Now assume without loss of generality that
m∑
i=1
iai =
k∑
j=1
jbj + p for some
p > 0. If k = m+ s for some s > 0 then acting on the sequence xxx . . . and
equating xea,2γ2 with x
eb,2γ2 we obtain x
c1 = xc2 where
c1 =
( k∑
j=1
jbj
)
+ p+m+ 1
and
c2 =
( k∑
j=1
jbj
)
+m+ s+ 1
which forces p = s. Conversely, by acting on an arbitrary sequence α and
73
setting xea,2γ2 = x
eb,2γ2 we obtain
xcxpαm1 α2 = x
cαm1 α
p
1α2
(where c =
k∑
j=1
jbj) which forces x
p = αp1 and hence x = α1.
Hence by taking α1 = x
2 we can show that xa1 ·xa2 ·. . .·xam 6= xb1 ·xb2 ·. . .·xbk .
In the cases when p 6= s we show xa1 · xa2 · . . . · xam 6= xb1 · xb2 · . . . · xbk by
choosing α1 = x.
If m = k + y for some y > 0 then acting on a sequence α and setting
xea,2γ2 = x
eb,2γ2 we obtain
xcαk1α2x
pαy1 = x
cαk1α2
(where c =
k∑
j=1
jbj) which forces x
pαy1 to be equal to the empty word which
is a contradiction and hence xa1 · xa2 · . . . · xam 6= xb1 · xb2 · . . . · xbk .
Acting on the sequence xxx . . . now verifies that xea,2γ2 = x
eb,2γ2 = x
r.
Having considered the case when two words have different lengths, we look
now at what happens when they have the same length.
Lemma 4.23. xa1 ·xa2 · . . . ·xam = xb1 ·xb2 · . . . ·xbm if and only if there exists
f such that E(m, i) = 0 for i < f and xea,fγf = x
eb,fγf = x
r.
Proof. Suppose that xa1 · xa2 · . . . · xam = xb1 · xb2 · . . . · xbm . Then since xr
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is the zero element of S, there must exist f such that xea,fγf = x
eb,fγf = x
r
but xea,f−1γf−1 = xeb,f−1γf−1 6= xr. The only way to have the equalities
xea,iγi = x
eb,iγi when i < f is to have ea,i = eb,i and hence E(m, i) = 0 for
i < f .
Conversely, suppose we have xa1 · xa2 · . . . · xam = (xea,1γ1)(xea,2γ2) . . . and
xb1 · xb2 · . . . · xbm = (xeb,1γ1)(xeb,2γ2) . . .. For i < f we have E(m, i) = 0 and
so ea,i = eb,i and hence x
ea,iγi = x
eb,iγi for i < f . Since x
ea,fγf = x
eb,fγf = x
r
and xr is the zero element of S we conclude that xea,jγj = x
eb,jγj for j ≥ f .
Hence xa1 · xa2 · . . . · xam = xb1 · xb2 · . . . · xbm .
Collating Lemmas 4.22 and 4.23 we obtain the following classification:
Theorem 4.24. Let S = 〈x|xr = xr+1〉,
m∑
i=1
ai,
k∑
j=1
bj < r − 2. Then
xa1 · xa2 · . . . · xam = xb1 · xb2 · . . . · xbk if and only if, for k = m, there exists f
such that E(m, i) = 0 for i < f and xea,fγf = x
eb,fγf = x
r, and, for k 6= m,
m∑
i=1
ai =
k∑
j=1
bj and x
ea,2γ2 = x
eb,2γ2 = x
r.
Similarly to Theorem 4.19 we seek to place upper and lower bounds on
|Σ(C(S))| now that we have determined all the elements by Theorem 4.24
Theorem 4.25. Let S = 〈x|xr = xr+1〉. Then r− 1 ≤ |Σ(C(S))| ≤ 2r−3 + 1.
Proof. The semigroup Σ(C(S)) must at least contain {x, x2, . . . , xr−1} and
so r − 1 ≤ |Σ(C(S))|.
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A word xa1 · xa2 · . . . · xam ∈ Σ(C(S)) which is not equal to either xr−2 or
xr−1 must satisfy
m∑
i=1
ai < r − 2 by Lemmas 4.20 and 4.21. Therefore we
consider all ordered integer partitions of 1, 2, . . . , r − 3. There are 2r−3 − 1
such partitions.
4.3 Examples
We conclude this chapter by illustrating Theorems 4.17 and 4.24 with some
examples.
Example 4.26. Let S = 〈x|x5 = x9〉. Then by Lemma 4.2 we have that,
F4 = 〈x5, x6, x7, x8〉 ≤ Σ(C(S)). By Lemma 4.3 a word xa1 ·xa2 · . . . ·xa3 /∈ F4
if and only if
m∑
i=1
ai < 4. Hence the words outside of F4 are: x, x2, x3,
x · x, x · x2, x2 · x and x · x · x. Notice that no pair of these words satisfy
all the conditions of Theorem 4.17 and hence they are all distinct. Thus
Σ(C(S)) = {x, x2, x3, x · x, x · x2, x2 · x, x · x · x} ∪ F4.
By Theorem 4.19, we have 3 ≤ |Σ(C(S)) \ F4| ≤ 7 and so the upper bound
on |Σ(C(S)) \ F4| is attained.
Example 4.27. Let S = 〈x|x19 = x23〉. Then by Lemma 4.3 a word
xa1 · xa2 · . . . · xam /∈ F4 if and only if
m∑
i=1
ai < 18. Consider the words
xa1 ·xa2 = x4 ·x8 and xb1 ·xb2 = x8 ·x4 ∈ Σ(C(S))\F4. Clearly the words have
the same length and 8 ≡ 4 mod 4 so the first two conditions of Theorem
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4.17 are satisfied. Notice
E(2, 1) = 12− 12 = 0
and
E(2, 2) = 20− 16 = 4 ≡ 0 mod 4.
Hence the value of f that we seek for condition 3 is f = 2. We have
xea,2γ2 = x
20α21α2 = x
20xq
and
xeb,2γ2 = x
16α21α2 = x
16xq
where xq = α21α2 and hence q ≥ 3. Thus
x16xq = x19xq−3 = x23xq−3 = x20xq
and so xea,2γ2 = x
eb,2γ2 ∈ C4 and condition 4 is satisfied. Hence
x4 · x8 = x8 · x4 ∈ Σ(C(S)).
Example 4.28. Let S = 〈x|x7 = x8〉. Then Σ(C(S)) is generated by
{x, x2, x3, x4, x5, x6}, all of which are distinct elements in Σ(C(S)) by Theo-
rem 3.6. A word xa1 · xa2 · . . . · xam of length greater than one must satisfy
m∑
i=1
ai < 5 by Lemmas 4.20 and 4.21 in order to be distinct from a generator.
We split into the cases where
m∑
i=1
ai = 2, 3, 4.
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In the case where
m∑
i=1
ai = 2 there are two possible words. We act on a
sequence α with both of them and compare the outputs:
x2 · α =(x2α1)(x2α1α2) . . .
x · x · α =(x2α1)(x3α21α2) . . . .
Since the lengths of these words are different, in order to have equality we
would require x2α1α2 = x
3α21α2 = x
7 by Theorem 4.24. However, this does
not hold if we choose α1 = α2 = x and so we conclude that x2 6= x · x.
In the case where
m∑
i=1
ai = 3 there are four possible words. Again, we act on
a sequence α and compare the outputs:
x3 · α =(x3α1)(x3α1α2) . . .
x · x2 · α =(x3α1)(x5α21α2) . . . = (x3α1)(x7)ω
x2 · x · α =(x3α1)(x4α21α2) . . . = (x3α1)(x7)ω
x · x · x · α =(x3α1)(x6α31α2) . . . = (x3α1)(x7)ω
and we conclude by Theorem 4.24 that x · x2 = x2 · x = x · x · x. Note that
we can show x3 is distinct from the other words by choosing α1 = α2 = x.
In the case where
m∑
i=1
ai = 4 there are eight possible words. Again, we act on
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a sequence α and compare the outputs:
x4 · α = (x4α1)(x4α1α2) . . .
x2 · x2 · α = (x4α1)(x6α21α2) . . . = (x4α1)(x7)ω . . .
x · x3 · α = (x4α1)(x7α21α2) . . . = (x4α1)(x7)ω . . .
x3 · x · α = (x4α1)(x5α21α2) . . . = (x4α1)(x7)ω . . .
x2 · x · x · α = (x4α1)(x7α31α2) . . . = (x4α1)(x7)ω . . .
x · x2 · x · α = (x4α1)(x8α31α2) . . . = (x4α1)(x7)ω . . .
x · x · x2 · α = (x4α1)(x9α31α2) . . . = (x4α1)(x7)ω . . .
x · x · x · x · α = (x4α1)(x10α41α2) . . . = (x4α1)(x7)ω . . .
and hence by Theorem 4.24, x2 · x2 = x · x3 = x3 · x = x2 · x · x = x · x2 · x =
x · x · x2 = x · x · x · x. Again, we show x4 is distinct from the others by
choosing α1 = α2 = x.
Therefore Σ(C(S)) = {x, x2, x3, x4, x5, x6, x · x, x · x2, x2 · x2}.
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Chapter 5
Self-Automaton Semigroups
With expansion-like constructions, such as the Cayley automaton semigroup
construction, it is often natural to consider the objects which are invariant
under the construction. In this chapter, we will investigate such semigroups,
termed self-automaton semigroups. This viewpoint is adopted by Cain in
[7, Section 6.4] where he gives as examples of self-automaton semigroups
semilattices and I × I rectangular bands with an identity. This led him to
pose the following:
Open Problem 5.1. Classify the finite self-automaton semigroups. The
class of such semigroups might consist of precisely those finite bands in which
every D-class is square (that is, I × I for some I) and every topmost D-class
is a singleton.
Initially, the need for square D-classes may appear surprising. However,
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further consideration of the problem suggests that this may have arisen as a
consequence of Cain’s choice (and also the choice of Maltcev in [25]) to act
on sequences from the right with states of the automata, as opposed to the
convention adopted by other authors (such as Mintz in [28] and Silva and
Steinberg in [32]) of acting from the left. As the left action approach seems
more natural to us, we will translate the notion of being self-automaton, as
defined by Cain, into this alternative setting.
It should be noted here that the results of acting from the left rather than
the right go far beyond a simple anti-isomorphism. By acting on the left,
a wider and more interesting class of self-automaton semigroups is obtained
than by acting on the right. Indeed, the examples presented by Cain in [7]
can be interpreted fully in the framework of left actions.
Section 5.1 will introduce self-automaton semigroups and consider the initial
links between these semigroups and their left-regular representations. Moti-
vated by Open Problem 5.1 we consider bands in Section 5.2 where we show
that a band is self-automaton if and only if its left-regular representation is
faithful. This suggests a rephrasing of Cain’s original question in terms of
left actions, which may go as follows:
Question 5.2. Does the class of self-automaton semigroups consist precisely
of those bands which have a faithful left-regular representation?
The majority of this chapter will be aimed at answering this question. In
trying to do so, positive results are proved for the classes of regular semi-
groups and monoids, but, in general, the question has a negative answer. An
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example of a non-band self-automaton semigroup is constructed in Section
5.3 but this is not an answer to Open Problem 5.1 due to a lack of self-duality
in the semigroup.
In Section 5.4 we present Cain’s original notion in terms of left actions and
exhibit an example to answer Open Problem 5.1 in the negative. Further
properties of self-automaton semigroups are discussed in Section 5.5. Finally,
in Section 5.6 we consider the semigroups that arise as a result of constructing
automata from left Cayley graphs and describe fully the link between left and
right graphs and left and right actions.
The material in Sections 5.1 to 5.5 can be found in [27].
5.1 Definitions
We begin by making the following definition:
Definition 5.3. Let S be a finite semigroup. Then S is self-automaton if
the map S → Σ(C(S)) which maps s 7→ s is an isomorphism.
Notice that the map s 7→ s is always a surjection onto the set {s : s ∈ S}
which generates Σ(C(S)) and so to prove that it is an isomorphism it will
suffice to show that it is a monomorphism. Below we discuss injectivity of
the map s 7→ s before returning later to a discussion of when the map is a
homomorphism, which requires more careful consideration.
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Before continuing, let us consider an example of a self-automaton semigroup.
Example 5.4. Let Ln = {x1, x2, . . . , xn} be a left-zero semigroup (i.e.
xixj = xi for all i, j ∈ {1, . . . , n}). Notice that for i 6= j we have
xi · xi = xi 6= xj = xj · xi
and hence xi 6= xj showing that the map xi 7→ xi is injective.
For any sequence α ∈ L∗n we have xi · α = (xi)k where |α| = k. Now we have
xi · xj · α = xi · (xj)k = (xi)k = xi · α = xixj · α
and hence the map xi 7→ xi is a homomorphism. Hence we conclude that Ln
is self-automaton.
Motivated by Example 5.4 we now move towards establishing when the map
s 7→ s is injective in general.
Definition 5.5. Let S be a finite semigroup. For each a ∈ S define the
map λa : S → S by λa(x) = ax where x ∈ S. Then λa ∈ TS (the full
transformation semigroup on S) and so there is a map λ : S → TS given by
λ(a) = λa. The map λ is the left-regular representation of S and is said to
be faithful if λ is injective.
Lemma 5.6. Let S be a finite semigroup. The map s 7→ s is injective if and
only if the left-regular representation of S is faithful.
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Proof. (⇒) Let x, y ∈ S. If x 6= y then x 6= y and so by Theorem 3.6 there
exists a ∈ S such that xa 6= ya. Hence
x 6= y =⇒ ∃a : xa 6= ya =⇒ λx 6= λy =⇒ λ(x) 6= λ(y)
and the representation is faithful.
(⇐) Since λ is injective we have, for x, y ∈ S,
x 6= y =⇒ λ(x) 6= λ(y) =⇒ λx 6= λy =⇒ ∃a : xa 6= ya =⇒ x 6= y
and hence s 7→ s is injective.
Having established when s 7→ s is injective, it remains to determine when it
is a homomorphism.
The original definition of being self-automaton, as stated in [7], is simply that
S ∼= Σ(C(S)). At this point, we may pause to consider why we have chosen
to instead define the concept of being self-automaton in terms of a particular
isomorphism, rather than a direct analogue of the original definition.
The original definition is somewhat loose. There is no explicit isomorphism
to work with, thus making it difficult to determine where to start when
attempting to find examples of self-automaton semigroups. We chose to
consider the “canonical”map s 7→ s initially as having a concrete map allowed
us to find several initial examples.
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Currently, no examples of an isomorphism φ : S → Σ(C(S)) have been found
where φ is not the map s 7→ s (we do not consider examples such as s 7→ θ(s)
where θ is an automorphism of S to be examples of a different isomorphism).
Further inspection of the map s 7→ s reveals the following:
Lemma 5.7. Let S be a finite semigroup such that S ∼= Σ(C(S)). If the map
s 7→ s is an injection then it is an isomorphism.
Proof. Since S ∼= Σ(C(S)) and s 7→ s is injective we have that
Σ(C(S)) = {s : s ∈ S}. Let s, t ∈ S. Then there must exist u ∈ S such that
s · t = u. By acting on the sequence consisting of a single symbol a ∈ S we
obtain
sta = s · t · a = u · a = ua
and by Theorem 3.6 we conclude that u = st. Hence the map s 7→ s is an
isomorphism.
An immediate consequence of Lemma 5.7 is that if an example of a semigroup
S satisfying S ∼= Σ(C(S)) but not via s 7→ s exists then it can not have
a faithful left-regular representation. Interestingly, there exist examples of
semigroups S without faithful left-regular representations satisfying |S| =
|Σ(C(S))| but S  Σ(C(S)) (such an example is given by the zero-union of a
nilpotent monogenic semigroup and a right-zero semigroup of the appropriate
size). However, an example where S ∼= Σ(C(S)) will not be found in this way
as if T is a nilpotent semigroup of class n then Σ(C(T )) is nilpotent of class
n− 1 (as per Proposition 3.18).
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Given the relative ease with which we can work with Definition 5.3 and the
lack of examples of semigroups S satisfying S ∼= Σ(C(S)) but not via the
map s 7→ s, it may be the case that the more restricted Definition 5.3 is the
correct definition to use, which we record below:
Question 5.8. Let S be a semigroup such that S ∼= Σ(C(S)). Then is the
map s 7→ s necessarily an isomorphism?
5.2 Bands
Having already seen Example 5.4, we show now that the class of bands pro-
vides a plentiful source of self-automaton semigroups in the left action setting.
Lemma 5.9. Let B be a finite band. Then the map b 7→ b is a homomor-
phism.
Proof. First notice that for any band B and elements β1, β2, . . . , βn ∈ B and
for i ≤ j ≤ n we have β1 . . . βiβ1 . . . βj = β1 . . . βj.
Let α = α1α2 . . . αn ∈ B∗. Let s, t ∈ B. We have that
s · t · α = s · (tα1)(tα1α2) . . . (tα1α2 . . . αn)
= (stα1)(stα1tα1α2) . . . (stα1tα1α2 . . . tα1 . . . αn)
= (stα1)(stα1α2) . . . (stα1α2 . . . αn)
= st · α.
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Hence s 7→ s is a homomorphism.
By considering Lemma 5.9 together with Lemma 5.6 we immediately obtain
the following:
Theorem 5.10. A finite band is self-automaton if and only if its left-regular
representation is faithful.
With this result, and considering Question 5.2, we prove the following:
Theorem 5.11. Let S be a finite semigroup with relative left and right iden-
tities (that is, for all s ∈ S there exist e, f ∈ S such that se = fs = s). Then
S is self-automaton if and only if S is a band with a faithful left-regular
representation.
Proof. (⇒) Let s ∈ S and let e, f ∈ S be such that se = fs = s. Let
α1, α2 ∈ S. We must have
(sα1)(sα1eα1α2) = (sα1)(sα1sα1α2)
since
s · e · α1α2 = se · α1α2 = s · α1α2 = fs · α1α2 = f · s · α1α2
and hence sα1eα1α2 = sα1sα1α2 for all α1, α2 ∈ S. By taking α1 = α2 = e
we see that s2 = s and hence S is a band.
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Since S is self-automaton, the map s 7→ s is injective and so by Lemma 5.6
the left-regular representation of S is faithful.
(⇐) This follows from Lemmas 5.6 and 5.9.
We immediately deduce positive answers to Question 5.2 in the following
cases:
Theorem 5.12. A finite monoid is self-automaton if and only if it is a band.
Theorem 5.13. A finite regular semigroup is self-automaton if and only if
it is a band with a faithful left-regular representation.
5.3 Non-Band Examples
Theorems 5.12 and 5.13 show that Question 5.2 has a positive answer in the
cases of monoids and regular semigroups. However, we go on to show that
the answer in general is negative. Question 5.2 will be discussed further in
Chapter 8.
First we prove a result (which is a generalisation of Lemma 5.9) that we will
use in Example 5.15.
Lemma 5.14. Let S be a finite semigroup. If S2 is a band then the map
s 7→ s is a homomorphism.
Proof. First recall that S2 = {xy : x, y ∈ S}.
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Let s, t ∈ S and let α ∈ S∗. Then
s · t · α = (stα1)(stα1tα1α2) . . . (stα1tα1α2 . . . tα1 . . . αn)
= (stα1)(stα1α2) . . . (stα1 . . . αn) as each tα1 . . . αi is an idempotent
= st · α.
Hence s 7→ s is a homomorphism.
Example 5.15. Let S be the semigroup defined by the following Cayley
Table:
a b c d
a b b b c
b b b b b
c c c c c
d d d d d
We first verify associativity. A three-element product is determined by the
leftmost term unless this is a and the second or third term is d. Suppose
that in a three-element product the first term is a and the second is d. Let
x ∈ {a, b, c, d}. Then (ad)x = c = a(dx). Now suppose that the first term
is a and the third is d. Now if x ∈ {a, b, c} then (ax)d = b = a(xd) and if
x = d then (ax)d = c = a(xd) and the multiplication is associative.
Clearly the left-regular representation of S is faithful and so by Lemma 5.6
s 7→ s is injective. Observe that S2 = {b, c, d} ∼= L3, a three-element left-zero
semigroup. Hence by Lemma 5.14 s 7→ s is an isomorphism.
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Notice that in Example 5.15, a2 6= a and hence S is not a band. This is the
first counterexample to Question 5.2.
Next, we exhibit examples of semigroups which satisfy S = S2 and are self-
automaton, but which are not bands.
Example 5.16. Let S1, . . . , Sm be finite self-automaton semigroups and de-
fine T = S1 ∪ . . . ∪ Sm ∪ {a1,1, . . . , a1,n1 , a2,1, . . . a2,n2 , . . . , am,1, . . . , am,nm , 0}
where the product in T extends the products in each Si and we set ai,jsi = ai,j
for all j ∈ {1, . . . , ni}, si ∈ Si and all other products to 0.
In a product of three terms in T , if all three terms are from the same Si
then associativity of this product is inherited from Si. For all other possibil-
ities, the only way to obtain a non-zero product of three terms is a product
of the form ai,js1s2 where s1, s2 ∈ Si. Observe that (ai,js1)s2 = ai,js2 =
ai,j = ai,js3 = ai,j(s1s2) (where s3 = s1s2). Hence the multiplication in T is
associative.
To better illustrate the construction of T , we have the following egg-box
diagram:
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S1 · · · Sm
a1,1 a1,n1 am,1 am,nm
0
· · · · · ·
Let si1 , si2 ∈ Si. Consider the sequence α = X1X2 . . . XkZB1B2 . . . where
X1, . . . , Xk ∈ Si, Z ∈ T \ Si and Bj ∈ T . Then
si1 · si2 · α = (si1 · si2 ·X1X2 . . . Xk)0ω
= (si1si2 ·X1X2 . . . Xk)0ω since Si is self-automaton
= si1si2 · α.
Notice that by taking the string X1X2 . . . Xk to be empty we have accounted
for acting on any sequence over T which is not a sequence of elements entirely
from Si. If β is a sequence of elements entirely from Si then it follows from
the fact that Si is self-automaton that si1 · si2 · β = si1si2 · β. Hence all the
products in each Si hold in Σ(C(T )) and so Si embeds in Σ(C(T )).
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We also have that
ai,j · si1 · α = ai,j · (si1 ·X1X2 . . . Xk)0ω
= (ai,j)
k0ω
= ai,j · α.
Again, by taking the string X1X2 . . . Xk to be empty we have accounted for
acting on all sequences over T that are not sequences of elements entirely
from Si. If β is a sequence of elements entirely from Si then
ai,j · si1 · β = (ai,j)ω = ai,j · β. Hence ai,j · si1 = ai,j for all i ∈ {1, . . . ,m}
and j ∈ {1, . . . , ni} and we conclude that all of these products also hold in
Σ(C(T )).
Every other product in T is of the form xy = 0 and so these products will
also hold in Σ(C(T )). Hence all products from T hold in Σ(C(T )) and so the
map s 7→ s is a homomorphism. Using Lemma 5.6, we show below that the
map is also injective.
For s1, s2 ∈ Si with s1 6= s2 there exists a ∈ Si such that s1a 6= s2a (since Si
is self-automaton) and hence s1 6= s2. For si ∈ Si and sj ∈ Sj (Si 6= Sj) then
sjsi = 0 6= sisi ∈ Si and hence si 6= sj. If ai,j 6= ak,l then there exists b ∈ S
such that ai,jb 6= ak,lb (we can choose b ∈ Si). Note also that sisi 6= ak,lsi for
all i, k, l and hence si 6= ak,l. Finally observe that for all x 6= 0 there exists
y ∈ S such that xy 6= 0 and so x 6= 0 for all x 6= 0.
Hence the map is an isomorphism.
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5.4 Comparisons with Cain’s Construction
As indicated earlier, we have defined states to act on the left of sequences,
in contrast to the approach taken by Cain who views states as acting from
the right. The aim of this section is to address the similarities and differ-
ences between the two approaches and show how the two are related, before
resolving a question stated in the introduction to this chapter.
In line with [7] we make the following definition:
Definition 5.17. Let S be a finite semigroup. Define Π(C(S)) to be the
semigroup generated by {s : s ∈ S} by acting on sequences from the right.
That is, for a sequence α = α1α2 . . . αn and states s, t, we have
α · s = (sα1)(sα1α2) . . . (sα1α2 . . . αn)
and
α · (s · t) = (α · s) · t.
Recall that a map φ is an anti-homomorphism if, for x, y ∈ S we have
φ(xy) = φ(y)φ(x).
Theorem 5.18. Let S be a finite semigroup and x1, . . . , xn ∈ S. The map
φ : Σ(C(S)) → Π(C(S)) which maps x1 · . . . · xn 7→ xn · . . . · x1 is an anti-
isomorphism.
Proof. In Π(C(S)) we have φ(x1·. . .·xn) = xn·. . .·x1 = φ(xn)·. . .·φ(x1). Hence
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φ is an anti-homomorphism. The generating sets {s : s ∈ S} for Σ(C(S)) and
Π(C(S)) are in bijection so we conclude that φ is an anti-isomorphism.
By this result, we have that Σ(C(S)) and Π(C(S)) are dual copies of each
other. Hence, to obtain information about Π(C(S)) it will suffice to determine
Σ(C(S)) and then take the dual. Given the way that the action is defined,
it is perhaps more natural to work with Σ(C(S)) and this is the reason for
using left actions rather than right actions.
In Cain’s setting of right actions, our main question becomes the following:
when is the map S → Π(C(S)) defined by s 7→ s an anti-isomorphism?
Cain’s notion of being self-automaton means that S ∼= Π(C(S)) and so we
make the following definition:
Definition 5.19. A finite semigroup is said to be C-self-automaton if and
only if S ∼= Π(C(S)).
In the following theorem, we express being C-self-automaton in terms of our
setting.
Recall that a semigroup is said to be self-dual if it is anti-isomorphic to itself.
Theorem 5.20. Let s 7→ s be an anti-isomorphism S → Π(C(S)). Then S
is C-self-automaton if and only if S is self-dual and self-automaton.
Proof. If the map s 7→ s is also an isomorphism S → Π(C(S)) then S is
commutative and is hence self-dual. By Theorem 5.18 S is self-automaton.
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If s 7→ s is an anti-isomorphism S → Π(C(S)) but not an isomorphism then
again by Theorem 5.18 S is self-automaton. Suppose that φ : Π(C(S))→ S
is an isomorphism. Define the map ψ : S → S by ψ(x) = φ(x) for all x ∈ S.
It is clear that ψ is a bijection.
For x, y ∈ S we have
ψ(xy) = φ(xy) = φ(y · x) = φ(y)φ(x) = ψ(y)ψ(x).
Hence ψ is an anti-isomorphism S → S and S is self-dual.
Conversely, it is clear by Theorem 5.18 that if S is self-automaton and self-
dual then S ∼= Π(C(S)).
The remainder of this section will address Open Problem 5.1, although
in light of Definition 5.3, “self-automaton”should be interpreted as C-self-
automaton in Open Problem 5.1.
Lemma 5.21. Let S be a self-automaton semigroup. If a, x ∈ S are such
that xa = a then a2 = a.
Proof. Assume that S is self-automaton. Consider x · x and x2 acting on a
sequence α1α2 and equate the second outputs to obtain x(xα1)
2α2 = x
2α1α2.
Setting α1 = a gives a
2α2 = aα2 for all α2 ∈ S and we conclude by Theorem
3.6 that a2 = a.
We immediately deduce the following as a corollary of Lemma 5.21.
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Lemma 5.22. Let S be a self-automaton semigroup and a ∈ S be such that
a2 6= a. Then the L-class of a is trivial.
Proof. We know from Lemma 5.21 that if S is self-automaton and a2 6= a
then there does not exist x ∈ S such that xa = a. Now suppose that aLy
for some y ∈ S. So there exist u, v ∈ S1 such that ua = y and vy = a. This
gives us vua = a which is a contradiction unless vu = 1. If v 6= 1 and u 6= 1
then vu 6= 1 as 1 /∈ S. If v = 1 and u 6= 1 then we have ua = a which is a
contradiction (similarly, if v 6= 1 and u = 1 we obtain va = a). Therefore we
must have v = u = 1 and hence a = y and La is trivial.
Lemma 5.23. Let S be a self-dual, self-automaton semigroup and let
a, x ∈ S. If ax = a then a is an idempotent.
Proof. Let φ : S → S be an anti-isomorphism. Then we have that
φ(x)φ(a) = φ(a) and by Lemma 5.21 φ(a) is an idempotent. Hence a is also
an idempotent.
This means that in self-dual self-automaton semigroups, no non-idempotent
elements can be stabilised by multiplication on either side.
Lemma 5.24. Let S be a self-dual, self-automaton semigroup and let z = xy
where either x or y is a regular element of S. Then z2 = z.
Proof. If x is regular then write x = qx for some q ∈ S. Then
z = xy = qxy = qz
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and by Lemma 5.21 z2 = z.
If y is regular then write y = yp for some p ∈ S. Then
z = xy = xyp = zp
and by Lemma 5.23 z2 = z.
Theorem 5.25. Let S be a self-automaton and self-dual semigroup. If
S2 = S then S is a band.
Proof. Let a ∈ S and suppose that a2 6= a. Then by Theorem 5.13 we know
a is not a regular element. We can choose a such that a is in a maximal
D-class with respect to the non-regular elements of S. Write a = bc for some
b, c ∈ S. By Lemma 5.24 neither b nor c can be regular elements of S.
Since S is self-dual, by Lemma 5.22 Da = {a}. If b = a or c = a then we
have either a = ac or a = ba which would be a contradiction by Lemma 5.21
or Lemma 5.23. Hence b 6= a and c 6= a.
This gives us at least 2 non-regular elements in S. Since a = bc we have
Db > Da which is a contradiction as Da was assumed to be maximal with
respect to the non-regular elements of S. Hence a2 = a and S is a band.
So we have established that in the case when S2 = S and s 7→ s is an anti-
isomorphism it is necessary for S to be a band in order to have S ∼= Π(C(S)).
Combining this with Theorem 5.20 we obtain the following:
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Corollary 5.26. The only semigroups satisfying S2 = S and S ∼= Π(C(S))
(where s 7→ s is an anti-isomorphism) are the self-dual bands with faithful
left-regular representations.
If, however, we could find an example of a self-dual semigroup satisfying
S 6= S2 and fulfilling the conditions of Lemmas 5.6 and 5.14, we would have
a counterexample to Open Problem 5.1. After a discussion of these conditions
with Benjamin Steinberg, he suggested the following [33]:
Example 5.27. Let X = {1, 2, 3, 4, 5} and X ′ = {1′, 2′, 3′, 4′, 5′}. Let
a, b : X → X be the functions given by
a =
1 2 3 4 5
2 3 3 4 5
 , b =
1 2 3 4 5
4 5 4 4 5
 .
Let T = 〈a, b〉 where a, b act on the right of X. We have that
a 6= a2 = a3
b2 = b
and
ba = b.
This gives T = {a, a2, b, ab, a2b}.
Note T 6= T 2 = {a2, b, ab, a2b} which is a band.
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Now let a′, b′ : X ′ → X ′ be given by
a′ =
1′ 2′ 3′ 4′ 5′
2′ 3′ 3′ 4′ 5′
 , b′ =
1′ 2′ 3′ 4′ 5′
4′ 5′ 4′ 4′ 5′
 .
Let T ′ = 〈a′, b′〉 where a′, b′ act on the left of X ′. We have that
a′ 6= (a′)2 = (a′)3
(b′)2 = b′
and
a′b′ = b′.
This gives T ′ = {a′, (a′)2, b′, b′a′, b′(a′)2}.
Note T ′ 6= (T ′)2 = {(a′)2, b′, b′a′, b′(a′)2} which is a band.
Note that T and T ′ are dual to each other.
Now let T̂ = 〈(a′, a), (b′, b)〉 ≤ T ′ × T. It is easily shown that |T̂ | = 11 and
that
T̂ = {(a′, a), (b′, b), ((a′)2, a2), (b′, ab), (b′a′, b), (b′, a2b), (b′a′, ab),
(b′(a′)2, b), (b′a′, a2b), (b′(a′)2, ab), (b′(a′)2, a2b)}.
Observe that (T̂ )2 = T̂ \ {(a′, a)} and (T̂ )2 is a band.
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The egg-box diagram of T̂ is:
(a′, a)
((a′)2, a2)
(b′, b) (b′a′, b) (b′(a′)2, b)
(b′, ab) (b′a′, ab) (b′(a′)2, ab)
(b′, a2b) (b′a′, a2b) (b′(a′)2, a2b)
Observe that T̂ is self-dual under that map that fixes (a′, a), ((a′)2, a2), and
the diagonal of the bottom D-class, and flips all other elements over the main
diagonal.
The left-regular representation of T̂ is not faithful - notice that
(b′a′, t) = (b′(a′)2, t) for t ∈ {b, ab, a2b}.
To remedy this, let R = X ′ ×X, a 5 × 5 rectangular band. Let S = T̂ ∪ R
with multiplication defined by retaining products from T̂ and R and setting
(u, v)(i, j) = (u(i), j)
and
(i, j)(u, v) = (i, jv)
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for u ∈ T ′, v ∈ T, i ∈ X ′, j ∈ X. Note that (u(i), j) and (i, jv) are elements
of R.
It is easily checked that this multiplication is associative.
Observe that R is the minimal ideal of S and note that S2 6= S, S2 is a
band and S is self-dual. It remains to verify that S has a faithful left-regular
representation.
Observe:
(b′a′, b)(1, 2) = (5, 2) 6= (4, 2) = (b′(a′)2)(1, 2)
and hence (b′a′, b) 6= (b′(a′)2, b).
Similarly, (b′a′, ab) 6= (b′(a′)2, ab) and (b′a′, a2b) 6= (b′(a′)2, a2b).
If i 6= k then (i, j) and (k, l) do not act the same on the left of R so
(i, j) 6= (k, l).
If {j, k} 6= {2, 3} then (i, j)(a′, a) = (i, ja) 6= (i, ka) = (i, k)(a′, a) and so
(i, j) 6= (i, k).
Also, (i, 2)(b′, b) = (i, 5) 6= (i, 4) = (i, 3)(b′, b).
Hence the left-regular representation of S is faithful. Observe that |S| = 36.
We have shown that S satisfies the following:
1. S 6= S2 and hence S is not a band,
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2. S2 is a band and so by Lemma 5.14 s 7→ s is a homomorphism,
3. S has a faithful left-regular representation,
4. S is self-dual.
Conditions 2 and 3 show us that S is self-automaton. Condition 4 shows
that, by Theorem 5.18, S ∼= Π(C(S)). Since S is not a band, this is clearly a
counterexample to Open Problem 5.1.
5.5 Other Properties of Self-Automaton
Semigroups
We now establish some properties of self-automaton semigroups in general.
Lemma 5.28. Let S be a finite semigroup such that s 7→ s is a homomor-
phism. Let f : S → T be an epimorphism of semigroups. Then the map
t 7→ t is also a homomorphism T → Σ(C(T )).
Proof. As the map s 7→ s is a homomorphism, notice that, for x, y ∈ S and
α = α1α2 . . . αn ∈ S∗ we have x · y · α = xy · α and hence
(xyα1) . . . (xyα1yα1α2 . . . yα1α2 . . . αn) = (xyα1) . . . (xyα1α2 . . . αn)
Hence xyα1yα1α2 . . . yα1α2 . . . αn = xyα1α2 . . . αn for all n.
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Let β = β1β2 . . . βn ∈ T ∗ where βi = f(αi) for some αi ∈ S. Then, for
x, y ∈ S,
f(x) · f(y) · β = (f(x)f(y)β1) . . . (f(x)f(y)β1f(y)β1β2 . . . f(y)β1 . . . βn)
= (f(xyα1)) . . . (f(xyα1yα1α2 . . . yα1 . . . αn))
= (f(xyα1)) . . . (f(xyα1α2 . . . αn))
= (f(xy)β1) . . . (f(xy)β1β2 . . . βn)
= f(xy) · β
= f(x)f(y) · β.
Hence t 7→ t is a homomorphism.
In particular, if s 7→ s is a homomorphism then it is in fact an epimorphism
(since the set {s : s ∈ S} generates Σ(C(S))) and this property is passed to
Σ(C(S)). This leads to the following result:
Theorem 5.29. Let S be such that s 7→ s is a homomorphism. Then Σ(C(S))
is isomorphic to the image of the left-regular representation of S.
Proof. Let L = {λa : x 7→ ax : a ∈ S} be the image of the left-regular
representation of S and define φ : L→ Σ(C(S)) by φ(λa) = a. It is clear that
φ is a surjective map. To establish injectivity we have
φ(λa) = φ(λb) =⇒ a = b =⇒ ax = bx for all x ∈ S =⇒ λa = λb
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and hence φ is injective. Therefore φ is a bijection.
We also have φ(λa)φ(λb) = a · b = ab = φ(λab) = φ(λaλb) and hence φ is a
homomorphism and L ∼= Σ(C(S)).
In the case when S is a band, we can go a little further than Theorem 5.29.
Theorem 5.30. Let S be a band. Then Σ(C(S)) is self-automaton.
Proof. It suffices to show that Σ(C(S)) has a faithful left-regular representa-
tion, since by Lemma 5.28 we know that the map s 7→ (s) is a homomorphism
for all s ∈ Σ(C(S)).
Let a, b ∈ S be such that a 6= b. Then by Lemma 5.6 there exists x ∈ S such
that ax 6= bx. It now follows by using Lemma 5.9 that
axx 6= bxx =⇒ ax 6= bx =⇒ a · x 6= b · x
and hence the left-regular representation is faithful.
However, it is not possible to replace the hypothesis that S is a band with
the assumption that the map s 7→ s is a homomorphism in Theorem 5.30, as
we now show by means of an example:
Example 5.31. Let S be the semigroup defined by the following Cayley
Table:
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a b c d
a a b c a
b a b c a
c a b c b
d a b c a
It was shown in Example 3.25 that the multiplication in S is associative and
that Σ(C(S)) ∼= R2, a fact which we will re-establish using the theory of this
chapter.
Observe that S2 = {a, b, c} ∼= R3, a three-element right-zero semigroup and
so by Lemma 5.14 the map s 7→ s is a homomorphism. Note also that
a = b = d by Theorem 3.6.
It now follows that x · y = xy = y where x, y ∈ {a, c} and hence
Σ(C(S)) ∼= R2 which does not have a faithful left-regular representation so is
not self-automaton. In fact, Σ(C(R2)) ∼= {1}.
It is also worth noting that self-automaton semigroups are closed under tak-
ing direct products.
Theorem 5.32. S, T are self-automaton semigroups if and only if S × T is
also self-automaton.
Proof. Recall Proposition 3.24 which states that for finite semigroups S and
T , Σ(C(S × T )) ≤ Σ(C(S)) × Σ(C(T )) and (s, t) can be written as (s, t) as
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Σ(C(S× T )) is isomorphic to the subsemigroup of Σ(C(S))×Σ(C(T )) where
the words in each component have the same length.
(⇒) Let S, T be self-automaton semigroups. Define φ : S×T → Σ(C(S×T ))
by φ((s, t)) = (s, t). This map is clearly a surjection to the generating set
{(s, t) : s ∈ S, t ∈ T}. If (s, t) = (u, v) then by Lemma 5.6
(s, t)(α, β) = (u, v)(α, β) for all α ∈ S, β ∈ T
⇒ (sα, tβ) = (uα, vβ)
⇒ sα = uα, tβ = vβ
⇒ s = u and t = v since S, T are self-automaton
⇒ (s, t) = (u, v)
and the map is injective.
We also have that
(s, t) · (u, v) = (s, t) · (u, v)
= (s · u, t · v)
= (su, tv) since S and T are self-automaton
= (su, tv)
= (s, t)(u, v)
and hence φ is an isomorphism.
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(⇐) Assume that S × T is self-automaton. Then
(s, t) · (u, v) = (s, t)(u, v) = (su, tv).
Hence by equating the outputs of (s, t) · (u, v) · γ and (su, tv) · γ (where
γ = (α1, β1)(α2, β2) . . . and αi ∈ S, βj ∈ T ) we obtain
suα1uα1α2 . . . uα1 . . . αn = suα1 . . . αn
and
tvβ1vβ1β2 . . . vβ1 . . . βn = tvβ1 . . . βn
for all n. This forces s · u ·α = su ·α and t · v · β = tv · β (where α = α1α2 . . .
and β = β1β2 . . .). Hence the maps s 7→ s and t 7→ t are homomorphisms.
If s1 6= s2 then (s1, t) 6= (s2, t) for all t ∈ T. Hence by Lemma 5.6 there exists
(a, b) ∈ S × T such that
(s1, t)(a, b) 6= (s2, t)(a, b)⇒ (s1a, tb) 6= (s2a, tb)⇒ s1a 6= s2a⇒ s1 6= s2
and hence s 7→ s is injective. Similarly, t 7→ t is injective.
It now follows that s 7→ s and t 7→ t are isomorphisms.
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5.6 Constructions on the Left Cayley Graph
In Section 5.4 we considered what happened to the Cayley automaton semi-
group when we acted from the right with states of the automaton instead of
from the left. In this spirit, we now consider what happens to the Cayley
automaton semigroup if we had instead constructed the automaton from the
left Cayley graph of the semigroup rather than the right Cayley graph. The
four possible cases of left and right actions with left and right graphs will be
considered and we will see how all four are connected.
In [25, Section 8], Maltcev also considers an alternative construction of an
automaton. He defines the “dual Cayley automaton”to be the automaton
constructed from the right Cayley graph with a transition function δ defined
by δ(s, t) = (st, ts). We note that this is a different construction from what
is defined below.
Let CL(S) be the automaton arising from the left Cayley graph of S where
we take all of S as the generating set. Therefore CL(S) = (S, S, δ) where
δ(s, t) = (ts, ts). A typical edge in CL(S) has the form:
s ts
t|ts
Since we have started with the left Cayley graph, it is perhaps more natural
to first consider the case of right actions. The semigroup generated by CL(S)
using right actions will be denoted by Π(CL(S)).
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For the left Cayley graph cases, the analogous result to Theorem 3.6 is that
x = y ⇐⇒ ax = ay for all a ∈ S. Hence for a sequence α = α1α2 . . . αn we
have
α · x = (α1x)(α2α1x) . . . (αnαn−1 . . . α1x).
Theorem 5.33. Π(CL(S)) ∼= Π(C(Sop)).
Proof. Recall the definition of Π(C(S)) from Definition 5.17. The dual of a
semigroup S is denoted by Sop and is anti-isomorphic to S.
Define the anti-isomorphism φ : S → Sop by φ(x) = x for all x ∈ S.
Define the map ψ : Π(CL(S))→ Π(C(Sop)) by ψ(x1 · . . . · xn) = x1 · . . . · xn.
Note that for all s, t ∈ S we have
s = t ∈ Π(CL(S)) ⇐⇒ as = at for all a ∈ S
⇐⇒ sa = ta for all a ∈ Sop
⇐⇒ s = t ∈ Π(C(Sop)).
Hence the generating sets {s : s ∈ S} for Π(CL(S)) and {s : s ∈ Sop} for
Π(C(Sop)) are in bijection.
Let α = α1α2 . . . αn. In Π(CL(S)) we have
α · x · y = (α1xy)(α2α1xα1xy) . . . (αnαn−1 . . . α1xαn−1 . . . α1x . . . α1xy)
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and in Π(C(Sop)) we have
α · x · y =(yxα1)(yxα1xα1α2) . . . (yxα1xα1α2 . . . xα1 . . . αn)
=(φ(α1xy))(φ(α2α1xα1xy)) . . . (φ(αn . . . α1x . . . α2α1x . . . α1xy))
and hence Π(CL(S)) ∼= Π(C(Sop)).
Alternatively, we could have noticed that the anti-isomorphism φ : S → Sop
defined by φ(s) = s induces an isomorphism between the automata CL(S)
and C(Sop).
A typical edge in C(Sop) can be written as
φ(s) φ(ts)
φ(t)|φ(ts)
and since φ(s) = s this is just the edge from s to ts in CL(S). Therefore we
are acting from the right with isomorphic automata and hence
Π(CL(S)) ∼= Π(C(Sop)).
Had we instead generated a semigroup from CL(S) with left actions we would
denote this by Σ(CL(S)). Using Theorem 5.18 we obtain
Π(CL(S)) ∼= Π(C(Sop)) ⇐⇒ Π(CL(S))op ∼= Π(C(Sop))op
⇐⇒ Σ(CL(S)) = Σ(C(Sop))
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since Σ(CL(S)) is anti-isomorphic to Π(CL(S)) via the map
x1 · . . . ·xn 7→ xn · . . . ·x1 as per the case for Σ(C(S)) and Π(C(S)) in Theorem
5.18. The connection between all four semigroups is summed up in the
following diagram:
Σ(CL(S)) Σ(C(S))
Π(C(S))Π(CL(S))
Left Cayley Graph Right Cayley Graph
Left Action
Right Action
Dual
S ↔ Sop
Dual
S ↔ Sop
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Chapter 6
Cayley Chains of Finite
Semigroups
In Section 5.5 we began to consider iterations of the Cayley automaton con-
struction. We saw in Theorem 5.29 that if a semigroup S is such that s 7→ s
is a homomorphism then Σ(C(S)) is isomorphic to the left-regular repre-
sentation of S. Theorem 5.30 showed that in the case of bands, Σ(C(S))
is actually self-automaton. However, we saw in Example 5.31 that there
exist semigroups satisfying s 7→ s is a homomorphism but Σ(C(S)) is not
self-automaton. In doing so, we constructed the chain of semigroups
S → Σ(C(S)) = R2 → Σ(C(R2)) = {1}.
Chains such as this one will be the focus of study in this chapter.
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6.1 Definitions and Finite Chains
Definition 6.1. Let S = S0 be a finite semigroup. For i ≥ 1 define
Si = Σ(C(Si−1)). The Cayley chain of S is the sequence of semigroups
S0, S1, S2, . . .. If there exist minimal n and r (with n ≤ r) such that Sn ∼= Sr+1
then we will say that the chain has length r + 1, denoted ∆(S) = r + 1.
We shall restrict ourselves to aperiodic semigroups to ensure that Si is finite
for all i (see Theorem 3.5).
Proposition 6.2. A semigroup S satisfies S ∼= Σ(C(S)) if and only if
∆(S) = 1.
Proposition 6.3. Let S be an n-nilpotent semigroup. Then ∆(S) = n.
Recall Proposition 3.18 which states that if S is n-nilpotent then Σ(C(S))
is (n − 1)-nilpotent. Hence there exist Cayley chains of any arbitrary finite
length.
6.2 Infinite Chains
Maltcev poses the following question:
Question 6.4 ([25, Question 23]). Is it true that for every finite aperiodic
semigroup S there exists n ≥ 1 such that Sn−1 = Sn?
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By means of an example, we show now that this question has a negative
answer.
Example 6.5. Let S = Z12 = S0 be a two-element null semigroup with an
identity adjoined. Then S has the following Cayley table:
a b c
a a a a
b a a b
c a b c
Note that by Corollary 3.11 the element a ∈ Σ(C(S)) is the zero element.
Let α = α1α2 . . . ∈ Sω. We will act on α with various words in Σ(C(S)) to
determine the Cayley table of Σ(C(S)). First notice that by Theorem 3.6 the
elements a, b and c are all distinct.
We have
b · α =(bα1)(bα1α2) . . .
c · b · α =(bα1)(bα1bα1α2) . . .
and since (bα1)
2α2 = a for all α1 ∈ S, if we choose α1 = α2 = c we obtain
bα1bα1α2 = (bc)
2c = a 6= b = bc2 = bα1α2
and hence c · b 6= b as the words do not act the same on sequences of the form
ccα3α4 . . .. Note that since cb = b the only possible word of length one that
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c · b could possibly be equal to is b.
We also have
c · α =(cα1)(cα1α2) . . .
c · c · α =(cα1)(cα1cα1α2) . . .
and by choosing α1 = b and α2 = c we have
cα1cα1α2 = (cb)
2c = a 6= b = cbc = cα1α2
and hence c · c 6= c.
So far we have shown S1 ⊇ {a, b, c, c · b, c · c}. We now show that in fact these
are all the elements of S1.
If we have the relation x1x2 . . . xm = a ∈ S then we must have
x1 · x2 · . . . · xm = a ∈ Σ(C(S)). Hence the only other word of length two to
consider is b · c as all other words of length two are equal to a.
The only possible equality to check is b · c = b. A sequence α ∈ Sω can be
written as either α = (c)ω or α = (c)nXαn+2αn+3 . . . where n ≥ 0, X ∈ {a, b}
and αi ∈ S. In the case where α = (c)ω we have
b · α = (b)ω = b · c · α
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and in the case α = (c)nXαn+2αn+3 . . . we have
b · α = (b)n(a)ω = b · c · α
and hence b · c = b.
Consider also the words c · c and c · c · c. Similarly to above, we can write a
sequence α as α = (c)ω, α = (c)n(a)αn+2αn+3 . . . or α = (c)
n(b)αn+2αn+3 . . ..
We now have the following cases:
for α = (c)ω we have
c · c · α = (c)ω = c · c · c · α,
for α = (c)n(a)αn+2αn+3 . . . we have
c · c · α = (c)n(a)ω = c · c · c · α
and finally, for α = (c)n(b)αn+2αn+3 . . . we have
c · c · α = (c)n(b)(a)ω = c · c · c · α
and hence c · c = c · c · c.
Finally we consider the words c ·b and c ·c ·b. We now observe that a sequence
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α has one of three forms: α = aα2α3 . . ., α = bα2α3 . . . or α = cα2α3 . . .. We
examine each case in turn. Firstly, when α = aα2α3 . . . we obtain
c · b · α = (a)ω = c · c · b · α.
For α = bα2α3 . . . we get
c · b · α = (a)ω = c · c · b · α
and finally, for α = cα2α3 . . . we have
c · b · α = (b)(a)ω = c · c · b · α
so c · b = c · c · b.
We now have enough information to complete the Cayley table for S1:
a b c c · b c · c
a a a a a a
b a a b a b
c a c · b c · c c · b c · c
c · b a a c · b a c · b
c · c a c · b c · c c · b c · c
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and we will relabel the elements of S1 for the purpose of clarity as follows:
a 7→0
b 7→q
c 7→r
c · b 7→s
c · c 7→t.
This gives rise to the following modified Cayley table:
0 q r s t
0 0 0 0 0 0
q 0 0 q 0 q
r 0 s t s t
s 0 0 s 0 s
t 0 s t s t
We now explicitly calculate S2 = Σ(C(S1)). This is, strictly speaking, un-
necessary, as we will see how S1 forms the basis of an inductive argument
for constructing the Cayley chain of S. However, it is included to better
illustrate the structure of the semigroups in the Cayley chain.
First notice that r = t and that αir = αit and αiq = αis for all αi ∈ S1. So we
can partition S1 into three subsets: {0}, {q, s} and {r, t} and the elements in
each subset act the same on the right of S1. Hence we only need to consider
actions on sequences over {0, q, r}.
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Consider the words q and q · r. Note also that rk = t for k ≥ 2. A sequence
α over {0, q, r} either has the form α = (r)n0αn+2αn+3 . . .,
α = (r)nqαn+2αn+3 . . . or α = (r)
ω where n ≥ 0. We observe the following:
for α = (r)n0αn+2αn+3 . . . and α = (r)
nqαn+2αn+3 . . . we have
q · α = (q)n(0)ω,
and for α = (r)ω we have
q · α = (q)ω
and hence q = q · r.
We have that r · q · α = (sα1)(0)ω = r · s · α = r · r · q · α and hence
r · q = r · s = r · r · q.
By choosing α1 = q we see r · r 6= t.
Now consider the words s · r and s. If α = (r)n0αn+2αn+3 . . . or
(r)nqαn+2αn+3 . . . then we obtain
s · r · α = (s)n(0)ω.
If α = (r)ω we get
s · r · α = (s)ω
and hence s · r = s.
Finally, we consider the words r · r and r · r · r. If α = (r)n0αn+2αn+3 . . . we
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obtain
r · r · α = (t)n(0)ω = r · r · r · α.
If α = (r)nqαn+2αn+3 . . . then we obtain
r · r · α = (t)n(s)(0)ω = r · r · r · α.
If α = (r)ω we get
r · r · α = (t)ω = r · r · r · α.
Hence r · r = r · r · r.
We can now complete the Cayley table for S2:
0 q r s r · q r · r
0 0 0 0 0 0 0
q 0 0 q 0 0 q
r 0 r · q r · r r · q r · q r · r
s 0 0 s 0 0 s
r · q 0 0 r · q 0 0 r · q
r · r 0 r · q r · r r · q r · q r · r
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Let us rename the elements of S2 as follows:
0 7→0
q 7→y
r 7→z
s 7→x1
r · q 7→zy
r · r 7→z2.
We see that S2 is a member of the family of semigroups with the following
general Cayley table:
0 y z x1 x2 · · · xi zy z2
0 0 0 0 0 0 · · · 0 0 0
y 0 0 y 0 0 · · · 0 0 y
z 0 zy z2 zy zy · · · zy zy z2
x1 0 0 x1 0 0 · · · 0 0 x1
x2 0 0 x2 0 0 · · · 0 0 x2
...
...
...
...
...
...
. . .
...
...
...
xi 0 0 xi 0 0 · · · 0 0 xi
zy 0 0 zy 0 0 · · · 0 0 zy
z2 0 zy z2 zy zy · · · zy zy z2
If the set of elements {x1, . . . , xi} were empty then S1 would be the first
member of this family. We now show, that for i ≥ 0, |Si+1| = i+ 5 and that
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Si+1 is in this family of semigroups.
We proceed by induction on i and note that the calculations above establish
the base case i = 0. So for an arbitrary i, let Si+1 have the required form.
First note that z = z2 and that we may partition Si+1 into three subsets
according to elements acting the same on the right of Si+1: {0},
{y, x1, . . . , xi, zy} and {z, z2}. Hence it will suffice to act on sequences α over
{0, y, z}.
By choosing α1 = y and α2 = z we obtain
z · yz = (zy)(zy) 6= (zy)(0) = z · z · yz
and hence z 6= z · z.
Similarly, by choosing α1 = α2 = z we see
zy · zz = (zy)(zy) 6= (zy)(0) = z · y · zz
and hence zy 6= z · y.
Now observe that an arbitrary infinite sequence α over {0, y, z} can be written
as (z)n0αn+2αn+3 . . ., (z)
nyαn+2αn+3 . . . or (z)
ω where n ≥ 0. Now consider
the words z · z and z · z · z. For α = (z)n0αn+2αn+3 . . . we obtain
z · z · α = (z2)n(0)ω = z · z · z · α.
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If we have α = (z)nyαn+2αn+3 . . . we obtain
z · z · α = (z2)n(zy)(0)ω = z · z · z · α.
Finally, for α = (z)ω we obtain
z · z · α = (z2)ω = z · z · z · α
and hence z · z = z · z · z.
We have established so far that Si+2 = Σ(C(Si+1)) contains the elements
{0, y, z, x1 . . . , xi, zy, z · y, z · z} and aim to show that it contains no more.
In the cases where α = (z)n0αn+2αn+3 . . . or (z)
nyαn+2αn+3 . . . observe that
xj · z · α = (xj)n(0)ω = xj · α
and
y · z · α = (y)n(0)ω = y · α
and
zy · z · α = (zy)n(0)ω = zy · α.
For the case α = (z)ω we obtain
xj · z · α = (xj)ω = xj · α
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and
y · z · α = (y)ω = y · α
and
zy · z · α = (zy)ω = zy · α
and hence xj · z = xj, y · z = y and zy · z = zy.
We now consider α in the form α = yα2α3 . . .. We obtain
z · xj · α = (0)ω = z · z · xj · α = z · y · α = z · z · y · α.
In the cases where α = zα2α3 . . . we obtain
z · xj · α = (zy)(0)ω = z · z · xj · α = z · y · α = z · z · y · α
and hence
z · xj = z · z · xj = z · y = z · z · y.
We can now complete the Cayley table for Si+2:
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0 y z x1 x2 · · · xi zy z · y z · z
0 0 0 0 0 0 · · · 0 0 0 0
y 0 0 y 0 0 · · · 0 0 0 0
z 0 z · y z · z z · y z · y · · · z · y z · y z · y z · z
x1 0 0 x1 0 0 · · · 0 0 0 x1
x2 0 0 x2 0 0 · · · 0 0 0 x2
...
...
...
...
...
...
. . .
...
...
...
...
xi 0 0 xi 0 0 · · · 0 0 0 xi
zy 0 0 zy 0 0 · · · 0 0 0 zy
z · y 0 0 z · y 0 0 · · · 0 0 0 z · y
z · z 0 z · y z · z z · y z · y · · · z · y z · y z · y z · z
This has the required form, perhaps made clearer by renaming the elements
as follows: 0 7→ 0, y 7→ Y, z 7→ Z, xj 7→ Xj (for j ≤ i), zy 7→ Xi+1, z ·y 7→ ZY
and z · z 7→ Z2. This gives, as a rewritten Cayley table for Si+2:
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0 Y Z X1 X2 · · · Xi Xi+1 ZY Z2
0 0 0 0 0 0 · · · 0 0 0 0
Y 0 0 Y 0 0 · · · 0 0 0 Y
Z 0 ZY Z2 ZY ZY · · · ZY ZY ZY Z2
X1 0 0 X1 0 0 · · · 0 0 0 X1
X2 0 0 X2 0 0 · · · 0 0 0 X2
...
...
...
...
...
...
. . .
...
...
...
...
Xi 0 0 Xi 0 0 · · · 0 0 0 Xi
Xi+1 0 0 Xi+1 0 0 · · · 0 0 0 Xi+1
ZY 0 0 ZY 0 0 · · · 0 0 0 ZY
Z2 0 ZY Z2 ZY ZY · · · ZY ZY ZY Z2
Notice also that |Si+2| = i+ 6 = (i+ 1) + 5.
This shows that the Cayley chain of S is infinite.
Consider now the aperiodic semigroups of order less than three (that is, the
trivial semigroup, the two-element left- and right-zero semigroups, the two-
element null semigroup and the two-element semilattice). These semigroups
all satisfy ∆(S) ≤ 2 and so by means of the preceding example we note the
following:
Remark 6.6. Example 6.5 is a minimal example of an aperiodic semigroup
with an infinite Cayley chain.
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6.3 Cayley Chains of Subsemigroups
In this section we will consider how the length of the Cayley chain for a
semigroup T is related to the length of the chain for a subsemigroup S. We
will also consider zero-unions of semigroups and consider how adjoining zeros
and identities to a semigroup impacts on the length of the chain.
Proposition 6.7. Let T1, T2 be semigroups and let S = T1 ∪0 T2. Then
∆(S) = max(∆(T1),∆(T2)).
Proof. This follows from Proposition 3.8 which states that
Σ(C(T1 ∪0 T2)) = Σ(C(T1)) ∪0 Σ(C(T2)).
In particular, ∆(S) <∞ if and only if ∆(T1) <∞ and ∆(T2) <∞.
In the cases where ∆(T ) < ∞ it is possible for a subsemigroup S < T to
have either ∆(S) < ∆(T ) or ∆(S) > ∆(T ). Equality is also possible. We
illustrate these three possibilities by examples.
Example 6.8. Let T be a semigroup where ∆(T ) > 1 (recall that such semi-
groups exist by Proposition 6.3) and let S = {1} be a trivial subsemigroup
of T . Then ∆(T ) > ∆(S) = 1.
Example 6.9. Let T = (Rn × Lm)1 for some n ≥ 2,m ≥ 1 and let S = Rn.
Then ∆(S) = 2 > 1 = ∆(T ) (see Example 3.13 and Theorem 5.10).
Example 6.10. Let T = Ln+1 and S = Ln where n ≥ 1. Then ∆(S) = 1 =
∆(T ).
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We also show by means of an example that in the cases where ∆(T ) = ∞
there can exist non-trivial subsemigroups S such that ∆(S) <∞.
Example 6.11. Let T = Z12 (see Example 6.5) and S = Z2. Then
∆(Z12) =∞ > 2 = ∆(Z2).
We have shown that if T has a finite Cayley chain then the Cayley chain of
a subsemigroup S can be longer, shorter or equal in length. We show now
that it is not possible for the Cayley chain of S to be infinite.
Theorem 6.12. Let S ≤ T and ∆(T ) = n. Then there exists k, r such that
Sk = Sk+r.
Proof. Recall by Proposition 3.21 that since S ≤ T we have that Σ(C(S))
divides Σ(C(T )) - that is, there exists a semigroup U such that
Σ(C(T )) ≥ U  Σ(C(S)). Also, by Proposition 3.23, if S  T then
Σ(C(S)) Σ(C(T )).
Consider the Cayley chains of T and S. We show by induction that Si
divides Ti for all i ≥ 0. Since S0 ≤ T0 the base case holds so assume that the
statement is true for some arbitrary i.
Since Si divides Ti there exists Ui such that Ti ≥ Ui  Si. It now follows
that there exists Ui+1 such that Ti+1 ≥ Ui+1  Σ(C(Ui))  Si+1 and hence
the statement is true for all i.
Since each Ti (0 ≤ i ≤ n − 1) is finite there can exist only finitely many
divisors. Hence there exist k, r such that Sk = Sk+r.
128
In the case where Tn is self-automaton (recall from Definition 5.3 that this
means the map t 7→ t is an isomorphism Tn → Σ(C(Tn))) we can improve on
Theorem 6.12:
Theorem 6.13. Let S ≤ T and ∆(T ) = n+ 1. If Tn is self-automaton then
there exists k such that Sk = Sk+1.
Proof. Since Tn is self-automaton, it has the property that t 7→ t is a homo-
morphism Tn → Tn+1 = Tn. Let U be a subsemigroup of T and let u1, u2 ∈ U .
We have that u1 · u2 · α = u1u2 · α for all α ∈ T ∗ since T is self-automaton.
Since U∗ ⊆ T ∗ it follows that u1 · u2 · α = u1u2 · α for all α ∈ U∗ and hence
the map u 7→ u is a homomorphism U → Σ(C(U)). We now apply Lemma
5.28 to see that for S, a homomorphic image of U , the map s 7→ s is a
homomorphism S → Σ(C(S)).
Hence if Sk is a divisor of Tn then the map s 7→ s is a homomorphism
Sk → Sk+1 and |Sk| ≥ |Sk+1|. If |Sk| = |Sk+1| then the map s 7→ s is in fact
an isomorphism as it is an epimorphism between sets of the same size. Hence
there exists k such that Sk = Sk+1.
Corollary 6.14. Let S ≤ T . Then |Si| ≤ |Ti| for all i.
Proof. By Theorem 6.12 we know that Si divides Ti and hence there exists
Ui such that Ti ≥ Ui  Si. Consequently |Ti| ≥ |Ui| ≥ |Si|.
We also consider now the adjunction of zeros and identities to a semigroup
S.
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Proposition 6.15. Let S be a semigroup and T = S0. Then Ti = (Si)
0.
Proof. This follows from Proposition 3.7 which states that
Σ(C(S0)) ∼= [Σ(C(S))]0. In particular, if ∆(S) = n then ∆(T ) = n.
Adjoining an identity does not behave in a similarly nice way. In Example
6.11 we saw that ∆(Z2) = 2 but ∆(Z
1
2) = ∞. The length of a a chain
can also stay the same after an identity has been adjoined - for example,
∆(Ln) = 1 = ∆(L
1
n) - but it can also be reduced - ∆(Rn) = 2 > 1 = ∆(R
1
n).
Throughout this chapter, we have not seen an example of a finite aperiodic
semigroup satisfying Sn = Sn+r where r ≥ 2. This leads us to ask the
following, which will be discussed further in Chapter 8.
Question 6.16. Does there exist a finite aperiodic semigroup S with Sn =
Sn+r where n ≥ 0 and r ≥ 2?
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Chapter 7
Cayley Automaton Semigroups
of Infinite Semigroups
In this chapter we will move away from finite semigroups and consider the
construction of a Cayley automaton semigroup from an infinite semigroup.
Rather than building an automaton from a Cayley graph, we will instead
think of each element s in the semigroup S as giving rise to a transformation
s : S∗ → S∗ and the Cayley automaton semigroup is simply the subsemigroup
of the endomorphism monoid of the |S|-ary rooted tree generated by {s : s ∈
S}, as per Section 3.1.
We will consider the case of cancellative semigroups, where we will reprove
and extend Theorem 3.4 regarding the Cayley automaton semigroups of finite
groups before going on to make some basic statements about Cayley automa-
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ton semigroups of general infinite semigroups. Finally, we will construct the
Cayley automaton semigroup arising from the Bicyclic Monoid.
7.1 Cancellative Semigroups
Lemma 7.1. Let S be a right-cancellative semigroup. Then Σ(C(S)) is also
right-cancellative.
Proof. Recall that a semigroup is right-cancellative if xa = ya =⇒ x = y
for all x, y, a ∈ S.
Let x 6= y be elements of S and let a ∈ S be arbitrary. If x ·a = y ·a then the
actions of the words agree on all sequences α. In particular, for the sequence
α = α1, where α1 is arbitrary, we obtain
x · a · α1 = (xaα1) = (yaα1) = y · a · α1
and hence xaα1 = yaα1. By the right-cancellativity of S we get x = y and
hence x = y. Thus Σ(C(S)) is right-cancellative.
Lemma 7.2. Let S be a left-cancellative semigroup. Then Σ(C(S)) is also
left-cancellative.
Proof. Recall that a semigroup is left-cancellative if ax = ay =⇒ x = y for
all x, y, a ∈ S.
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Similarly to the proof of Lemma 7.1, let us assume that, for x, y, a ∈ S we
have a · x = y · a. By acting on the sequence α = α1 for some α1 ∈ S we
obtain
a · x · α1 = (axα1) = (ayα1) = a · y · α1
and hence axα1 = ayα1. By the left-cancellativity of S we have
xα1 = yα1 and now by Theorem 3.6 we conclude x = y. Hence Σ(C(S)) is
left-cancellative.
Combining Lemmas 7.1 and 7.2 we immediately obtain the following:
Theorem 7.3. Let S be a cancellative semigroup. Then Σ(C(S)) is cancella-
tive.
Recall that a semigroup is cancellative if it is both left- and right-cancellative.
We now show that for a cancellative semigroup S there are no relations
between pairs of words of equal length in Σ(C(S)).
Lemma 7.4. Let S be a cancellative semigroup, k ≥ 1 and xi, yj ∈ S for
i, j ∈ {1, 2, . . . , k}. Then xk · xk−1 · . . . · x1 = yk · yk−1 · . . . · y1 if and only if
xi = yi for all i ∈ {1, 2, . . . , k}.
Proof. Let α = α1α2 . . . be a sequence in S
∗ such that |α| ≥ k. First consid-
ering xk · xk−1 · . . . · x1, we act on α one generator at a time and consider the
outputs. We obtain the following:
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x1 · α = (x1α1)(x1α1α2) . . . = (A1,1)(A1,2) . . .
x2 · x1 · α = (x2A1,1)(x2A1,1A1,2) . . . = (A2,1)(A2,2) . . .
x3 · x2 · x1 · α = (x3A2,1)(x3A2,1A2,2) . . . = (A3,1)(A3,2) . . .
...
...
xk · xk−1 · . . . · x1 · α = (xkAk−1,1)(xkAk−1,1Ak−1,2) . . . = (Ak,1)(Ak,2) . . .
where A1,j = x1α1α2 . . . αj and Ai,j = xiAi−1,1Ai−1,2 . . . Ai−1,j for i ≥ 2.
Similarly, considering yk · yk−1 · . . . · y1 and acting on α one generator at a
time, we obtain
y1 · α = (y1α1)(y1α1α2) . . . = (B1,1)(B1,2) . . .
y2 · y1 · α = (y2B1,1)(y2B1,1B1,2) . . . = (B2,1)(B2,2) . . .
y3 · y2 · y1 · α = (y3B2,1)(y3B2,1B2,2) . . . = (B3,1)(B3,2) . . .
...
...
yk · yk−1 · . . . · y1 · α = (ykBk−1,1)(ykBk−1,1Bk−1,2) . . . = (Bk,1)(Bk,2) . . .
where B1,j = y1α1α2 . . . αj and Bi,j = yiBi−1,1Bi−1,2 . . . Bi−1,j for i ≥ 2.
Assume that xk · xk−1 · . . . · x1 = yk · yk−1 · . . . · y1. Then
Ak,1 = xkAk−1,1 = ykBk−1,1 = Bk,1.
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Since Ak,2 = Bk,2 we obtain
xkAk−1,1Ak−1,2 = ykBk−1,1Bk−1,2
and by the cancellativity of S we conclude that Ak−1,2 = Bk−1,2. Similarly,
Ak,3 = Bk,3 gives xkAk−1,1Ak−1,2Ak−1,3 = ykBk−1,1Bk−1,2Bk−1,3 and again
by the cancellativity of S we conclude Ak−1,3 = Bk−1,3. Continuing in this
fashion will yield Ak−1,j = Bk−1,j for j ≥ 2.
More generally, if
xiAi−1,1Ai−1,2 . . . Ai−1,j = Ai,j
= Bi,j
= yiBi−1,1Bi−1,2 . . . Bi−1,j
and
xiAi−1,1Ai−1,2 . . . Ai−1,jAi−1,j+1 = Ai,j+1
= Bi,j+1
= yiBi−1,1Bi−1,2 . . . Bi−1,jBi−1,j+1
then by the cancellativity of S we obtain Ai−1,j+1 = Bi−1,j+1. Thus once we
know Ai,j = Bi,j it follows that Ai−1,v = Bi−1,v for v ≥ j + 1.
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This will yield x1α1α2 . . . αk = A1,k = B1,k = y1α1α2 . . . αk and hence x1 = y1
by the cancellativity of S and A1,j = B1,j for all j.
Since we also have x2A1,1A1,2 . . . A1,k = A2,k = B2,k = y2B1,1B1,2 . . . B1,k we
see that x2 = y2 by the cancellativity of S. Indeed, since Ai,k = Bi,k for all
i ∈ {1, . . . , k}, continuing in this way gives xi = yi for all i.
The converse of the statement is clear.
Having considered relations between pairs of words of equal length, we look
now at relations between pairs of words of different lengths. We do this by
means of a more general lemma:
Lemma 7.5 ([32, Lemma 2.7]). Let X be an alphabet with at least 2 elements
and suppose that ≡ is a congruence on X∗ such that, for u, v ∈ X∗ we have
u ≡ v, |u| = |v| =⇒ u = v.
Then ≡ is the trivial congruence.
Proof. Let u ≡ v and assume without loss of generality that |u| < |v|. Let
a 6= b ∈ X. Then we have that uav ≡ vau and ubv ≡ vbu. These all have
equal length, and it follows from our hypothesis that uav = vau. However,
since |u| < |v| we have that ua is a prefix of v. Similarly, since ubv = vbu,
we have that ub is a prefix of v. This contradicts a 6= b.
Note also that Lemma 7.5 can be found in [15, Proposition 3.1.12].
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Since every semigroup is a quotient of a free semigroup on some set X by
some congruence (see [21, Section 1.6] for details), Lemma 7.5 shows that if
there are no relations between words of equal length then there are in fact
no relations between any pairs of words. So to show that Σ(C(S)) is free
for a semigroup S (where |S| > 1), it suffices to show that x1 · . . . · xn =
y1 · . . . · yn =⇒ xi = yi for all i.
By combining Lemmas 7.4 and 7.5 we have shown the following:
Theorem 7.6. Let S be a non-trivial cancellative semigroup. Then Σ(C(S))
is free of rank equal to the cardinality of S.
In Chapter 4 we considered the Cayley automaton semigroups arising from
finite monogenic semigroups. The case of the infinite monogenic semigroup
was deferred to this chapter. Since the infinite monogenic semigroup N is
cancellative, we obtain the following:
Corollary 7.7. Σ(C(N)) is free of countable rank.
Since every group is a cancellative semigroup (indeed, the classes of finite
cancellative semigroups and finite groups coincide), and at no point did the
proofs of Lemmas 7.4 and 7.5 actually depend on the semigroup being infinite,
we have reproved Theorem 3.4 and extended it to the case of infinite groups.
We now state the extended version for completeness:
Theorem 7.8. Let G be a non-trivial group (either finite or infinite). Then
Σ(C(G)) is free of rank equal to the cardinality of G.
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7.2 General Infinite Semigroups
We now look at infinite semigroups in general, considering the connection
between the semigroup S and a particular quotient. We will also see some
properties of Cayley automaton semigroups arising from monoids before con-
structing some examples.
Let S be an infinite semigroup. Define a relation ∼ on S by x ∼ y if and
only if xa = ya for all a ∈ S. By Theorem 3.6 we have that x ∼ y if and
only if x = y ∈ Σ(C(S)).
Lemma 7.9. The relation ∼ is a congruence on S.
Proof. Clearly x = x for all x ∈ S and so ∼ is a reflexive relation. We have
x = y =⇒ y = x and hence ∼ is symmetric. Finally, if x = y and y = z
then x = z and ∼ is transitive. Thus ∼ is an equivalence relation on S.
Now suppose that x ∼ y and let t ∈ S be arbitrary. Since xa = ya for all
a ∈ S it follows that x(ta) = y(ta) for all a ∈ S and so (xt)a = (yt)a. Hence
xt ∼ yt. We also have txa = tya for all a ∈ S and so tx ∼ ty. Hence ∼ is a
congruence on S.
Under the congruence ∼, the congruence class of x ∈ S is
[x] = {y ∈ S : xa = ya ∀a ∈ S} = {y ∈ S : x = y ∈ Σ(C(S))}.
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For infinite semigroups S, we will use the congruence ∼ to explore finite
generation of Σ(C(S)).
Lemma 7.10. If S/∼ is finite then Σ(C(S)) is finitely generated.
Proof. Suppose that there are n equivalence classes and suppose that a set of
representatives for these classes is {xi1 , xi2 , . . . , xin}. Let y ∈ S be arbitrary.
Then [y] = [xik ] for some k ∈ {1, . . . , n} and so y = xik . Hence Σ(C(S)) is
finitely generated by {xi1 , xi2 , . . . , xin}.
If, in addition, we know that each x is an indecomposable element in Σ(C(S))
then the converse to Lemma 7.10 also holds.
Recall that an element x ∈ S is indecomposable if x ∈ S \ S2.
Lemma 7.11. Let S be a semigroup such that each x is an indecomposable
element in Σ(C(S)). If Σ(C(S)) is finitely generated then S/∼ is finite.
Proof. We always have that Σ(C(S)) \ (Σ(C(S)))2 ⊆ {x : x ∈ S}. However,
since we are assuming that each x is indecomposable
(so x ∈ Σ(C(S)) \ (Σ(C(S)))2) we must have
Σ(C(S)) \ (Σ(C(S))2) = {x : x ∈ S}.
Suppose that Σ(C(S)) is finitely generated by {xi1 , xi2 , . . . , xin}. Then for all
y ∈ S, y = xik for some k. Hence [y] = [xik ] and so S/∼ is finite.
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It is not always the case that Σ(C(S)) \ (Σ(C(S))2) = {x : x ∈ S}, as we
show now by means of an example:
Example 7.12. Consider the semigroup defined by the following Cayley
table:
0 x y t1 t2 . . .
0 0 0 0 0 0 . . .
x 0 x 0 0 0 . . .
y 0 0 y 0 0 . . .
t1 0 0 0 0 0 . . .
t2 0 0 0 0 0 . . .
...
...
...
...
...
...
. . .
Since ti = 0 for all i we have that Σ(C(S)) = 〈x, y, 0〉. However,
x · y = y · x = 0 so in fact Σ(C(S)) = 〈x, y〉 and 0 is decomposable. Hence
Σ(C(S)) \ (Σ(C(S))2) 6= {x : x ∈ S}.
Lemma 7.13. If S/∼ is uncountable then Σ(C(S)) is not finitely generated.
Proof. Suppose that S/∼ = {[xi]}i∈I is uncountable. Then
Σ(C(S)) = 〈{xi : xi ∈ S}〉 where xj 6= xk for j 6= k. Now assume that
Σ(C(S)) is finitely generated. Then Σ(C(S)) is countable which is a contra-
diction as Σ(C(S)) contains an uncountable generating set. Hence Σ(C(S))
is not finitely generated.
Lemma 7.14. If Σ(C(S)) is finitely generated then S/∼ is also finitely gen-
erated.
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Proof. Suppose that Σ(C(S)) = 〈x1, . . . , xm〉 where xi 6= xj and |S/∼| = ∞
(otherwise there is nothing to prove). We have [xi] 6= [xj] for i 6= j and
{[x1] . . . , [xm]} ⊆ S/∼. For an arbitrary y ∈ S we have
y =xi1 · xi2 . . . · xik
=⇒ yα1 = xi1xi2 . . . xikα1 for all α1 ∈ S
=⇒ [y] = [xi1xi2 . . . xik ]
=⇒ [y] = [xi1 ][xi2 ] . . . [xik ]
and hence S/∼ = 〈[x1], . . . , [xm]〉.
Lemma 7.15. Let S = {xi}i∈I . If Σ(C(S)) is finitely generated then there
exists a finite subset of {xi : xi ∈ S} that is a generating set for Σ(C(S)).
Proof. Let A = {xi1 , . . . , xik} and suppose that Σ(C(S)) is generated by
A ∪ {y1 · y2 · . . . · ym} where yj ∈ {xi : xi ∈ S}. Then Σ(C(S)) is generated
by A ∪ {y1, y2, . . . , ym} which is a finite subset of {xi : xi ∈ S}.
In some cases we have Σ(C(S)) ∼= Σ(C(S/∼)) whilst S  S/∼, which we
show now by means of an example.
Example 7.16. Let S = G × Z be the direct product of an infinite group
G = {g1, g2, . . .} and an infinite null semigroup Z = {0, z1, z2, . . .}. Then
by Theorem 3.6 we have (gi, zj) = (gi, zk) = (gi, 0) for all i, j, k and so
Σ(C(S)) = 〈(g1, 0), (g2, 0), (g3, 0), . . .〉 ∼= F , a free semigroup of rank equal to
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the cardinality of G since {(g1, 0), (g2, 0), (g3, 0) . . .} ∼= G.
Again by Theorem 3.6 we have S/∼ = {[(g1, 0)], [(g2, 0)], [(g3, 0)] . . .} ∼= G.
Hence Σ(C(S/∼)) ∼= F .
We can also have Σ(C(S))  Σ(C(S/∼)) when S  S/∼.
Example 7.17. Let S be the semigroup defined by the following Cayley
table:
1 2 3 4 5 6 0 x1 x2 x3
1 0 0 0 0 0 0 0 0 0 0 . . .
2 0 3 0 5 0 0 0 0 0 0 . . .
3 0 0 0 0 0 0 0 0 0 0 . . .
4 0 3 0 0 0 1 0 0 0 0 . . .
5 0 0 0 0 0 0 0 0 0 0 . . .
6 0 5 0 3 0 0 0 0 0 0 . . .
0 0 0 0 0 0 0 0 0 0 0 . . .
x1 0 0 0 0 0 0 0 0 0 0 . . .
x2 0 0 0 0 0 0 0 0 0 0 . . .
x3 0 0 0 0 0 0 0 0 0 0 . . .
...
...
...
...
...
...
...
...
...
...
...
. . .
Note that S is 3-nilpotent (and hence is associative) and so
Σ(C(S)) = 〈0, 2, 4, 6〉 is 2-nilpotent by Proposition 3.18.
Now consider S/∼ = {[0], [2], [4], [6]}. Then S/∼ is 2-nilpotent and so
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Σ(C(S/∼)) ∼= {1}. Hence Σ(C(S))  Σ(C(S/∼)).
Lemma 7.18. Let x ∈ S be an element of infinite order (so 〈x〉 ∼= N). Then
x has infinite order in Σ(C(S)).
Proof. Assume that x has finite order. Then there exist positive integers
n, k such that x · . . . · x︸ ︷︷ ︸
n times
= x · . . . · x︸ ︷︷ ︸
k times
. Acting with both of these words on the
sequence x gives xn+1 = xk+1 which is a contradiction as x has infinite order.
Hence x has infinite order.
We turn now to look at the specific cases of monoids. For a monoid M
denote the group of units of M (that is, all elements x ∈M such that there
exists y ∈ M and xy = yx = 1) by U(M). If U(M) is non-trivial then by
Theorem 7.8 and Proposition 3.22 Σ(C(M)) contains a free subsemigroup of
rank equal to the cardinality of U(M).
An infinite monoid M either contains a copy of the Bicyclic Monoid B or
M \U(M) is an ideal (see [23, Theorem 6.6.7, Corollary 6.6.5] and [9, Lemma
1.31]). We will consider this latter case first before returning to the Bicyclic
Monoid.
Lemma 7.19. Let M be an infinite monoid and X ⊆ M . If Σ(C(M)) is
generated by {x : x ∈ X} then M is generated by X. In particular, if
Σ(C(M)) is finitely generated then so is M .
Proof. Suppose that Σ(C(M)) = 〈x : x ∈ X〉 and let y ∈ M be arbitrary.
Then we may write y = xi1 · xi2 · . . . · xik where xij ∈ X. By acting on
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the sequence 1 with both words we obtain y = xi1xi2 . . . xik and hence M is
generated by X.
Notice also that the finite generation case is a consequence of Lemma 7.14
since the congruence ∼ defined above is trivial on monoids.
The converse to Lemma 7.19 is false. Consider the free monoid of rank one
N ∪ {0}. This is cancellative and so by Theorem 7.6, Σ(C(N ∪ {0})) is free
of countable rank.
Lemma 7.20. Let M be an infinite monoid and U(M) its non-trivial group
of units. Suppose that M \U(M) is an ideal. Then for xi ∈ U(M), the word
x1 · x2 · . . . · xn is uniquely represented in Σ(C(M)).
Proof. Since U(M) is a subgroup of M we have F|U(M)| ≤ Σ(C(M)) (where
F|U(M)| denotes the free semigroup of rank equal to the cardinality of U(M)).
Elements of F|U(M)| have unique representatives as products of elements of
{u : u ∈ U(M)} so assume that
x1 · x2 · . . . · xn = m1 ·m2 · . . . ·mk
where xi ∈ U(M) and mj ∈M with at least one mj ∈M \ U(M).
Since M \ U(M) is an ideal of M , act on the sequence α = 1 of length one
with both words to obtain
U(M) 3 x1x2 . . . xn = m1m2 . . .mk ∈M \ U(M)
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which is a contradiction. Hence x1 · x2 · . . . · xn is uniquely represented in
Σ(C(M)).
Corollary 7.21. Let M be an infinite monoid and U(M) its group of units
where M \U(M) is an ideal. Suppose that U(M) is infinite. Then Σ(C(M))
is not finitely generated.
Proof. By Lemma 7.20 all words x of length 1 where x ∈ U(M) are in-
decomposable in Σ(C(M)). Since there are infinitely many indecomposable
elements, these must be present in any generating set for Σ(C(M)).
Lemma 7.22. Let M be a monoid containing some non-idempotent element.
Then 1 is not the identity in Σ(C(M)).
Proof. Let a ∈M be such that a2 6= a. Acting with a on the sequence (1)(1)
gives a · (1)(1) = (a)(a) whilst acting with 1 · a gives 1 · a · (1)(1) = (a)(a2).
Hence 1 is not a left-identity so is consequently not an identity.
Lemma 7.23. Let Σ(C(M)) contain an element that can not be written as
words of two different lengths. Then Σ(C(M)) is not a monoid.
Proof. Let x1 · . . . · xn be a word in Σ(C(M)) that is not equal to a word of
any other length. Assume that y1 · . . . · yk is the identity in Σ(C(M)). Then
we have x1 · . . . · xn · y1 · . . . · yk = x1 · . . . · xn which is a contradiction. Hence
there is no identity.
Notice that the the proofs of Lemmas 7.23 and 7.22 did not use the fact that
145
M was infinite. Hence these results also apply to finite monoids. In fact,
Lemma 7.22 also applies to finite semigroups that are not monoids.
7.3 Bicyclic Monoid
We now consider the Cayley automaton semigroup arising from the bicyclic
monoid. This is the next natural example of an infinite semigroup to consider,
having already determined the Cayley automaton semigroups arising from
infinite groups and cancellative semigroups in Theorems 7.6 and 7.8.
Definition 7.24. The bicyclic monoid is the monoid with presentation
B = 〈b, c|bc = 1〉.
Elements in B have a unique normal form of cibj for some i, j ≥ 0. Alterna-
tively, we can think of B as (N ∪ {0})× (N ∪ {0}) with the operation
(a, b)(c, d) = (a− b+ max(b, c), d− c+ max(b, c))
with generators (1, 0) and (0, 1) and identity (0, 0). The two descriptions of
B are related by cibj ↔ (i, j).
First notice that by Theorem 3.6 we have x 6= y ∈ Σ(C(B)) for all x 6= y ∈ B.
Lemma 7.25. Σ(C(B)) is not finitely generated.
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Proof. Suppose for a contradiction that Σ(C(B)) is finitely generated. Then
since Σ(C(B)) is generated by {b : b ∈ B} there must exist some y (where
y ∈ B) that is non-trivially decomposable. Suppose that y = x1 · x2 . . . xk
where xi ∈ B and k ≥ 2. Let α1, α2 ∈ B. By acting on the sequence α1α2
we obtain
(yα1)(yα1α2) = y · α1α2
= x1 · x2 · . . . · xk · α1α2
= (x1x2 . . . xkα1)((x1x2 . . . xk)α1(x2 . . . xk)α1 . . . (xk)α1α2)
By equating the first outputs and choosing α1 = 1 we see y = x1x2 . . . xk.
Now consider the second outputs. Write yα1 = (i, j),
(x1x2 . . . xk)α1(x2 . . . xk)α1 . . . (xk)α1 = (m,n) and α2 = (p, q)
where i, j,m, n, p, q ≥ 0. Equality of the second outputs forces
(i, j)(p, q) =(i− j + max(j, p), q − p+ max(j, p))
=(i− j − n+m+ max((n−m+ max(j,m)), p),
q − p+ max((n−m+ max(j,m), p)))
=(i, j)(m,n)(p, q).
147
Equating the first components gives
max(j, p) = m− n+ max((n−m+ max(j,m)), p).
We now show that we can choose α1 such that m− n 6= 0.
Consider (x1x2 . . . xk)α1(x2 . . . xk)α1 . . . (xk−1xk)α1(xk)α1. Let
xdxd+1 . . . xk = (md, nd). Let α1 = (r, 0) where r > max(n1, n2, . . . , nk).
Then
(md, nd)(r, 0) = (md − nd + r, 0)
and
(md − nd + r, 0)(md+1 − nd+1 + r, 0) = ([md − nd] + [md+1 − nd+1] + 2r, 0).
Hence
(m,n) = (m1, n1)(r, 0)(m2, n2)(r, 0) . . . (mk, nk)(r, 0)
= ([m1 − n1] + [m2 − n2] + . . .+ [mk − nk] + kr, 0).
Notice that
[m1 − n1] + [m2 − n2] + . . .+ [mk − nk] + kr
= [m1 − n1 + r] + [m2 − n2 + r] + . . .+ [mk − nk + r] > 0
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as r−ni > 0 for all i as r was chosen to be such that r > max(n1, n2, . . . , nk).
Hence m− n 6= 0.
Now choose p > max(j,max(n−m+ max(j,m))). This gives p = m− n+ p
which is a contradiction as m − n 6= 0. Hence all words of length one in
Σ(C(B)) are indecomposable and so must be present in any generating set.
Thus Σ(C(B)) is not finitely generated.
We go on now to show that there are no relations between words of different
lengths in Σ(C(B)).
Lemma 7.26. Let xi, yj, a, b ≥ 0 and n ≥ 1. Then
(xn, yn) · . . . · (x1, y1) · (a, b) = (xn− yn + max(An,1, An,2), b− a+ [y1− x1]+
. . .+ [yn−1 + xn−1] + max(An,1, An,2))
where A1,n, A2,n are terms involving x1, . . . , xn, y1, . . . , yn, a, b.
Proof. We prove this by induction. By direct calculations, we obtain
(x1, y1) · (a, b) = (x1 − y1 + max(A1,1, A1,2), b− a+ max(A1,1, A1,2))
and
(x2, y2) · (x1, y1) · (a, b)
= (x2 − y2 + max(A2,1, A2,2), b− a+ [y1 − x1] + max(A2,1, A2,2))
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and so the claim holds for n = 1 and 2.
Now assume that the claim is true for an arbitrary k. That is,
(xk, yk) · . . . · (x1, y1) · (a, b) = (xk − yk + max(Ak,1, Ak,2), b− a+ [y1− x1]+
. . .+ [yk−1 + xk−1] + max(Ak,1, Ak,2)).
Now consider (xk+1, yk+1) · (xk, yk) · . . . · (x1, y1) · (a, b). By the inductive
hypothesis, we obtain
(xk+1, yk+1)(xk − yk + max(Ak,1, Ak,2), b− a+ [y1 − x1]+
. . .+ [yk−1 + xk−1] + max(Ak,1, Ak,2))
= (xk+1 − yk+1 + max(Ak+1,1, Ak+1,2),
b− a+ [y1 − x1] + . . .+ [yk−1 − xk−1] + max(Ak,1, Ak,2)− (xk − yk)
−max(Ak,1, Ak,2) + max(Ak+1,1, Ak+1,2))
= (xk+1 − yk+1 + max(Ak+1,1, Ak+1,2), b− a+ [y1 − x1]+
. . .+ [yk − xk] + max(Ak+1,1, Ak+1,2))
and hence the claim is true for all n.
We will now act on the sequence (a, b)(c, d) and consider the form of the
second letter in the output. The form of the first letter is known by Lemma
7.26.
Lemma 7.27. Let xi, yj, a, b, c, d ≥ 0 and n ≥ 1. Then the second letter in
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the output of
(xn, yn) · . . . · (x1, y1) · (a, b)(c, d)
has the form
([xn − yn] + . . .+ [x1 − y1] + a− b+ max(Bn,1, Bn,2),
d− c+ (n− 1)[y1 − x1] + (n− 2)[y2 − x2] + . . .+ 2[yn−2 − xn−2]+
[yn−1 − xn−1] + (n− 1)(b− a) + max(Bn,1, Bn,2))
where B1,n, B2,n are terms involving x1, . . . , xn, y1, . . . , yn, a, b, c, d.
Proof. By direct calculations in the cases n = 1 and 2 we see
(x1, y1) · (a, b)(c, d) =
(x1 − y1 + max(A1,1, A1,2), b− a+ max(A1,1, A1,2))
([x1 − y1] + a− b+ max(B1,1, B1,2), d− c+ max(B1,1, B1,2))
and
(x2, y2) · (x1, y1) · (a, b)(c, d) =
(x2 − y2 + max(A2,1, A2,2), b− a+ y1 − x1 + max(A2,1, A2,2))
(([x2 − y2] + [x1 − y1] + (a− b) + max(B2,1, B2,2),
d− c+ [y1 − x1] + (b− a) + max(B2,1, B2,2))
and so the claim holds in these cases.
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Now assume that the claim is true for an arbitrary k. That is, the second
letter in the output of (xk, yk) · . . . · (x1, y1) · (a, b)(c, d) is
([xk − yk] + . . .+ [x1 − y1] + a− b+ max(Bk,1, Bk,2),
d− c+ (k − 1)[y1 − x1] + (k − 2)[y2 − x2] + . . .+ 2[yk−2 − xk−2]+
[yk−1 − xk−1] + (k − 1)(b− a) + max(Bk,1, Bk,2)).
By the inductive hypothesis and Lemma 7.26 we obtain as the second letter
in the output of (xk+1, yk+1) · . . . · (x1, y1) · (a, b)(c, d)
(xk+1 − yk+1 + max(Ak+1,1, Ak+1,2),
b− a+ [y1 − x1] + . . .+ [yk − xk] + max(Ak+1,1, Ak+1,2))
([xk − yk] + . . .+ [x1 − y1] + a− b+ max(Bk,1, Bk,2),
d− c+ (k − 1)[y1 − x1] + (k − 2)[y2 − x2]+
. . .+ 2[yk−2 − xk−2] + [yk−1 − xk−1] + (k − 1)(b− a) + max(Bk,1, Bk,2))
= ([xk+1 − yk+1] + . . .+ [x1 − y1] + a− b+ max(Bk+1,1, Bk+1,2),
d− c+ k[y1 − x1] + (k − 1)[y2 − x2] + . . .+ 2[yk−1 − xk−1] + [yk − xk]+
k(b− a) + max(Bk+1,1, Bk+1,2))
and so the claim is true for all n.
Lemma 7.28. Let xi, yi, pi, qi ≥ 0. If n 6= k then
(xn, yn) · . . . · (x1, y1) 6= (pk, qk) · . . . · (p1, q1).
Proof. Suppose that (xn, yn) · . . . · (x1, y1) = (pk, qk) · . . . · (p1, q1) where n 6= k.
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Act on a sequence (a, b)(c, d) with both words and equate the second letters
of outputs. By Lemma 7.27 we obtain
[xn − yn] + . . .+ [x1 − y1] + a− b+ max(Bn,1, Bn,2) =
[pk − qk] + . . .+ [p1 − q1] + a− b+ max(Cn,1, Cn,2)
where Cn,1, Cn,2 are terms involving p1, . . . , pk, q1, . . . , qk, a, b, c, d, and
d− c+ (n− 1)[y1 − x1] + . . .+ 2[yn−2 − xn−2] + [yn−1 − xn−1]+
(n− 1)(b− a) + max(Bn,1, Bn,2)
= d− c+ (k − 1)(q1 − p1) + . . .+ 2[qk−2 − pk−2] + [qk−1 − pk−1]+
(k − 1)(b− a) + max(Cn,1, Cn,2).
Solving these equations simultaneously gives
[xn − yn] + 2[xn−1 − yn−1] + . . .+ n[x1 − y1] =
[pk − qk] + 2[pk−1 − qk−1] + . . .+ k[p1 − q1] + (n− k)(b− a).
All values of xi, yi, pi and qi are fixed and we have a free choice for a and b.
Since n − k 6= 0 we can obtain a contradiction in the above equality by an
appropriate choice of a and b.
Hence (xn, yn) · . . . · (x1, y1) 6= (pk, qk) · . . . · (p1, q1) and we conclude that there
are no relations between pairs of words of different lengths.
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We now turn to look at relations between pairs of words of the same length
in Σ(C(B)).
There are infinitely many relations of the form (a, b) · (x, y) = (c, d) · (x, y)
as a consequence of (a, b)(x, y) = (c, d)(x, y) ∈ B. We now try to find a
“canonical”(c, d) so that we may rewrite products (a, b) · (x, y) in a normal
form with a view to obtaining a presentation for Σ(C(B)).
For the relation (a, b) · (x, y) = (c, d) · (x, y) to hold, we must have
(a, b)(x, y) = (c, d)(x, y) which holds if and only if a − b = c − d and
max(b, x) = max(d, x).
Given that the values of a, b, x, y are fixed, max(b, x) is also fixed and this
will determine a range of possible values for d and hence c. Observe first that
we must have d ≤ max(b, x). We now consider two cases:
Case 1: max(b, x) = b > x. Then b = d which forces a = c. In this case we
will say that the word is already in normal form.
Case 2: max(b, x) = x ≥ b. Then 0 ≤ d ≤ x and c = a− b+d. If a ≥ b then
set d = 0 and we obtain (a− b, 0) · (x, y) as the normal form. Otherwise set
c = 0 to obtain as the normal form (0, b− a) · (x, y).
We summarise this as follows:
Lemma 7.29. Every product (a, b) · (x, y) ∈ Σ(C(B)) is equal to precisely
one of the following:
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1. (a, b) · (x, y) where b > x,
2. (a− b, 0) · (x, y) where b ≤ x and b ≤ a,
3. (0, b− a) · (x, y) where b ≤ x and b > a.
Lemma 7.30. The normal forms constructed above are unique.
Proof. Consider (a, b) · (x, y). If b > x then b ≥ 1 as x ≥ 0 and hence this
relation cannot be of type 2 above. We saw earlier that if
(a, b)·(x, y) = (c, d)·(x, y) (for c, d ≥ 0) and b > x then we have (a, b) = (c, d).
Suppose that (p, 0) · (x, y) = (q, 0) · (x, y). Then, by acting on the sequence
α = (0, 0) and equating the outputs we obtain (p + x, y) = (q + x, y) and
hence p = q.
If (p, 0) · (x, y) = (0, q) · (x, y) then again by acting on the sequence α = (0, 0)
we obtain (p+ x, y) = (−q + max(q, x), y − x+ max(q, x)) which gives
x = max(q, x) and hence p = −q. By the non-negativity requirement we
have p = q = 0.
If (0, p) · (x, y) = (0, q) · (x, y) then again by acting on the sequence α = (0, 0)
we obtain (−p + max(p, x), y − x + max(p, x)) = (−q + max(q, x), y − x +
max(q, x)) which forces max(p, x) = max(q, x) and hence p = q.
Applying Lemma 7.30 from right to left to words of length at least two will
give us a normal form for words in Σ(C(B)) which leads us to conjecture the
following:
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Conjecture 7.31. An infinite presentation for Σ(C(B)) is
Σ(C(B)) = 〈(i, j)(i, j ≥ 0)|(a, b) · (x, y) = (a− b, 0) · (x, y)(a, x ≥ b),
(a, b) · (x, y) = (0, b− a) · (x, y)(x ≥ b > a)〉.
7.4 Examples
We conclude this chapter by examining some more examples of Cayley au-
tomaton semigroups arising from infinite semigroups.
Example 7.32. Let R be the infinite right-zero semigroup and let x, y ∈ R.
Then xa = ya for all a ∈ R and so the congruence ∼ defined in Section 7.2
has only one congruence class. By Lemma 7.10 Σ(C(R)) is generated by one
element. By Proposition 3.10 this element is a right-zero. Hence Σ(C(R)) is
trivial.
Example 7.33. Let L be the infinite left-zero semigroup. Then for each
x ∈ L we have that [x] = {x} and so Σ(C(L)) is generated by infinitely many
elements which are all left-zeros by Proposition 3.9. Hence Σ(C(L)) ∼= L.
Example 7.34. Let Z be the infinite null semigroup and let x, y ∈ Z. Then
xa = ya = 0 for all a ∈ Z and so the congruence ∼ defined in Section 7.2
has only one congruence class. By Lemma 7.10 Σ(C(Z)) is generated by one
element. By Corollary 3.11 this element is a zero. Hence Σ(C(Z)) is trivial.
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Example 7.35. Let S = {x1, x2 . . . , y1, y2 . . .} be defined by the relations
xia = x1 and yia = y1 for all a ∈ S and i ≥ 1. Then the congruence ∼ has
two classes, namely [x1] and [y1]. Thus we may take x1 and y1 as generators
for Σ(C(S)). Note also that x · α = (x1)ω and y1 · α = (y1)ω for all sequence
α ∈ S∗. Hence Σ(C(S)) ∼= L2.
Note also that this example is easily extended and we may obtain Ln for any
n ≥ 1.
Example 7.36. Let S be an infinite rectangular band (i.e. a direct product
of a left- and a right-zero semigroup, at least one of which is infinite). Then ∼
has classes [(l1, r1)], [(l2, r1)], [(l3, r1)] . . .. If the left-zero semigroup is finite
then there are only finitely many classes and by Lemma 7.10 Σ(C(S)) is
finitely generated; otherwise Σ(C(S)) is generated by the elements {(li, r1)}
where i ∈ N. In either case, as per Example 3.15, Σ(C(S)) is isomorphic to
a left-zero semigroup.
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Chapter 8
Further Questions
In this final chapter we present some questions which have not been fully
answered in this thesis which may lead to further work in the area of Cayley
automaton semigroups.
In Chapter 5 we considered self-automaton semigroups, defined to be those
semigroups satisfying S ∼= Σ(C(S)) under the map s 7→ s. We commented
in Section 5.1 that this definition is not a direct analogue of the original
definition given by Cain in [7], where a semigroup S was said to be self-
automaton if S ∼= Σ(C(S)) for any isomorphism. A lack of examples of
semigroups satisfying S ∼= Σ(C(S)) but not via the map s 7→ s led to the
use of the more restricted Definition 5.3. However, the question of what is
the “correct”definition of a self-automaton semigroup remains open, and is
recorded below:
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Question 8.1. Do there exist semigroups S satisfying S ∼= Σ(C(S)) but not
under the mapping s 7→ s?
It was noted in Section 5.1 that if such an example exists then it does not have
a faithful left-regular representation. When considering the map s 7→ s in
Chapter 5 we were able to determine precisely when it is injective in Lemma
5.6. In the case of bands, we showed in Lemma 5.9 that the map is always a
homomorphism, and in Lemma 5.14 we generalised this to semigroups where
S2 is a band. However, in Example 5.16 we were not able to make use of
these lemmas to show that s 7→ s was a homomorphism and had to show
this explicitly. This raises the following question:
Question 8.2. For which semigroups is the map s 7→ s a homomorphism?
If an answer to Question 8.2 is obtainable then this, together with Lemma 5.6
would enable us to classify all self-automaton semigroups when we take the
map s 7→ s being an isomorphism as the definition of being self-automaton.
Regardless of what the correct definition of self-automaton is, the natural
question to consider is that of classifying all self-automaton semigroups. Cain
posed this question originally in [7] in the setting of right-actions, but his
suggested answer of bands with square D-classes and every maximal D-class
being a singleton was shown to be false in Example 5.27. In attempting to
classify self-automaton semigroups (using Definition 5.3) we were able to ob-
tain results for the classes of finite bands, monoids and regular semigroups.
All self-automaton semigroups in these classes were shown to be bands with
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faithful left-regular representations, but examples not fitting this classifi-
cation were constructed in Sections 5.3 and 5.4. A complete classification
remains an open problem, which is stated below:
Question 8.3. Is it possible to completely classify the finite self-automaton
semigroups?
The focus of Chapter 5 was on finite self-automaton semigroups. Infinite
semigroups were considered in Chapter 7 and so we may ask at this point if
we can say anything about infinite self-automaton semigroups. Notice that
the proofs of Lemmas 5.6 and 5.9 and Theorems 5.10 and 5.11 did not actually
depend on the semigroup being finite. Thus the results there immediately
translate to infinite semigroups and we see that the infinite self-automaton
bands, monoids, regular semigroups and semigroups with relative left and
right identities are precisely the bands with faithful left-regular representa-
tions. It remains to be seen if other infinite semigroups are self-automaton:
Question 8.4. Is it possible to completely classify the infinite self-automaton
semigroups?
Following on from self-automaton semigroups, Chapter 6 considered Cayley
chains of finite aperiodic semigroups; that is, the sequence of semigroups
obtained by iterating the Cayley automaton semigroup construction. Recall
that for a semigroup S, S0 = S and Si = Σ(C(Si−1)) for i ≥ 1. We showed
that there exist semigroups where the length of the chain is infinite, and that
there exist semigroups with Sn−1 = Sn for every n ≥ 1 (see Proposition 6.3
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and Example 6.5). Currently, there are no examples of Cayley chains with a
non-trivial loop and so we pose the following:
Question 8.5. Does there exist a finite aperiodic semigroup S with Sk = Sk+r
where k ≥ 0 and r ≥ 2?
If such an example exists then the semigroup U = Sk ∪0 Sk+1∪0 . . .∪0 Sk+r−1
would satisfy U ∼= Σ(C(U)) and would be a positive answer to Question 8.1.
Note that such an example cannot satisfy U ∼= Σ(C(U)) under the mapping
u 7→ u as this would force Sk to be self-automaton as per Definition 5.3 and
hence we would have Sk = Sk+1 (this follows from Proposition 3.8 which
states that Σ(C(V ∪0W )) ∼= Σ(C(V ))∪0 Σ(C(W )) for semigroups V and W ).
We know that there exist examples of finite aperiodic semigroups with Cayley
chains of any arbitrary finite length and examples where the Cayley chain
is infinite. We have not seen any way of determining if the Cayley chain is
finite or infinite without explicitly constructing it and so we pose the following
question:
Question 8.6. For a given finite aperiodic semigroup S, is it decideable
whether or not ∆(S) <∞?
In Theorem 6.13 we considered a semigroup T satisfying ∆(T ) = n and
Tn is self-automaton (in the sense of Definition 5.3). We showed that for
a subsemigroup S ≤ T there exists k such that Sk = Sk+1. We see from
this that a negative answer to Question 8.1 would give a negative answer to
Question 8.5.
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Proposition 6.7 showed how the lengths ∆(S) and ∆(T ) of two semigroups S
and T were related to the length of the zero-union of S and T and Proposition
6.15 considered how the length of the chain behaves after a zero element has
been adjoined to the semigroup. Other semigroup constructions (such as di-
rect product, semidirect products, wreath products, normal ideal extensions
and so on) could be considered and so we ask the following:
Question 8.7. Let S, T be semigroups satisfying ∆(S),∆(T ) <∞ and let }
denote a semigroup construction. Is it possible to express ∆(S}T ) in terms
of ∆(S) and ∆(T )?
Before attempting to classify self-automaton semigroups in Chapter 5, we
were able to classify the Cayley automaton semigroups arising from finite
monogenic semigroups in Chapter 4 . One may ask if it is possible to obtain
a similar result for other “nice”classes of semigroup, such as Rees-Matrix
semigroups, regular semigroups, inverse semigroups and so on. We ask the
following question:
Question 8.8. For which classes of semigroup is it possible to completely
classify all such Σ(C(S)) where S is a member of the given class?
Finally, in Chapter 7, we considered Cayley automaton semigroups of infinite
semigroups. Examples 7.32, 7.33, 7.35 and 7.36 showed that the resulting
Cayley automaton semigroup can be either finite or infinite. Lemma 7.10 gave
a sufficient condition for Σ(C(S)) to be finitely generated (but not necessarily
finite). This leads to the following questions:
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Question 8.9. For an infinite semigroup S, under which conditions is
Σ(C(S)) finitely generated?
Question 8.10. For an infinite semigroup S, under which conditions is
Σ(C(S)) finite?
In Section 7.3 we constructed the Cayley automaton semigroup of the bicyclic
monoid. A natural question to ask following on from this is:
Question 8.11. Let
Pn = 〈b1, b2, . . . , bn, c1, c2, . . . , cn|bici = 1, bicj = 0(i 6= j)〉
be the polycyclic monoid of rank n where n ≥ 2. What is Σ(C(Pn))?
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