The literature about partial volume (PV) segmentation of MR images is rather limited, and a general methodology for robustly classifying images with severe partial voluming that works well in all cases, remains an open issue. In this paper, we present a statistical framework for PV segmentation that contains and extends existing techniques. We think of a partial volumed image as a downsampled version of a fictive higher-resolution image that does not contain partial voluming, and we estimate the model parameters of this underlying image using an Expectation-Maximization algorithm. This leads to an iterative approach that interleaves a statistical classification of the image voxels using spatial information and an according update of the model parameters. We demonstrate on simulated data that the use of appropriate spatial prior knowledge, in casu a Markov random field model, not only improves the classifications, but is often indispensable for robust parameter estimation as well. We also present results on 2-D slices of real high-resolution MR images of the brain, and conclude that general robust segmentation of lower-resolution images requires development of spatial models that accurately describe the shape of the brain.
Introduction
The automatic segmentation of medical images is a research topic that has been one of the core problems in medical image analysis for years. Especially the classification of magnetic resonance (MR) images of the brain, aiming to assign each voxel to a specific tissue type, has received considerable attention. However, due to the complex shape of the brain and the finite resolution of the images, a large part of the voxels in brain MR images lies on the border between two or more tissue types. Such border voxels are commonly referred to as partial volume (PV) voxels as they contain a mixture of several tissues at the same time. Niessen et al. [1] showed that consistently misplacing the tissue borders in a 1 mm isotropic brain MR image with only a single pixel in each slice resulted in volume errors of approximately 30, 40 and 60 % for white matter, grey matter and CSF, respectively. The accuracy of methods assigning these partial volumed borders to one single tissue type is therefore questionable, especially when lowerresolution images are used.
Unfortunately, the presence of the PV effect does not only hinder accurate boundary placement in brain MR images. In the automatic segmentation of Multiple Sclerosis (MS) lesions, for instance, misclassification of PV voxels as lesion is a well-known problem. Typically, these false-positives are artificially removed based on a set of experimentally tuned morphologic operators, connectivity rules, size thresholds etc [2, 3, 4] . In recent work, we detect MS lesions as outliers with respect to an automatically fitted model for normal brain MR images, and we suppress PV voxels by an automatically trained Markov random field (MRF) model [5] . While this type of "cleaning up" of classifications works satisfactorily well for the problem of MS lesion segmentation, we have not been successful in discerning PV voxels from truly affected voxels in diseases where the intensity deviations are much more subtle, such as for instance Creutzfeldt-Jakob disease. We therefore believe there is a need to explicitly take the PV effect into account when segmenting brain MR images. However, the literature about this topic is rather limited, and our experience with existing techniques on MR images has been quite disappointing in practice. The difficulties associated with robust PV segmentation are exemplified in figure 1 , that shows the intracranial volume of a PD/T2-weighted image pair of the head (TR 3800 ms and TE 22/90 ms, 20 axial slices, pixel size 1.18 × 1.18 mm 2 , slice thickness 3 mm, inter-slice gap 3 mm), along with its scatter plot and joint and marginal histograms. Because of the relatively high amount of partial voluming in the images, the histograms (figures 1 (d), (e) and (f)) do not show clear peaks corresponding to white matter, gray matter and CSF. It can also be seen from the scatter plot (figure 1 (c)) that the intensity variation of CSF voxels (bright in both channels) is larger than that of white matter (dark in both channels), indicating that intensity variations cannot simply be explained by additive tissue-independent noise. This combination makes determination in feature space of what is partial voluming and what is pure tissue a difficult task. To know what is pure CSF, for instance, one would want to check what the intensity is of voxels in large regions of CSF, such as the ventricles. It is exactly the lack of adequate use of this type of spatial information that we consider responsible for our deceiving results with existing techniques.
Assuming that the intensity distribution of pure tissue voxels is governed by a normal distribution and that all mixing proportions are equally alike in PV voxels, Santago and Gage [6, 7] derived the intensity distribution for partial voluming between two classes. The model parameters, which consist of the mean intensity of the pure tissues, the variance of the noise, and the relative amounts of the pure and the PV tissues, were then estimated by minimizing the distance between the histogram and the model. While Santago and Gage only addressed the problem of estimating the total volume of each tissue in an entire image, their work was extended by Laidlaw et al. [8] to estimate the amount of every tissue in each individual voxel. After fitting the histogram model, the amounts of the pure and the PV tissues were estimated in each voxel, based on its intensity and that of its neighboring voxels. However, Laidlaw et al. did not use the genuine intensity distribution for PV tissues, that depends entirely on the model parameters of the pure tissues, but rather used it as a new, completely independent distribution. Therefore, it is not clear how much of each tissue a voxel that is assigned to a PV distribution actually contains, and the authors heuristically came up with a division rule that is not further justified. In a similar vein, Ruan et al. [9] simply replaced the PV distributions with independent normal distributions for T1-weighted images. After fitting the histogram model, each voxel was uniquely assigned to a pure or a PV tissue using a Markov random field prior with parameters that were experimentally tuned. Since again the meaning of a voxel being classified to a PV distribution is not clear, the authors reclassified the PV voxels as pure voxels using a feature that is highly T1-specific, thereby loosing the notion of partial voluming. It is also worth mentioning the work of Wu et al. [10] , who applied a manually tuned MRF prior to obtain a subvoxel classification of NMR microscopic images after fitting the histogram using Santago and Gage's method. During the model parameter estimation, these approaches discard all spatial information and explicitly assume that all mixing proportions in PV voxels are equally alike. While this yields a simple theoretical model that can easily be fitted to the histogram, results shown in [11] and further in this paper contradict the assumption of equally probable mixing proportions. Also, we have not obtained reliable results on lower-resolution MR images such as the ones shown in figure 1 , where the histogram alone seems insufficient to estimate the model parameters.
In contrast, a number of authors have used the notion that the mixing proportions change "smoothly" over the voxels in real-world images, where "smoothly" is imposed by a MRF model [12, 13, 14] . Assuming that the mean intensities of the pure tissue types are known and that the noise in the images is tissueindependent with known covariance matrix, Choi et al. [12] searched for the maximum a posteriori (MAP) PV segmentation by iteratively looking for the best classification of every voxel based on the intermediate classification of its neighbors, and automatically trained the MRF over the iterations. They also described two heuristic ways to update the mean intensities of the pure tissues, based on thresholds defining what is pure tissue and what not. Pham and Prince [14] proposed a single-channel method that is very similar, with a different MRF that they tune manually and with an updating rule for the mean intensities that relies on some heuristic prior. Finally, Nocera and Gee [13] used a gradient-descent search algorithm to find the MAP segmentation and make the mean intensities spatially smoothly vary to compensate for MR inhomogeneities. None of these methods addresses the problem of estimating the covariance structure of the data. Also, as we will discuss later in detail, a MRF that only imposes smoothness over the voxel contents is totally inappropriate and leads to solutions that are far from the desired one.
In an attempt to come to robust automated PV segmentation that works well in practical settings, we investigate in this paper a general model-based method for PV segmentation that combines the techniques described in the literature into one sound mathematical framework. We extend the wellknown mixture model fitted with the Expectation-Maximization (EM) algorithm, widely used to segment medical images into pure tissues [15, 16, 17, 18, 19] , to explicitly incorporate the PV effect. We think of the partial voluming as being caused by downsampling a fictive higher-resolution image that does not contain partial volume voxels, and model this underlying image as a realization of a prior spatial model, for instance a MRF, that has been corrupted by tissue specific Gaussian noise. We then use an EM algorithm to simultaneously segment this unobserved underlying image and estimate its model parameters based on the original partial volumed data. This leads to a general PV segmentation framework that enables estimation of tissue-specific means and covariance matrices guided by spatial information, while classifying the image voxels at the same time.
This paper is organized as follows. First, section 2 describes the image model that we use, and we derive an EM algorithm to estimate the model parameters in section 3. Section 4 mainly gives quantitative results on simulated data, but also presents results on 2-D slices of real brain MR images. We discuss how the proposed method is an extension of existing techniques in section 5, where we also identify the strong points and remaining weaknesses of the method. Finally, section 6 summarizes our conclusions.
Image model
LetỸ = {ỹ i , 1 ≤ i ≤ I} be an MR image with a total of I voxels, whereỹ i denotes the possibly multi-spectral intensity of voxel i. Suppose that there are K tissue types present in the imaged area. We assume that these tissue types are physically not mixed, but that the imaging at a finite resolution causes voxels to span several tissues at the same time, resulting in partial voluming. Similar to the work of Wu et al. [10] , we explicitly model the continuous non-mixed physical reality by approximating it with a discrete image at a higher resolution than the observed image. During MR acquisition, the contributions of M subvoxels underlying voxel i are modeled to add up to form the intensityỹ i , resulting in a downsampling effect that introduces partial voluming. We now describe this process in a mathematically more rigorous way, illustrated in figure 2 on a 2-dimensional (2-D) example for K = 2 classes and M = 3 2 subvoxels per voxel. Let L = {l j , 1 ≤ j ≤ M · I, 1 ≤ l j ≤ K} be an underlying label image at the higher resolution, indicating the non-mixed tissue type to which each subvoxel site j belongs. This label image is modeled to be drawn from a probability distribution f (L|Φ L ) that is characterized by a set of parameters Φ L ( figure 2 (a) ). In this paper, 3 different models for L will be investigated; for now f (L|Φ L ) remains unspecified.
From the label image L, a high-resolution, non-mixed intensity image figure 2 (b) ). We assume that the intensity y j of subvoxel j is conditionally independent from the intensity of other subvoxels given its tissue label l j , and that it follows a normal distribution with tissuespecific mean intensity µ lj and covariance matrix Σ lj that models the within-tissue intensity variation, i.e.
where G Σ (·) denotes a zero-mean normal distribution with covariance matrix Σ. Finally, the observed imageỸ is obtained by downsampling Y (figure 2 (c)). Let J i represent the set of M subvoxel indices j that are subdivided from the voxel at site i. The observed intensityỹ i in voxel i is then modeled as the sum of the intensities y j of all the subvoxels underlying i, i.e.ỹ i = j∈Ji y j . In voxels where not all subvoxels belong to the same tissue type, this causes partial voluming.
The effect of the downsampling is clearly visible in the histograms of Y andỸ , shown in figure 2 (e) and (f), respectively. In regions of pure tissue type, adding the contribution of all the subvoxels improves the signal-to-noise ratio. However, the price to be paid is that partial volume arises on the borders between tissue types. Let t i be a vector that contains the relative amount of each class k,
, where L i = {l j , j ∈ J i } denotes the set of labels of the subvoxels underlying voxel i. A value of t ik = 1 for some class k means that all the subvoxels underlying voxel i belong to class k, whereas a value of t ik = 0 indicates that i does not contain class k at all. Of course k t ik = 1, ∀i and 0 ≤ t ik ≤ 1, ∀i, k. Figure 2 (d) shows t i1 = 1 − t i2 corresponding to the label image L of figure 2 (a). In the appendix, we show that the intensity probability distribution f (ỹ i | L i , Φ Y ) for a voxel with underlying set of labels L i only depends on the relative amounts t i of each class present in the voxel, and is again governed by a normal distribution:
Figure 2 (f) shows these normal distributions (M + 1 = 10 in total) weighted by the number of times every mixing fraction t occurs in the image, overlayed on the histogram ofỸ . The sum of the 8 normal distributions resulting from the non-pure voxels, i.e. voxels where 0 < t ik < 1, ∀k, is also shown. This is the model for the partial volume voxels, and can have a wide variety of shapes.
Maximum Likelihood parameter estimation
Partial volume segmentation aims to reconstruct the underlying sub-voxel label image L only based on the imageỸ [10] , or, more modestly, to estimate the relative fraction t ik of every tissue type present in a voxel [13, 14, 8, 12] , or at least to estimate the overall amount of every tissue i t ik present in the entire image [6, 7] . However, before these issues can be addressed, the model parameters Φ = {Φ Y , Φ L } need to be estimated somehow fromỸ . In this paper, we estimate the parameters that maximize the likelihood of the data
The underlying higher-resolution image Y is masked by the downsampling process, i.e. we do not know the original intensity of the subvoxels. Similarly, the underlying labels L are even masked a second time by the addition of tissue-specific Gaussian noise to form Y , previous to the downsampling. It is therefore natural to think of this problem as one involving missing data and the Expectation-Maximization (EM) algorithm [20] is an obvious candidate for model fitting. Consider {L, Y } as missing information, opposed to the imageỸ that is directly observed. If the missing data were known, estimation of the parameters by maximum likelihood (ML) would be direct: maximizing the likelihood f (L, Y | Φ) is equivalent to maximization of the log-likelihood
where
is the normal distribution given by equation 1. The ML parameters Φ Y for instance are easily derived as
where I(·) denotes the indicator function. In reality, {Y , L} is hidden, and we only knowỸ . The EM-algorithm, however, provides a theoretical framework that tries to maximize the log-likelihood log f (Ỹ | Φ) by iteratively maximizing the expected value of the log-
, where the expectation is based on the observed dataỸ and the estimated parameters Φ (m) obtained during the previous iteration (m). It can be shown that this scheme provides a sequence of parameters values Φ that increase the likelihood at each iteration [21] . During iteration (m + 1), the parameters Φ (m+1) are searched for that maximize
The EM-update for the intensity parameters Φ
) and this yields, following the same procedure as in equation 3:
Compared to equations 4 and 5 where L and Y were known, we now have to use their expected values.
In the appendix, we show that
where we have used
for notational convenience. Therefore, equations 7 and 8 can be written as
) of all the subvoxel configurations L i with the same relative amounts of tissues t i .
The probabilities
for the underlying label image L, and will now be investigated for 3 different models. For each of these models, the update of the spatial parameters Φ
To restrict the numerical complexity, we only allow two different tissue types to be present in a voxel at the same time. To a first approximation, this assumption seems reasonable in MR images of the brain, and is shared by most of the methods described in the literature [14, 9, 6, 8] .
Model A: no spatial correlation
Consider a spatial model defined on the observed voxels rather than on the underlying subvoxels, whereby the mixing proportions of tissues t i in a voxel has a prior probability that is independent of the actual spatial position of the voxel in the imageỸ :
In other words, the prior probability to have a voxel that is entirely tissue type k is π k , and for every
. Voxels with more than two tissue types at the same time are not allowed. Note that it remains undefined how f (t i |Φ L ) is actually divided over all the underlying label configurations L i that result in t i . However, this is not necessary to calculate the intensity distribution parameters Φ Y since equations 11 and 12 only need f (t i |Ỹ , Φ (m) ), which in this case is given by (13) according to Bayes' rule.
To find the update of the parameters
which yields
To summarize, the EM-algorithm thus iteratively calculates a statistical classification of the voxels based on the model parameters of the previous iteration (equation 13) , and updates the parameters accordingly (equations 11, 12 and 14) . Because the classification is performed for each voxel independently, the algorithm is entirely histogram based, i.e. no spatial information is used to guide the model fitting. Referring back to figure 2, the method tries to fit the histogram ofỸ shown in figure 2 (f) by searching for the appropriate means and covariances and adapting the weight of every individual normal distribution associated with every mixing proportion.
Model B: no spatial correlation and uniform prior
In histogram based partial volume methods, it is common practice to assume that if two tissues mix in a voxel, all mixing proportions are equally alike [10, 9, 6, 8] . This can be imposed by explicitly constraining
This reduces the number of model parameters, but therefore also limits the possible shapes that the intensity distribution for partial volume voxels can have. The ML parameters Φ L = {{π k }{π kk }} are now given by
Model C: Markov random field
Finally, we investigate a Markov random field model for the label image L, defined as
where the summation is taken over the so-called first-order neighbors, i.e. the 4 nearest neighbors in 2-D.
The spatial model parameters Φ L = {β, {a k }} consist of a β that, when positive, favors clusters of the same tissue k, and of tissue-specific prior costs a k that regulate how much of tissue k is globally present in the label image L. In the case of two tissue types, i.e. K = 2, this model is the well-known Ising model [22] . Unfortunately, the calculation of f (t i |Ỹ , Φ (m) ) poses practical problems with this model because the voxels are not independent and therefore equation 13 cannot be used. We therefore resort to the so-called MCEM algorithm [23] to approximate the expectation over the labels L in equation 6 by drawing N samples
where I(·) is again the indicator function. The samples L (m) (n) are drawn using a Metropolis sampler [24] . Suppose that the subvoxel label configurations of all the voxels but voxel i, denoted as L \i , are known. Then we have
and so
To generate a sample L (m) (n+1) starting from L (m) (n), the sampler visits each voxel i, proposes randomly a new label configuration L i and replaces the old configuration L i with the new one with probability
Starting from an initial label image, this scheme generates samples from the distribution f (L |Ỹ , Φ (m) ) after a number of so-called "warm up"-sweeps that are needed to bring the sampler in its stationary regime [24] .
The parameters
Because the denominator in the expression for f (L | Φ L ) (equation 15) is impossible to calculate in practice, we call upon the so-called pseudo-likelihood approximation [25] which gives finally
) is an analytical function of the parameters Φ L = {β, {a k }} from which the first and second order derivatives can easily be calculated. We therefore
Results
We have implemented the method in 2-D in Matlab-code [26] for each of the 3 different spatial models described in section 3. Starting from an initial parameter set Φ (0) , a local maximum of the log-likelihood − log f (Ỹ | Φ) is reached when the iterative updating of the model parameters Φ stops increasing the log-likelihood significantly. However, direct evaluation of the log-likelihood is not possible for the MRF model (model C). Therefore, we detect convergence when
The reason for this is that P (Φ | Φ (m) ) is easier to calculate than Q(Φ | Φ (m) ), which the EM algorithm maximizes in each iteration, and that
which can be shown with Jensen's inequality. Therefore, convergence detected by equation 19 means that the new parameters Φ (m+1) that maximize Q(Φ | Φ (m) ) are not significantly better than the ones from the previous iteration.
We now discuss results obtained on simulated data sets as well as on real MR data of the head. For the MRF of model C we used N = 200 Monte Carlo samples for the simulated data, and N = 400 for the real data. In the first iteration, the label image L was randomly initialized and 100 "warm-up" Monte Carlo sweeps were performed before using the samples to approximate the expectation step (equation 16 and 18) . During the following iterations, we simply took the last sample from the previous iteration as initialization and use the generated samples immediately without "warm-up" fase.
Results on simulated data
We have validated the performance of the algorithm for the three spatial models on data that were simulated according to model C, i.e. where the underlying label image L is modeled as a MRF. Starting from a random initialization, we used 3000 sweeps of the Metropolis algorithm to generate a sample L. Tissue-specific intensity and noise was then added, resulting in Y . After downsampling, we finally obtainedỸ , that was the input for the algorithm.
We simulated data according to several sets of model parameters Φ. For each data set, the three spatial models were fitted starting from the same initialization. The mean values µ k were initialized to the ground truth mean values perturbated with zero-mean normally distributed noise with covariance matrix equal to the average of the ground truth covariance matrices. The covariance matrices Σ k were all initialized as the average covariance matrix multiplied by a factor 5. The spatial parameters were initially set to values that make the prior probability for all pure and mixing tissues equally alike. For model A, the π α kk were initialized uniformly for all mixing fractions α. For each of the simulated data sets, the performance of the algorithm for every spatial model was validated based on quantification and classification errors. Lett ik denote the true fraction of tissue k present in voxel i as calculated from the ground truth label image. ThenV k = it ik is the true total volume of tissue k present in the entire image, measured in number of voxels. Comparing this ground truth volume to the volume V k = i t ik of a label image L estimated fromỸ gives an idea of the quantification error. However, since our algorithm does not produce a single label image L, we calculate the expected quantification error:
where Φ denotes the model parameters estimated by the algorithm. In other words, we compare the expected volume of tissue k to its true value. While the quantification error only looks at global volume differences, we also calculate a classification error that takes errors of the PV estimation within each voxel into account. A voxel i with estimated fraction t ik of tissue k and true fractiont ik has a contribution proportionate to |t ik −t ik | to the error:
Varying intensity overlap between tissues
In a first experiment, we simulated 2-channel data with unequal covariance matrices whose size was varied in order to get a varying intensity overlap between the tissues. We used two classes and a 300 × 300 image grid that we downsampled by a factor 3 so that we finally ended up with a 100 × 100 image with M = 3 2 = 9 subvoxels per voxel. The model parameters used for the simulation were
with r ∈ {1, (3.3) 2 , (6.6) 2 , 10 2 }. Figure 3 shows the simulated data for the biggest intensity overlap (r = 10
2 ) along with the initialization and the results for the three spatial models. In the scatter plots, we have indicated the shape of the normal distributions corresponding to pure tissue voxels by drawing the ellipse corresponding to a Mahalanobis distance of 2.5. Figure 3 The estimated model parameters and the expected fraction of tissue 2 in each voxel ti f (t i |Ỹ , Φ)·t i2 are shown in figures 3 (g) and (h), (i) and (j), and (k) and (l) for model A, B and C respectively. It can be seen that all three methods have found the correct model parameters. However, since the classification of the voxels is only based on the intensity for models A and B, the intensity overlap causes serious classification errors for these models. The result for model C is clearly much better.
The quantitative results for q k and c k given in table 1 confirm these conclusions. The quantification errors q k are small for all models and for all data sets, indicating that the model parameters were always accurately estimated. The MRF however, outperforms the non-MRF methods when it comes to classification accuracy, and the benefit of the MRF is clearer as the intensity overlap increases. Table 2 : Quantitative results for varying relative amounts of pure tissues
Varying relative amounts of pure tissues
In a second experiment, we varied the relative amounts of tissues present in the underlying label image L by assigning different prior costs a k to the classes. Again, two classes were used, the original image grid was 300 × 300, and we downsampled 3 times so that M = 9. The simulation parameters were a 1 ∈ {0, .004, .008, .012}, a 2 = 0, β = 0.85, Table 2 shows the quantification and classification errors for all models, and for every degree of asymmetry between tissue volumes. Again, the MRF of model C consistently gives better classifications than the histogram based methods A and B. However, the most important observation is that model C always provides accurate quantifications, in contrast to the other models that show large quantification errors for the most asymmetric cases. This indicates that the parameters were not correctly estimated by models A and B. the weights of the pure tissue voxels π k to zero, thereby not classifying any voxel in the image as pure tissue. Since there is no restriction on the weights π α kk of each mixing fraction α, the method has simply adjusted these to get a good histogram fit. In model B, shown in figure 4 (e), all the mixing fractions are forced to have the same weight, i.e. π α kk = π kk . As a result, the total intensity model for PV voxels has the typical flat shape that is commonly used in the literature [10, 9, 6, 7, 8] . However, in the ground truth of figure 4 (b) , the mixing fractions are not equal at all and therefore the fit of model B is condemned to fail. Finally, figure 4 (f) shows that model C has correctly found the underlying model parameters. It is important to notice that while the global histogram fit is equally good for all three models, the only correct one is obtained using spatial information.
Varying partial voluming
Finally, we also simulated data for varying amounts of partial voluming, by varying the MRF parameter β. We now used 3 classes and an original image grid of 200 × 200 that was downsampled twice so thatỸ is a 100 × 100 image with M = 2 2 = 4 subvoxels per voxel. The simulation parameters were in this case a 1 = 0.025, a 2 = 0.01, a 3 = 0, β ∈ {0.95, 0.9, 0.85, 0.8},
For the largest value of β, 35% of the voxels were PV voxels, and for the smallest value this was 63 %. Notice that in this case, the intensity of voxels that mix between tissue 1 and tissue 3 is similar to the intensity of voxels that contain tissue 2. Since model A only uses the histogram, and the weights π α kk can freely be adjusted, there is no hope to find the correct underlying model with this method. Depending on the initialization, the algorithm will come up with different parameter sets that all closely follow the histogram, but that are totally wrong. We therefore have not used model A to segment these data sets. Table 3 : Quantitative results for varying partial voluming Table 3 summarizes the results for model B and model C. As in section 4.1.2, the MRF not only helps in improving the classification, but is indispensable to obtain accurate parameter estimates as well. Figure 5 shows the graphical results for the case with the smallest amount of PV voxels (β = 95). The label image L is shown in figure 5 (a) , the resultingỸ in figure 5 (b) , and the histogram with the true parameters overlayed in figure 5 (c) . Clearly, the mixing fractions between tissue 1 and tissue 3 do not all have the same weight, which partly explains why model C consistently performed better than model B in the results of table 3. However, the problem lies deeper than that. Figure 5 (d) , (e) and (f) respectively depicts the initialization, the fitted model B and the fitted model C for the case with the smallest amount of PV voxels (β = 95). While the global histogram fit is equally good for both models, the underlying parameter estimates are only correct for model C. We then repeated the same experiment but with another random initialization, the results of which are shown in figure 5 (g), (h) and (i). Notice that although the initialization was very similar to that of figure 5 (d), the parameters estimated for model B are completely different, although the resulting global histogram fit is virtually indiscernible. For this type of "difficult" data with considerable amounts of partial voluming, the histogram alone does not seem to provide enough information for robustly estimating the underlying model parameters.
Results on real MR data
We also applied our algorithm to some 2-D slices of real brain MR images. The images were automatically corrected for MR inhomogeneities and segmented into white matter, grey matter and CSF without taking the PV effect into account using the method described in [17] . The partial volume fraction of white matter, grey matter and CSF in each voxel of the intracranial volume, formed as the sum of the obtained classification maps, was then estimated with our new algorithm, using M = 2 2 = 4 subvoxels per voxel. From the classification maps obtained from the non-PV segmentation method, we calculated the mean and covariance matrix for each tissue type, and divided these by M to obtain initial parameters µ k . The spatial model parameters were initialized in the same way as for the simulated data of section 4.1.
In our current implementation, the MRF of model C is only 2-D, i.e. the subvoxels are only subvoxels within the plane. This means that borders in the images are assumed to be orthogonal to the slice, and therefore we have only processed 2-D slices of high-resolution MR images taken from the central part of the brain, where this assumption is more or less valid. Figure 6 (a) shows an axial slice of a high-resolution T1-weighted image of the head (Siemens, 3-D MPRAGE, TR 9.7 ms and TE 4 ms, 1 × 1 × 1 mm 3 isotropic voxel size, 160 slices). The histogram is shown in figure 6 (b) , with the initialization obtained from the automatic non-PV segmentation method overlayed. This case is similar to the simulated data set of figure 5 , and as explained earlier, model A cannot be robustly applied because different tissue mixings map to the same intensities. For method B, the fitted model is shown in figure 6 (c) , and the estimated fractions of white matter, grey matter and CSF are depicted in figures 6 (d), (e) and (f) respectively. At first sight, the results seem satisfactory, although the separation between white matter and grey matter is noisy. However, one strange observation is that in example of figure 6 , there is considerably more partial voluming between white matter and CSF than between grey matter and CSF. This is in contradiction to what could be expected because white matter does not border CSF in most brain regions. Figures 6 (g) , (h) and (i) show for each voxel the probability that it is considered as partial voluming between white matter-grey matter, white matter-CSF and grey matter-CSF respectively. Except for a ridge around the ventricles, the voxels that are classified as partial voluming between white matter and CSF lie far away from white matter. This is clearly not correct. Figure 7 shows the result on the same data set when model C was used. From the fitted histogram model, shown in figure 7 (c) , it can be seen that the estimated amount of partial voluming between white matter and CSF is much less than when model B was used. Because now also spatial information was used to estimate the model parameters, the histogram fit is not as tight as with model B. Figures 7 (d) , (e) and (f) show the expected tissue fraction for white matter, grey matter and CSF respectively. Comparing these to figures 6 (d), (e) and (f), it can be seen that the MRF has reduced the noise in the segmentations considerably. The partial voluming between each pair of tissues is shown in figures 7 (g), (h) and (i). The voxels mixing two tissues are now clearly lying on the border between the constituent tissues, in contrast to the results of method B. Also, a small ridge around the ventricles that was previously misclassified as grey matter is now classified as partial voluming between white matter and CSF.
Despite these encouraging results, it should be noted that the MRF model of model C has its own difficulties. In order to demonstrate this, we processed a sagittal slice of another high-resolution T1-weighted image (Siemens Vision 1. show the same for model C. As with the previous data set, model B estimates too much white matter-CSF partial voluming and classifies true PV voxels between white matter CSF as small ridges of grey matter. While the MRF of model C solves these problems, it should be noted that the small details in the cerebellum, where the white matter has many small branches in grey matter, have been erased. Also, the deep gray matter structures that are in reality a mixture of white and grey matter, have been exclusively classified as grey matter, with sharp borders.
Discussion
In this paper, we have described a statistical framework for automated partial volume segmentation. The central idea is that a partial volumed imageỸ can be thought of as a downsampled version of a fictive higher-resolution image Y that does not contain partial voluming. This image Y is modeled as an underlying label image L to which tissue-specific normally distributed noise was added. We estimate the ML model parameters of Y based onỸ using an EM algorithm, which iteratively fills in L and Y based on the current parameter estimates and on the observed dataỸ , and updates the parameters accordingly. This leads to a general PV segmentation framework that simultaneously estimates tissue-specific means and covariance matrices and classifies the image voxels, possibly using spatial information.
Our method is a natural extension of the well-known EM segmentation algorithm that simultaneously estimates the parameters of a mixture model and classifies the image voxels into pure tissue types [15, 16, 19, 17, 18] . Here, the higher-resolution image Y is directly observed instead of its downsampled versionỸ , and the EM algorithm only needs to fill in L during each iteration. This is a special case of the algorithm proposed here, namely when there is only M = 1 subvoxel for each voxel. In this casẽ Y = Y , and the equations 11 and 12 for µ k and Σ k simply reduce to the usual equations for non-partial volume segmentation that can be found in for instance [17] . By allowing more than one subvoxel, partial voluming arises and Y is masked away by the downsampling process, so that it needs to be estimated by the EM algorithm as well.
When model C is used, i.e. the MRF model, our algorithm is also an extension of the PV segmentation methods of Choi et al. [12] , Pham and Prince [14] and Nocera and Gee [13] . Defining a MRF prior on the voxel constituents t i that imposes "smoothness" over neighboring voxels, these methods iteratively assign a mixing fraction t i to each voxel and update the mean intensity of every pure tissue type. However, it is (a)
(g) (h) (i) Figure 6 : Results on an axial slice of a high-resolution T1-weighted image when spatial model B was used: dataỸ (a); histogram with the initialization overlayed (b); histogram fit after model estimation (c); expected fraction of white matter (d), grey matter (e), and CSF (f); estimated probability for partial voluming between white matter-grey matter (g), white matter-CSF (h), and grey matter-CSF (i).
(a) assumed that all the tissues have the same covariance structure, which needs not be the case in real MR images as shown in figure 1 (c) , and the problem of estimating this covariance is not addressed. Also, the tissue proportions t i are treated as model parameters that are estimated during each iteration using some greedy optimization algorithm. Referring to Titterington [27] , this may introduce severe biases in the estimation of the mean intensities. In contrast, our algorithm also estimates tissue-specific covariance matrices, and treats the t i as missing values. Instead of trying to assign one single mixing type t i to each voxel, all possible t i are considered and contribute with a fraction f (t i |Ỹ , Φ) to the parameter estimation. This ensures that no bias on the model parameter estimation is incurred [27] . Furthermore, it allows us to calculate the expected value of quantitative measurements, such as for instance the total volume of a specific tissue type as in section 4, as well as confidence bounds on the measurements as proposed in [28] . We believe these are more meaningful measurements than the one single value obtained from a local optimization algorithm as in [12, 14, 13] . The price to be payed for this is twofold. First, the methods of [12, 14, 13] can attain any value between 0 and 1 for t ik , while this is made discrete to only M + 1 different values in our method. Second, the deterministic schemes of [12, 14, 13] for assigning a value for t i to the voxels during each iteration is much faster than the extensive Monte Carlo sampling that we use. For instance, it took almost 2 hours to segment the 2-D image shown in figure 7 on a modern PC running Linux. While this may seem prohibitively long, especially when full 3-D data sets are processed, the following considerations should be taken into account. Since the models we use are stationary, i.e. do not change over the position in the image, the more voxels in the image, the less samples are needed to estimate the model parameters accurately. Therefore, the model parameter estimation for a full 3-D image need not be more time consuming than for a 2-D image. Also, in the MCEM algorithm [23] that we use now, a whole set of N samples L (m) (n), 1 ≤ n ≤ N needs to be simulated at each new iteration (m) and all the samples from the previous iterations are dropped. Important speed-ups can be attained by using the recently proposed Stochastic Approximation EM algorithm [29] in which all the simulated data are used, gradually discounted with a certain forgetting factor. Further, in the first iterations where the gross parameter adjustments are performed, the number of samples can be much smaller than in the last iterations. Finally, writing the code in for instance C-language instead of in Matlab-code, will further speed things up.
Choi et al. [12] and Nocera and Gee [13] have used a MRF that imposes smoothness of the voxel content t i over neighboring voxels. While this model could be easily used in the framework presented in this paper, we have found it totally inappropriate. The reason is that the t i and the means µ k are estimated at the same time. Imagine a situation where an image with 2 tissues needs to be segmented. In regions of pure tissue 1, t i1 = 1, t i2 = 0 and the expected intensity is M · µ 1 ; vice versa for regions of pure tissue 2. However, by using a MRF that simply imposes smoothness on t i , the optimal solution is given by values of t ik that lie close to 0.5 everywhere in the image, and extreme values for µ k . Some of the normal distributions that model the PV voxels with fractions around 0.5 are sufficient to give a close histogram fit, very similar to the situation shown in figure 4 (d) , and the MRF prior erroneously encourages this solution instead of regions of pure tissue. In contrast, Pham and Prince [14] used a MRF model that besides imposing smoothness, explicitly favors values of t ik close to 0 or 1. However, they had to introduce a heuristic prior on the means to prevent them from taking extreme values, indicating that the MRF caveat might not have been totally solved. In contrast, our method defines an Ising MRF model on subvoxels rather than directly on the voxels, thereby naturally imposing homogeneous regions of pure tissues bordered by PV voxels.
Our method is also an extension of the PV techniques of Santago and Gage [6, 7] , Wu et al. [10] , Laidlaw et al. [8] and Ruan et al. [9] . These methods estimate their parameters by minimizing the distance between the model and the histogram, thereby discarding all spatial information, and assume that when two tissues mix in a voxel, all mixing proportions are equally alike. When model B is used, our method forms an alternative fitting technique for these methods, optimizing the likelihood of the model instead of its distance to the histogram. However, the assumption of equally probable mixing fractions that is so frequently used, lacks any basis. Röll et al. [11] showed the non-uniformity of the probability distribution of mixing proportions when spheres are sampled on a 3-D image grid. From figures 2 (f) and 4 (b), it can be seen that it is also far from uniform for realizations of the Ising MRF model. The uniformity assumption, used in model B, is clearly not flexible enough to segment such data. One obvious choice would be to simply make no prior assumption at all about the probability distribution of mixing proportions, which leads to model A. However, this introduces so many degrees of freedom that the model fitting to the histogram is severely underconstrained. This is even the case when only two tissues need to be segmented as illustrated in figure 4 (d) , and certainly in the T1-weighted images of section 4.2 where grey matter and PV between white matter and CSF have the same intensity. Since our method optimizes the likelihood of the individual voxels, rather than the distance to the histogram as in [10, 9, 6, 7, 8] , more complex spatial models that do not assume content independence between voxels can be used during the model fitting, e.g. the MRF of model C. As shown in section 4.1.2, this allows the mixing proportions to be non-uniform without making the estimation problem underconstrained.
With model C, our method iteratively interleaves a statistical classification of the image voxels using spatial information and an according update of the model parameters. In contrast, the methods in [10, 9, 8] first estimate the model parameters purely based on the histogram, and only subsequently introduce spatial information to classify the images. For the data of section 4.1.1, both approaches are equivalent since the model parameters were equally well estimated for the methods only using the histogram as for the MRF-based method. However, we have shown that on the more "difficult" data of section 4.1.3, with multiple tissues and considerable amounts of partial voluming, using the MRF during the parameter estimation itself is indispensable to obtain reliable results. Because the model is so complex, there are many parameter sets that all provide a close fit to the histogram. What discerns the true solution from the other ones is that it provides a meaningful classification in the images that corresponds to the spatial model. Therefore, spatial information is a prerequisite during the model fitting, and cannot be added afterwards to improve the segmentations in these cases.
We have come to similar conclusions when real lower-resolution MR images such as the ones shown in figure 1 are processed. With model B, we always obtain close histogram fits, but we do not feel confident about the underlying parameters and classifications. We believe that inclusion of spatial information during the parameter estimation is necessary to robustly segment such images, but we have not been able to apply model C on these data because our current 2-D implementation only models borders that are orthogonal to the image plane. Therefore, we plan to implement model C in 3-D so that partial voluming in the third dimension can also be modeled. Additionally, we believe that more research is required to come up with 3-D spatial models that describe the prior knowledge of the shape of the brain more accurately. For instance, it is questionable if a stationary Ising-like MRF model is actually appropriate. In the real MR data, large uniform regions belonging to one tissue type occur as shown in figures 8 (g) and (h), whereas such regions are seeded with many isolated voxels in samples of the MRF model as in figure 3 (d) . In the real MR images of section 4.2, the estimated values for the neighborhood interaction parameter β were very high (1.36 for the data of figure 7 and 1.55 for figure 8), presumably because of the lack of such isolated voxels in the classifications. When lower-resolution images are processed, the data is less clear and the prior model gains more weight, so that such high values might result in an oversmoothing of the segmentations, erasing small details. Also, it can be seen from figure 8 that the image texture in regions corresponding to the cerebellum contains more high-frequent components than tissues in the rest of the brain, and the deep gray matter structures are truly a mixture of white matter and gray matter. However, since there is only one β that is a compromise between the different regions in the image, fine structures in the cerebellum are erased by the MRF and the deep gray matter structures are binary classified to pure gray matter. A non-stationary MRF model, with different parameters in different regions, might be a possible solution. At borders between tissues or at places where two tissues mix, a lower β could be used than inside uniform regions of pure tissue, possibly guided by atlas information as suggested in [14] . We believe that research to improved 3-D spatial models is the key to providing the indispensable prior information that is necessary for robust partial volume segmentation of lower-resolution MR images.
Conclusions
In this paper, we have presented a statistical framework for PV segmentation that contains and extends existing techniques. A partial volumed image is considered a downsampled version of a fictive higherresolution image that does not contain partial voluming, and the model parameters of this underlying image are estimated using an Expectation-Maximization algorithm. This leads to an iterative approach that interleaves a statistical classification of the image voxels using spatial information and an according update of the model parameters. We have demonstrated on simulated data that the use of appropriate spatial prior knowledge not only improves the classifications, but is often indispensable for robust parameter estimation as well. We have also presented results on 2-D slices of real high-resolution MR images of the brain, and conclude that general robust segmentation of lower-resolution images requires development of spatial models that accurately describe the shape of the brain.
Appendix B
We show how E y j | L i ,ỹ i , Φ Y can be derived. Using the same notation as in Appendix A, we have 
To come to the third-last equation, the same technique was applied as the one used in Appendix A. Application of equation 20 then leads to the second-last step.
