Dimensionality reduction has been considered as one of the most significant tools for data analysis. In general, supervised information is helpful for dimensionality reduction. However, in typical real applications, supervised information in multiple source tasks may be available, while the data of the target task are unlabeled. An interesting problem of how to guide the dimensionality reduction for the unlabeled target data by exploiting useful knowledge, such as label information, from multiple source tasks arises in such a scenario. In this paper, we propose a new method for dimensionality reduction in the transfer learning setting. Unlike traditional paradigms where the useful knowledge from multiple source tasks is transferred through distance metric, our proposal firstly converts the dimensionality reduction problem into integral regression problems in parallel. Gaussian process is then employed to learn the underlying relationship between the original data and the reduced data. Such a relationship can be appropriately transferred to the target task by exploiting the prediction ability of the Gaussian process model and inventing different kinds of regularizers. Extensive experiments on both synthetic and real data sets show the effectiveness of our method.
data points in a high-dimensional space into those in a low-dimensional space, is viewed as one of the most crucial preprocessing steps of data analysis. Traditionally, dimensionality reduction methods can be divided into two categories, which are supervised ones [18, 16] including the conventional Linear Discriminant Analysis (LDA) and unsupervised ones [21, 17, 1] including the classical Principal Component Analysis (PCA). In general, the label information is helpful for the dimensionality reduction task [27] . However, in many typical real-world applications, only a small number of labeled data points are available due to the high cost of obtaining them. As a consequence, the performance of the model learned from few labeled data is often not satisfactory.
To alleviate this labeled data deficiency problem [27] , two kinds of learning paradigms have been widely investigated, including semi-supervised learning [27, 20, 24] and transfer learning ( [13] and references therein). Semi-supervised learning can be regarded as an extension of the conventional supervised learning paradigm by augmenting the labeled data set with unlabeled data, such that the local data structure embedded in the unlabeled data can be discovered to boost the learning performance. However, typical semi-supervised learning assumes that both the labeled data and unlabeled data are from the same task. That is, the labeled data and unlabeled data are always assumed to be drawn from the same distribution. Typically, many related data sets in different tasks with different distributions are available, which satisfies the typical setting of transfer learning [13] . In this paper, we consider an interesting scenario often met in real applications that a plentiful label information is available in source tasks, while the data of the target task is unlabeled. The focus of our work is restricted to investigate the dimensionality reduction for the target task in the transfer learning setting.
One major challenging issue of our work is how to transfer useful knowledge from the source tasks to the target task to facilitate the dimensionality reduction of the unlabeled target data. Particularly speaking, we refer to the useful knowledge as the label information, or as the local data structure in each source task. Two most relevant works [23, 26] also handle a similar problem in the metric learning context. In the two methods, the useful knowledge is transferred to the target task by exploiting distance metric learned from multiple source tasks in advance. However, there exists the following potential weaknesses, as two kinds of relationships may not be fully taken into account. One of the potential weaknesses is that the two methods may fail to discover the implicit relationship between the original data and the data in the transformed space, which would be more informative than the distance metric itself. The other is that only considering the relationships on distance metric between tasks would not necessarily reflect the underlying data relationships between tasks which are important concerns in transfer learning [13] . In addition, one significant difference on the problem setting between our work and the two methods is that we assume the data in the target task are unlabeled, while the above two methods assume some of data in the target task are labeled. This kind of problem setting would make our task more difficult.
In order to handle this difficult problem and overcome the potential weaknesses, we propose a new framework named GPDRTL (Gaussian Process for Dimensionality Reduction in Transfer Learning). We firstly convert our problem into integral regression problems in parallel by using the SR method [4] . We then employ Gaussian process for regression [15] to discover the implicit relationship between the original data and the data in the reduced space. In addition, the underlying relationship on data between each source task and the target task can be also indirectly fulfilled by the predictive procedure of the Gaussian process model. In our method, we derives two variants with different regularizers which can be deemed as bridges between each source task and the target task. The utility of the regularizers is to transfer the useful knowledge from multiple source tasks to the target task.
The rest of paper is organized as follows. In Section 2, the related works are discussed. Section 3 discusses the problem setting of our method. In Section 4, the preliminaries including Gaussian process for regression and Spectral regression for subspace learning are introduced. We then present our method including two variants in Section 5. The experimental results on both toy example and real data sets are discussed in Section 6. Finally, we draw a conclusion in Section 7.
Related Works
In this section, we review past research works related to ours, including dimensionality reduction for transfer learning and metric learning for transfer learning.
Recently, Pan et al. [13] invented a new dimensionality reduction method, named MMDE, for domain adaptation by exploiting the Maximum Mean Discrepancy (MMD) criterion. A common feature space is obtained to make the distribution difference between a source task and a target task small. MMDE was extended in [14] to the out-of-sample case. Wang et al. [22] proposed a framework for transferred dimensionality reduction in the clustering context. The selection of the reduced feature space shared by a source task and a target task is determined by the discriminative analysis where the supervised information is derived from the clustering procedure in the target task. Although we also handle dimensionality reduction in transfer learning setting, our problem setting assumes that multiple source tasks are available. It is not an easy task to extend the methods above to the case of multiple source tasks. In addition, the reduced feature space derived from our method is only for the target task but not shared by all tasks.
Zha et al. [23] proposed a metric learning method from auxiliary knowledge. In its framework, two kinds of regularization techniques are employed. One of them is Log-determinant regularization function, where the information-based distance, Bregman divergence, is used to measure the distance between two distance metric matrices. The other one is to exploit the manifold regularization to formulate the local structure and the relationship between distance metric matrices. Zhang et al. [26] proposed a method for transfer metric learning by using task relationships, where the RDML method [11] is extended to the setting of multi-task learning. In this method, the task relationships are formulated to avoid the negative transfer [13] . However, the data relationship between different tasks is not fully taken into consideration. In our method, such a relationship can be easily established by the Gaussian process model.
Problem Setting
Suppose that there are m source tasks T 1 , . . . , T m , and a target task T for dimensionality reduction. For the i-th source task T i (i = 1, . . . , m), we are given the data X i which consists of n i data points {x
with the j-th data point x i j ∈ R D . X i can be then represented by a D × n i matrix. We assume that the data in each source task are labeled. For the target task T , we are given the data X which consists of n unlabeled data points {x j } n j=1 with the j-th data point x j ∈ R D . X can be then represented by a D × n matrix.
Our task is to make dimensionality reduction for the data in the target task. Suppose that the dimensionality of the reduced data in the target task is L (L D). If the transformation matrix for dimensionality reduction is explicitly required, our goal is to obtain a D × L transformation matrix W for the target task with an
. . , L) represents the l-th projection direction for dimensionality reduction. If the transformation matrix is not required, we are directly aimed at obtaining the reduced data of the target task. The reduced data of the target task is represented as Y = {y 1 , y 2 , . . . , y L } where y l (l = 1, 2, . . . , L) is a vector denoting the reduced data in the l-th dimensionality.
Preliminary
In this section, we are concerned with the preliminaries for our method, including Spectral regression for subspace learning and Gaussian process for regression.
Spectral Regression for Subspace Learning
The solution of Spectral Regression for subspace learning [4] (SR) is implemented by converting the dimensionality problem into the regression problem. The SR algorithm mainly includes two steps. The first step is to obtain the reduced data without knowing the transformation matrix for dimensionality reduction. The second step is to formulate the relationship between the original data and the reduced data as a regression problem to derive the transformation matrix. In the following, we introduce the SR algorithm in the context of our problem setting.
For 
The above optimization problem has the following equivalent variation. [10] and Neighborhood Preserving Embedding (NPE) [9] . For the details of choosing H i for these algorithm, refer to [4] . In the SR algorithm, instead of directly deriving a i in Eq. (4.4), we firstly obtain the reduced data y i on one of the projection directions in the i-th source task by solving the eigen-problem in Eq. (4.3). We then perform the second step to obtain a i which satisfies X T i a i = y i . It turns out to be a typical regression problem, i.e., least square problem.
Gaussian Process for Regression
As a probabilistic regression approach, Gaussian Process (GP) model [15] is widely used in machine learning as a nonlinear regression technique. The following is a brief review for Gaussian process for regression. We are given a training set
of n pairs of (vectorial) inputs x i and noisy (real, scalar) outputs y i . We denote X as the training data {x 1 , x 2 , . . . , x n }, and denote y as {y 1 , y 2 , . . . , y n }. The goal of Gaussian process for regression is to compute the predictive distribution of the function values f * (or noisy y * ) at test data x * . We assume that the noise is additive and independent in a Gaussian distribution, such that
where σ 2 is the variance of the noise, and the notation N (µ, σ 2 ) for the Gaussian distribution with mean µ and covariance σ 2 . Gaussian process for regression is a kind of Bayesian method which assumes a GP prior over functions, i.e., a prior of the function values, behave according to
T is a vector of latent function values and K is a covariance matrix, whose entries are given by a covariance function,
where θ θ θ denotes all hyperparameters in the covariance function. The covariance function k(x i , x j ; θ θ θ) encodes one's prior knowledge about the function over the data. A typical covariance function is the Gaussian kernel
where the hyperparameter w ∈ θ θ θ, which is called the width of Gaussian kernel that controls the decay rate of the covariance. The predictive distribution of a GP model for the test data x * is given by [15] :
where
T , such that the predictive value can be represented as
A solution of the GP regression given by Eq. (4.6) is straightforward with a given covariance function k(x i , x j ; θ θ θ). However, it is not easy to define an appropriate covariance function for the regression problem at hand. Thus, in order to make the GP model a practical tool, it is essential to address the problem of learning hyperparameters θ θ θ.
A common choice of the objective function for setting the hyperparameters is the marginal likelihood p(y|X, θ θ θ). For the GP regression, it can be derived as the following form by integrating out f .
The marginal likelihood can be maximized with respect to the hyperparameters θ θ θ by using a gradient descent algorithm. For more details, refer to [15] .
Our Framework: GPDRTL
In this section, we firstly discuss the basic idea of our GPDRTL framework. We then derive two variants for our framework, considering different loss functions and different regularizers in the target task.
Basic Idea
We can see that the first step of the SR algorithm is to convert the problem of dimensionality reduction into a regression problem by obtaining the reduced data without knowing the transformation matrix. Due to the nature of Gaussian process for regression, it is able to serve as the regression solver in the SR algorithm. Therefore, we are accessible to the underlying relationship between the original data and the reduced data in each source task. In addition, the Gaussian process for regression is capable of making prediction for unobservable data. The relationship on data between each source task and the target task can be also implicitly encoded.
In our problem setting, for the i-th source task, we suppose the first L eigenvectors in the eigen-problem (4. .6), for the i-th source task, the predictive value z i lp on the l-th dimensionality of the reduced data of x p ∈ X (p = 1, 2, . . . , n ) in the target task is computed as follows. Since we have L eigenvectors for each source task, without loss of generality, we assume that the eigenvectors are ordered according to the descending order of the corresponding eigenvalues. Our framework is built on an assumption that the l-th eigenvectors of source tasks have a latent relationship with the l-th eigenvector of the target task that can be interpreted as the reduced data of the target task in the l-th dimensionality. That is, we can view our framework as L regression problems in parallel. Particularly speaking, the reduced data of the target task in the l-th dimensionality is correlated with predictions from the GP models for the l-th dimensionality of reduced data from multiple source tasks.
Basically, we consider the objective function of our framework consists of two parts, including the loss function of the target task and a regularizer. Since the data of the target task are unlabeled, the loss function of the target task is defined as a kind of the unsupervised learner. The utility of the regularizer is to help the unsupervised learner to obtain an optimal reduced data by transferring useful knowledge from multiple source tasks to the target task.
Considering different viewpoints of how to transfer the useful knowledge, we derive two variants of our framework. In the first variant, inspired by the idea of smoothness of function [7] , we assume that the reduced data of the target task in the l-th dimensionality smoothly match with the predictive data by the GP models for the data set D i l (i = 1, 2, . . . , m) from the ith source task. The degree of the smoothness can be interpreted as the degree of similarity. We name the first variant as GPDRTL with Function Smoothness Regularization (GPDRTL-FSR). In the second variant, by using the GP model for the target task, we preserve the weight information between the original data in the target task and the reduced data predicted from each source task. Such weight information encodes an implicit relationship between the data in the target task and the data in each source task. Inspired by the idea of modeling task relationships [26] , we design a regularizer to describe both task relationships and the data relationship between each source task and the target task. We name the second variant as GPDRTL with Data and Task Relationship Regularization (GPDRTL-DTRR).
The First Variant: GPDRTL-FSR
Recall that the reduced data in the target task is defined as Y = {y 1 , y 2 , . . . , y L }, i.e., the reduced data in the lth dimensionality is represented as y l (l = 1, 2, . . . , L). Given the l-th dimensionality, the prediction for the reduced data y l in the target task can be obtained by GP models running on the data set D 1, 2, . . . , m) . This idea can be viewed as a kind of the smoothness of function [7] .
. By combining all predictions from the source tasks and the reduced data in the target task, we have
We use f p to denote the p-th column of F. We then invent a regularizer based on the smoothness of function in the following way.
where G is a similarity matrix defined as follows:
where f q ∞f p represents a special relationship between the predictions z where S = R−G is defined as a graph Laplacian matrix, and R is a diagonal matrix whose entries are column sums of G, such that R pp = q G pq .
Now we consider the following objective function for the first variant (GPDRTL-FSR):
where λ is a parameter to control the balance between the two terms. The first part of Eq. (5.11) defines the loss function in an unsupervised way. The reduced data Y in the target task is smoothly controlled by the regularization defined in the second part of Eq. (5.11).
The application of GP, here, is to model the underlying relationship between the original data and the reduced data in each source task. Since the GP model is able to make prediction for the data in the target task, the relationship on data between each source task and the target task is, therefore, automatically and implicitly established. Since S is a symmetric matrix, we are able to handle S as a block matrix, such that S = A C C
T B where
A is an mL × mL matrix, B is an L × L matrix, and C is an mL × L matrix. Due to the specific structure of S, we can see that the block C encodes the relationships between m source tasks and the target task, to which the variable Y is only related. The second part of the objective function (5.11) can be written as follows:
The first part of the objective function (5.11) can be written as follows:
Therefore, the optimal Y and W can be derived by solving the objective function written as follows:
Although the objective function (5.12) is not convex, it can be iteratively optimized with respect to W by fixing Y, and vice versa. In general, the optimization procedure of the problem (5.12) is taken as follows.
Optimizing W when Y is fixed. The objective function (5.11) becomes the following Procrustes problem [8] .
This problem is equivalent to finding the nearest orthogonal matrix W to a given matrix X Y. To find the orthogonal matrix, let the thin Singular Value Decomposition (SVD) of X Y be U ΣV T , such that U is an orthogonal matrix with the size D × L and V is an orthogonal matrix with the size L × L. We then have W = U V T .
Optimizing Y when W is fixed. Let ∂J ∂Y = 0, then we have
Thus, the solution of Y is given by Y = (X T W − λZC)(I + λB)
−1 . The above two steps perform adaptively until the convergence condition is satisfied. The whole optimization procedure of the objective function (5.11) is summarized in Algorithm. 1. Fix Y, solve the Procrustes problem (5.13) with respect to W .
Algorithm 1 GPDRTL-FSR

7:
Fix W , optimize Y by using ∂J ∂Y = 0. space Y for the target task, the loss function described below can be reformulated in a so-called standard multiple GP regression [2] . Here, we use a simplified version of multiple GP regression by stacking up several GP models over each dimensionality.
For this purpose, let the predictive model for the data in the target task x p (x p ∈ X ) on the l-th projection direction be given by
T . By expanding Eq. (5.14) to the case considering all the data x p (p = 1, 2, . . . , n ) in the target task and all the L dimensionalities, we have the following unsupervised GP model.
. We then consider the regularization part of the objective function. In Eq. (5.8), for fixed i and l, we obtain a new data set over the target task. 1 , we learn new GP models over the data x p (p = 1, 2, . . . , n ) in the target task:
where the weights Φ il j can be easily determined by the standard GP regression, and the weight vector is defined as
T . We can consider that U i indirectly depicts the relationship on data over L dimensionalities between each source task and the target task.
Inspired by the idea of modeling the task relationships [26] , we invent a regularizer considering both task relationships and the data relationship between each source task and the target task. The regularizer is defined as follows:
. Ω is a symmetric matrix describing the task relationships. It is defined as follows:
where ω ω ω denotes the task relationships between the target task and the source tasks. If Ω is considered as a Laplacian matrix, the regularizer becomes a kind of manifold regularization [10] defined on the space of Σ. Finally, the objective function of the second variant is:
where the first term defines the loss function over the target task, the second term represents the penalty of the complexity for V. Both λ 1 and λ 2 are positive real parameters to control the balance among the three terms. Since Ω is considered as a Laplacian matrix, we can impose a positive semidefinite constraint for it. The last constraint in Eq. (5.16) is to restrict the scale of Ω. The innovation of this objective function consists in two points. The first one is that we formulate the loss function for the target task in a different viewpoint where the multiple GP regression model is used. The other point is the design of the novel regularizer, considering both task relationships and the relationship on data between each source task and the target task.
In the sequel, we discuss how to solve the objective function (5.16). Although it is not a convex problem, the optimization can be adaptively performed in the following way. 
. Then, tr( ΣΩ Σ T ) can be written as:
Let M be a matrix such that vec(M) = Uω ω ω. We can see that M is a combination of
T . When ω ω ω and σ are fixed, the objective function (5.16) can be written as:
where λ 1 = λ 1 + λ 2 and λ 2 = 2λ 2 . The objective function (5.17) can be solved by an iterative procedure. Note that tr(V T M) can be written as tr(β β β It is easy to prove this lemma by noting that, for any two numbers a and b, we have |a| · |b| ≥ ab. We omit the proof here for brevity.
According to Lemma 5.1, the problem (5.18) can be relaxed as a conventional elastic net problem [28] .
Second, when V is fixed, the optimization problem (5.17) becomes the following problem.
Since we assume the reduced data for the source tasks are orthogonal, it is natural to assume that the reduced data for the target task, Y, has the same property, such that Y T Y = I. Therefore, the problem (5.20) [6] becomes a Procrustes problem [8] . Let the thin SVD of K
formulated as:
The optimization problem (5.21) is an SDP problem, which can be easily solved.
The above two steps perform adaptively until the convergence condition is satisfied. The whole optimization procedure of the objective function (5.16) is summarized in Algorithm. 2. while not convergence and t 1 ≤ T 1 do
for l = 1 to L do
8:
Fix Y, ω ω ω and σ, solve the elastic net problem (5.19) with respect to β β β l . 
end while
13:
Fix V and Y, solve the SDP problem (5.21) with respect to ω ω ω and σ.
14: t = t + 1 15: end while
Experimental Results
In this section, we empirically study our two variants, GPDRTL-FSR and GPDRTL-DTRR, on the artificial data sets and real world data sets. We use CVX solver 2 to solve the SDP problem (5.21), and use GPML 3 to implement the Gaussian process model.
Toy example
We first generate a toy data set to conduct a "proof of concept" experiment before we do experiments on the real data sets. The toy data sets are generated as follows. Suppose we have three types of tasks including type 'A', Type 'B' and Type 'C'. For the type 'A' task, we have data of two classes drawn from Gaussian distributions, as shown in . For the type 'C' task, the distributions of two-class data follow the type 'B'. However, their class labels are different, as shown in Fig.  1c . We examine GPDRTL-FSR and GPDRTL-DTRR in three cases. In the first case, we have the following task sequence { type 'A', type 'A', type 'A' }. The task sequence of the second case is defined as follows { type 'A', type 'B', type 'A' }. The task sequence of the third case is { type 'C', type 'B', type 'A' }. In the three cases, the first two tasks are deemed as source tasks, and the last task is considered as the target task. In each source task, the class labels of data are available, while the data in the target task are unlabeled. We can see that the two source tasks and the target task are very similar in the first case, while both two source tasks are different from the target task in the third case. Our goal is to derive a projection direction in the target task from 2-dimensional space to 1-dimensional space, expecting that the data of two classes on the direction can be separated well. Note that the following parameters are set for the toy example, e.g., m = 2, D = 2, L = 1, c = 3. For each source task in the three cases, supervised Linear Projection Preserving (LPP) is exploited in the SR algorithm to obtain the reduced data. In the first case, it is shown in Fig. 1d that two projection directions predicted by GP models for two source tasks are almost the same, because the target task is very similar to two source tasks. Fig.1e shows the results of our two variants and PCA in the first case. We can see that our two variants are obviously superior to PCA. The reason would be that the useful knowledge from two source tasks are well transferred to the target task.
In the second case, since the distribution of the second source task is different from that of the target task, we can see from Fig.1f that the direction predicted by GP models for the second source task is worse than that predicted from the first source task. However, it is shown in Fig.1g that GPDRTL-DTRR almost keeps the best performance. Although GPDRTL-FSR still outperforms PCA, the predictive direction of GPDRTL-FSR seems to be a tradeoff between the predictive direction from the first source task and that from the second task. The reason is probably that the regularizer for the smoothness of function restricts the reduced data in the target task to be similar to the two directions predicted by GP models for two source tasks.
In the third case, Fig. 1i shows that the performance of GPDRTL-FSR becomes worse compared with its performance in the second case shown in Fig. 1g , as the direction for dimensionality reduction is more prone to be a vertical one. The reason is probably that the distributions of both two source tasks are different from that of the target task, so that the predictive directions by GP models from two source tasks, as shown in Fig.  1h , are worse than those shown in Fig. 1f . Therefore, we may have an implication that GPDRTL-FSR may require that distributions of source tasks are more likely to be similar to that of the target task. It is shown in Fig. 1i that GPDRTL-DTRR still outperforms other methods. The reason is probably that the task relationships are delicately modeled in GPDRTL-DTRR, such that it is able to mitigate the negative effect incurred by irrelevant tasks [25] .
Experiments on real data sets
In this section, we perform experiments on the real data sets to evaluate the effectiveness of our proposals. In our experiments, we compare GPDRTL-FSR and GPDRTL-DTRR with the following typical methods: k-means (KM), PCA+kmeans (PCA+KM), TCA [14] and TDA [22] . The two methods [23, 26] are not compared due to their problem settings which, unlike ours, assume a few data in the target task are labeled. We use two metrics, clustering accuracy (AC) [24] and F1-Score [5] , to measure the clustering performance. For each data set, we repeated the experiments for 10 trails, and report the averages and standard deviations.
Recall that the useful knowledge from multiple source tasks we define in our paper includes either label information or the data local structure. In our experi- The results on wine data set ments, Linear Discriminant Analysis (LDA) and supervised Local Projection Preserving (LPP) are employed in the SR algorithm to obtain the reduced data of each source task. Note that the supervised LPP algorithm is able to preserve the local structure of data by using label information. The parameter settings of GPDRTL are listed as follows. The value of balance parameter λ in GPDRTL-FSR is set to be 100. The values of balance parameters λ 1 and λ 2 in GPDRTL-DTRR are set to be 0.01. The value of c in the objective function (5.16) of GPDRTL-DTRR is set to be the total number of tasks. Since the objective function of our two variants are solved iteratively, we prescribe the maximum number of iterations as T = T 1 = 10. For the parameter settings in supervised LPP, we used weighted 5-nearestneighbor for constructing the graph. In addition, the Gaussian kernel function was used, setting decay rate to be 5.
When supervised LPP is exploited in the SR algorithm, we examine the performances when the reduced dimensionality varies. When LDA is used in the SR algorithm, the reduced dimensionality in the target task is set to be the number of classes minus one. Note that the TCA and TDA methods consider only one source task and one target task. For the ease of their comparison with other methods, we simply combine multiple source tasks as integral source data. Due to the discriminative characteristic, TDA can be only used to compare in the case where LDA is employed in the SR algorithm.
Experiments on Wine Quality Data Set
The wine data set 4 is about wine quality including red and white wine samples. The 11 features include objective tests, e.g., PH values, and the output is based on sensory data. The labels are given by experts with grades between 0 (very bad) and 10 (very excellent). We observe that only the grades from 3 to 8 are shared by both red wine and white wine. Therefore, we extract records with grades from 3 to 8 as the data sets used in our experiment. In total, we have 1599 records for the red wine and 4893 for the white wine. Each task is treated as the target task and the other task as the source task. We denote Wine-R by the data set where the red wine is regarded as the target task, and Wine-W by the data set where the white wine are regarded as the target task.
Experiments on 20 News Group Data Set
We performed another experiment on the 20 Newsgroups corpus 5 , which consists of approximately 20000 newsgroup documents collected evenly from 20 different newsgroups. The documents from serval different topics of newsgroups are related. For example, the newsgroups rec.sport.baseball and rec.sport.hockey are relevant to recreation. According to the typical setting of transfer learning, we employed the strategy from [5] to construct the data sets in the following way. First, we applied The results on the NG1 data set the typical pre-processing steps [19] : (1) removed stop words; (2) ignored file headers; (3) selected top words by mutual information. In our experiments, we selected top 100 words as features. For each task, we then randomly selected 400 documents for a given upper level category, i.e., sci and talk. Specific details of the data set NG1 are described in Table 1 . We denote NG1-i (i = 1, 2, 3, 4) by the data set where the i-th task from NG1 is regarded as the target task and the remaining tasks are the source ones. 
Analysis on Results
The results on the wine data set are shown in Fig. 2 . It is illustrated in Fig.2a , Fig.2b , Fig.2d and Fig.2e that GPDRTL-DTRR outperforms other methods significantly when the reduced dimensionality varies from 8 to 2. The reason why GPDRTL-DTRR is superior to GPDRTL-FSR is probably that the distribution of red wine records is different from that of white wine records, such that the projection directions predicted by GP models for source tasks are different from the optimal directions in the target task. However, GPDRTL-DTRR is able to model the task relationships automatically, such that it may not suffer from the distribution difference. As shown in Fig. 2c , GPDRTL-DTRR keeps the best performance on ACC and F1-Score.
The results on the NG1 data set are shown in Fig.  3 . For the case where supervised LPP is used in the SR algorithm, it is presented in Fig. 3a, Fig. 3c, Fig. 3e and Fig. 3g that the performances of GPDRTL-DTRR are better than those of other methods in most cases. It is shown in Fig. 3a and Fig. 3g that GPDRTL-FSR is superior to the previous methods. However, in other cases, we observe that the performances of our two variants are slightly improved or even worse compared with others. It is probably that supervised LPP is not be effective to obtain optimal reduced data for the NG1 data set, so that the underlying relationships from source tasks between the original data and the reduced data may not be much helpful for the target task. We can see that GPDRTL-FSR performs well in the cases as shown from Fig. 3i to Fig. 3l. 
Conclusions
In this paper, we investigate a new problem for dimensionality reduction in transfer learning setting, where the class labels are available in multiple source tasks and the data in the target task are unlabeled. We firstly convert the problem of dimensionality reduction into integral regression problems. By using the Gaussian process model, we are able to discover the underlying relationship between the data in the original space and the reduced data in each source task. The relationships on data between each source task and the target task can be also modeled indirectly. We invent two variants, GPDRTL-FSR and GPDRTL-DTRR, by considering different loss functions and regularizers. The experimental results show the effectiveness of our methods.
