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A  number  of  computational  models  have  been  proposed, 
implementing this choice mechanism for binary decisions (see 
next section for multi-alternative decision models), in a variety of 
ways. One of these models, often labeled the drift–diffusion model 
(Stone, 1960; Laming, 1968; Ratcliff, 1978; Ratcliff and Rouder, 
1998; Ratcliff and McKoon, 2008), treats evidence accumulation as 
a stochastic process, in which a single variable tracks the cumula-
tive difference between the momentary stimulus support for one 
hypothesis and the support for the competing hypotheses. A close 
relative of this model (Mazurek et al., 2003), and the variant of the 
diffusion model we consider here, has been used to model physi-
ological data. This model employs two accumulators racing each 
other to a decision criterion. Each accumulator is excited by the 
evidence for one alternative and inhibited by the evidence for the 
other via feed-forward inhibition. These models that are driven by 
relative evidence can be distinguished from the classical accumula-
tor, or what we will call the race model, in which only positive evi-
dence for each alternative accumulates in a race toward a decision 
bound (Vickers, 1970; Brown and Heathcote, 2008). A third type of 
model, including the leaky competing accumulator (LCA) model 
(Usher and McClelland, 2001; Bogacz et al., 2007, see also related 
attractor models; Wang, 2002; Wong and Wang, 2006; Albantakis 
and Deco, 2009) also assumes one accumulator for each alternative, 
but the accumulators compete with each other via lateral inhibi-
tion and are subject to leakage or decay of accumulated activation.
These models differ in a number of dynamical properties that 
affect the weighting of the evidence across time and the temporal 
range of evidence integration. These dynamic properties have 
sometimes been investigated in tasks where the experimenter 
controls the duration of a stimulus observation period, with 
responses required immediately at the end of this period. This 
IntroductIon
Models of decIsIon MakIng and evIdence IntegratIon
Decision making in daily activities, such as identifying a word or 
finding a flatmate, most often requires a choice among multiple 
alternatives. Nevertheless, most of the research on the neural basis 
of decision making so far has focused on binary choice, both in 
experimental psychology (Laming, 1968; Link and Heath, 1975; 
Ratcliff, 1978; Vickers, 1970; Usher and McClelland, 2001; Ratcliff 
and Smith, 2004; Bogacz et al., 2006; Ratcliff and McKoon, 2008) 
and in neuroscience (Heekeren et al., 2004; Gold and Shadlen, 
2007; Ratcliff et al., 2007; Wang, 2008; Albantakis and Deco, 2009; 
Donner et al., 2009; Rorie et al., 2010). This research has shown that 
the decision making mechanism takes multiple samples of noisy 
evidence and integrates them to a response criterion, determining 
both what alternative is chosen and the timing of the decision. 
This mechanism gives a natural explanation for the speed–accuracy 
tradeoff (observers can trade speed for accuracy: with more time 
available, one can take more samples of the evidence, resulting in 
more accurate decisions), and it can produce optimal decisions 
(fastest mean-RT for a specified error-rate; Wald, 1947; Gold and 
Shadlen, 2001, 2002; Bogacz et al., 2007). Furthermore, neurophysi-
ological evidence for this mechanism has been reported, showing 
that neurons in area LIP exhibit ramped activity that corresponds 
to the integrated evidence. In a perceptual decision making task 
using the free-response paradigm, wherein participants respond 
(and thereby stop the presentation of evidence) at a time of their 
own choosing, the physiological evidence supports the assump-
tion that responses occur when the accumulated evidence reaches 
a fixed criterial level or integration bound (Hanes and Schall, 
1996; Horwitz and Newsome, 2001; Shadlen and Newsome, 2001; 
Roitman and Shadlen, 2002).
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doi: 10.3389/fnins.2011.00063version of the decision task is sometime labeled the interrogation 
paradigm (Bogacz et al., 2006). The use of an integration bound or 
decision criterion is assumed by all models for the free-response 
paradigm, in which participants respond when they feel ready. For 
the interrogation paradigm, however, the inclusion of a bound 
can truncate evidence accumulation prematurely, leading to sub-
optimal performance. Indeed, it has often been assumed that there 
is no decision bound in this case, and the decision is made in 
favor of the accumulator with the highest activation at the end 
of the observation interval (Ratcliff, 1978; Usher and McClelland, 
2001; Brown and Heathcote, 2008). Under this assumption, the 
race and diffusion models are identical (up to a rescaling of the 
noise level), as they predict a uniform integration of the evidence 
across time. The LCA can function in one of three modes, depend-
ing on the balance between evidence-leak and lateral inhibition 
(Usher and McClelland, 2001; Bogacz et al., 2007). As illustrated 
in Figure 1A, when the leak is stronger than the inhibition, the 
LCA is leak-dominant; evidence accumulated early in an obser-
vation period tends to leak away, so that the choice tends to be 
determined by information coming late in the stimulus observa-
tion interval (recency). When the inhibition is stronger than the 
leak, the process is inhibition dominant (Figure 1B). In this case, 
information coming early in the observation period can give one 
accumulator an advantage, thus determining the choice outcome 
(primacy). The third regime holds in the special case that leak and 
inhibition are in a perfect balance. In this case, information from 
all time points receives equal weight, and the process exhibits 
neither recency nor primacy.
The race and diffusion models can account for primacy in 
interrogation paradigms, if it is assumed that participants actually 
do employ a decision bound in the interrogation paradigm, such 
that evidence accumulation stops when the bound is reached, if 
this occurs before the end of the stimulus observation period 
(Ratcliff, 2006; Kiani et al., 2008). We follow Bogacz et al. (2006) 
in calling such a boundary an absorbing boundary, since the con-
sideration of evidence is assumed to cease when this boundary is 
reached (i.e., the trajectory sticks at boundary). We follow Kiani 
et al. (2008) in using the term bounded diffusion model when 
the bound is applied to the relative evidence variable of the dif-
fusion model, and we use the label bounded-race model for the 
corresponding version of a race model, when these models are 
applied to the interrogation paradigm. In addition to predicting a 
primacy effect (as reported in Kiani et al., 2008), this assumption 
allows these models to account for experimental data showing 
bounded accuracy with increasingly long stimulus durations in 
the interrogation paradigm (Ratcliff, 2006), as the decision bound 
effectively limits stimulus integration.
In the LCA model, a limitation on temporal integration can 
result from the effects of leak and inhibition, even in the absence 
of an absorbing decision boundary. While such a boundary is 
used in the LCA to model data in the free-response paradigm, 
it is not needed to account for the leveling off of accuracy in the 
interrogation paradigm (Usher and McClelland, 2001), and the 
model assumes that observers continue to integrate as long as the 
evidence presentation continues. The LCA does, however, include 
an important non-linearity, in the form of a floor on activation 
(called a reflecting boundary by Zhang et al., 2009) that prevents 
activations from becoming negative, as we shall discuss in more 
detail in the next section.
The aim of the present article is to develop an experimental 
protocol that can distinguish the predictions of these models. We 
focus on the bounded diffusion and bounded-race models and 
contrast their predictions with those of the LCA (The attractor 
models of Wang, 2002; Wong and Wang, 2006; Albantakis and Deco, 
2009 are like the LCA but more complex; we will return to con-
sider them in the discussion). We use a task in which participants 
must choose between more than two alternatives. This requires an 
extension of the models to the multi-alternative situation, which 
we now consider.
Models of MultI-alternatIve choIce
The first step in extending the models to multi-alternative choice is 
to assume a separate accumulator for each alternative (see Figure 2). 
Within the LCA or the race model, this extension is straightforward 
(Vickers, 1970; Usher and McClelland, 2001; Usher et al., 2002; 
Brown and Heathcote, 2005, 2008).
In the n-choice race model, each alternative is assigned to a 
separate accumulator, and each accumulates evidence according 
to the following stochastic differential equation:
dx I m m = +N( , ). 0 σ   (1)
Here the quantity dxm represents the change in activation of 
accumulator m, Im represents the external input, and N(0, σ) repre-
sents processing noise thought to be intrinsic to the accumulators. 
This noise process, included in all the models, is assumed to be 
Gaussian, with 0 mean and SD σ.
In the n-choice LCA, each alternative is also assigned to a sepa-
rate accumulator. The property of relative evidence integration is 
achieved through lateral inhibition, and the accumulators are also 
Figure 1 | Leaky competing accumulator activations in a binary task, in 
which the total evidence to both alternatives is equal, but is modulated 
in time, so that the first accumulator (dashed line) receives more 
evidence at the beginning (first 12 frames), while the second one (solid 
line), receives more evidence at the end (last 4 frames). (A): leak 
dominance (leak = 0.022, inhibition = 0.01); (B): inhibition dominance (leak = 0, 
inhibition = 0.025). In the first case, the accumulator receiving more evidence 
at the end would be chosen; in the second, the accumulator receiving more 
evidence at the beginning would be chosen. Reproduced from Usher and 
McClelland (2001).
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There are a number of other possible ways to extend the diffu-
sion models to multiple choice (Churchland et al., 2008; Bogacz, 
2009; Ditterich, 2010), and we will consider several of these in our 
Section “Discussion.” Here we focus primarily on the three models 
described above (illustrated in Figure 2), using the names race, dif-
fusion, and LCA. Note that in our analysis we will examine the role 
of an absorbing decision bound in both the race and the diffusion 
model, but as in earlier work no such bound will be employed in 
our analysis of the LCA model.
These models differ in the efficiency with which they utilize 
stimulus information (i.e., the level of accuracy that can be achieved 
by accumulating information corrupted by a given level of noise 
for a given amount of internal time; e.g., Usher and McClelland, 
1995; Figure 7). It is hard to distinguish them on this basis, however, 
because the level of noise in the process is not known, and must be 
treated as a free parameter. We demonstrate here that it is possible 
to distinguish the LCA from the other models on a different basis, 
namely, the ways in which they are affected by changes in evidence 
over time and by correlations and anti-correlations in the evidence 
for the different alternatives.
usIng non-statIonary evIdence to dIstInguIsh between choIce 
Models
Our effort to distinguish the models relies on a protocol in which 
the stimulus contains non-stationary evidence (see also Usher and 
McClelland, 2001; Huk and Shadlen, 2005), such that there are 
intervals with stronger and weaker evidence for each of the three 
alternatives (Figure 3). We will consider choices among three alter-
natives whose average evidence is the same (i.e., they are equally 
attractive on average), but the evidence for two of the three options, 
A (blue) and B (green) is temporally correlated (or similar) and 
anti-correlated with the evidence for the third option C (red).
To obtain such a process, we create two evidence phases that 
alternate back and forth within a trial. At the beginning of each 
trial, one phase is chosen at random, and then the phases alter-
nate at random intervals, with the likelihood of alternating phase 
increasing with the duration of the current phase (the result-
ing phase duration distribution from this stochastic process is 
depicted in Figure 4). Within each phase (1 or 2) there is a mean 
value of the evidence for each alternative m (designated μm1 and 
μm2; Table 1) and Gaussian noise with SD 0.1429 is added to the 
instantaneous value of the evidence (in the examples of Figure 3 
the input noise was reduced to 0.075, to facilitate the graphical 
presentation).
subject to leakage. The activation level of accumulator m is updated 
with each simulation time-step according to:
dx I kx x m m m i
i m
n
= − − +
≠ ∑ β σ N( , ). 0   (2)
x t x t dx m m m ( ) + = ( ) ( ) 1 Max 0, + .
Here k is the leak, β the inhibition, and the other terms are 
as before. The Max-function in the second line of the equation 
implements a lower bound or floor imposed on the activations. 
It differs from the (upper) absorbing boundary in the bounded 
diffusion and race models because integration is not terminated 
when the bound is reached. Indeed, because the activation of 
the accumulator may possibly grow positive as subsequent evi-
dence comes in, this lower bound is called a reflecting boundary. 
The inclusion of the reflecting bound was motivated by the fact 
that neural activity can never go below a minimum level (Usher 
and McClelland, 2001, p. 14 and Appendix A; see also Bogacz 
et al., 2007).
For the special case when k = β = 0, the LCA reduces to a classical 
race or pure accumulator model as long as all activations are greater 
than 0. When k and β are both non-zero but equal, the leak and 
inhibition are said to be balanced, and the linearized 2-alternative 
version of this model is equivalent to the classical drift–diffusion 
model (Bogacz et al. 2006).
It  is  less  obvious  how  to  extend  the  diffusion  model  to 
multi-alternative choice. One approach has been suggested by 
Niwa and Ditterich, 2008 (see also Roe et al., 2001 for a similar 
scheme). For the case of three alternatives, three accumulators 
race toward a common decision criterion. The input to each 
accumulator, however, is the net evidence signal for that accu-
mulator, defined as the evidence for the alternative the accu-
mulator represents minus the evidence against it, which is in 
turn defined as the average of the evidence for the other two 
alternatives. Accordingly, the differential equation for the m-th 
accumulator is1:
1In the Niwa and Ditterich (2008) model, the noise variance is input dependent. 
Here we use a simpler variant of this model, with input-independent noise variance.
Figure 2 | Neural implementation of perceptual choice models for the 
interrogation paradigm (top row): Pure race model; (middle row) Niwa 
and Ditterich (2008) diffusion model; (bottom row) LCA model (usher 
and McClelland, 2001). Green arrows correspond to excitation and red to 
inhibition. Blue “tears” represent leakage in the LCA model.
Table 1 | The stimulus condition used in the simulation study.
  Option A  Option B  Option C
μ1  μ2  Avg.  μ1  μ2  Avg.  μ1  μ2  Avg.
0.8  0.4  0.6  0.8  0.4  0.6  0.4  0.8  0.6
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Each simulation time-step corresponded to 13.3 ms (or 1 frame on a 
75-HZ refresh rate monitor). The stimulus duration was uniformly 
chosen from the range 375–750 time-steps (or 5–10 s). Note that 
the duration of the last phase is truncated by the end of the trial, 
making the distribution of last phase durations different from the 
distribution shown in Figure 4.
Accumulator initialization and choice policy
In all three models, accumulators were initialized at 0 at the start 
of each simulated trial. For race and diffusion, if the bound was 
reached, the accumulator that reached the bound was chosen as 
the response on that trial. When the bound was not reached, or in 
the LCA where there is no bound, the alternative chosen is the one 
that is most active when the stimulus input is terminated.
Information integration in the three models
Race. The race model involved three independent accumulators. 
Each of them (m) was updated according to Eq. 1 above.
Only three free parameters are needed in this model: The SD of 
the processing noise (σ), a stimulus sensitivity parameter s, and the 
activation value corresponding to the upper absorbing bound, A. 
In accordance with our behavioral experiment, the inputs Im vary 
in each time frame due to signal noise according to a Gaussian with 
mean s × μmi (with μmi corresponding to the evidence for alterna-
tive m during phase-i (Table 1) and with SD = s σin: Im ∼ N(s × μmi, 
s × σin), where s is a sensitivity parameter that multiplies luminance 
levels to map them into accumulator input (note the processing 
noise sigma is not multiplied by s). In all simulations s = 1, except 
for the simulation in Figure 8, where it was a free parameter (to fit 
experimental data) with its optimized value of s = 1.33. The behav-
ior of the model as the absorbing bound A is varied is the focus of 
many of the simulations, and the range of values considered with 
be discussed as we present the simulations.
Diffusion. The diffusion model was implemented using the same 
processing noise, sensitivity, and absorbing bound parameters as 
in the race model. The activation state of each accumulator m was 
updated according to Eq. 3. Similar to the race model the sensitiv-
ity parameter s was held constant at 1 except in the simulation of 
Figure 8, where the optimized value was s = 1.09 and, as with the 
race model, the behavior of this model as A was varied is discussed 
as we present the simulations.
Leaky competing accumulator. In most of the simulations, the LCA 
model was implemented using five free parameters including β, k, 
and σ, which stand for the values of inhibition, leak, and process-
ing noise (see Eq. 2). The inputs Im are computed as N(s × μmi + I0, 
s × σin), where s is a sensitivity parameter as before and I0 is an 
additive input affecting all of the accumulators. This last param-
eter modulates the degree to which the model is affected by the 
reflecting boundary at 0; when the value of I0 is large, activations 
tend to remain positive, avoiding the reflecting boundary. In some 
of the simulations (Figure 6), we only varied the first three LCA 
parameters, while the other two were set to I0 = 0.3 and s = 1. In 
Figure 8 I0 and s were free parameters and their optimized values 
were 0.1 and 1.22 respectively.
Below we present computer simulations that examine the pre-
dictions of the three models on the choice between these three 
alternatives. As we will see the models make distinct predictions 
about the probability to choose the dissimilar alternative, motivat-
ing an experiment that we then use to test these predictions.
MaterIals and Methods
coMputer sIMulatIons
Evidence alternation protocol
The transitions between the two phases of evidence (Tables 1 
and 2; Figure 4) are based on a Markov process with a transition 
rate that increases at long intervals. In particular after staying to 
phase j for n time-steps the probability of switching to phase k is 
p(n) = 5 × 10−5 × n. This transition formula resulted in the distri-
bution of phase durations that is shown in Figure 4. Within each 
phase, for each alternative m, Gaussian noise with SD σin (set to be 
0.1429 – the value used in the experiment reported below – cor-
responding to variability in evidence on a time scale faster than the 
characteristic Markov switch time), was added on top of the mean 
value of the evidence (designated μm1 and μm2, see Figure 3, for an 
illustration of the input and Table 1 for the exact mean values that 
were used). The evidence values were restricted between 0 and 1, 
which correspond to minimal and maximal brightness values (in 
the RGB scale), in the subsequent experiment.
Figure 3 | The non-stationary evidence to three alternatives in a single 
trial with 7 s duration. The evidence includes Gaussian noise on top of a 
changing baseline. A-blue, B-green, C-red (evidence reversals are marked by 
vertical black lines).
Figure 4 | Density distribution that determines the time of switching 
from one phase to the other (see Figure 3).
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inconsistent–easy,  consistent–hard,  and  consistent–easy,  where 
consistent indicates that the evidence favors one of the alterna-
tives at all time (consistent evidence), and inconsistent that the 
evidence favors different alternatives at different times. The other 
three filler conditions have two or more alternatives with equal 
integrated values. As the manipulation relevant to these fillers is not 
the focus of this investigation we do not report the choice results 
for these conditions (but see Discussion), and we provide their full 
specification in the Appendix (Table A1).
Observers
Sixteen participants recruited from the University College London 
subject pool were tested over two sessions.
Stimulus
The brightness was non-stationary, based on a stochastic transi-
tion between two phases. In phase 1, the brightness of each patch 
(m) was sampled (at each time frame) from a normal distribu-
tion, N(μm1, σin), while in phase 2 it was sampled from N(μm2, σin) 
(σin = 0.1429), where the μm1,2 values, for each option (m) and 
condition, are shown in Table 2. One of the four patches (D) was 
so dim that it was virtually never chosen, with the effect that the 
experiment effectively involves only three meaningful choice alter-
natives. The extra dim spot was added to balance the positions of 
the meaningful alternatives around the corners of an imaginary 
square. For the dim patch (D), the brightness fluctuation SD was 
only 0.01. The screen positions of the A, B, C, and D alternatives 
were randomized.
Each trial started randomly with either phase 1 or phase 2. The 
transition times from the one phase to the other were selected 
from the distribution in Figure 4 (see also Figure 3 for an input 
example, in the correlation condition). In total, for each condi-
tion, 50 trials were presented (25 at each session). At the critical 
correlation condition the integral of the evidence had the same 
average across the two regimes. However, because the duration 
of the trials is limited, a small imbalance can occur, such that the 
alternative(s) that receive(s) more support at the beginning also 
receive(s) the most support on 65% of the trials. In the other four 
conditions (called predominance conditions), A was always the 
brightest option. These conditions differed in (a) the margin of 
Model fitting
For optimization we used the toolbox developed by Bogacz and 
Cohen (2004), which estimates the parameters of a model based on 
least squares. The advantage of the method employed by Bogacz and 
Cohen (2004) is that it extends the multi-dimensional simplex algo-
rithm in order to better handle noisy functions (simulation-based 
models). The cost function that the optimization routine minimizes 
is defined as: cos [( )/ ] , t e m n i
N
i i i = ∑ − =1
2 where mi are the statistics of 
the model, ei the statistics obtained from the experiment and N 
the number of the statistics that are fitted. A normalization factor, 
ni, is introduced for each statistic i. This is to ensure that all data 
points contribute equally to the cost function despite differences 
in the scale across the statistics. As described in detail in Bogacz 
and Cohen (2004), the selection of the value of the normalization 
factor varies across the different stages of the optimization process 
to maximize efficiency. During the initial stages of the optimization 
process (i.e., searching for starting points and first optimization), 
ni takes the value of the average value of the empirical statistics 
(ei). At the final stage of the process (i.e., tuning of parameters) ni 
becomes the SD of statistic i, obtained after running the model with 
the same parameters 10 times. In order to compare the quantitative 
fits of the three models we used the Bayesian information criterion 
(BIC), which takes into account both the goodness of fit and the 
complexity of the model. The BIC penalizes the extra free param-
eters much more strongly than other similar measures (e.g., Akaike 
information criterion). The BIC is computed as ln(σε)2 + (k/n)ln(n), 
where (σε)2 is the error variance, k is the number of free parameters 
and n is the number of data points.
experIMent
A total of eight conditions were interleaved in the experiment. Each 
condition involved four alternatives of varying brightness, with 
mean brightness specified for each of the two phases. The critical 
condition was the correlation condition previously discussed and 
illustrated in Figure 3. Seven filler conditions were also used. Here 
we report only the four of the filler conditions which were such 
that there was always one alternative with the highest integrated 
evidence (treated as the correct response and used to determine the 
participant feedback). The precise stimulus value in the critical con-
dition and the four conditions with a correct response are shown in 
Table 2 (the three remaining filler conditions are given in Table A1 
Table 2 | The experimental conditions.
Conditions  Option A  Option B  Option C  Option D
  μ1  μ2  Avg.  μ1  μ2  Avg.  μ1  μ2  Avg.  μ1  μ2  Avg.
Correlation  0.8  0.4  0.6  0.8  0.4  0.6  0.4  0.8  0.6  0.1  0.1  0.1
Predominance-  0.55  0.3  0.425  0.3  0.5  0.4  0.3  0.4  0.35  0.1  0.1  0.1 
inconsistent–hard
Predominance-  0.7  0.6  0.65  0.4  0.7  0.55  0.4  0.2  0.3  0.1  0.1  0.1 
inconsistent–easy
Predominance-  0.6  0.7  0.65  0.55  0.4  0.475  0.2  0.4  0.3  0.1  0.1  0.1 
consistent–hard
Predominance-  0.8  0.6  0.7  0.3  0.5  0.4  0.4  0.2  0.3  0.1  0.1  0.1 
consistent–easy
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constrain the total presentation time to be such that it gives an 
equal amount of time to the two phases of evidence. In Figure 5 
(left panels) we show the response of the pure race model – the 
model that simply accumulates incoming information. We consider 
two contrasting cases: In the first, the stimulus starts with evidence 
that favors alternatives A and B. In the second, the stimulus starts 
with evidence that favors C.
One can observe that, toward the end of the observation period, 
the activations of the accumulators converge, since all receive the 
same amount of input overall. At earlier integration times, how-
ever, one can see intervals where one of the correlated alterna-
tives {A or B} dominates or where the uncorrelated alternative C 
dominates. If an absorbing bound is reached before the end of the 
observation period (as assumed by Kiani et al., 2008), one finds 
that the likelihood of the dissimilar option to win is approximately 
0.5, since the A and B activations (red and blue) are almost iden-
tical and therefore will be equally likely to cross the criterion at 
about the same time and thus split their wins. If extra noise (not 
correlated with the evidence) is introduced, then the likelihood 
to choose the dissimilar alternative decreases toward the chance 
level (0.33).
In the middle and right panels of Figure 5, we present the 
response of the diffusion model and the non-linear inhibition 
dominant LCA (β = 0.019, k = 0.015), using the same two exam-
ple stimulus sequences that were used for the race model in the 
left panels.
The activations for the diffusion model correspond to the dif-
ferences between the activations of the accumulators in the race 
model. Looking directly at these differences, one can clearly observe 
moments in which either C or one of {A or B} dominates the choice. 
Again, since the total evidence to the three accumulators is equal, 
the three diffusion processes end up at the same level. If an absorb-
ing bound is reached, this is likely to favor the alternative associated 
with the stimulus presented at the beginning of the trial; on average, 
then, C is likely to be chosen about 50% of the time. As before, with 
higher noise C may be chosen less than 50% of the time.
The situation is different for the non-linear LCA, when inhibi-
tion is larger than leak so that the process is inhibition dominant. 
Here in the right panels we observe a clear advantage for the dis-
similar option, C. Due to the non-linearity at zero activation, the 
low evidence phases of the anti-correlated option C are not sup-
pressed as much as they would be in the linear diffusion model or 
if their activation were allowed to go below 0. Also, since A and B 
are low when C is high, while A and B are both high together, the 
mutual inhibition causes A and B to suppress each other when they 
are high, while when C is high it receives no such suppression. This 
asymmetry allows the activation of C to rise more quickly than the 
activations of A and B, and tends to give C an advantage over A and 
B. As a result, within a particular range of parameter values, the LCA 
predicts a tendency to decide in favor of the dissimilar option more 
than 50% of the time, independent of whether the stimulus starts 
with A/B (as in the top panel) or with C (as in the bottom panel). 
As we shall see in more detail below, this phenomenon – an order-
independent dissimilarity advantage – is not exhibited by either of 
the other models under consideration, but can be exhibited both 
by human participants and by the LCA.
evidence supporting the A alternative (ranging from 0.025 to 0.30) 
and (b) whether the advantage for the A alternative was consist-
ent throughout the trial or was reversed in one of the two phases. 
Note the margin of evidence was lower overall in the inconsistent 
conditions, compared with the consistent conditions.
Although the stimuli were presented on a monitor without 
applying a Gamma correction, the measurement of the monitor 
non-linearity with a photometer showed that the deviation from 
linearity was very small in the range (0.4–0.8). Gaussian noise 
added to the stimulus value could cause brightness to fall above 
0.8, however, and the largest brightness value allowed was 1.0. See 
the Section “Appendix” for details and for simulations that show 
that the results are not affected by the monitor non-linearity.
Procedure
The sessions were run on different days with a maximum of a week 
difference. Before the beginning of the experiment a brief explana-
tion of the task was given and the participant was presented with 
5–10 examples of the stimulus. The input values for these trials were 
randomly chosen. Immediately after the introductory trials, 25–50 
trials sampled from the experimental conditions were presented 
for practice (the introductory and practice trials were given in the 
first session only). The practice period ended when no error-beeps 
occurred for five consecutive trials (see below), but no earlier than 
25 trials and no later than 50 trials. The main experiment had 200 
trials per session (400 trials overall) and 8 conditions (50 trials for 
each condition). The 200 trials for each session were broken into 5 
blocks (40 trials each). Trials within each session were randomized 
across all eight stimulus conditions. After each block participants 
were shown their accuracy score up to that point in the experiment 
and took a short break (1–5 min).
Each trial began with the presentation of a fixation cross. After 
1 s, four patches appeared on the screen around the fixation cross, in 
a square formation. The brightness of each patch fluctuated across 
time (the brightness was updated every 13.3 ms, corresponding to 
the frame rate of the monitor) and the participants had to select 
the patch that was the brightest overall (see Figure 7). The dura-
tion of the stimulus presentation was chosen randomly from a 
uniform distribution between 5 and 10 s. Upon termination of the 
stimulus presentation the participants had 1 s to make a response. 
If the participant failed to respond within this interval, a “Response 
deadline missed” screen was shown and the next trial started. For 
incorrect responses (in the predominance conditions, see Table 2) 
the participants received negative (error) feedback (beep sounds). 
For correct responses in these conditions and for trials in the corre-
lation condition no feedback was given. The correct option in each 
trial was defined based on the average input brightnesses (average 
of μ1 and μ2, in Table 2).
results
sIMulatIon study
We start with an informal illustration of the models’ choice pat-
tern with two example stimuli chosen from the correlation condi-
tion which is shown in Figure 3. Input parameters and simulation 
protocol is described in Section “Materials and Methods.” To keep 
the illustration simple, no processing noise is used (σ = 0; but we 
vary σ in the formal simulations below) and the stimulus noise is 
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sion boundary for the diffusion model (Figure 6, left) and the race 
model (Figure 6, middle). For the LCA, we plot the fraction of 
C-choices as a function of the ratio between leak (which was fixed 
at k = 0.0457) and inhibition, which varies in the range (0.00043, 
0.08571) (Figure 6, right). For each model we show three curves. 
The green curve corresponds to the trials where the initial evidence 
favors the dissimilar option C, the blue curve is obtained from the 
trials in which the early evidence favors the similar options A and 
B; the red curve is the average of the two other curves.
For low levels of processing noise, we observe that in most mod-
els, the total fraction of C-choices is at the 50% range for some range 
of parameters (red lines, top panels) while with higher processing 
noise the mean preference for C can go below 50% (red lines, bot-
tom panels). In both the race and the diffusion models, we observe 
that the fraction of C-choices is above 50% when the evidence starts 
favoring C (green lines), and below 50% when the evidence starts 
favoring A and B (blue lines), which is consistent with the fraction 
of trials that have more A/B or more C evidence, overall. Note that, 
while true chance level is 33%, a 50% baseline is predicted by any 
model that decides on the basis of a random sample of momentary 
evidence, as the correlated alternatives are splitting their wins. On 
the other hand, since for the stimuli used here, the fraction of tri-
als that have C predominance in trials that start with C is 0.65, a 
perfect integrator should converge to this choice value. Indeed this 
value is reached with high decision boundary values in both the 
race and diffusion models.
In order to demonstrate these differences in the conditions that 
are in force in our behavioral experiment, we present a second simu-
lation study. We ran simulations with stimuli of the type illustrated 
in Figure 3, driving the accumulators with inputs in accordance 
with the visual stimulation protocol used in the behavioral experi-
ment. Note that the trials in the behavioral experiment differ from 
the single trial illustrations in Figure 5, where the total duration of 
the stimulus was set up to result in equal amount of time for the 
two phases. As noted in Section “Materials and Methods,” with a 
stimulus starting with one type of evidence, and then switching at 
random intervals, and with the trial ending at an independently 
chosen time, the evidence associated with the first event is more 
likely to be larger overall (this bias weakens and eventually dis-
appears as the total length of the observation interval increases). 
For the protocol used in the experiment, the proportion of tri-
als that have C predominance in trials that start with C is 0.65. 
However, note that the degree of preponderance is moderate: the 
ratio between the integrated evidence corresponding to the two 
phases (A/B vs. C) only ranges in the interval 0.9–1.1.
We ran sets of 2000 simulation trials with such stimuli, for each 
of the three models (race, diffusion and LCA) with no process-
ing noise (σ = 0; Figure 6, top panels) and high processing noise 
(σ = 0.6; Figure 6, bottom panels). For the race and the diffusion 
model, we examined the impact of an absorbing decision bound-
ary (Kiani et al., 2008); if the decision criterion is reached before 
stimulus termination, the evidence is not integrated after that 
time. We varied the boundary over a wide range to understand its 
Figure 5 | Single trial activations for race (left panels), diffusion (middle 
panels), and LCA (right panels) for initial evidence supporting [(A,B) (top 
panels)] and supporting [(C) (bottom panels)]. The same two random 
streams (top/bottom panels) of evidence were used for all the models shown in 
this figure. Blue and red curves show the activations for the two correlated 
options (A,B) while the green curve shows the activation for the anti-correlated 
option (C). The processing noise (σ) is zero while the stimulus noise is reduced 
to 0.04.
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C-choice is made on more than 50% of trials. This occurs in the 
diffusion model for low decision boundary (left of the vertical black 
line, at bound =42, in the left panels of Figure 6). The low deci-
sion boundary strongly favors stimuli with larger initial support. 
It especially favors C, however, because the diffusion associated 
with the dissimilar option (Figure 6, left panels) raises with higher 
rate (green curve) and thus it is more likely to hit the decision 
boundary at the beginning of the trial than when the trial begins 
with greater support for the similar options A/B, which mutually 
suppress each other and thus have lower slopes. These differences 
produce the result that, averaging over trials where the evidence 
supports C first and those where it supports A and B first (red 
curves in left panels) the probably of choosing C can be greater 
than 50%. Crucially, though, the probability of choosing C is never 
above 50% in trials where the evidence associated with A and B 
is stronger at the beginning, so that the model never exhibits the 
order-independent advantage for C that we can observe in the LCA 
model. Thus a distinctive prediction of the non-linear LCA is that 
P(C) can exceed 50%, both for the trials when C starts with stronger 
evidence, as well as for those when it starts with weaker evidence. 
This prediction takes place for low additional noise (σ) and with 
inhibition moderately stronger than leak (close to the gray vertical 
line in Figure 6, right panel).
To summarize, we have explored a novel input protocol for 
three-alternative choice in which the evidence is non-stationary 
and temporally modulated, and which allows us to examine the 
An important deviation from the primacy pattern shown by the 
race and diffusion models occurs in the non-linear LCA, where we 
see an order-independent advantage for the dissimilar alternative. 
With low noise, and when the inhibition-leak imbalance is small 
(Figure 6, top right panel, range between vertical black lines), the 
probability of choosing C is independent of whether the initial 
evidence favors Figure 6C (green curve) or Figures A,B (blue 
curve) and is higher than 50%. This arises from the advantage 
that the dissimilar option gains from the non-linear dynamic as 
previously discussed in relation to the single trial trajectories in 
Figure 5.
The area to the right of the gray vertical line corresponds to 
inhibition becoming more than a little bit stronger than leak. Here 
the green (strong evidence for C at the beginning) and blue (weak 
evidence for C at the beginning) are initially both maintained above 
50%, but start to progressively diverge as the relative strength of 
inhibition increases further. Eventually for inhibition much higher 
than leak, the LCA shows a strong primacy (large difference between 
green and blue lines), like in the diffusion/race models. For the LCA 
as well as the other models, the impact of an increase in processing 
noise is to push the fraction of C-choices down, toward the 33% 
chance level (Figure 6, bottom panels). In summary, we see that 
with low levels of processing noise, and in a particular range of the 
ratio between inhibition and leak, the LCA shows an advantage for 
the uncorrelated alternative over the correlated alternatives, even 
when the uncorrelated alternatives receive stronger activation at 
the beginning of the trial.
Figure 6 | Predictions for the bounded diffusion and race models and the 
LCA model with zero (σ = 0, top) and high (σ = 0.6, bottom) levels of 
processing noise. The green curve shows the choice probability for (C) in trials 
when it is favored at the beginning; blue shows the same when (A,B) are 
favored at the beginning, and the red curve is the average of the other two. For 
the diffusion model (left panels) and the race model (middle panels) these 
probabilities are graphed as a function of the decision boundary position. For the 
LCA (right panels) they are shown as a function of the inhibition/leak ratio.
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inconsistent conditions (paired t-tests: p < 0.001 in both condi-
tions); however, accuracy in both of these conditions was relatively 
low. For the consistent–hard and consistent–easy conditions, where 
the correct option dominated at all moments in a given trial, the 
subjects achieved very high accuracy. In particular, there was a big 
discrepancy between inconsistent–easy and consistent–hard, in 
favor of the latter condition [22 ± 13% SD; t(15) = 6.46; p < 0.001]. 
This large difference in accuracy indicates that consistent informa-
tion (i.e., evidence not reversing in time) has a positive impact on 
choice accuracy beyond what would be expected based simply on 
the integrated evidence advantage for the correct alternative; this 
advantage is 0.025, 0.1, 0.175, 0.3, in the four filler conditions, I–H, 
I–E, C–H, C–E, respectively.
Turning  now  to  the  correlation  condition  (Figure 8,  right 
panel), we see that the participants chose the dissimilar option 
(C), more than 50% of the time when the stimulus starts with a 
C-phase (p < 0.01), and, equally important, that they still chose 
C close to 50%, even when the stimulus starts with an A/B phase 
(and when C has only a 0.35 likelihood to receive more input 
than A or B).
As we shall see below, there are large individual differences across 
participants. Nevertheless, it may be useful to consider how well the 
different models can fit the data averaged across all participants, 
as a starting point for understanding how well the models capture 
participants performance in this task. We fitted the race, diffusion, 
and the LCA models to the data shown in Figure 8 (see Materials 
and Methods for details on the optimization technique). For the 
race and diffusion models we varied three parameters: decision 
criterion, processing noise (σ), and sensitivity (s), while for LCA we 
varied leak (k), inhibition (β), input sensitivity (s), I0, and process-
ing noise (σ). The results of the fits are shown as colored lines in 
Figure 8 while the optimized parameters and the BIC values for 
each model are given in Table 3.
effect of temporal correlations in the evidence for the various 
alternatives. We showed that the LCA (with inhibition > leak) can 
predict an advantage beyond 50% for the dissimilar option, which 
is independent of evidence at the stimulus onset and is a result of 
inhibition dominance, combined with non-linear dynamics. This 
distinctive pattern – the probability of choosing the dissimilar 
option more than 50%, independent of order of presentation – 
distinguishes the LCA from the race and diffusion variants. Both 
of these patterns are examined in the following experiment.
experIMent
The experimental protocol closely parallels the simulation protocol. 
Stimuli corresponded to four circular patches of fluctuating bright-
ness (Caspi et al., 2004; Ludwig et al., 2005), and the participants 
were asked upon stimulus termination to select the patch that was 
the brightest overall (Figure 7).
The evidence protocol and the conditions are described in the 
experimental methods. The first four conditions correspond to 
stimuli with evidence that favors a predominant alternative (two 
with consistent and two with inconsistent evidence), while the fifth 
condition corresponds to the correlated evidence discussed above 
(see Table 2).
Figure 7 | The time course of an experimental trial.
Figure 8 | The average choice for the best (A) option for the first four 
conditions (left) and the choice of the dissimilar (B) option, in the 
correlation condition (right). Experimental results are shown with black 
circles (error bars correspond to 95% CI) while model fits with dashed lines 
(Red-LCA; blue-diffusion, green-race).
Mean choice
The choice pattern did not change across the two sessions [the 
session factor was not significant in a 2 (consistent/inconsist-
ent) × 2 (easy/hard)× 2(sessions) repeated measures ANOVA: 
F(1,15) = 0.99, MSE = 0.008, p = 0.34], and thus all the results 
we report are collapsed across the sessions. A paired-samples 
t-test was also conducted to compare the preference for C (anti-
correlated alternative) in the correlation condition, across the 
two sessions. There was no significant difference in preference 
for C in session 1 (M = 0.53, SD = 0.20) and session 2 (M = 0.58, 
SD = 0.19); t(15) = −1.13, p = 0.28. The mean choice pattern (aver-
aged across the 16 participants) in the five conditions in Table 2 
(see Experimental Method) is shown in Figure 8. The left panel 
(symbols with error bars) shows the mean accuracy for condi-
tions 2–5 (predominant conditions), in terms of probability to 
choose the predominant (A) option. The right panel shows the 
choice likelihood for the dissimilar alternative C, in condition 
1(correlation). We observe that, on average, the participants chose 
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beginning of stimulus presentation. Each o-symbol corresponds to 
the mean choice pattern of a participant and error bars correspond 
to 90% confidence intervals.
The red-diagonal line in Figure 9 indicates the range of choice 
patterns expected if the choice mechanism is not sensitive to the 
initial evidence. Eight out of 16 subjects conform to that pattern 
and for five of them in the top right, P(C) is significantly greater 
than 50% in both conditions. The other eight participants (in the 
upper-left quarter) showed an increased preference for C when it 
received stronger input in the beginning. The magenta cross [at 
point (0.35, 0.65)] indicates where the preference of a perfect inte-
grator should lie since, given the limited duration of the trials, the 
options that receive strong evidence in the beginning will receive 
While all the models account for the general choice pattern 
(accuracy increasing in the filler conditions from I–H to C–E), 
and a preference for the dissimilar alternative in the correlation 
condition, they differ in their quantitative goodness of fit. The LCA 
has the lowest BIC scores (this includes a penalty of 3.58 for 2 extra 
degrees of freedom) of 26.4, followed by the diffusion model with a 
BIC of 29.2, and last is the race model with the BIC of 33. According 
to Raftery (1995, Table 6) BIC differences that are between 2 and 
6 points provide positive support (0.75 < p <= 0.95) for the model 
with the lowest BIC score, while differences between 6 and 10 give 
strong support (0.95 < p <= 0.99). As one can see in Figure 8, the 
better fits of the LCA are due to the fact that it is the only model 
that does not overestimate the accuracy in the inconsistent–easy 
condition and does not underestimate the preference for the dis-
similar alternative, P(C), in trials that start with evidence favoring 
A/B. Unlike the LCA, the race and the diffusion model require a 
low decision bound to obtain good fits. This low bound results 
in a strong primacy pattern (Kiani et al., 2008). A primacy pat-
tern with approximate magnitude of 10% (i.e., smaller magnitude 
compared to the diffusion model with boundary, which predicts a 
primacy of 20%), is present in the data of the inconsistent condi-
tions. For example, in the I-E and I-H conditions the accuracy, 
when the trial starts with evidence supporting the correct option 
is 69 and 72%, respectively, compared to 58 and 62% when the 
trial starts with evidence supporting the incorrect alternative (both 
ps < 0.05). This excessive primacy pattern leads the race and diffu-
sion models to strongly underestimate P(C) in trials starting with 
contrary evidence.
Unlike the race and the diffusion model, the LCA accounts for 
primacy as a result of moderate inhibition dominance, without 
the need for an absorbing decision bound, and is able to better 
account for the choice data in the correlation condition. The BIC 
advantage for the LCA is only moderate relative to the diffusion 
model. Furthermore, the choice-preference for the dissimilar 
alternative in the correlated condition is subject to significant 
individual differences. Thus, it is possible that the average choice 
is not the best measure to use in assessing how well the models 
can capture the performance of individual participants. In the 
next section we examine how the various models can account 
for these individual differences.
Individual differences in the correlation condition
In Figure 9 (upper-left) we report the C-choice pattern for each 
participant in a 2D plot, in which the x-axis corresponds to the 
preference for the dissimilar option, P(C), in the trials where A/B 
received stronger input at the beginning of the trial, while the y-axis 
Table 3 | Model parameters to optimized fits (Figure 9).
  Model parameters
Mode l  Leak,   inhibition,   Additive input,   input sensitivity,   Processing noise,   Decision boundary,   BiC
  k  β  I0  s  σ  A
LCA  0.11  0.061  0.1  1.22  0.25  –  26.4
Diffusion  –  –  –  1.09  1.42  28.6  29.2
Race  –  –  –  1.33  1.08  89  33
Figure 9 | individual choice for the dissimilar alternative, P(C), in the 
correlation condition of the experiment (upper-left) and in the models 
(others panels). Open-circles show the fraction of C-choices for each 
participant (error bars are 90% confidence intervals). The pink cross at (0.35, 
0.65), indicates where the preference of a perfect integrator should be, based 
on the input statistics. The model predictions are shown with cyan.
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prediction. The five “low-noise suspects” (participants with data 
in the upper-right quadrant) should have a higher accuracy in the 
predominant trials, compared with the three “high-noise suspects” 
[those near the center of the figure, with P(C) close to 50% regardless 
of the identity of the first stimulus]. This prediction is confirmed: 
83% (±7%) vs. 73% (±6%), for low-noise vs. high-noise suspects, 
respectively. As illustrated in Figure 9, the diffusion and the race 
models cannot account for the C-choices of the eight participants 
on the diagonal. As Figure 8 suggests, diffusion and race both predict 
that when C initially receives stronger evidence it will be preferred 
more than when A/B receive stronger initial evidence. Therefore 
both the models are restricted to the upper-left quarter of Figure 9.
Finally the third group of subjects (in the upper-left quadrant) 
show a primacy pattern which can be explained qualitatively by all 
three models, with the race slightly worse for the two data points 
near (x = 0.4, y = 0.8). The LCA can encompass a wider range of 
patterns, spanning the participants whose performance falls near 
y = 0.5 in Figure 9. The choice values for these participants are 
consistent with the LCA model with moderate noise and stronger 
inhibition dominance (inhibition right of the second black line in 
Figure 6, right-bottom panel).
In order to better understand how the LCA parameters affect 
the choice pattern, in the simulation presented in Figure 9 (left-
bottom panel), we replot in Figure 10 the LCA predictions with a 
color code that reflects the inhibition/leak ratio (a), the absolute 
leak value (b), and the noise level (c). One can observe several 
regularities: (i) recency dominance (inhibition much weaker than 
leak) is associated with the area near the (0.5, 0.5) location (blue, 
left panel), (ii) strong inhibition dominance is associated with the 
stripe near the negative diagonal in the upper-left quadrant (red 
in left panel, blue in the middle panel), (iii) balanced or moderate 
inhibition dominance and low noise (yellow in left panel, blue in 
right panel) is associated with the area near the diagonal in the 
upper-right quadrant. Points in this vicinity are associated with a 
tendency to choose the dissimilar alternative, with no dependency 
on the early evidence, and (iv) high processing noise (red areas 
on the right panel) is associated with the region near the main 
diagonal in the lower left quadrant (noise reduces the probability 
to choose the dissimilar option). These findings are consistent with 
the analysis of the simulation study presented earlier (Figure 6).
more total evidence 65% of the time. We next examine how the 
three choice models can account for these individual differences 
in the choice of the C alternative.
Model predictions (for the race, diffusion and the LCA, indicated 
by cyan dots on the figure) were generated by systematically vary-
ing the parameters in each model. For the diffusion/race models 
this involved varying the variance of the Gaussian noise, σ, and the 
evidence value corresponding to the decision criterion on a 2-D 
grid. For these two models noise was varied in the interval (0.1, 
4) with increments of 0.1 while the threshold was varied in the 
interval (5, 400) with increments of five for the diffusion and in the 
interval (10, 1600) with increment 40 for race. Overall 3200 points 
were derived for each of these models. For LCA, the predictions in 
Figure 11 were derived using two sets of simulations. In the first 
set we varied four parameters (a 4-D grid): inhibition (0–0.384, 
step = 0.024), leak (0–0.192, step = 0.012), I0 (0–2, step = 0.5), 
and processing noise σ (0–3, step = 0.5). In the second set of LCA 
simulations, I0 was constant at 0.3, processing noise σ was set to zero 
and six levels (three low and three high) of leak were used (0.0076, 
0.0051, 0.0038, 0.0305 0.0457, 0.0610). For each leak level, inhibi-
tion started equal to leak and increased with a step of 0.00014 for 
150 values. This set of parameters was chosen on the basis of the 
simulations reported above, as well as novel exploratory simula-
tions, as they covered the relevant behaviors in the models. For 
example, the noise parameter did not exceed 3, so as to maintain 
accuracy levels in the range obtained in the experiment, and the 
value of the inhibition parameter in the LCA did not exceed 0.384; 
stronger inhibition would cause evidence early in the trial to pre-
dominate to the extent that it produces decisions that are too fast 
and of a too low level of accuracy.
Consistent with the simulations reported above, (Figure 6, right 
panels), we find that the non-linear LCA is the only model that is 
able to predict an order-independent advantage for the dissimilar 
alternative, as exhibited by the four participants whose choice pat-
tern falls near the diagonal in the upper-right quadrant of Figure 9 
(it must be noted, however, that none of the models accounts for 
the extreme participant near the (1, 1) corner). Data points on the 
upper-right portion of the main diagonal correspond to choice rates 
higher that 50% in favor of the dissimilar option, C, both when the 
evidence starts with a C-phase and when it does not. As previously 
discussed, this pattern is exhibited by the LCA with low noise, in 
the area of modest inhibition dominance (left of the second verti-
cal lines in Figure 6 right panels). As previously noted, a perfect 
integrator would choose C with a rate of 65%, when the trial begins 
with C > (A/B) and with a rate of 35% when the trial begins with 
(A/B) > C. The ability of the LCA to predict data points on the upper 
diagonal implies that the models choice (like the participants in 
the upper-right quadrant) can be insensitive both to primacy and 
to the small differences in overall evidence. This is the case in the 
LCA with leak dominance (where early evidence has little weight), 
and for the LCA with moderate inhibition dominance.
Additionally, LCA (with higher internal noise; see Figure 6, bot-
tom-right panel) is the only model able to account for the C-choices 
of the other three participants near (0.5, 0.5), who show a preference 
for the dissimilar option of about 50%, but are still invariant to ini-
tial evidence. To account for the individual differences in C-choice 
probability among these participants, the LCA mainly varies the 
Figure 10 | Mapping of LCA predictions to parameter values. (A) The 
color of each filled circle corresponds to the inhibition to leak ratio; (B) the 
color of each point shows the leak level; (C) the color of each filled circle 
shows the level of the processing noise.
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combined data, with the diffusion model next and the race model 
further behind. In particular, the race and diffusion model over-
estimate the accuracy in the inconsistent–easy condition, and the 
effect of the first evidence phase on the probability of choosing 
the dissimilar alternative (Figure 8); in particular, both models 
strongly underestimated the probability of choosing the dissimilar 
alternative when evidence starts contrary to it.
As the pattern of choices of the uncorrelated alternative was 
subject to considerable individual differences, we also examined 
how the models can account for the patterns exhibited by different 
individual participants. First, we find that some of the participants 
(ellipse, in Figure 9 upper-left) showed a preference for the dis-
similar option (C) that is larger for stimuli that start with evidence 
that favors that option than for stimuli where the initial evidence 
favors the A and B options. This pattern can be accounted for 
in all three models and it can also be accounted for by a perfect 
integrator, since the preponderance of evidence tends to favor 
the option that starts the trial. Second, we find that the pattern 
of individual performance is better covered by the LCA. These 
participants showed little or no sensitivity to order effects (red-
diagonal). This pattern is difficult to explain under the race and 
diffusion models (they can do so only if the overall proportion of 
C-choices is very low, by assuming high-noise levels), but is easily 
explained by the LCA. Two properties of LCA model work together 
to produce a preference for the uncorrelated option with little or 
no primacy bias (Figure 6, upper-right, between the two vertical 
lines): moderate inhibition dominance and non-linear dynamics 
(preventing activation from going below 0). It should be noted, 
though, that none of the models accounted for the performance of 
one participant, who preferred the C alternative so strongly that he 
chose it on nearly every trial regardless of which phase came first. 
A goal for future research will be to understand whether a future 
variant of the LCA, or some other model of the decision process 
best explains this participant’s data pattern. Some such possible 
models are considered in the next section.
The apparent advantage of the LCA over the race and diffu-
sion models needs to be further qualified by the fact that the LCA 
model had more free parameters (four in LCA, compared with 
two in race and diffusion, given that in Figure 9 sensitivity was set 
to one for all models), and this could therefore explain its higher 
flexibility in accounting for individual differences. In this regard, 
it is worth noting that all of the models share one mechanism and 
its associated parameter – intrinsic processing noise. The race and 
diffusion models add an absorbing boundary mechanism, and this 
mechanism can allow them to account in part for the data. Instead 
of this, the LCA adds leakage, inhibition, and a reflecting boundary 
at 0 activation and each of these mechanisms is associated with an 
additional free parameter (the I0 parameter is associated with the 
reflecting boundary, since the choice of I0 influences the distribu-
tion of occasions on which the reflecting boundary is reached). 
Though the LCA model certainly is more complex and does have 
more free parameters, the data indicate that the additional flexibility 
it provides is helpful to account for the range of patterns observed 
in the data. This does not, of course, imply that the particular 
assumptions of the LCA are the only ones possible. It is possible 
that there are ways of increasing flexibility in other models that 
dIscussIon
We have contrasted a number of models for multi-alternative 
choice. All the models belong to the sequential sampling frame-
work, which assumes that observers take multiple samples of evi-
dence and integrate them over time. These models differ, however, 
on the stopping rule for evidence integration, on the inclusion of 
leakage and competition, and on the presence of a lower reflecting 
boundary on activation. While it has proven difficult to distinguish 
the models based on perceptual choice data obtained with sta-
tionary stimuli (see also Ditterich, 2010; but see Leite and Ratcliff, 
2010; Teodorescu and Usher, in preparation), here we found that 
it is possible to make steps toward distinguishing them using non-
stationary evidence with temporal correlations.
First, we did find that, in trials with predominant evidence, the 
participants are biased toward evidence at the start of the stimulus 
onset (69 and 72%, for I–E and I–H, respectively, compared to 58 
and 62%, for late evidence trials) and that they show an increased 
accuracy for conditions without evidence reversals. This result is 
consistent with models that assume a limited range of integration, 
such as the bounded diffusion (Huk and Shadlen, 2005; Kiani et al., 
2008) or the unbalanced non-linear LCA with inhibition dominance 
(Usher and McClelland, 2001; Bogacz et al., 2007). The latter is also 
consistent with perturbation studies, showing the effects of transient 
changes in evidence to be higher when applied early on during the 
observation interval (Huk and Shadlen, 2005; Figure 10B). While 
both LCA and bounded integration can explain such effects, Huk 
and Shadlen (2005) noted that “bounded integration is not sufficient 
to explain the weak impact of later pulses on the LIP responses” (p. 
3027) and suggest attractor dynamics (Wang, 2002) – a mecha-
nism that shares much with the inhibition dominant LCA – as one 
mechanism that could account for the residual effect.
The central result of our investigation involves our critical cor-
relation condition, involving choice between three alternatives that 
receive an (approximately) equal amount of integrated evidence aver-
aged across two alternative temporal phases. Two options (A, B) are 
quite similar in their temporal profile of the evidence, while option C 
is dissimilar, or anti-correlated, with the temporal profile of evidence 
for A and B. The main result is that, for many participants, the anti-
correlated option is chosen quite often, regardless of which evidence 
phase (the phase favoring A and B, or the phase favoring C) came 
first during a given trial of our experiment. This finding parallels the 
similarity effect reported by Tversky (1972) in the domain of multi-
attribute choice, where two alternatives that have high preference 
value on one dimension (e.g., laptop screen size) loose out to a third 
alternative that has a high preference value on another dimension 
(e.g., the laptop’s weight). Indeed, in other work, we have accounted 
for this similarity effect using the same mechanism that produces the 
advantage for the uncorrelated alternative in the present experiment
2.
2In previous work (Usher and McClelland, 2004; Tsetsos et al., 2010) we have shown 
that the LCA can account for three preference reversal effects (similarity, attraction 
and compromise) in multi-attribute choice.  In that work, we assumed a non-linear 
and asymmetric value function, characterized by loss-aversion (higher slope for 
losses than for gains) borrowed from Prospect Theory (Tversky and Kahneman, 
1991). This asymmetric value function was only needed for accounting for the 
compromise/attraction effect and not for the similarity effect, which in fact is re-
duced in size by loss aversion. In the present paradigm, we found no compromise 
or attraction effect (unreported filler conditions), indicating that in processing of 
brightness, “advantages” and “disadvantages” are not subject to such an asymmetry.
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a low decision bound, resulting in strong primacy. Nevertheless, 
the bounded diffusion model with reflecting boundary goes quite 
some way in the direction of encompassing all of the data, and 
certainly deserves further consideration in subsequent research.
A  second  modification  of  the  diffusion  model  (Niwa  and 
Ditterich, 2008) is to replace the absorbing upper boundary with 
a reflecting upper boundary. Such a mechanism has been suggested 
in the 2AFC task by Zhang and Bogacz (2010). As we demonstrate in 
the Section “Appendix,” transforming the upper decision boundary 
into a reflecting one (i.e., a diffusion model between two reflecting 
boundaries) reduces the models ability to account for the similar-
ity effect. This happens because the dissimilar alternative, C, has 
a higher chance to hit the reflecting upper boundary (because its 
positive/negative drift is larger) and thus it accumulates less activa-
tion than it would in the absence of the reflecting boundary.
Third, the type of diffusion model we have considered here 
assumes that the evidence in support of each alternative equals the 
direct support minus the average support for the other alternatives. 
Unlike in other versions of this model (Niwa and Ditterich, 2008; 
Ditterich, 2010) we did not assume an input dependent variance. 
Future work will be needed to examine the impact of such variance 
to the choice in the task we examined. Furthermore, an alternative 
extension of the diffusion model to n-alternatives has been sug-
gested by McMillen and Holmes, 2006 (see also Bogacz et al., 2007; 
McMillen and Behseta, 2010) and is equivalent to the multi-hypoth-
esis sequential ratio test (MSPRT; see also Bogacz, 2009; Ditterich, 
2010). In this model, N accumulators integrate evidence independ-
ently and at each moment, the quantity L is computed, where L is 
the state of the accumulator with the maximum activity minus the 
activity of the next highest accumulator. When L exceeds a threshold 
a decision is made. This approach is asymptotically optimal but its 
neural realization is complex requiring the online computation of 
the max and the next-max functions. Unlike the diffusion model we 
focused on here, this (max-next) diffusion model can account better 
for the tendency to choose the dissimilar option in our correlated 
conditions (the predictions fall in between the results of the diffu-
sion and of LCA (in Figure 9). This is due to the fact that the deci-
sion criterion is applied to the two maximally activated alternatives, 
and this penalizes alternatives that have correlated evidence (their 
support goes up together). We see the LCA as a natural biological 
approximation of this near optimal choice model, without requir-
ing a complex architecture or a complex computational algorithm. 
Indeed, competition among any number of alternatives can closely 
approximate the max-next computation. This happens since in LCA, 
all the choice units compete with each other, but the weak units 
drop out of the process due to the non-linearity at zero activation, 
leaving the ones that have the strongest evidence to compete at the 
end (Bogacz et al., 2007), and thus it does not require a change of 
weights with set size. Additional implementations of the MSPRT 
have been recently proposed (Bogacz and Gurney, 2007; Bogacz, 
2009; Ditterich, 2010; McMillen and Behseta, 2010). Further work 
is needed to examine the predictions these models would make for 
choices with correlated evidence.
There  are  a  number  of  additional  models  that  have  been 
recently used to account for physiological and behavioral data in 
multi-choice tasks with moving dots stimuli. One such model was 
would allow them, also, the needed additional flexibility. We now 
turn to a consideration of a range of model variants under current 
consideration, including several variants of the diffusion model.
alternatIve accounts and future dIrectIons
We  first  consider  whether  it  might  be  possible  to  modify  the 
bounded diffusion model to account for the preference some par-
ticipants show for the uncorrelated alternative in the correlation 
condition, in the absence of a primacy effect. In the LCA, this prefer-
ence depends, in part, on the presence of a reflecting boundary at an 
activation value of 0. Here we consider whether including a similar 
reflecting lower boundary in the bounded diffusion model would 
allow it to account for this feature of the data as well (Zhang et al., 
2009). We carried out simulations to explore the ability of such a 
model to account for the individual difference data in Figure 8. As 
shown in Figure 11 (right panels), the reflecting lower bound does 
help the diffusion model to extend its choice pattern toward the 
diagonal and the (0.7, 0.7) point. The reflecting bound helps the 
diffusion model because the activation of the dissimilar alternative 
is kept at zero in cases where it would otherwise have been inhibited 
below this value, thereby allowing it to quickly regain activation 
when it is receiving the strongest support from the stimulus. The 
model is still less robust than the LCA in accounting simultaneously 
for the results in the filler conditions and the correlation condition. 
To show this we plot in Figure 11 the predictions of the LCA and 
non-linear diffusion model for parameters that at the same time 
predict differences in accuracy between the consistent–hard and 
inconsistent–easy conditions, which are smaller or larger than 0.24 
(0.24 was the population average, with a SD of 0.12). We observe 
that while both models account equally for the participants with 
small differences, the diffusion model has problems accounting for 
Figure 11 | Predictions for LCA (left panels) and non-linear diffusion 
with a reflecting lower bound (right panels). The predictions presented in 
the top panels satisfy the constrain Accuracy (Cons.-Hard) – Accuracy 
(Incons.-Easy) < 0.24, and in the bottom panels Accuracy (Cons.-Hard) – 
Accuracy (Incons.-Easy) > 0.24.
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influence  on  the  corresponding  accumulator  (Krajbich  et  al., 
2010), and/or that shifts of attention could reset the integrators. 
If there were also a tendency to direct attention to the momen-
tarily brightest (or one of the two brightest) alternatives, these 
factors could potentially lead to a preference for the uncorrelated 
alternative. We leave it to future research to consider whether a 
full account of the results we have reported here can be given in a 
model that incorporates these or other ideas about how fluctua-
tions in attention or eye movements might affect the evidence 
accumulation process.
conclusIon
In a recent article in this journal, which compared a variety of mod-
els for multi-alternative choice, Ditterich (2010) concluded that 
they all account well for the behavioral data, but that they can be 
distinguished using physiological measurements. Here we showed 
that a more complex behavioral evidence protocol can also provide 
an improved tool for distinguishing among choice mechanisms. 
In the end, however, it seems likely that a full understanding of 
the mechanisms of choice will require combining behavioral and 
physiological (or imaging) methods.
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  proposed by Churchland et al. (2008). In this model, binary choices 
(opposite motion direction) is modeled as a diffusion process, but 
four-alternative choice with two orthogonal motion directions 
(e.g., classifying the motion of the dots in one out of four direc-
tions: up-left, up-right, down-left, down-right) is modeled as an 
independent race between the two diffusions, one for each of the 
orthogonal directions. This model accounts for the slowdown in 
RT with larger set size, but it has not been tested on critical stimuli 
that contain ambiguous evidence, and in which race and diffusion 
models have contrasting predictions (see Niwa and Ditterich, 2008; 
Teodorescu and Usher, in preparation). Another recent model for 
multiple choice was proposed by Furman and Wang (2008). This 
model accounts for multi-choice decisions of moving dots stimuli, 
via a continuous line attractor model, in which center-surround 
connectivity implements competing attractors around the direction 
continuum, and accounts, in this way, for similarity effects. Note 
also that the attractor model of choice (Wong and Wang, 2006) is 
closely related to the LCA model, and thus under certain parameter 
regimes it may have quite similar behavioral predictions [see also 
Ditterich, 2010, for an implementation of a balanced LCA using a 
model similar to Wang, 2002].
As a final alternative, we consider the possibility that partici-
pants may shift their attention among the alternatives, either cov-
ertly or overtly via eye movements. We have not considered how 
such shifts would affect the integration of information, and this 
matter certainly deserves consideration in future investigations. It 
is possible that that the attended alternative could exert a stronger 
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Tsetsos et al.  Mechanisms of multi-alternative choiceFigure A3, shows activation trajectories for a single trial of the 
same LCA model to the original (linear) input and the non-linear 
one. The difference in the trajectories is minimal.
Figure A4, shows that the non-linearity also changes very little 
the overall probability to choose the dissimilar alternative, as a 
function of inhibition/leak ratio.
Furthermore, the main result of the paper – the preference to 
choose the dissimilar option – cannot be caused by any strictly 
monotonic increasing transformation of the nominal RGB value; 
any such transformation maintains the relation that the average 
support for C (uncorrelated alternative) = the average support for 
A/B (correlated alternatives) in the correlation condition.
dIffusIon varIants wIth reflectIng boundarIes
Computer simulations are shown (Figure A5) for the effect of upper 
(absorbing vs. reflecting, corresponding to a strategy of stopping 
evidence integration at boundary, vs. a saturation of firing rate, 
respectively) and lower reflecting at zero (corresponding to the 
no-negative activation constraint) boundaries on the similarity 
effect in the diffusion model.
The diffusion variants presented have: (a) absorbing upper 
boundary and no lower boundary (Figure A5, top-left panel) – the 
diffusion version that was used throughout the paper, (b) reflect-
ing upper boundary and no lower boundary (Figure A5, top-right 
panel), (c) absorbing upper boundary and zero reflecting lower 
boundary (Figure A5, top-bottom panel whose predictions are also 
shown in Figure 11) and (d) reflecting upper boundary and zero 
reflecting lower boundary (Figure A5, bottom-right panel).
We can see that (a) gives similar predictions to (b) for low upper 
reflecting boundary and to (c) for high values of the decision 
boundary. From all the diffusion variants, model (c) (absorbing 
upper boundary and zero reflecting boundary) gives predictions 
that are closer to the experimental data. The effect of transform-
appendIx
experIMental condItIons
We present in Table A1 the full set of the experimental conditions. 
Fillers 5–7 were not used in the analysis therefore they were not 
described in the main text and in Table 2.
In Table A2 we present the percentage of post-deadline trials 
at each condition.
Those trials were discarded when accuracy (conditions: 2–5) and 
preference (conditions 1, 6–8) was calculated. As seen in this table 
the fraction of post-deadline trials does not vary between condi-
tions, even for conditions that are very easy (cond.-5) or very hard 
(cond.-2). This indicates that the fraction of slow post-deadline 
response times (>1 s), is not dependent on the stimulus condition.
the MonItor lInearIzatIon and Input truncatIon
In the experimental study the stimulus brightness was created 
using the RGB values. As the monitor was not linearized before-
hand, we measured its response to RGB values, using a photometer 
(Figure A1, left panel).
The data points are well fitted by the left side of a Gaussian func-
tion. One can see that the main range of brightness values that was 
used in the Experiment [0.4, 0.8] – dotted vertical lines – is almost 
linear (red line, with a J-shape saturation below 0.4). In the LCA the 
RGB is converted to input via two parameters, I =  a + b RGB (where a 
is a baseline input and b is a sensitivity parameter). In the right panel 
of Figure A1, it is apparent that with suitable parameters, the non-
linear output can be approximated by the original RGB values, or in 
other words, there are a, b parameters that can scale the simulation 
on RGB values, to the output of the non-linear monitor response 
(in the right panel a = 0.7 and b = 0.35). This is further illustrated 
in Figure A2 left panels, which show the original input to Figure 6 
single trial trajectories (that fluctuates at RGB values of 0.4 and 0.8, 
with a, b, parameters of a = 0.3, b = 1), and in the right panels the 
same input is shown, subject to the non-linear monitor function.
Figure A2 shows that the linear and non-linear input distribu-
tions are quite similar, with the exception that the non-linear one 
has a smaller variance at the low input than at high input (a result 
of the J-shaped non-linearity).
Figure A1 | relationship between rgB values and measured brightness. 
The grids annotate the RGB values that were used in the experiment (see 
Table 2).
Figure A2 | input used in the single trial simulations for Figure 6. Top 
panels show input starting with alternatives [(A,B) (as the top panels in 
Figure 6) while bottom panels input starting with alternative (C). Left shows 
the original input while right the transformed input (according to the fitted 
function of Figure A1 right panel).
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reduce P(C) (red line). To better understand the effect of upper 
reflecting boundaries we show in Figure A6 activations of the choice 
units in single trials, with the same stochastic input, with (upper 
panels) and without (lower panels) an upper reflecting boundary 
(all without lower boundaries).
We observe that for the same stochastic input, the effect of the 
reflecting boundary is to bias the choice against the dissimilar alter-
native, C. In the top panels (reflecting boundary) C is not chosen. 
In the bottom panels (unbounded) it wins. This effect is due to 
the fact that the dissimilar alternative, C, has a higher chance to 
hit the boundary (because its positive/negative drift is larger) and 
thus it accumulates less activation, than it would in the absence of 
the boundary.
Figure A3 | Figure 6 single trials; with solid lines we show the original 
single trial activations. With dashed lines we show activations using the 
transformed input (Figure A2 right panels).
Figure A4 | Predictions of LCA for the similarity condition. In the left 
panel “LCA original” (as presented in Figure 8) and in the right, the same 
simulation is presented after applying the input transformation.
Figure A6 | Top and bottom panels have the same random seed and 
what changes is the existence of boundary (top panels boundary = 30, 
bottom infinite). The left panels show a trial in which evidence starts with 
A/B while the right panels show a trial which starts with C being stronger.
Figure A5 | Similarity effect (simulations as in Figure 8 with σ = 0.1) for 
four diffusion variants. (A) Diffusion with absorbing upper boundary; (B) 
diffusion with reflecting upper boundary; (C) Diffusion with zero reflecting 
boundary and upper absorbing; (D) Diffusion with zero reflecting and upper 
reflecting boundaries; red lines, show the average over the two conditions – 
trial starts with C-green or with A/B – blue.
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Tsetsos et al.  Mechanisms of multi-alternative choiceTable A1 | experimental conditions.
Conditions  Option A  Option B  Option C  Option D
  μ1  μ2  Avg.  μ1  μ2  Avg.  μ1  μ2  Avg.  μ1  μ2  Avg.
1. Correlation  0.8  0.4  0.6  0.8  0.4  0.6  0.4  0.8  0.6  0.1  0.1  0.1
2.   Filler-1: predominance  0.55  0.3  .425  0.3  0.5  0.4  0.3  0.4  0.35  0.1  0.1  0.1 
(inconsistent–hard)
3.   Filler-2: predominance-  0.7  0.6  0.65  0.4  0.7  0.55  0.4  0.2  0.3  0.1  0.1  0.1 
inconsistent–easy
4.   Filler-3: predominance-  0.6  0.7  0.65  0.55  0.4  0.475  0.2  0.4  0.3  0.1  0.1  0.1 
consistent–hard
5.   Filler-4: predominance-  0.8  0.6  0.7  0.3  0.5  0.4  0.4  0.2  0.3  0.1  0.1  0.1 
consistent–easy
6. Filler-5  0.8  0.4  0.6  0.4  0.8  0.6  0.45  0.13  0.29  0.1  0.1  0.1
7 . Filler-6  0.8  0.4  0.6  0.4  0.8  0.6  0.6  0.6  0.6  0.1  0.1  0.1
8. Filler-7  0.8  0.4  0.6  0.8  0.4  0.6  0.6  0.6  0.6  0.1  0.1  0.1
Table A2 | Average percentage of post-deadline trials.
Conditions  Post-deadline trials
  Mean (%)  Std (%)
1. Correlation  11.87  11.58
2. Filler-1: predominance (inconsistent–hard)  11.63  11.51
3. Filler-2: predominance-inconsistent–easy  12.25  13.16
4. Filler-3: predominance-consistent–hard  10.13  10.65
5. Filler-4: predominance-consistent–easy  11.00  11.20
6. Filler-5  13.50  13.54
7 . Filler-6  14.50  14.52
8. Filler-7  12.00  11.89
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