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ABSTRACT
In this paper a state-of-the-art review will be
presented on hydrodynamic modeling of dense
gas-particle flows as encountered in the fluid
bed family of gas-solid contactors. After a
brief introduction the different classes of
fundamental hydrodynamic models will be
discussed together with their physical basis
and mutual advantages and disadvantages.
Thereafter some typical results will be pre-
sented on first principles modeling of dense
gas-fluidized beds. Finally the conclusions
will be presented and areas which need
substantial further attention will be indicated.
1. INTRODUCTION
Gas-fluidized beds find a widespread applica-
tion in the petroleum, chemical, metallurgical
and energy industries [1]. Despite their
advantageous properties gas-fluidized beds
also possess a number of disadvantages which
has led to modified gas-solids contacting
equipment. In Figure 1 the classical dense
bubbling fluid bed is drawn in the center and
the different lines of development leading to
modified equipment and associated properties
are also indicated. In this figure a capital letter
indicates the key issue which has led to the
development of each specific member of the
fluid bed family (see Table I).
Scale-up of most members of the fluid bed
family is quite difficult which is partly due to
the absence of an experimentally verified
hydrodynamic theory for (dense) gas-solid
two-phase flow. This rather unsatisfactory
state-of-the-art can to a significant extent be
attributed to the inherent complexity of dense
gas-particle flows. In its turn this complexity
can be related to particle-particle and particle-
wall interaction on one hand and gas-particle
interaction on the other hand. Especially
during the last decade significant research
efforts have been made in both academic and
industrial research laboratories to study
hydrodynamics of gas-fluidized beds and other
multiphase contactors using detailed micro
balance models [2-4]. Despite current limita-
tions it  has  become  clear  that  this  approach
Figure 1: The fluid bed family of gas-solid contactors  (also see Table I).
Table I: Members of fluid bed family (designated with a number in Figure 1) and key issue (designated with
capital letter in Figure 1) leading to development of new member of fluid bed family.
1 Bubbling Fluid Bed
2 Turbulent Fluid Bed
3 Circulating Fluid Bed
4 Riser
5 Downer
6 Crosscurrent Fluid Bed
7 Countercurrent Fluid Bed
8 Spouted Fluid Bed
9 Floating Fluid Bed
10 Twin Fluid Bed
A higher gas velocities/shorter gas phase residence time (preferably with plug flow)
B countercurrent gas-solids contacting beneficial
C incompatible differences in chemical environment in process encountered
D dusty environment, no bottom plate
E gas-solids contacting at low gas load desired while using coarse particles
offers a powerful complementary strategy
parallel to careful experimentation and it is
therefore anticipated that the role of modeling
based on detailed micro-balance models for
design and operation of gas-fluidized beds will
significantly expand in the near future. It is
expected that the currently available operation
and design models of gas-fluidized beds,
which are based on very simple representa-
tions of the existing flow patterns, will
gradually be replaced by detailed micro-
balance models. These simple models, termed
global system models, are compared in Table
II with the detailed micro-balance models. The
most important advantage of detailed micro-
balance models is given by the fact that a
priori prediction of the system behavior is in
principle possible whereas the most important
disadvantage is due to the fact that detailed
knowledge is required about the elementary
(transport) processes.
Table II: Comparison between CFD models and global system models.
CFD MODELS GLOBAL SYSTEM MODELS
advantage advantage
More exact solution available Simple models and simple solutions facilitate under-
standing
Phenomena follow from calculation a priori After adjustment of parameters accurate macro scale
behavior prediction
disadvantage disadvantage
Detailed knowledge required about the elementary
processes
Experimental validation and adjustment of parameters
necessary
Macroscopic behavior not always accurately predicted Meaning of parameters unclear due to lumping
2. CLASSES OF HYDRODYNAMIC
MODELS
Broadly speaking two different classes of
hydrodynamic models can be distinguished,
namely continuum or Euler-Euler models and
discrete particle or Euler-Lagrange models. In
both types of model the flow fields at the sub-
particle level are not resolved in the computa-
tions and as a direct consequence empirical
closures are required for fluid-particle drag. In
dense suspensions usually the Ergun equation
is used to obtain the closure for fluid-particle
drag whereas in dilute suspensions the Wen
and Yu equation is taken.
Discrete particle models can be adopted in
situations where the number of particles in the
system is rather low (i.e. typically less than
106), otherwise continuum models constitute a
more natural choice. The magnitude of the
particle volume fraction is of crucial impor-
tance to properly select the modeling approach
from a hydrodynamic perspective and will
subsequently be discussed in more detail.
Depending on the volume fraction of the
dispersed phase one-way coupling, two-way
coupling or four-way coupling between the
dispersed phase and the continuous phase
prevails. In systems involving (turbulent) gas-
solid two-phase flow at very small volume
fraction of the dispersed phase, say smaller
than 10-6, one-way coupling can safely be
assumed. At such low volume fractions the
effect of the particles on the flow pattern and
turbulence structure in the continuous phase is
negligible while particle-particle interactions
(i.e. collisions) do not play a role (see Figure
2, adapted from Elgobashi [5]). For systems
with higher volume fractions (10-6 to 10-3) the
flow patterns and turbulence structure of the
continuous  phase  is  influenced  by the
dispersed phase while particle-particle inter-
actions can still be neglected and two-way
Figure 2: Map of flow regimes in particle-laden
flows (adapted from Elgobashi [5]).
coupling between the phases has to be ac-
counted for. Thus, in this case it can not be
assumed that the particles move in a pre-
scribed velocity field without taking into
account feedback effects to the continuous
phase. With respect to the effect of the dis-
persed phase on the turbulence structure it can
be mentioned that the ratio of the particle
response time tp and the Kolmogorov time
scale tK determines whether the particles will
enhance the production rate of turbulence
energy (tp/tK>100) or increase the dissipation
rate of turbulence energy (tp/tK<100).
For still higher volume fractions of the dis-
persed phase, as typically encountered in gas-
fluidized beds, particle-particle interaction (i.e.
collisions) becomes important and four-way
coupling has to be accounted for. In the
context of the Euler-Lagrange approach in
thiscase an integrated modeling approach can
be used combining features of Molecular
Dynamics (MD), to effectively deal with the
huge number of particle-particle and/or
particle-wall collisions, and Computational
Fluid Dynamics (CFD) to obtain the velocity
distribution in the continuous phase. As an
alternative Euler-Euler models can be em-
ployed which account for both two-way
coupling and collisional particle-particle and
particle-wall interaction (i.e. four-way cou-
pling). In this connection the Kinetic Theory
of Granular Flow (KTGF) should be men-
tioned which is basically an extension of the
Chapman-Enskog theory of dense gases to
granular materials while accounting for binary
slightly non-ideal particle-particle and parti-
cle-wall collisions [6-8].
2.1. Continuum Models
In continuum models the phases are consid-
ered to be continuous and fully interpene-
trating. The equations employed in these
models can in fact be seen as a generalization
of the Navier-Stokes equations for interacting
continua. There is extensive literature on the
derivation of continuum equations for multi-
phase systems, the interested reader is referred
to the book of Ishii [9] and more recent work
with emphasis on (dense) gas-solid two-phase
flow [3,8].
Table III: Two-fluid conservation equations.
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For systems involving isothermal gas-particle
flow the conservation equations for mass and
momentum are summarized in Table III. The
conservation equations describe the mean
motion of the gas-solid two-phase system.
However, due to particle-particle and particle-
wall collisions particle velocity fluctuations
exist which lead to additional stresses in the
solid phase which can be modeled with the aid
of the KTGF. The change of the particle
velocity fluctuations can be described with a
separate conservation equation; the so-called
granular temperature equation (see Table III).
The constitutive equations are presented in
Table IV. Note that the KTGF gives explicit
expressions for amongst others the shear and
bulk viscosities in the particulate phase and
the particle pressure. The non-ideal collisions
of particles with confining walls can be
accounted for by using the boundary condi-
tions (1) and (2) for respectively the solids
momentum equation and the granular tem-
perature equation [10-12]. Through the
specification of these boundary conditions two
additional model parameters appear, namely
the restitution coefficient for particle-wall
collisions ew and the specularity coefficient a.
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Originally the kinetic theory of granular flow
was developed for a mono-disperse solid
phase, but it has been extended to binary
systems [13] and recently to systems with an
arbitrary number of particle classes [14]. An
advantage offered by the kinetic theory
approach is given by the fact that closures for
solids viscosity and solids pressure are pro-
vided taking into account the binary
interactions between particles of the same
class but also the binary interactions between
particles belonging to different classes.
However, for each class of particles with
different physical properties (i.e. size, density
etc.) a separate set of conservation equations
has to be solved which leads to considerable
CPU requirements.
In dense bubbling beds high particle volume
fractions prevail which may lead to multiple
simultaneous particle interactions where
rolling or sliding particle contacts may prevail.
In such situations the representation of particle
stress according to the KTGF is not adequate
and to the knowledge of the authors, within
the domain of continuum approaches, no
comparable fundamental theory is presently
available. It has not yet been demonstrated that
the kinetic theory approach leads to improved
predictions of for instance gas bubbles behav-
ior and associated phenomena in dense
bubbling beds [7]. The added value of the
KTGF has however been demonstrated in
connection with CFB riser flow modeling. For
instance the characteristic core-annulus flow
structure in CFB risers has been correctly
predicted from KTGF-based hydrodynamic
models [10-12,15-17].
2.2. Discrete Particle Models
In discrete particle models the Newtonian
equations of motion are solved for each
individual particle while accounting for
particle-particle and particle-wall interactions
[18-20]. For the gas phase percolating through
the particles the volume-averaged conserva-
tion equations very similar to those listed in
Table III can be used.
Alternatively the flow field on the scale
(considerably) smaller than the size of the
particles can be computed from the numerical
solution of the Navier-Stokes equations which
leads to the advantageous property that no
Table IV: Two-fluid constitutive equations.
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closure for the gas-particle drag needs to be
specified. However, at present this approach is
only feasible for relatively few (i.e. typically
100) particles and therefore not suitable to
model gas-fluidized beds. As an alternative to
the numerical solution of the Navier-Stokes
equations using finite difference, finite volume
or finite element methods, the Lattice-
Boltzmann Method (LBM) can be used in
which the dynamic remeshing of the computa-
tional grid (due to the moving particles) can be
circumvented. As far as discrete particle
models are concerned a distinction can be
made between soft-particle models and hard-
particle models which will subsequently be
discussed in more detail.
Soft-particle models
In soft-particle models [18,20] the particles are
thought to undergo deformation during their
contact where the contact forces in both
normal and tangential direction are calculated
from a simple mechanical analog involving a
spring, a dash pot and a slider. In case a
particle is in contact with several other parti-
cles the resulting contact force follows from
addition of the binary contributions. This
(rather simple) contact force model requires
three empirical input parameters: a spring
stiffness, a dissipation constant and a friction
coefficient. The latter can be obtained from
experiments and the dissipation constant can
be calculated from the coefficient of restitu-
tion. The spring stiffness is usually assumed to
be (much) smaller than the value which can be
calculated using contact theory. A stiffer
spring requires a smaller time step in the
numerical integration which increases the
computational load significantly. However the
simulations seem to be rather insensitive to the
spring stiffness provided that it possesses a
high enough value to prevent particle overlap
to exceed 5% of the particle radius. Hoomans
[21] has compared the results of the soft-
particle model with those of the hard particle
model and found that, provided that the string
stiffness is high enough, the differences in bed
dynamics between these two types of model is
very small.
Hard-particle models
In hard-particle models quasi-rigid particles
are assumed to interact through binary, quasi-
instantaneous, inelastic collisions with friction.
The model requires a coefficient of restitution
and a coefficient of friction to be specified.
Since the particles are assumed to be hard, the
stiffness is implicitly assumed to be infinite. A
detailed description of a hard-sphere collision
model (which is mapped after the model of
Wang and Mason [22]) can be found in
Hoomans et al. [19]. Experiments by Foerster
et al. [23] revealed that a third parameter, a
coefficient of tangential restitution, is neces-
sary to describe a collision accurately.
However the effect of the tangential restitution
coefficient is minor in case realistic values are
used for the friction coefficient. A sequence of
collisions is processed using a computational
strategy which is commonly encountered in
hard-sphere Molecular Dynamics (MD). For
each particle in the system it is determined
when it will collide with which other particle
or wall. This information is stored in a colli-
sion list which is subsequently processed
sequentially. After each collision the collision
list is updated for all the particles involved in
the collision. The use of so-called neighbor
lists substantially reduces the CPU require-
ments since only a small part of the system is
scanned for possible collisions.
External forces
In discrete particle models for each individual
particle an equation of motion is solved during
the free flight phase:
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where mi, vi represent respectively the mass
and velocity of the ith particle whereas Fg, Fd
and Fp respectively represent forces due to
gravity, drag and far field pressure gradient. In
the forces acting on the ith particle additional
forces due to for instance virtual mass and lift
can be included. However the virtual mass
force can safely be neglected due to the large
density difference between the gas and solid
phase. The lift force is normally neglected
since in dense gas-fluidized beds this force is
considerably much smaller than the gas-
particle drag. In soft-particle models these
external forces are simply added to the contact
forces in order to obtain the net force. In hard-
particle models the external forces are used to
calculate the velocity changes and subse-
quently these new velocities are used to
reconstruct the collision lists and subsequently
process a new sequence of collisions.
2.3. Continuum Models Versus Discrete
Particle Models
In Table V the advantages and disadvantages
of continuum models and discrete particle
models are presented. An important advantage
of the discrete particle model is given by the
fact that closure of the equations introduces no
specific difficulties whereas its suitability for
engineering scale predictions is very limited
which constitutes an important disadvantage.
Due to the variety and degree of complexity of
systems encountered within the fluid bed
family there exists a strong demand for an
integrated modeling approach where models
with increasing degree of sophistication
should be used to feed models which invoke
sub-models with a strong empirical base. In
this respect discrete particle models offer a
powerful tool to develop closure laws for
particle-particle and particle-wall interaction
which can subsequently be used and tested in
KTGF-based continuum models suited for the
simulation of macroscopic systems of interest.
In addition discrete particle models can be
used to test important starting assumptions,
such as the validity of the Maxwellian velocity
distribution [24] in the framework of the
kinetic theory of granular flow.
3. RESULTS OF HYDRODYNAMIC
MODELLING
In the last two decades hydrodynamic model-
ing of a few members of the fluid bed family
depicted in Figure 1 has received considerable
attention and it has now clearly been demon-
strated that many aspects of the complex
behavior featured by gas-fluidized beds can be
predicted, at least in a qualitative sense, from
detailed hydrodynamic models. Despite their
(limited) success it is, however, well-known
that at the present stage of theoretical devel-
opment these models also possess a number of
weak points of which the modeling of solids
phase stresses and turbulence can be
Table V: Comparison of continuum models (CM) and discrete particle models (DPM).
CM DPM
suitability for engineering scale predictions + -
incorporation of distribution effects of dispersed phase - +
computational effort + -
computational smearing - +
closure of equations - +
mentioned  as important examples. In absence
of more detailed information on the correct
expression for the solids phase stress tensor
often the general Newtonian fluid form is
assumed although it is widely recognized that
this is a very crude approximation and proba-
bly incorrect. It has for instance been reported
by Gabor [25] that the observed particle drift
caused by a single rising bubble in an incip i-
ently fluidized bed is inconsistent with simple
rheological models whereas a model based on
Bingham plastic behavior yielded satisfactory
results. Clearly more detailed models are
required for the solids stress and in this respect
knowledge from other areas within particle
technology in the broadest sense is required.
Here two possible strategies exist: usage of
empirically established closures from other
disciplines (i.e. soil mechanics) or develop-
ment of closures deduced from discrete
particle simulations. Despite the aforemen-
tioned failure of hydrodynamic models in a
relatively simple situation, they have never-
theless been applied to more complex
problems involving a.o. chemical transforma-
tion.
Previous reviews on hydrodynamic modeling
of gas-fluidized beds with emphasis on the
continuum approach have been prepared by
Gidaspow [26] and Jackson [27]. Recently
Clift [28] has reviewed the state-of-the-art of
fluidized bed modeling in terms of Occam's
Razor (a philosophical maxim based on the
following principle: "It is futile to do with
more what can be done with fewer"). On basis
of this philosophical maxim he concludes that
currently discrete-bubble Lagrangian models
(DBLM) are best suited for simulation of
freely-bubbling beds of arbitrary geometry
because they yield useful results with realistic
computing resources. He further argued that
currently detailed hydrodynamic models (i.e.
two-fluid models) should not be used as
engineering tools to predict the behavior of
large-scale fluidized systems because of their
very large computing resources but should
instead be used as learning models to test
closure laws for solids stress, fluid-particle
drag etc. Despite the fact that the cost of these
resources is rapidly decaying due to advances
in computer hardware and numerical algo-
rithms, his line of thought is clearly correct but
it also implies that careful testing of the
computational results against experimental
data is of crucial importance. Due to the fact
that detailed hydrodynamic models generate
very detailed information on the temporal and
spatial variation of key hydrodynamic quanti-
ties, this requirement also generates a driving
force for the development of advanced ex-
perimental techniques which permit non-
intrusive measurement of key hydrodynamic
parameters in dense gas-solid two-phase flow
as typically encountered in fluidized beds.
During the initial stage of hydrodynamic
modeling of fluidized suspensions the focus
was on the hydrodynamics of bubbling beds
but in the last five to ten years the attention
has shifted more and more towards hydrody-
namic modeling of CFB risers. For the other
members of the fluidization family depicted in
Figure 1, relatively little progress has been
made, which is partly due to the complex
geometries involved and, as far as the high
velocity fluidization regimes are concerned,
the state-of-the art with respect to turbulence
modeling in particle-laden flows in general.
3.1 Continuum Models
In the past two decades many investigators
have applied two-fluid models to study various
aspects of gas bubbles behavior and associated
phenomena in gas-fluidized beds. For example
the formation, propagation and eruption of
bubbles in gas-fluidized beds [3,7,29,30], the
spatial voidage distribution [31,32], erosion of
internals [33] and wall-to-bed heat transfer
[34] have all been studied in the past. In most
of these studies idealized (i.e. two-
dimensional) geometries and B-type or D-type
spherical particles with uniform size were
considered. Fundamental aspects of the role of
instabilities in connection with bubble forma-
tion in fluidized suspensions and the distinctly
different behavior of gas-fluidized and liquid-
fluidized beds have received thorough atten-
tion by Anderson et al. [35]. They were able to
show by direct numerical integration of the
equations of motion that a bed of 200 mm
diameter glass beads, fluidized by air at
ambient conditions, subjected to small pertur-
bations of the uniform state, produced
structures resembling bubbles observed in
practice. When similar computations were
performed with 1 mm diameter glass beads
and water as fluidizing agent, with appropriate
adaptation of the relevant physical parameters
(i.e. density and viscosity), it was found that
bubble-like structures were not able to de-
velop. A few attempts have been made to
model the hydrodynamics of full scale gas-
fluidized beds but unfortunately, due to
computational constraints, very coarse (with
respect to characteristic bubble dimensions)
computational meshes had to be used. The
extension of detailed micro balance modeling
to gas-fluidized beds of industrial scale using
i) realistic representations of the complex
geometries involved (internals) ii) sufficiently
fine computational meshes to capture the
bubble dynamics on all relevant scales iii)
descriptions which account for particle size
distribution, requires substantial attention in
the near future.
3.2 Discrete Particle Models
Due to advances in computer technology and
numerical algorithm development, recently
discrete particle models of gas-fluidized beds
have been developed [18-20, 36]. Hoomans et
al. [19] have demonstrated that in discrete
particle simulations the predicted bed dynam-
ics is rather sensitive to the values of the
coefficients of restitution and friction. When
these coefficients are set to their "ideal" values
(e=1, m=0) the simulated bed behavior differs
significantly from the behavior obtained from
simulations in which appropriate values (e<1,
m>0) for these coefficients are specified. In the
ideal case no bubble formation or slug forma-
tion was predicted contrary to the non-ideal
case. The results obtained by Hoomans et al.
indicate that dissipative processes on micro
scale (i.e. non-ideal collisions) have a decisive
effect on the gas bubbles behavior and thereby
on very important phenomena (rate of solids
mixing and wall-to-bed heat transfer) which
can significantly influence the performance of
a fluidized bed chemical reactor. It is expected
that through the further development and
application of discrete particle models,
backed-up with careful experimentation, more
insight will be obtained on the role of particle-
particle interaction on fluidization behavior
(i.e. homogeneous expansion of Group A
material and transition between Group A and
Group B behavior) which cannot be explained
in terms of hydrodynamics effects.
4. EXPERIMENTAL VALIDATION
Due to the intrinsic complexity of the behavior
of fluidized suspensions experimental valida-
tion of results obtained on basis of
hydrodynamic models constitutes a critical
action for more widespread acceptance of
these models in the chemical engineering
community. In this connection there exists a
strong demand for the (further) development
of non-invasive experimental techniques for
measurement of both time-averaged and
fluctuating components of key quantities such
as local velocity and concentration of the
phases present in the mixture. For an extensive
discussion on recently developed non-invasive
experimental techniques for multiphase
systems in general the reader is referred to
Chaouki et al. [37].
5. RESULTS
In this section some illustrative computational
results will be presented which have been
obtained by the authors for two important
members of the fluid bed family shown in
Figure 1, namely the Bubbling Fluidized  Bed
(BFB) and the Circulating Fluidized Bed
(CFB).
5.1 Continuum Models
Bubbling Fluidized Beds (BFB):
Many key phenomena in gas-fluidized beds
sensitively depend on the behavior of gas
bubbles which necessitates a detailed and
comprehensive understanding of the underly-
ing physical mechanisms leading to their
formation and propagation. Goldschmidt et al.
[38] computationally studied the influence of
the coefficient of restitution e on the gas
bubbles behavior in a two-dimensional dense
gas-fluidized bed (width: 0.15 m, height: 0.70
m, initial bed height: 0.15 m) consisting of
mono-disperse glass beads (dp= 1.50 mm,
rs=2523 kg/m
3). They compared the experi-
mentally observed bubble pattern with the
computed bubble pattern at a superficial gas
velocity U of 1.38 m/s (incipient fluidization
velocity Umf=0.92 m/s). In their computations
they used second order numerics for the
spatial derivatives and a grid size in both
horizontal and vertical direction of 5.0 mm. In
Figure 3 snapshots are shown of the experi-
ment and simulations for various values of the
coefficient of restitution at the moment of
bubble eruption at the bed surface. It can
clearly be seen from this figure that less ideal
collisions (i.e. collisions in which more energy
is dissipated due to non-ideal particle-particle
collisions) lead to larger bubbles in the bed. In
the simulation with ideal particles (e=1)
bubble formation was absent at superficial gas
velocities below 3Umf. These results are in
accordance with the results obtained by
Hoomans et al. [39] from their discrete particle
model. In figure 4 the computed fluctuations
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Figure 3: Comparison between experiment and computed bubbles for various values of the coefficient of
restitution e.
Figure 4: Computed fluctuations of bed pressure
drop for various values of the coefficient of restitution.
of bed pressure drop are shown for various
values of the coefficient of restitution. It can
be clearly recognized that the pressure fluc-
tuations depend strongly on the coefficient of
restitution. In case more energy is being
dissipated, simulations show stronger pressure
fluctuations which can be connected to more
vigorous bubbling. In Figure 5 the Root Mean
Square (RMS) of the fluctuations of bed
pressure drop is shown for various values of
the coefficient of restitution. From this figure
it can be seen that the intensity of these
fluctuations decreases gradually in case the
restitution coefficient approaches unity.
Figure 5: Computed Root Mean Square (RMS) of
bed pressure drop fluctuations as a function of the
coefficient of restitution.
Circulating Fluidized Beds (CFB):
Nieuwland et al. [15] applied the Kinetic
Theory of Granular Flow (KTGF) to study the
hydrodynamics in a CFB riser tube. Their
hydrodynamic model is based on the concept
of two fully interpenetrating continua and
consists of the two-fluid mass and momentum
conservation equations describing the mean
motion of the gas-solid dispersion and the
granular temperature equation describing the
fluctuating motion in the solid phase. They
used a modified Prandtl mixing length model
to account for turbulent momentum transport
in the gas phase. Nieuwland et al. assumed
ideal (i.e. elastic) particle-particle collisions
and non-ideal particle-wall collisions because
preliminary computations in which inelastic
mutual particle collisions were assumed failed
to produce the experimentally observed lateral
solids segregation. This phenomenon is most
likely due to the fact that the interaction
between the fluctuating motions in the gas
phase and solids phase is not accounted for in
the model used by Nieuwland et al. Hrenya
and Sinclair [40] have further extended the
kinetic theory approach by invoking the
concept of "particle-phase turbulence" and
found that the undue sensitivity of the classical
kinetic theory with respect to the degree of
inelasticity of particle-particle collisions (i.e.
the coefficient of restitution) disappeared.
Their approach however heavily relies on
analogies with single-phase turbulent flows of
which the validity remains to be demonstrated.
Computational results obtained from the
model developed by Nieuwland et al. will be
compared with experimental data reported by
van Breugel et al. [41]. They performed
experiments in a cold-flow CFB unit (riser
tube: D=0.30 m, L=26.0 m) with FCC (dp=40
mm, rs=2300 kg/m
3) as bed material and air as
fluidizing agent.
Figure 6 shows a comparison between com-
puted and measured radial profiles of solids
concentration (left) and axial solids velocity
(right) for a superficial gas velocity U of 6.3
m/s and a solids mass flux Gs of 390 kg/(m
2.s).
Note that the  marked  radial  segregation  and
1000
1200
1400
1600
1800
2000
2200
2400
2600
2800
3000
0 2 4 6 8 10time [s]
p
re
s
s
u
re
d
ro
p
 [
P
a
]
e=0.9999
e=0.99
e=0.9
0
50
100
150
200
250
300
350
0.7 0.75 0.8 0.85 0.9 0.95 1
e [-]
R
M
S
 p
re
ss
u
re
d
ro
p
 [P
a]
Figure 6: Computed and measured radial profiles of solids concentration (left) and axial solids velocity (right) in
a CFB riser for a superficial gas velocity U of 6.3 m/s and a solids mass flux Gs of 390 kg/(m
2.s). Riser diameter D
and length L respectively 0.30 m and 26.0 m, physical properties of particles: diameter 40 mm, density 2300kg/m3.
Figure 7: Computed distributions of solids volume fraction (left) and axial component of solids velocity (right)
at an elevation of 3.5 m in a riser with square cross-section (side length: 0.168 m). Superficial gas velocity U=2.0
m/s, solids mass flux Gs=11.7 kg/(m
2.s). The lateral co-ordinates are given in computational cell units; the actual
dimensions in both the x-direction and y-direction are equal to 0.168 m. Physical properties of particles: diameter
50 mm, density 3950 kg/m3. Air at ambient conditions was used as fluidizing agent.
the solids down flow near the tube wall found
experimentally, is correctly predicted by the
model. Included in both figures are the results
obtained from a simulation in which ideal
particle-wall collisions were assumed while all
remaining variables were kept the same.
Contrary to the experimental data reported by
van Breugel et al., in this case nearly flat
profiles of solids volume fraction and axial
solids velocity (i.e. essentially plug flow) are
obtained.
Kuipers and van Swaaij [17] used a full three-
dimensional (3D) model based on the kinetic
theory of granular flow to study the flow
structure in a riser with a square cross-section
(side length 0.168 m) and a height L of 11 m.
They assumed ideal particle-particle encoun-
ters (e=1) and non-ideal particle-wall
encounters (ew=0.8, a=0.5). They compared
the spatial distribution of solids concentration
with the corresponding experimental data
reported by Wirth et al. [42] who used ZnS as
bed material (particle diameter dp=50 mm,
particle density rs=3950 kg/m
3) and air as
fluidizing agent. In Figure 7 the computed
spatial distribution of the solids volume
fraction (left) and axial component of solids
velocity (right) are shown at an elevation of
3.5 m in the riser at a superficial gas velocity
U of 2.0 m/s and a solids mass flux Gs of 11.7
kg/(m2.s). It should be noted that the lateral
co-ordinates are given in computational cell
units; the actual dimensions in both x-direction
and y-direction are equal to 0.168 m (i.e. the
side length of the riser). From this figure it can
clearly be seen that significant solids segrega-
tion prevails, even in this case with relatively
low solids mass flux. In the corners of the
square riser the highest solids concentration is
predicted which induces the local down flow
of the solid phase. As a consequence also
down flow of the gas phase occurs. It is not
surprising that the highest solids concentration
is predicted in the corners where the non-ideal
particle-wall collisions take place. At the axial
location corresponding to Figure 7 the riser
flow is fully developed.
In Figure 8 profiles of solids volume fraction
(a), granular temperature (b) and axial compo-
nents of gas velocity (c) and solids velocity (d)
are presented as a function of the dimension-
less x-co-ordinate (x/rx) at several planes
y=constant at an elevation of 3.5 m in the riser
for a superficial gas velocity U of 2.0 m/s and
a solids mass flux Gs of 11.7 kg/(m
2.s).
Included in Figure 8a are the experimental
a         b
c         d
Figure 8: Computed profiles of solids volume fraction (a), granular temperature (b) and axial components of gas
velocity (c) and solids velocity (d) as a function of the dimensionless co-ordinate (x/rx) at several planes
y=constant at an elevation of 3.5 m in the riser (j=1: |y/ry|=0.98, j=5: |y/ry|=0.38, j=10: |y/ry|=0.18, j=25:
|y/ry|=0.02). Note that the center of the duct corresponds to x=0 and y=0.
solids volume fraction data of Wirth et al. [42]
taken at an elevation of 4.0 m using g-ray
densitometry.  The measurements were taken
at the center of the duct which corresponds to
the y-plane denoted by j=25 in the computa-
tion. It appears that our model under predicts
the experimentally determined solids volume
fraction, however the agreement with the
experimental data is considered satisfactory. In
the vicinity of the walls Wirth et al. measured
a maximum downward solids velocity of
approximately 2.0 m/s. The computed maxi-
mum downward solids velocity reached at a
distance of 8.4 mm from the duct walls in both
x-direction and y-direction) was approxi-
mately 1.2 m/s.
5.2 Discrete Particle Models
Bubbling Fluidized Beds (BFB):
In several large scale applications of dense
gas-fluidized beds the particulate phase
consists of solid particles which differ signif i-
cantly in size. Well-known examples in this
connection are the gas phase polymerisation of
lower olefines and production of detergents
and fertilizers via fluid bed granulation. Since
in discrete particle models each individual
particle is tracked in the domain of interest
while taking particle-particle and particle-wall
encounters into account it is relatively easy to
describe on a fundamental basis dense gas-
particle flows with arbitrary distribution in
size or any other relevant physical property.
Hoomans et al. [36] studied segregation by
size in a binary mixture of small (dp=1.5 mm)
and big (dp=4.0 mm) particles of equal density
(rs=2480 kg/m
3) fluidized by air in a small
two-dimensional gas-fluidized bed (bed width:
0.15 m, bed height: 0.25 m) at a superficial gas
velocity U equal to the minimum fluidization
velocity of the big particles (Umf,big=1.7 m/s).
The collision parameters e and m for particle-
particle encounters were set equal to respec-
tively 0.96 and 0.15 whereas the collision
parameters ew and mw for particle-wall en-
counters were set equal to respectively 0.86
and 0.15. In Figure 9 a number of snapshots of
particle configurations are shown which
clearly show that segregation occurs with the
bigger particles accumulating at the bottom of
the bed. However from computer animations it
could clearly be established that due to the rise
of bubbles in the bed continuously big parti-
cles are carried in the wakes of bubbles to the
upper part in the bed. These particles subse-
quently slowly descend to the bottom part of
the bed where most of the big particles reside.
Eventually this leads to a dynamic equilibrium
with a bottom part of the bed which contains a
high fraction of the big particles and a top part
of the bed which contains a high fraction of
the small particles in the top part of the bed.
Hoomans et al. [36] also performed simula-
tions using ideal collision parameters (e=ew=1
and m=mw=0) and found a very rapid complete
segregation in this case. This is expected
behavior since in this situation no energy
dissipation due to particle-particle and parti-
cle-wall encounters occurs and as a
consequence no bubbles are formed which
could carry the big particles in their wakes to
the upper portion of the bed. For further
details and experimental validation of these
results the interested reader is referred to
Hoomans [21] where also simulation results
are presented for density driven segregation.
Circulating Fluidized Beds (CFB):
For bubbling fluidized beds we have seen that
their heterogeneous nature (i.e. the occurrence
of gas bubbles) can be related to non-ideal
particle-particle encounters leading to energy
dissipation at the microscopic scale. It is well
known that the heterogeneous nature of gas-
particle flows is not limited to the flow regime
Figure 9: Snapshots of particle configurations for a binary system of particles of different size but equal
density fluidized at a superficial gas velocity U equal to the minimum fluidization velocity of the big particles
(Umf,big=1.7 m/s). Physical properties of particles: dp,small=1.5 mm, dp,big=4.0 mm, rs,small=rs,big= 3950 kg/m3.
Collision parameters: e=0.96, ew=0.86, m=mw=0.15. Bed dimensions: 0.15 m (width) and 0.25 m (height).
encountered in dense beds since also in CFB
risers the heterogeneous nature of gas-particle
flows has often been observed. In view of the
findings of Hoomans et al. [19] and the results
reported for binary solids systems by
Hoomans et al. [36] it seems plausible that the
same physical phenomenon, that is non-ideal
particle-particle encounters, is also responsible
for the flow heterogeneity in CFB risers.
In Figure 10 snapshots of particle configura-
tions obtained from a two-dimensional
discrete particle simulation of a CFB riser
(width: 0.08 m, length: 2.0 m) are shown
assuming ideal (left) and non-ideal (right)
particle-particle and particle-wall encounters
[43]. In the simulation a superficial gas-
velocity U of 5.0 m/s and a solids mass flux
Gs of 25 kg/(m
2.s) was used. It should be
noted that the riser section between 1.0 m and
1.2 m in elevation is shown in both snapshots.
The diameter and density of the solid particles
used in the simulation was respectively 500
mm and 2620 kg/m3. In the simulation assum-
ing non-ideal collisions the collision
parameters were given the following values:
e=ew=0.94, m=mw=0.28.
 Figure 10: Snapshots of particle configurations obtained from a two-dimensional discrete particle simulation of a
CFB riser (width: 0.08 m, length: 2.0 m) assuming ideal (left) and non-ideal (right) particle-particle and particle-
wall encounters. Riser operating conditions: superficial gas velocity U of 5.0 m/s and solids mass flux Gs of 25
kg/(m2.s). Physical properties of particles: diameter 500 mm, density 2620 kg/m3. Collision parameters: e=ew=0.94,
m=mw=0.28. Note that in both snapshots only the riser section with a height between 1.0 m and 1.2 m is visualized.
From Figure 10 it can clearly be seen that, as
anticipated, the occurrence of clusters or
strands (i.e. dense aggregates of closely
packed particles) is caused by the non-ideal
particle-particle and particle-wall encounters.
Hoomans et al. [43] also showed that the
formation of clusters was primarily due to
non-ideal particle-particle interaction. On a
time-average basis this type of heterogeneity
leads to a flow structure which is known as the
“core-annulus” type in which a relative dilute
core exists in the central region of the flow
and a dense annular zone in the wall region of
the flow. This type of flow structure has very
important consequences for the performance
of a CFB riser as a chemical reactor [44].
6. CONCLUSIONS
Although in recent years considerable progress
has been made towards a more fundamental
understanding of the (dense) gas-solids flow
prevailing in some members (i.e. bubbling
beds, CFB risers) of the fluid bed family
depicted in Figure. 1, very significant chal-
lenges remain before the presently available
micro-balance models can be applied with
confidence to accurately predict the perform-
ance of large-scale fluidized bed chemical
reactors. Currently these models are not yet
sufficiently developed (i.e. thoroughly vali-
dated and accurate enough) to replace the
available state-of-the-art development and
design models and should instead be used as
learning models to test closure laws for solids
phase stresses and fluid-particle drag employ-
ing well-defined experiments where all
relevant parameters can be controlled closely.
Due to the inherent complexity of dense gas-
particle flows, the authors believe that in the
near future an integrated modeling approach,
employing a hierarchy of models, deserves
much more attention. In this proposed "hierar-
chy of models" approach, models with
increasing degree of sophistication (i.e.
discrete particle models) should be used to
feed models (i.e. continuum models) which
require relatively more (arbitrary) assumptions
and/or empirical input information. It should
also be stressed here that, especially for
accurate modeling of high velocity fluidization
regimes, turbulence modeling constitutes a
major obstacle and should therefore receive
more attention. As pointed out by Jackson [27]
the degree of refinement should be commensu-
rate with the purpose of the model and the
associated degree of accuracy which is accept-
able. In this connection Occam’s razor (Clift
[28]) again applies. Once the validation, as
outlined above, has been completed there
exists a firm basis to apply these models to
complex geometries involving chemically
reactive flows using realistic computational
meshes.
NOTATION
c Fluctuating velocity component, m/s
Cd Drag coefficient
dp Particle diameter, m
D Diameter, m
e Restitution coefficient
g Gravitational force per unit mass, m/s2
g0 Radial distribution function
Gs Solids mass flux,kg/(m
2.s)
I Unit tensor
L Length, m
mi Mass of i
th particle, kg
n Outward directed unit normal vector
p Pressure, Pa
qs Pseudo Fourier flux of kinetic fluctuating
energy, kg/(m.s)
r r-co-ordinate, m
rx duct radius in x-direction, m
ry duct radius in y-direction, m
R Radius, m
t Time, s
u Fluid velocity, m/s
v Solid velocity, m/s
U Superficial gas velocity, m/s
vi Velocity of i
th particle, m/s
x co-ordinate in x-direction, m
y co-ordinate in y-direction, m
Greek symbols
a Specularity coefficient
b Inter-phase momentum transfer coeffi-
cient, kg/(m3.s)
e Volume fraction
e0 Fluid phase volume fraction at dense
packing conditions
g Dissipation rate due to inelastic particle-
particle collisions, kg/(m.s3)
k Pseudo conductivity, kg/(m.s)
l Bulk viscosity, kg/(m.s)
m Dynamic friction coefficient
Shear viscosity, kg/(m.s)
r Density, kg/m3
Q Granular temperature, m2/s2
t Stress tensor, Pa
tp Particle response time,s
tK Kolmogorov time scale,s
Subscripts
b Bed
c Collisional
d Drag
f Fluid
g Gravity
i Particle index number
k Kinetic
K Kolmogorov
mf Minimum fluidization
p Particle
Pressure
r Radial direction
s Solids
w Wall
x x-direction
y y-direction
z z-direction
Superscripts
- Vector quantity
T Transpose
Operator
Ñ Gradient
Ñ· Divergence
Abbreviations
CFB Circulating Fluidized Bed
CFD Computational Fluid Dynamics
DBLM Discrete Bubble Lagrangian Model
KTGF Kinetic Theory of Granular Flow
LBM Lattice Boltzmann Method
MD Molecular Dynamics
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