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Re´sume´
E´tant donne´ un graphe (oriente´) G = (S,A), une partie X de S est un
intervalle de G lorsque pour tous a, b ∈ X et x ∈ S−X, (a, x) ∈ A si
et seulement si (b, x) ∈ A et (x, a) ∈ A si et seulement si (x, b) ∈ A.
Par exemple, ∅, {x} (x ∈ S) et S sont des intervalles de G, ap-
pele´s intervalles triviaux. Un graphe, dont tous les intervalles sont
triviaux, est inde´composable ; sinon, il est de´composable. Un sommet
x d’un graphe inde´composable G est critique si le graphe G − x est
de´composable. En 1993, J.H. Schmerl et W.T. Trotter ont caracte´rise´
les graphes inde´composables dont tous les sommets sont critiques,
appele´s graphes critiques. Dans cet article, nous caracte´risons les
graphes inde´composables qui admettent un unique sommet non cri-
tique, que nous appelons graphes (-1)-critiques. Nous re´pondons ainsi
a` une question pose´e par Y. Boudabbous et P. Ille dans un article
re´cent e´tudiant les sommets critiques dans un graphe inde´composable.
Abstract
The (-1)-critical graphs. Given a (directed) graph G = (V,A), a
subset X of V is an interval of G provided that for any a, b ∈ X and
x ∈ V −X, (a, x) ∈ A if and only if (b, x) ∈ A and (x, a) ∈ A if and
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only if (x, b) ∈ A. For example, ∅, {x} (x ∈ V ) and V are intervals
of G, called trivial intervals. A graph, all the intervals of which are
trivial, is indecomposable; otherwise, it is decomposable. A vertex x
of an indecomposable graph is critical if G − x is decomposable. In
1993, J.H. Schmerl and W.T. Trotter characterized the indecompos-
able graphs, all the vertices of which are critical, called critical graphs.
In this article, we characterize the indecomposable graphs which ad-
mit a single non critical vertex, that we call (-1)-critical graphs. This
gives an answer to a question asked by Y. Boudabbous and P. Ille in
a recent article studying the critical vertices in an indecomposable
graph.
Mots cle´s: intervalle, graphe inde´composable, sommet critique, graphe
(-1)-critique, graphe d’inde´composabilite´.
1 Introduction
1.1 Ge´ne´ralite´s
Un graphe (oriente´) G = (S(G), A(G)) ou (S,A), est constitue´ d’un
ensemble fini S de sommets et d’un ensemble A de couples de sommets
distincts, appele´s arcs de G. L’ordre (ou le cardinal) du graphe G est le
nombre de ses sommets. Soit G = (S,A) un graphe. A` chaque partie X de
S est associe´ le sous-graphe G(X) = (X,A ∩ (X ×X)) de G induit par X .
PourX ⊆ S (resp. x ∈ S), le graphe G(S−X), ou` S−X = {s ∈ S : s /∈ X},
(resp. G(S−{x}) est note´ G−X (resp. G−x). Pour tous sommets distincts
x, y de S, x←→ y signifie (x, y) ∈ A et (y, x) ∈ A ; x−−y signifie (x, y) /∈ A
et (y, x) /∈ A ; x −→ y signifie (x, y) ∈ A et (y, x) /∈ A. Pour x ∈ S et Y ⊆ S,
x −→ Y signifie x −→ y pour tout y ∈ Y . Pour X,Y ⊆ S, X −→ Y signifie
x −→ Y pour tout x ∈ X . D’une manie`re analogue, on de´finit pour x ∈ S
et pour X,Y ⊆ S, Y ←→ x, x−−Y , X ←→ Y et X−−Y . Par exemple un
tournoi T est un graphe tel que pour tous x 6= y dans S(T ), ou bien x −→ y
ou bien y −→ x. Un tournoi T est un ordre total (ou une chaˆıne), lorsque
pour tous x, y, z ∈ S(T ), si x −→ y et y −→ z, alors x −→ z. Dans un ordre
total, la notation x < y signifie x −→ y. L’ordre total usuel 0 < · · · < n est
note´ On.
Un graphe syme´trique est un graphe G tel que pour tous x 6= y dans
S(G), si (x, y) ∈ A(G), alors (y, x) ∈ A(G). E´tant donne´ un sommet x d’un
graphe syme´trique G, un sommet y ∈ S(G) est un voisin de x (dans G), si
(x, y) ∈ A(G). On note VG(x) l’ensemble des voisins de x dans G. le degre´
de x est dG(x) =| VG(x) |. Lorsque VG(x) = ∅, on dit que x est un sommet
isole´ de G. Un graphe syme´trique G est complet (resp. vide) lorsque pour
tous x 6= y dans S(G), (x, y) ∈ A(G) (resp. (x, y) 6∈ A(G)).
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E´tant donne´ un graphe syme´trique G, une relation d’e´quivalence R
est de´finie sur S(G) comme suit. Pour tous x 6= y dans S(G), x R y s’il
existe une suite x0 = x, · · · , xn = y de sommets de G telle que pour tout
i ∈ {0, · · · , n − 1}, (xi, xi+1) ∈ A(G). Les classes d’e´quivalence de R sont
les composantes connexes de G. Le graphe G est connexe lorsqu’il admet
une seule composante connexe.
E´tant donne´s deux graphes G = (S,A) et G′ = (S,A′), une bijection
f de S sur S′ est un isomorphisme de G sur G′ si pour tous x, y ∈ S,
(x, y) ∈ A si et seulement si (f(x), f(y)) ∈ A′. Lorsqu’un tel isomorphisme
existe, on dit que G et G′ sont isomorphes, et on note G ≃ G′. On dit qu’un
graphe G abrite un graphe H lorsque H est isomorphe a` un sous- graphe
de G.
A` chaque graphe G est associe´ son dual G⋆ et son comple´mentaire G
de´finis sur S(G) comme suit : pour tous x 6= y dans S(G), (x, y) ∈ A(G⋆)
si (y, x) ∈ A(G) ; (x, y) ∈ A(G) si (x, y) /∈ A(G). Un graphe G est autodual
lorsqu’il est isomorphe a` G⋆.
1.2 Graphes inde´composables
E´tant donne´ un grapheG = (S,A), on introduit une relation d’e´quivalen-
ce ≡G (ou ≡) sur l’ensemble des couples de sommets distincts de G, de´finie
comme suit : pour x 6= y dans S et u 6= v dans S, (x, y) ≡G (u, v) (ou
(x, y) ≡ (u, v) ) si x −→ y et u −→ v, ou bien y −→ x et v −→ u, ou
bien x ←→ y et u←→ v, ou bien x −−y et u − −v. Dans le cas contraire
on note (x, y) 6≡G (u, v) (ou (x, y) 6≡ (u, v)). Pour x ∈ S et Y ⊆ S − {x},
x ∼ Y signifie que pour tous y, z ∈ Y , (x, y) ≡ (x, z). Pour X,Y ⊆ S, avec
X ∩ Y = ∅, X ∼ Y signifie que pour tous x, x′ ∈ X et pour tous y, y′ ∈ Y ,
(x, y) ≡ (x′, y′). Par ailleurs, une partie I de S est un intervalle [5, 6, 8]
(ou un clan [4]) de G lorsque pour tout x ∈ S − I, x ∼ I. Par exemple,
∅, {x} ou` x ∈ S, et S sont les intervalles triviaux de G. Un graphe est
inde´composable [6, 8] (ou primitif [4] ) si tous ses intervalles sont triviaux ;
il est de´composable dans le cas contraire. Nous introduisons quelques nota-
tions et nous rappelons quelques proprie´te´s des graphes inde´composables.
De´finition 1.1. Soit G = (S,A) un graphe. A` toute partie X de S telle
que | X |≥ 3 et G(X) est inde´composable, on associe les parties de S −X
suivantes :
– [X ] = {x ∈ S −X : X est un intervalle de G(X ∪ {x})}.
– Pour tout u ∈ X, X(u) = {x ∈ S −X : {u, x} est un intervalle de
G(X ∪ {x})}.
– Ext(X) = {x ∈ S −X : G(X ∪ {x}) est inde´composable}.
La classe forme´e par Ext(X), [X ] et X(u), ou` u ∈ X, est note´e pX .
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Lemme 1.2. [4] Soient G = (S,A) un graphe et X une partie de S tels
que | X |≥ 3 et G(X) est inde´composable. La classe pX = {X(u) : u ∈
X} ∪ {Ext(X), [X ]} forme une partition de S −X. De plus, les assertions
suivantes sont ve´rifie´es.
– Soient u ∈ X, x ∈ X(u) et y ∈ S − (X ∪X(u)). Si G(X ∪ {x, y}) est
de´composable, alors {u, x} est un intervalle de G(X ∪ {x, y}).
– Soient x ∈ [X ] et y ∈ S−(X∪[X ]). Si G(X∪{x, y}) est de´composable,
alors X ∪ {y} est un intervalle de G(X ∪ {x, y}).
– Soient x 6= y dans Ext(X). Si G(X ∪ {x, y}) est de´composable, alors
{x, y} est un intervalle de G(X ∪ {x, y}).
Le re´sultat suivant est une conse´quence directe du lemme 1.2.
Corollaire 1.3. [4] Soit G = (S,A) un graphe inde´composable. Si X est
une partie de S telle que | X |≥ 3, | S−X |≥ 2 et G(X) est inde´composable,
alors il existe deux sommets distincts x et y de S−X tels que G(X∪{x, y})
est inde´composable.
Rappelons enfin le lemme suivant.
Lemme 1.4. [7] Si G = (S,A) est un graphe inde´composable avec | S |≥ 5
et si a ∈ S, alors il existe une partie X de S telle que | X |= 4 ou 5, a ∈ X
et G(X) est inde´composable.
1.3 Graphes critiques
Soit G un graphe inde´composable. Un sommet x de G est critique si
le graphe G − x est de´composable. Lorsque tous les sommets de G sont
critiques, on dit que G est un graphe critique. On ge´ne´ralise cette de´finition
en disant que le graphe G est (-k)-critique lorsqu’il admet exactement k
sommets non critiques. Notons que si un graphe G est inde´composable,
alors G⋆ et G sont aussi inde´composables et ils ont les meˆmes sommets
critiques que G. Lorsqu’un sommet a est l’unique sommet non critique
d’un graphe (-1)-critique G, on dit que le graphe G est (-1)-critique en a.
J.H. Schmerl et W.T. Trotter [8] ont caracte´rise´ les graphes critiques. Nous
rappelons cette caracte´risation dans le cas des tournois. Pour tout entier
naturel m, nous posons Nm = {0, · · · ,m}. Les tournois critiques sont, a` des
isomorphismes pre`s, les tournois T2n+1, U2n+1 et V2n+1 de´finis sur N2n, ou`
n ≥ 2, comme suit.
– T2n+1(Nn) = 0 < · · · < n, T2n+1({n+1, · · · , 2n}) = n+1 < · · · < 2n,
et pour tout i ∈ Nn−1, {i+ 1, . . . , n} −→ i + n+ 1 −→ Ni.
– U2n+1(Nn) = 0 < · · · < n, (U2n+1)⋆({n+1, · · · , 2n}) = n+1 < · · · <
2n, et pour tout i ∈ Nn−1, {i+ 1, . . . , n} −→ i+ n+ 1 −→ Ni.
– V2n+1(N2n−1) = 0 < · · · < 2n − 1 et {2i + 1 : 0 ≤ i ≤ n − 1} −→
2n −→ {2i : 0 ≤ i ≤ n− 1}.
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Dans cet article, nous caracte´risons les graphes (-1)-critiques, re´pondant
ainsi, a` une question pose´e par Y. Boudabbous et P. Ille [3], et ge´ne´ralisant
une re´cente caracte´risation des tournois (-1)-critiques [1].
2 Caracte´risation des graphes (-1)-critiques
2.1 Graphe d’inde´composabilite´
La notion de graphe d’inde´composablite´ a e´te´ introduite par P. Ille [2,
7]. A` chaque graphe G = (S,A) est associe´ son graphe d’inde´composabilite´
I(G) de´fini sur S comme suit. Pour tous x 6= y dans S, (x, y) est un arc
de I(G) si G − {x, y} est inde´composable. Notons que I(G) est un graphe
syme´trique et que I(G) = I(G⋆) = I(G). Nous rappelons le lemme suivant.
Lemme 2.1. [3] Soient G = (S,A) un graphe inde´composable d’ordre ≥ 5
et x un sommet critique de G. Alors | VI(G)(x) |≤ 2 et on a :
– Si VI(G)(x) = {y}, ou` y ∈ S, alors S − {x, y} est un intervalle de
G− x.
– Si VI(G)(x) = {y, z}, ou` y 6= z dans S, alors {y, z} est un intervalle
de G− x.
Le graphe d’inde´composabilite´ est un outil important dans notre construc-
tion des graphes (-1)-critiques. Afin de de´crire les diffe´rents graphes d’inde´co-
mposabilite´ possibles d’un graphe (-1)-critique, nous introduisons les graphes
suivants. Le chemin Pn est le graphe syme´trique de´fini sur Nn comme suit :
Pour tous i, j ∈ Nn, i ←→ j si | i − j |= 1. Pour n ≥ 2, le cycle Cn est le
graphe syme´trique obtenu a` partir de Pn en ajoutant les arcs (0, n) et (n, 0).
Tout graphe isomorphe a` Pn (resp. Cn) est appele´ chemin (resp. cycle). La
longueur d’un chemin, ou d’un cycle, est le nombre de paires {x, y} de
ses sommets tels que x ←→ y. Les extre´mite´s (resp. sommets internes)
d’un chemin sont ses sommets de degre´ 1 (resp. de degre´ 2). Un arbre est
un graphe syme´trique connexe sans cycle. Les feuilles d’un arbre sont ses
sommets de degre´ 1. Un arbre e´toile´ est un arbre A admettant un unique
sommet a tel que dA(a) ≥ 3, appele´ source de A. Un arbre a-e´toile´ est un
arbre e´toile´ de source a. E´tant donne´ un arbre e´toile´ A, une branche de
A est un chemin de A dont les extre´mite´s sont la source et une feuille. Le
degre´ de A est le degre´ de sa source, ou encore le nombre de ses branches
ou de ses feuilles. Nous conside´rons enfin le graphe R2n+1 de´fini sur N2n,
ou` n ≥ 2, comme suit : {1, 3, · · · , 2n− 1} −→ 2n −→ {0, 2, · · · , 2n− 2} et
pour tous x 6= y ∈ N2n−1, (x, y) est un arc de R2n+1 si x < y et si x est
impair ou y est pair.
Remarque 2.2. [3] Le graphe R2n+1, ou` n ≥ 2, est autodual et (-1)-
critique en 2n. De plus, I(R2n+1)− 2n = P2n−1 et 2n est un sommet isole´
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de I(R2n+1).
Lemme 2.3. [3] Le graphe d’inde´composabilite´ d’un graphe G d’ordre ≥ 7
et (-1)-critique en a, admet une unique composante connexe de cardinal
≥ 2. De plus, si a est un sommet isole´ de I(G), alors G est isomorphe a`
R2n+1 ou a` R2n+1.
Nous comple´tons ce lemme comme suit.
Corollaire 2.4. Soit G un graphe d’ordre ≥ 7, (-1)-critique en a et tel que
a n’est pas un sommet isole´ de I(G). Soit C la composante connexe non
re´duite a` un singleton de I(G) et soit X une partie de S(G) telle que G(X)
est inde´composable. Si C ⊆ X, alors S(G) = X.
Preuve. Par l’absurde, supposons S(G) 6= X . En appliquant plusieurs fois
le corollaire 1.3 a` partir de G(X), on obtient deux sommets, distincts ou
non, x, y ∈ S(G) − C tels que G − {x, y} est inde´composable. Si x = y, x
est un sommet non critique de G, contradiction car a est l’unique sommet
non critique de G. Si x 6= y, (x, y) est un arc de I(G), contradiction car x
et y sont des sommets isole´s de I(G). ✷
Ces re´sultats nous ame`nent a` associer a` chaque graphe (-1)-critique G
d’ordre≥ 7, le sous-graphe I ′(G) de I(G), induit par sa composante connexe
non re´duite a` un singleton.
Proposition 2.5. E´tant donne´ un graphe G d’ordre ≥ 7 et (-1)-critique
en a, l’une des assertions suivantes est ve´rifie´e :
– I(G) est un cycle de longueur impaire.
– I ′(G) est un chemin de longueur ≥ 2.
– I ′(G) est un arbre a-e´toile´ dont toutes les branches sont de longueurs
≥ 2 et admettant au plus une branche de longueur impaire, et alors
cette branche est de longueur ≥ 3.
Preuve. Soit G un graphe d’ordre ≥ 7 et (-1)-critique en a. Si a est un
sommet isole´ de I(G) alors, d’apre`s le lemme 2.3, G est isomorphe a` R2n+1
ou a` R2n+1 et, d’apre`s la remarque 2.2, I
′(G) est un chemin de longueur
≥ 5. Si a n’est pas un sommet isole´ de I(G) alors a est un sommet de I ′(G).
Supposons d’abord que I(G) abrite un cycle. Il existe alors une partie X de
S(G) telle que I(G)(X) est un cycle. Posons I(G)(X) = Cm, ou` m ≥ 2. Le
sommet a appartient a`X , sinon il existe un sommet α ∈ X tel dI(G)(α) ≥ 3.
Comme α est un sommet critique de G, ceci contredit le lemme 2.1. On
peut alors supposer que a = 0. D’apre`s le lemme 2.1, {0,m − 1} est un
intervalle de G−m. On a m est pair, autrement, par le lemme 2.1, {i, i+2}
est un intervalle de G − {i + 1} pour tout i ∈ {0, · · · ,m − 3}, par suite
(m, 0) ≡ (m, 2) ≡ · · · ≡ (m,m − 1). Ainsi {0,m− 1} est un intervalle non
trivial de G, contradiction. De plus, S − X = ∅, sinon un raisonnement
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analogue au pre´ce´dent utilisant le lemme 2.1 donne pour tout α ∈ S −X ,
(α, 1) ≡ (α, 3) ≡ · · · ≡ (α,m − 1) ≡ (α, 0) ≡ (α, 2) ≡ · · · ≡ (α,m). Ainsi
X est un intervalle non trivial de G, contradiction. Il s’ensuit que I(G)
est un cycle de longueur impaire. Supposons a` pre´sent que I(G) n’abrite
pas un cycle, c’est-a`-dire que I ′(G) est un arbre. Si dI(G)(a) ≤ 2 (resp.
dI(G)(a) ≥ 3) alors, d’apre`s le lemme 2.1, I
′(G) est un chemin (resp. un
arbre e´toile´ de source a). Supposons d’abord que I ′(G) est un chemin.
D’apre`s le lemme 1.4, il existe une partie X de S(G) telle que | X |= 4
ou 5, a ∈ X et G(X) est inde´composable. En appliquant plusieurs fois le
corollaire 1.3 a` partir de G(X), on obtient deux sommets x, y ∈ S(G) tels
que G−{x, y} est inde´composable. Puisque x est un sommet critique de G,
alors x 6= y. Il s’ensuit que (x, y) est un arc de I ′(G). Comme de plus a n’est
pas un sommet isole´ de I(G), alors le chemin I ′(G) est de longueur ≥ 2.
Nous posons maintenant, pour tous entiers h, l ≥ 1, Shl = {h0, · · · , hl},
h0 = a = 0, et nous notons par Phl le chemin de´fini sur Shl par A(Phl) =
{(hu, hv) :| u − v |= 1}. Supposons par l’absurde que I ′(G) est un arbre
e´toile´ admettant deux branches distinctes P12p+1 et P22q+1 de longueurs
impaires, ou` p, q ∈ N. Une suite d’applications du lemme 2.1 donne (0, 11) ≡
(0, 12p+1) ≡ (12p, 12p+1) 6≡ (12p, 21) ≡ (0, 21). Soit x ∈ S(G) − (S12p+1 ∪
S22q+1 ). Encore par le lemme 2.1, (0, x) ≡ (12p, x) ≡ (12p, 21) ≡ (0, 21).
Ainsi (0, x) ≡ (0, 21). De meˆme, (0, x) ≡ (0, 11). Contradiction car (0, 11) 6≡
(0, 21). Supposons que I
′(G) est un arbre 0-etoile´ admettant une branche
P11 de longueur 1. Conside´rons deux autres branches distinctes P22r et P32s
de I ′(G) ou` r, s ∈ N⋆. D’apre`s le lemme 2.1, 0 ∼ (S−{0, 11}), et pour tous
x ∈ S − ({11} ∪ S22r ), l ∈ {1, · · · , r}, on a (22l, x) ≡ (0, x) ≡ (0, 32s−1) ≡
(22r−1, 32s−1) ≡ (22r−1, x) ≡ (22l−1, x). Il s’ensuit que S22r − {0} est un
intervalle non trivial du graphe inde´composable G−{0, 11}, contradiction.
D’ou`, si elle existe, la branche de longueur impaire de I ′(G) est de longueur
≥ 3. ✷
La proposition 2.5 nous ame`ne a` la distinction suivante des graphes
(-1)-critiques.
2.2 Les graphes (-1)-critiques G tels que I(G) est un
cycle
Pour tout entier p ≥ 1, nous conside´rons le graphe H2p+1 de´fini sur N2p
comme suit : pour tous x 6= y ∈ N2p , (x, y) est un arc de H2p+1 si : ou bien
x < y, x est pair et y est impair ; ou bien x > y et x et y sont de meˆme
parite´. Notons que H2p+1 est autodual en conside´rant la permutation σ
de´finie par σ(0) = 0 et σ(i) = 2p+ 1− i pour i 6= 0.
Proposition 2.6. A` des isomorphismes pre`s, les graphes (-1)-critiques
d’ordre ≥ 7 et dont le graphe d’inde´composabilite´ est un cycle sont H2p+1
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et H2p+1, ou` p ≥ 3. De plus, 0 est le sommet non critique de H2p+1.
Preuve. Nous commenc¸ons par e´tablir que pour tout p ≥ 2, H2p+1 est (-1)-
critique en 0 et que I(H2p+1) = C2p+1. Montrons d’abord, par re´currence,
que pour tout p ≥ 1, H2p+1 est inde´composable. Il est clair que H3 est
inde´composable. Soit maintenant p ≥ 2. Le grapheH2p−1 e´tant inde´compo-
sable par hypothe`se de re´currence, on ve´rifie que H2p+1 est inde´composable
en conside´rant la partition pW , ou`W = S(H2p−1). Il suffit de constater que
2p ∈W (2p− 2), 2p− 1 6∈ W (2p− 2) et (2p− 1, 2p) 6≡ (2p− 1, 2p− 2). Tout
sommet i 6= 0 de H2p+1 est critique car {i− 1, i+ 1} est un intervalle non
trivial de H2p+1 − i. En remarquant que H2p+1 − {0, 1} ≃ H2p−1, nous
ve´rifions maintenant que H2p+1 − 0 est inde´composable en conside´rant la
partition pY , ou` Y = {2, · · · , 2p}. D’une part 1 6∈ [Y ] car 2−−1 et 3 −→ 1.
D’autre part, pour tout u ∈ Y , 1 6∈ Y (u). En effet, (2p−1, 1) 6≡ (2p−1, u) si
u est pair ; 2 −→ u et 2−−1 si u est impair. Il s’ensuit, d’apre`s le lemme 1.2,
que 1 ∈ Ext(Y ), c’est-a`-dire 0 est un sommet non critique de H2p+1. Pour
ve´rifier que I(H2p+1) = C2p+1, il suffit, d’apre`s la proposition 2.5, de ve´rifier
que pour tout i ∈ N2p, H2p+1 − {i, i + 1} est inde´composable. Pour tout
i ∈ N2p−1, H2p+1 − {i, i+ 1} ≃ H2p−1. De plus, H2p+1 − {2p, 0} ≃ H2p−1.
Comme H2p−1 est inde´composable, il s’ensuit que I(H2p+1) = C2p+1.
Soit maintenant un graphe (-1)-critique G d’ordre ≥ 7 et dont le graphe
d’inde´composabilite´ est un cycle. D’apre`s la proposition 2.5, le graphe G
est de cardinal impair. On pose alors S(G) = N2p, ou` p ≥ 3, 0 est le
sommet non critique de G et I(G) = C2p. D’apre´s le lemme 2.1, pour tout
i ∈ {1, · · · , 2p} , {i−1, i+1} est un intervalle de G−i, alors (0, 1) ≡ (0, 3) ≡
· · · ≡ (0, 2p− 1) ≡ (2, 2p− 1) ≡ · · · ≡ (2p− 2, 2p− 1)≡ (2p− 2, 0) ≡ (2p, 0).
Il s’ensuit que (0, 1) 6≡ (0, 2p), autrement (0, 1) ≡ (0, 3) ≡ · · · ≡ (0, 2p−1) ≡
(0, 2p) ≡ (0, 2p− 2) ≡ · · · ≡ (0, 2), c’est-a`-dire {1, · · · , 2p} est un intervalle
non trivial de G, contradiction. Ainsi (0, 1) 6≡ (1, 0) et quitte a` remplacer
G par G⋆, on peut supposer que 0 −→ 1 et donc 2p −→ 0. Pour i ≤ j
dans Np−1, 2i −→ 2j + 1 car 0 −→ 1 et (2i, 2j + 1) ≡ · · · ≡ (0, 2j + 1) ≡
· · · ≡ (0, 1). Pour i < j dans Np, 2j −→ 2i car 2p −→ 0 et (2j, 2i) ≡ · · · ≡
(2p, 2i) ≡ · · · ≡ (2p, 0). Pour i < j dans Np−1, 2j+1 −→ 2i+1 car 0 −→ 1
et (2j + 1, 2i+ 1) ≡ · · · ≡ (2p− 1, 2i+ 1) ≡ · · · ≡ (2p− 1, 1) ≡ (0, 1). Pour
i < j dans Np, (2i + 1, 2j) ≡ · · · ≡ (1, 2j) ≡ · · · ≡ (1, 2), en particulier
(2i + 1, 2p) ≡ (1, 2). Or (1, 2) ≡ (2, 1) sinon, comme 0 −→ 1 et {0, 2} est
un intervalle de G − 1 et n’est pas un intervalle de G, alors 1 −→ 2, il
s’ensuit que pour tout i ∈ {1, · · · , p − 1}, 2i + 1 −→ {1, 2p} −→ 2i, en
particulier {1, 2p} est un intervalle non trivial de G − 0. Contradiction.
Ainsi, ou bien 1 − −2 et dans ce cas G = H2p+1, ou bien 1 ←→ 2 et dans
ce cas G = (H2p+1)
⋆ ≃ H2p+1. ✷
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2.3 Les graphes (-1)-critiques G tels que I ′(G) est un
chemin
Nous construisons les graphes (-1)-critiques G de ce paragraphe sur
S(G) = Nm, Nm ∪ {α} ou Nm ∪ {α, β}, ou` {α, β} est une paire d’e´le´ments
distincts tels que {α, β} ∩ N = ∅.
Le corollaire suivant de´coule directement de la remarque 2.2 et du lemme
2.3.
Corollaire 2.7. A` des isomorphismes pre`s, les graphes G d’ordre ≥ 7, (-
1)-critiques en a et tels que I ′(G) est un chemin et a est un sommet isole´
de I(G), sont R2n+1 et R2n+1, ou` n ≥ 3.
Nous distinguons maintenant les cas ou` le sommet non critique est une
extre´mite´ ou un sommet interne de I ′(G).
2.3.1 Les graphes (-1)-critiques G en une extre´mite´ de I ′(G)
Nous introduisons, pour m ≥ 2, la classe Fm des graphes G de´finis
sur Nm et tels que Nm − {0, 1} est un intervalle de G − 0 et pour tout
i ∈ {1, · · · ,m − 1}, {i − 1, i + 1} est un intervalle de G − i sans eˆtre un
intervalle de G. Notons d’abord la remarque suivante.
Remarque 2.8. Soit G ∈ Fm, ou` m ≥ 2. Pour tout i ∈ Nm−1, G−{i, i+
1} ≃ G− {m− 1,m}. De plus, si m ≥ 3, G−m ∈ Fm−1.
Nous caracte´risons la classe Fm comme suit.
Lemme 2.9. E´tant donne´ un graphe G de´fini sur Nm, ou` m ≥ 2. Alors
G ∈ Fm si et seulement si (0, 1) 6≡ (2, 1) et pour tous x < y dans Nm,
(x, y) ≡ (1, 2) si x est impair, (x, y) ≡ (0, 2) si x et y sont pairs, et (x, y) ≡
(0, 1) si x est pair et y est impair.
Preuve. Soit G ∈ Fm, ou` m ≥ 2. On a (0, 1) 6≡ (2, 1) car {0, 2} est un
intervalle de G − 1 et n’est pas un intervalle de G. Soit x < y dans Nm.
Pour y 6= 1, (1, y) ≡ (1, 2) car Nm−{0, 1} est un intervalle de G−0. Comme
de plus pour tout i ∈ {1, · · · ,m−1}, {i−1, i+1} est un intervalle de G− i,
alors (1, 2) ≡ (1, y) ≡ · · · ≡ (x, y) si x est impair ; (0, 1) ≡ · · · ≡ (0, y) ≡
· · · ≡ (x, y) si x est pair et y est impair, et (0, 2) ≡ · · · ≡ (0, y) ≡ · · · ≡ (x, y)
si x et y sont pairs.
Re´ciproquement, soit i ∈ {1, · · · ,m − 1}. Remarquons que pour x ∈
Nm − {i − 1, i, i+ 1}, (x, i − 1) ≡ (x, i + 1), de sorte que {i− 1, i + 1} est
un intervalle de G − i. Si i est pair (resp. impair), alors (i − 1, i) ≡ (1, 2)
et (i + 1, i) ≡ (1, 0) (resp. (i − 1, i) ≡ (0, 1) et (i + 1, i) ≡ (2, 1)). Puisque
(0, 1) 6≡ (2, 1), (i, i − 1) 6≡ (i, i + 1) et par suite {i − 1, i + 1} n’est pas un
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intervalle de G. Enfin, Nm−{0, 1} est un intervalle de G− 0 car pour tout
y ∈ Nm − {0, 1}, (1, y) ≡ (1, 2). ✷
Le re´sultat suivant caracte´rise les graphes inde´composables de Fm.
Lemme 2.10. Soit G ∈ Fm, ou` m ≥ 2. Alors G est inde´composable si et
seulement si ou bien m est pair et (0, 1) 6≡ (0, 2) 6≡ (1, 2), ou bien m est
impair et (0, 2) 6≡ (0, 1) 6≡ (1, 2).
Preuve. Soit G ∈ Fm. On suppose que (0, 1) 6≡ (0, 2) 6≡ (1, 2) lorsque m
est pair, et que (0, 2) 6≡ (0, 1) 6≡ (1, 2) lorsque m est impair. Montrons,
par re´currence sur m, que G est inde´composale. En utilisant le lemme 2.9,
on ve´rifie que G est inde´composable pour m = 2 et pour m = 3. Soit
m ≥ 4. D’apre`s la remarque 2.8,G(Nm−2) ∈ Fm−2. Il s’ensuit queG(Nm−2)
est inde´composable par hypothe`se de re´currence. Comme m ∈ Nm−2(m −
2), m − 1 /∈ Nm−2(m − 2) et (m − 1,m − 2) 6≡ (m − 1,m), alors G est
inde´composable d’apre`s le lemme 1.2. Re´ciproquement, si m est pair et si
(0, 2) ≡ (0, 1) ou (0, 2) ≡ (1, 2) (resp. si m est impair et si (0, 1) ≡ (0, 2) ou
(0, 1) ≡ (1, 2)), on ve´rifie que {1, 2, · · · ,m} ou Nm−1 est un intervalle non
trivial de G. ✷
Afin de caracte´riser les graphes (-1)-critiques de ce paragraphe, nous
introduisons la classe F des graphes G = (S,A) tels que S = Nm, Nm∪{α}
ou Nm ∪ {α, β}, ou` m ≥ 2 ;G(Nm) ∈ Fm ; (0, 1) ≡ (0, 2) si et seulement si
S−Nm 6= ∅ ; pour tous i ∈ Nm et γ ∈ S−Nm, (i, γ) ≡ (1, 2) si i est impair
et (i, γ) ≡ (0, γ) si i est pair ; et tels que :
– Si S = Nm, alors (0, 2) 6≡ (1, 2) 6≡ (0, 1).
– Si S−Nm = {α}, alors (0, α) ≡ (α, 0) si (0, 1) ≡ (1, 2) ; (0, α) 6≡ (0, 1)
et (0, α) 6≡ (1, 2) si (0, 1) 6≡ (1, 2).
– Si S − Nm = {α, β}, alors (β, α) 6≡ (1, 2) 6≡ (0, 1), (0, α) ≡ (1, 2) et
(0, β) ≡ (0, 1).
Lemme 2.11. E´tant donne´ un graphe G d’ordre ≥ 4 de la classe F . Alors
G est (-1)-critique en m. De plus, si G est d’ordre ≥ 7, alors I ′(G) = Pm.
Preuve. Soit G = (S,A) un graphe de la classe F . Supposons d’abord que
S = Nm. Dans ce cas,m ≥ 3 et, d’apre`s la remarque 2.8, G(Nm−1) ∈ Fm−1.
En utilisant le lemme 2.10, les graphes G et G−m sont inde´composables.
Par de´finition de Fm, pour tout i ∈ Nm−1, i est un sommet critique de
G. Il s’ensuit que G est (-1)-critique en m. Lorsque | S |≥ 7, le graphe
G−{m−1,m} est inde´composable et pour tout i ∈ Nm−2, i est un sommet
critique de G − m. Il s’ensuit que VI(G)(m) = {m − 1} et que, par la
proposition 2.5, I ′(G) est un chemin. De plus, par la remarque 2.8, pour
tout i ∈ Nm−1, G − {i, i + 1} ≃ G − {m − 1,m}, en particulier le graphe
G − {i, i + 1} est inde´composable. On conclut que I ′(G) = I(G) = Pm.
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Supposons maintenant que S −Nm 6= ∅. On ve´rifie que G(S − {2, · · · ,m})
est inde´composable. Soit i ∈ {2, · · · ,m}. On pose Si = S − {i, · · · ,m}.
Montrons que si G(Si) est inde´composable, il en est de meˆme pour G(Si ∪
{i}). On a (i, 1) ≡ (2, 1) et (i, 0) ≡ (1, 0). Si i est impair, alors, pour
γ ∈ S − Nm, (i, γ) ≡ (1, 2) 6≡ (i, 0). Si i est pair et (i, 0) ≡ (i, 1), alors
S − Nm = {α} et (α, 0) ≡ (0, α) ≡ (i, α) 6≡ (i, 0). Ainsi i 6∈ [Si]. De plus,
i 6∈ Si(0) car (1, 0) 6≡ (1, i), et pour j ∈ {1, · · · , i − 1}, i 6∈ Si(j) sinon
G((Si−{j})∪{i}) est inde´composable. Contradiction car {j− 1, j+1} est
un intervalle de G− j. Si S −Nm = {α}, (i, 0) 6≡ (α, 0) et donc i 6∈ Si(α).
Si S −Nm = {α, β}, alors i 6∈ Si(α) car (0, α) ≡ (1, 2) 6≡ (0, 1) ≡ (0, i). De
plus, (β, α) 6≡ (1, 2) ≡ (0, α) ≡ (i, α), donc i 6∈ Si(β). Nous concluons, par
le lemme 1.2, que i ∈ Ext(Si). Il s’ensuit que les graphes G et G−m sont
inde´composables. Pour tout i ∈ {1, · · · ,m−1}, i est un sommet critique de
G car {i−1, i+1} est un intervalle non trivial de G−i. De meˆme 0 et α sont
des sommets critiques de G car S−{0, 1} et S−{0, α} sont des intervalles
non triviaux respectifs de G−0 et deG−α. Dans le cas ou` | S−Nm |= 2,Nm
est un intervalle non trivial de G − β. Le graphe G est alors (-1)-critique
en m. De meˆme, G − {m − 1,m} est inde´composable et les sommets de
G − {m − 1,m} sont des sommets critiques de G − m lorsque m ≥ 3. Il
s’ensuit, d’apre`s la proposition 2.5, que I ′(G) est un chemin lorsque | S |≥ 7.
Remarquons que pour tout i ∈ Nm−2, G − {i, i + 1} ≃ G − {m − 1,m},
en particulier G− {i, i+ 1} est inde´composable. De plus, α est un sommet
isole´ de I(G). Il en est de meˆme pour le sommet β lorsque | S −Nm |= 2.
On conclut que I ′(G) = Pm lorsque | S |≥ 7. ✷
Proposition 2.12. A` des isomorphismes pre`s, les graphes G d’ordre ≥ 7,
(-1)-critiques en m et tels que I ′(G) = Pm, sont les graphes d’ordre ≥ 7 de
la classe F .
Preuve. Soit G = (S,A) un graphe d’ordre ≥ 7, (-1)-critique en m et tel
que I ′(G) = Pm. D’apre`s la proposition 2.5, m ≥ 2. D’apre`s le lemme 2.1,
pour tout i ∈ {1, · · · ,m−1}, {i−1, i+1} est un intervalle de G− i et donc
un intervalle de G(Nm)− i. De plus, {i− 1, i+1} n’est pas un intervalle de
G. Il s’ensuit que (i, i+1) 6≡ (i, i− 1), en particulier, {i− 1, i+1} n’est pas
un intervalle de G(Nm). D’apre`s le lemme 2.1, S − {0, 1} est un intervalle
de G − 0, en particulier, Nm − {0, 1} est un intervalle de G(Nm) − 0. On
conclut que G(Nm) ∈ Fm. Si S −Nm 6= ∅, alors, encore par le lemme 2.1,
pour tous γ ∈ S−Nm et i ∈ Nm, (i, γ) ≡ (0, γ) si i est pair et (i, γ) ≡ (1, 2)
si i est impair.
Nous montrons maintenant que (0, 1) ≡ (0, 2) si et seulement si S −
Nm 6= ∅. Si (0, 1) ≡ (0, 2), alors S − Nm 6= ∅ sinon {1, · · · ,m} est un
intervalle non trivial de G, contradiction. Supposons que (0, 1) 6≡ (0, 2). Il
suffit de montrer que (1, 2) 6≡ (0, 1) si m est impair et (1, 2) 6≡ (0, 2) si m
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est pair. En effet, dans ce cas, G(Nm) est inde´composable d’apre`s le lemme
2.10. Il s’ensuit que S = Nm d’apre`s le corollaire 2.4. Supposons a` pre´sent
que (0, 1) ≡ (1, 2) et m est impair. Encore d’apre`s le lemme 2.10 et la
remarque 2.8, G(Nm) est de´composable et G(Nm−1) est inde´composable.
Il existe alors µ ∈ S − Nm tel que (0, µ) 6≡ (1, 2). En utilisant le lemme
1.2, G(Nm ∪ {µ}) est inde´composable car m ∈ [Nm−1], µ 6∈ [Nm−1] et
(m,µ) 6≡ (m,m − 1). D’apre`s le corollaire 2.4, G = G(Nm ∪ {µ}). Ainsi,
G−{µ,m} est inde´composable, contradiction car µ est un sommet isole´ de
I(G). Supposons enfin que (0, 2) ≡ (1, 2) et m est pair. D’apre`s le lemme
2.10, G(Nm) est de´composable. Ainsi S − Nm 6= ∅. De plus, d’apre`s le
lemme 2.10 et la remarque 2.8, G(Nm−1) est inde´composable pour m ≥ 4.
Supposons qu’il existe un sommet γ ∈ S−Nm tel que (2, 1) 6≡ (0, γ) 6≡ (1, 2).
Comme G({0, 1, 2, γ}) est inde´composable alors, d’apre`s le corollaire 2.4,
m ≥ 4. On obtient G(Nm ∪ {γ}) est inde´composable car m ∈ [Nm−1],
γ 6∈ [Nm−1] et (m, γ) 6≡ (m,m − 1). D’apre`s le corollaire 2.4, (γ,m) est
un arc de I(G), contradiction. Il s’ensuit que (1, 2) 6≡ (2, 1) et que S −
Nm = E1 ∪ E2, ou` E1 = {x ∈ S − Nm : (0, x) ≡ (1, 2)} et E2 = {x ∈
S−Nm : (0, x) ≡ (2, 1)}. Notons que E1 6= ∅ (resp. E2 6= ∅), sinon S−{m}
(resp. Nm) est un intervalle non trivial de G. Comme E2 ∪ Nm n’est pas
un intervalle de G, il existe (e1, e2) ∈ E1 × E2, tel que (e2, e1) 6≡ (1, 2).
On ve´rifie que G({0, 1, e2}) est inde´composable. En utilisant le lemme 1.2,
G({0, 1, 2, e1, e2}) est inde´composable car 2 ∈ [{0, 1, e2}], e1 6∈ [{0, 1, e2}] et
(e1, 2) 6≡ (e2, 2). Ainsi, par le corollaire 2.4, on obtient m ≥ 4. Posons X =
Nm−1 ∪ {e1, e2}, nous montrons que G(X) est inde´composable. On ve´rifie
que e2 ∈ Ext(Nm−1). En effet, e2 6∈ [Nm−1] car (0, e2) ≡ (2, 1) 6≡ (1, 2) ≡
(1, e2). De plus, pour tout i ∈ Nm
2
−1, e2 6∈ Nm−1(2i) car (e2,m − 1) ≡
(2, 1) 6≡ (0, 1) ≡ (2i,m− 1), et e2 6∈ X(2i+1) car (e2, 0) ≡ (1, 2) 6≡ (1, 0) ≡
(2i + 1, 0). Comme de plus, e1 ∈ [Nm−1] et (e2, e1) 6≡ (1, 2) ≡ (1, e1), alors
G(X) est inde´composable. On a m ∈ Ext(X). En effet, d’une part m 6∈ [X ]
car (1,m) 6≡ (e1,m). D’autre part, pour tout i ∈ Nm
2
−1, m 6∈ X(2i) car
(2i,m−1) ≡ (0, 1) 6≡ (2, 1) ≡ (m,m−1), et m 6∈ X(2i+1) car (2i+1, e2) ≡
(1, 2) 6≡ (2, 1) ≡ (m, e2). De plusm 6∈ X(e1)∪X(e2) car (e2,m) ≡ (m, e1) ≡
(1, 2) 6≡ (e2, e1). Ainsi G(Nm ∪ {e1, e2}) est inde´composable et, d’apre`s
le corollaire 2.4, G = G(Nm ∪ {e1, e2}). Il s’ensuit que G − {m, e1} est
inde´composable, contradiction car e1 est un sommet isole´ de I(G).
Si S = Nm, alors G ∈ Fm et G−m ∈ Fm−1 et, d’apre`s le lemme 2.10,
(0, 2) 6≡ (1, 2) 6≡ (0, 1). Il s’ensuit que G ∈ F . Supposons alors que S−Nm 6=
∅ . Dans ce cas (0, 1) ≡ (0, 2). Supposons d’abord que (0, 1) 6≡ (1, 2). S’il
existe ω ∈ S−Nm tel que (0, ω) 6≡ (0, 1) et (0, ω) 6≡ (1, 2) alors,G(Nm∪{ω})
est isomorphe a` un graphe de la classe F . Il s’ensuit que G(Nm ∪ {ω}) est
(-1)-critique et que, d’apre`s le corollaire 2.4, G = G(Nm ∪ {ω}). Sinon,
S−Nm = E1∪E3 ou` E3 = {x ∈ S−Nm : (0, x) ≡ (0, 1)}. Remarquons que
E1 6= ∅ (resp. E3 6= ∅), sinon (E3 ∪Nm)− {0} (resp. Nm) est un intervalle
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non trivial deG, contradiction. CommeE3∪Nm n’est pas un intervalle deG,
il existe (e1, e3) ∈ E1×E3, tel que (e3, e1) 6≡ (1, 2). Ainsi, G(Nm ∪{e1, e3})
est isomorphe a` un graphe de F . Il s’ensuit que G(Nm ∪ {e1, e3}) est (-1)-
critique et que, d’apre`s le corollaire 2.4, G = G(Nm ∪ {e1, e3}). Supposons
enfin que (0, 1) ≡ (1, 2). D’apre`s le lemme 2.9, d’une part (0, 1) 6≡ (1, 0)
et d’autre part, pour tous x < y ∈ Nm, (x, y) ≡ (0, 1). Il s’ensuit que
G(Nm) = Om ou O
⋆
m. Remarquons que si G ∈ F , alors G
⋆ ∈ F . On
peut alors supposer que G(Nm) = Om. Il suffit de montrer qu’il existe un
sommet ν ∈ S − Nm, tel que (0, ν) 6≡ (1, 2) et (0, ν) 6≡ (2, 1). En effet,
dans ce cas, (0, ν) ≡ (ν, 0) et par suite, G(Nm ∪ {ν}) est isomorphe a` un
graphe de la classe F . Il s’ensuit que G(Nm ∪ {ν}) est (-1)-critique et que,
d’apre`s le corollaire 2.4, G = G(Nm∪{ν}). Suppposons alors, par l’absurde,
que S − Nm = E1 ∪ E2. Remarquons que E1 6= ∅ sinon, E2 ∪ Nm−2 est
un intervalle non trivial de G − m si m est impair, E2 ∪ Nm−1 est un
intervalle non trivial de G si m est pair. Contradiction car G et G − m
sont inde´composables. De meˆme E2 6= ∅, sinon Nm est un intervalle non
trivial de G, contradiction. L’entier m est pair, autrement, pour y ∈ E2,
G(Nm ∪{y}) ≃ Vm+2. D’apre`s le corollaire 2.4, G = G(Nm ∪{y}) ≃ Vm+2,
contradiction car Vm+2 est un tournoi critique. Comme Nm −→ E1 et
E2 ∪ Nm n’est pas un intervalle de G, il existe (b1, b2) ∈ E1 × E2, tel que
(b2, b1) 6≡ (1, 2). En remarquant que G(Nm−1∪{b2}) ≃ Vm+1, on ve´rifie que
G(Nm∪{b1, b2}) est inde´composable en conside´rant la partition pNm−1∪{b2}.
Il suffit de remarquer que Nm−1 ∪ {b2} −→ m −→ b1 et que b1 6∈ [Nm−1 ∪
{b2}]. Il s’ensuit, d’apre`s de corollaire 2.4, que G = G(Nm ∪{b1, b2}). Ainsi
G − {m, b1} est inde´composable, contradiction car b1 est un sommet isole´
de I(G). ✷
2.3.2 Les graphes (-1)-critiques G en un sommet interne de I ′(G)
Nous introduisons, pourm ≥ 2 et a ∈ {1, · · · ,m−1} , la classe Gm(a) des
graphes G de´finis sur Nm tels que Nm−{0, 1} et Nm−2 sont des intervalles
respectifs de G − 0 et de G −m ; Nm − {1} et Nm − {m− 1} ne sont pas
des intervalles de G et pour tout i ∈ {1, · · · ,m− 1}−{a}, {i− 1, i+1} est
un intervalle de G− i.
Notons d’abord les remarques suivantes.
Remarque 2.13. E´tant donne´ G ∈ Gm(a), la permutation i 7−→ m− i est
un isomorphisme de G sur un graphe de Gm(m− a).
Remarque 2.14. Soit G ∈ Gm(a). On a G − {i, i + 1} ≃ G − {0, 1} ou
G(Nm−2) suivant que 0 ≤ i ≤ a− 1 ou que a ≤ i ≤ m− 1 respectivement.
Lorsque m ≥ 4, G(Nm−2) ∈ Fm−2 ou Gm−2(a) suivant que a ≥ m − 2 ou
que a < m−2 respectivement ; l’application i 7→ m− i est un isomorphisme
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de G−{0, 1} sur un graphe de Fm−2 ou de Gm−2(m−a) suivant que a ≤ 2
ou que a > 2 respectivement. De plus, si G − {0, 1} (resp. G(Nm−2)) est
inde´composable, G est inde´composable si et seulement si 0 6∈ [{2, · · · ,m}]
(resp. m 6∈ [Nm−2]).
Lemme 2.15. Soit G un graphe d’ordre ≥ 7, (-1)-critique en a ∈ {1, · · · ,m−
1} et tel que I ′(G) = Pm. Alors, G(Nm) ∈ Gm(a).
Preuve. On pose G′ = G(Nm). D’apre`s le lemme 2.1, pour tout i ∈
{1, · · · ,m − 1} − {a}, {i − 1, i + 1} est un intervalle de G − i et donc
de G′ − i. De plus, Nm − {0, 1} et Nm−2 sont des intervalles respectifs de
G−0 et de G−m. En particulier, il s’agit d’intervalles respectifs de G′−0 et
de G′−m. Il s’ensuit que (1, 0) 6≡ (1, 2) et que (m− 1,m− 2) 6≡ (m− 1,m),
de sorte que Nm − {1} et Nm − {m− 1} ne sont pas des intervalles de G′.
Ainsi, G′ ∈ Gm(a). ✷
Nous introduisons les classes Ω1, Ω2 et Ω3 de graphes de´finies comme
suit.
– Ω1 est la classe des graphes G d’ordre ≥ 7, (-1)-critiques en 2k + 1,
tels que I ′(G) = P2n+1, ou` n ≥ 1 et k ∈ Nn−1.
– Ω2 est la classe des graphes G d’ordre ≥ 7, (-1)-critiques en 2k + 1,
tels que I ′(G) = P2n, ou` n ≥ 1 et k ∈ Nn−1.
– Ω3 est la classe des graphes G d’ordre ≥ 7, (-1)-critiques en 2k, tels
que I ′(G) = P2n, ou` n ≥ 2 et k ∈ {1, · · · , n− 1}.
Soit G un graphe d’ordre ≥ 7, (-1)-critique en 2k et tel que I ′(G) =
P2n+1, ou` n ≥ 1 et k ∈ {1, · · · , n}. La permutation σ de S(G) qui fixe les
sommets de S(G)−N2n+1 et telle que σ(i) = 2n+1− i pour i ∈ N2n+1, est
un isomorphisme de G sur un graphe de la classe Ω1. Nous en de´duisons la
remarque suivante.
Remarque 2.16. A` des isomorphismes pre`s, les graphes G d’ordre ≥ 7,
(-1)-critiques en a et tels que I ′(G) est un chemin dont a est un sommet
interne, sont les graphes de la classe Ω1 ∪ Ω2 ∪ Ω3.
Nous caracte´risons la classe G2n+1(2k + 1) comme suit.
Lemme 2.17. Soit un graphe G de´fini sur N2n+1, ou` n ≥ 1. Alors G ∈
G2n+1(2k+1), ou` k ∈ Nn−1, si et seulement si (0, 1) 6≡ (2, 1) 6≡ (2n, 2n+1)
et pour tous i ≤ j ∈ Nn on a : pour i ≤ k, (2i, 2j+1) ≡ (0, 1) ; pour i ≥ k+1,
(2i, 2j+1) ≡ (2n, 2n+1) ; pour i < j, (2i+1, 2j) ≡ (1, 2) ≡ (2i+1, 2j+1),
(2i, 2j) ≡ (0, 2) si j ≤ k et (2i, 2j) ≡ (1, 2) si j ≥ k + 1.
Preuve. Soient n ≥ 1, k ∈ Nn−1 et G ∈ G2n+1(2k + 1). Conside´rons
i ≤ j ∈ Nn. Comme pour tout l ∈ {1, · · · , 2n} − {2k + 1}, {l − 1, l + 1}
est un intervalle de G − l alors, pour i ≤ k, (2i, 2j + 1) ≡ (0, 2j + 1) ≡
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(0, 1) ; pour i ≥ k + 1 , (2i, 2j + 1) ≡ (2i, 2n + 1) ≡ (2n, 2n + 1) et pour
i < j ≤ k, (2i, 2j) ≡ (0, 2j) ≡ (0, 2). Comme de plus N2n+1 − {0, 1} et
N2n+1−{2n, 2n+1} sont des intervalles respectifs deG−0 et deG−{2n+1},
alors, pour i < j, (2i+1, 2j) ≡ (1, 2j) ≡ (1, 2) ≡ (1, 2j+1) ≡ (2i+1, 2j+1)
et, pour j ≥ k + 1 et i < j, (2i, 2j) ≡ (2i, 2n) ≡ (1, 2n) ≡ (1, 2). En outre,
(0, 1) 6≡ (2, 1) et (2n, 2n + 1) 6≡ (2n, 2n − 1) ≡ (2, 1) car N2n+1 − {1} et
N2n+1 − {2n} ne sont pas des intervalles de G.
Re´ciproquement, on observe que pour tout i ∈ {2, · · · , 2n+1} (resp. i ∈
N2n−1), on a (1, i) ≡ (1, 2) (resp. (i, 2n) ≡ (1, 2)), c’est-a`-dire, {2, · · · , 2n+
1} et N2n−1 sont des intervalles respectifs de G − 0 et de G − {2n + 1}.
Comme de plus (2n, 2n+1) 6≡ (2, 1) 6≡ (0, 1), N2n+1−{1} et N2n+1−{2n}
ne sont pas des intervalles de G. Enfin, pour i ∈ {1, · · · , 2n} − {2k + 1} et
pour x ∈ N2n+1 − {i − 1, i, i + 1}, on ve´rifie que (x, i − 1) ≡ (x, i + 1) de
sorte que {i− 1, i+ 1} est un intervalle de G− i. ✷
Nous caracte´risonsmaintenant les graphes inde´composables de G2n+1(2k+
1).
Lemme 2.18. Soient n ≥ 1, k ∈ Nn−1 et G ∈ G2n+1(2k+1). Le graphe G
est inde´composable si et seulement si (0, 1) 6≡ (1, 2).
Preuve. Soit un graphe G ∈ G2n+1(2k + 1). Supposons que (0, 1) ≡ (1, 2).
D’apre`s le lemme 2.17, (0, 1) 6≡ (2, 1). Ainsi, quitte a` remplacerG parG⋆, on
peut supposer que 0 −→ 1. On ve´rifie a` l’aide du lemme 2.17, queN2k+1 −→
{2k + 2, · · · , 2n+ 1}, en particulier G est de´composable. Supposons main-
tenant que (0, 1) 6≡ (1, 2) et montrons, par re´currence sur n, que pour tout
k ∈ Nn−1, les graphes de G2n+1(2k + 1) sont inde´composables. Avec le
lemme 2.17, on ve´rifie que les graphes de G3(1) sont inde´composables. Soit
n > 1 et soit G ∈ G2n+1(2k + 1), ou` k ∈ Nn−1. D’apre`s les remarques 2.14
et 2.13, G − {2n, 2n + 1} ∈ G2n−1(2k + 1) lorsque k 6= n − 1 ; G − {0, 1}
est isomorphe a` un graphe de G2n−1(2n − 3) lorsque k = n − 1. Il s’en-
suit, par hypothe`se de re´currence, que G − {2n, 2n+ 1} ou G − {0, 1} est
inde´composable. De plus, 2n + 1 6∈ [N2n−1] et 0 6∈ [{2, · · · , 2n + 1}]. Il
s’ensuit que G est inde´composable d’apre`s la remarque 2.14. ✷
Nous introduisons maintenant la classe G des graphes G = (S,A) tels
que S = N2n+1 ou N2n+1 ∪ {α}, ou` n ≥ 1 ; G(N2n+1) ∈ G2n+1(2k + 1) et
k ∈ Nn−1 ; (0, 1) ≡ (1, 2) si et seulement si S 6= N2n+1 et tels que :
– Si S = N2n+1, alors (2n, 2n + 1) 6≡ (0, 1) lorsque (0, 2) ≡ (1, 2) ;
(2n, 2n+ 1) 6≡ (1, 2) lorsque k = 0 ; (0, 1) 6≡ (0, 2) lorsque k = n− 1.
– Si S − N2n+1 = {α}, alors pour tout i ∈ Nn, (2i + 1, α) ≡ (1, 2),
(2i, α) ≡ (0, α) si i ≤ k, (2i, α) ≡ (1, 0) si i ≥ k + 1 ; (0, α) 6≡ (1, 2) ;
(0, α) ≡ (α, 0) lorsque (0, 2) ≡ (1, 2) ≡ (2n, 2n+ 1).
Lemme 2.19. Les graphes d’ordre ≥ 7 de la classe G sont des graphes de
la classe Ω1.
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Preuve. Soit G = (S,A) un graphe d’ordre ≥ 7 de la classe G, il existe
n ≥ 2, k ∈ Nn−1 tels que S = N2n+1 ou N2n+1 ∪ {α} et G(N2n+1) ∈
G2n+1(2k + 1). D’apre`s la remarque 2.14, pour tout i ∈ N2n, il existe un
isomorphisme σ de G(N2n+1)−{i, i+1} surG(N2n+1)−{0, 1} ou G(N2n−1).
Lorsque S = N2n+1 ∪ {α}, σ se prolonge en un isomorphisme, fixant α, de
G−{i, i+1} sur G−{0, 1} ou G−{2n, 2n+1}. Pour tout x ∈ S−{1, 2n},
G − {x, 0} et G − {x, 2n + 1} sont de´composables. De meˆme si α ∈ S,
G− {α, 2k + 1} est de´composable car N2k et {2k + 2, · · · , 2n+ 1} en sont
des intervalles. Il suffit de montrer que les graphes G, G − {0, 1} et G −
{2n, 2n+ 1} sont inde´composables. En effet, dans ce cas, par constuction
de G, tous les sommets de G − {2k + 1}, sont des sommets critiques de
G. Il s’ensuit en utilisant ce qui pre´ce`de, que I ′(G) = P2n+1 d’apre`s le
lemme 2.1. De plus, {2k, 2k+2} n’est pas un intervalle de G−{2k+1}. En
effet, si (0, 2) ≡ (1, 2) 6≡ (0, 1), alors S = N2n+1 et (2k, 2n+ 1) ≡ (0, 1) 6≡
(2n, 2n+1) ≡ (2k+2, 2n+1). Supposons que (0, 2) ≡ (1, 2) ≡ (0, 1). Dans
ce cas S = N2n+1∪{α}. Si (0, 2) ≡ (2n, 2n+1) (resp. (0, 2) 6≡ (2n, 2n+1)),
alors (α, 2k + 2) ≡ (1, 2) 6≡ (α, 0) ≡ (α, 2k) (resp. (2k, 2n + 1) ≡ (0, 1) 6≡
(2n, 2n+1) ≡ (2k+2, 2n+1)). Si (0, 2) 6≡ (1, 2), alors k 6= 0 et (0, 2k+2) ≡
(1, 2) 6≡ (0, 2) ≡ (0, 2k). D’apre`s le lemme 2.1, 2k + 1 est un sommet non
critique de G, et donc G est (-1)-critique en 2k + 1.
Montrons pour finir, que G, G−{0, 1} et G−{2n, 2n+1} sont inde´comp-
osables. Supposons d’abord que S = N2n+1. Comme (0, 1) 6≡ (1, 2) alors,
d’apre`s le lemme 2.18, G est inde´composable. Si k 6= n − 1, d’apre`s la
remarque 2.14,G−{2n, 2n+1} ∈ G2n−1(2k+1) et donc, G−{2n, 2n+1} est
inde´composable d’apre`s le lemme 2.18. Si k = n−1,G−{2n, 2n+1} ∈ F2n−1
et, comme (0, 2) 6≡ (0, 1) 6≡ (1, 2), G − {2n, 2n + 1} est inde´composable
d’apre`s le lemme 2.10. L’application τ : l 7−→ l − 2 est un isomorphisme
de G− {0, 1} sur un graphe H de G2n−1(2k − 1) ou de F2n−1, suivant que
k ≥ 1 ou que k = 0 respectivement. Si k ≥ 1, alors (2, 3) 6≡G (3, 4), et
donc (0, 1) 6≡H (1, 2). Si k = 0, alors (2, 4) 6≡G (2, 3) 6≡G (3, 4) et donc
(0, 2) 6≡H (0, 1) 6≡H (1, 2). D’apre`s les lemmes 2.18 et 2.10, le graphe H , et
donc G−{0, 1}, est inde´composable. Supposons enfin que S−N2n+1 = {α}.
Pour tout i ∈ Nn, on pose Xi = N2i+1 ∪ {α}. On ve´rifie que G(X0) est
inde´composable. Soit i ∈ Nn−1. Supposons que G(Xi) est inde´composable.
Si i < k, alors 2i+ 3 ∈ Xi(2i+ 1), 2i+ 2 6∈ Xi(2i+ 1) et (2i+ 2, 2i+ 1) 6≡
(2i+2, 2i+3). Si i ≥ k, alors 2i+2 ∈ [Xi], 2i+3 6∈ [Xi] et (2i+2, 2i+1) 6≡
(2i + 2, 2i + 3). Ainsi, G(Xi+1) est inde´composable d’apre`s le lemme 1.2.
En particulier, G−{2n, 2n+1} et G sont inde´composables. Montrons enfin
que G−{0, 1} est inde´composable. Pour k ≥ 1, l’application τ : l 7−→ l− 2
se prolonge en un isomorphisme, fixant α, de G− {0, 1} sur un graphe G′.
On ve´rifie que G′ ∈ G et on de´duit, d’apre`s ce qui pre´ce`de, que G′, et
donc G − {0, 1} est inde´composable. Supposons maintenant que k = 0. Si
(2n, 2n + 1) ≡ (1, 2), on ve´rifie que G − {0, 1} est isomorphe au tournoi
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critique V2n+1. Supposons alors que (2n, 2n+ 1) 6≡ (1, 2). Comme (2, 4) 6≡
(2, 3) 6≡ (3, 4), d’apre`s le lemme 2.10 et la remarque 2.14, G− {0, 1, α} est
inde´composable. On a α ∈ Ext(Y ), ou` Y = S − {0, 1, α}. En effet, α 6∈ [Y ]
car (2, α) ≡ (2, 1) 6≡ (1, 2) ≡ (3, α). De plus, pour tout i ∈ {1, · · · , n},
(2i, 2n+1) ≡ (2n, 2n+1) 6≡ (2, 1) ≡ (α, 2n+1) et (α, 2) ≡ (1, 2) 6≡ (2i+1, 2).
Il s’ensuit que pour tout j ∈ {2, · · · , 2n+ 1}, α 6∈ Y (j). ✷
Proposition 2.20. A` des isomorphismes pre`s, les graphes de la classe Ω1
sont les graphes d’ordre ≥ 7 de G.
Preuve. Soit G = (S,A) un graphe d’ordre ≥ 7, (-1)-critique en 2k + 1,
tel que I ′(G) = P2n+1, ou` n ≥ 1 et k ∈ Nn−1. D’apre`s le lemme 2.15,
G(N2n+1) ∈ G2n+1(2k + 1). D’apre`s le lemme 2.18 et le corollaire 2.4, S −
N2n+1 6= ∅ si et seulement si (0, 1) ≡ (1, 2). Supposons d’abord que S =
N2n+1. Si (0, 2) ≡ (1, 2), alors (2n, 2n+ 1) 6≡ (0, 1). Autrement, on ve´rifie
a` l’aide du lemme 2.17, que {2k, 2k+ 2} est un intervalle de G− {2k+ 1},
contradiction. Si k = 0 , alors (0, 2) ≡ (1, 2). On a (2n, 2n + 1) 6≡ (1, 2)
sinon G − {0, 1} ≃ O2n−1, contradiction. Si k = n − 1, G − {2n, 2n +
1} est, d’apre`s la remarque 2.14, un graphe de F2n−1. Comme ce graphe
est inde´composable, alors (0, 2) 6≡ (0, 1) d’apre`s le lemme 2.10. Supposons
maintenant que S −N2n+1 6= ∅. A` un isomorphisme pre`s, α ∈ S −N2n+1.
D’apre`s le lemme 2.1, pour tout i ∈ Nn, (2i+1, α) ≡ (1, 2), (2i, α) ≡ (0, α)
si i ≤ k ; (2i, α) ≡ (2, 1) ≡ (1, 0) si i ≥ k + 1. Par les lemmes 2.17 et 2.15,
(2, 1) 6≡ (1, 2). Ainsi, quitte a` remplacer G par G⋆, on peut supposer que
0 −→ 1 et 1 −→ 2. Il existe γ ∈ S −N2n+1 tel que (0, γ) 6≡ (1, 2), sinon on
a une contradiction en ve´rifiant que (S −N2n+1)∪ {2k+2, · · · , 2n+1} est
un intervalle non trivial de G. Si (0, 2) ≡ (1, 2) ≡ (2n, 2n+ 1), on ve´rifie, a`
l’aide du lemme 2.17, que G(N2n+1) = O2n+1. Il s’ensuit que (0, γ) ≡ (γ, 0),
autrement G(N2n+1 ∪{γ}) ≃ V2n+3, contradiction d’apre`s le corollaire 2.4.
Ainsi G(N2n+1 ∪ {γ}) est isomorphe a` un graphe de G. Lorsque n = 1, on
ve´rifie que G(N2n+1∪{γ}) = G({0, 1, 2, 3, γ}) est inde´composable. Lorsque
n ≥ 2, G(N2n+1 ∪ {γ}) est inde´composable d’apre`s le lemme 2.19. D’apre`s
le corollaire 2.4, γ = α et S = N2n+1 ∪ {γ}. ✷
Lemme 2.21. Soit un graphe G de´fini sur N2n, ou` n ≥ 1. Alors G ∈
G2n(2k + 1), ou` k ∈ Nn−1, si et seulement si (0, 1) 6≡ (2, 1) et pour tous
x < y ∈ N2n on a : si x et y ne sont pas tous deux pairs, alors (x, y) ≡
(1, 2) ; si x et y sont pairs, alors (x, y) ≡ (0, 2), (2n−2, 2n) ou (2k, 2k+2),
suivant que y ≤ 2k, x ≥ 2k + 2 ou que x ≤ 2k < y respectivement.
Preuve. Soient n ≥ 1, k ∈ Nn−1 et supposons G ∈ G2n(2k + 1). On a
(0, 1) 6≡ (2, 1) carN2n−{1} n’est pas un intervalle deG etN2n−{0, 1} est un
intervalle de G−0. Soient x < y dans N2n. Si x et y sont pairs, comme pour
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tout l ∈ {1, · · · , 2n−1}−{2k+1}, {l−1, l+1} est un intervalle de G−l, alors
(x, y) ≡ (0, 2), (2n−2, 2n) ou (2k, 2k+2), suivant que y ≤ 2k, x ≥ 2k+2 ou
que x ≤ 2k < y respectivement. Sinon, comme N2n − {0, 1} et N2n−2 sont
des intervalles respectifs de G− 0 et de G− 2n, alors (x, y) ≡ (1, y) ≡ (1, 2)
si x est impair ; (x, y) ≡ (x, 2n− 1) ≡ (1, 2n− 1) ≡ (1, 2) si y est impair.
Re´ciproquement, comme pour tout i ∈ N2n − {0, 1} (resp. i ∈ N2n−2),
(1, i) ≡ (1, 2) (resp. (i, 2n−1) ≡ (1, 2)) alors N2n−{0, 1} et N2n−2 sont des
intervalles respectifs de G− 0 et de G− 2n. Comme (1, 2) ≡ (0, 1) 6≡ (2, 1),
alors quitte a` remplacer G par G⋆, on peut supposer que 0 −→ 1 −→ 2 et
donc N2n−2 −→ 2n−1 −→ 2n. En particulier, N2n−{1} et N2n−{2n−1}
ne sont pas des intervalles de G. Soit i ∈ {1, · · · , 2n − 1} − {2k + 1}.
Remarquons que pour tout x ∈ N2n −{i− 1, i, i+1}, (x, i− 1) ≡ (x, i+1)
, de sorte que {i− 1, i+ 1} est un intervalle de G− i. ✷
Lemme 2.22. Soient n ≥ 1, k ∈ Nn−1 et G ∈ G2n(2k + 1). Le graphe G
est inde´composable si et seulement si (2k, 2k + 2) 6≡ (1, 2).
Preuve. Comme d’apre`s le lemme 2.21, (1, 2) 6≡ (2, 1), quitte a` remplacer
G par G⋆, on peut supposer que 1 −→ 2. Si (2k, 2k + 2) ≡ (1, 2), alors,
encore par le lemme 2.21, on a N2k −→ {2k + 1, · · · , 2n} et donc G est
de´composable. Supposons que (2k, 2k + 2) 6≡ (1, 2). Pour n = 1, G ∈ G2(1)
et (0, 2) 6≡ (1, 2) 6≡ (1, 0) 6≡ (2, 0), donc G est inde´composable. Soit n > 1.
Par la remarque 2.14 et par hypothe`se de re´currence, G− {2n− 1, 2n} ou
G− {0, 1} est inde´composable. De plus, 2n 6∈ [N2n−2] et 0 6∈ [{2, · · · , 2n}].
Il s’ensuit que G est inde´composable d’apre`s la remarque 2.14. ✷
Nous introduisons la classe G′ des graphes G ∈ G2n(2k+1), ou` n ≥ 1 et
k ∈ Nn−1, tels que (2k, 2k+2) 6≡ (1, 2) ; (2n−2, 2n) 6≡ (0, 2) si (2k, 2k+2) ≡
(0, 2) ; (2n− 2, 2n) 6≡ (1, 2) si k = 0 et (0, 2) 6≡ (1, 2) si k = n− 1.
Nous comple´tons la remarque 2.13 comme suit.
Remarque 2.23. E´tant donne´ un graphe G ∈ G′, l’application φ : x 7−→
2n− x est un isomorphisme de G sur un graphe de G′.
Lemme 2.24. Les graphes d’ordre ≥ 7 de la classe G′ sont des graphes de
la classe Ω2.
Preuve. Soit G = (S,A) un graphe d’ordre ≥ 7 de la classe G′. Il existe
n ≥ 3 et k ∈ Nn−1, tels que G ∈ G2n(2k + 1). Comme (2k, 2k+ 2) 6≡ (1, 2),
d’apre`s le lemme 2.22, G est inde´composable. D’apre`s la remarque 2.14,
pour tout i ∈ Nn−1, G−{i, i+1} ≃ G−{0, 1} ou G−{2n−1, 2n}. Pour tout
x ∈ S−{1, 2n−1}, Les graphesG−{x, 0} etG−{x, 2n} sont de´composables.
Il suffit de montrer que G−{0, 1} et G−{2n−1, 2n} sont inde´composables.
En effet, dans ce cas, par construction de G′, tous les sommets de G −
{2k + 1} sont des sommets critiques de G. Il s’ensuit, en utilisant ce qui
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pre´ce`de, que I(G) = P2n d’apre`s le lemme 2.1. De plus, {2k, 2k + 2} n’est
pas un intervalle de G − {2k + 1}. En effet, si (2k, 2k + 2) 6≡ (0, 2), alors
(0, 2k) ≡ (0, 2) 6≡ (2k, 2k + 2) ≡ (0, 2k + 2). Si (2k, 2k + 2) ≡ (0, 2), alors
(2n, 2k) ≡ (2k + 2, 2k) ≡ (2, 0) 6≡ (2n, 2n − 2) ≡ (2n, 2k + 2). D’apre`s le
lemme 2.1, 2k + 1 est un sommet non critique de G, et donc G est (-1)-
critique en 2k+1. Montrons pour finir, que G−{2n−1, 2n} et G−{0, 1} sont
inde´composables. D’apre`s la remarque 2.14,G−{2n−1, 2n} ∈ G2n−2(2k+1)
ou F2n−2 suivant que k < n−1 ou que k = n−1 respectivement. D’une part
(2k, 2k + 2) 6≡ (1, 2), d’autre part (0, 1) 6≡ (0, 2) 6≡ (1, 2) lorsque k = n− 1.
Il s’ensuit, en utilisant les lemmes 2.22 et 2.10, que G − {2n − 1, 2n} est
inde´composable. D’apre`s la remarque 2.23, il existe un isomorphisme φ de
G sur un graphe H de G′, avec φ(0) = 2n et φ(1) = 2n− 1. La restriction
de φ a` S − {0, 1} est un isomorphisme de G− {0, 1} sur H − {2n− 1, 2n}.
Le graphe H − {2n− 1, n} e´tant inde´composable d’apre`s ce qui pre´ce`de, il
en est de meˆme pour G− {0, 1}. ✷
Proposition 2.25. Ω2 est la classe des graphes d’ordre ≥ 7 de la classe
G′.
Preuve. Soit G = (S,A) un graphe d’ordre ≥ 7, (-1)-critiques en 2k + 1,
tel que I ′(G) = P2n, ou` n ≥ 1 et k ∈ Nn−1. D’apre`s le lemme 2.15,
G(N2n) ∈ G2n(2k+1). On a S = N2n, autrement, d’apre`s le lemme 2.1, pour
γ ∈ S−N2n, (1, 2) ≡ (1, γ) ≡ (3, γ) ≡ · · · ≡ (2n−1, γ) ≡ (2n−1, 1) ≡ (2, 1).
Contradiction car, d’apre`s le lemme 2.21, (1, 2) ≡ (0, 1) 6≡ (2, 1). D’apre`s le
lemme 2.22, (2k, 2k+2) 6≡ (1, 2). Si (2k, 2k+2) ≡ (0, 2), alors (2n−2, 2n) 6≡
(0, 2). Sinon on a une contradiction en ve´rifiant, a` l’aide du lemme 2.21,
que {2k, 2k+ 2} est un intervalle du graphe inde´composable G− {2k+1}.
Si k = 0, alors (2n − 2, 2n) 6≡ (1, 2). Autrement, en utilisant le lemme
2.21, {2, · · · , 2n−1} est un intervalle non trivial du graphe inde´composable
G−{0, 1}, contradiction. Lorsque k = n−1, l’application i 7−→ 2n−i est un
isomorphisme de G sur un graphe H de Ω2 et on a H ∈ G2n(1). D’apre`s ce
qui pre´ce`de, (2n−2, 2n) 6≡H (1, 2), donc (2, 0) 6≡G (2n−1, 2n−2)≡G (2, 1).
✷
Lemme 2.26. Soit un graphe G de´fini sur N2n, ou` n ≥ 2. Alors G ∈
G2n(2k), ou` k ∈ {1, · · · , n − 1}, si et seulement si (0, 1) 6≡ (2, 1) 6≡ (2n −
1, 2n) et pour tous x < y ∈ N2n, on a : (x, y) ≡ (0, 2) si x et y sont pairs ;
(x, y) ≡ (0, 1) si x est pair, y est impair et y < 2k ; (x, y) ≡ (2n− 1, 2n) si
x est impair, y est pair et x > 2k ; (x, y) ≡ (1, 2) dans le reste des cas.
Preuve. Soient n ≥ 2, k ∈ {1, · · · , n − 1}, G ∈ G2n(2k) et x < y ∈ N2n.
Comme pour tout l ∈ {1, · · · , 2n− 1}− {2k}, {l− 1, l+1} est un intervalle
de G− l, alors (x, y) ≡ (0, 2) si x et y sont pairs ; (x, y) ≡ (0, 1) si x est pair,
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y est impair et y < 2k ; (x, y) ≡ (2n − 1, 2n) si x est impair, y est pair et
x > 2k. Comme de plus N2n−{0, 1} et N2n−2 sont des intervalles respectifs
de G − 0 et de G − 2n, on ve´rifie que dans le reste des cas (x, y) ≡ (1, 2).
Puisque N2n−{1} et N2n−{2n− 1} ne sont pas des intervalles de G, alors
(0, 1) 6≡ (2, 1) ≡ (2n− 1, 2n− 2) 6≡ (2n− 1, 2n).
Re´ciproquement, comme pour tout i ∈ N2n − {0, 1} (resp. i ∈ N2n−2),
on a (1, i) ≡ (1, 2) (resp. (i, 2n − 1) ≡ (1, 2)), alors N2n − {0, 1} et N2n−2
sont des intervalles respectifs de G− 0 et de G− 2n. Comme (2n− 1, 2n) 6≡
(2, 1) 6≡ (0, 1), alors N2n−{1} et N2n−{2n− 1} ne sont pas des intervalles
de G. Soit j ∈ {1, · · · , 2n − 1} − {2k}. Pour x ∈ N2n − {j − 1, j, j + 1},
(x, j − 1) ≡ (x, j + 1), et donc {j − 1, j + 1} est un intervalle de G− j. ✷
Lemme 2.27. Soient n ≥ 2, k ∈ {1, · · · , n − 1} et G ∈ G2n(2k). Alors G
est inde´composable si et seulement si (0, 2) 6≡ (1, 2).
Preuve. Si (0, 2) ≡ (1, 2), d’apre`s le lemme 2.26, N2k est un intervalle
non trivial de G. Donc G est de´composable. Supposons que (0, 2) 6≡ (1, 2).
Pour n = 2, G ∈ G4(2) et on ve´rifie avec l’aide du lemme 2.26, que G
est inde´composable. Soit n > 2. Par la remarque 2.14 et par hypothe`se de
re´currence, G − {2n − 1, 2n} ou G − {0, 1} est inde´composable. De plus,
2n 6∈ [N2n−2] et 0 6∈ [{2, · · · , 2n}], donc G est inde´composable d’apre`s la
remarque 2.14. ✷
Nous conside´rons enfin la classe G′′ des graphes G = (S,A) tels que
S = N2n, N2n ∪ {α} ou N2n ∪ {α, β}, ou` n ≥ 2 ; G(N2n) ∈ G2n(2k) ou`
k ∈ {1, · · · , n − 1} ; (0, 2) ≡ (1, 2) si et seulement si S − N2n 6= ∅ et tels
que :
– Si S = N2n, alors (2n− 1, 2n) 6≡ (1, 2) lorsque (0, 1) ≡ (1, 2) ; (0, 2) 6≡
(2n− 1, 2n) lorsque k = 1 ; (0, 2) 6≡ (0, 1) lorsque k = n− 1.
– Si S−N2n 6= ∅, alors pour tous x ∈ N2n et γ ∈ S−N2n, (x, γ) ≡ (0, γ)
si x est pair, (x, γ) ≡ (1, 2) ou (2, 1) si x est impair et suivant que
x < 2k ou que x > 2k respectivement. De plus, si S − N2n = {α},
alors (2, 1) 6≡ (0, α) 6≡ (1, 2). Si S − N2n = {α, β}, alors (β, α) 6≡
(0, α) ≡ (1, 2) 6≡ (2, 1) ≡ (0, β).
La remarque suivante comple`te la remarque 2.13.
Remarque 2.28. Soit G = (S,A) un graphe de´fini sur N2n, sur N2n∪{α}
ou sur N2n∪{α, β} ou` n ≥ 2. Si G ∈ G
′′, alors la permutation h de S de´finie
par h(x) = 2n− x si x ∈ N2n, h(α) = α lorsque S −N2n = {α}, h(α) = β
et h(β) = α lorsque S − N2n = {α, β}, est un isomorphisme de G sur un
graphe de G′′.
Lemme 2.29. E´tant donne´ un graphe G de la classe G′′, il existe n ≥ 2 et
k ∈ {1, · · · , n− 1} tels que G est (-1)-critique en 2k et I ′(G) = P2n.
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Preuve. Soit G = (S,A) un graphe de la classe G′′. Il existe n ≥ 2 et
k ∈ {1, · · · , n − 1} tels que S − N2n = ∅, {α} ou {α, β} et G(N2n) ∈
G2n(2k). Nous montrons d’abord que les graphes G, G−{0, 1} et G−{2n−
1, 2n} sont inde´composables. Supposons d’abord que S = N2n. Comme
(0, 2) 6≡ (1, 2), d’apre`s le lemme 2.27, G est inde´composable. Si k 6= n− 1,
d’apre`s la remarque 2.14, G−{2n− 1, 2n} ∈ G2n−2(2k) et donc, G−{2n−
1, 2n} est inde´composable d’apre`s le lemme 2.27. Si k = n− 1, G − {2n−
1, 2n} ∈ F2n−2, et comme (0, 1) 6≡ (0, 2) 6≡ (1, 2), alors G − {2n − 1, 2n}
est inde´composable d’apre`s le lemme 2.10. Supposons maintenant que S −
N2n 6= ∅. Pour tout i ∈ {1, · · · , n}, on pose Xi = N2i ∪ (S − N2n). On
va montrer par re´currence que G(Xi) est inde´composable. C’est vrai pour
i = 1. Soit i ∈ {1, · · · , n− 1}, on suppose G(Xi) inde´composable. Si i < k,
alors 2i+2 ∈ Xi(2i), 2i+1 6∈ Xi(2i) et (2i+1, 2i) 6≡ (2i+1, 2i+2). Si i ≥ k ,
alors 2i+1 ∈ [Xi], 2i+2 6∈ [Xi] et (2i+1, 2i) 6≡ (2i+1, 2i+2). Ainsi, G(Xi+1)
est inde´composable d’apre`s le lemme 1.2. En particulier, G−{2n−1, 2n} et
G sont inde´composables. Enfin, nous de´duisons, a` l’aide de la remarque 2.28,
que G−{0, 1} est inde´composable. En effet, il existe un isomorphisme h de
G sur un graphe H de G′′, avec h(0) = 2n et h(1) = 2n− 1. La restriction
de h a` S − {0, 1} est un isomorphisme de G− {0, 1} sur H − {2n− 1, 2n}.
Le graphe H − {2n− 1, n} e´tant inde´composable d’apre`s ce qui pre´ce`de, il
en est de meˆme pour G− {0, 1}.
Soit i ∈ N2n−1. D’apre`s la remarque 2.14, il existe un isomorphisme
σ de G(N2n) − {i, i + 1} sur G(N2n) − {0, 1} ou G(N2n) − {2n − 1, 2n}.
Lorsque S − N2n 6= ∅, σ se prolonge en un isomorphisme, fixant chaque
sommet de S−N2n, de G−{i, i+1} sur G−{0, 1} ou G−{2n− 1, 2n}. Il
s’ensuit que (i, i+1) est un arc de I(G). De plus, pour x ∈ S−{1, 2n− 1},
G−{x, 0} et G−{x, 2n} sont de´composables. Lorsque S−N2n = {α}, G−α
et G−{α, 2k} sont de´composables car dans ce cas, N2k ∼ {2k+1, · · · , 2n}.
Lorsque S − N2n = {α, β}, G − α, G − β, G − {α, 2k}, G − {β, 2k} et
G−{α, β} sont de´composables car dans ce cas, N2k ∼ {2k+1, · · · , 2n, α} et
(N2k∪{β}) ∼ {2k+1, · · · , 2n}. Il s’ensuit que tous les sommets de S−{2k}
sont des sommets critiques de G et que I ′(G) = P2n d’apre`s le lemme 2.1.
De plus, {2k − 1, 2k + 1} n’est pas un intervalle de G − 2k. En effet, si
(1, 2) ≡ (2, 1), alors (0, 2k−1) 6≡ (0, 2k+1). Si (1, 2) 6≡ (2, 1) et S−N2n 6= ∅,
alors (α, 2k−1) 6≡ (α, 2k+1). Supposons enfin que (1, 2) 6≡ (2, 1) et S = N2n,
alors (0, 2k − 1) 6≡ (0, 2k + 1) ou (2n, 2k − 1) 6≡ (2n, 2k + 1) suivant que
(0, 1) 6≡ (1, 2) ou que (0, 1) ≡ (1, 2) respectivement. Par le lemme 2.1, 2k
est un sommet non critique de G. Ainsi, G est (-1)-critique en 2k. ✷
Proposition 2.30. A` des isomorphismes pre`s, les graphes de la classe Ω3
sont les graphes d’ordre ≥ 7 de G′′.
Preuve. Soit G = (S,A) un graphe d’ordre ≥ 7, (-1)-critique en 2k, tel
que I ′(G) = P2n, ou` n ≥ 2 et k ∈ {1, · · · , n − 1}. D’apre`s le lemme 2.15,
21
G(N2n) ∈ G2n(2k). D’apre`s le lemme 2.27 et le corollaire 2.4, (0, 2) ≡ (1, 2)
si et seulement si S − N2n 6= ∅. Supposons que S = N2n. Si (0, 1) ≡
(1, 2), alors (2n− 1, 2n) 6≡ (1, 2). Autrement, d’apre`s le lemme 2.26, {2k −
1, 2k+1} est un intervalle non trivial du graphe inde´composable G−{2k},
contradiction. Si k = n− 1 (resp. k = 1) alors (0, 2) 6≡ (0, 1) (resp. (0, 2) 6≡
(2n−1, 2n)) car sinon {1, · · · , 2n−2} (resp. {2, · · · , 2n−1}) est un intervalle
non trivial du graphe inde´composable G− {2n− 1, 2n} (resp. G− {0, 1}),
contradiction. Supposons maintenant que S − N2n 6= ∅. Soit x ∈ N2n et
γ ∈ S−N2n. D’apre`s le lemme 2.1, (x, γ) ≡ (0, γ) si x est pair, (x, γ) ≡ (1, 2)
ou (2, 1) si x est impair et suivant que x < 2k ou que x > 2k respectivement.
S’il existe µ ∈ S − N2n tel que (1, 2) 6≡ (0, µ) 6≡ (2, 1), alors G(N2n ∪
{µ}) est isomorphe a` un graphe de G′′ et, d’apre`s le corollaire 2.4, G =
G(N2n ∪ {µ}). Sinon, (1, 2) 6≡ (2, 1) et S − N2n = E1 ∪ E2, ou` E1 = {γ ∈
S − N2n : (0, γ) ≡ (1, 2)} et E2 = {γ ∈ S − N2n : (0, γ) ≡ (2, 1)}. Il
existe α1 ∈ E1 et α2 ∈ E2 tels que (α2, α1) 6≡ (1, 2) sinon (E2 ∪ N2k) ∼
(E1 ∪ {2k + 1, · · · , 2n}), contradiction car G est inde´composable. Ainsi,
G(N2n ∪ {α1, α2}) est isomorphe a` un graphe de G′′ et donc G = G(N2n ∪
{α1, α2}) d’apre`s le corollaire 2.4. ✷
2.4 Les graphes (-1)-critiques G tels que I ′(G) est un
arbre e´toile´
Soient un entier k ≥ 3, p1, · · · , pk, k entiers ≥ 2 et i ∈ {1, · · · , k}. On
pose i0 = 0, Sipi = {i0, · · · , ipi} et S(p1, · · · , pk) =
k⋃
l=1
Slpl . On de´signe par
Pipi le chemin de´fini sur Sipi par A(Pipi ) = {(il, ih), | l−h |= 1} et on note
A(p1, · · · , pk) l’arbre 0-e´toile´ de´fini sur S(p1, · · · , pk) et dont les branches
sont P1p1 , · · · , Pkpk . Pour i 6= j ∈ {1, · · · , k}, on conside`re l’application
fipi ,jpj de´finie sur Sipi ∪Sjpj par fipi ,jpj (il) = pi− l et fipi ,jpj (jh) = pi+h.
Remarque 2.31. Si G est un graphe (-1)-critique en 0, tel que I ′(G) =
A(p1, · · · , pk) alors l’application fipi ,jpj est un isomorphisme de G(Sipi ∪
Sjpj ) sur un graphe G
′ de la classe Gpi+pj (pi).
Conforme´ment a` la proposition 2.5, nous distinguons les cas, suivant
que l’arbre e´toile´ I ′(G) admet ou n’admet pas une branche de longueur
impaire. Nous construisons alors pour k entiers non nuls n1, n2, · · · , nk ou`
k ≥ 3, deux classes de graphesH(2n1+1, 2n2, · · · , 2nk) etH(2n1, · · · , 2nk),
comme suit.
1. H(2n1+1, 2n2, · · · , 2nk) est la classe des graphesG de´finis sur S(2n1+
1, 2n2, · · · , 2nk) et qui ve´rifient les conditions suivantes.
– Chacun des graphes G({0, 11}) et G({i1, i2}), ou` i ∈ {2, · · · , k}, est
non vide.
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– Pour tous x 6= y ∈ S(2n1 + 1, 2n2, · · · , 2nk), on a :
– Si (x, y) ∈ A1 = {(12l+1, 12j+1) : 0 ≤ l < j ≤ n1} , alors
(x, y) ≡ (11, 13).
– Si (x, y) ∈ Ai = {(i2l+1, i2j) : 0 ≤ l < j ≤ ni}, ou` i ∈ {2, · · · , k},
alors (x, y) ≡ (i1, i2).
– Si (x, y) ∈ E ∪ F , ou` E = {(i2j , 12l+1) : 2 ≤ i ≤ k, 0 ≤ j ≤
ni, 0 ≤ l ≤ n1} et F = {(12j , 12l+1) : 0 ≤ j ≤ l ≤ n1} alors
(x, y) ≡ (0, 11).
– Si {(x, y), (y, x)}
⋂
((
k⋃
i=1
Ai)
⋃
E
⋃
F ) = ∅, alors G({x, y}) est
vide.
2. H(2n1, · · · , 2nk) est la classe des graphesG de´finis sur S(2n1, · · · , 2nk)
ou S(2n1, · · · , 2nk)∪{γ}, ou` γ 6∈ S(2n1, · · · , 2nk), et qui ve´rifient les
conditions suivantes.
– Pour tout i ∈ {1, · · · , k}, le graphe G({i1, i2}) est non vide.
– Pour tous ip 6= jq dans S(2n1, · · · , 2n2), on a : ip ←→ jq si p et q
sont pairs et γ 6∈ S(G) ; (ip, jq) ≡ (i1, i2) si i = j, p est impair, q
est pair et p < q ; ip −−jq dans le reste des cas.
– Lorsque γ ∈ S(G), le graphe G({γ, 0}) est non vide et pour tout
ip ∈ S(G) − {γ}, (γ, ip) ≡ (γ, 0) si p est pair, et γ − −ip si p est
impair.
Soit G un graphe de la classe H(p1, p2, · · · , pk), ou` p1 = 2n1 ou 2n1+1,
pr = 2nr pour r ∈ {2, · · ·k}, et soient i 6= j dans {1, · · · , k}. Notons les
remarques suivantes.
Remarque 2.32. Pour tout q ∈ {0, · · · , pi− 1}, l’application gipi ,q de´finie
sur S(G) par gipi ,q(x) = il−2 si x = il avec l ≥ q+2, et gipi ,q(x) = x sinon,
est un isomorphisme de G− {iq, iq+1} sur G− {ipi−1, ipi}.
Remarque 2.33. L’application fipi ,jpj est un isomorphisme de G(Sipi ∪
Sjpj ) sur un graphe de la classe Gpi+pj (pi). De plus, si γ ∈ S(G) alors
G(Sipi ∪ Sjpj ∪ {γ}) est isomorphe a` un graphe de G
′′, en particulier, il
s’agit d’un graphe (-1)-critique.
Lemme 2.34. E´tant donne´ un graphe G de la classe H(2n1+1, 2n2, · · · , 2nk),
G est (-1)-critique en 0 et I(G) = A(2n1 + 1, 2n2, · · · , 2nk).
Preuve. Posons n =| S(2n1 + 1, 2n2, · · · , 2nk) |, p1 = 2n1 + 1 et pi = 2ni
pour i ∈ {2, · · · , k}. Notons que n est pair et n ≥ 8. Nous montrons par
re´currence sur n, que les graphesG etG−{ipi , ipi−1}, ou` i ∈ {1, · · · , k}, sont
inde´composables. Supposons d’abord que G est d’ordre n = 8, c’est-a`-dire
G ∈ H(3, 2, 2). L’application f de´finie par f(22) = 0 , f(21) = 1, f(0) = 2,
f(31) = 3, f(32) = 4 et f(11) = α, est un isomorphisme de G−{12, 13} sur
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un graphe G′. On ve´rifie que G′ est un graphe de la classe G′′, en particulier
G−{12, 13} est inde´composable. D’apre`s la remarque 2.33 et le lemme 2.18,
les graphes G − {21, 22} et G − {31, 32} sont inde´composables. De plus,
31 ∈ [S(G − {31, 32})], 32 6∈ [S(G − {31, 32})] et (31, 32) 6≡ (31, 0), donc
G est inde´composable. Supposons maintenant que G est d’ordre n ≥ 10.
Si pour tout t ∈ {1, · · · , k}, pt ≤ 3, c’est-a`-dire G ∈ H(3, 2, 2, · · · , 2),
alors k ≥ 4 et G − {kpk , kpk−1} ∈ H(p1, · · · , pk−1). Sinon, il existe t ∈
{1, · · · , k} tel que pt ≥ 4 et donc G − {tpt , tpt−1} ∈ H(q1, · · · , qk), ou`
qt = pt − 2 et pour tout r ∈ {1, · · · , k} − {t}, qr = pr. Il s’ensuit en
appliquant l’hypothe`se de re´currence, qu’il existe l ∈ {1, · · · , k} tel que
G− {lpl , lpl−1} est inde´composable, et tel que pour tout m ∈ {1, · · · , k} −
{l},G−{lpl , lpl−1,mpm ,mpm−1} est inde´composable. On ve´rifie maintenant
que G − {mpm ,mpm−1} et G sont inde´composables en utilisant le lemme
1.2 avec les parties X = S(G) − {lpl , lpl−1,mpm ,mpm−1} et Y = S(G) −
{mpm ,mpm−1}. En effet, lpl−1 ∈ [X ], lpl 6∈ [X ] et (lpl−1, lpl) 6≡ (lpl−1, 11),
donc G−{mpm ,mpm−1} est inde´composable. De plus, mpm−1 ∈ [Y ], mpm 6∈
[Y ] et (mpm−1,mpm) 6≡ (mpm−1, 11), donc G est inde´composable.
Soit j ∈ {1, · · · , k}. On a S(G) − {jpj , jpj−1} est un intervalle non
trivial de G − jpj . De plus, pour tout l ∈ {1, · · · , pj − 1}, {jl−1, jl+1} est
un intervalle de G− jl. Il s’ensuit que tous les sommets de G− 0 sont des
sommets critiques de G. Comme G − {jpj , jpj−1} est inde´composable, les
arcs de A(p1, p2, · · · , pk) sont des arcs de I(G) d’apre`s la remarque 2.32.
Nous concluons, en utilisant le lemmes 2.1 et la proposition 2.5, que G est
(-1)-critique en 0 et que I(G) = A(p1, p2, · · · , pk). ✷
Proposition 2.35. Les graphes G d’ordre ≥ 7, (-1)-critiques en 0 et tels
que I ′(G) = A(2n1 + 1, 2n2, · · · , 2nk) sont, aux comple´mentaires pre`s, les
graphes de la classe H(2n1 + 1, 2n2, · · · , 2nk).
Preuve. Soit G = (S,A) un graphe (-1)-critique en 0 tel que I ′(G) =
A(2n1 +1, 2n2, · · · , 2nk). Montrons que G ou G est un graphe de H(2n1 +
1, 2n2, · · · , 2nk). Notons que pour i 6= j dans {2, · · · , k}, on a (12n1 , 12n1−1) ≡
(12n1 , i2ni−1) ≡ (j2nj−1, i2ni−1) ≡ (j2nj−1, 12n1) ≡ (12n1−1, 12n1).
Ainsi, le graphe G({12n1 , 12n1−1}) est complet ou vide. Quitte a` rem-
placer G par G, on peut supposer que 12n1 − −12n1−1. Nous ve´rifions a`
l’aide de la remarque 2.31 et des lemmes 2.17 et 2.26, que G(S(2n1 +
1, 2n2 · · · , 2nk)) est un graphe de la classe H(2n1 + 1, 2n2 · · · , 2nk). Ce
graphe e´tant inde´composable d’apre`s le lemme 2.32,
G = G(S(2n1 + 1, 2n2, · · · , 2nk)) d’apre`s le corollaire 2.4. ✷
Lemme 2.36. E´tant donne´ un graphe G de la classe H(2n1, · · · , 2nk), G
est (-1)-critique en 0 et I ′(G) = A(2n1, · · · , 2nk).
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Preuve. Posons n =| S(G) | et pi = 2ni pour i ∈ {1, · · · , k}. Notons que
n ≥ 7. Nous montrons par re´currence sur n, que les graphes G et G −
{ipi , ipi−1}, ou` i ∈ {1, · · · , k}, sont inde´composables. Supposons d’abord
que G est d’ordre n = 7, c’est-a`-dire G ∈ H(2, 2, 2) et S(G) = S(2, 2, 2).
D’apre`s la remarque 2.33 et le lemme 2.27, les graphes G − {11, 12}, G −
{21, 22} et G − {31, 32} sont inde´composables. De plus, 31 ∈ [S(2, 2, 2) −
{31, 32}] , 32 6∈ [S(2, 2, 2) − {31, 32}] et (31, 32) 6≡ (31, 0), donc G est
inde´composable. Supposons maintenant que G est d’ordre n ≥ 8. Soit i ∈
{1, · · · , k}. Si pi = 2 et k = 3 alors, d’apre`s la remarque 2.33,G−{ipi , ipi−1}
est inde´composable. Sinon, ou bien pi = 2 et k ≥ 4, ou bien pi ≥ 4. Dans
le premier cas, G − {ipi , ipi−1} est isomorphe a` un graphe de la classe
H(q1, · · · , qk−1), ou` pour tout t ∈ {1, · · · , k − 1}, qt = pt (resp. pt+1)
si t < i (resp. si t ≥ i). Dans le deuxie`me cas, G ∈ H(r1, · · · , rk), ou`
ri = pi − 2 et pour tout t ∈ {1, · · · , k} − {i}, rt = pt. Il s’ensuit dans
les deux cas, que G − {ipi , ipi−1} est inde´composable par hypothe`se de
re´currence. Par construction de la classe H(2n1, · · · , 2nk), ipi−1 ∈ [X ],
ipi 6∈ [X ], ou` X = S(G) − {ipi, ipi−1}, et (ipi−1, ipi) 6≡ (ipi−1, 0), donc G
est inde´composable.
Soit j ∈ {1, · · · , k}. Encore par construction de la classeH(2n1, · · · , 2nk),
pour tout l ∈ {1, · · · , pj − 1}, {jl−1, jl+1} est un intervalle de G − jl et
S(G) − {jpj−1, jpj} est un intervalle non trivial de G − jpj . De plus, si
γ ∈ S(G), alors (Sjpj )−−(S(G− γ)− Sjpj ), et donc Sjpj est un intervalle
non trivial de G − γ. Il s’ensuit que tous les sommets de G − 0 sont des
sommets critiques de G. Comme G − {jpj , jpj−1} est inde´composable, les
arcs de A(p1, p2, · · · , pk) sont des arcs de I(G) d’apre`s la remarque 2.32.
Il s’ensuit d’apre`s le lemmes 2.1, que G est (-1)-critique en 0. De plus,
lorsque γ ∈ S(G), S(G) − {γ, jpj−1 , jpj} est un intervalle non trivial de
G−{γ, jpj}, de sorte que d’apre`s la proposition 2.5, γ est un sommet isole´
de I(G). Encore par la la proposition 2.5, I ′(G) = A(p1, p2, · · · , pk). ✷
Proposition 2.37. Les graphes G d’ordre ≥ 7, (-1)-critiques en 0 et
tels que I ′(G) = A(2n1, 2n2, · · · , 2nk) sont, aux comple´mentaires pre`s, les
graphes de la classe H(2n1, 2n2, · · · , 2nk).
Preuve. Soit G = (S,A) un graphe (-1)-critique en 0 tel que I ′(G) =
A(2n1, · · · , 2nk). Montrons que G ou G est un graphe de H(2n1, · · · , 2nk).
D’apre`s la remarque 2.31 et le lemme 2.26, pour i ∈ {2, · · · , k}, (i2ni , i2ni−2) ≡
(12n1−2, 12n1) et (i2ni−1, i2ni−2) ≡ (12n1−2, 12n1−1). D’autre part, pour i 6=
j dans {2, · · · , k}, (12n1 , 12n1−2) ≡ (12n1 , i2ni) ≡ (j2nj , i2ni) ≡ (j2nj , 12n1) ≡
(12n1−2, 12n1) et (12n1−1, 12n1−2) ≡ (12n1−1, i2ni−1) ≡ (j2nj−1, i2ni−1) ≡
(j2nj−1, 12n1−1) ≡ (12n1−2, 12n1−1). Les graphes G({12n1−2, 12n1}) et
G({12n1−2, 12n1−1}) sont alors vides ou complets. Quitte a` remplacer G par
G, on peut supposer qu’ou bien 12n1−2 ←→ 12n1 et 12n1−2 − −12n1−1, ou
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bien 12n1−2 −−{12n1−1, 12n1}. Supposons d’abord que 12n1−2 ←→ 12n1 et
12n1−2 −−12n1−1. Nous ve´rifions en utilisant la remarque 2.31 et le lemme
2.26, queG(S(2n1, · · · , 2nk)) est un graphe de la classeH(2n1, · · · , 2nk). Ce
graphe e´tant inde´composable d’apre`s le lemme 2.36,G = G(S(2n1, · · · , 2nk))
d’apre`s le corollaire 2.4. Supposons maintenant que 12n1−2−−{12n1−1, 12n1}.
On a 0−−(S(2n1, · · · , 2nk)−{0}). Comme G est inde´composable il existe
γ ∈ S(G) − S(2n1, · · · , 2nk) tel que le graphe G({0, γ}) est non vide. En
utilisant encore la remarque 2.31 et le lemme 2.26, on ve´rifie que
G(S(2n1, · · · , 2nk) ∪ {γ}) est un graphe de la classe H(2n1, · · · , 2nk). Ce
graphe e´tant inde´composable d’apre`s le lemme 2.36,G = G(S(2n1, · · · , 2nk)∪
{γ}) d’apre`s le corollaire 2.4. ✷
En conclusion nous obtenons le the´ore`me suivant :
The´ore`me 2.38. Les graphes G d’ordre ≥ 7 et (−1)-critiques sont, a`
isomorphisme pre`s, les graphes H2n+1, H2n+1, R2n+1, R2n+1 ou` n ≥ 3 ;
les graphes d’ordre ≥ 7 de la classe F ∪G ∪G′∪G′′ ; les graphes de la classe
H(2n1 + 1, 2n2, · · · , 2nk) ∪H(2n1, 2n2, · · · , 2nk) et leurs comple´mentaires.
Concernant les graphes (−1)-critiques d’ordre ≤ 6, d’apre`s le lemme
2.11, la classe F nous donne une famille de ces graphes. Remarquons alors
que le lemme 2.3, outil important dans notre classification des graphes
(−1)-critiques, ne s’e´tend pas a` leur cas. Par exemple, le graphe Q5 =
({0, 1, 2, α, β}, {(0, 1), (1, 0), (0, 2), (2, 0), (0, β), (β, 0), (2, β), (β, 2), (α, β),
(β, α)}) est un graphe (−1)-critique de la classe F dont le graphe
d’inde´composabilite´ est vide.
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