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ABSTRACT 	  
In this study, daily reference evapotranspiration (ET0) was estimated from climatic data 
using Multivariate Adaptive Regression Splines (MARS), M5 Model Tree (M5MT), and Gene 
Expression Programming (GEP). These approaches were trained with climatic data from eight 
weather stations in Iran for years 2000-2007.  Thereafter, they were tested with data from the 
same eight weather stations in Iran for year 2008 and fourteen weather stations in California for 
year 2015. Four data combinations were evaluated: daily mean air temperature, daily mean wind 
speed, daily mean relative humidity, and solar radiation (configuration 1); daily mean air 
temperature and solar radiation (configuration 2); daily mean air temperature and daily mean 
relative humidity (configuration 3); daily maximum, minimum, and mean air temperature, and 
extraterrestrial radiation (configuration 4). In the first part of the study, MARS, M5MT, and GEP 
models were tested with data from the same Iran stations they were trained with. In the second 
part of the study, these approaches were tested with data from stations in California. The 
performance of MARS, M5MT, and GEP models were evaluated using mean absolute error 
(MAE), root mean square error (RMSE), and the coefficient of determination (R2). For all 
approaches, configuration 1 produced the most accurate results. Configuration 4 was found to be 
region dependent and is suggested when region specific data is limited (i.e., only temperature 
data is available). Results indicated MARS, M5MT and GEP could successfully predict ET0 
from climatic data. Comparison of these approaches showed that GEP yielded the most accurate 
results. Also, it was found that MARS outperformed M5MT.  
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1. INTRODUCTION 
 
Evapotranspiration (ET) is an important component of the hydrologic cycle and water 
resource management. ET involves the loss of water into the atmosphere through evaporation 
from the soil surface, and transpiration from the stomata of leaves. This process is dependent 
upon numerous climatologic variables and is responsible for the water stored in the atmosphere 
(Traore et al., 2010). About 90% of water in the atmosphere is due to evaporation from the land 
surface (i.e., water bodies and soil), while transpiration of plants is responsible for the remaining 
10% (USGS, 2016). On a global scale, roughly 80% of water allotted for crop production and 
irrigation, is lost through ET (Xu et al., 2016; Lui et al. 2009).  
The demand for water has intensified due to global climate change and the significant 
increase of Earth’s population. In the last century, the United Nations reported water use was two 
times greater than the world’s population growth. At this rate, 1.8 billion people will be residing 
in areas with insufficient water by the year 2025 (National Geographic Society, 2016). In 
response to droughts and the exhaustion of surface water availability, roughly 10% of the 
world’s food is grown by over pumping groundwater sources. In addition, many water intensive 
crops are cultivated in arid conditions further exhausting water resources (Postel, 2015). Due to 
the aforementioned reasons, improving water use efficiency is imperative. An accurate 
estimation of ET enables proper computation of water budgeting, water planning and water 
allocation. 
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Several in situ methods have been used to measure ET. Although these methods can 
provide an accurate estimate of ET over homogeneous areas, limitations and inadequacies exist. 
For instance, the lysimeter technique utilizes water mass balance to estimate ET. Intricate 
planning and groundwork are required to obtain field measurements. These measurements only 
pertain to a small field area and may differ from surrounding areas due to the land surface 
heterogeneity (Verstraeten et al., 2008). Aside from the arduous installation and maintenance, it 
is also unsuitable to utilize the lysimeter technique in large areas with mixed vegetation because 
of the inability to obtain a representative sample (Garcia-Navarro et al., 2004).  
Due to the high cost of in situ methods and the challenges of determining the relationship 
between multiple factors affecting evaporative demand and ET, other approaches were 
developed. The Penman-Monteith (PM) equation is an accepted mathematical expression to 
estimate reference ET (ET0) (described in Section 2.4). However, this method requires a large 
amount of climatic data.  
To further improve ET0 estimation, artificial intelligence (AI) systems were used to 
estimate ET0. A number of studies showed that AI approaches (e.g., Gene Expression 
Programming (GEP), Multivariate Adaptive Regression Splines (MARS), and M5 Model Tree 
(M5MT)) could estimate ET0 accurately (Pour Ali Baba et al., 2013; Rahimikhoob, 2008; Shiri 
and Kisi, 2011; Shiri et al., 2014). 
Guven et al. (2008) used GEP to model ET0 with the following hydrologic inputs: 
humidity, solar energy, wind speed, and average air temperature. Results indicated the GEP 
model could perform better than the PM equation. Building upon this study, Shiri et al. (2011) 
evaluated the feasibility of GEP to estimate ET0, in which GEP estimates were compared to those 
obtained from the Adaptive Neuro-Fuzzy Inference System (ANFIS), Hargreaves-Samani, 
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Priestley-Taylor and the PM equation. Both studies found that GEP provided the most accurate 
estimate of ET0.  
Multivariate Adaptive Regression Splines (MARS) exhibit comparable advantages to 
GEP. Adamowski et al. (2012) used MARS, Artificial Neural Networks (ANN), and Wavelet 
Artificial Neural Network (WANN) to estimate mountainous watershed runoff and compared the 
performance of the models. Results showed MARS and WANN performed similarly in 
estimating runoff, and both produced better results than ANN. Additionally, Yang et al. (2004) 
found MARS estimated soil temperature at varying depths more accurately than ANN.  
Kisi and Parmar (2016) modeled river water pollution utilizing MARS, M5MT, and Least 
Square Support Vector Machine (LSSVM). Results indicated MARS and LSSVM obtained 
similar results and both outperformed M5MT. Using inputs of solar radiation, relative humidity, 
air temperature and wind speed, Kisi (2015) estimated pan evaporation via MARS, LSSVM, and 
M5MT. It was concluded MARS performed better than LSSVM and M5MT.  
Pal and Deswal (2009) found ET0 estimates from M5MT to be comparable to those from 
the PM and Hargreaves-Semani equations. Although ANN surpassed M5MT in Sattari et al. 
(2013), M5MT delivered simple linear relationship between the inputs and output. In predicting 
wave height, the M5MT proved to be advantageous over ANN because it generates slightly 
better estimates and provides rules that can be easily understood by the user (Etemad-Shahidi 
and Mahjoobi, 2009). 
The first objective of this study is to estimate ET0 from climatic data using MARS, 
M5MT, and GEP approaches. The second goal is to compare the performance of models created 
from these three approaches using four different data combinations. The third purpose is to 
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assess which combination has the most significant contribution towards the estimation of ET0. 
Lastly, we will investigate whether these models can be applied to another region.  
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2. METHODOLOGY 
2.1 Multivariate Adaptive Regression Splines (MARS) 	  
MARS performs linear regression in steps, and has the ability to model non-linearities 
(Friedman, 1991; Bansal and Salling, 2013).  MARS is efficient in producing models dealing 
with high dimensional input data sets as well as establishing the connection between dependent 
and independent variables. The models created are adaptive and are modified through multiple 
iterations to form a polynomial expression.  
The process of constructing the MARS model involves splitting the data into multiple 
sections. For each section, containing p input variables Xj (j = 1,..., p), linear regression functions 
(i.e., basis functions) are generated describing the data (Sharda et al., 2006). The basis functions 
consist of the following reflected pair functions: 
𝑋! − 𝑡 ! = max    0,𝑋! − 𝑡 = 𝑋! − 𝑡,      𝑋! > 𝑡0,                    𝑋! ≤ 𝑡                                                                                                                                                               (1a)      
𝑡 − 𝑋! ! = max    0, 𝑡 − 𝑋! =    𝑡 − 𝑋! ,      𝑋! < 𝑡0,                    𝑋! ≥ 𝑡                                                                                                                                                           (1b)                 
where t is the junction formed between two basis functions (i.e., the knot) at an observed value. 
MARS then takes the reflected pairs (Equations (1a) and (1b)) and creates a collection of basis 
functions, C: 𝐶 = 𝑋! − 𝑡 !, 𝑡 − 𝑋! ! ;   𝑡 ∈ 𝑥!! , 𝑥!! , 𝑥!! ,…   𝑥!"   ; 𝑘 = 1, 2,… ,𝑛  ;   𝑗 = 1,2,… ,𝑝                              (2)                                          
where xkj is the nth observed value of input variable Xj. The user then specifies the constraints, 
which involve the number of variables inputted into the model, the maximum number of basis 
functions, and the maximum permissible degree of interaction (described Section 4.1). Once 
specified, MARS implements two stepwise evaluations (Kisi, 2015). The first process (i.e., 
forward step) involves a robust model containing a large amount of knots where the MARS 
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algorithm is trialing functions in C to determine which basis functions reduce inaccuracy. 
Immediately following is the backward step, in which the unnecessary surplus of basis functions 
is eliminated to correct the over-fitted model. Through this piecewise method, the function 
created by MARS (f) is generally in the form of: 
𝑓 𝑥 = 𝛽! + 𝛽!ℎ! 𝑥!!!!                                                                                                                                                                                                                                                         (3) 
where hi (x) is the function created from the selected basis functions in C, β0 is the bias, βi is the 
coefficient estimated from the least square method, and A is the number of terms in the final 
model after implementation of forward and backward steps (Adamowski et al., 2012; Kisi, 
2015).  
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2.2 M5 Model Tree (M5MT) 	  
M5MT is an extension of a regression tree and provides the user with multiple linear 
functions (Witten and Frank, 2005; Pal and Deswal, 2009). Its main objective is to generate a 
model that is capable of determining the relationship between the independent variables and 
target values (i.e., dependent variables) (Bhattacharya and Solomatine, 2005). The performance 
of the final model is examined by comparing its estimates with the target values. 
The input data is subjected to two different stages to generate a final model. In the first 
stage, the input space is divided into a number of regions (Figure 1a), which corresponds to the 
nodes in a tree-like structure. The amount of error for each of these nodes corresponds to the 
standard deviation of each region. For each value that propagates to a specific node, the expected 
error reduction is calculated, which is referred to as the standard deviation reduction (SDR) (Pal 
and Deswal, 2009). The formula utilized to calculate the SDR is as follows: 
𝑆𝐷𝑅 = 𝑠𝑑 𝑇 −    𝑇!𝑇!!!! 𝑠𝑑 𝑇!                                                                                                                                                                                                                                 (4) 
where T is the set of instances that reach a node, Ti is the subset of instances exhibiting the ith 
outcome of a potential set, A is the final amount of instances in set T, and sd is the standard 
deviation. After the SDRs are calculated, the model begins to execute computational iterations. 
This involves the dividing process (Figure 1b), which produces subsequent nodes with a reduced 
standard deviation from the previous nodes. This dividing process is continued where all possible 
splits are considered, and terminates when the maximum expected error reduction is achieved 
(Rahimikhoob et al., 2013).  At the end of the first stage, the model tree exhibits a large structure 
with region-specific linear regression models (Bhattacharya and Solomatine, 2005). This stage is 
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prone to over-fitting (or poor generalization) and leads to the second stage of pruning the 
overgrown model tree.  
Pruning will occur when the estimated error at a specific node is less than or equal to the 
error of the all nodes branched below (Atiaa and Ghalib, 2008; Pal and Deswal, 2009). The 
pruned nodes are then replaced with linear equations (i.e., linear models (LM)) (Figure 1c). This 
process simplifies and increases the overall accuracy of the model tree (Wang and Witten, 1997; 
Etemad-Shahidi and Mahjoobi, 2009). See Figure 1d for an example of a final version of a model 
tree with an input space divided into six regions corresponding to six linear models. 
 
Figure 1a. M5MT separates training data set into regions. 
 
 
 
Figure 1b. Dividing process of M5MT. 
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Figure 1c. M5MT pruned nodes are replaced with linear models. 
 
 
Figure 1d. Example of final M5MT and corresponding input space. 
Node	  
Branch	  with	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2.3 Gene Expression Programming (GEP) 	  
GEP is a progressive algorithm that continuously adapts to determine the relationship 
between a given set of inputs and output(s) (Ferreira, 2001). GEP utilizes evolving computer 
programs (expression trees) of different sizes that are encoded with a finite linear string of input 
data (chromosomes). A final expression tree is produced consisting of mathematical expressions 
and polynomials (Guven and Gunal, 2008). 
 GEP begins with a random generation of chromosomes for a specific program. These 
chromosomes are made up of genes (finite linear string containing input data) that are linked by 
arithmetic operators (e.g., +, -, ×, /) (Oltean and Groson, 2003). GEP genes are made up of two 
parts: the head and the tail. The head consists of both terminal symbols (independent variables) 
and functional symbols (e.g., Arctan). The tail only consists of terminal symbols and is 
calculated as follows: 𝑡 = 𝑛 − 1 ℎ + 1                                                                                                                                                                                                                                                                                    (5) 
where t is the tail length, n is the amount of arguments in the functions, and h is the head length 
chosen by the user.  
After the chromosomes are generated and used in the program, the accuracy of the 
program is evaluated using a fitness function (e.g., Root Mean Square Error (RMSE)) and fitness 
cases (i.e., the training data). The fitness function compares the dependent variable (e.g., ET0) 
from the given training dataset to the values created by the program. The program will either be 
selected or rejected based upon its ability to simulate the dependent variable of the dataset. If the 
program is selected, then it is replicated and further improved through chromosome 
modifications.  
 	  	   11	  
The chromosomes are modified through replication, mutation, transposition, and 
crossover (i.e., recombination) (Ferreira, 2001). Replication copies an existing chromosome and 
uses it in the next generation. Mutation of a chromosome is when symbols in the head of a gene 
changes into other functional or terminal symbols, and symbols in the tail changes into other 
terminal symbols (Figure 2a).  
Transposition is the random selection of segments within a chromosome and moves it to 
another position. Three types of transposition can occur: insertion sequence (IS), root insertion 
sequence (RIS), and gene transposition. In IS, random segments with functional or terminal 
symbols move and replace existing segments (Figure 2b). In RIS, random segments starting with 
a functional symbol move to the beginning of the gene. The whole head then shifts downstream 
(i.e., to the right), while losing the last symbols of the head (Figure 2c). Gene transposition 
moves a randomly selected gene to the beginning of the chromosome (Figure 2d). 
Recombination affects two random chromosomes that exchange terminal and functional 
symbols at arbitrary points. There are three types of recombination: one-point recombination, 
two-point recombination, and gene recombination. One-point recombination splits the two 
chromosomes at the same arbitrary point and all symbols after that point will be exchanged 
between the chromosomes (Figure 2e). Two-point recombination separates the chromosomes at 
two points and the symbols between the points are exchanged (Figure 2f). Gene recombination 
involves the entire gene of a chromosome to be swapped with the other chromosome (Figure 2g). 
After the aforementioned modifications, the newly improved chromosomes are used in 
the next iteration. This process is repeated for a programmed set of generations (iterations) or 
until a solution is reached. 
 	  	   12	  
 
Figure 2a. Example of GEP chromosome mutation. 
 
Figure 2b. Example of GEP chromosome IS transposition. 	  
 
Figure 2c. Example of GEP chromosome RIS transposition. 	  	  
	  
Figure 2d. Example of GEP chromosome gene transposition. 	  	  
	  
Figure 2e. Example of GEP one-point recombination with two chromosomes. 	  	  
	  
Figure 2f. Example of GEP two-point recombination with two chromosomes. 	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Figure 2g. Example of GEP gene recombination with two chromosomes. 	  
2.4 Penman-Monteith (PM) Equation 	  
The PM equation has been accepted as a reference equation for ET0 estimation 
(Shahidian et al., 2012). ET0 is defined as evapotranspiration that occurs when using a theoretical 
grass surface with an assumed height of 0.12 meter, a surface resistance (i.e., resistance of vapor 
leaving the surface) of 70 seconds per meter and a surface albedo (i.e., reflectivity of surface) of 
0.23 (Allen et al, 1998). Other ET0 equations have been calibrated based upon the PM equation 
(Allen et al., 1998; Shiri et al., 2013). The PM equation is given by: 
 𝐸𝑇! = !.!"#∆ !!!! !! !""!!"#$!!"#!!(!!!!!)∆!!(!!!.!"!!)                                                                                                                                                                                                     (6) 
where ET0 is the reference evapotranspiration (mm/d), Δ is the slope of saturation vapor pressure 
function (kPa/°C), Rn is the net radiation (MJ/m2day), G is the soil heat flux density (MJ/m2day), 
γ is the psychrometric constant (kPa/°C), Tmean is the mean air temperature (°C), Ws is the daily 
mean wind speed at a height of 2 m (m/s), es is the saturation vapor pressure (kPa), and ea is the 
actual vapor pressure (kPa).  
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3. DATA  
3.1 Iran 	  
Daily climatic data from January 1, 2000 to December 31, 2008 was collected from 8 
weather stations in the coastal regions of Iran. The recorded data were daily average relative 
humidity, daily mean wind speed at a reference height of 2 meters, daily maximum, minimum 
and mean air temperatures, and incoming solar radiation. The hydrological data and the 
corresponding calculated ET0 (from Equation (6)) were used to train and test the models (see 
Section 3.3). The locations, altitudes, longitudes and latitudes of the weather stations are shown 
in Table 1 and Figure 3. 
 
Table 1. Locations, altitudes, latitudes, and longitudes of weather stations in Iran. 
Station	   Altitude,	  m	   Latitude,	  °	   Longitude,	  °	  
Abadan	   6.6	   30.2	   48.2	  
Ahwaz	   22.5	   31.2	   48.4	  
Bandar-­‐e-­‐Abbas	   9.8	   27.1	   56.2	  
Bandar-­‐e-­‐Lenge	   22.7	   26.3	   54.2	  
Bushehr	   9	   28.6	   50.5	  
Gorgan	   13.3	   36.5	   54.1	  
Rasht	   -­‐8.6	   37.1	   49.4	  
Sari	   23	   36.3	   53.0	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Figure 3. Location of weather stations in Iran. 
 
3.2 California 	  
Daily climatic data from January 1, 2015 to December 31, 2015 was collected from 14 
California Irrigation Management Information System (CIMIS) weather stations. The collected 
data were daily average relative humidity, daily mean wind speed at a reference height of 2 
meters, daily maximum, minimum and mean air temperature, and incoming solar radiation. The 
hydrological data and the corresponding calculated ET0 (from Equation (6)) were used to test the 
models (see Section 3.3). The locations, altitudes, longitudes, and latitudes of the CIMIS weather 
stations are shown in Table 2 and Figure 4. 
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Table 2. Locations, altitudes, latitudes, and longitudes of weather stations in California. 
Station	   Altitude,	  m	   Latitude,	  °	   Longitude,	  °	  
Bishop	   1271	   37.4	   -­‐118.4	  
King	  City	  Oasis	  Rd.	   164.6	   36.1	   -­‐121.1	  
Blythe	  NE	   83.8	   33.7	   -­‐114.6	  
Atascadero	   269.8	   35.5	   -­‐120.6	  
Delano	   91.4	   35.8	   -­‐119.3	  
Gilroy	   56.4	   37.0	   -­‐121.5	  
Arleta	   298.7	   34.3	   -­‐118.4	  
Gerber	  South	   75	   40.0	   -­‐122.2	  
Woodland	   25	   38.7	   -­‐121.8	  
Diamond	  Springs	   624.8	   38.6	   -­‐120.8	  
Lompoc	   16.8	   34.7	   -­‐120.5	  
Santa	  Maria	  II	   65.5	   34.9	   -­‐120.5	  
Macdoel	  II	   1300	   41.8	   -­‐122.0	  
Moreno	  Valley	   488.9	   33.9	   -­‐117.2	  
 
 
Figure 4. Location of CIMIS weather stations. 
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3.3 Training and Testing Data 	  
The training dataset contained the climatic data from the 8 stations located in Iran (Table 
1) and the corresponding ET0 estimates from the PM equation. The dataset was limited to the 
years 2000-2007, while the data from 2008 was reserved for testing. MARS, M5MT, and GEP 
used the training data to generate models (i.e., equations), which described the relationship 
between the input data (e.g., mean air temperature, solar radiation, etc.) from the 8 stations in 
Iran and the corresponding ET0 values.  
The testing dataset contained the climatic data from the same 8 stations in Iran (year 2008 
only) and 14 CIMIS stations in California (year 2015) (Section 3.2). The testing dataset was used 
to assess the capabilities of MARS, M5MT, and GEP models to predict ET0. These predicted ET0 
values were compared to ET0 estimates from the PM equation (6). 
The MARS, M5MT and GEP training and testing data is outlined in Table 3. In the first 
part of this study, MARS, M5MT, and GEP models were tested with data from same Iran 
stations it was trained with. In the second part of this study, MARS, M5MT, and GEP models 
were tested with data from 14 CIMIS stations in California.  
Table 3. Training and testing data. 
	  	  
Approach	   Training	  Data	   Testing	  Data	  
1st	  Part	  of	  Study	  
MARS	  
Iran	  (2000-­‐2007)	   Iran	  (2008)	  M5MT	  
GEP	  
2nd	  Part	  of	  Study	  
M5MT	  
Iran	  (2000-­‐2007)	   California	  (2015)	  MARS	  
GEP	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3.3.1 Data Combinations 	  
The PM equation requires several hydrological variables (i.e., net radiation, soil heat flux, 
air temperature, relative humidity, and wind speed), which are typically unavailable. As a result, 
different combinations of hydrological data were investigated, which were based upon equations 
requiring fewer climatic data to estimate ET0 (e.g., Makkink, Romanenko, and Hargreaves-
Semani). 
The Makkink equation utilizes solar radiation (Makkink, 1957): 
𝐸𝑇! =     0.61 ∆𝑅!∆+ 𝛾 𝜆 − 0.12                                                                                                                                                                                                                                      (7) 
where Rs is the incoming solar radiation (MJ/m2day) and λ is the latent heat of evaporation 
(MJ/kg).  
The Romanenko equation uses the concept water mass transfer, and requires relative 
humidity and air temperature (Romanenko, 1961): 𝐸𝑇! =     0.0018 𝑇!"#$ + 25 !(100− 𝑅𝐻)                                                                                                                                                                                      (8) 
where RH is relative humidity (%).  
The Hargreaves-Samani method uses air temperature and extraterrestrial radiation 
(Hargreaves and Samani, 1985): 
𝐸𝑇! =     0.0023𝑅!𝜆 𝑇!"#$ + 17.8 𝑇!"# − 𝑇!"#                                                                                                                                                          (9) 
where Ra is extraterrestrial radiation (mm/d), Tmax is the daily maximum air temperature (°C) and 
Tmin is the daily minimum air temperature (°C). 
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Based on the required inputs in equations (6) – (9) and the study conducted by Shiri et al. 
(2014), the data combinations used to train and test MARS, M5MT, and GEP are:  
i. Configuration 1: Ws, RHmean, Tmean, Rs [MARS1, M5MT1, GEP1] 
ii. Configuration 2: Tmean, Rs [MARS2, M5MT2, GEP2] 
iii. Configuration 3: Tmean, RHmean [MARS3, M5MT3, GEP3] 
iv. Configuration 4: Tmean, Tmax, Tmin, Ra [MARS4, M5MT4, GEP4] 
3.4 Statistical Analysis 	  
To evaluate the performance of MARS, M5MT, and GEP models, statistical metrics such 
as mean absolute error (MAE), root mean square error (RMSE), and the coefficient of 
determination (R2) were used and are defined as follows: 
𝑀𝐴𝐸 = 𝑂! − 𝑃!!!!! 𝑛                                                                                                                                                                                                                                                             (10) 
𝑅𝑀𝑆𝐸 = 𝑂! − 𝑃! !!!!! 𝑛                                                                                                                                                                                                                                           (11) 
𝑅! =    (𝑂! − 𝑂)(𝑃! − 𝑃)!!!!(𝑂! − 𝑂)!!!!! (𝑃! − 𝑃)!!!!!
!                                                                                                                                                                                 (12) 
 
where n is the number of observations, Oi and Pi are the ith observed and estimated ET0, 
respectively, and 𝑂 and 𝑃 are the mean of observed and simulated ET0 values.  
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4. RESULTS  
4.1 MARS  	  
 In this study, the MATLAB ARESLab toolbox was used. It consisted of multiple 
functions enabling the creation of piecewise linear and cubic regression MARS models. 
Parameters in ARESLab that were optimized based on trial and error were ‘maxInteractions’, 
‘c’, and ‘maxFuncs’. The parameter ‘maxInteractions’ controlled the largest amount of 
interactions that can occur between the data variables, the ‘c’ parameter dictated smoothness of 
the model (the larger the value, the fewer the knots), and the ‘maxFuncs’ determined the highest 
number of basis functions to be included in the model during the forward phase (see Equations 
(1a) and (1b) in Section 2.1).  
Figure 5 shows the variations in RMSE and R2 of ET0 estimates from MARS1–MARS4 
versus the number of basis functions. As shown, MARS1 and MARS2 generated the lowest 
RMSE and the highest R2 with 15 basis functions. To obtain optimal values of R2 and RMSE, 
MARS3 and MARS4 utilized 6 and 3 basis functions, respectively. Due to the large amount of 
training data, Friedman (1991) recommended a ‘c’ value of 0, which will optimize knot 
production. Maximum interactivity (value of -1) between variables was allowed because it was 
shown to yield better results (Emamgolizadeh et al., 2015). The parameters used in each MARS 
model are presented in Table 4. 
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Figure 5. Variation in RMSE and R2 of ET0 estimates from MARS1–MARS4 versus 
number of basis functions. 
 
Table 4. Parameter values for each MARS model. 
Model	   Parameters	   Value	  
MARS1	  
maxInteractions	   -­‐1	  
c	   0	  
maxFuncs	   15	  
MARS2	  
maxInteractions	   -­‐1	  
c	   0	  
maxFuncs	   15	  
MARS3	  
maxInteractions	   -­‐1	  
c	   0	  
maxFuncs	   6	  
MARS4	  
maxInteractions	   -­‐1	  
c	   0	  
maxFuncs	   3	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Summarized in Table 5 are the coefficients and basis functions generated by the four 
MARS models. The coefficients (βi) represent the weight (i.e., importance) of the variable in 
terms of contributing towards the estimation of ET0 (see Equation (3)). It is noteworthy that 
MARS1-MARS3 models effectively established a relationship between all input variables and 
ET0. In contrast, three (i.e., Tmean, Tmin, and Ra) of the four inputs in the MARS4 model were 
eliminated. 
Figures 6-9 compare ET0 estimates from the four MARS models with those from the PM 
equation for the different stations located in California and Iran. MARS1 and MARS2 yielded 
ET0 values more concentrated within the vicinity of the “best fit” line compared to MARS3 and 
MARS4. Figures 10-13 show the time series of predicted ET0 values from the four MARS 
models. Calculated ET0 values from the PM equation were also plotted on the same figures for 
comparison. The general trend in Figures 10-13 suggests an underestimation of ET0 in 
California. This is due to measurement errors and also the fact that none of the stations in 
California were used for training the MARS models. Nevertheless, the ET0 estimates from the 
MARS models were able to capture the daily oscillations of the observed ET0 values.   
The performance of the MARS models was compared in Figure 14 using MAE, RMSE 
and R2. In all stations, MARS1 provided the best results, and MARS2 provided better estimates 
than MARS3 and MARS4. For California stations, average MAE of ET0 estimates from MARS2, 
MARS3, and MARS4 were 18%, 50%, and 52% greater than those of MARS1, respectively. 
Also, their average RMSE values were respectively 19%, 58%, and 57% greater than those of 
MARS1. When applied to the Iran stations, MARS1 resulted in the lowest MAE and RMSE 
values (0.44 mm/d and 0.603 mm/d, respectively) and the highest R2 value (0.94). MARS2 tested 
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with Iran stations resulted in better ET0 estimates compared to MARS3 and MARS4, with lower 
MAE (0.66 mm/d) and RMSE (0.93 mm/d) and higher R2 (0.84).  
The statistical metrics of ET0 estimates from MARS1-MARS4 are given in Tables 6 and 
7. High variability in MAE, RMSE, and R2 can be observed for all California and Iran stations. 
Compared to MARS3 and MARS4, MARS1 and MARS2 models were able to more robustly 
learn the relationship between the input data and ET0 (see Tables 6 and 7). For all stations, the 
average MAE of MARS1 was 20%, 53%, and 56% less than those of MARS2, MARS3, and 
MARS4, respectively. Similarly, the average RMSE of all stations tested with MARS1 was 
reduced by 20%, 59%, and 61% when compared with those of MARS2, MARS3, and MARS4, 
respectively.  
On average, MARS1 and MARS2 achieved better results than MARS3 and MARS4. The 
outcomes from MARS1 and MARS2 tested with California stations provided validation that 
MARS is a feasible approach to estimate ET0. Furthermore, statistics from MARS2 indicated the 
ability of MARS to generate an equation to estimate ET0 from limited climatic data, which can 
be useful for areas with limited resources. 
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Table 5. Basis functions and corresponding coefficients in MARS1-MARS4. 
Model	   Basis	  Functions,	  hi(x)	   Coefficients,	  βi	  
MARS1	  
Intercept	  (β0)	   11.9	  
(Rs	  -­‐	  10.8)+	   0.249	  
(10.8	  -­‐	  Rs)+	   -­‐7.63E-­‐02	  
(6.3	  -­‐	  Ws)+	  x	  (RHmean	  -­‐	  31.9)+	   1.62E-­‐02	  
(6.3	  -­‐	  Ws)+	  x	  (31.9	  -­‐	  RHmean)+	   3.30E-­‐02	  
(Ws	  -­‐	  6.3)+	   0.109	  
(6.3	  -­‐	  Ws)+	   -­‐0.964	  
(RHmean	  -­‐	  30.8)+	   -­‐0.126	  
(30.8	  -­‐	  RHmean)+	   -­‐0.242	  
(Tmean	  -­‐	  42.6)+	   -­‐4.19E-­‐03	  
(42.6	  -­‐	  Tmean)+	   -­‐0.185	  
(Rs	  -­‐	  10.8)+	  x	  (Tmean	  -­‐	  42.6)+	   -­‐1.49E-­‐05	  
(Rs	  -­‐	  10.8)+	  x	  (42.6	  -­‐	  Tmean)+	   -­‐5.28E-­‐03	  
(RHmean	  -­‐	  30.8)+	  x	  (Tmean	  -­‐	  31)+	   8.33E-­‐04	  
(RHmean	  -­‐	  30.8)+	  x	  (31	  -­‐	  Tmean)+	   2.48E-­‐03	  
MARS2	  
Intercept	  (β0)	   4.08	  
(10.8	  -­‐	  Rs)+	   -­‐5.07E-­‐02	  
(Rs	  -­‐	  10.8)+	  x	  (Tmean	  -­‐	  42.7)+	   -­‐2.46E-­‐02	  
(Rs	  -­‐	  10.8)+	  x	  (42.7	  -­‐	  Tmean)+	   1.11E-­‐02	  
(42.7	  -­‐	  Tmean)+	   -­‐0.321	  
(33.5	  -­‐	  Tmean)+	   0.233	  
(Tmean	  -­‐	  1006.2)+	   -­‐7.76E-­‐02	  
(1006.2	  -­‐	  Tmean)+	   2.43E-­‐03	  
(Rs	  -­‐	  10.8)+	  x	  (Tmean	  -­‐	  27.2)+	   2.45E-­‐02	  
(Rs	  -­‐	  10.8)+	  x	  (27.2	  -­‐	  Tmean)+	   -­‐1.52E-­‐02	  
(Tmean	  -­‐	  42.7)+	  x	  (17.1	  -­‐	  Rs)+	   -­‐1.37E-­‐04	  
MARS3	  
Intercept	  (β0)	   10.8	  
(Tmean	  -­‐	  42)+	   -­‐3.22E-­‐03	  
(42	  -­‐	  Tmean)+	   -­‐0.208	  
(RHmean	  -­‐	  31.6)+	   -­‐6.67E-­‐02	  
(31.6	  -­‐	  RHmean)+	   -­‐0.253	  
MARS4	  
Intercept	  (β0)	   0.449	  
(Tmax	  -­‐	  12.2)+	   0.221	  
(12.2	  -­‐	  Tmax)+	   0.330	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Figure 6. Estimated ET0 values from MARS1 versus observations. 
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Figure 7. Estimated ET0 values from MARS2 versus observations. 
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Figure 8. Estimated ET0 values from MARS3 versus observations. 
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Figure 9. Estimated ET0 values from MARS4 versus observations. 
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Figure 10. Time series of observed and estimated ET0 values from MARS1. 
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Figure 11. Time series of observed and estimated ET0 values from MARS2. 
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Figure 12. Time series of observed and estimated ET0 values from MARS3. 
 
 
 
 
 
 
 
 
	   35	  
 
 
 
	   36	  
 
Figure 13. Time series of observed and estimated ET0 values from MARS4. 
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Figure 14. Comparing performance of MARS models in different stations. 
 
	   38	  
Table 6. Statistical metrics of ET0 estimates from MARS1 and MARS2. 
Model	   Station	   MAE	  (mm/d)	  
RMSE	  
(mm/d)	   R
2	  
MARS1	  
Bishop	   1.45	   1.67	   0.33	  
King	  City	  Oasis	  Rd.	   0.87	   0.98	   0.73	  
Blythe	  NE	   0.50	   0.64	   0.92	  
Atascadero	   0.85	   0.95	   0.57	  
Delano	   0.49	   0.59	   0.93	  
Gilroy	   0.66	   0.77	   0.78	  
Arleta	   0.72	   0.86	   0.72	  
Gerber	  South	   0.44	   0.56	   0.94	  
Woodland	   0.47	   0.55	   0.93	  
Diamond	  Springs	   0.56	   0.68	   0.89	  
Lompoc	   0.51	   0.61	   0.61	  
Santa	  Maria	  II	   0.69	   0.75	   0.56	  
Macdoel	  II	   1.12	   1.31	   0.66	  
Moreno	  Valley	   0.82	   1.05	   0.66	  
All	  Iran	  Stations	   0.44	   0.60	   0.93	  
MARS2	  
Bishop	   1.29	   1.41	   0.53	  
King	  City	  Oasis	  Rd.	   1.10	   1.29	   0.54	  
Blythe	  NE	   1.00	   1.22	   0.71	  
Atascadero	   0.68	   0.77	   0.72	  
Delano	   0.65	   0.78	   0.88	  
Gilroy	   0.83	   0.99	   0.64	  
Arleta	   0.79	   0.92	   0.69	  
Gerber	  South	   0.91	   1.11	   0.78	  
Woodland	   1.00	   1.19	   0.69	  
Diamond	  Springs	   0.79	   0.90	   0.81	  
Lompoc	   0.43	   0.57	   0.65	  
Santa	  Maria	  II	   0.45	   0.56	   0.76	  
Macdoel	  II	   1.17	   1.35	   0.64	  
Moreno	  Valley	   1.01	   1.18	   0.58	  
All	  Iran	  Stations	   0.66	   0.93	   0.84	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Table 7. Statistical metrics of ET0 estimates from MARS3 and MARS4. 
Model	   Station	   MAE	  (mm/d)	  
RMSE	  
(mm/d)	   R
2	  
MARS3	  
Bishop	   1.34	   1.88	   0.12	  
King	  City	  Oasis	  Rd.	   1.30	   1.55	   0.32	  
Blythe	  NE	   0.75	   0.98	   0.82	  
Atascadero	   0.96	   1.15	   0.36	  
Delano	   0.85	   1.08	   0.78	  
Gilroy	   1.01	   1.18	   0.49	  
Arleta	   1.07	   1.32	   0.34	  
Gerber	  South	   0.79	   0.97	   0.83	  
Woodland	   0.77	   1.00	   0.78	  
Diamond	  Springs	   0.94	   1.20	   0.66	  
Lompoc	   1.38	   1.56	   0.33	  
Santa	  Maria	  II	   1.18	   1.41	   0.29	  
Macdoel	  II	   1.66	   1.92	   0.27	  
Moreno	  Valley	   1.26	   1.65	   0.15	  
All	  Iran	  Stations	   0.88	   1.16	   0.76	  
MARS4	  
Bishop	   1.36	   1.74	   0.29	  
King	  City	  Oasis	  Rd.	   1.09	   1.34	   0.50	  
Blythe	  NE	   1.12	   1.40	   0.60	  
Atascadero	   0.79	   0.95	   0.57	  
Delano	   0.93	   1.14	   0.75	  
Gilroy	   0.90	   1.11	   0.56	  
Arleta	   0.95	   1.18	   0.49	  
Gerber	  South	   1.18	   1.49	   0.59	  
Woodland	   1.02	   1.27	   0.65	  
Diamond	  Springs	   1.22	   1.46	   0.51	  
Lompoc	   1.14	   1.31	   0.16	  
Santa	  Maria	  II	   1.04	   1.25	   0.26	  
Macdoel	  II	   1.59	   1.94	   0.25	  
Moreno	  Valley	   1.02	   1.24	   0.53	  
All	  Iran	  Stations	   1.08	   1.48	   0.60	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4.2 M5MT  	  
To create a model tree, a data mining software known as WEKA (Waikato Environment 
for Knowledge Analysis) was used (Frank et al., 2016). This software contained a variety of 
machine learning algorithms, including M5MT. To assist with the modeling process, WEKA 
provided percentage split, train-test, and cross validation testing options. 
  The percentage split option partitioned input data into training and testing datasets based 
on a user specified percentage. In contrast, the train-test option involved manually inputting two 
sets of data (i.e., training and testing) separately.  
The cross validation option involved using one set of data, which was broken up by a 
user specified amount of folds. For example, if 10 folds were specified, the software would split 
up the dataset into 10 sections. The software would then utilize 9 out of the 10 sections for model 
training and the remaining section for testing. The testing process would be repeated until all 10 
sections have been utilized for testing.  
Among the three abovementioned options, the train-test method was chosen due to its 
superior performance compared to the other options (see Table 8).  
Table 8. Performance of M5MT for different testing options. 
Methods	   MAE	  (mm/d)	  
RMSE	  
(mm/d)	   R
2	  
Percentage	  Split	   0.2550	   0.3422	   0.9904	  
Train-­‐Test	   0.2328	   0.3189	   0.9914	  
Cross	  Validation	   0.2396	   0.3337	   0.9906	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Presented in Tables 9-12 are the model trees from M5MT1-M5MT4 (left column) and 
corresponding linear models (right column). To interpret results in Tables 9-12, readers are 
referred to Appendix A. It is worth mentioning all M5MT models successfully found a 
relationship between all input variables and ET0.  
Figures 15-18 show a comparison of ET0 estimates from the four M5MT models with 
those from the PM equation for all stations. M5MT1 and M5MT2 yielded ET0 values closer to 
the 1:1 line compared to M5MT3 and M5MT4. Figures 19-22 illustrate the time series of 
estimated ET0 from the four M5MT models. For comparison, observed ET0 values from the PM 
equation are also graphed on the same figures. As shown, M5MT1-M5MT3 underestimated ET0 
in several California stations and M5MT4 overestimated ET0 for most of the California stations. 
This is mainly due to measurement errors, and also the fact that no data from the California 
stations was used in the training process. Nonetheless, the predicted ET0 values mirrored the 
daily fluctuations of the observed ET0 values.  
Figure 23 compare the performance of M5MT models using MAE, RMSE, and R2. In all 
stations, M5MT1 performed the best. For California stations, average MAE of ET0 estimates 
from M5MT2, M5MT3, and M5MT4 were respectively 16%, 47%, and 71% greater than that of 
M5MT1. Also, their average RMSE values were respectively 17%, 67%, and 93% larger than 
that of M5MT1. For Iran stations, M5MT1 had the lowest MAE and RMSE values (0.38 mm/d 
and 0.55 mm/d, respectively) and the highest R2 (0.95). M5MT4 showed better results than 
M5MT2 and M5MT3 when tested with the Iran stations, with lower MAE (0.56 mm/d) and 
RMSE (0.82 mm/d), and higher R2 (0.88).  
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Tables 13 and 14 show the statistical metrics of ET0 estimates for the four M5MT 
models. The mean MAE, RMSE, and R2 for all stations tested with M5MT1 were 0.76 mm/d, 
0.94 mm/d, and 0.86, respectively. Average MAE values from all stations tested with M5MT2, 
M5MT3, and M5MT4 were respectively, 18%, 49%, and 70% greater than those of M5MT1. 
Moreover, RMSE values from all the stations tested with M5MT1 were respectively, 17%, 66%, 
and 89% less than those of M5MT2, M5MT3, and M5MT4.  
Overall, M5MT1 outperformed M5MT2-M5MT4. The results from M5MT1 and 
M5MT2 tested with California stations showed M5MT to be an effective approach to estimate 
ET0. The outcomes of M5MT2 also demonstrated M5MT’s ability to estimate ET0 with limited 
climatic data. M5MT4 model performance varied depending on the location of the testing data. 
M5MT4 performed better than M5MT2 and M5MT3 when tested with data from Iran. While, 
M5MT4 provided inaccurate ET0 estimates, compared to M5MT1-M5MT3, when tested with 
California stations. This may suggest the inputs of M5MT4 to be region dependent. 
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Table 9. M5MT1 model tree and corresponding linear models. 
Rs ≤ 16.271 :  
|   Tmean ≤ 19.175 :  
|   |   Tmean ≤ 11.65 :  
|   |   |   Ws ≤ 1.496 :  
|   |   |   |   Rs ≤ 11.945 : LM1  
|   |   |   |   Rs >  11.945 :  
|   |   |   |   |   RHmean ≤ 67.641 : LM2  
|   |   |   |   |   RHmean >  67.641 :  
|   |   |   |   |   |   Tmean ≤ 9.1 : LM3  
|   |   |   |   |   |   Tmean >  9.1 :  
|   |   |   |   |   |   |   Rs ≤ 13.929 :  
|   |   |   |   |   |   |   |   RHmean ≤ 88.229 : LM4  
|   |   |   |   |   |   |   |   RHmean >  88.229 : LM5  
|   |   |   |   |   |   |   Rs >  13.929 :  
|   |   |   |   |   |   |   |   Tmean ≤ 9.75 : LM6  
|   |   |   |   |   |   |   |   Tmean >  9.75 : LM7  
|   |   |   Ws >  1.496 :  
|   |   |   |   RHmean ≤ 83.058 :  
|   |   |   |   |   Tmean ≤ 8.25 :  
|   |   |   |   |   |   Ws ≤ 1.846 :  
|   |   |   |   |   |   |   Rs ≤ 10.086 : LM8  
|   |   |   |   |   |   |   Rs >  10.086 : LM9  
|   |   |   |   |   |   Ws >  1.846 :  
|   |   |   |   |   |   |   RHmean ≤ 65.147 :  
|   |   |   |   |   |   |   |   RHmean ≤ 56.173 :  
|   |   |   |   |   |   |   |   |   Rs ≤ 11.305 : LM10  
|   |   |   |   |   |   |   |   |   Rs >  11.305 : LM11  
|   |   |   |   |   |   |   |   RHmean >  56.173 :  
|   |   |   |   |   |   |   |   |   Rs ≤ 11.237 : LM12  
|   |   |   |   |   |   |   |   |   Rs >  11.237 : LM13  
|   |   |   |   |   |   |   RHmean >  65.147 : LM14  
|   |   |   |   |   Tmean >  8.25 :  
|   |   |   |   |   |   RHmean ≤ 67.436 :  
|   |   |   |   |   |   |   RHmean ≤ 59.008 : LM15  
|   |   |   |   |   |   |   RHmean >  59.008 : LM16  
|   |   |   |   |   |   RHmean >  67.436 : LM17  
|   |   |   |   RHmean >  83.058 :  
|   |   |   |   |   Rs ≤ 6.679 : LM18  
|   |   |   |   |   Rs >  6.679 :  
|   |   |   |   |   |   Tmean ≤ 8.65 : LM19  
|   |   |   |   |   |   Tmean >  8.65 : LM20  
|   |   Tmean >  11.65 :  
|   |   |   Ws ≤ 2.127 :  
|   |   |   |   Rs ≤ 12.346 : LM21  
|   |   |   |   Rs >  12.346 :  
|   |   |   |   |   Rs ≤ 13.707 : LM22  
|   |   |   |   |   Rs >  13.707 :  
|   |   |   |   |   |   Ws ≤ 0.625 : LM23  
|   |   |   |   |   |   Ws >  0.625 :  
|   |   |   |   |   |   |   RHmean ≤ 80.479 :  
|   |   |   |   |   |   |   |   Ws ≤ 1.496 : LM24  
|   |   |   |   |   |   |   |   Ws >  1.496 :  
|   |   |   |   |   |   |   |   |   Tmean ≤ 14.25 : LM25  
|   |   |   |   |   |   |   |   |   Tmean >  14.25 :  
LM num: 1 
ET0 = 0.2167 * Ws + 0.0057 * RHmean + 0.0523 * 
Tmean + 0.0668 * Rs - 0.7314 
 
LM num: 2 
ET0 = 0.2462 * Ws + 0.0227 * RHmean + 0.049 * 
Tmean + 0.1254 * Rs - 2.4922 
 
LM num: 3 
ET0 = 0.0174 * Ws - 0.0002 * RHmean + 0.0772 * 
Tmean + 0.0423 * Rs + 0.1846 
 
LM num: 4 
ET0 = -0.025 * Ws + 0.0089 * RHmean + 0.047 * 
Tmean + 0.0736 * Rs - 0.5938 
 
LM num: 5 
ET0 = -0.2025 * Ws + 0.0001 * RHmean + 0.047 * 
Tmean + 0.0736 * Rs + 0.1638 
 
LM num: 6 
ET0 = 0.0174 * Ws + 0.0001 * RHmean + 0.1245 
* Tmean + 0.157 * Rs - 1.7991 
 
LM num: 7 
ET0 = 0.0174 * Ws + 0.0001 * RHmean + 0.1006 
* Tmean + 0.1336 * Rs - 1.1001 
 
LM num: 8 
ET0 = 0.0399 * Ws - 0.0127 * RHmean + 0.0441 * 
Tmean + 0.0292 * Rs + 1.3997 
 
LM num: 9 
ET0 = 0.0399 * Ws + 0.0065 * RHmean + 0.0865 
* Tmean + 0.0549 * Rs - 0.4197 
 
LM num: 10 
ET0 = -0.0108 * Ws - 0.0463 * RHmean + 0.0107 
* Tmean - 0.0454 * Rs + 5.1093 
 
LM num: 11 
ET0 = -0.0108 * Ws - 0.0463 * RHmean + 0.0107 
* Tmean - 0.0454 * Rs + 5.0685 
 
LM num: 12 
ET0 = 0.0111 * Ws - 0.0407 * RHmean + 0.0107 * 
Tmean - 0.0213 * Rs + 4.3542 
 
LM num: 13 
ET0 = 0.0111 * Ws - 0.0407 * RHmean + 0.0107 * 
Tmean - 0.0213 * Rs + 4.2997 
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|   |   |   |   |   |   |   |   |   |   Tmean ≤ 17.45 : LM26  
|   |   |   |   |   |   |   |   |   |   Tmean >  17.45 : LM27  
|   |   |   |   |   |   |   RHmean >  80.479 : LM28  
|   |   |   Ws >  2.127 :  
|   |   |   |   RHmean ≤ 76.486 : LM29  
|   |   |   |   RHmean >  76.486 : LM30  
|   Tmean >  19.175 :  
|   |   RHmean ≤ 15.45 : LM31  
|   |   RHmean >  15.45 :  
|   |   |   Tmean ≤ 25.45 :  
|   |   |   |   Ws ≤ 2.149 : LM32  
|   |   |   |   Ws >  2.149 :  
|   |   |   |   |   RHmean ≤ 74.723 : LM33  
|   |   |   |   |   RHmean >  74.723 : LM34  
|   |   |   Tmean >  25.45 :  
|   |   |   |   Ws ≤ 1.66 :  
|   |   |   |   |   Ws ≤ 0.898 :  
|   |   |   |   |   |   Rs ≤ 12.007 : LM35  
|   |   |   |   |   |   Rs >  12.007 :  
|   |   |   |   |   |   |   Ws ≤ 0.438 : LM36  
|   |   |   |   |   |   |   Ws >  0.438 :  
|   |   |   |   |   |   |   |   Tmean ≤ 32.65 : LM37  
|   |   |   |   |   |   |   |   Tmean >  32.65 : LM38  
|   |   |   |   |   Ws >  0.898 :  
|   |   |   |   |   |   Tmean ≤ 34.75 : LM39  
|   |   |   |   |   |   Tmean >  34.75 :  
|   |   |   |   |   |   |   RHmean ≤ 23.35 : LM40  
|   |   |   |   |   |   |   RHmean >  23.35 :  
|   |   |   |   |   |   |   |   Tmean ≤ 1010.35 : LM41  
|   |   |   |   |   |   |   |   Tmean >  1010.35 : LM42  
|   |   |   |   Ws >  1.66 :  
|   |   |   |   |   RHmean ≤ 69.19 :  
|   |   |   |   |   |   RHmean ≤ 23.9 : LM43  
|   |   |   |   |   |   RHmean >  23.9 :  
|   |   |   |   |   |   |   Ws ≤ 2.999 :  
|   |   |   |   |   |   |   |   Tmean ≤ 33.25 : LM44  
|   |   |   |   |   |   |   |   Tmean >  33.25 :  
|   |   |   |   |   |   |   |   |   Tmean ≤ 1005.25 : LM45  
|   |   |   |   |   |   |   |   |   Tmean >  1005.25 : LM46  
|   |   |   |   |   |   |   Ws >  2.999 :  
|   |   |   |   |   |   |   |   Tmean ≤ 32.15 : LM47  
|   |   |   |   |   |   |   |   Tmean >  32.15 : LM48  
|   |   |   |   |   RHmean >  69.19 :  
|   |   |   |   |   |   Tmean ≤ 29.45 : LM49  
|   |   |   |   |   |   Tmean >  29.45 :  
|   |   |   |   |   |   |   RHmean ≤ 81.718 :  
|   |   |   |   |   |   |   |   Ws ≤ 5.061 : LM50  
|   |   |   |   |   |   |   |   Ws >  5.061 :  
|   |   |   |   |   |   |   |   |   Tmean ≤ 33.7 : LM51  
|   |   |   |   |   |   |   |   |   Tmean >  33.7 :  
|   |   |   |   |   |   |   |   |   |   Tmean ≤ 35.3 : LM52  
|   |   |   |   |   |   |   |   |   |   Tmean >  35.3 : LM53  
|   |   |   |   |   |   |   RHmean >  81.718 : LM54  
Rs >  16.271 :  
|   Tmean ≤ 28.837 :  
|   |   Tmean ≤ 21.15 :  
LM num: 14 
ET0 = 0.1323 * Ws - 0.0062 * RHmean + 0.0107 * 
Tmean + 0.0467 * Rs + 0.9626 
 
LM num: 15 
ET0 = 0.0545 * Ws - 0.0087 * RHmean + 0.2098 * 
Tmean - 0.0576 * Rs + 1.1154 
 
LM num: 16 
ET0 = 0.2282 * Ws - 0.0069 * RHmean + 0.0368 * 
Tmean + 0.0041 * Rs + 1.4223 
 
LM num: 17 
ET0 = 0.1653 * Ws - 0.0242 * RHmean + 0.0474 * 
Tmean + 0.0794 * Rs + 1.7702 
 
LM num: 18 
ET0 = 0.0111 * Ws - 0.0029 * RHmean + 0.047 * 
Tmean + 0.104 * Rs + 0.2682 
 
LM num: 19 
ET0 = 0.1052 * Ws - 0.0364 * RHmean + 0.0153 * 
Tmean + 0.0061 * Rs + 3.8513 
 
LM num: 20 
ET0 = 0.0171 * Ws - 0.0049 * RHmean + 0.0151 * 
Tmean + 0.0061 * Rs + 1.6196 
 
LM num: 21 
ET0 = 0.3303 * Ws - 0.0034 * RHmean + 0.0716 * 
Tmean + 0.0718 * Rs - 0.3503 
 
LM num: 22 
ET0 = 0.3061 * Ws - 0.0004 * RHmean + 0.0572 * 
Tmean + 0.0112 * Rs + 0.556 
 
LM num: 23 
ET0 = 0.2704 * Ws + 0.0136 * RHmean + 0.0413 
* Tmean + 0.2062 * Rs - 2.7158 
 
LM num: 24 
ET0 = 0.0434 * Ws - 0.0007 * RHmean + 0.0318 * 
Tmean + 0.0748 * Rs + 0.6326 
 
LM num: 25 
ET0 = -0.0315 * Ws - 0.0007 * RHmean + 0.0202 
* Tmean + 0.1944 * Rs - 0.7633 
 
LM num: 26 
ET0 = 0.018 * Ws - 0.0007 * RHmean + 0.0094 * 
Tmean + 0.0451 * Rs + 1.7517 
 
LM num: 27 
ET0 = 0.018 * Ws - 0.0007 * RHmean + 0.009 * 
Tmean + 0.1149 * Rs + 0.6364 
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|   |   |   Tmean ≤ 15.05 :  
|   |   |   |   Tmean ≤ 10.35 :  
|   |   |   |   |   RHmean ≤ 75.984 : LM55  
|   |   |   |   |   RHmean >  75.984 : LM56  
|   |   |   |   Tmean >  10.35 :  
|   |   |   |   |   RHmean ≤ 74.45 :  
|   |   |   |   |   |   Rs ≤ 19.273 : LM57  
|   |   |   |   |   |   Rs >  19.273 :  
|   |   |   |   |   |   |   Tmean ≤ 13.15 : LM58  
|   |   |   |   |   |   |   Tmean >  13.15 :  
|   |   |   |   |   |   |   |   RHmean ≤ 60.257 : LM59  
|   |   |   |   |   |   |   |   RHmean >  60.257 : LM60  
|   |   |   |   |   RHmean >  74.45 : LM61  
|   |   |   Tmean >  15.05 :  
|   |   |   |   Rs ≤ 19.827 :  
|   |   |   |   |   Ws ≤ 2.398 : LM62  
|   |   |   |   |   Ws >  2.398 :  
|   |   |   |   |   |   Tmean ≤ 18.45 :  
|   |   |   |   |   |   |   RHmean ≤ 78.421 : LM63  
|   |   |   |   |   |   |   RHmean >  78.421 : LM64  
|   |   |   |   |   |   Tmean >  18.45 :  
|   |   |   |   |   |   |   RHmean ≤ 67.942 :  
|   |   |   |   |   |   |   |   RHmean ≤ 59.788 : LM65  
|   |   |   |   |   |   |   |   RHmean >  59.788 : LM66  
|   |   |   |   |   |   |   RHmean >  67.942 :  
|   |   |   |   |   |   |   |   RHmean ≤ 77.224 : LM67  
|   |   |   |   |   |   |   |   RHmean >  77.224 : LM68  
|   |   |   |   Rs >  19.827 :  
|   |   |   |   |   RHmean ≤ 75.239 :  
|   |   |   |   |   |   Tmean ≤ 18.25 : LM69  
|   |   |   |   |   |   Tmean >  18.25 :  
|   |   |   |   |   |   |   RHmean ≤ 66.375 :  
|   |   |   |   |   |   |   |   Rs ≤ 23.347 : LM70  
|   |   |   |   |   |   |   |   Rs >  23.347 :  
|   |   |   |   |   |   |   |   |   Rs ≤ 27.03 : LM71  
|   |   |   |   |   |   |   |   |   Rs >  27.03 : LM72  
|   |   |   |   |   |   |   RHmean >  66.375 : LM73  
|   |   |   |   |   RHmean >  75.239 : LM74  
|   |   Tmean >  21.15 :  
|   |   |   Rs ≤ 21.308 :  
|   |   |   |   Ws ≤ 2.668 :  
|   |   |   |   |   Tmean ≤ 26.15 :  
|   |   |   |   |   |   Rs ≤ 19.202 :  
|   |   |   |   |   |   |   Ws ≤ 1.66 : LM75  
|   |   |   |   |   |   |   Ws >  1.66 : LM76  
|   |   |   |   |   |   Rs >  19.202 :  
|   |   |   |   |   |   |   Ws ≤ 1.496 :  
|   |   |   |   |   |   |   |   Rs ≤ 19.854 : LM77  
|   |   |   |   |   |   |   |   Rs >  19.854 : LM78  
|   |   |   |   |   |   |   Ws >  1.496 :  
|   |   |   |   |   |   |   |   RHmean ≤ 82.145 : LM79  
|   |   |   |   |   |   |   |   RHmean >  82.145 : LM80  
|   |   |   |   |   Tmean >  26.15 : LM81  
|   |   |   |   Ws >  2.668 : LM82  
|   |   |   Rs >  21.308 :  
|   |   |   |   RHmean ≤ 70.957 :  
LM num: 28 
ET0 = -0.1899 * Ws - 0.024 * RHmean + 0.067 * 
Tmean + 0.0233 * Rs + 3.0864 
 
LM num: 29 
ET0 = 0.161 * Ws - 0.0384 * RHmean + 0.0944 * 
Tmean + 0.0399 * Rs + 2.7531 
 
LM num: 30 
ET0 = 0.0503 * Ws - 0.0366 * RHmean + 0.0768 * 
Tmean + 0.0822 * Rs + 2.8575 
 
LM num: 31 
ET0 = 0.2555 * Ws + 0.0571 * RHmean - 0.005 * 
Tmean + 0.1768 * Rs + 4.1943 
 
LM num: 32 
ET0 = 0.267 * Ws - 0.0094 * RHmean + 0.0744 * 
Tmean + 0.1143 * Rs - 0.3165 
 
LM num: 33 
ET0 = 0.2884 * Ws - 0.0618 * RHmean + 0.1621 * 
Tmean + 0.0723 * Rs + 2.1154 
 
LM num: 34 
ET0 = 0.1218 * Ws - 0.0345 * RHmean + 0.0986 * 
Tmean + 0.0842 * Rs + 1.9539 
 
LM num: 35 
ET0 = 0.8404 * Ws - 0.0054 * RHmean - 0.0008 * 
Tmean + 0.2178 * Rs + 0.056 
 
LM num: 36 
ET0 = 1.1958 * Ws + 0.0035 * RHmean - 0.0001 * 
Tmean + 0.1544 * Rs + 0.0295 
 
LM num: 37 
ET0 = 0.7798 * Ws - 0.0076 * RHmean + 0.0493 * 
Tmean + 0.1767 * Rs - 0.8888 
 
LM num: 38 
ET0 = 0.5212 * Ws - 0.0095 * RHmean - 0.0009 * 
Tmean + 0.2822 * Rs - 0.3013 
 
LM num: 39 
ET0 = 0.6783 * Ws - 0.0206 * RHmean + 0.0855 * 
Tmean + 0.1554 * Rs - 0.7063 
 
LM num: 40 
ET0 = 0.7511 * Ws + 0.0322 * RHmean - 0.0002 * 
Tmean + 0.2172 * Rs - 1.3302 
 
LM num: 41 
ET0 = 0.9783 * Ws + 0.0433 * RHmean + 0.0008 
* Tmean + 0.3786 * Rs - 4.775 
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|   |   |   |   |   Tmean ≤ 26.288 : LM83  
|   |   |   |   |   Tmean >  26.288 : LM84  
|   |   |   |   RHmean >  70.957 :  
|   |   |   |   |   RHmean ≤ 78.741 :  
|   |   |   |   |   |   Ws ≤ 2.55 :  
|   |   |   |   |   |   |   Tmean ≤ 24.55 : LM85  
|   |   |   |   |   |   |   Tmean >  24.55 : LM86  
|   |   |   |   |   |   Ws >  2.55 : LM87  
|   |   |   |   |   RHmean >  78.741 : LM88  
|   Tmean >  28.837 :  
|   |   RHmean ≤ 71.067 :  
|   |   |   Ws ≤ 4.171 :  
|   |   |   |   Rs ≤ 22.693 :  
|   |   |   |   |   RHmean ≤ 22 : LM89  
|   |   |   |   |   RHmean >  22 :  
|   |   |   |   |   |   Ws ≤ 2.263 :  
|   |   |   |   |   |   |   Ws ≤ 1.389 :  
|   |   |   |   |   |   |   |   Tmean ≤ 31.05 :  
|   |   |   |   |   |   |   |   |   Ws ≤ 0.58 : LM90  
|   |   |   |   |   |   |   |   |   Ws >  0.58 :  
|   |   |   |   |   |   |   |   |   |   RHmean ≤ 64.179 : LM91  
|   |   |   |   |   |   |   |   |   |   RHmean >  64.179 : LM92  
|   |   |   |   |   |   |   |   Tmean >  31.05 :  
|   |   |   |   |   |   |   |   |   RHmean ≤ 30.05 : LM93  
|   |   |   |   |   |   |   |   |   RHmean >  30.05 :  
|   |   |   |   |   |   |   |   |   |   Tmean ≤ 32.1 : LM94  
|   |   |   |   |   |   |   |   |   |   Tmean >  32.1 : LM95  
|   |   |   |   |   |   |   Ws >  1.389 :  
|   |   |   |   |   |   |   |   Tmean ≤ 31.65 : LM96  
|   |   |   |   |   |   |   |   Tmean >  31.65 :  
|   |   |   |   |   |   |   |   |   RHmean ≤ 29.45 : LM97  
|   |   |   |   |   |   |   |   |   RHmean >  29.45 : LM98  
|   |   |   |   |   |   Ws >  2.263 :  
|   |   |   |   |   |   |   RHmean ≤ 27.95 : LM99  
|   |   |   |   |   |   |   RHmean >  27.95 :  
|   |   |   |   |   |   |   |   Tmean ≤ 33.15 : LM100  
|   |   |   |   |   |   |   |   Tmean >  33.15 :  
|   |   |   |   |   |   |   |   |   RHmean ≤ 55.235 : LM101  
|   |   |   |   |   |   |   |   |   RHmean >  55.235 : LM102  
|   |   |   |   Rs >  22.693 :  
|   |   |   |   |   Tmean ≤ 32.05 :  
|   |   |   |   |   |   RHmean ≤ 62.829 : LM103  
|   |   |   |   |   |   RHmean >  62.829 : LM104  
|   |   |   |   |   Tmean >  32.05 :  
|   |   |   |   |   |   RHmean ≤ 27.75 : LM105  
|   |   |   |   |   |   RHmean >  27.75 :  
|   |   |   |   |   |   |   Tmean ≤ 35.05 :  
|   |   |   |   |   |   |   |   RHmean ≤ 64.141 :  
|   |   |   |   |   |   |   |   |   Ws ≤ 1.988 : LM106  
|   |   |   |   |   |   |   |   |   Ws >  1.988 :  
|   |   |   |   |   |   |   |   |   |   Rs ≤ 24.46 : LM107  
|   |   |   |   |   |   |   |   |   |   Rs >  24.46 : LM108  
|   |   |   |   |   |   |   |   RHmean >  64.141 : LM109  
|   |   |   |   |   |   |   Tmean >  35.05 :  
|   |   |   |   |   |   |   |   Ws ≤ 2.398 :  
|   |   |   |   |   |   |   |   |   Rs ≤ 25.646 :  
LM num: 42 
ET0 = 0.6124 * Ws + 0.0428 * RHmean + 0.0002 
* Tmean + 0.2783 * Rs - 2.2927 
 
LM num: 43 
ET0 = 0.4624 * Ws + 0.0703 * RHmean - 0 * 
Tmean + 0.237 * Rs - 2.0476 
 
LM num: 44 
ET0 = 0.7394 * Ws - 0.0112 * RHmean + 0.0922 * 
Tmean + 0.2297 * Rs - 2.3566 
 
LM num: 45 
ET0 = 0.7531 * Ws + 0.0445 * RHmean + 0.0007 
* Tmean + 0.4069 * Rs - 4.7047 
 
LM num: 46 
ET0 = 0.6017 * Ws + 0.0852 * RHmean + 0.0001 
* Tmean + 0.2535 * Rs - 2.7791 
 
LM num: 47 
ET0 = 0.3706 * Ws - 0.0487 * RHmean + 0.0918 * 
Tmean + 0.1721 * Rs + 1.9976 
 
LM num: 48 
ET0 = 0.5979 * Ws + 0.0523 * RHmean + 0.0006 
* Tmean + 0.3101 * Rs - 3.2486 
 
LM num: 49 
ET0 = 0.219 * Ws - 0.0398 * RHmean + 0.0967 * 
Tmean + 0.0755 * Rs + 2.3572 
 
LM num: 50 
ET0 = 0.2434 * Ws - 0.0577 * RHmean + 0.1472 * 
Tmean + 0.066 * Rs + 2.4549 
 
LM num: 51 
ET0 = -0.0261 * Ws - 0.0626 * RHmean + 0.1712 
* Tmean + 0.0201 * Rs + 4.5152 
 
LM num: 52 
ET0 = 0.013 * Ws - 0.0635 * RHmean + 0.303 * 
Tmean + 0.0201 * Rs + 0.1058 
 
LM num: 53 
ET0 = 0.013 * Ws - 0.0541 * RHmean + 0.3177 * 
Tmean + 0.0201 * Rs - 1.0526 
 
LM num: 54 
ET0 = 0.1058 * Ws - 0.0645 * RHmean + 0.1375 * 
Tmean + 0.1678 * Rs + 2.2579 
 
LM num: 55 
ET0 = 0.0133 * Ws + 0.0123 * RHmean + 0.1286 
* Tmean + 0.067 * Rs - 1.0262 
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|   |   |   |   |   |   |   |   |   |   RHmean ≤ 51.456 : LM110  
|   |   |   |   |   |   |   |   |   |   RHmean >  51.456 : LM111  
|   |   |   |   |   |   |   |   |   Rs >  25.646 :  
|   |   |   |   |   |   |   |   |   |   Ws ≤ 1.496 : LM112  
|   |   |   |   |   |   |   |   |   |   Ws >  1.496 :  
|   |   |   |   |   |   |   |   |   |   |   RHmean ≤ 52.578 :  
|   |   |   |   |   |   |   |   |   |   |   |   RHmean ≤ 31.3 :  
|   |   |   |   |   |   |   |   |   |   |   |   |   Rs ≤ 28.414 : LM113  
|   |   |   |   |   |   |   |   |   |   |   |   |   Rs >  28.414 : LM114  
|   |   |   |   |   |   |   |   |   |   |   |   RHmean >  31.3 : LM115  
|   |   |   |   |   |   |   |   |   |   |   RHmean >  52.578 :  
|   |   |   |   |   |   |   |   |   |   |   |   Tmean ≤ 36.85 : LM116  
|   |   |   |   |   |   |   |   |   |   |   |   Tmean >  36.85 : LM117  
|   |   |   |   |   |   |   |   Ws >  2.398 :  
|   |   |   |   |   |   |   |   |   Rs ≤ 27.227 :  
|   |   |   |   |   |   |   |   |   |   RHmean ≤ 30.6 : LM118  
|   |   |   |   |   |   |   |   |   |   RHmean >  30.6 :  
|   |   |   |   |   |   |   |   |   |   |   Tmean ≤ 36.45 :  
|   |   |   |   |   |   |   |   |   |   |   |   RHmean ≤ 64.476 : LM119  
|   |   |   |   |   |   |   |   |   |   |   |   RHmean >  64.476 : LM120  
|   |   |   |   |   |   |   |   |   |   |   Tmean >  36.45 :  
|   |   |   |   |   |   |   |   |   |   |   |   Rs ≤ 24.248 :  
|   |   |   |   |   |   |   |   |   |   |   |   |   Ws ≤ 2.974 :  
|   |   |   |   |   |   |   |   |   |   |   |   |   |   Rs ≤ 23.444 : LM121  
|   |   |   |   |   |   |   |   |   |   |   |   |   |   Rs >  23.444 : LM122  
|   |   |   |   |   |   |   |   |   |   |   |   |   Ws >  2.974 :  
|   |   |   |   |   |   |   |   |   |   |   |   |   |   Tmean ≤ 38.05 :  
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   RHmean ≤ 61.445 : LM123  
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   RHmean >  61.445 : LM124  
|   |   |   |   |   |   |   |   |   |   |   |   |   |   Tmean >  38.05 : LM125  
|   |   |   |   |   |   |   |   |   |   |   |   Rs >  24.248 :  
|   |   |   |   |   |   |   |   |   |   |   |   |   Ws ≤ 3.266 :  
|   |   |   |   |   |   |   |   |   |   |   |   |   |   Tmean ≤ 37.55 : LM126  
|   |   |   |   |   |   |   |   |   |   |   |   |   |   Tmean >  37.55 : LM127  
|   |   |   |   |   |   |   |   |   |   |   |   |   Ws >  3.266 :  
|   |   |   |   |   |   |   |   |   |   |   |   |   |   Tmean ≤ 37.75 : LM128  
|   |   |   |   |   |   |   |   |   |   |   |   |   |   Tmean >  37.75 : LM129  
|   |   |   |   |   |   |   |   |   Rs >  27.227 :  
|   |   |   |   |   |   |   |   |   |   RHmean ≤ 62.978 :  
|   |   |   |   |   |   |   |   |   |   |   RHmean ≤ 53.18 : LM130  
|   |   |   |   |   |   |   |   |   |   |   RHmean >  53.18 : LM131  
|   |   |   |   |   |   |   |   |   |   RHmean >  62.978 : LM132  
|   |   |   Ws >  4.171 :  
|   |   |   |   Tmean ≤ 33.35 : LM133  
|   |   |   |   Tmean >  33.35 :  
|   |   |   |   |   Rs ≤ 23.814 :  
|   |   |   |   |   |   RHmean ≤ 27.25 : LM134  
|   |   |   |   |   |   RHmean >  27.25 :  
|   |   |   |   |   |   |   Ws ≤ 5.415 :  
|   |   |   |   |   |   |   |   Rs ≤ 19.656 :  
|   |   |   |   |   |   |   |   |   RHmean ≤ 30.05 :  
|   |   |   |   |   |   |   |   |   |   Tmean ≤ 1012.6 : LM135  
|   |   |   |   |   |   |   |   |   |   Tmean >  1012.6 : LM136  
|   |   |   |   |   |   |   |   |   RHmean >  30.05 :  
|   |   |   |   |   |   |   |   |   |   Tmean ≤ 37 :  
|   |   |   |   |   |   |   |   |   |   |   RHmean ≤ 66.567 : LM137  
LM num: 56 
ET0 = -0.113 * Ws - 0.0373 * RHmean + 0.065 * 
Tmean + 0.0107 * Rs + 4.1903 
 
LM num: 57 
ET0 = 0.1103 * Ws + 0.0218 * RHmean + 0.1029 
* Tmean + 0.1756 * Rs - 3.3612 
 
LM num: 58 
ET0 = 0.102 * Ws + 0.0146 * RHmean + 0.1241 * 
Tmean + 0.0225 * Rs - 0.0746 
 
LM num: 59 
ET0 = -0.11 * Ws + 0.0081 * RHmean + 0.0363 * 
Tmean + 0.1703 * Rs - 1.4371 
 
LM num: 60 
ET0 = 0.0825 * Ws - 0.019 * RHmean + 0.0363 * 
Tmean + 0.0276 * Rs + 3.4704 
 
LM num: 61 
ET0 = 0.12 * Ws - 0.0665 * RHmean + 0.0881 * 
Tmean - 0.0322 * Rs + 6.9019 
 
LM num: 62 
ET0 = 0.1382 * Ws - 0.0021 * RHmean + 0.057 * 
Tmean + 0.1808 * Rs - 1.3575 
 
LM num: 63 
ET0 = 0.1033 * Ws - 0.008 * RHmean + 0.0196 * 
Tmean + 0.1781 * Rs + 0.0866 
 
LM num: 64 
ET0 = 0.0491 * Ws - 0.0792 * RHmean + 0.1192 * 
Tmean + 0.062 * Rs + 6.1645 
 
LM num: 65 
ET0 = 0.5904 * Ws - 0.0106 * RHmean + 0.121 * 
Tmean + 0.1415 * Rs - 2.0452 
 
LM num: 66 
ET0 = 0.2287 * Ws - 0.0106 * RHmean + 0.1932 * 
Tmean + 0.2354 * Rs - 4.1627 
 
LM num: 67 
ET0 = 0.1294 * Ws - 0.009 * RHmean + 0.0268 * 
Tmean + 0.172 * Rs + 0.1761 
 
LM num: 68 
ET0 = 0.0467 * Ws - 0.0746 * RHmean + 0.0351 * 
Tmean + 0.0581 * Rs + 7.6209 
 
LM num: 69 
ET0 = 0.1472 * Ws + 0.0099 * RHmean + 0.0882 
* Tmean + 0.0532 * Rs + 0.2453 
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|   |   |   |   |   |   |   |   |   |   |   RHmean >  66.567 : LM138  
|   |   |   |   |   |   |   |   |   |   Tmean >  37 : LM139  
|   |   |   |   |   |   |   |   Rs >  19.656 :  
|   |   |   |   |   |   |   |   |   RHmean ≤ 65.868 : LM140  
|   |   |   |   |   |   |   |   |   RHmean >  65.868 : LM141  
|   |   |   |   |   |   |   Ws >  5.415 :  
|   |   |   |   |   |   |   |   RHmean ≤ 61.8 : LM142  
|   |   |   |   |   |   |   |   RHmean >  61.8 : LM143  
|   |   |   |   |   Rs >  23.814 :  
|   |   |   |   |   |   Tmean ≤ 35.95 :  
|   |   |   |   |   |   |   RHmean ≤ 65.888 : LM144  
|   |   |   |   |   |   |   RHmean >  65.888 : LM145  
|   |   |   |   |   |   Tmean >  35.95 :  
|   |   |   |   |   |   |   RHmean ≤ 54.875 :  
|   |   |   |   |   |   |   |   RHmean ≤ 27.35 : LM146  
|   |   |   |   |   |   |   |   RHmean >  27.35 :  
|   |   |   |   |   |   |   |   |   Ws ≤ 5.9 :  
|   |   |   |   |   |   |   |   |   |   Rs ≤ 29.123 : LM147  
|   |   |   |   |   |   |   |   |   |   Rs >  29.123 : LM148  
|   |   |   |   |   |   |   |   |   Ws >  5.9 : LM149  
|   |   |   |   |   |   |   RHmean >  54.875 : LM150  
|   |   RHmean >  71.067 :  
|   |   |   Rs ≤ 20.615 :  
|   |   |   |   Rs ≤ 17.99 :  
|   |   |   |   |   Ws ≤ 4.029 :  
|   |   |   |   |   |   Ws ≤ 2.263 : LM151  
|   |   |   |   |   |   Ws >  2.263 : LM152  
|   |   |   |   |   Ws >  4.029 :  
|   |   |   |   |   |   RHmean ≤ 81.631 :  
|   |   |   |   |   |   |   RHmean ≤ 76.841 : LM153  
|   |   |   |   |   |   |   RHmean >  76.841 : LM154  
|   |   |   |   |   |   RHmean >  81.631 : LM155  
|   |   |   |   Rs >  17.99 :  
|   |   |   |   |   Ws ≤ 3.343 : LM156  
|   |   |   |   |   Ws >  3.343 : LM157  
|   |   |   Rs >  20.615 :  
|   |   |   |   Rs ≤ 23.848 :  
|   |   |   |   |   Ws ≤ 2.668 :  
|   |   |   |   |   |   Tmean ≤ 31.95 :  
|   |   |   |   |   |   |   Tmean ≤ 29.85 :  
|   |   |   |   |   |   |   |   Ws ≤ 2.075 : LM158  
|   |   |   |   |   |   |   |   Ws >  2.075 : LM159  
|   |   |   |   |   |   |   Tmean >  29.85 :  
|   |   |   |   |   |   |   |   Rs ≤ 22.335 :  
|   |   |   |   |   |   |   |   |   RHmean ≤ 79.56 :  
|   |   |   |   |   |   |   |   |   |   Ws ≤ 1.653 : LM160  
|   |   |   |   |   |   |   |   |   |   Ws >  1.653 : LM161  
|   |   |   |   |   |   |   |   |   RHmean >  79.56 : LM162  
|   |   |   |   |   |   |   |   Rs >  22.335 : LM163  
|   |   |   |   |   |   Tmean >  31.95 :  
|   |   |   |   |   |   |   RHmean ≤ 74.167 : LM164  
|   |   |   |   |   |   |   RHmean >  74.167 : LM165  
|   |   |   |   |   Ws >  2.668 :  
|   |   |   |   |   |   RHmean ≤ 80.022 :  
|   |   |   |   |   |   |   Ws ≤ 3.926 : LM166  
|   |   |   |   |   |   |   Ws >  3.926 :  
LM num: 70 
ET0 = 0.2585 * Ws - 0.0001 * RHmean + 0.023 * 
Tmean + 0.026 * Rs + 2.6351 
 
LM num: 71 
ET0 = 0.1391 * Ws - 0.0027 * RHmean + 0.1912 * 
Tmean + 0.0048 * Rs + 0.895 
 
LM num: 72 
ET0 = 0.04 * Ws - 0.0027 * RHmean + 0.0701 * 
Tmean - 0.0126 * Rs + 3.6056 
 
LM num: 73 
ET0 = 0.0956 * Ws - 0.0372 * RHmean + 0.1832 * 
Tmean + 0.0126 * Rs + 2.659 
 
LM num: 74 
ET0 = 0.0149 * Ws - 0.0911 * RHmean + 0.1625 * 
Tmean - 0.0586 * Rs + 8.7415 
 
LM num: 75 
ET0 = 0.2068 * Ws + 0.0058 * RHmean + 0.0754 
* Tmean + 0.1604 * Rs - 2.0667 
 
LM num: 76 
ET0 = 0.2567 * Ws - 0.0337 * RHmean + 0.0652 * 
Tmean + 0.1668 * Rs + 1.0009 
 
LM num: 77 
ET0 = 0.0831 * Ws - 0.0052 * RHmean + 0.0252 * 
Tmean + 0.074 * Rs + 1.7807 
 
LM num: 78 
ET0 = 0.0733 * Ws - 0.0052 * RHmean + 0.0221 * 
Tmean + 0.0601 * Rs + 2.3334 
 
LM num: 79 
ET0 = 0.0554 * Ws - 0.0098 * RHmean + 0.0257 * 
Tmean + 0.206 * Rs - 0.0295 
 
LM num: 80 
ET0 = 0.0554 * Ws - 0.0986 * RHmean + 0.0406 * 
Tmean + 0.0758 * Rs + 9.3159 
 
LM num: 81 
ET0 = 0.3841 * Ws - 0.0397 * RHmean + 0.117 * 
Tmean + 0.1742 * Rs - 0.129 
 
LM num: 82 
ET0 = 0.2215 * Ws - 0.0565 * RHmean + 0.168 * 
Tmean + 0.1601 * Rs + 0.6541 
 
LM num: 83 
ET0 = 0.1957 * Ws - 0.0409 * RHmean + 0.1334 * 
Tmean + 0.063 * Rs + 2.6507 
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|   |   |   |   |   |   |   |   RHmean ≤ 73.779 : LM167  
|   |   |   |   |   |   |   |   RHmean >  73.779 :  
|   |   |   |   |   |   |   |   |   Ws ≤ 5.693 : LM168  
|   |   |   |   |   |   |   |   |   Ws >  5.693 :  
|   |   |   |   |   |   |   |   |   |   RHmean ≤ 74.971 : LM169  
|   |   |   |   |   |   |   |   |   |   RHmean >  74.971 : LM170  
|   |   |   |   |   |   RHmean >  80.022 : LM171  
|   |   |   |   Rs >  23.848 : LM172  
 
LM num: 84 
ET0 = 0.3402 * Ws - 0.0628 * RHmean + 0.1113 * 
Tmean + 0.0844 * Rs + 3.9393 
 
LM num: 85 
ET0 = 0.0204 * Ws - 0.0565 * RHmean + 0.1196 * 
Tmean + 0.0084 * Rs + 5.5466 
 
LM num: 86 
ET0 = 0.1251 * Ws - 0.0382 * RHmean + 0.013 * 
Tmean + 0.0559 * Rs + 5.7266 
 
LM num: 87 
ET0 = 0.0847 * Ws - 0.0805 * RHmean + 0.1937 * 
Tmean + 0.0054 * Rs + 5.6192 
 
LM num: 88 
ET0 = 0.258 * Ws - 0.1163 * RHmean + 0.1343 * 
Tmean + 0.0047 * Rs + 9.4738 
 
LM num: 89 
ET0 = 0.5067 * Ws + 0.0948 * RHmean - 0.017 * 
Tmean + 0.1804 * Rs + 15.5606 
 
LM num: 90 
ET0 = 1.0375 * Ws - 0.0361 * RHmean + 0.0544 * 
Tmean + 0.0958 * Rs + 2.5772 
 
LM num: 91 
ET0 = 0.8072 * Ws - 0.0216 * RHmean + 0.065 * 
Tmean + 0.1451 * Rs + 0.6261 
 
LM num: 92 
ET0 = 0.5511 * Ws - 0.0271 * RHmean + 0.0684 * 
Tmean + 0.1631 * Rs + 0.5841 
 
LM num: 93 
ET0 = 0.876 * Ws + 0.0328 * RHmean - 0.0004 * 
Tmean + 0.2212 * Rs - 1.0178 
 
LM num: 94 
ET0 = 0.8708 * Ws - 0.0033 * RHmean - 0.0004 * 
Tmean + 0.2095 * Rs + 0.5698 
 
LM num: 95 
ET0 = 0.9232 * Ws - 0.013 * RHmean - 0.0009 * 
Tmean + 0.1473 * Rs + 2.6076 
 
LM num: 96 
ET0 = 0.6604 * Ws - 0.0644 * RHmean + 0.1063 * 
Tmean + 0.1957 * Rs + 1.1989 
 
LM num: 97 
ET0 = 0.891 * Ws + 0.0586 * RHmean - 0.0005 * 
Tmean + 0.2091 * Rs - 1.2995 
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LM num: 98 
ET0 = 0.9545 * Ws - 0 * RHmean - 0.0005 * 
Tmean + 0.1792 * Rs + 1.1961 
 
LM num: 99 
ET0 = 0.6077 * Ws + 0.1068 * RHmean - 0.0247 * 
Tmean + 0.2308 * Rs + 22.145 
 
LM num: 100 
ET0 = 0.5196 * Ws - 0.0834 * RHmean + 0.1717 * 
Tmean + 0.2024 * Rs + 0.5766 
 
LM num: 101 
ET0 = 0.6241 * Ws + 0.018 * RHmean - 0.0003 * 
Tmean + 0.1982 * Rs + 0.8349 
 
LM num: 102 
ET0 = 0.6998 * Ws - 0.0353 * RHmean + 0.1858 * 
Tmean + 0.243 * Rs - 4.0606 
 
LM num: 103 
ET0 = 0.5068 * Ws - 0.0292 * RHmean + 0.1963 * 
Tmean + 0.1273 * Rs - 1.5246 
 
LM num: 104 
ET0 = 0.3723 * Ws - 0.1054 * RHmean + 0.2285 * 
Tmean + 0.059 * Rs + 4.1711 
 
LM num: 105 
ET0 = 0.6272 * Ws + 0.1496 * RHmean - 0.0002 * 
Tmean + 0.245 * Rs - 4.2355 
 
LM num: 106 
ET0 = 0.6572 * Ws - 0.0159 * RHmean + 0.1886 * 
Tmean + 0.2318 * Rs - 4.895 
 
LM num: 107 
ET0 = 0.6852 * Ws - 0.0511 * RHmean + 0.2737 * 
Tmean + 0.0593 * Rs - 1.6114 
 
LM num: 108 
ET0 = 0.2844 * Ws - 0.064 * RHmean + 0.2575 * 
Tmean + 0.0748 * Rs + 0.8417 
 
LM num: 109 
ET0 = 0.4477 * Ws - 0.1174 * RHmean + 0.1342 * 
Tmean + 0.0892 * Rs + 7.2201 
 
LM num: 110 
ET0 = 0.919 * Ws + 0.0151 * RHmean - 0.0007 * 
Tmean + 0.2179 * Rs + 0.2842 
 
LM num: 111 
ET0 = 0.7666 * Ws - 0.0206 * RHmean + 0.1461 * 
Tmean + 0.1984 * Rs - 2.3622 
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LM num: 112 
ET0 = 0.7622 * Ws - 0.0124 * RHmean - 0.0014 * 
Tmean + 0.1568 * Rs + 3.9728 
 
LM num: 113 
ET0 = 0.4364 * Ws + 0.0499 * RHmean - 0.0015 * 
Tmean + 0.1601 * Rs + 2.7322 
 
LM num: 114 
ET0 = 0.4364 * Ws + 0.0233 * RHmean - 0.0015 * 
Tmean + 0.179 * Rs + 3.0575 
 
LM num: 115 
ET0 = 0.5333 * Ws - 0.0266 * RHmean - 0.0016 * 
Tmean + 0.1976 * Rs + 4.0839 
 
LM num: 116 
ET0 = 0.6503 * Ws - 0.0744 * RHmean + 0.1572 * 
Tmean + 0.1431 * Rs + 2.131 
 
LM num: 117 
ET0 = 0.726 * Ws - 0.0355 * RHmean + 0.1324 * 
Tmean + 0.1809 * Rs - 0.2315 
 
LM num: 118 
ET0 = 0.7315 * Ws - 0.0197 * RHmean - 0.0505 * 
Tmean + 0.2936 * Rs + 50.0822 
 
LM num: 119 
ET0 = 0.6211 * Ws - 0.0602 * RHmean + 0.1865 * 
Tmean + 0.2142 * Rs - 1.4676 
 
LM num: 120 
ET0 = 0.3365 * Ws - 0.1772 * RHmean + 0.0835 * 
Tmean + 0.1837 * Rs + 11.5674 
 
LM num: 121 
ET0 = 0.4137 * Ws - 0.0213 * RHmean - 0.001 * 
Tmean + 0.304 * Rs + 1.6544 
 
LM num: 122 
ET0 = 0.4137 * Ws - 0.0206 * RHmean - 0.001 * 
Tmean + 0.2882 * Rs + 2.0119 
 
LM num: 123 
ET0 = 0.3953 * Ws - 0.0249 * RHmean + 0.041 * 
Tmean + 0.2461 * Rs + 1.8676 
 
LM num: 124 
ET0 = 0.3953 * Ws - 0.0269 * RHmean + 0.041 * 
Tmean + 0.2356 * Rs + 2.2118 
 
LM num: 125 
ET0 = 0.3953 * Ws - 0.0142 * RHmean + 0.055 * 
Tmean + 0.212 * Rs + 1.5143 
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LM num: 126 
ET0 = 0.6104 * Ws - 0.0176 * RHmean - 0.0011 * 
Tmean + 0.2472 * Rs + 2.2277 
 
LM num: 127 
ET0 = 0.5014 * Ws - 0.008 * RHmean - 0.001 * 
Tmean + 0.1791 * Rs + 3.8758 
 
LM num: 128 
ET0 = 0.4234 * Ws - 0.0314 * RHmean - 0.0009 * 
Tmean + 0.141 * Rs + 6.4235 
 
LM num: 129 
ET0 = 0.2873 * Ws - 0.0176 * RHmean - 0.0011 * 
Tmean + 0.1635 * Rs + 5.6695 
 
LM num: 130 
ET0 = 0.791 * Ws - 0.007 * RHmean - 0.001 * 
Tmean + 0.252 * Rs + 0.8494 
 
LM num: 131 
ET0 = 0.5896 * Ws - 0.0522 * RHmean + 0.1433 * 
Tmean + 0.1189 * Rs + 2.5565 
 
LM num: 132 
ET0 = 0.2251 * Ws - 0.2206 * RHmean + 0.2509 * 
Tmean + 0.0675 * Rs + 11.9312 
 
LM num: 133 
ET0 = 0.28 * Ws - 0.132 * RHmean + 0.2253 * 
Tmean + 0.1073 * Rs + 5.2344 
 
LM num: 134 
ET0 = 0.4782 * Ws + 0.1608 * RHmean - 0.0004 * 
Tmean + 0.2276 * Rs - 3.2895 
 
LM num: 135 
ET0 = 0.4884 * Ws + 0.0527 * RHmean - 0.0332 * 
Tmean + 0.0554 * Rs + 36.5765 
 
LM num: 136 
ET0 = 0.3571 * Ws + 0.0835 * RHmean - 0.0504 * 
Tmean + 0.0554 * Rs + 53.5042 
 
LM num: 137 
ET0 = 0.4414 * Ws - 0.045 * RHmean + 0.0489 * 
Tmean + 0.0554 * Rs + 6.418 
 
LM num: 138 
ET0 = 0.4414 * Ws - 0.0485 * RHmean + 0.0723 * 
Tmean + 0.0554 * Rs + 5.7604 
 
LM num: 139 
ET0 = 0.6744 * Ws - 0.0197 * RHmean - 0.001 * 
Tmean + 0.0554 * Rs + 5.6781 
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LM num: 140 
ET0 = 0.5315 * Ws - 0.0195 * RHmean - 0.0012 * 
Tmean + 0.1101 * Rs + 5.5081 
 
LM num: 141 
ET0 = 0.334 * Ws - 0.0348 * RHmean + 0.1638 * 
Tmean + 0.049 * Rs + 2.4769 
 
LM num: 142 
ET0 = 0.4318 * Ws - 0.0433 * RHmean - 0.0017 * 
Tmean + 0.194 * Rs + 6.097 
 
LM num: 143 
ET0 = 0.3588 * Ws - 0.0898 * RHmean + 0.1942 * 
Tmean + 0.1902 * Rs + 2.1411 
 
LM num: 144 
ET0 = 0.5453 * Ws - 0.1068 * RHmean + 0.3348 * 
Tmean + 0.1179 * Rs - 1.072 
 
LM num: 145 
ET0 = 0.5404 * Ws - 0.05 * RHmean + 0.0721 * 
Tmean + 0.0446 * Rs + 5.5416 
 
LM num: 146 
ET0 = 0.7004 * Ws + 0.171 * RHmean - 0.0019 * 
Tmean + 0.218 * Rs - 2.6384 
 
LM num: 147 
ET0 = 0.5496 * Ws - 0.021 * RHmean - 0.0021 * 
Tmean + 0.1798 * Rs + 4.8873 
 
LM num: 148 
ET0 = 0.6089 * Ws - 0.0312 * RHmean - 0.0019 * 
Tmean + 0.1864 * Rs + 5.0853 
 
LM num: 149 
ET0 = 0.6014 * Ws - 0.0207 * RHmean + 0.0932 * 
Tmean + 0.1956 * Rs + 0.6233 
 
LM num: 150 
ET0 = 0.4919 * Ws - 0.0899 * RHmean + 0.2203 * 
Tmean + 0.1914 * Rs + 0.3419 
 
LM num: 151 
ET0 = 0.276 * Ws + 0.0028 * RHmean + 0.0645 * 
Tmean + 0.2458 * Rs - 2.759 
 
LM num: 152 
ET0 = 0.1123 * Ws - 0.0461 * RHmean + 0.1522 * 
Tmean + 0.1697 * Rs + 0.1263 
 
LM num: 153 
ET0 = 0.1741 * Ws - 0.0963 * RHmean + 0.236 * 
Tmean + 0.1166 * Rs + 2.2372 
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LM num: 154 
ET0 = 0.1133 * Ws - 0.0358 * RHmean + 0.0953 * 
Tmean + 0.224 * Rs + 0.4526 
 
LM num: 155 
ET0 = 0.129 * Ws - 0.0867 * RHmean + 0.0977 * 
Tmean + 0.1845 * Rs + 5.0296 
 
LM num: 156 
ET0 = 0.2182 * Ws - 0.0318 * RHmean + 0.1415 * 
Tmean + 0.1871 * Rs - 1.2798 
 
LM num: 157 
ET0 = 0.1192 * Ws - 0.0797 * RHmean + 0.1243 * 
Tmean + 0.1793 * Rs + 3.6845 
 
LM num: 158 
ET0 = 0.1582 * Ws - 0.0411 * RHmean + 0.0575 * 
Tmean + 0.0421 * Rs + 4.9139 
 
LM num: 159 
ET0 = 0.1947 * Ws - 0.0229 * RHmean + 0.0575 * 
Tmean + 0.0906 * Rs + 2.6421 
 
LM num: 160 
ET0 = 0.2179 * Ws - 0.0527 * RHmean + 0.1239 * 
Tmean + 0.0636 * Rs + 3.4265 
 
LM num: 161 
ET0 = 0.1829 * Ws - 0.0319 * RHmean + 0.101 * 
Tmean + 0.0636 * Rs + 2.7614 
 
LM num: 162 
ET0 = 0.1936 * Ws - 0.0911 * RHmean + 0.0998 * 
Tmean + 0.0636 * Rs + 7.3623 
 
LM num: 163 
ET0 = 0.2265 * Ws - 0.0228 * RHmean + 0.1132 * 
Tmean + 0.198 * Rs - 1.3752 
 
LM num: 164 
ET0 = 0.3288 * Ws - 0.0201 * RHmean + 0.2536 * 
Tmean + 0.06 * Rs - 3.2182 
 
LM num: 165 
ET0 = 0.1895 * Ws - 0.0316 * RHmean + 0.1148 * 
Tmean + 0.1564 * Rs + 0.344 
 
LM num: 166 
ET0 = 0.025 * Ws - 0.0633 * RHmean + 0.117 * 
Tmean + 0.1582 * Rs + 3.3244 
 
LM num: 167 
ET0 = 0.0489 * Ws - 0.0293 * RHmean + 0.1146 * 
Tmean + 0.0348 * Rs + 4.0607 
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LM num: 168 
ET0 = 0.0448 * Ws - 0.0458 * RHmean + 0.106 * 
Tmean + 0.1142 * Rs + 3.4281 
 
LM num: 169 
ET0 = 0.1742 * Ws - 0.0252 * RHmean + 0.2516 * 
Tmean + 0.1498 * Rs - 4.2065 
 
LM num: 170 
ET0 = 0.1226 * Ws - 0.0252 * RHmean + 0.0888 * 
Tmean + 0.1029 * Rs + 2.3879 
 
LM num: 171 
ET0 = 0.0986 * Ws - 0.0648 * RHmean + 0.1221 * 
Tmean + 0.1429 * Rs + 3.3768 
 
LM num: 172 
ET0 = 0.2209 * Ws - 0.0449 * RHmean + 0.1599 * 
Tmean + 0.1714 * Rs - 0.5402 
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Table 10. M5MT2 model tree and corresponding linear models. 
Rs ≤ 16.271 :  
|   Tmean ≤ 19.175 :  
|   |   Tmean ≤ 11.05 :  
|   |   |   Tmean ≤ 8.55 : LM1  
|   |   |   Tmean >  8.55 :  
|   |   |   |   Rs ≤ 12.768 : LM2  
|   |   |   |   Rs >  12.768 : LM3  
|   |   Tmean >  11.05 : LM4  
|   Tmean >  19.175 :  
|   |   Rs ≤ 12.217 :  
|   |   |   Tmean ≤ 1014.05 :  
|   |   |   |   Tmean ≤ 24.15 : LM5  
|   |   |   |   Tmean >  24.15 :  
|   |   |   |   |   Tmean ≤ 517.85 : LM6  
|   |   |   |   |   Tmean >  517.85 : LM7  
|   |   |   Tmean >  1014.05 :  
|   |   |   |   Rs ≤ 9.683 : LM8  
|   |   |   |   Rs >  9.683 : LM9  
|   |   Rs >  12.217 :  
|   |   |   Tmean ≤ 29.55 : LM10  
|   |   |   Tmean >  29.55 :  
|   |   |   |   Tmean ≤ 1011.65 :  
|   |   |   |   |   Tmean ≤ 34.35 :  
|   |   |   |   |   |   Rs ≤ 14.749 : LM11  
|   |   |   |   |   |   Rs >  14.749 : LM12  
|   |   |   |   |   Tmean >  34.35 :  
|   |   |   |   |   |   Tmean ≤ 1000.2 :  
|   |   |   |   |   |   |   Tmean ≤ 35.75 : LM13  
|   |   |   |   |   |   |   Tmean >  35.75 : LM14  
|   |   |   |   |   |   Tmean >  1000.2 : LM15  
|   |   |   |   Tmean >  1011.65 : LM16  
Rs > 16.271 :  
|   Tmean ≤ 28.837 :  
|   |   Tmean ≤ 21.15 :  
|   |   |   Tmean ≤ 15.05 : LM17  
|   |   |   Tmean >  15.05 :  
|   |   |   |   Rs ≤ 19.827 : LM18  
|   |   |   |   Rs >  19.827 :  
|   |   |   |   |   Tmean ≤ 18.35 : LM19  
|   |   |   |   |   Tmean >  18.35 :  
|   |   |   |   |   |   Rs ≤ 23.345 : LM20  
|   |   |   |   |   |   Rs >  23.345 : LM21  
|   |   Tmean >  21.15 :  
|   |   |   Rs ≤ 21.308 : LM22  
|   |   |   Rs >  21.308 : LM23  
|   Tmean >  28.837 :  
|   |   Rs ≤ 23.821 :  
|   |   |   Tmean ≤ 35.05 :  
|   |   |   |   Rs ≤ 20.573 : LM24  
|   |   |   |   Rs >  20.573 : LM25  
|   |   |   Tmean >  35.05 :  
|   |   |   |   Tmean ≤ 1010.65 :  
|   |   |   |   |   Tmean ≤ 998.4 :  
|   |   |   |   |   |   Tmean ≤ 36.25 : LM26  
LM num: 1 
ET0 = 0.055 * Tmean + 0.0452 * Rs + 0.2615 
 
LM num: 2 
ET0 = 0.1191 * Tmean + 0.0465 * Rs - 0.3114 
 
LM num: 3 
ET0 = 0.1244 * Tmean + 0.1536 * Rs - 1.614 
 
LM num: 4 
ET0 = 0.0898 * Tmean + 0.0948 * Rs - 0.3844 
 
LM num: 5 
ET0 = 0.0907 * Tmean + 0.0095 * Rs + 0.5308 
 
LM num: 6 
ET0 = 0.1668 * Tmean - 0.0826 * Rs - 0.102 
 
LM num: 7 
ET0 = -0.0286 * Tmean + 0.25 * Rs + 28.9016 
 
LM num: 8 
ET0 = -0.0245 * Tmean + 0.1368 * Rs + 25.4375 
 
LM num: 9 
ET0 = -0.0545 * Tmean + 0.3132 * Rs + 54.5032 
 
LM num: 10 
ET0 = 0.1099 * Tmean + 0.1697 * Rs - 1.8084 
 
LM num: 11 
ET0 = 0.261 * Tmean + 0.0237 * Rs - 4.6786 
 
LM num: 12 
ET0 = 0.0068 * Tmean + 0.2225 * Rs + 0.698 
 
LM num: 13 
ET0 = 0.2878 * Tmean - 0.0926 * Rs - 3.5999 
 
LM num: 14 
ET0 = -0.0001 * Tmean + 0.2954 * Rs + 1.6971 
 
LM num: 15 
ET0 = -0.0001 * Tmean + 0.358 * Rs - 0.6375 
 
LM num: 16 
ET0 = -0.0709 * Tmean + 0.3143 * Rs + 71.2821 
 
LM num: 17 
ET0 = 0.1549 * Tmean + 0.0758 * Rs - 0.6739 
 
LM num: 18 
ET0 = 0.1129 * Tmean + 0.1528 * Rs - 1.5611 
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|   |   |   |   |   |   Tmean >  36.25 : LM27  
|   |   |   |   |   Tmean >  998.4 : LM28  
|   |   |   |   Tmean >  1010.65 : LM29  
|   |   Rs >  23.821 :  
|   |   |   Tmean ≤ 33.362 : LM30  
|   |   |   Tmean >  33.362 :  
|   |   |   |   Tmean ≤ 996.5 :  
|   |   |   |   |   Tmean ≤ 35.85 :  
|   |   |   |   |   |   Rs ≤ 25.269 : LM31  
|   |   |   |   |   |   Rs >  25.269 : LM32  
|   |   |   |   |   Tmean >  35.85 :  
|   |   |   |   |   |   Rs ≤ 26.667 : LM33  
|   |   |   |   |   |   Rs >  26.667 :  
|   |   |   |   |   |   |   Tmean ≤ 36.65 : LM34  
|   |   |   |   |   |   |   Tmean >  36.65 : LM35  
|   |   |   |   Tmean >  996.5 :  
|   |   |   |   |   Tmean ≤ 1012.65 : LM36  
|   |   |   |   |   Tmean >  1012.65 : LM37  
 
LM num: 19 
ET0 = 0.0816 * Tmean + 0.007 * Rs + 2.0797 
 
LM num: 20 
ET0 = 0.017 * Tmean + 0.0118 * Rs + 3.3481 
 
LM num: 21 
ET0 = 0.0177 * Tmean - 0.06 * Rs + 5.7062 
 
LM num: 22 
ET0 = 0.1283 * Tmean + 0.1361 * Rs - 1.5961 
 
LM num: 23 
ET0 = 0.1468 * Tmean + 0.0942 * Rs - 0.9974 
 
LM num: 24 
ET0 = 0.0936 * Tmean + 0.2272 * Rs - 2.175 
 
LM num: 25 
ET0 = 0.2001 * Tmean + 0.3041 * Rs - 7.1203 
 
LM num: 26 
ET0 = -0 * Tmean + 0.4277 * Rs - 2.3509 
 
LM num: 27 
ET0 = -0 * Tmean + 0.2871 * Rs + 2.3509 
 
LM num: 28 
ET0 = -0 * Tmean + 0.2247 * Rs + 1.9173 
 
LM num: 29 
ET0 = -0.1221 * Tmean + 0.1748 * Rs + 125.6793 
 
LM num: 30 
ET0 = 0.3013 * Tmean + 0.1504 * Rs - 6.4609 
 
LM num: 31 
ET0 = 0.2893 * Tmean + 0.033 * Rs - 3.3114 
 
LM num: 32 
ET0 = 0.5463 * Tmean + 0.1636 * Rs - 14.7396 
 
LM num: 33 
ET0 = 0.3421 * Tmean + 0.2588 * Rs - 9.9582 
 
LM num: 34 
ET0 = -0 * Tmean + 0.0182 * Rs + 9.3817 
 
LM num: 35 
ET0 = -0 * Tmean + 0.0182 * Rs + 10.0524 
 
LM num: 36 
ET0 = -0.0407 * Tmean + 0.2123 * Rs + 43.2007 
 
LM num: 37 
ET0 = -0.1143 * Tmean + 0.3193 * Rs + 114.1612 
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Table 11. M5MT3 model tree and corresponding linear models 
Tmean ≤ 23.85 :  
|   Tmean ≤ 13.85 :  
|   |   Tmean ≤ 10.25 :  
|   |   |   RHmean ≤ 83.795 : LM1  
|   |   |   RHmean >  83.795 : LM2  
|   |   Tmean >  10.25 : LM3  
|   Tmean >  13.85 :  
|   |   Tmean ≤ 19.488 :  
|   |   |   RHmean ≤ 74.667 :  
|   |   |   |   RHmean ≤ 70.126 :  
|   |   |   |   |   Tmean ≤ 18.35 : LM4  
|   |   |   |   |   Tmean >  18.35 : LM5  
|   |   |   |   RHmean >  70.126 : LM6  
|   |   |   RHmean >  74.667 : LM7  
|   |   Tmean >  19.488 :  
|   |   |   RHmean ≤ 72.906 : LM8  
|   |   |   RHmean >  72.906 : LM9  
Tmean >  23.85 :  
|   RHmean ≤ 69.416 :  
|   |   RHmean ≤ 18.65 :  
|   |   |   RHmean ≤ 11.55 :  
|   |   |   |   RHmean ≤ 7.75 : LM10  
|   |   |   |   RHmean >  7.75 : LM11  
|   |   |   RHmean >  11.55 : LM12  
|   |   RHmean >  18.65 :  
|   |   |   Tmean ≤ 31.85 :  
|   |   |   |   Tmean ≤ 28.15 : LM13  
|   |   |   |   Tmean >  28.15 :  
|   |   |   |   |   RHmean ≤ 63.534 :  
|   |   |   |   |   |   RHmean ≤ 58.207 : LM14  
|   |   |   |   |   |   RHmean >  58.207 : LM15  
|   |   |   |   |   RHmean >  63.534 : LM16  
|   |   |   Tmean >  31.85 :  
|   |   |   |   RHmean ≤ 30.15 : LM17  
|   |   |   |   RHmean >  30.15 :  
|   |   |   |   |   Tmean ≤ 34.55 : LM18  
|   |   |   |   |   Tmean >  34.55 :  
|   |   |   |   |   |   RHmean ≤ 60.804 :  
|   |   |   |   |   |   |   RHmean ≤ 58.384 :  
|   |   |   |   |   |   |   |   RHmean ≤ 53.392 :  
|   |   |   |   |   |   |   |   |   RHmean ≤ 31.35 : LM19  
|   |   |   |   |   |   |   |   |   RHmean >  31.35 :  
|   |   |   |   |   |   |   |   |   |   Tmean ≤ 36.85 : LM20  
|   |   |   |   |   |   |   |   |   |   Tmean >  36.85 : LM21  
|   |   |   |   |   |   |   |   RHmean >  53.392 : LM22  
|   |   |   |   |   |   |   RHmean >  58.384 : LM23  
|   |   |   |   |   |   RHmean >  60.804 : LM24  
|   RHmean >  69.416 :  
|   |   Tmean ≤ 29.45 : LM25  
|   |   Tmean >  29.45 :  
|   |   |   RHmean ≤ 80.109 :  
|   |   |   |   Tmean ≤ 31.65 : LM26  
|   |   |   |   Tmean >  31.65 : LM27  
|   |   |   RHmean >  80.109 :  
LM num: 1 
ET0 = 0.1051 * Tmean - 0.0117 * RHmean + 1.3417 
 
LM num: 2 
ET0 = 0.0582 * Tmean - 0.0316 * RHmean + 3.3931 
 
LM num: 3 
ET0 = 0.1463 * Tmean - 0.0296 * RHmean + 2.3315 
 
LM num: 4 
ET0 = 0.1123 * Tmean - 0.0012 * RHmean + 1.1801 
 
LM num: 5 
ET0 = 0.0105 * Tmean - 0.0469 * RHmean + 6.2457 
 
LM num: 6 
ET0 = 0.1001 * Tmean - 0.0013 * RHmean + 1.0823 
 
LM num: 7 
ET0 = 0.0876 * Tmean - 0.0484 * RHmean + 4.7497 
 
LM num: 8 
ET0 = 0.184 * Tmean - 0.0374 * RHmean + 2.3942 
 
LM num: 9 
ET0 = 0.1588 * Tmean - 0.0546 * RHmean + 3.9712 
 
LM num: 10 
ET0 = -0.002 * Tmean + 0.1192 * RHmean + 2.8914 
 
LM num: 11 
ET0 = -0.0393 * Tmean + 0.0066 * RHmean + 42.0496 
 
LM num: 12 
ET0 = -0.0766 * Tmean + 0.1929 * RHmean + 78.2035 
 
LM num: 13 
ET0 = 0.2032 * Tmean + 0.0003 * RHmean - 0.2284 
 
LM num: 14 
ET0 = 0.0169 * Tmean + 0.006 * RHmean + 4.4895 
 
LM num: 15 
ET0 = 0.0157 * Tmean + 0.0053 * RHmean + 5.187 
 
LM num: 16 
ET0 = 0.3194 * Tmean - 0.1013 * RHmean + 3.2813 
 
LM num: 17 
ET0 = -0.1276 * Tmean + 0.1691 * RHmean + 130.7925 
 
LM num: 18 
ET0 = 0.5543 * Tmean + 0.0176 * RHmean - 12.079 
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|   |   |   |   RHmean ≤ 84.591 : LM28  
|   |   |   |   RHmean >  84.591 :  
|   |   |   |   |   RHmean ≤ 87.71 :  
|   |   |   |   |   |   Tmean ≤ 34.35 :  
|   |   |   |   |   |   |   Tmean ≤ 32.85 :  
|   |   |   |   |   |   |   |   Tmean ≤ 31.05 : LM29  
|   |   |   |   |   |   |   |   Tmean >  31.05 : LM30  
|   |   |   |   |   |   |   Tmean >  32.85 : LM31  
|   |   |   |   |   |   Tmean >  34.35 : LM32  
|   |   |   |   |   RHmean >  87.71 :  
|   |   |   |   |   |   Tmean ≤ 34.15 : LM33  
|   |   |   |   |   |   Tmean >  34.15 : LM34  
 
LM num: 19 
ET0 = -0.001 * Tmean - 0.0147 * RHmean + 8.9144 
 
LM num: 20 
ET0 = -0.001 * Tmean - 0.0147 * RHmean + 10.0672 
 
LM num: 21 
ET0 = -0.001 * Tmean + 0.0393 * RHmean + 8.3204 
 
LM num: 22 
ET0 = 0.2932 * Tmean - 0.2086 * RHmean + 10.5241 
 
LM num: 23 
ET0 = -0.0003 * Tmean + 0.2264 * RHmean - 4.4997 
 
LM num: 24 
ET0 = -0.0002 * Tmean - 0.0386 * RHmean + 11.1191 
 
LM num: 25 
ET0 = 0.1596 * Tmean - 0.0872 * RHmean + 6.7334 
 
LM num: 26 
ET0 = 0.308 * Tmean - 0.1028 * RHmean + 3.7017 
 
LM num: 27 
ET0 = 0.2144 * Tmean - 0.1418 * RHmean + 9.7024 
 
LM num: 28 
ET0 = 0.1908 * Tmean - 0.1033 * RHmean + 7.3385 
 
LM num: 29 
ET0 = -0.017 * Tmean - 0.0187 * RHmean + 6.8232 
 
LM num: 30 
ET0 = -0.0013 * Tmean - 0.0187 * RHmean + 6.0764 
 
LM num: 31 
ET0 = 0.012 * Tmean - 0.1332 * RHmean + 15.7479 
 
LM num: 32 
ET0 = 0.1253 * Tmean - 0.1232 * RHmean + 11.1369 
 
LM num: 33 
ET0 = -0.0308 * Tmean - 0.1851 * RHmean + 21.6473 
 
LM num: 34 
ET0 = 0.2421 * Tmean - 0.0438 * RHmean - 0.0308 
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Table 12. M5MT4 model tree and corresponding linear models. 
Tmean ≤ 23.85 :  
|   Tmax ≤ 19.587 :  
|   |   Ra ≤ 7.791 : LM1  
|   |   Ra >  7.791 :  
|   |   |   Ra ≤ 12.399 : LM2  
|   |   |   Ra >  12.399 :  
|   |   |   |   Tmax ≤ 14.15 : LM3  
|   |   |   |   Tmax >  14.15 :  
|   |   |   |   |   Tmin ≤ 9.3 : LM4  
|   |   |   |   |   Tmin >  9.3 :  
|   |   |   |   |   |   Tmin ≤ 12.5 : LM5  
|   |   |   |   |   |   Tmin >  12.5 : LM6  
|   Tmax >  19.587 :  
|   |   Ra ≤ 11.661 :  
|   |   |   Ra ≤ 8.569 :  
|   |   |   |   Tmean ≤ 18.85 : LM7  
|   |   |   |   Tmean >  18.85 : LM8  
|   |   |   Ra >  8.569 : LM9  
|   |   Ra >  11.661 :  
|   |   |   Tmax ≤ 25.55 : LM10  
|   |   |   Tmax >  25.55 :  
|   |   |   |   Ra ≤ 13.463 : LM11  
|   |   |   |   Ra >  13.463 :  
|   |   |   |   |   Tmax ≤ 28.325 :  
|   |   |   |   |   |   Tmin ≤ 15.1 :  
|   |   |   |   |   |   |   Ra ≤ 16.043 : LM12  
|   |   |   |   |   |   |   Ra >  16.043 : LM13  
|   |   |   |   |   |   Tmin >  15.1 :  
|   |   |   |   |   |   |   Ra ≤ 16.527 : LM14  
|   |   |   |   |   |   |   Ra >  16.527 : LM15  
|   |   |   |   |   Tmax >  28.325 :  
|   |   |   |   |   |   Ra ≤ 15.671 : LM16  
|   |   |   |   |   |   Ra >  15.671 : LM17  
Tmean >  23.85 :  
|   Tmax ≤ 39.938 :  
|   |   Ra ≤ 11.752 :  
|   |   |   Tmin ≤ 9.25 :  
|   |   |   |   Ra ≤ 7.646 : LM18  
|   |   |   |   Ra >  7.646 : LM19  
|   |   |   Tmin >  9.25 :  
|   |   |   |   Ra ≤ 9.879 :  
|   |   |   |   |   Tmax ≤ 29.1 :  
|   |   |   |   |   |   Tmean ≤ 26.4 :  
|   |   |   |   |   |   |   Ra ≤ 9.265 : LM20  
|   |   |   |   |   |   |   Ra >  9.265 : LM21  
|   |   |   |   |   |   Tmean >  26.4 :  
|   |   |   |   |   |   |   Tmean ≤ 1014.85 :  
|   |   |   |   |   |   |   |   Ra ≤ 9.01 : LM22  
|   |   |   |   |   |   |   |   Ra >  9.01 :  
|   |   |   |   |   |   |   |   |   Tmean ≤ 1011.05 : LM23  
|   |   |   |   |   |   |   |   |   Tmean >  1011.05 : LM24  
|   |   |   |   |   |   |   Tmean >  1014.85 : LM25  
|   |   |   |   |   Tmax >  29.1 :  
|   |   |   |   |   |   Tmin ≤ 22.15 : LM26  
LM num: 1 
ET0 = -0.0039 * Tmean + 0.0309 * Tmax + 0.0191 * Tmin + 
0.2201 * Ra - 0.9325 
 
LM num: 2 
ET0 = -0.0021 * Tmean + 0.0789 * Tmax + 0.0108 * Tmin + 
0.1327 * Ra - 0.7615 
 
LM num: 3 
ET0 = -0.0091 * Tmean + 0.1988 * Tmax - 0.0971 * Tmin + 
0.1157 * Ra - 1.3236 
 
LM num: 4 
ET0 = -0.0051 * Tmean + 0.112 * Tmax - 0.0014 * Tmin + 
0.2485 * Ra - 2.4605 
 
LM num: 5 
ET0 = -0.0051 * Tmean + 0.1719 * Tmax - 0.0007 * Tmin + 
0.0169 * Ra - 0.4506 
 
LM num: 6 
ET0 = -0.0051 * Tmean + 0.0289 * Tmax - 0.0007 * Tmin + 
0.0169 * Ra + 2.1989 
 
LM num: 7 
ET0 = -0.0005 * Tmean + 0.0862 * Tmax + 0.0005 * Tmin + 
0.1569 * Ra - 1.244 
 
LM num: 8 
ET0 = 0.1201 * Tmean + 0.0091 * Tmax + 0.0017 * Tmin - 
0.3511 * Ra + 2.5801 
 
LM num: 9 
ET0 = 0.2238 * Tmean + 0.0017 * Tmax - 0.1357 * Tmin + 
0.2132 * Ra - 1.8172 
 
LM num: 10 
ET0 = -0.0001 * Tmean + 0.1657 * Tmax - 0.056 * Tmin + 
0.1742 * Ra - 2.0785 
 
LM num: 11 
ET0 = -0.0001 * Tmean + 0.158 * Tmax - 0.0402 * Tmin + 
0.261 * Ra - 3.1174 
 
LM num: 12 
ET0 = -0.0151 * Tmean + 0.05 * Tmax + 0.0649 * Tmin + 
0.0764 * Ra + 1.2339 
 
LM num: 13 
ET0 = -0.0151 * Tmean + 0.1279 * Tmax - 0.0018 * Tmin + 
0.5828 * Ra - 7.6865 
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|   |   |   |   |   |   Tmin >  22.15 : LM27  
|   |   |   |   Ra >  9.879 :  
|   |   |   |   |   Tmax ≤ 34.55 :  
|   |   |   |   |   |   Tmin ≤ 19.45 :  
|   |   |   |   |   |   |   Tmax ≤ 0.05 : LM28  
|   |   |   |   |   |   |   Tmax >  0.05 :  
|   |   |   |   |   |   |   |   Tmax ≤ 33.35 :  
|   |   |   |   |   |   |   |   |   Ra ≤ 10.824 : LM29  
|   |   |   |   |   |   |   |   |   Ra >  10.824 : LM30  
|   |   |   |   |   |   |   |   Tmax >  33.35 : LM31  
|   |   |   |   |   |   Tmin >  19.45 : LM32  
|   |   |   |   |   Tmax >  34.55 : LM33  
|   |   Ra >  11.752 :  
|   |   |   Tmax ≤ 28.35 :  
|   |   |   |   Tmax ≤ 0.05 : LM34  
|   |   |   |   Tmax >  0.05 :  
|   |   |   |   |   Ra ≤ 14.666 :  
|   |   |   |   |   |   Tmin ≤ 2.25 : LM35  
|   |   |   |   |   |   Tmin >  2.25 : LM36  
|   |   |   |   |   Ra >  14.666 :  
|   |   |   |   |   |   Tmax ≤ 21.1 :  
|   |   |   |   |   |   |   Tmin ≤ 1.15 : LM37  
|   |   |   |   |   |   |   Tmin >  1.15 : LM38  
|   |   |   |   |   |   Tmax >  21.1 : LM39  
|   |   |   Tmax >  28.35 :  
|   |   |   |   Tmax ≤ 36.487 :  
|   |   |   |   |   Ra ≤ 14.109 :  
|   |   |   |   |   |   Tmax ≤ 31.45 : LM40  
|   |   |   |   |   |   Tmax >  31.45 :  
|   |   |   |   |   |   |   Tmax ≤ 35.45 : LM41  
|   |   |   |   |   |   |   Tmax >  35.45 :  
|   |   |   |   |   |   |   |   Tmin ≤ 24.675 :  
|   |   |   |   |   |   |   |   |   Ra ≤ 12.339 : LM42  
|   |   |   |   |   |   |   |   |   Ra >  12.339 : LM43  
|   |   |   |   |   |   |   |   Tmin >  24.675 : LM44  
|   |   |   |   |   Ra >  14.109 :  
|   |   |   |   |   |   Tmax ≤ 32.15 : LM45  
|   |   |   |   |   |   Tmax >  32.15 :  
|   |   |   |   |   |   |   Tmin ≤ 28.9 : LM46  
|   |   |   |   |   |   |   Tmin >  28.9 :  
|   |   |   |   |   |   |   |   Ra ≤ 15.744 : LM47  
|   |   |   |   |   |   |   |   Ra >  15.744 :  
|   |   |   |   |   |   |   |   |   Tmin ≤ 30.3 :  
|   |   |   |   |   |   |   |   |   |   Tmax ≤ 35.3 :  
|   |   |   |   |   |   |   |   |   |   |   Tmin ≤ 29.9 : LM48  
|   |   |   |   |   |   |   |   |   |   |   Tmin >  29.9 :  
|   |   |   |   |   |   |   |   |   |   |   |   Ra ≤ 16.289 : LM49  
|   |   |   |   |   |   |   |   |   |   |   |   Ra >  16.289 : LM50  
|   |   |   |   |   |   |   |   |   |   Tmax >  35.3 : LM51  
|   |   |   |   |   |   |   |   |   Tmin >  30.3 :  
|   |   |   |   |   |   |   |   |   |   Ra ≤ 16.196 : LM52  
|   |   |   |   |   |   |   |   |   |   Ra >  16.196 : LM53  
|   |   |   |   Tmax >  36.487 :  
|   |   |   |   |   Tmin ≤ 29.35 :  
|   |   |   |   |   |   Ra ≤ 14.918 :  
|   |   |   |   |   |   |   Tmin ≤ 24.45 : LM54  
LM num: 14 
ET0 = -0.0154 * Tmean + 0.192 * Tmax - 0.0018 * Tmin + 
0.1251 * Ra - 2.3983 
 
LM num: 15 
ET0 = -0.1479 * Tmean + 0.2579 * Tmax - 0.0018 * Tmin + 
0.0141 * Ra + 0.2144 
 
LM num: 16 
ET0 = 0.0857 * Tmean + 0.1059 * Tmax - 0.0018 * Tmin + 
0.0307 * Ra - 0.7997 
 
LM num: 17 
ET0 = 0.3503 * Tmean + 0.0337 * Tmax - 0.3052 * Tmin + 
0.0281 * Ra + 0.5695 
 
LM num: 18 
ET0 = -0.0486 * Tmean + 0.001 * Tmax + 0.0812 * Tmin + 
0.3109 * Ra + 48.6714 
 
LM num: 19 
ET0 = -0.0758 * Tmean + 0.001 * Tmax + 0.1685 * Tmin + 
0.3623 * Ra + 75.7266 
 
LM num: 20 
ET0 = 0.0003 * Tmean + 0.0061 * Tmax + 0.0055 * Tmin + 
0.1567 * Ra + 1.0434 
 
LM num: 21 
ET0 = 0.0003 * Tmean + 0.0061 * Tmax + 0.0055 * Tmin + 
0.1714 * Ra + 1.1579 
 
LM num: 22 
ET0 = -0.0047 * Tmean + 0.0061 * Tmax - 0.2973 * Tmin + 
0.3694 * Ra + 7.7452 
 
LM num: 23 
ET0 = -0.0051 * Tmean + 0.0061 * Tmax - 0.3195 * Tmin + 
0.3951 * Ra + 8.5883 
 
LM num: 24 
ET0 = -0.0051 * Tmean + 0.0061 * Tmax - 0.3195 * Tmin + 
0.3951 * Ra + 8.4212 
 
LM num: 25 
ET0 = -0.0365 * Tmean + 0.0061 * Tmax - 0.0845 * Tmin + 
0.301 * Ra + 38.3346 
 
LM num: 26 
ET0 = 0.0424 * Tmean + 0.0034 * Tmax + 0.0061 * Tmin + 
0.2371 * Ra - 0.0379 
 
LM num: 27 
ET0 = 0.0001 * Tmean + 0.0034 * Tmax + 0.2073 * Tmin + 
0.0336 * Ra - 1.5949 
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|   |   |   |   |   |   |   Tmin >  24.45 : LM55  
|   |   |   |   |   |   Ra >  14.918 :  
|   |   |   |   |   |   |   Tmin ≤ 27.45 : LM56  
|   |   |   |   |   |   |   Tmin >  27.45 : LM57  
|   |   |   |   |   Tmin >  29.35 : LM58  
|   Tmax >  39.938 :  
|   |   Ra ≤ 12.546 :  
|   |   |   Ra ≤ 8.482 :  
|   |   |   |   Ra ≤ 7.87 : LM59  
|   |   |   |   Ra >  7.87 : LM60  
|   |   |   Ra >  8.482 :  
|   |   |   |   Tmin ≤ 28.1 : LM61  
|   |   |   |   Tmin >  28.1 : LM62  
|   |   Ra >  12.546 :  
|   |   |   Tmax ≤ 42.55 :  
|   |   |   |   Tmin ≤ 29.7 : LM63  
|   |   |   |   Tmin >  29.7 : LM64  
|   |   |   Tmax >  42.55 :  
|   |   |   |   Ra ≤ 16.185 : LM65  
|   |   |   |   Ra >  16.185 :  
|   |   |   |   |   Tmax ≤ 45.3 :  
|   |   |   |   |   |   Ra ≤ 16.39 : LM66  
|   |   |   |   |   |   Ra >  16.39 : LM67  
|   |   |   |   |   Tmax >  45.3 : LM68  
 
LM num: 28 
ET0 = -0.0748 * Tmean + 0.0009 * Tmax - 0.0036 * Tmin + 
0.5039 * Ra + 75.1206 
 
LM num: 29 
ET0 = 0.0001 * Tmean + 0.0145 * Tmax - 0.054 * Tmin - 
0.0947 * Ra + 5.4603 
 
LM num: 30 
ET0 = -0.0002 * Tmean + 0.0105 * Tmax - 0.0701 * Tmin - 
0.1344 * Ra + 6.0692 
 
LM num: 31 
ET0 = 0.1156 * Tmean + 0.0507 * Tmax - 0.0309 * Tmin - 
0.0478 * Ra + 0.7195 
 
LM num: 32 
ET0 = 0.3243 * Tmean + 0.0009 * Tmax - 0.1955 * Tmin + 
0.1093 * Ra - 1.8256 
 
LM num: 33 
ET0 = 0 * Tmean + 0.1537 * Tmax - 0.0009 * Tmin + 0.029 * 
Ra - 1.1669 
 
LM num: 34 
ET0 = -0.0979 * Tmean + 0.0007 * Tmax + 0.1843 * Tmin + 
0.4766 * Ra + 96.568 
 
LM num: 35 
ET0 = -0.0762 * Tmean - 0.0368 * Tmax + 0.0126 * Tmin + 
0.0842 * Ra + 79.3077 
 
LM num: 36 
ET0 = 0.0001 * Tmean - 0.0106 * Tmax - 0.0416 * Tmin + 
0.4334 * Ra - 1.147 
 
LM num: 37 
ET0 = -0.0163 * Tmean - 0.0502 * Tmax + 0.0549 * Tmin + 
1.3162 * Ra + 0.1336 
 
LM num: 38 
ET0 = -0.1242 * Tmean - 0.0136 * Tmax + 0.147 * Tmin + 
0.1487 * Ra + 128.616 
 
LM num: 39 
ET0 = 0.001 * Tmean + 0.1975 * Tmax + 0.0227 * Tmin + 
0.1202 * Ra - 3.8525 
 
LM num: 40 
ET0 = 0.2844 * Tmean + 0.0201 * Tmax - 0.282 * Tmin + 
0.5213 * Ra - 4.8537 
 
LM num: 41 
ET0 = -0.0055 * Tmean + 0.2207 * Tmax - 0.0975 * Tmin + 
0.0859 * Ra - 1.5875 
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LM num: 42 
ET0 = -0.0136 * Tmean + 0.7841 * Tmax - 0.0632 * Tmin + 
0.0141 * Ra - 20.8525 
 
LM num: 43 
ET0 = -0.0136 * Tmean + 0.2076 * Tmax - 0.0506 * Tmin + 
0.2595 * Ra - 4.085 
 
LM num: 44 
ET0 = -0.0136 * Tmean + 0.1934 * Tmax - 0.1409 * Tmin + 
0.1364 * Ra + 0.3336 
 
LM num: 45 
ET0 = 0 * Tmean + 0.2035 * Tmax - 0.0994 * Tmin + 0.0074 
* Ra + 0.5209 
 
LM num: 46 
ET0 = 0 * Tmean + 0.3293 * Tmax - 0.0974 * Tmin + 0.2211 
* Ra - 6.8822 
 
LM num: 47 
ET0 = 0 * Tmean + 0.4095 * Tmax - 0.253 * Tmin + 0.1368 * 
Ra - 4.4634 
 
LM num: 48 
ET0 = 0 * Tmean + 0.1253 * Tmax - 0.0608 * Tmin + 0.0945 
* Ra + 0.7244 
 
LM num: 49 
ET0 =0 * Tmean + 0.1253 * Tmax - 0.0608 * Tmin + 0.0945 * 
Ra + 0.8233 
 
LM num: 50 
ET0 = 0 * Tmean + 0.1253 * Tmax - 0.0608 * Tmin - 2.4711 * 
Ra + 42.8921 
 
LM num: 51 
ET0 = 0 * Tmean + 0.1126 * Tmax - 0.3299 * Tmin + 0.0945 
* Ra + 9.4554 
 
LM num: 52 
ET0 = 0 * Tmean + 0.325 * Tmax - 0.252 * Tmin + 0.265 * Ra 
- 3.4958 
 
LM num: 53 
ET0 = 0 * Tmean + 0.106 * Tmax - 0.0976 * Tmin + 1.5975 * 
Ra - 21.89 
 
LM num: 54 
ET0 = -0.0041 * Tmean + 0.3827 * Tmax + 0.0555 * Tmin + 
0.1906 * Ra - 11.7983 
 
LM num: 55 
ET0 = -0.0041 * Tmean + 0.3576 * Tmax - 0.0977 * Tmin + 
0.2136 * Ra - 8.0507 
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LM num: 56 
ET0 = -0.0041 * Tmean + 0.2525 * Tmax - 0.0312 * Tmin + 
0.0171 * Ra - 2.0945 
 
LM num: 57 
ET0 = 0.4947 * Tmean + 0.0262 * Tmax - 0.4129 * Tmin + 
0.2685 * Ra - 3.6808 
 
LM num: 58 
ET0 = -0.0055 * Tmean + 0.3603 * Tmax - 0.2839 * Tmin + 
0.3018 * Ra - 3.9747 
 
LM num: 59 
ET0 = 0.0048 * Tmean + 0.0159 * Tmax + 0.2523 * Tmin + 
1.8181 * Ra - 16.5588 
 
LM num: 60 
ET0 = 0.0003 * Tmean - 0.1337 * Tmax + 0.1811 * Tmin + 
0.2034 * Ra + 5.0849 
 
LM num: 61 
ET0 = -0.0001 * Tmean + 0.1697 * Tmax + 0.1427 * Tmin + 
0.3542 * Ra - 8.5106 
 
LM num: 62 
ET0 = -0.0001 * Tmean + 0.019 * Tmax + 0.0101 * Tmin + 
0.6059 * Ra - 0.1704 
 
LM num: 63 
ET0 = -0.0002 * Tmean + 0.4438 * Tmax - 0.0993 * Tmin + 
0.4252 * Ra - 14.507 
 
LM num: 64 
ET0 = -0.0002 * Tmean + 0.4729 * Tmax - 0.2464 * Tmin + 
0.7366 * Ra - 16.6866 
 
LM num: 65 
ET0 = -0.0002 * Tmean + 0.2871 * Tmax - 0.0013 * Tmin + 
0.2557 * Ra - 7.6575 
 
LM num: 66 
ET0 = -0.0014 * Tmean + 0.06 * Tmax - 0.075 * Tmin + 
0.7214 * Ra - 2.9764 
 
LM num: 67 
ET0 = -0.0037 * Tmean + 0.0547 * Tmax + 0.1074 * Tmin - 
4.0612 * Ra + 71.9315 
 
LM num: 68 
ET0 = -0.0005 * Tmean + 0.1471 * Tmax + 0.0922 * Tmin + 
1.7732 * Ra - 27.6132 
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Figure 15. Estimated ET0 values from M5MT1 versus observations. 
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Figure 16. Estimated ET0 values from M5MT2 versus observations. 
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Figure 17. Estimated ET0 values from M5MT3 versus observations. 
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Figure 18. Estimated ET0 values from M5MT4 versus observations. 
	   69	  
	   70	  
 
Figure 19. Time series of observed and estimated ET0 values from M5MT1. 
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   72	  
 
 
Figure 20. Time series of observed and estimated ET0 values from M5MT2. 
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Figure 21. Time series of observed and estimated ET0 values from M5MT3. 
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Figure 22. Time series of observed and estimated ET0 values from M5MT4. 
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Figure 23. Comparing performance of M5MT models in different stations. 	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Table 13. Statistical metrics of ET0 estimates from M5MT1 and M5MT2. 
Model	   Station	   MAE	  (mm/d)	  
RMSE	  
(mm/d)	   R
2	  
M5MT1	  
Bishop	   1.31	   1.55	   0.75	  
King	  City	  Oasis	  Rd.	   1.00	   1.23	   0.90	  
Blythe	  NE	   0.57	   0.73	   0.93	  
Atascadero	   0.73	   0.83	   0.91	  
Delano	   0.55	   0.68	   0.94	  
Gilroy	   0.68	   0.85	   0.90	  
Arleta	   0.72	   0.85	   0.88	  
Gerber	  South	   0.59	   0.79	   0.92	  
Woodland	   0.66	   0.83	   0.90	  
Diamond	  Springs	   0.63	   0.78	   0.90	  
Lompoc	   0.80	   0.97	   0.63	  
Santa	  Maria	  II	   0.84	   1.05	   0.66	  
Macdoel	  II	   1.26	   1.52	   0.86	  
Moreno	  Valley	   0.70	   0.85	   0.86	  
All	  Iran	  Stations	   0.38	   0.55	   0.94	  
M5MT2	  
Bishop	   1.43	   1.61	   0.89	  
King	  City	  Oasis	  Rd.	   1.21	   1.46	   0.92	  
Blythe	  NE	   1.02	   1.25	   0.86	  
Atascadero	   0.67	   0.76	   0.94	  
Delano	   0.72	   0.90	   0.96	  
Gilroy	   0.84	   1.04	   0.90	  
Arleta	   0.84	   0.99	   0.91	  
Gerber	  South	   0.97	   1.22	   0.92	  
Woodland	   1.02	   1.25	   0.93	  
Diamond	  Springs	   0.84	   0.99	   0.97	  
Lompoc	   0.46	   0.61	   0.78	  
Santa	  Maria	  II	   0.51	   0.66	   0.84	  
Macdoel	  II	   1.34	   1.65	   0.90	  
Moreno	  Valley	   1.03	   1.23	   0.85	  
All	  Iran	  Stations	   0.64	   0.92	   0.85	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Table 14. Statistical metrics of ET0 estimates from M5MT3 and M5MT4. 
Model	   Station	   MAE	  (mm/d)	  
RMSE	  
(mm/d)	   R
2	  
M5MT3	  
Bishop	   1.52	   4.13	   0.17	  
King	  City	  Oasis	  Rd.	   1.48	   1.83	   0.68	  
Blythe	  NE	   1.17	   1.50	   0.68	  
Atascadero	   0.84	   1.02	   0.70	  
Delano	   0.94	   1.21	   0.84	  
Gilroy	   1.11	   1.37	   0.71	  
Arleta	   0.95	   1.20	   0.54	  
Gerber	  South	   1.18	   1.50	   0.81	  
Woodland	   1.07	   1.35	   0.76	  
Diamond	  Springs	   0.98	   1.20	   0.76	  
Lompoc	   1.18	   1.35	   0.34	  
Santa	  Maria	  II	   1.15	   1.38	   0.35	  
Macdoel	  II	   1.67	   2.06	   0.70	  
Moreno	  Valley	   1.03	   1.28	   0.61	  
All	  Iran	  Stations	   0.77	   1.06	   0.80	  
M5MT4	  
Bishop	   1.10	   1.53	   0.78	  
King	  City	  Oasis	  Rd.	   1.08	   1.65	   0.64	  
Blythe	  NE	   1.58	   2.24	   0.68	  
Atascadero	   1.61	   2.14	   0.72	  
Delano	   1.29	   1.79	   0.79	  
Gilroy	   1.41	   2.19	   0.62	  
Arleta	   1.12	   1.61	   0.60	  
Gerber	  South	   1.16	   1.62	   0.73	  
Woodland	   1.10	   1.64	   0.73	  
Diamond	  Springs	   0.96	   1.47	   0.70	  
Lompoc	   1.34	   1.61	   0.55	  
Santa	  Maria	  II	   1.07	   1.49	   0.60	  
Macdoel	  II	   2.77	   3.23	   0.08	  
Moreno	  Valley	   1.25	   1.71	   0.60	  
All	  Iran	  Stations	   0.56	   0.82	   0.88	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4.3 GEP  	  
The GeneXpro program was used to create a GEP model for each input combination. The 
parameters that were specified by the user were terminal and function sets, the head size, the 
number of chromosomes, the number of genes, and the linking function.  
The terminal and function sets were specified to create the genes of the chromosomes. 
The terminal function set consisted of Ws, RHmean, Tmean, Tmax, Tmin, Rs, and Ra. The function set 
consisted of the following arithmetic functions: +, -, x, /, square root, exponential, natural log, x2, 
x3, x1/3, sine, cosine, and arctangent. Next, the length of the head and the number of genes per 
chromosome were specified. The head size dictated the amount of terminal and functional 
symbols used in each chromosome and the number of genes determined how many sub-
expression trees would be generated in the model.  
In this study, the head size was set to a default value of seven. 30 chromosomes and three 
genes were used (Ferreira, 2001; Emamgolizadeh et al., 2015). The addition mathematical 
operator was utilized as the linking function (Zakaria et al., 2010; Hashmi et al., 2011; 
Azamathulla and Ahmad, 2012; Azamathulla and Jarrett, 2013). Lastly, RMSE was used as the 
fitness function. The applied parameters are summarized in Table 15.  
Table 15. Summary of GEP model parameters. 
Parameter	   Parameter	  Setting	  
Terminal	  set	   Ws,	  RHmean,	  Tmean,	  Tmax,	  Tmin,	  Rs,	  and	  Ra	  
Function	  set	   +,	  -­‐,	  x,	  /,	  sqrt,	  exp,	  ln,	  x2,	  x3,	  x1/3,	  sin,	  cos,	  and	  arctan	  
Head	  size	   7	  
Number	  of	  chromosomes	   30	  
Number	  of	  genes	   3	  
Linking	  function	   Addition	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Table 16 presents the ET0 mathematical expressions generated by the four GEP models. 
GEP1-GEP3 models successfully determined a relationship between all input variables and ET0. 
The GEP4 model, however, was not able to establish a relationship between all input variables 
(Tmean, Tmin, Tmax, and Ra) and ET0, resulting in the omission Tmin.  
Figures 24-27 show a comparison between ET0 estimates from the four GEP models and 
those from the PM equation for all stations. As indicated, it was observed that the majority of the 
ET0 estimates from GEP1 and GEP2 conformed to the 45-degree line better than those from 
GEP3 and GEP4. Figures 28-31 indicate the time series of the calculated ET0 values from the 
four GEP models.  For comparison, the estimated ET0 values from the PM equation were also 
plotted on the same figures. Underestimation of ET0 was observed from GEP2 and GEP3, while 
GEP1 and GEP4 mostly overestimated ET0. The under- and overestimation is most likely 
attributed to measurement errors and the exclusion of California stations from the training 
process. However, most of the ET0 estimates from the GEP models coincided with the daily 
variations in observed ET0 values.  
 The performance of GEP models in different stations was compared in Figure 32 using 
MAE, RMSE, and R2. GEP1 provided the best results in all stations. Pertaining to the California 
stations, average MAE of ET0 estimates from GEP2, GEP3, and GEP4 were respectively, 31%, 
91%, and 139% higher than those from GEP1. Also, their average RMSE were respectively 22%, 
79%, and 125% greater than the average RMSE value of GEP1. When tested with data from Iran, 
GEP1 resulted in the lowest MAE and RMSE values (0.81 mm/d and 1.06 mm/d, respectively) 
and the highest R2 (0.81). Performances of GEP2 and GEP4 tested with Iran stations were 
comparable, with similar MAE, RMSE, and R2 values. This indicates GEP may be a plausible 
approach to estimate ET0 for areas where only air temperature is available.  
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Tables 17 and 18 present statistical metrics of ET0 estimates from the four GEP models. 
The average MAE for all stations tested with GEP2, GEP3, and GEP4 were respectively, 28%, 
91%, and 126% greater than that of GEP1. Also, average RMSE values for all stations tested 
with GEP2, GEP3, and GEP4 were respectively, 20%, 75%, and 111% greater than that of 
GEP1.  
Generally, results showed GEP1 to be the most accurate model, followed by GEP2. The 
results from GEP1 and GEP2 tested with California stations indicated GEP to be a viable 
approach to estimate ET0. Metrics from GEP2 further showed GEP’s capability to successfully 
estimate ET0 with limited climatic data. GEP4 model performance varied when tested with data 
from different locations. GEP4 performed comparably to GEP2 when tested with Iran stations, 
while GEP4 performed not as good as GEP1-GEP3 when tested with California stations. This 
may indicate the inputs of GEP4 to be region dependent.  
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Table 16. GEP equations corresponding to each model. 
Model	   Equation	  
GEP1	  
                                            𝐸𝑇! = 𝑊! + 𝑊! + 3.66 + ((𝑅𝐻!"#$9.42 − 𝑅!)−3.66 + arctan exp   𝑅𝐻!"#$4.15 ! − 𝑊! + 4.15 + 4.15
+𝑊! − 𝑐𝑜𝑠 𝑎𝑟𝑐𝑡𝑎𝑛 𝑅! − 9.23 − 𝑇!"#$9.82 	  
GEP2	  
𝐸𝑇! = 𝑠𝑖𝑛 7.63 − 𝑇!"#$ − 8.148.14 ! + 𝑎𝑟𝑐𝑡𝑎𝑛 𝑐𝑜𝑠 3.23 + 𝑇!"#$ − 9.0712.3                               + 𝑅! 𝑐𝑜𝑠 𝑎𝑟𝑐𝑡𝑎𝑛 𝑅! − 3.4 − 𝑅! 	  
GEP3	   𝐸𝑇! = 𝑎𝑟𝑐𝑡𝑎𝑛 𝑇!"#$ ! + 2𝑐𝑜𝑠 0.03 𝑇!"#$𝑎𝑟𝑐𝑡𝑎𝑛 𝑇!"#$ − 𝑅𝐻!"#$ + 3.14 	  
GEP4	  
𝐸𝑇! = 𝑅!5.81 + 𝑐𝑜𝑠 𝑎𝑟𝑐𝑡𝑎𝑛 𝑇!"# + 𝑇!"#$−7.76 + 𝑅!𝑒𝑥𝑝 𝑅! + 6.02𝑇!"# − 5.47 + 5.47+ 𝑎𝑟𝑐𝑡𝑎𝑛 𝑐𝑜𝑠 19.06 𝑒!!"! − 16.84 !	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Figure 24. Estimated ET0 values from GEP1 versus observations. 
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Figure 25. Estimated ET0 values from GEP2 versus observations. 
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Figure 26. Estimated ET0 values from GEP3 versus observations. 
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Figure 27. Estimated ET0 values from GEP4 versus observations. 
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Figure 28. Time series of observed and estimated ET0 values from GEP1. 
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Figure 29. Time series of observed and estimated ET0 values from GEP2. 
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Figure 30. Time series of observed and estimated ET0 values from GEP3. 
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Figure 31. Time series of observed and estimated ET0 values from GEP4. 	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Figure 32. Comparing performance of GEP models in different stations. 	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Table 17. Statistical metrics of ET0 estimates from GEP1 and GEP2. 
Model	   Station	   MAE	  (mm/d)	  
RMSE	  
(mm/d)	   R
2	  
GEP1	  
Bishop	   0.68	   0.90	   0.88	  
King	  City	  Oasis	  Rd.	   0.53	   0.75	   0.90	  
Blythe	  NE	   0.39	   0.50	   0.96	  
Atascadero	   0.44	   0.52	   0.94	  
Delano	   0.52	   0.62	   0.98	  
Gilroy	   0.50	   0.62	   0.91	  
Arleta	   0.49	   0.63	   0.90	  
Gerber	  South	   0.52	   0.68	   0.94	  
Woodland	   0.42	   0.52	   0.95	  
Diamond	  Springs	   0.52	   0.65	   0.93	  
Lompoc	   0.56	   0.85	   0.80	  
Santa	  Maria	  II	   0.54	   0.68	   0.89	  
Macdoel	  II	   0.50	   0.81	   0.91	  
Moreno	  Valley	   0.57	   0.79	   0.84	  
All	  Iran	  Stations	   0.81	   1.06	   0.81	  
GEP2	  
Bishop	   0.66	   0.84	   0.89	  
King	  City	  Oasis	  Rd.	   0.72	   0.84	   0.93	  
Blythe	  NE	   0.86	   1.07	   0.91	  
Atascadero	   0.52	   0.62	   0.94	  
Delano	   0.41	   0.53	   0.97	  
Gilroy	   0.68	   0.83	   0.92	  
Arleta	   0.66	   0.82	   0.93	  
Gerber	  South	   0.73	   0.92	   0.94	  
Woodland	   0.82	   0.98	   0.95	  
Diamond	  Springs	   0.61	   0.76	   0.96	  
Lompoc	   0.60	   0.73	   0.83	  
Santa	  Maria	  II	   0.55	   0.65	   0.91	  
Macdoel	  II	   0.66	   0.90	   0.85	  
Moreno	  Valley	   0.83	   1.11	   0.84	  
All	  Iran	  Stations	   0.87	   1.20	   0.76	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Table 18. Statistical metrics of ET0 estimates from GEP3 and GEP4. 
Model	   Station	   MAE	  (mm/d)	  
RMSE	  
(mm/d)	   R
2	  
GEP3	  
Bishop	   1.11	   1.33	   0.59	  
King	  City	  Oasis	  Rd.	   1.02	   1.28	   0.69	  
Blythe	  NE	   1.24	   1.54	   0.68	  
Atascadero	   0.65	   0.81	   0.71	  
Delano	   0.82	   1.03	   0.81	  
Gilroy	   0.78	   0.95	   0.73	  
Arleta	   1.15	   1.37	   0.36	  
Gerber	  South	   0.96	   1.20	   0.82	  
Woodland	   0.95	   1.10	   0.79	  
Diamond	  Springs	   1.01	   1.23	   0.67	  
Lompoc	   0.83	   0.97	   0.29	  
Santa	  Maria	  II	   0.91	   1.08	   0.27	  
Macdoel	  II	   1.48	   1.91	   0.68	  
Moreno	  Valley	   1.10	   1.30	   0.49	  
All	  Iran	  Stations	   1.12	   1.57	   0.65	  
GEP4	  
Bishop	   0.67	   0.93	   0.84	  
King	  City	  Oasis	  Rd.	   0.79	   1.05	   0.83	  
Blythe	  NE	   1.20	   1.79	   0.74	  
Atascadero	   1.46	   1.66	   0.86	  
Delano	   1.22	   1.49	   0.88	  
Gilroy	   1.10	   1.36	   0.77	  
Arleta	   1.11	   1.46	   0.62	  
Gerber	  South	   0.94	   1.20	   0.84	  
Woodland	   0.94	   1.20	   0.85	  
Diamond	  Springs	   0.85	   1.13	   0.85	  
Lompoc	   1.56	   1.77	   0.54	  
Santa	  Maria	  II	   1.30	   1.58	   0.51	  
Macdoel	  II	   2.72	   3.23	   0.01	  
Moreno	  Valley	   1.18	   1.54	   0.60	  
All	  Iran	  Stations	   0.87	   1.15	   0.77	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4.4 Comparing Performance of MARS, M5MT, and GEP  	  	   The average performance of the MARS, M5MT, and GEP approaches for all stations are 
compared in Table 19 and Figure 33. According to Table 19, the GEP approach performed better 
than MARS and M5MT. Also, the MARS approach provided better results than M5MT. Average 
MAE and RMSE of ET0 estimates from the MARS approach decreased respectively, by 9% and 
18% compared to M5MT. Compared to GEP, MARS average MAE (RMSE) was 9% (5%) higher 
and R2 was 29% lower. Also, M5MT average MAE (RMSE) was 19% (25%) higher and R2 was 
3% lower than GEP.  
 Comparing the average accuracies of the four different configurations, Table 19 shows 
configuration 1 to provide the best ET0 estimates, followed by configuration 2. This was true for 
all approaches. These results demonstrated that the use of only two input parameters, Tmean and 
Rs (configuration 2), can provide results comparable to the use of four input parameters, Tmean, 
RHmean, Ws, and Rs (configuration 1). The results also suggested that RHmean, Tmin, Tmax, or Ra 
used with Tmean (configurations 3 and 4) did not have a significant role in predicting ET0. 
 Of the four GEP models, GEP1 achieved the best accuracy, followed by GEP2, GEP3, 
and GEP4. GEP1 had the lowest MAE (0.53 mm/d) and RMSE (0.71 mm/d). MAE and RMSE of 
GEP2 increased by 28% and 20%, respectively compared to those of GEP1. MAE and RMSE of 
GEP3 increased by 91% and 75%, respectively, and R2 decreased by 45% in comparison with 
GEP1. Furthermore, compared to GEP1, MAE and RMSE of GEP4 increased by 126% and 
111%, respectively, and R2 decreased by 29%.  
 Based on the previously mentioned results, GEP demonstrated superior accuracy in 
estimating ET0 compared to MARS and M5MT. It was observed that for all approaches, the 
performance of configuration 1 surpassed the performances of configurations 2, 3, and 4. The 
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results also indicated that configuration 2 can provide similar results to configuration 1, and 
yielded better results than configurations 3 and 4.  	  	  
Table 19. Mean R2, MAE, and RMSE of ET0 estimates from MARS, M5MT and GEP models 
(tested with Iran and California stations). 
Approach	   Model	  
Tested	  with	  Iran	  and	  California	  
MAE	  
(mm/d)	  
RMSE	  
(mm/d)	   R
2	  
MARS	  
MARS1	   0.71	   0.84	   0.75	  
MARS2	   0.85	   1.01	   0.70	  
MARS3	   1.08	   1.33	   0.49	  
MARS4	   1.10	   1.35	   0.49	  
M5MT	  
M5MT1	   0.76	   0.94	   0.86	  
M5MT2	   0.90	   1.10	   0.89	  
M5MT3	   1.13	   1.56	   0.63	  
M5MT4	   1.29	   1.78	   0.65	  
GEP	  
GEP1	   0.53	   0.71	   0.90	  
GEP2	   0.68	   0.85	   0.90	  
GEP3	   1.01	   1.24	   0.62	  
GEP4	   1.20	   1.50	   0.70	  	  
	  	   Best	  Approach	  
	  	   Best	  Model	  Performance	  	  
	  	   Second	  Best	  Model	  Performance	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Figure 33. Performance of MARS, M5MT, and GEP models tested with Iran and 
California stations. 
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5. CONCLUSION 	  
In this study, Multivariate Adaptive Regression Splines (MARS), M5 Model Tree 
(M5MT), and Gene Expression Programming (GEP) were used to estimate ET0 from climatic 
data. Four different input configurations were used: daily mean air temperature (Tmean), daily 
mean wind speed (Ws), daily mean relative humidity (RHmean), and solar radiation (Rs) 
[configuration 1]; daily mean air temperature (Tmean) and solar radiation (Rs) [configuration 2]; 
daily mean air temperature (Tmean) and daily mean relative humidity (RHmean) [configuration 3]; 
daily maximum, minimum, and mean air temperature (Tmax, Tmin, and Tmean) and extraterrestrial 
radiation (Ra) [configuration 4]. MARS, M5MT and GEP were trained with climatic data from 8 
weather stations in Iran for the years 2000-2007. These models were tested with the data from 
the same weather stations in Iran for the year 2008 and fourteen stations in California for the 
year 2015. Their performance was evaluated based on mean absolute error (MAE), root mean 
square error (RMSE), and coefficient of determination (R2).  
It was shown that configuration 1 yielded the most accurate results with the lowest MAE 
and RMSE in all approaches. In GEP, configuration 1 reduced RMSE by 20%, 75%, and 111% 
compared to configurations 2, 3, and 4, respectively. Similarly, in MARS, the reduction in RMSE 
was 20% 59%, and 61%, respectively. Finally, the decrease in RMSE was respectively, 17%, 
66%, and 89% in M5MT. Therefore, it was concluded that configuration 1 consisted of variables 
that have the most significant effect on ET0. Moreover, the accuracy of configuration 1 was not 
region dependent and it generated the best results in both Iran and California. 
M5MT and GEP showed configuration 4 to be region dependent, performing better when 
tested locally. M5MT4 tested with Iran stations decreased RMSE by 125% compared to testing 
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with California stations. Likewise, GEP4 tested with Iran stations reduced RMSE by 33%. Thus, 
configuration 4 is suggested when only air temperature is obtainable for a specific region. 
        This study demonstrated that modeling ET0 is possible through the use of MARS, M5MT, 
and GEP. However, results showed GEP to be the best approach, followed by MARS. Compared 
to MARS, the average MAE and RMSE of ET0 estimates from GEP were respectively 9% and 
5% lower. Also, average MAE and RMSE of ET0 estimates from GEP were respectively, 19% 
and 25% lower than those of M5MT. As a result, GEP is the recommended approach to most 
accurately model ET0. 
 Summarizing, configuration 1 was not region dependent and provided the most accurate 
ET0 estimates compared to configurations 2, 3, and 4. Configuration 4 was shown to be region 
dependent and would be useful in areas where only temperature data is available. GEP provided 
better results over MARS and M5MT, and is the suggested approach to model ET0.  
         Future work should be directed to validate GEP, MARS and M5MT approaches in other 
regions as well. Also, their performance should be compared with commonly used equations 
such as Makkink, Romanenko and Hargreaves-Semani equations. 
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APPENDIX: M5MT Output Reference Guide 	  
1. Starting from the left column of Table 10, “Rs ≤ 16.271” is stated. This means Rs is the 
first node with a branching decision statement ≤ 16.271 (refer to Figure 1d for general 
configuration of model tree).  
2. Following the symbol “|” down the same indentation, “Rs > 16.271” is stated. This 
represents the second branch of the node previously established (Rs) and its 
corresponding decision statement.   
3. Following the symbol “|” down the same indentation, there are no other decision 
statements. This concludes the first tier of the model tree.  
4. The second indentation from the top left of Table 10 starts the second tier. “Tmean ≤ 
19.175” and “Tmean > 19.175” are stated and Tmean is a node in the second tier with 
decision statements ≤ 19.175 and > 19.175. A data value from the testing dataset would 
reach this node if the statement “Rs ≤ 16.271” is true.  
5. Similarly, following the same indentation down the table, “Tmean ≤ 28.837” and “Tmean > 
28.837” are also in the second tier, which is another Tmean node with decision statements 
≤ 28.837 and > 28.837. A data value from the testing dataset would reach this node if the 
statement “Rs > 16.271” is true.  
6. Following the symbol “|” down the same indentation, there are no other decision 
statements. This concludes the second tier of the model tree. 
7. The third indentation from the top left of Table 10 represents the nodes in the third tier 
and so on.  
Note: Statements, such as “Tmean ≤ 8.55: LM1”, signify the node does not have any more 
branches below, and linear model 1 (LM1) can be used. 
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