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Central limit theorems are proved for Markov chains on the nonnegative integers 
that are homogeneous with respect to a sequence of orthogonal polynomials where 
the 3-term recurrence formula that defines the orthogonal polynomials has to 
satisfy some conditions. In particular, from the rate of convergence of the coef- 
ficients of the 3-term recurrence relation we get an estimation for the rate of 
convergence in the central limit theorems. The central limit theorems are applied to 
certain polynomial hypergroups, to birth and death random walks, and to isotropic 
random walks on infinite distance-transitive graphs and on certain finitely 
generated semigroups. 0 1990 Academic Press, Inc. 
1. INTRODUCTION 
Sometimes it is possible to investigate isotropic random walks on some 
algebraic structures by using convolution algebras of measures on No, 
where the convolutions are associated with sequences of orthogonal poly- 
nomials. In this way, such convolution algebras arise when we study birth 
and death random walks, homogeneous random walks on polynomial 
hypergroups, and isotropic random walks on infinite distance-transitive 
graphs and on certain finitely generated semigroups (see Gallardo [S], 
Guivarc’h, Keane, and Roynette [7], Heyer [9], Sawyer [15], Sawyer and 
Steger [16], Soardi [17], and Voit [ 19,201). In this paper we present 
central limit theorems, including estimations for the rate of convergence, 
for such random walks where the associated orthogonal polynomials satisfy 
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some conditions. Other restrictions that differ strongly from the conditions 
presented here lead to limit theorems of a completely different kind 
[20,21]. This different probability theoretical behaviour can be observed 
also in the context of Sturn-Liouville hypergroups on R, which were 
investigated by Zeuner [22,23]. Zeuner’s results are connected with the 
results presented here in an intimate way, and therefore we shall utilize 
some ideas of Zeuner in our paper again. 
Next, the structure of this paper will be outlined briefly: After having 
introduced homogeneous &,-valued Markov chains and polynomial hyper- 
groups, we establish a strong law of large numbers and, afterwards, central 
limit theorems for such Markov chains. Some remarks on the assumptions 
of these theorems and references on examples of polynomial hypergroups 
will finish Section 2. In Section 3 we state some technical results about the 
asymptotic behaviour of our orthogonal polynomials. These facts are used 
in Section 4 to prove the central limit theorems that are formulated in 
Section 2. Finally, in Section 5 we introduce infinite distance-transitive 
graphs, discuss and classify them (see Ivanov [lo], MacPherson [ 14]), and 
show how isotropic random walks on them can be viewed as homogeneous 
random walks on suitable polynomial hypergroups in a canonical way. 
This fact and the theorems contained in Section 2 lead to limit theorems for 
such isotropic random walks. These results are connected with limit 
theorems of Sawyer [ 151 and Sawyer and Steger [ 161. 
2. THE MAIN RESULTS 
2.1. Markov Chains Associated with a Sequence of Orthogonal Polynomials 
Let (an)neN, (bJnoN, and (c,),, N be sequences of real numbers 
satisfying a,, c,>O, b,gO and a,, + b, + c,= 1. Moreover, assume that 
CI := lim n+cc a,, p := lim,, o. b,, and y := lim,, o. c, exist and that 
(a) l>cr>y>O and 
(b) E:,“=, n.max(O, b,-b,,+,)<co. 
Now, using Favard’s theorem, we can define a sequence (P,),, No of 
orthogonal polynomials by 
P,=l, P,(x)=2Jccy.x+B, P,+,=-J ((PI-bJP,-cnpn-1) 
n 
(2.1) 
(see, for instance, [3, Chap. 1.31). Since by P,, . P, = Cpzl”,-., g,, n, k Pk 
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the linearization coefficients g,, n, k are determined uniquely, we may define 
a convolution of point measures 6, and 6, by 
(2.2) 
This convolution can be uniquely extended to a bilinear, commutative, and 
associative map from M,( N 0) x M,( N 0) onto M,( N & the vector space of 
all measures on N, having finite support. 
Let NAtNo be a No-valued Markov chain which is defined on a 
probability space (0, d, P) and which is homogeneous with respect to * in 
the following way: There exist probability measures v, E M,(N,) having 
finite support such that (vn * Sk} are probability measures for all n and k 
and 
P(s,=ll S,~,=k)=V,*6,(/) (n E N, k, Zc N,). (2.3) 
It is clear that Eq. (2.3) is meaningless otherwise. Furthermore, without 
loss of generality, we may suppose that So = 0. It is easy to see that then 
the laws of the variables S, are given by vi * v2 * a.. * v, (n E fW). 
Let us bring out an important special case separately: If the measures v, 
are equal to a measure v, then v and * describe the transition probabilities 
of (%A, Ng uniquely, and this Markov chain is stationary. More specifically 
if v=bi, then 
ak if l=k+l and k#O 
bk if I=k and k#O 
P(Sn+l =l) S,=k)= ck if l=k-1 and k#O (2.4) 
1 if I= 1 and k=O 
0 otherwise (n E N, k, I E N,); 
hence every generalized brrth and death random walk is homogeneous with 
respect to a convolution * which is induced by a suitable sequence of 
orthogonal polynomials. 
Next let us discuss the restrictions concerning the sequences (an)nE N, 
(bn)nsN, and (4, N briefly: condition (a) is essential for all results con- 
tained in this paper, and, in fact, for a = y there exist limit theorems of a 
strongly different kind (see Gallardo [S] and Voit [ 19-211). Condition (b) 
is a technical one that will, unfortunately, be needed for some essential 
results contained in Section 3. 
2.2. Polynomial Hypergroups 
Let (aJnsNT (bnL,N~ and (cnLN be given as before. Furthermore, 
assume that all the linearization coefficients g,, ,,, k are nonnegative. Then 
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* can be uniquely extended to a norm continuous convolution on Mb( NO), 
the space of all bounded measures on fY,; (Mb(N,), *) becomes a Banach 
algebra that defines a polynomial hypergroup; for details on (polynomial) 
hypergroups we refer to Heyer [9], Jewett [ll], and Lasser [ 121. 
Also in order to prove the limit theorems below for Markov chains 
c%)nsN~ that are homogeneous with respect to *, in accordance with 
Eq. (2.2) and whose associated measures v, (n E IV) have infinite support, 
we introduce the following additional condition (T): 
(T) Let KLENo be the Tchebichef polynomials of the first kind 
which are defined by T,(x) = cos(n arc cos x), x E [ - 1, 11. Then the con- 
nection coefficients h,, k, n, k E NO, n 3 k, which are uniquely determined by 
P, = C; = O h,, k Tk, are nonnegative. 
Property (T) was earlier used in [ 19-211 and is valid for every polynomial 
hypergroup that is known to the author. Examples of such polynomial 
hypergroups are discussed in the Sections 2.12-2.14. 
Next we introduce some notation that will be used to describe the 
parameters appearing in the limit theorems below. 
2.3. DEFINITION OF x0 AND 0,. Utilizing the notation of Section 2.1, we 
define x,ER and 8,Ei.R by 
1-b >1 
xo:=G ’ 
B. = i . In a. (2.5) 
x0 and e. are determined by the relations P,(x,) = 1 (n E No) and 
cos 13, =x0. Since thus C,“J,“,-., g,,,, n, k = 1 (m, n E No), we see that for 
probability measures ,u and v the measure p * v is nonnegative if and only 
if p * v is a probability measure. In particular, the convolution * is 
probability preserving for polynomial hypergroups. Moreover, since CC > y, 
we have x0 > 1 and B. C# KY. 
2.4. Moments. Let the functions f~,,@ and m, (8~ @, n E No) be 
defined by 
vn, e(k) = i” - 
” 
P/c(cos 6, m,(k) := cp,, @o(k) (kE No). (2.6) 
The functions m, are called moments. We now show some elementary 
properties of the moments m, and m2: 
2.4.1. m,(O)=m,(O)=O, m,(l)=cr-y, m,(l)= 1 -/I; m, and m, are 
increasing and nonnegative. 
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2.4.2. If vI and v2 are probability measures with finite support, and 
if v(f) is the usual dot product of a measure v and a @-valued function f 
on N,, then 
and 
Vl * v,(m,) = vl(ml) + v,(m,) (2.7) 
VI * v2(m2) = v,(4) + v2k2) + 2v,h,) v*(m1). (2.8) 
If (N,, *) is a polynomial hypergroup, then the support of vi and v2 may 
be infinite, and, in addition, both sides of the equations above may be 
infinite. 
2.4.3. lim k+oo(m,(k+ l)-m,(k))=lim,,,m,(k)/k= 1. 
2.4.4. lim, _ o. (m,(k + 1) - m,(k))/(2k) = lim,, o. m2(k)/k2 = 1. 
Proof. m,(O), MO), m,( 1 ), and mz( 1) can be computed easily. Further- 
more, differentiating P,(cos 0) P,(cos 0) we get (2.7) and (2.8) for the point 
measures vi = 6, and v2 = 6, (k, j E N ,,). In particular, if we take j = 1, then 
(2.7) and (2.8) are equivalent to 
m,(k+l)-m,(k)=: (ml(k)-m,(k-l))+(a-?)/a, (2.9) 
m,(k + 1) - mz(k) = 2 (m,(k) - m,(k - 1)) 
+2(aiy) m,(k)/&+ (1 -S)h. (2.10) 
These equations and induction show that m, and m2 are strongly increas- 
ing and nonnegative. Finally, if we represent arbitrary probability measures 
vi and v2 by convex combinations of point measures, then (2.7) and (2.8) 
follow in their general form. 
We next prove 2.4.3 and 2.4.4: If the sequence (x,),~ N c R satisfies 
x,<0xk-i+l-6 for k>ko and 0~6~1, then xk-l<O(xk-i-l)< 
tPko(xk,, - 1) and thus lim sup, _ m xk < 1. A corresponding argument 
shows that xk>0xk-i+1--r3 (k3ko, 0<8<1) yields liminf,,,x,al. 
Therefore, from (2.9) it follows immediately that lim sup, _ oD c(m 1 (k + 1) - 
m,(k)) < 1 for all 0 < c < 1 and that lim inf, _ m c(ml(k + 1) -m,(k)) > 1 
for c > 1. Thus the proof of 2.4.3 is complete. 2.4.4 can be shown in a 
similar way by putting x/, = c(m,(k + 1) - m,(k))/(2k). 
Now let (&), E No be a homogeneous &,-valued Markov chain as stated 
in Section 2.1 or in Section 2.2. Let (v,),, N be the associated probability 
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measures. Assuming that the second moments Cp=,, v,( (k})k2 are finite, 
we can define the modified expectations p,, and variances CS~ of v, by 
k=O 
where 2.4.3 and 2.4.4 ensure that p, and g,” are always finite. Furthermore, 
using 2.4.1, we observe that p, 2 0 and that pR = 0 is equivalent to v, = 6,. 
Moreover, the proofs of Theorems 2.7 and 2.9 in Section 4 below imply 
that o:aO whenever v, * dk 20 for all n and k and C k2v,(‘(k))< co. In 
particular, for polynomial hypergroups having Property (T), it will turn 
out that of =0 is equivalent to v, =40. Furthermore, also in the general 
situation, we do not know a non-trivial measure v with a vanishing 
modified variance. 
From (2.7) and (2.8) it follows that 
E(m,(S,))= i pk, s;: := E(m,(S,)) - E(m,(Sn))2 = i u: (2.12) 
k=l k=l 
(n E No), where E denotes the usual expectation of a real valued random 
variable. These addition formulas and the following proposition indicate 
the importance of the functions m, and m2 in studying (S,),, N0. 
2.5. PROPOSITION. If pL, < CD for every n E N, then (m, (S,) - 
c;=, IIA,No is a martingale with respect to the canonical filtration. 
Proof Equation (2.7) implies 
Eh(S,+,)ISn=k)= f V,+I *dk({~})ml(z) 
I=0 
=~(n+l+ml(k) (k, n E NoI. 
Thus, ince (m,(U),,, N,, is a Markov chain, we get 
WW,,;) I m,(S,), “‘2 m,(U) = Eb,(Sn+ 1) I m,L%)) = m,(S,) + IL+ 1 
P-almost surely. 
2.6. COROLLARY. Suppose Condition (a) of Section 2.1 holds. Let 
(SA, No be a stationary Markov chain aS described in Section 2.1 or in Sec- 
tion 2.2, respectively. Therefore let either the associated measure v be finitely 
supported or let * define a polynomial hypergroup where the second moment 
C,“=,v((k})k2 of v exists. Then lim,,, n-‘(m,(S,)-np)=O holds 
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P-almost surely for every c > $. In particular, lim, _ co SJn = p P-almost 
surely. 
Proof: We first show that in both cases there is a constant c, such that 
rk := f v * 6,(Z)(k - 1)’ 6 c, (2.13) 
I=0 
for all k E No. Assume first that there exists a constant R > 0 satisfying 
supp v c (0, 1, . ..) R). If k2 R, then we sum in (2.13) from k-R to k+ R. 
Since by our assumptions v + 6, is a probability measure, we thus have 
rk 6 R2 for k > R. Therefore the existence of c1 is proved for v with finite 
support. Now suppose that (No, *) is a polynomial hypergroup. Since 
k - i < (k - iI < 1~ k + i yields \k - II Q i, and since 6, * fik is a probability 
measure for all i, kE iV,, we have z;Z,i,-, di * 6,(l)(k-1)2 < i2 for all i, 
kg No and thus 
f v * 6,(l)(k- /)* < f v(l) I’=: c, < co, 
/=O I=0 
which completes the proof of (2.13). 
Using (2.13) and 2.4.3, we get 
E((m,(S,+ 1) -ml(&) - pL)*) 
=E((m,(S,+,)-m,(S,))‘)-~* 
< f P(S,=k).P(S,+, = 1 I S, = k) . (m,(k) - ml(l))2 
k./=O 
<c, f P(S,=k). f v * &(l)(k- zy < c2c1 
k=O /=O 
(c2 a suitable constant) and thus 
.z, n-2’E((m,(S,+,)-m,(S,)-~)2)<00 ’ 
( > 
c>- . 
2 
Hence the first statement of Corollary 2.6 follows from the strong law of 
large numbers for martingales (see, for instance, [6, Korollar 6.7.21). 
Lastly, using 2.4.3, we obtain lim, _ co S,/n = p P-almost surely. 
The proofs of the following central limit theorems are contained in 
Section 4. 
2.7. THEOREM. Suppose that (a) and (b) hold. Let (S,),,., be a 
stationary No-valued Markov chain as described in Section 2.1 such that the 
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associated measure v supported. Then the modified variance a2 is 
nonnegative, and (11 - np) converges in distribution to the nor- 
ma1 distribution N(0, a2). In particular, tf a2 = 0, then (l/&)(m,(S,) - np) 
converges in probability to 0. Moreover, I$ in addition a,, = CI + o(n- lj2) and 
c, = y + o(n-‘I*), then (l/&)(S, - np) converges to N(0, o*) as well. 
28. DEFINITION. We say that a homogeneous Markov chain (Sn)nENo 
on a, polynomial hypergroup (N 0, *) satisfies the Lindeberg condition iff the 
following statements hold: 
(1). lim,- wxz;:=, Cl>dS” vk( {I}) m,(l) = 0 for every 6 > 0; 
(2) W/S~EL~ PLN are bounded sequences for i E { 1,2 ). 
2.9. THEOREM. Let (N,, *) be a polynomial hypergroup such that (a), 
(b), and CT) hokf. If b%L, No is a homogeneous Markov chain such that the 
the Lindeberg condition is satisfied, then (l/s,)(m,(S,) - zi= r pk) converges 
in distribution to N(0, 1). In particular, if (S,),, N0 is stationary, if the second 
moment C,“=,, v( {k})k2 of the associated measure v is finite and if v # oO, 
then a2 > 0 holds and the conclusions of Theorem 2.7 are true. 
2.10. THEOREM. Suppose that (a) and (b) hold. Let (S,),, N0 be a station- 
ary homogeneous &-valued Markov chain and let v be the as?ociated prob- 
ability measure. Furthermore let supp v be finite or let (S,),, N0 be 
homogeneous with respect to a polynomial hypergroup structure with 
Property (T) such that ET=,, v({k})k3 < GO. Lastly, assume a2 >O. If F,, 
and G denote the distribution functions of (l/fi)(m,(S,) - n,u) and the 
normal distribution N(0, l), respectively, then the following implications hold: 
(1) IfC,“=, max((a,-a), (c,--))~<o~, then IjF,-GJj,=O(n~1’6) 
(nE N). 
(2) If P~IO,~L a, - o[ = O(nP) and c, - y = O(np), then 
IIF,-GI(,=O(n-P’3). 
(3) If p>O, a,-a=O((lnn)-P) and c,-Y=O((lnn)-P), then 
l[F, - GIJ, = 0((ln n)-P’3). 
2.11. Remark. In view of Proposition 2.5 it seems to be natural to 
apply martingale centrai limit theorems in order to obtain the preceding 
theorems (see, for example, [8]). But, if we want to apply these theorems 
here, we have to assume much more stringent conditions on the con- 
vergence of (an)nsN and (c,),,~ than the above. 
2.12. Remark. Let (an)nsN, (b,),,rm, (c,,),,~ define a polynomial 
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hypergroup (t&, *) with Property (T), where tl >y may not necessarily 
hold. Fix x, 3 1. Then the sequences 
6 ‘=a . 
Pn+l(Xl) 
n . 
” P?bl) P,(x,)’ 
&I :=wP,(x,)~ 
2 ‘ZC . 
n . n p ;;,gJ, ) 
n-l 1 I 
(n E k4) satisfy d, + 6, + 2, = 1, d,, 2, > 0, gn 2 0 (n E f+4). Furthermore, 
lim, + m a”,=:d~]O, l[, lim,,,6,=:flE[O, I[, and lim,,,Z,=:y”E 
10, l[ exist, and these modified sequences also define a polynomial 
hypergroup with Property (T), where the modified convolution l is 
generated by 
rnf” 
6, l d,= 1 gmnk 
’ - P,(x,)P,(x,) k 
(4 m E &J. 
k=lm-nl 
The associated orthogonal polynomials are given by p,(x) := P,(x)/P,(x,). 
(Condition (a) for (fV,,, 0) (i.e., 5 > 7) is equivalent to xi > 1.) 
Next we discuss some further properties that are preserved by the trans- 
formation above: It is easy to see that Condition (b) of Section 2.1 is 
preserved. Furthermore, if x, > 1, a, = a + O(npP) and c, = y + O(K~) for 
a fixed constant p > 0, then ii, = d + O(n-“) and 2, = y” + O(nmP). 
If we apply the results above to the polynomial hypergroups that are 
presented in [ 19, 201, then we obtain that Jacobi polynomials, Grinspun 
polynomials, q-ultraspherical polynomials, Geronimus polynomials, 
associated Legendre polynomials and generalized Tchebichef polynomials 
yield polynomial hypergroups for which (a), (b), and (T) hold, where these 
polynomials have to be normalized by P,(x, ) = 1 (n E N,, x, > 1 fixed). 
Proofof2.12. Note that Property (T) and x1 b 1 imply P,(xl) > 0; thus 
ii”, 2, > 0 and 6, 2 0 (n E fV ). In particular B = p/(2x, ,/&J + j?). Next we 
calculate lim, _ 5 P, + , (x,)/P,(x,). If we define z, := P,, l(x,)/P,(x,), 
Equation (2.1) shows 
zo=2x,Jccy+p, z”z2xl~a+fl-bL* (n E N). 
n a,z,- 1 
Hence, omitting the technical, but elementary proof of the existence of 
z := lim Z n+m n, we obtain z = fi. (xi +,/v). Since z, = z,(xi) and 
therefore z itself are increasing for increasin x1 2 1, and since z is uniquely 
determined for xi = 1, we get z = 3 y/a . (xi + m). Therefore 5, 
7~ 10, l[ and BE [0, l[ exist, and, in particular, 5 > jj is equivalent to 
x, > 1. Moreover it is easy to see that l defines a polynomial hypergroup 
with Property (T). 
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Now assume that x, > 1, a,=~+O(n-~) and c,,=y+O(~~). Then 
CT= ~y,/P~(x,) and fl= j?/PI(xr) imply 
a,-~=(b,-B)IPl(xl)=O(n-P) 
and 
Thus 
c”” - jj = z, - c”,LT,-1 -+ O(n-P) 
ti 
=2 (C”,-I-Y”)+0(n-P). (2.14) 
Since 5 > 7, there exist constants de 10, 1[ and n, E IV such that 
2,/E < dc 1 for n>,n,. Moreover, by (2.14) there exists a constant C>O 
such that 
n--no+1 
<c c 
dk 
---+dd”-“OI~,,-y”j 
k=O (n-k)P 
,< c . (2/n)O + c s+d”“/E,-j$ 
for every nan,. Thus c’, -jj= O(nPP) follows. Finally, z,, +a, +c”,= 
Z+fl+F= 1~ implies ii,-Z=O(neP). 
2.13. Orthogonal polynomials satisfying a condition of Askey 
Cl]. Let (QnsNp (UnfNT and (c,),,~ satisfy a,, c,>O, b,20, 
a,+b,+c,=l, and 
a,c23c,, ancn+l~an-lcny b,>b,-, (n =2, 3, . ..). (2.15) 
Then the above sequences converge to limits u, /?, and y, respectively, 
where 0 < y <a c 1 holds. Furthermore these sequences define a polyno- 
mial hypergroup for which (b) and (T) hold (for details see [20, 5.7)). 
683/34/2-IO 
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Thus, if in addition y -C ~1, then the above theorems can be applied. Note 
that Askey’s criterion is the only known general condition on the 
coeflicients a,, b,, and c, which ensures that the associated orthogonal 
polynomials define a polynomial hypergroup. 
2.14. Some discrete semigroups and the associated polynomial hyper- 
groups. For NE fV let S, be the finitely generated discrete semigroup with 
neutral element e which is generated by the elements a,, . . . . ahr and 
b , , . . . . b,, where these generators satisfy the relations aibi = e (i = 1, . . . . N) 
only. In [17] Soardi studies isotropic and so-called pseudoisotropic ran- 
dom walks on S, and shows how these random walks are associated with 
suitable polynomial hypergroups. More exactly, via the word-length-map- 
ping there is a natural projection from the (pseudo)isotropic random walks 
on S, to the N,-valued random walks on these polynomial hypergroups 
(see [19, Sect. 51). Furthermore, by [17], the orthogonal polynomials 
associated with these hypergroups are always Tchebichef polynomials of 
the second kind for which the conditions (b) and (T) are true. Since in the 
situation of some of Soardi’s central limit theorems [ 17, Theorems 3 and 
41 (a) also holds, it is possible to derive these theorems from our 
Theorem 2.9. 
3. ASYMPTOTIC BEHAVIOUR OF (Pn)nENO NEAR x0 
Throughout this section let (u,JneN, (bn)ncN, and (c,,),,~ be sequences 
of nonnegative real numbers as described in Section 2.1. We shall establish 
some asymptotic results concerning (P,),, N0 that will represent the main 
tool in order to prove the central limit theorems in Section 4. 
3.1. LEMMA (Properties of the first moment m,). (1) Let (~(n)),,~ 
be a nondecreasing sequence of positive real numbers that satisfies 
lim, _ oo cp(n) = co, lim,, a, cp(n + l)/cp(n) = 1, a, - a = O(cp(n)-I), and 
c, - y = O(cp(n)-‘). Then it follows that 
Im,(n+ 1)-ml(n)- 11 =O(cp(n)-‘) (n + 03). 
(2) lim,,, ml(n + 1) -m,(n) = lim,, o3 ml(n)/n = 1 holds. 
Proof First we establish part (1): Since lim, _ ocl ~,,/a, = y/a < 1, there 
exist constants k, E N and p E 10, l[ such that ck/uk < p Vk > k,. Further- 
more, we may suppose that Jd. tp(k + 1)/q(k) G 1 Vk > k, is valid. Fix a 
further constant c > 0 such that ( (uk - ck) - (a - y))/ck < c/&k) holds for 
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k E N. Next we define a constant C > 0 such that &(C + c) < C and 
Im,(k+l)-m,(k)--lI<C/cp(k) hold for k=l,...,k,. Now part (1) 
follows by induction from 
Im,(k+l)-m,(k)-11 
& Im,(k)-m,(k-I)- II+; Nni-cd-(c(--Y)/) 
ak ( 
<p-(G’rp&-1)+c/v(k- 1)) 
where we have applied Eq. (2.8) and where we have to assume k > kO. 
Finally, part (2) can be easily shown by using part (1) and the following 
useful remark that always ensures the existence of a suitable sequence 
(cpb)),, N. 
3.2. Remark. Let (x,),, wi be a sequence of nonnegative real numbers 
with lim, _ m x, = 0~). Then we can define a further sequence (Y~),~~ 
recursively by yl :=O and y,,, :=y,+min(l,inf,,,+,x,-inf,.,x,) 
(n E tV). It is easy to see that (y,,),, Ihl is nondecreasing and satisfies y,, 6 x, 
(HEN), lim,,, yn=cc and lim,,, yn+r/yn= 1. 
3.3. LEMMA. Let (q(n)),, N be given as in Lemma 3.1 and let r0 denote 
a constant. Then there exists a constant C > 0 such that 
C,(r) := ak, e(iW&)(w(k+ I)--mu) + Ck e(i-Vfi)h(k- lb-ml(k)) 
+bk-P, (COS(e,+)) (3.1) 
satisfies IC,(r)I<C/(r.q(k-l))foreverykEN,jlE{+l}andr>r,. 
ProojI The definition of B0 gives cos &, = (1 -&/2 .J’&, sin B,, = 
i.(r--y)/2& and 
=(1-/?)cos L+i(@--y)sin-L+j?. 
JJ J 
(3.2) 
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Thus, using Eq. (2.9) and the power series expansion of C,(r), we get 
ICk(r)l 
= uke-(i~IJ;)(ml(k)--ml(k+l)) + eke - (WJ;)hdk) - w(k - 1)) +bk-B 
- 
-. ak (m,(k) -m,(k + 1))2’ 
+C/Am,(k)-m,(k-1))2’-(1-b) 
1 
+i.,f ’ 
2[+‘( - 1)’ 
,=I (2Z+ l)! J;,,+, 
. a,(m,(k+ 1)-ml(k))2’+’ 
( 
- ~k(~,(k)-~,(k+1))2’+c,(m,(k)-m,(k-1))2’-(1-~) 
1 
(2f+ l)! JP+ 
&(m,(k+ 1)-m,(k))*‘+’ 
+c,(m,(k- l)-m~(k))~‘+’ -(vll. (3.3) 
Furthermore Lemma 3.1 yields 
jak(m,(k)-m,(k+1))2’+ck(m,(k)-m,(k-1))2’-(1-/J)I 
<uk I(m,(k+ 1)-m,(k))“- 1) +c, I(m,(k)-m,(k- l))“-11 
+ bk + ck - CCL + ?)I 
< c, -&+2fL2’ Im,(k+ 1)-m,(k)- 11 
+ Im,(k)--m,(k- l)- 11 
>> 
fC2.21.L2’/p(k- 1) 
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and, analogously, 
where L is given by L := supkE N (m,(k + 1) -m,(k)) E Cl, cc [ and where 
C, and C2 denote constants. Thus from (3.3) it follows that 
IC,(r)l G 
c2 
-2 IL’ l-q@- 1) ,=2 1! .r$--t)‘2’ 
which completes the proof. 
3.4. PROPOSITION. (1) Let (q(n)),, N be given us in Lemma 3.1. Then 
there exist constants C, L, r0 such that 
<-c+c. &/fi + T(a, r) 
r 1 - T(a, r) 
for every a > 0 and r > r. that satisfy 
T(a, r) := C .a + (J& 1;: a(k)-y2 < 1. 
(2) Zf, in addition, Property (T) holds (see Section 2.2), then there 
exist constants C > 0 and r. > 0 such that 
kE(O,I.....~~~~,lt(+1) jpk(cos(80--$))-e’“~‘:‘“~‘k~j 
<C~(l/r+&/&+ T(a,r)) 
for every a>0 and r>ro, where T is given as in part ( 1). 
3.5. COROLLARY. For every a > 0 and 1 E R it follows that 
ji+t kEioy;Lnr,l (Pk(cos(8,-~))-e’i~‘~‘““*‘l=0. 
Proof of Proposition 3.4. Fix 1 E { & 1 } and define hk(r) := e(-iAIfi)ml(k) 
and 6,(r) := Pk(cos(& - A/&)). hk(r) for r > 0. Using the recurrence 
formulaakPk+,+(bk-P,)P,+ckP,_,=O(kE~), Weobtain 
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Ak(r)C~k+l(r)+sk-,l(r)-2~k(r)l +Bk(T)tZjk+l(r)-Bk--I(r)l 
+ ck(r)C6k+ I(Y) + bk- ,b)l= 0 WENo, (3.4) 
where 
Ak(r) :=P, (a+‘,,-$))-b,, &(r) :=ak s-c, & 
and where Ck is given as in Lemma 3.3. If we multiply this equation by - P 
(6,+ i(r) - ak- i(y)), take the real part, and sum from s E N to n, then we 
get 
n-l 
k=s 
-ReA,(r).16,(r)-6,-,(r)12+ i Isk+l(T)-~k-,(T)l*-ReBk(r) 
k=s 
~ - 
+ i Re((Gk+,(r)$-6k-,(r))(6k+,(r)-6k-.,(r)).Ck(T))=O. (3.5) 
k=s 
Furthermore, defining /?,, := max(O, b, - b, + 1), we observe 
k$s flk’i8k+l -hki2= t PI-( 5 /6,+,-6,-,/+/6,-6,-,1)2 
k=s l=s 
i: 16,+,-6,-,1*+16,-6,-,1* 
/=s 
Since lim k+4,&=0!>Y=limk,,ck, lim,,,(m,(k+l)-m,(k))=l, and 
x7= i kpk < cc hold, we can choose constants c > 0, y. > 0, and k, E N such 
that 
o<C<ReB,(r)- 2 ffJ,<Re&(r) 
I=k 
(3.7) 
holds for r 2 r. and k 2 ko. This fact follows easily from the definition of 
In addition, applying lim, _ m bk = j < 1 and lim,, a, P,(cos(~, - A/ 
= 1, we may assume that, for r 2 r. and k E N, 
&d,(r)=k+(COS(~,-$))-b+ (3.8) 
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holds. For Y > r0 and II E IA, (3.5), (3.6), (3.7), (3.8), and Helder’s inequality 
imply 
k = ko 
(3.7) * 
G kTk Re Bk(r). 18k+ l(r) - 6k-l(r)i2 
-1;: 
0 
(ygl zbl) iSk+l(r)-dk-l(r)i2 
(3.6). (3.8) n 
< c ReBk(r).I~k+l(r)-8k-l(r)12 
k = ko 
n-1 
+ 1 i~k+l(r)-dk(r)i2 @k+lvbk) 
k = ko 
n-1 
+ 16ko(r)-6ko- l(r)\’ .C- VI+ Re A,(r). Id,+ l(r) - an( 
I=kc, 
(2) 2 i IC,(r)l -16 k+l(r)+dk--l(r)l -I~k+l(r)-8k-l(r)l +H(r) 
k = ko 
<2 
kt(k,,??,n-11 ‘6k(r)’ 
‘( i Ick(r)12- i i6k+,(r)-ak-,(r)12)1’2+~~r~, 
k = kg k=ko 
(3.9) 
where H(r) := (Re A&(r) + C”,$, l/3,). [S,,(r) - 6,,- l(r)12. 
Now from Hiilder’s inequality, from (3.9), from &G & + & 
(x, y > 0), and, lastly, from Lemma 3.3 it follows that for n := LarJ, 
i isk+l(r)-Bk-l(r)i 
k = ko 
f: I~k+l(r)-~k--1(r)12 
k = kg 
i lSk+l(r)-6k-l(r)l + Ihk&r)i + &,,-l(r)i 
> 
(3.10) 
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Furthermore, for fixed k E N, the function 6, is bounded and satisfies 
~6k(r)-l~=~Pk(cos(80-~))-e(“~fi~m~~k~~ 
= (l+Lm,(k)-$+ . ..)-(lfi.q(k)$+ . ..)I 
=o 1 
0 
(r + al). (3.11) 
r 
Therefore, for u > 0 and r > r,, that satisfy T(a, r) < 1, we get 
max 
ks (0, 1, . ../ LarJ} k = kg 
< T(a, r) . Cl + Jar. H(r)/c 
. 1 - T(a, r) 
+ max i6ktr)- li? (3.12) 
kE {0, 1, .._, kc,) 
where C, denotes a suitable constant. Now part (1) of Proposition 3.4 
follows from (3.11), (3.12), and H(r)= O(rp2). 
In order to prove part (2), we first note that Property (T) implies 
~pn(cos(eO - t))l G i h, k . Icos(k(8,- t))l < IP,(cos (?,)I = 1 
k=O 
for every t E R and n E No. Thus Id,+ 1(r) + 8k- r(r)1 < 2 for every k E N and 
r > 0. Therefore the methods used in (3.9) and (3.10) imply 
G2. i iCkfr)lZ’ i 16k+l(r)-hk-1(r)12 
112 
+ H(r) 
k = k,, k = kg 
and 
i I~k+ltr)-bk--l(r)l ‘f 
k = kg 
G-.( i ~Ck(r)12)1’2+JnHolc. (3.13) 
k=ko 
Finally, the methods used before complete the proof of part (2). 
3.6. LEMMA. If (N,, *) is u polynomial hypergroup with Property (T), 
then 
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(1) I%,e,+l (k)l,<k’forallk,lE~,and1E[W, and 
(2) k’>m,(k)>m,(k)‘for all k, DEN with 122. 
Proof Using Property (T) and P,(x,) = 1 for all k E No, we have 
q,.H,,+i(k)=i 2 j’hk,Ijleiics+i), where ; ; h,, ,j,e@o= 1 
,= -k ,= -k 
and hk, ljl . eiieo 2 0 for all k E No and j= -k, . . . . k. This fact yields 
immediately part (1) and, for A= 0, the first inequality of part (2). Finally, 
the second one follows also from the equality above and Jensen’s 
inequality. 
3.7. PROPOSITION. Let (N,,, *) be a polynomial hypergroup with Proper- 
ty (T). Let v E M’(N,) be a probability measure and n E N such that 
C~zOv({k})k”<~ holds. Then g:R+@, nH~~&Pk(cos(60-~))’ 
v( {k}) is n-times differentiable and g’“‘(A) = C,“=, v( {k})(a/aA)’ 
P,(cos(B, - A)) holds. 
Proof Lemma 3.6( 1) and the mean value theorem show that for all 1, 
&E IF! and 1~ N,,, 
Iv r,so+M-cp,,oo+io (k)l<2.llI-;1,/ .k’+’ 
is true. Now the assumptions, the dominated convergence theorem, and 
induction complete the proof. 
3.8. LEMMA. Suppose that Property (T) holds. Let E E 10, l[, 1~ No, and 
SE IR such that (ls( 6~. Then (1 --q~~,~,-~(l)/m~(l)l <2~. 
Proof Let h,, j be the connection coefkients as defined in Section 2.2. 
Since (~~,~~-~(l)=~~~~h~,~j*~cos(j(~~-s)), m,(l)=cpzeo(l), and i.&,E[W 
hold, and since the h,,j are nonnegative, we obtain 
1 _ 4%. @o--s(l) 
m2U) I I 
= l-~$z,h,,jj2(cosj&,cosjs-sinj&,sinjs) 
Cj,, hIqj j* cos jt’, 
< max Jcos js - 1 I + max (sin jsl d E + e*/2 < 2.5 
j= 0, . . . . I j = 0, . . . / 
for IlsJ <E < 1. 
3.9. LEMMA. Let (No, *) be a polynomial hypergroup with Property (T). 
For k, n E N with m,(k) > E(m,(S,)), it follows that 
2 
p(sn’ k)’ (m,(k) - em,)))” 
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Proof. Since m, is increasing, the Tchebichef inequality and Lemma 
3.6(2), imply 
3.10. LEMMA. Let (S,JnENo be given as in Section 2.1 or Section 2.2, 
respectively, such that the associated measures vk are finitely supported or 
such that (N,, *) is a polynomial hypergroup with Property (T). Then 
Wsn(cWo + 1))) = fi ( f v&W P,(cos(~o+ 41) (3.14) 
k=l I=0 
for all h E R and n E N. In particular, if in addition (Sn)nsNo is stationary, 
then 
~W's~(cos(~o + A))) = -W’s,(cos(~o + n))Y (A e R, n-5 No). (3.15) 
Proof: Property (T) ensures that (P,(cos(B,+ n))( < 1 for IE No. Hence 
the assumptions imply that the expressions appearing in (3.14) and (3.15) 
are finite. Thus, since 
UtU 
c 6, * 6,( (I}) P,(cos(O, + 2)) = P,(cos(B, + A)). P”(COS(B, + A)) 
I=0 
for all u, VE No, we get 
f vl~v2(~~~)p,(c0s(eo+~))= Ji g vkwp,(~0~(~o+4) 
I=0 k=l ( I=0 ) 
by taking convex combinations. Lastly, induction on n finishes the proof. 
4. PROOF OF THE CENTRAL LIMIT THEOREMS 
Proof of Theorem 2.7. We tirst show that ts* 20. Fix aE N such that 
supp v c [0, a]. Then we have P(S, G an) = 1 for every n E N. Therefore 
Corollary 3.5 implies that 
s”(Cos(eo-$-))/)=O (AER). (4.1) 
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This fact and Lemma 3.10 ensure that 
On the other hand, representing v by v = C;=,, vkSk, we observe 
~E(ps,(co~(~o-~)))~2n 
= ktovk 
I ( 
l--j& m,(k) -; m,(k) + O(n -3’2) 
)I 
2n 
=lkio v,v,(l+~ h(k)-m,(O) 
-; (m,(k)+*,(l)-m,(k)m,(I))+O(n”‘))i~ 
A* n 
= I-- a2+O(nm3i2) L!Z??+ e - .&=j* 
2n 7 
which implies r~* 2 0 as desired. 
Now we deal with the 
E(P,,(cos(B, - t))) is infinitely 
Lemma 3.10 it follows that 
central limit theorem: Since 1++ 
often differentiable, from Eq. (4.1) and 
= lim e”flJ;;.E p 
n-m ( S” (co, (eo-2))) 
E lim eiAfl& .E p 
n-m ( s, (co, (eo--$))) 
= lim 
n-+02 (( 
1 -y-z+ o(~-WJ) 
n 
310 MICHAEL VOIT 
= lim 
n--too 
1 -F-t?+ 0(~-3,“,) 
n 
n 
(a2+p2)+O(n-3/2) 
(1 E R). 
Therefore Levy’s continuity theorem ensures that (l/&)(m,(S,) - np) 
converges in distribution to N(0, a2). In particular, for a2 = 0 we obtain 
that (l/,h(mdU - v-4 converges in distribution and also in probability 
to 0. 
Now assume that ~,=a+o(n-“~) and c,=y+o(n-li2). Thus we can 
choose a sequence (h,),, N c 10, co [ that satisfies a, = a + o(h;‘), 
c, = y + o(h;‘), and x, .- * h,/$ + co. For this sequence (x~)~.~ let the 
sequence (Y,),, N be constructed as described in Remark 3.2. Then the 
assumptions of Lemma 3.1 are satisfied for the sequence (q(n)),,N := 
( yn . &)nE N, where lim, _ a3 y, = co holds. Therefore, since S,/n remains 
bounded almost surely, Lemma 3.1 yields 
lim J- (m,(S,)-S,)= lim 
s 1 
$ 
2. - 
n-cc &- n-rm n JS;(mlw-S,) 
= 0 P - a.s. 
Thus we can replace mr(S,) by S, in the central limit theorem. 
Proof of Theorem 2.9. We first note that Lemma 3.6(2) and an easy 
convexity argument imply that a2 := v(m2) - v(m1)2 > 0 for all probability 
measures v # 6, having finite second moments. 
Next we list some results which follow immediately from the Lindeberg 
conditions: The first Lindeberg condition and 
<6’+$. i 1 Q(k)Vi((k}) (a>01 
n i=l k>&. 
imply lim, --t ,( l/s:) .maxrGiG,Jpf+a?)=O and lim,,,s~=co. Thus by 
the second Lindeberg condition it follows that 
(4.2) 
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Since IP,(cos(%, - t))l < 1 (n E N, t E R), we have jE(P,~(cos(%, - A/s,,)))1 
6 1 for no N and A E R. This fact, Lemma 3.10, and the well-known 
inequalities 0 < e-’ - (1 - z) < z2/2 (z E R) and 
(Uk, BkE@, bkl, Mkl Gl) 
imply 
~E(P,(cos(Bo-I/s,)))-e-“2~2 
i 
< c, i 
k=l 
I%,&)[ + I~,,(~)( + 5 b: + +k) +$ bu: + o:)2 
n n > 
(4.3) 
for n E N and i E R, where C, denotes a constant and where 8, k and g,, k 
are defined by %,, k(n) = e- irlpklsn - (1 - iApk/s, - A2,u(:/(2si)) and 
8,,(n)= f “k(il)).PI(coS(%O-1/s~))-(l ++-$ (0:+/i;)). 
I=0 n n 
Furthermore, using (4.2), we can conclude that lim, _ oo C; = 1 1%. ,(A)( = 0 
for A E R. Since 1 -CEO vk( (1)). P,(cos(Bo - A/s,)) is two times differen- 
tiable by Proposition 3.7, the Taylor expansion and Lemma 3.8 imply 
-- 
0 i 2 2 vk({f))‘~,(cos(e))i,_~~-~~,=“l I=0 
A2 a2 
<--. 
$ cf,u,p,, ,;o vk({l))m2(l) 
)I 
(4.4) 
for every 6~0. Thus, using the Lindeberg conditions and 6 ‘0, we get 
lim, _ o3 C; = 1 8,. ,(A) = 0 for A E 5S. Summarizing, (4.2) and the above facts 
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On On.& and 8,,, ensure that the terms appearing in (4.3) converge to 0 for 
n-+ co. 
Using lim, _ ,x1 ml(n)/n = 1 and the second Lindeberg condition, we can 
define a constant a 7 0 such that m,(Lasf _I) - CF= 1 pk is nonnegative for 
n E IV. Then Lemma 3.9 yields 
<2P(S, 2 Las:]) + E((P,~(cos(B,-~/s,))-e’“““s”“““). lISng.~.a)) 
2 
Thus the second Lindeberg condition, lim, _ cc s, = co and Corollary 3.5 
imply 
and 
- il i p&/s, . qps~(cos(e, - l/s,)) _ eii-(mI(sn)- E(ml(W)i% = 0 
k=l 1 
lim le i4ml(&- E(rn~(S~))/s, _ e -AZ/21 = 0 
n-02 
for any I E R. Thus the continuity theorem of Levy completes the proof of 
the first part of the theorem. 
Now let (S,),, IBI be stationary, and let a, = c( + o(n- ‘j2) and 
c,= y+o(n-I’*). In order to prove that we can replace m,(S,) by S,, we 
have only to apply Theorem 2.6 and the conclusions that were used at the 
end of the proof of Theorem 2.7. Thus the proof is complete. 
4.1. LEMMA. Assume that the suppositions of Theorem 2.10 are valid. Let 
h,(t) := JE(P,(cos(&,- t/&))-eirml(Sn’iA)J (rlEN, tER). 
Then, for any d > 0 there exists a constant C > 0 such that the following 
implications hold: 
(a) If C,“=, cp(n)-2<m, then Ih,(t)l <C.(t( .nP1j3 for every for 
n E N and t E R that satisfy 1 tI <d. n1j6. 
(b) Fix ~~10, i[. Ifq(n)=neP, then Ih,(t)l <C. ItI .n-Zp’3for every 
HEN and tell that satisfy (t( <d.nP’3. 
(c) Fix p>O. Ifq(n)=(lnn)FP, then (h,(t)l<C.(t(.(lnn)-2p’3for 
n E N and t E R that satisfy (tl <d. (In n)P’3. 
CENTRAL LIMIT THEOREMS 313 
Proof: First we suppose that there exists a constant s> 0 such that 
supp v c [0, s]. Let us define r := n/t2 and a := st2. If C,“= I (p(k)-’ < co, 
then there exists a constant n, E N such that T(a, r) < f holds for any n > n, 
and ItI <ddnni6, where T is defined as in Proposition 3.4. Thus Proposi- 
tion 3.4( 1) implies 
k(t) G max 
ks{O,l,..., LmJ},ie{_+l} 
(P,(cos(B, - l/J)) - eiAml(k)‘JI 
d c, g+x+T(rr,r) 
& 
(n 2 no), (4.5) 
where Cl and C denote suitable constants. Since h,(t)/t is a continuous 
function on R, I/z,(r)/ <C ItI n-1/3 is also valid for n <<no, Irl < dn”’ and a 
suitable constant C. 
Since CFcl k-2P<C3.m1-2P (p E IO, 1/2[) and x:=2 (In k)-2p < 
C3 . m . (In m)‘” (p > 0) hold for a suitable constant C3 > 0 which depends 
only on p, part (b) and (c) can be ‘proved in the same as before, if supp v 
is finite. 
Now let us assume that Property (T) holds. Since then 
(Pk(cos(&-r/&))I G 1 for ke No, TV [w, and ?r~ N, we obtain 
h,(t) < 2P(S, > LarJ) 
’ ” (m,(iar;) - np)2 
+ l/r + ,,Q + f lc: lls(k)p2) “‘) (4.6) 
by applying Proposition 3.4(2) and Lemma 3.9, where we have to define 
r := n/t2 and i := sgn t, and where a has to be sufficiently large. 
In order to prove part (a) we define a = C, . (tl 3//Z n”“, where C5 has to 
be sufficiently large. Therefore, since by Lemma 3.1 lim, _ m ml(n)/n = 1, we 
may suppose that 
for those n E N and I E (w that satisfy (t/d dn ‘I6 Since then (4.6) is valid, we . 
obtain 
finishing the proof of part (a). In order to prove (b) and (c) respectively, 
we have to define a := C5 . Jtl 3’2 . nPi6 and a := C, . (tl 3’2 . (In n)p’6, respec- 
tively. Then (b) and (c) can be established as before. 
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Proof of Theorem 2.10. By [4, p. 5381, there exists a constant C1 such 
that 
sup (F&)-G(x)1 <C, (j’ la”(r);‘(r)~ dr+ 1,T) 
XE w -T 
(4.7) 
holds for every T> 0, where q,(t) := E(e”‘“l’Sn’-“@)I~) and Ii/(t) :=er202’* 
are the characteristic functions of the distribution functions F, and G, 
respectively. Since g(8) := E( P,, (cos( 8, - 0))) . ee@’ (0 E R) is three times 
differentiable (cf. Proposition 3.7), we get g(0) = 1 - t?2a2/2 + G(0)) and 
thus lg(0)l 6 1 - (a2/4)d2 6 e- 02e214 for sufficiently small 0 E R. Therefore, 
(g(t/J;;)n-ee02rz/2( <n. (g(t/&)-e~(i2f2i(znJl . te-r2u*/(4nJ 
< (-* t’ e-t*-J2/(4n) 
,/;; 
follows for any n E N and I tJ < C3 J n, where C, and C3 denote convenient 
constants. Hence, since by Lemma 3.10, E(P,(8, - 0)) = E(P,,(8, - 0))” 
for all n E N and 8 E R, we obtain 
[q,(t)--$(t)( <h,(t)+ (g(t/&)n-e-“2’2’21 <h,(t)+C, L e-‘2u2i(4n) 
h (4.8 1 
for ncN and (t/<C,,/- h n, w ere h, is given as in Lemma 4.1. 
In order to prove part (a) of Theorem 2.10 we define T := C, . n116. Then 
(4.7), (4.8), and Lemma4.1 imply 
wi IF,(x) - G(x)1 < C4 ( jrT ($ + > e-‘2021(4n)) dt + l/T) < C5n-1J6. 
Analogously, if T := C3 . &‘I3 and T := C, . (In n)p13 respectively, then the 
further statements of Theorem 2.10 follow from Lemma 4.1(b) and (c), 
respectively. 
5. INFINITE DISTANCE-TRANSITIVE GRAPHS AND 
THE ASSXIATED POLYNOMIAL HYPERGROUPS 
5.1. Graphs and the Associated Hypergroups. 
Let r be the vertex set of an undirected, connected graph of possibly 
infinite cardinality. Furthermore, let r be locally finite, i.e., every vertex has 
a finite number of neighbours. Let d be the usual metric on r and let G be 
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the automorphism group of r that is assumed to operate transitively. Fix 
a vertex v,, E r and define H := (g E G : g(u,) = u,}, the stabilizer of vo. 
In order to make G into a topological group, we consider r as a countable 
discrete topological space and equip rr, the space of all mappings on r, 
with the product topology. Then G c Tr will be endowed with the relative 
topology. Now it is easy to see that G is a totally disconnected, locally 
compact topological group, that H is a compact open subgroup, and that 
the mapping G/H + r, gH H g(u,), is a homeomorphism. 
Now consider the double coset space K := G//H equipped with the dis- 
crete topology. By Jewett [ll, Sect. 141, a natural hypergroup structure on 
K can be created, where the convolution * on Mb(K), the space of all 
bounded measures on K, is determined uniquely by the following convolu- 
tion of point measures 6,” and 6,,, on K (g, h, 1 E G): 
(6 HUH * h,)(WH)) 
= I 1 jH,H:(HgfhH) dm,(f) H 
=m,({f~H: HgfhH=HZH}) 
= c mH({fEH:f(hH)=g-‘(wH))) 
WHE H(IH) 
= lH(W n dfWW)l 
IH( ’ 
(5.1) 
In this computation we have identified r and G/H in the canonical way. 
Similarily, we have identified K = G//H with the orbit space when H 
operates on r. (H(hH)( stands for the number of elements of the orbit 
H(hH) in r and, if g(H(hH)) denotes the image of the orbit H(hH) under 
the automorphism g, then IH(IH) n g(H(hH))I stands for the cardinality of 
this subset of K Furthermore, mH denotes the normalized Haar measure 
on H and lIHIH) the characteristic function of the subset {H/H} of K. The 
last equation used in (5.1) follows from 
if fhH # g-‘wH 
otherwise. 
Analogously, utilizing Jewett [ll, Sect. 5 and 14.2F], we see that 
m( { HgH}) := IH( is the Haar measure on K. The neutral element e of 
K is given by H itself, and the inverse element of Hgh is given by Hi- ‘H 
(Jewett [ll, 14.21). Using Eq. (5.1), we can compute the hypergroup (K, *) 
for many examples where only few details on G and H have to be known. 
683/34/2-l I 
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5.2. Infinite Distance-Transitive Graphs 
Let r, v,,, G, and H be given as before. Furthermore, let r be infinite and 
distance-transitive, i.e., for any a, 6, c, dE r with d(a, b) = d(c, d) there 
exists a g E G satisfying g(a) = c and g(b) = d. Then, when H operates on 
f, the orbits are given by 
Hence, the associated discrete hypergroup K = GJIH can be identified with 
IV,, in a canonical way. For the associated convolution * on N, we obtain 
(5.2) 
k=lm-nl 
where g,,n,l,-.l>o, gm,n,m+n>O, and &,,kao for k=lm-nl + 
1 3 **., m + n - 1. The neutral element of this hypergroup structure on N, is 
0, and, by the hypergroup axiom H5 in Jewett [ 111, we see that the involu- 
tion on our hypergroup has to be the identity map. Thus the hypergroup 
axiom H3 yields the commutativity of the hypergroup (No, *). Using the 
associativity, distributivity, and commutativity of this convolution * on 
Mb(NO), we see immediately that (No, *) is a polynomial hypergroup. 
Hence, if the associated sequence of orthogonal polynomials (P,),, N0 is 
defined by 
P,s 1, P,(x) = c,x+ c*, 
PlP~=gl,n,n--1P”-,+8,,n,nPn+81,n.n+1Pn+1 
(5.3) 
with ci, c2 E R, ci > 0, then we obtain 
tZ+Wl 
pnpm= c &..kpk (n, m  E W. (5.4) 
k=ln-ml 
In doing so, the choice of ci, cz E R, c1 > 0, is arbitrary and has no 
influence on the validity of Eq. (5.4). In view of Section 2, c, and c2 will be 
fixed later. 
5.3. Examples 
Let a, b E N, a, b B 2, and let p be the complete graph with b vertices 
(i.e., all vertices of i= are neighbouring). To construct an infinite distance- 
transitive graph r, we tack on every vertex of r exactly a copies of the 
complete graph p in a treelike manner. That means: r is a tree where 
a complete graph substitutes a neighbouring pair of vertices and their 
connecting edge. In particular, for b = 2, r is a homogeneous tree. 
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Obviously, these graphs r= r(a, b) are distance-transitive. MacPherson 
who studied these graphs in [14] called them standard graphs. Using 
Eq. (5.1) we get the following associated orthogonal polynomials P,: 
PO- 1, PI(X) = ClX + c2, 
1 
PIP,=- 
a(b- 1) 
P,-, +--& P,Sa-l P,+,. (5.5) a 
Furthermore, for i< j we have 
j+i 
'ipj= C gi,j,kPk, 
k=j-i 
where 
a-l 1 
gi, j ,  i+j=- a ’ gisl.j-i=a(a- l)i-1 (be l)i’ 
b-2 
gi,j,j-i+2k+l= a(a- I)‘-k-1 (b- l)i-ky k = 0, . . . . i - 1, 
a-2 
gi7j,j-i+2k+2=a(a- l)i-k-l (be l)i-k-l’ 
Using the notation of Section 2.1, we have to define 
by 
2p b-2 
the coefficients ci, c2 
Cl=--&y’ Q=a(b- (5.7) 
(5.6) 
k = 0, . . . . i - 2. 
(5.6) and (5.7) are valid for all choices of a, b E R, c2 # 0, b # i: and so, 
using these formulas, we obtain a class of polynomial hypergroups for all 
a, bER, a,ba2. If b=2 and aEN\( we get the Cartier polynomials 
which are associated with homogeneous trees (see Letac [ 13) and Sawyer 
[15]). We call the orthogonal polynomials, that are defined by (5.5), 
generalized Cartier polynomials. MacPherson [ 141 proved the following 
interesting theorem (see Ivanov [lo], too): 
5.4. THEOREM. Every infinite distance-transitive graph F is a standard 
graph. 
5.5. COROLLARY. If a polynomial hypergroup K= N, is isomorphic to a 
double coset hypergroup G/JH, then the associated orthogonal polynomials 
are generalized Carrier polynomials with indices a, b 2 2. 
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Proof of the Corollary. Let (N,, *) be a polynomial hypergroup and let 
cp: G//H --P N, be a hypergroup isomorphism. Since G//H is discrete, H is a 
compact open subgroup of the locally compact group G, and I-:= G/H, 
equipped with the quotient topology, is a discrete space. We now define the 
structure of a graph on Z? We say that gH, hH E r (g, h E G) are 
neighbouring, if and only if cp(Hg- ‘AH) = 1 holds. Then we obtain the 
following statements: 
(a) r is locally finite (since H is compact, the orbit H(g-‘hH) of the 
vertex g-‘hHe r is compact and thus finite). 
(b) G is a subgroup contained in the automorphism group Aut(T) of 
the graph r. 
(c) d(gH,hH)=nd&,oq(Hg-%H)=n. 
We prove (c) by induction on n E N,,. . The statement for n = 0 is trivial, 
and, for IZ = 1, it is valid by our definition of the graph r. If (c) is true for 
n, then we get: Since (N,, *) describes a polynomial hypergroup, the state- 
ment q(Hg-‘hH) = n + 1 is equivalent to 
(31cG: (cp(Hg-‘ZH)=n A cp(HI-‘hH)= 1)) 
A (NEG: (cp(Hg-‘IH)<n A &HI-‘hH)= 1)). 
This is equivalent to 
(31~ G : (d(gH, 1H) = n A d(lH, hH) = 1)) 
A (PIE G) : (d(gH, 1H) <n A d(ZH, hH) = 1)). 
But this means d( gH, hH) = n + 1. 
(d) G operates transitively on r, and, for any g E G, the orbit H( gH) 
in r is given by {IH : d( gH, H) = d(lH, H)}. Thus, r is distance-transitive 
and, by 5.4, a standard graph. 
Since G is a subgroup of Aut(T) that operates on r in a distance-transitive 
way, the results of Section 5.2 are valid also for G instead of Aut(T). Thus 
the double coset space G//H is isomorphic to a polynomial hypergroup 
which is associated with generalized Cartier polynomials. 
5.6. Now we discuss some details of the generalized Cartier poly- 
nomials and the associated polynomial hypergroups. Let a, b E: [w such that 
a, b > 2. Defining x0 and x1 by 
2-a-b ab-a-b+2 
x1 := 
2 ,/(a- l)(b- 1)’ xo := 2 Jzij(zq’ 
(5.8) 
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we get x1 > -x0 and 1 <x0. From Askey and Wilson [2, (4.28)-(4.30)], 
we have the following orthogonality relations: 
s 1 P”(X) P,(x) w(x) dx = 0 (mfn, a2b>2) --I 
I 
1 
~,(~)~,(x)~(x)~x+~~,(x,)~,(x,~=o (mfn, b>u>,2), 
-1 
(5.9) 
where 
w(x) = 4~ b; xl = g (x1 _ x)(xo - x)v 
b-a 
l=l(a, b)=x. 
Because recursion formula (5.5) is easy to handle, the polynomials P, can 
be computed explicitly: From (5.5) and (5.7) we obtain - 
1 
- P,-,(x)=0 
a(b- 1) 
which implies 
P,(x) = c,(x) Zl(XY + G(X) z&Y (=a=\(+l}), 
where 
(5.10) 
and 
Cl(X) + CI(X) = 1 = P,(x), 
b-2 
-= PI(X). 
a(b- 1) 
For x E J - 1, 1[, zI, 2(x) are conjugate complex numbers. Note that (5.10) 
holds it?+ zr(x) #z,(x). This, in turn, is equivalent to x# _+l. For x= _+l 
we obtain P,(+l)=(+z,)” (l+c.n), where c,=c*(a,b) denote real 
numbers independent of n, and z1 is given by z, = l/J-. 
Except for the trivial case a = b = 2 (then we get Tchebichef polynomials 
of the first kind), all the conditions of the theorems presented in Section 2 
are satisfied (Property (T) follows from Askey [l, Theorem 51). At last, 
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Eq. (5.10) and a straightforward computation give an explicit representa- 
tion of the moments m, and m2: 
ml(n) = n - 
(a- 1)b 1 
a(ab - a - b) ‘-(a-l)“(b-1)” ’ > 
neN(o, 
m,(n) = n2 - 
2n(a - 1)b 1 
a(ab-a-b) ‘+(a-l)“(b-1)” > 
+(a-l)(ab2+ab-2a-b2+2b) 
a(ab - a - b)* 
1 
’ ‘-(a-l)” (b-l)” ’ 
rzENi,. 
5.7. Isotropic random walks. Consider an isotropic random walk 
on f, i.e., a Markov chain (g,),,,, on r that is starting at the vertex u0 
and whose transition probabilities p,, + 1 (u, u) = P(!?,, + I = u ) 3, = u) (n E N, 
U, u E r) are preserved by all elements of G. Since r is distance transitive, 
this invariance condition is equivalent to 
1 
where the v, are probability measures on N,. If rc: r + No is given by 
NW) = d(w, ~2, then (N%)),,,, is a Markov chain on Ni, that is 
homogeneous with respect to the hypergroup convolution * on N,, which 
means (rr(S,)),, N0 satisfies 
P(@,+,)=k I d%)=O=v,+, *U(k)) (k, 1~ NO). (5.11) 
In order to prove this formula, we first observe 
P(n(S,+ i) = k 1 n(S,) = I) 
2 wE~,,d(w,“g)=[P(S,=~)P(d(~,+l, o,)=k I $,=w) 
c wE~,,d(w,“g)=,P(rTn=w) 
Hence, since P($, = w) and P(d(S, + i, uO) = k ( 3, = w) depend only on 
d(w, u,,) and not on w  E r itself, we obtain 
P(rr(S,+,)=k) ~@,,)=1)=P(d($+,, u,)=k I &=w) 
for any w  E r satisfying d(w, oO) = 1. Thus the definition of * yields 
Eq. (5.11). 
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