Abstract-The paper derives a stochastic-gradient minimum symbol error-rate (MSER) algorithm, caned the least symbol error rate (LSER), for training the linear equalizer and Iinear-eombiner decision feedback equalizer (DFE) with M -PAM signalling. Tbis LSER algo rithm has some performance advantages, In terms of faster convergence rate and smaller steady-state symbol error rate (SER) misadjustment, over an existing simpler stochastlc:-gradient adaptive MSER algorithm called the approximate MSER (AMSER).
I. INTRODUCTION
Design of linear equalizer and DFE is typically based on the minimum mean square error (MMSE) criterion. As the MMSE solution is not optimal [1]- [3] , research has been looking into LMS-style adaptive algorithms based on the MSER or minimum bit error rate (MBER) criterion. For bi nary schemes, two such algorithms have emerged, called the approximate MBER (AMBER) [4] , [5] and the least bit error rate (LBER) [6] , [7] , respectively. The AMBER is simpler than the LBER, although the complexity of LBER is still lin ear in the equalizer length. The LBER has some performance advantages over the AMBER in terms of faster convergence speed and smaller steady-state BER misadjustment. This paper presents an adaptive MSER algorithm for lin ear equalizer and DFE with M -PAM symbols. We adopt the approach used in deriving the LBER algorithm [6] , [7] , namely using a kernel density estimation [8] , [9] to approx imate the: SER from training data and to derive a stochastic gradient algorithm for sample-by-sample adaptation. The re sulting algorithm is therefore called the LSER. The AMBER has already been extended to adaptive linear equalizer with M -PAM symbols by Yeh and Barry [10] and the resulting al gorithm is called the AMSER algorithm. Simulation is used to investigate the performance of the LSER algorithm and to compare it with the AMSER algorithm.
II. ADAPTIVE MSER LINEAR EQUALIZER
It;is assumed that the real-valued channel generates the received signal samples of: (I) i=O where hi are the channel impulse response (CIR) taps, nh is the CIR length, the Gaussian white noise {n (k )} has zero mean and variance u;, and the M-PAM symbol s(k) takes the value from the set S = {Sl = 21-M -1, 1 $ 1 $ M} .
The linear equalizer with a length m has the form: 
The received signal vector can be expressed as:
where H is a Toeplitz matrix, whose (i, j )th elements is h j-i
Let rj = HSj and express y(k) as
where e(k) is Gaussian with zero mean and variance wTwu; , and y(k) takes values from the set 
The first term in (6) is the desired signal, and the second term the residual lSI. Thus the decision is made according to 0-7803-7402-9/02/$17.00 ©2002 IEEE III -2629
A, Expression of symbol error rate
The conditional probability density function' (p.d.f.) of
..;;;r; E e x p -2O' 2 wTw
Where N . b = N . /M and y�') = wT r�') e Y,. It can easily be verified that
Also points in Y, are sym metrically distributed around its mean. Taking into account these two properties, the SER can be expressed as
As the SER is invariant to a scaling of w, with a re-scaling w = w/vwTw, the gradient of PE(W) is given by 
(12) and the SER can alternatively be expressed as:
Given a block of K training samples {r(k) , s ( k -d)}, a ker nel density estimate of the p.d.f. (12) is given by:
where the radius parameter Pn is related to Un. From this estimated p.d.f., the estimated SER expression is given by 
where the adaptive gain p. and width Pn are the two algorithm parameters that need to be set appropriately. The weight vec tor is then re-scaled to ensure wT (k + l)w ( k + 1) = 1. '
III. ADAPTIVE MSER LINEAR-COMBINER DFE
The linear-combiner DFE is defined by:
T is the past detected symbol vector with nb being the feedback or der, and b � [b1 • • • bn.]T the feedback filter tap vector. We. will choose d = nh -1, m = nh and nb = nh -1, as this choice is sufficient to guarantee that the subsets of noise-free channel states are linearly separable [2] , [3] . 
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The elements ofr' (k) can be computed recursively [2) :
Note that the feedback filter coefficients do not disappear. -2 " --'-l-'--ra,;: \ ._. ', i ····i ----r· --- : , �j i�i -- a fair comparison, the resulting two learning curves had sim ilar "roughness", as shown in Fig. 3 . The results in Fig. 3 were obtained by averaging over 100 runs. 
V. CONCLUSIONS
The theoretical MSER solution for the linear equalizer and DFE with M -PAM signalling has been derived with the aim of deriving a stochastic gradient adaptive implementation.
The resulting adaptive MSER algorithm, called the LSER, is based on an approach of kernel density estimation from the training data, which has been shown to be a natural and con venient way of approximating the density distribution of the equalizer decision variable. The LSER algorithm has a com putational complexity that is linear with the equalizer length.
Simulation results have shown that the proposed LSER algo rithm has better performance than an existing simpler adap tive MSER algorithm called the AMSER, in terms of conver gence rate and steady-state SER misadjustment.
