In this paper, we propose a framework for obtaining semantic labels of LiDAR point clouds and refining the classification results by combining a deep neural network with a graph-structured smoothing technique. In general, the goal of the semantic scene analysis is to assign a semantic label to each point in the point cloud. Although various related researches have been reported, due to the complexity of urban areas, the semantic labeling of point clouds in urban areas is still a challenging task. In this paper, we address the issues of how to effectively extract features from each point and its local surrounding and how to refine the initial soft labels by considering contextual information in the spatial domain. Specifically, we improve the effectiveness of classification of point cloud in two aspects. Firstly, instead of utilizing handcrafted features as input for classification and refinement, the local context of a point is embedded into deep dimensional space and classified via a deep neural network (PointNet++), and simultaneously soft labels are obtained as initial results for next refinement. Secondly, the initial label probability set is improved by taking the context both in the spatial domain into consideration by constructing a graph structure, and the final labels are optimized by a graph cuts algorithm. To evaluate the performance of our proposed framework, experiments are conducted on a mobile laser scanning (MLS) point cloud dataset. We demonstrate that our approach can achieve higher accuracy in comparison to several commonly-used state-of-the-art baselines. The overall accuracy of our proposed method on TUM dataset can reach 85.38% for labeling eight semantic classes.
INTRODUCTION
In behalf of the popularity of LiDAR Detection and Ranging (LiDAR) techniques, 3D spatial information can be easily acquired, which is represented as 3D point clouds. However, a set of unstructured points can not provide semantic information describing objects in the real world directly and explicitly. To be specific, there is a semantic gap between the real applications of point cloud and the original representation of this 3D raw data. Hence, the semantic representation of point clouds serves as basis for many applications, such as 3D scene modeling (Moussa, El-Sheimy, 2010 , Lafarge, Mallet, 2012 , object detection (Jochem et al., 2009 and automatic navigation (Biswas, Veloso, 2012) .
Similar to the other remotely sensed data, due to the complexity of urban environments (Hong et al., 2018) , the quality of acquired point clouds could be influenced from many aspects, such as noises and outliers resulting from errors of scanning, uneven point cloud density caused by varying measuring distances of scanners, occlusions caused by the strained observation positions, and disturbances caused by dynamic objects. Owing to these problems, the semantic scene analysis of point clouds is still a challenging task in urban areas.
In general, the goal of the semantic scene analysis is to assign a semantic label to each point in the point cloud (Hackel et al., 2016) . Conventionally, the semantic labeling compromises extracting a variety of handcrafted features for each point in a point cloud, and concatenating them to a feature vector, and then feeding this feature vector into a classifier trained * Corresponding author on representative training samples (Weinmann et al., 2015a) . The classifiers, such as AdaBoost (Lodha et al., 2007) , support vector machines (SVM), and random forest (Chehata et al., 2009 , Sun et al., 2018 are widely used for this semantic labeling tasks. Owing to the ease of easy conduction and good performance, these supervised statistical methods are the most common way applied for this task. However, for these supervised point-wise classification, although good classification results could be produced with this straightforward procedure due to the high distinctness of hand-drafted features (Hong et al., 2015) , the classification result may be in-homogeneous, especially in the areas with low point density and the boundaries of objects, due to the deficiency of the consideration of the local neighborhood of each point. To enhance the regional smoothness of the result of semantic labeling, some contextual classification methods have been proposed, such as Markov random fields (Munoz et al., 2009 , Lu, Rasmussen, 2012 and conditional random fields (Niemeyer et al., 2014 , Weinmann et al., 2015b , Yao et al., 2017 . In this method, each point is classified considering not only the extracted features but also the features and the labels of its surrounding points. With the improvement of spatial smoothness, the classification results are indubitably refined, which is also accompanied by the high expense of computation.
With the availability of high-performance computation resources and the access to large-scale datasets, deep learning techniques have been blooming in recent years and appear to be compelling tools in many fields, such as image classification, segmentation, and object detection and tracking. Concurrently, many pieces of research have paid their attention to applying this technique to 3D point cloud classification. For the sake of the limitation of the way of data representation of an exemplary convolutional neural network, initial deep learning based 3D classification techniques are usually conducted after a 3Dto-2D transformation, in which some spatial information gets lost. With the emergence of PointNet (Qi et al., 2017a) and its derivatives (Qi et al., 2017b , Qi et al., 2018 , new possibilities arise for the classification of point clouds. For deep learning techniques derived from PointNet, 3D point sets can be used as input for the network directly, and the feature mentioned above extraction and supervised classification steps are incorporated to achieve an end-to-end classification strategy, which dramatically simplifies the procedure of semantic labeling. Simultaneously, in the streamline of PointNet, the local and global features are both learned, which improves the ability to consider the local context for each point. However, for the deep learning techniques like PointNet, to some extent, the results of classification rely on the methods in sampling and splitting on preprocessing, and the way of interpolation on postprocessing since the input number of samples should be fixed when fed into a network. Some classification errors and ineffectiveness in the boundary for each split point set will be induced in these steps.
To obtain smoother classification results, one commonly used approach is to add a post-processing step considering the contextual information for each point. Compared with the aforementioned contextual classification methods, this strategy is less computation-expensive and less-dependent on the interactive feature extraction step. In the process of smoothing of semantic labeling, neighborhood dependencies are considered during the processing by exploring the interaction of neighborhood labels. Based on the scale of neighborhood dependencies, the methods of spatial regularization can be classified into two categories: local neighborhood and global optimizations. Local labeling refinement techniques usually focus on the assignments of weights for each neighboring point. Based on weights calculated based on different strategies, local filters can be applied to improve the local smoothness and thus improve the spatial smoothness on the whole classification results (Lillesand et al., 2014 , Bilgin et al., 2008 , Kang et al., 2014 . These approaches work well when only small regions are wrongly labeled in the initial classification results, and the effectiveness of the smoothing methods is profoundly affected by the definition of local neighborhood. Another strategy is global optimization, in which the initial label probabilities and the spatial correlation in local neighborhood are simultaneously considered by finding an optimal solution for a cost function (Landrieu et al., 2017 , Li et al., 2016 . This result relies on the way of constructing the graph and the selection of adjacency neighbors. The problem for this method is also the ineffectiveness in large wrongly classified areas.
In this work, we aim at refining the initial classification results of PointNet++ by applying a graph-based optimization in the post-processing step. To be specific, the core concept of our method is to merge the advantages of the capabilities of deep learning in providing in-depth features and the high quality initial soft labels, and the benefits of graph cuts in finding the relation of each sample and its surroundings and optimizing the initial labels. Thus, we can achieve the useful refinement of semantic labeling in complex urban areas.
The contributions of this work are presented as follows:
• A general framework for semantic labeling of MLS point clouds and refinement of classification results is proposed.
• Instead of utilizing handcrafted features as input for classification and refinement, the local context of a point is embedded into deep dimensional space via an auto-encoder (PointNet++), and simultaneously soft labels are obtained as initial results for next refinement.
ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume IV-2/W7, 2019 PIA19+MRSS19 -Photogrammetric Image Analysis & Munich Remote Sensing Symposium, 18-20 September 2019, Munich, Germany • An optimization method based on regularization on a graph structure is conducted on initial labeling result of 3D point cloud to achieve spatial smoothness of semantic labeling.
METHODOLOGY
The complete methodology that we apply for point cloud classification is composed of two major steps illustrated in Figure  2 : pre-classification with PointNet++ and classification refinement with global spatial regularization. In the first step, the initial classification results with soft labels are obtained by feeding subdivided point clouds into PointNet++. Subsequently, the initial labels are refined through constructing a weighted graph for global regularization which considers both the spatial correlation and the initial labels of the points in the neighborhood.
Introduction to PointNet++
Since there is no rigid structure for raw point clouds, it is impossible to throw the original point clouds directly into a convolutional neural network like the processing way for images, when we try to apply deep learning techniques to point clouds. PointNet, as a pioneer work on processing point set directly, provides a solution for spatial encoding ignoring the permutation of points and decentralizing the point sets, by learning the global features and integrating them with individual point features. Unlike other deep learning based techniques, PointNet deals with point sets without loss of spatial information and allows for simplified preprocessing step without rasterization of point sets.
In the base of PointNet, PointNet++ was induced to be a hierarchical strategy to improve the ability to capture local neighborhood and the effectiveness in complex urban areas. The general idea of PointNet++ is to add sampling and grouping layers to learn hierarchical point set features. The original point sets are firstly subdivided the point sets into several overlapping sub-pointsets, and local features are learned from local partitions to provide low-level local features. The local features are then grouped to learn high-level features. This procedure is repeated until the global features of the whole point sets are learned. In each step of hierarchical feature learning, the pointnet layer follows the sampling and grouping layer due to its superiority in feature learning from point sets. Due to the sampling step in hierarchical feature learning step, when dealing with the segmentation task, the features for the original points are propagated from subsampled points with interpolation and skip links with layers in set abstraction step. Compared with PointNet, PointNet++ is not only able to recognize fine-grained patterns and work better under the high complex scenes, but also more robust to varying point densities. Thus, PointNet++ is chosen to produce initial classification results in our proposed framework.
Initial classification of point clouds with PointNet++
In our work, the segmentation part of PointNet++ is applied to obtain initial point-based classification results. Simultaneously, due to the distinction between the urban scenes with the objectbased input in ShapeNet dataset (Yi et al., 2016) , the urban scene is subdivided into sub-point sets as input for the network using the strategy of voxelization for the whole scene. The details will be detailed in the preprocessing step in the section of experiments. In this step, soft labels are produced for subsequent regularization in the form of classification probabilities for each class.
Refining soft labels by regularization
Considering the classification probabilities as input in this step, the refinement of initial labels is conducted by searching for the optimal labels with the improvement of spatial regularity. This step can be divided into three sub-steps, namely subdivision and thinning of the original pre-classified point cloud, construction of a weighted graph and global optimization with Graph Cuts.
Subdivision and thinning
Due to the high density of MLS point cloud and the large data amount of complex urban scenes, it is almost impossible to conduct graph-based regularization on the condition that more than ten millions of points with labels are fed. Many research proposed voxelor supervoxel-based regularization method to downsample the points and decrease the number of points fed into regularization methods. Inspired by this downsampling strategy and to keep the spatial resolution, we proposed a thinning-based way which subdivides the pre-classified points into several sub-point sets.
Owing to the manner of random-sampling for each subset, the geometric context for each point is not significantly changed, and the main structure is maintained. Thus the graph-based regularization can be further conducted on each subset. After the optimization step, these subsets will be merged to produce a classified point cloud with the same points as the original point cloud and the optimized labels.
Graph construction
Graph cuts is a powerful and popular algorithm which is widely used in the field of computer vision for energy optimization, which is an optimization algorithm based on energy function minimization.
In general, a graphical model is composed of vertices and edges. Specifically, a graph G = (V, E) is used to represent the data (e.g., image) to be classified, and V and E are respectively a set of vertex and edge. If the edges have directions, such graphs are called directed graphs. Otherwise, they are undirected graphs. Each edge is entitled to values, and the value of edges varies according to different weights which are related to different physical attributes. In the Graph Cuts algorithm, the graphical model is slightly different from the normal graphical model. The Graph Cuts graph has two more vertices based on the normal graph. These two vertices s and t are represented by the symbols "S" and "T" (see Figure 3b ), which are collectively referred to as terminal vertices. All other vertices should be joined and connected to the two vertices to build part of the edge set. To be specific, there are two kinds of vertices and two types of edges defined in Graph Cuts. Elements of the data structure build the first type of vertices and edges. The vertex corresponds to each pixel in the image, and in the case of point cloud classification, the vertex corresponds to each point in the point cloud, while the connection of every two adjacent vertices is an edge, the set of which is also called n-links. Alternatively, the second type of vertices and edges is built between two terminal vertices, called the source point S meaning the source of the flow and the sink point T meaning the convergence of the flow, and vertices of the first type. In other words, we need to construct a connection between common vertices of the data structure and the two terminal vertices to form a second side, called t-links.
As illustrated in Figures 3a-b , an s-t diagram corresponding to the data structure of an image is provided. Each pixel corresponds to a corresponding vertex in the graph, and two additional vertices are representing s and t. The edge of the solid black line represents the edge n-links of the normal vertex connection of each two neighborhoods, and the edge t-links of each normal vertex connected with s and t are represented by the edge of the dotted line represents. In the context of segmentation, s generally represents the foreground target, while t generally represents the background. A "cut" for the graphical model is a subset P of the edge set E, and the cost |P | of the "cut" is the sum of the weights of all edges of the subset P . The disconnection of edges in the set will result in the separation of the graphical model, corresponding to two disjoint subsets "S" and "T", which is term as "cutting" (see Figure 3c ). If a "cut" has the smallest sum of the weights for all of its edges, it is regarded as the minimum cut. According to the Ford-Fulkerson theorem, the minimum cut problem of the graphical model is equal to the maximum flow problem of the network, so it could be solved by the optimized solution using Goldberg-Tarjan algorithms (Boykov, Kolmogorov, 2004) . Namely, we set the label of vertices of "S" to one, and the label of vertices of "T" to zero. Then, the "cut" of the graph can be achieved by minimizing the energy function:
where L = {l1, l2, ..., lu} is the set of labels (0 or 1) given to all the vertices. Here, µ is the important factor determining the balance of influence between R(L) and B(L) on the energy. R(L) = Ru(lu) is the regional term relating to the weight, and Ru(lu) represents the penalty for assigning the label lu to the vertex v. While B(L) = B<u,v> · δ(lu, lv) is the boundary term. B<u,v> can be resolved into a discontinuous penalty between vertices u and v according to following:
where Iu and Iv stand for the general values of vertices u and v. The term δ(lu, lv) is the key to the boundary term, and on this term there are three constraints:
Here, lρ is the label of a third vertex. The first two constraints tell that an energy between two different labels lα and l β should be non-zero. If it is zero, that means the two labels are the same. Generally, if u and v have similar properties, then B<u,v> will be larger, and if they are totally different, then B<u,v> is close to zero. While the last constraint defines the triangle rule, limiting that a shortcut of edges has always lower or similar energy than taking the whole path of edges. Only if the last constraint is satisfied, we can say the boundary term B<u,v> is metric.
Global optimization of graph structures
The solution of the energy function as mentioned above can be achieved by two algorithms: alpha-expansion and alpha-beta-swap (Delong et al., 2012) . Here, the alpha-expansion algorithm can only be applied when the boundary term is metric. Otherwise, the alpha-beta swap algorithm will be used. The general idea of the alpha-expansion algorithm is to separate all lα labeled and nonlα labeled nodes with "cutting" and the algorithm will change the label of lα at each iteration. At each iteration, the region Rα near the node with label lα is expanded, with the graph weights reset. During the iteration, if two neighboring nodes do not share the same label, an intermediate node is inserted with weighted linking to the distance to the node with label lα. The algorithm will iterate through each possible label for lα until it converges. In contrast, the alpha-beta swap algorithm is to successively partition all nodes with label lα from nodes with label l β with "cutting" and the algorithm will change the label combination lα − l β at each iteration. During each iteration, the graph is constructed in a reasonable way which can segment between the region Rα and the region R β efficiently. In other words, for a node, the terminal link weight should be added with the sum of all links to neighbors which are neither within the region Rα nor in the region R β . Similarly, the algorithm will iterate through each possible combination lα − l β until it converges.
EXPERIMENTS

Experimental dataset
This dataset is originally acquired by Fraunhofer Institute of Optronics, System Technologies and Image Exploitation (IOSB) (Gehrung et al., 2017) . The used point clouds are acquired by two Velodyne HDL-64E mounted at an angle of 35 • on the front roof of the vehicle. The original raw point clouds are also preprocessed by a statistical outlier removal for downsampling and noise suppressing. The number of points after preprocessing is around 50 million.
With thousands of scans acquired by the laser scanners along the Arcisstrasse, a scene containing various kinds of objects are obtained through the combination of the point cloud of all the scans. For the evaluation process, we also generate an accurate manually labeled point cloud for the experimental dataset as ground truth.
Preprocessing
In order to fulfill the requirement for input in PointNet++, the whole point cloud is subdivided into thousands of sub-point chips, in which 65536 points are contained. These chips are downsampled to 8192 points which represent the main structure of each chip, and the downsampled chips serve as the input for PointNet++. Each point in the chip is represented by a 3Dvector, containing the coordinates (x, y, z).
The total number of points for training is 19,974,050, and the training dataset is subdivided into ten folds. Nine folds are used for training, and one fold is used for validation when training PointNet++ for semantic segmentation. As for the test part, the number of points is 21,205,244.
Traning parameters
By the way, each training batch contained in a total of 16 chips. The stochastic gradient descent algorithm with a learning rate η = 0.001 and a momentum value of p = 0.9 was employed for training. To adjust the learning rate, we decayed its value by the factor of 0.7 in every 40 training chips. The training process proceeds for a total of 200 epochs. We monitor the progress of the validation loss and save the weights if the loss improves. All experiments were implemented with Tensorflow and carried out by NVIDIA TITAN X (Pascal) 12GB GPU.
Experimental results
In general, with our proposed method, the overall accuracy for eight semantic labels can reach 85.38%. The detailed statistical results are shown in Table 1 .
To evaluate the performance of our proposed method against others, we compare our method with the results of traditional point-based classification with handcrafted features (HF) and random forest (Sun et al., 2018) as the classifier (single scale features are used, and the neighborhood size is set as 100 (formed by KNN) regarding the point density, and the number of trees in Random Forest is set as 50, detemined by cross validation), and the original results of PointNet++. As illustrated in Table 1 , our proposed method outperforms the other methods concerning overall accuracy and accuracy for most categories. ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume IV-2/W7, 2019 PIA19+MRSS19 -Photogrammetric Image Analysis & Munich Remote Sensing Symposium, 18-20 September 2019, Munich, Germany The baseline method of point-wise classification is not admirable in some categories because of the unbalance in training samples for each class. Compared with the original results of PointNet++, our proposed method works better, especially for hard scape, scanning artefacts and vehicles. When the whole point cloud is subdivided into chips as input for PointNet++, there is a high possibility that these small objects (compared to large objects like building in urban scenes) are broken into pieces with the loss the main structure. With global optimization, these pieces can be grouped to share the same labels and appear to have a complete structure, which is illustrated in the classification accuracy. However, as illustrated in Figure 4 , for large wrongly classified areas, such as the right-bottom corner, the global optimization can do nothing about it.
CONCLUSION
In this work, we propose a framework for point cloud classification. The experiments are conducted using TUM lidar dataset, which proves the effectiveness and efficiency of our method. Specifically, the proposed method is a combination of the advantages of the capabilities of deep learning in providing deep features and the high quality initial soft labels, and the advantages of global optimization in finding the relation of each sample and its surroundings, and the performance has been proved by quantitative and qualitative comparison with other classic classification methods.
