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Abstract
We use techniques from compressive sensing to design a cluster extraction algorithm by treat-
ing the cluster indicator vector as a sparse solution to a linear system involving the graph Lapla-
cian. We show that our algorithm, which we call SingleClusterPursuit, has computational
complexity O(dmaxn log(n)) and verify numerically that it runs quickly and accurately on large
data sets, both synthetic and real. We prove that, for a large class of probabilistic models of
graphs with clusters, which includes the popular stochastic block model, the fraction of vertices
misclassified by SingleClusterPursuit goes to zero as the size of the cluster goes to infinity.
1 Introduction
Finding clusters is a problem of primary interest when analyzing graphs. This is because vertices
which are in the same cluster can reasonably be assumed to have some latent similarity. Thus,
clustering can be used to find communities in social networks [20, 37, 39] or deduce political affiliation
from a network of blogs [2]. Moreover, even data sets which are not presented as graphs can profitably
be studied by first creating an auxiliary graph (eg. a K- or -nearest-neighbors graph) and then
applying graph clustering techniques. This has been successfully applied to image segmentation
[32, 29], image classification [24] and natural language processing [16].
We shall informally think of a cluster as a subset of vertices, C ⊂ V with many edges between
vertices in C, and few edges to the rest of the graph, Cc. For a toy example, consider the college
football network of Girvan and Newman [20], represented in Figure 1. The vertices of this network
correspond to the 115 colleges fielding (American) football teams that played in NCAA Division 1A
in Fall 2000. Two vertices are connected by an edge if they played against one another during the
regular season. As can be seen from either the graph or the adjacency matrix, this graph contains
clusters. In this case, the underlying similarity responsible for the clusters are the conferences to
which the teams belong. Note that despite the simplicity of this graph, it exhibits one of the many
subtle difficulties of clustering problems: there are five “background” vertices (indicated in black)
that should not be assigned to any cluster. Indeed, these vertices correspond to the five independent
schools—Central Florida, Connecticut, Navy, Notre Dame and Utah State—which do not belong to
any conference. Earlier clustering algorithms, such as Spectral Clustering [32, 31, 38] or the Louvain
algorithm [15], focus on uncovering global structure in graphs by partitioning the vertex set into
disjoint clusters, and hence are forced to assign such background vertices to a cluster. Clearly, it is
of interest to have clustering algorithms which are not constrained to do so.
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Figure 1: Left: A representation of the college football network of [20]. Right: The adjacency matrix,
permuted to reveal the cluster structure.
Moreover, for extremely large data sets such partitional clustering algorithms can be computa-
tionally wasteful, as frequently one is only interested in determining a cluster containing some small
set of exemplar vertices. Thus, in the last decade or so, there has been intensive research into cluster
extraction algorithms (also called local clustering algorithms) [35, 28, 25, 29] loosely defined to be
algorithms which take as input a set of seed vertices, Γ, and return a cluster C such that Γ ⊂ C. In
this article we introduce a new cluster extraction algorithm, SingleClusterPursuit, which draws
on ideas from the signal processing field of compressive sensing. If desired, our algorithm can be
iterated to find many or all of the clusters in a given graph. SingleClusterPursuit is computa-
tionally efficient, provably accurate and is not confounded by the presence of background vertices.
More precisely, we show that:
• SingleClusterPursuit runs in O(dmaxn log(n)) time, where dmax is the maximum vertex
degree of G (see §5);
• For graphs drawn from certain probabilistic models, SingleClusterPursuit misclassifies at
most o(n1) vertices, where n1 is the size of the cluster of interest. (See Theorem 4.1)
• On a wide variety of data sets the performance of SingleClusterPursuit equals or exceeds
that of many state-of-the-art algorithms. See §8.
The rest of this paper is laid out as follows. In the next section we introduce some notation and recall
several results from the literature. In §3 we introduce the SingleClusterPursuit algorithm. Most of
the technical work of this paper is in §4, where we analyze the performance of SingleClusterPursuit
under a few assumptions on the type of graph considered, while relegating particularly technical
results to the Appendices. We discuss the computational complexity in §5, present a probabilistic
model satisfying our assumptions in §6 and compare SingleClusterPursuit to existing cluster
extraction algorithms in §7. Finally in §8 we provide extensive numerical experiments. In the
interest of reproducibility, we make our code available at: danielmckenzie.github.io.
2 Preliminaries
Here we set the notation to be used in the rest of this paper, and remind the reader of several well-
known results from the literature. We also indicate how one can consider using compressive sensing
for cluster extraction.
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2.1 Graph Notation and Definitions
We restrict our attention to finite, simple, undirected graphs G = (V,E), possibly with non-negative
edge weights. We identify the vertex set V with the integers [n] := {1, . . . , n} and denote an edge
between vertices i and j as {i, j} ∈ E. The (possibly weighted) adjacency matrix of G will be denoted
as A. By di we mean the degree of the i-th vertex, computed as di =
∑
j Aij . For any S ⊂ V define
vol(S) =
∑
i∈S di. For quantities such as di (and later λi and ri) that are indexed by i ∈ [n], let
dmax := maxi di and similarly dmin := mini di. Denote by D the diagonal matrix whose (i, i) entry is
di.
Definition 2.1 (Laplacians of graphs). The normalized, random walk Laplacian is defined as L =
I − D−1A. We shall simply refer to it as the Laplacian. The normalized, symmetric Laplacian is:
Lsym := I −D−1/2AD−1/2.
Recall the following elementary result in spectral graph theory (see [38], for example, for a proof):
Theorem 2.2. Let C1, . . . , Ck denote the connected components of a graph G. Then the cluster
indicator vectors 1C1 , . . . ,1Ck form a basis for the kernel of L.
Suppose that G has clusters C1, . . . , Ck. By definition, clusters have few edges between them, and
so it is useful to write G as the union of two edge-disjoint subgraphs, defined as follows: let Gin =
(V,Ein) have only edges between vertices in the same cluster, while Gout = (V,Eout) consist only of
edges between vertices in different clusters. We emphasize that this is a theoretical construction, as
in practice we of course cannot ascertain whether two vertices are in the same cluster without first
solving the clustering problem, which is precisely what we are trying to do. Denote by Ain and Lin
(resp. Aout and Lout) the adjacency matrix and Laplacian of Gin (resp. Gout). Similarly, dini (resp.
douti ) shall denote the degree of the vertex i in the graph G
in (resp. Gout).
Observe that C1, . . . , Ck are now the connected components of G
in, and so Lin1Ca = 0 for all
a ∈ [k]. Note further that 1Ca is sparse in the sense that it has only |Ca|  n non-zero entries.
Hence we can think of 1Ca as a sparse solution to the linear system L
inx = 0 and consider using
compressive sensing (see §2.2) to solve for 1Ca . This idea is developed further in §3.
For future reference we define the random walk transition matrices P = AD−1 and N :=
D−1/2AD−1/2. We note that the spectra of P,N,A,L are related:
Lemma 2.3. For any matrix B with real eigenvalues let λi(B) denote the i-th smallest eigenvalue,
counted with multiplicity. Then λi(L) = λi(L
sym) while λn−i(N) = λn−i(P ) = 1− λi(L)
Proof. Observe that L = D−1/2LsymD1/2, hence L and Lsym have the same spectrum. Similarly
P = D1/2 (I − Lsym)D−1/2 hence P and N = I − Lsym have the same spectrum. Thus if λ is the
i-th smallest eigenvalue of Lsym it is the i-th largest (and hence the (n − i)-th smallest) eigenvalue
of I − Lsym.
For any S ⊂ V , we denote by GS the induced sub-graph with vertices S and edges all {i, j} ∈ E
with i, j ∈ S. By AGS (resp. LGS ) we mean the adjacency matrix (resp. Laplacian) of the graph
GS . Note that LGS is not a submatrix of L! For any S ⊂ [n] we define an indicator vector 1S ∈ Rn
by (1S)i = 1 if i ∈ S and (1S)i = 0 otherwise. |S| will always denote the cardinality of S. For any
matrix B, by BS we mean the submatrix of B consisting of the columns bi for all i ∈ S.
2.2 Compressive Sensing
Recall for any x ∈ Rn, ‖x‖0 := |supp(x)| = |{i : xi 6= 0}| is the sparsity of x. If ‖x‖0  n we say
that x is sparse. Cande´s, Donoho and their collaborators in [17, 6] pioneered the study of compressive
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sensing, which offers theoretical analysis and algorithmic tools for finding sparse solutions to linear
systems Φx = b, for example by solving the minimization problem:
argmin‖Φx− y‖2 subject to ‖x‖0 ≤ s, (1)
where Φ ∈ Rm×n is referred to as the sensing matrix. Typically, it is assumed that m ≤ n although
this will not be the case in this paper. There are many algorithms available to solve Problem (1),
but the one we shall focus on is the SubspacePursuit algorithm introduced in [14].
Algorithm 1 SubspacePursuit, as presented in [14]
Input variables: measurement matrix Φ, measurement vector y, sparsity parameter ` and number of
iterations J .
Initialization:
(1) S(0) = Ls(Φ>y).
(2) x(0) = arg minz∈RN {‖y − Φz‖2 : supp(z) ⊂ S(0)}
(3) r(0) = y − Φx(0)
for j = 1 : J do
(1) Sˆ(j) = S(j−1) ∪ L`
(
Φ>r(j−1)
)
(2) u = arg min
z∈RN
{‖y − Φz‖2 : supp(z) ⊂ Sˆ(j)}
(3) S(j) = L`(u) and x(j) = H`(u)
(4) r(j) = y − Φx(j)
end for
Here Ls(·) and Hs(·) are thresholding operators:
Ls(v) := {i ∈ [n] : vi among s largest-in-magnitude entries in v}
Hs(v)i :=
{
vi if i ∈ Ls(v)
0 otherwise.
In quantifying whether (1) has a unique solution, the following constant is often used (see [18])
Definition 2.4. The s Restricted Isometry Constant (s-RIC) of Φ ∈ Rm×n, written δs(Φ), is defined
to be the smallest value of δ > 0 such that, for all x ∈ Rn with ‖x‖0 ≤ s, we have:
(1− δ)‖x‖22 ≤ ‖Φx‖22 ≤ (1 + δ)‖x‖22.
If δs(Φ) < 1 we often say that Φ has the Restricted Isometry Property (RIP).
One of the reasons for the remarkable usefulness of compressive sensing is its robustness to error,
both additive (i.e. in y) and multiplicative (i.e. in Φ). More precisely, suppose that a signal yˆ = Φˆx∗
is acquired, but that we do not know the sensing matrix Φˆ exactly. Instead, we have access only to
Φ = Φˆ +M , for some small perturbation M . Can one hope to approximate a sparse vector x∗ from
y, given only Φ? This question is answered in the affirmative by several authors, starting with the
work of [23]. For SubspacePursuit, we have the following result of Li:
Theorem 2.5. Let x∗, y yˆ, Φ and Φˆ be as above and suppose that ‖x∗‖0 ≤ s. For any t ∈ [n], let
δt := δt(Φ). Define the following constants:
y := ‖e‖2/‖yˆ‖2 and sΦ = ‖M‖(s)2 /‖Φˆ‖(s)2
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where for any matrix B, ‖B‖(s)2 := max{‖BS‖2 : S ⊂ [n] and |S| = s}. Define further:
ρ =
√
2δ23s(1 + δ
2
3s)
1− δ23s
and τ =
(
√
2 + 2)δ3s√
1− δ23s
(1− δ3s)(1− ρ) + 2
√
2 + 1
(1− δ3s)(1− ρ)
Assume δ3s ≤ 0.4859 and let x(m) be the output of SubspacePursuit applied to Problem (1) after m
iterations. Then:
‖x∗ − x(m)‖2
‖x∗‖2 ≤ ρ
m + τ
√
1 + δs
1− sΦ
(sΦ + y).
Proof. This is Corollary 1 in [26]. Note that our convention on hats is different to theirs — our Φ is
their Φˆ, hence our ρ is their ρˆ and so on.
It is easy to obtain bounds on the quantity ‖B‖(s)2 :
Lemma 2.6. For any matrix B and any 2 ≤ s ≤ n we have that σs−1(B) ≤ ‖B‖(s)2 ≤ σmax(B) =
‖B‖2, where σj(B) denotes the j-th smallest singular value of B.
Proof. Observe that, for any matrix B,
‖B‖(s)2 := max
S⊂[n]
|S|=s
‖BS‖2 = max
S⊂[n]
|S|=s
σmax(BS),
where σmax(BS) denotes the maximum singular value of BS . Because σmax(BS) = σs(BS), by the
interlacing theorem for singular values (cf. [36]) σs−1(B) ≤ σmax(BS) ≤ σmax(B).
3 The SingleClusterPursuit Algorithm
3.1 The Goodness of Cluster Recovery
We define the cluster extraction problem as follows: given a small set of seed vertices Γ ⊂ V return
a good cluster C# containing Γ. Clearly the notion of “good cluster” is subjective—in the literature
it is frequently taken to mean that C# attains a local minimum of some measure of cluster quality,
such as conductance, defined as :
Cond(S) =
∑
i∈S,j /∈S Aij
vol(S)
.
There exist several algorithms, for example HkGrow [25] and Nibble [34, 35, 10] which are guaranteed
to return a C# with Cond(C#) within some multiple of min{Cond(C) : Γ ⊂ C}.
In this paper, we take a different approach. We consider a probabilistic model of graphs Gn with
planted clusters C1, . . . , Ck and analyze how likely a cluster extraction algorithm A is to return a
good approximation to the correct cluster (ie C#a ≈ Ca) given Γ ⊂ Ca. Let us recall the Jaccard
Index defined as Jac(Ca, C
#
a ) :=
∣∣∣Ca ∩ C#a ∣∣∣ / ∣∣∣Ca ∪ C#a ∣∣∣. The Jaccard index penalizes inaccurate
algorithms as well as algorithms that attempt to “trivially” solve the cluster extraction problem by
returning an overly large set of vertices containing Γ. We now introduce a more precise notion of
cluster extraction:
Definition 3.1. Let Gn be a probabilistic model of (weighted or unweighted) graphs with clusters.
Let A be a cluster extraction algorithm. For any graph G ∼ Gn and a set of seed vertices Γ ⊂ C1
let C#1 denote the output of A. We say that A solves the almost exact cluster extraction problem if
P
[
Jac(C1, C
#
1 ) = 1− o(1)
]
= 1− o(1) as n→∞.
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To the best of the authors’ knowledge, this represents the first attempt to link the cluster extrac-
tion problem to a probabilistic model of graphs. Note that this problem is analogous to the almost
exact recovery problem for partitional graph clustering [1]. We shall maintain the convention that
we are always trying to find C1, and that n1 := |C1|. We shall further assume that C1 is the smallest
cluster, although this is not essential.
3.2 The SingleClusterPursuit Algorithm
We now introduce our two-stage approach. In the first stage, we find a superset Ω which contains
the given seed vertices Γ and (most of) the cluster C1. Intuitively, the first stage, which we formalize
as Algorithm 2, works as follows: We start a random walk on the seed vertices, Γ, and run it for t
steps where t is a user specified parameter. We then rank the vertices by the probability of being
visited by this random walk, and return the (1 + )nˆ1 vertices with largest such probabilities, where
 is a second user specified parameter and nˆ1 is an estimate of n1.
Algorithm 2 RandomWalkThresholding
Input: Adjacency matrix A, a thresholding parameter  ∈ (0, 1), seed vertices Γ ⊂ C1,nˆ1 ≈ n1
and depth of random walk t.
(1) Compute P = AD−1 and let v(0) = D1Γ.
(2) Compute v(t) = P tv(0)
(3) Define Ω = L˜(1+)nˆ1(v(t)).
Output: Ω = Ω ∪ Γ.
If Ω is the output of Algorithm 2 and y := L1Ω, the second step is to solve the sparse recovery
problem:
v# = arg min
v∈Rn
{‖Lv − y‖2 : ‖v‖0 ≤ |Ω| − nˆ1 and supp(v) ⊂ Ω} (2)
Theorem 3.2 will show that in the ideal case where C1 ⊂ Ω, nˆ1 = n1 and Lin = L (so there are no
between-cluster edges) supp(v#) = Ω \ C1, whence one can recover C1 as Ω \ supp(v#). Of course
one would not solve (2) directly, but rather consider the reduced problem:
arg min
x∈R|Ω|
{‖LΩx− y‖2 : ‖x‖0 ≤ |Ω| − nˆ1} (3)
One can easily recover supp(v#) from supp(x#) and we shall abuse notation slightly by writing
supp(x#) when we really mean supp(v#). Note that if |Ω| = (1 + )nˆ1 then |Ω| − nˆ1 = nˆ1. This
leads to the main computational contribution of this paper, Algorithm 3. It follows that, in this
idealized case, Algorithm 3 will indeed return C#1 = C1.
1
Theorem 3.2. Suppose that C1 ⊂ Ω ⊂ V and that GC1 is connected. Suppose further that C1 is
the only cluster contained in Ω. Define yin = Lin1Ω and let n1 = |C1|. Then 1Ω\C1 is the unique
solution to:
arg min
v∈Rn
{‖Linv − yin‖2 : ‖v‖0 ≤ |Ω| − n1 and supp(v) ⊂ Ω} (5)
1Ignore for now the slight discrepancy in sparsity bounds between (3) and (4),ie nˆ1 vs. 1.1nˆ1, this will be explained
later
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Algorithm 3 SingleClusterPursuit
Input: Adjacency matrix A, a thresholding parameter  ∈ (0, 1), seed vertices Γ ⊂ C1,nˆ1 ≈ n1,
depth of random walk t, and rejection parameter R ∈ [0, 1).
(1) Let Ω = RandomWalkThresholding(A, ,Γ, nˆ1, t).
(2) Compute L = I −D−1A and y = L1Ω.
(3) Let x(m) be the solution to
argmin{‖LΩx− y‖2 : ‖x‖0 ≤ 1.1nˆ1} (4)
obtained after m = O(log(n)) iterations of SubspacePursuit.
(4) Let W# = {i : x(m)i > R}.
Output: C#1 = Ω \W#.
Proof. First observe that 1Ω\C1 is feasible for Problem (5). Moreover:
Lin1Ω\C1 − yin = Lin1Ω\C1 − Lin1Ω = Lin
(
1Ω\C1 − 1Ω
)
= −Lin1C1 = 0.
Now, suppose that z ∈ Rn is any other vector also satisfying Linz − yin = 0. We shall show that
such z cannot be feasible for (5). Observe that:
Linz− yin = 0 =⇒ Lin (z− 1Ω) = 0 =⇒ z− 1Ω ∈ ker(Lin).
Because z−1Ω ∈ ker(Lin), by Theorem 2.2, we have z−1Ω =
∑k
b=1 αb1Cb . Suppose that supp(z) ⊂ Ω
whence supp(z−1Ω) ⊂ Ω. By assumption, C1 is the only cluster contained in Ω, hence z−1Ω = α11C1
thus z = 1Ω + α11C1 . Because z 6= 1Ω\C1 we must have that α1 6= −1. But then supp(z) = Ω and
so ‖z‖0 = |Ω| > |Ω| − n1.
Unfortunately, we are not given Lin and Ω may not contain the entirety of C1. The main
theoretical contribution of this paper lies in showing that, under certain mild assumptions on the
type of graph we are considering, Algorithm 3 will still almost exactly recover the cluster of interest.
Specifically, we show:
1. Algorithm 2 finds a “good enough” superset Ω ⊃ C1 (see Theorem 4.3).
2. If one replaces Lin and yin in Problem (5) with L and y := L1Ω to obtain the perturbed
problem:
v# = arg min
v∈Rn
{‖Lv − y‖2 : ‖v‖0 ≤ |Ω| − na and supp(v) ⊂ Ω} (6)
then v# ≈ 1Ω\C1 and more importantly supp(v#) ≈ supp(1Ω\Ca) = Ω \ Ca.
4 Theoretical Guarantees of Success
Here we prove SingleClusterPursuit works for graphs satisfying the assumptions listed below. For
conceptual clarity, we shall take an asymptotic viewpoint, and consider graphs G ∈ Gn as n → ∞.
Note that the graphs under consideration may be weighted or unweighted. We say that a graph
property P holds almost surely for Gn if the probability of a G drawn from Gn not having P is o(1).
Assumptions. Suppose that there exist i = o(1) as n→∞ for i = 1, . . . , 3 such that for all G ∈ Gn:
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(A1) The number k of clusters is O(1) as n→∞.
(A2) For all a ∈ [k] we have that λ2(LGCa ) ≥ 1− 1 and λna(LGCa ) ≤ 1 + 1 almost surely.
(A3) letting ri := d
out
i /d
in
i , ri ≤ 2 for all i ∈ [n] almost surely.
(A4) If dinav := E[dini ] then dinmax ≤ (1 + 3)dinav and dinmin ≥ (1− 3)dinav almost surely.
Note that we can think of (A1)–(A4) as “regularity” requirements for graphs; as they insist
that degrees do not vary too wildly, and that the eigenvalues are well behaved. In Section 6 and
Appendix C we verify that a common model of unweighted graphs with clusters—the Stochastic
Block Model—satisfies these assumptions, so these assumptions are certainly not too restrictive. It
seems probable (and indeed supported by the numerical evidence of §8) that reasonable models of
random weighted graphs satisfy these properties too, although we leave this for future work. Under
these assumptions we are able to state the main result in this paper.
Theorem 4.1. Suppose that Gn satisfies assumptions (A1)–(A4) almost surely as n → ∞. Then
SingleClusterPursuit solves the almost exact extraction problem for Gn for the smallest cluster
C1.
The proof of this result consists of addressing the two issues raised at the end of §3. In §4.1 we
show that the Ω returned by Algorithm 2 is indeed good enough, in a sense that we make precise.
In §4.2 we use a perturbation analysis to show that the solution to a (slightly modified version
of) Problem (6) is a good enough approximation to 1Ω\C1 . Practically speaking, one can think of
Theorem 4.1 as guaranteeing that as long as n is large enough SingleClusterPursuit will work
well, and we verify this experimentally in §8.
4.1 Finding good supersets
In Algorithm 2 we find an Ω ⊂ V such that Ω is relatively small (|Ω| = (1 + )n1 for a user specified
parameter ) but that captures almost all of C1. It will be useful to introduce a name for such sets:
Definition 4.2. Let C1 ⊂ V be a cluster of G ∼ Gn of size n1 = |C1| and let  ∈ (0, 1). If Ω ⊂ V is
such that |Ω| = (1 + )n1, |C1 \ C1 ∩ Ω| = o(n1) and Ca 6⊂ Ω for a = 2, . . . , k then we say that Ω is
an -good superset for C1.
If Gn satisfies assumptions (A1)–(A4) then:
1. GC1 is sufficiently densely connected that after t steps the random walk has a fairly large
probability of visiting every i ∈ C1.
2. C1 is sufficiently weakly connected to V \ C1 that the probability of the random walk leaving
C1 after t steps is fairly small.
Hence, Algorithm 2 which runs a short random walk starting on Γ and takes Ω to be the set of
vertices most likely to be visited, should produce an Ω which is close to our intuitive notion of a
good cluster. Let us quantify this as Theorem 4.3.
Theorem 4.3. Let G ∼ Gn satisfy Assumptions (A1)–(A4). Fix the depth of the random walk
t ≥ 1 and suppose that Γ ⊂ C1 with |Γ| = g2t−13 n1 for any constant g ∈ (0, 1), where 3 is as in
Assumptions (A4)). Let Ω be the output of Algorithm 2 from given inputs: a fixed  ∈ (0, 1), seed
vertices Γ, depth of random walk t and nˆ1 = n1. Then Ω is an -good superset for C1.
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Proof. The proof is left to Appendix A.
Note that (A3) and (A4) easily allows us to bound the volume of sets of vertices, which is required
in the proof of Theorem 4.3:
Lemma 4.4. Suppose that Gn satisfies (A3) and (A4). For any S ⊂ V define volin(S) =
∑
i d
in
i .
Then for any G ∈ Gn we have that:
(1) (1− 3)|S|dinav ≤ volin(S) ≤ (1 + 3)|S|dinav; and (2) volin(S) ≤ vol(S) ≤ (1 + 2)volin(S).
Proof. For part (1), observe that:
volin(S) =
∑
i∈S
dini ≥ |S|dinmin ≥ |S|(1− 3)dinav,
where the final inequality is from (A4). The bound volin(S) ≤ (1 + 3)|S|dinav follows similarly. For
part (2) we note that by assumption (A3) di = d
in
i + d
out
i ≤ dini + 2dini = (1 + 2)dini . Hence:
vol(S) =
∑
i∈S
di ≤
∑
i∈S
(1 + 2)d
in
i = (1 + 2)vol
in(S)
while the lower bound follows simply from the fact that di ≥ dini .
4.2 Extracting C1 from Ω
As outlined in §3, our initial goal was to analyze the problem:
arg min
v∈Rn
{‖Lv − y‖2 : ‖v‖0 ≤ |Ω| − n1 and supp(v) ⊂ Ω}
as a perturbation of the problem:
arg min
v∈Rn
{‖Linv − yin‖2 : ‖v‖0 ≤ |Ω| − n1 and supp(v) ⊂ Ω}
However this was under the assumption that C1 ⊂ Ω, which in light of Theorem 4.3 is too much to
hope for. Hence, we consider the following “unperturbed” problem:
Lemma 4.5. Let Ω be an -good superset for C1. Then 1Ω\C1∩Ω is the unique solution to:
arg min
v∈Rn
{‖Linv − (yin + zin) ‖2 : ‖v‖0 ≤ 1.1n1 and supp(v) ⊂ Ω} (7)
for n1 large enough, where z
in := Lin1C1\Ω∩C1.
Proof. The proof is essentially the same as the proof of Theorem 3.2. As in that proof, we observe that
1Ω\C1∩Ω is feasible for problem (7) because ‖1Ω\C1∩Ω‖0 = |Ω|− |C1 ∩Ω| = (1 + )n1− (1− o(1))n1 =
( + o(1))n1 and by taking n1 to be large enough we may guarantee that the o(1) term is smaller
than 0.1 (the choice of 1.1 is essentially arbitrary. We could pick any multiple of  greater than 1
here). Next we observe that:
Lin1Ω\C1∩Ω −
(
yin + zin
)
= Lin1Ω\C1∩Ω − Lin1Ω − Lin1C1\Ω∩C1 = −Lin (1C1) = 0.
Finally, suppose another u with supp(u) ⊂ Ω also satisfies Linu− (yin + zin) = 0. Then:
0 = Linu− Lin1Ω − Lin1C1\Ω∩C1 = Lin
(
u− 1Ω − 1C1\Ω∩C1
)
= Lin (u− 1Ω∪C1) .
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Thus u − 1Ω∪C1 ∈ ker(Lin) and supp(u − 1Ω∪C1) ⊂ Ω ∪ C1. Again by Theorem 2.2, we have that
u − 1Ω∪C1 =
∑k
a=1 αa1Ca and so u = 1Ω∪C1 +
∑k
a=1 αa1Ca . By assumption C1 is the only cluster
contained in Ω ∪ C1 so αa = 0 for a ≥ 2 and hence, u = 1Ω∪C1 + α11C1 . Because u 6= 1Ω\C1∩Ω
we cannot have α1 = −1. But then supp(u) = Ω ∪ C1 and so u is not feasible as ‖u‖0 ≥ |Ω| =
(1 + )n1 > 1.1n1.
As in §3, Problem (7) is equivalent to the reduced problem:
arg min
x∈R|Ω|
{‖LinΩx− (yin + zin) ‖2 : ‖x‖0 ≤ 1.1n1} (8)
We can now profitably analyze the problem:
arg min
v∈Rn
{‖Lv − y‖2 : ‖v‖0 ≤ 1.1n1 and supp(v) ⊂ Ω} (9)
as a perturbation of Problem (7) or equivalently Problem (4) as a perturbation of Problem (8). Note
that we shall continue to abuse notation slightly by writing supp(x#) when we really mean supp(v#).
Let us quantify this perturbation. Define M := L− Lin and e := y − (yin + zin) = (y − yin)− zin.
Recall from Theorem 2.5, that the three key parameters in perturbed compressive sensing are the
restricted isometry constant of L and:
y =
‖e‖2
‖yin + zin‖2 and 
s
L =
‖MΩ‖(s)2
‖LinΩ‖(s)2
(10)
as well as two secondary quantities, ρ and τ . We prove the following:
Theorem 4.6. Suppose that Gn satisfies (A1)–(A4). Then for any γ ∈ (0, 1):
1. y = o(1) and 
γn1
L = o(1).
2. δγn1(LΩ) ≤ γ + o(1).
3. If δ3s(LΩ) ≤ 0.45 then ρ ≤ 0.8751 and τ ≤ 55.8490 for any s ∈ (0, n1/3).
Proof. Part (3) follows by direct computation. For parts (1) and (2) see Appendix B.
We are now able to prove a quantified version of Theorem 4.1:
Theorem 4.7. SingleClusterPursuit with parameters  ∈ (0, 0.13], nˆ1 = n1, R = 0.5 and Γ
satisfying |Γ| = g2t−13 n1 solves the almost exact extraction problem for G ∼ Gn if Gn satisfies
assumptions (A1)–(A4).
Proof. For notational convenience, let s = 1.1n1. Recall that x
(m) is the solution obtained by m =
O(log(n)) iterations of SubspacePursuit on Problem 4, which we are regarding as a perturbation
of Problem 8. Because  ≤ 0.13 we have that s ≤ 0.145n1 and so by Theorem 4.6 part (2) δs(LΩ) ≤
0.145n1 + o(1) < 0.15 for n1 large enough. Similarly δ3s(LΩ) ≤ 0.45, again for n1 large enough. It
follows from Theorem 4.6 part (3) that ρ ≤ 0.8751 and τ ≤ 55.8490. We now appeal to Theorem 2.5
to obtain:
‖1Ω\(C1∩Ω) − x(m)‖2
‖1Ω\(C1∩Ω)‖2
≤ ρm + τ
√
1 + δs
1− sΦ
(sΦ + y).
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The second term on the right-hand side is o(1) by Theorem 4.6. As long as m ≥ logρ(1/n) =
O(log(n)), we obtain that ρm = 1/n = o(1) too. Thus:
‖1Ω\(C1∩Ω) − x(m)‖2
‖1Ω\(C1∩Ω)‖2
≤ o(1) =⇒ ‖1Ω\(C1∩Ω) − x(m)‖2 ≤ o
(‖1Ω\(C1∩Ω)‖2)
as established in the proof of Lemma 4.5, |Ω \ (C1 ∩ Ω)| = ( + o(1))n1 and so ‖1Ω\(C1∩Ω)‖2 =√
(+ o(1))n1. It follows that ‖1Ω\(C1∩Ω) − x(m)‖2 = o(
√
n1).
Observe that:
Jac(C1, C
#
1 ) =
|C1 ∩ C#1 |
|C1 ∪ C#1 |
=
|C1 ∪ C#1 | − |C1 \ C#1 | − |C#1 \ C1|
|C1 ∪ C#1 |
= 1− |C1 4 C
#
1 |
|C1 ∪ C#1 |
≥ 1− |C1 4 C
#
1 |
|C1| ,
where 4 denotes the symmetric set difference. By definition (see step (4) of Algorithm 3) W# = {i :
x
(m)
i > 0.5}. It will follow from Lemma 4.8 that |W#4 (Ω \ (Ω ∩ C1)) | = o(n1). As C#1 = Ω \W#,
it then follows that |C#1 4 Ω ∩ C1| = o(n1). Accounting for U := C1 \ Ω ∩ C1, we have that
|C1 4 C#1 | = |(Ω ∩ C1)4 C#1 |+ |U | = o(n1) + o(n1) = o(n1)
whence Jac(C1, C
#
1 ) = 1− o(n1)/n1 = 1− o(1) as desired.
Lemma 4.8. Let T ⊂ [n] and v ∈ Rn. Define W1 = {i : vi > 0.5} ⊂ [n]. If ‖1T − v‖2 ≤ D then
|T 4W1| ≤ 4D2.
Proof. Define W2 = [n] \W1 and write v = vW1 + vW2 where vWi denotes the part of v supported
on Wi. Write:
‖1T − v‖2 = ‖1T∩W1 − (vW1)T∩W1‖2 + ‖(vW1)W1\T ‖2 + ‖1T\W1 − vW2‖2
Now ‖(vW1)W1\T ‖2 ≥ 0.25|W1 \ T | and ‖1T\W1 − vW2‖2 ≥ 0.25|T \W1|. It follows that:
0.25|T 4W1| = 0.25 (|T \W1|+ |W1 \ T |) ≤ ‖(vW1)W1\T ‖2 + ‖1T\W1 − vW2‖2 ≤ ‖1T − v‖2.
Hence |T 4W1| ≤ 4D2.
5 Computational Complexity
In this section we bound the number of operations that SingleClusterPursuit requires. Let Tm
denote the cost of a matrix-vector multiply with A, L or P (they are all of the same magnitude).
1. The cost of RandomWalkThresholding (step (1) of SingleClusterPursuit) is dominated by:
• The t matrix-vector multiplies required to compute v(t), giving a cost of O(tTm).
• The sorting of the entries of v(t) ∈ Rn, which requires O(n log(n)) operations.
Giving a net run time of O(n log(n) + tTm).
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2. Steps (2)–(4) of SingleClusterPursuit are dominated by the cost of the call to SubspacePursuit
(see Algorithm 1) in step (3) which costs m times the cost of each iteration. We now bound
the cost of each iteration. The cost of the j-th iteration is dominated by the cost of solving
the least squares problem:
arg min
z∈Rn
{
‖LΩz− y‖2 : supp(x) ⊂ Sˆj
}
.
(step (4) in the “for” loop of Algorithm 1). Because of the support condition, and because
|Sˆj | = 2s := 2(1.1nˆ1), this is equivalent to the least squares problem:
arg min
z∈R2s
{∥∥LSˆjz− y∥∥2} (11)
We recommend using an iterative method, such as conjugate gradient (in our implementation
we use MATLAB’s lsqr operation). Fortunately, as pointed out in [30], the matrix in question,
LSˆj is extremely well conditioned. This is because δ2s(L) ≤ δ3s(L) ≤ 0.45, as shown in the
proof of Theorem 4.7. By [30], specifically Proposition 3.1 and the discussion of §5, this implies
that the condition number is small:
κ(L>
Sˆj
LSˆj ) :=
λmax(L
>
Sˆj
LSˆj )
λmin(L>SˆjLSˆj )
≤ 1 + δ2s
1− δ2s ≤ 2.64
The upshot of this is that it only requires a constant number of iterations of conjugate gradient
to approximate the solution to the least-squares Problem (11) to within an acceptable tolerance.
Indeed, Corollary 5.3 of [30] argues that three iterations suffices. We play it safe by performing
ten iterations. The cost of each iteration of conjugate gradient is equal to (a constant times)
the cost of a matrix vector multiply by LSˆj or L
>
Sˆj
, which is Tm. Hence the total cost of step (3)
of SingleClusterPursuit is O(mTm) = O(log(n)Tm) because we are taking m = O(log(n)).
Hence, we get that the number of operations required is O (tTm + log(n)Tm + n log(n)). Because
we take t, the depth of the random walk, to be constant with respect to n, the asymptotic complexity
of SingleClusterPursuit is O((Tm + n) log(n). If A is stored as a sparse matrix, then Tm =
O(ndmax). Thus in this case we get an asymptotic run time of O(ndmax log(n)).
6 The Stochastic Block Model Satisfies our Assumptions
Here we verify that a well-studied model of graphs with clusters, namely the stochastic block model,
satisfies Assumptions (A1)–(A4) of §4. We first remind the reader of the simpler Erdo˝s - Re`nyi
model:
Definition 6.1. We say G = (V,E) is drawn from the Erdo˝s - Re`nyi model on n vertices with
parameter p (and write G ∼ ER(n, p)) if V = [n] and P[{i, j} ∈ E] = p for i, j ∈ V , with all such
probabilities being independent.
Definition 6.2 ([22, 1]). Let n = (n1, . . . , nk) be a vector of positive integers, and let P be a k × k
symmetric matrix with entries Pab ∈ [0, 1] for all a, b. We say a graph G = (V,E) is drawn from the
Stochastic Block Model (written G ∼ SBM(n, P )) if there exists a partition V = C1 ∪ C2 . . . ∪ Ck
with |Ca| = na such that any vertices i ∈ Ca and j ∈ Cb are connected by an edge with probability
Pab, and all edges are inserted independently.
12
Note that if G ∼ SBM(n, P ) then each GCa ∼ ER(na, Paa). Without loss of generality, we shall
assume that n1 ≤ n2 ≤ . . . ≤ nk. In Appendix C, we prove the following:
Theorem 6.3. Suppose that n1 → ∞, Paa = ω log(n)/na for any ω → ∞ and Pab = (β +
o(1)) log(n)/n for any a 6= b where β is a constant. Then SBM(n, P ) satisfies assumptions (A1)–
(A4).
As a consequence of this theorem we have:
Corollary 6.4. SingleClusterPursuit solves the Almost Exact Cluster Extraction Problem for
SBM(n, P ) with parameters as in Theorem 6.3.
7 Comparison with Existing Algorithms
The first step of SingleClusterPursuit, which we call RandomWalkThresholding, has many simi-
larities with diffusion based local clustering methods such as Nibble [34, 35], PageRank-Nibble [3],
the approaches suggested by Chung and collaborators [9, 10, 13] and the Heat Kernel method of
Kloster and Gleich [25]. There is, however, a key difference. All of the aforementioned algorithms
attempt to directly find a good cluster. Hence they all proceed by running a diffusive process (ei-
ther a random walk or heat flow) starting at Γ and ranking the vertices by the probability of being
visited by this process. They then perform a sweep cut (see [9] for a definition) and return the set
Ω which optimizes some measure of goodness-of-cluster, typically conductance. As a result, they
have a tendency to return small, tight clusters whose size does not scale with the size of the graph.
Our approach however is intended to be used as stage one in a two stage approach. As such, the
focus of Algorithm 2 is not returning a good cluster, but returning a set Ω which contains a good
cluster. We mention that the Locally-Biased Spectral Approximation (LBSA) algorithm of [33] bears
some resemblance to this two stage approach, as it uses a diffusive process to find an Ω ⊂ V likely
to contain the cluster containing Γ and then uses a second random walk on GΩ starting from Γ to
obtain p(k) before performing a sweep-cut on p(k).
We note that the two-step approaches of Bindel et al such as LEMON, LOSP and LOSP++ [21, 27, 28]
also bear some resemblance to our approach. In LOSP and LOSP++ after using a random walk or a
breadth-first search to sample a Ω ⊂ V likely to contain C1, a sparse recovery problem is then set
up. Specifically, a d-dimensional Krylov subspace is created as Vk,d := span
{
pk, . . . ,p(k+d−1)
}
and
then the `1 minimization problem:
y# = arg min {‖y‖1 : y ∈ Vk,d, y|Γ = (1/|Γ|) 1Γ and y ≥ 0} (12)
is solved, after which a sweep cut is done on y# and a C#1 is returned. We emphasize that although
Problem (12) is motivated as a relaxation of a sparse recovery problem, specifically:
y# = arg min {‖y‖0 : y ∈ Vk,d, y|Γ = (1/|Γ|) 1Γ and y ≥ 0}
this is very different to the sparse recovery problem used in SingleClusterPursuit. Moreover, the
use of a greedy algorithm such as SubspacePursuit in lieu of the convex optimization problem of `1
minimization results in a significant speedup.
Finally, we mention the Extraction of Statistically Significant Communities (ESSC) approach of
Wilson et al [39]. Here, the emphasis is on finding significant clusters, i.e. subsets C ⊂ V with a
significant difference between in-cluster and out-of-cluster connectivity, and in particular ESSC will
return the empty set if it determines that no such cluster exists. However, this additional flexibility
is gained at the cost of slower run time, and in practice we have found this algorithm to be unsuitable
for large graphs.
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Figure 2: Stylized representations of the adjacency matrices for the two synthetic experiments. Note
that the actual graphs used in experiments 1 and 2 have significantly less densely connected clusters.
8 Numerical Experiments
We compared SingleClusterPursuit with three baseline algorithms, namely ESSC [39], LBSA [33]
and HKGrow [25]. Further details on the implementation of these algorithms can be found in Ap-
pendix D. We justify the choice of these benchmark algorithms as follows. In [25] HkGrow is shown
to perform at least as well as PageRank-Nibble, while in [33] it is shown that LBSA generally out-
performs the earlier algorithms of the same authors, namely LEMON and LOSP++. In [39] it is shown
that ESSC exhibits superior performance on social network data. Hence, we regard these three al-
gorithms as fair representatives of the state of the art. Note that in some figures we abbreviate
SingleClusterPursuit to SCP.
8.1 Synthetic Data Sets
We consider graphs drawn from SBM(n(i), P (i)) for two different sets of parameters. We set n(1) =
(n1, 1.5n1, 2.5n1, 5n1) and n
(2) = (n1, 10n1) and vary n1 from 200 to 600 in increments of 100. We
take P (1) to be as in Theorem 6.3, with ω = log(n)/5 and β = 1. We take P (2) =
[
2 log2(n)/n log(n)/n
log(n)/n log(n)/n
]
.
Typical adjacency matrices2 are shown in Figure 2, with the values P
(1)
aa for a = 1, . . . , 4 and P
(2)
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increased to make the cluster structure more visible. In all cases we focus on extracting the first
cluster, C1. SingleClusterPursuit, LBSA and HKGrow are seeded with Γ drawn uniformly at random
from C1 with |Γ| = 0.02n1 while ESSC is seeded with the neighborhood of the highest degree vertex
in the cluster of interest, as done in [39]. We perform ten independent trials for each value of n1.
The results of these experiments are presented in Figure 3.
8.2 Social Networks.
The facebook100 dataset consists of anonymized Facebook friendship networks at 100 American
universities, and was first introduced and studied in [37]. Certain demographic markers (year of
entry, residence etc.) were also collected in an anonymized format. We focus on four schools,
California Institute of Technology (Caltech), Rice, University of California, Santa Cruz (UCSC) and
Smith College, identified in [37] as being most strongly clustered by residence. We treat the residence
assignments as the ground truth clusters. For each cluster, we run each algorithm ten times, each
2In all cases, the adjacency matrice are randomly permuted to hide the cluster structure before they are passed to
the algorithms
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Figure 3: Results for the Stochastic Block Model. Top row: SBM(n(1), P (1)). Bottom row:
SBM(n(2), P (2)). From left to right within each row: The Jaccard index, (logarithm of) run time
and box plots of the Jaccard indices for SingleClusterPursuit, all as a function of n1.
time with a different set of uniformly randomly selected seed vertices. For SingleClusterPursuit,
HKGrow and LBSA the seed set consists of 5 randomly selected vertices. For ESSC, the seed set is the
neighborhood of a certain vertex in the ground truth cluster. We tried taking this vertex to be the
highest degree vertex in the cluster (as in [39]) as well as selecting this vertex uniformly at random.
Experimentally, we observed better results for the latter, so we report these. We note that for the
larger networks (i.e. Smith, Rice and UCSC) ESSC did not converge within a reasonable amount of
time. Important properties of the networks are reported in Table 1, while results are presented in
Figure 4
Vertices Clusters Max cluster size Min cluster size Mean cluster size
Caltech 769 8 99 44 74.63
Smith 2970 36 113 12 70.17
Rice 4087 9 414 382 396
UCSC 8991 10 925 622 773.7
Table 1: Basic properties of the four social networks studied.
8.3 Machine Learning Benchmarks
Typically, the data points in such data sets are presented as real-valued vectors, for example, vector-
ized grayscale images. Thus, it is first neccessary to preprocess the data into a weighted K Nearest
Neighbors (K-NN) graph. We use the procedure presented in [24] and described in detail Appendix
D.
COIL This dataset is constructed from the COIL-100 dataset by Chapelle et al and presented in
[7]. It consists of n = 1500 images of 24 different objects from a variety of different angles. The
objects are divided into 6 categories, and there are 250 images per category. The images are then
downsampled, blurred and partially occluded to create a more challenging data set.
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Figure 4: Results for Social Networks. Top row: Jaccard indices. Bottom row: (logarithm of) run
times. From left to right within in each row: CalTech, Smith, Rice, UCSB.
Figure 5: From left to right: A sample COIL image, with occlusions represented by x’s, from [7]. A
random sample of 100 OptDigits images and a random sample of 100 MNIST images.
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Figure 6: Results for Machine Learning Benchmarks. Top row: COIL. Middle row: OptDigits.
Bottom row: MNIST. From left to right within each row: The Jaccard index, the (logarithm of) run
time and box plots of the Jaccard indices for SingleClusterPursuit, all as a function of the amount
of labeled data.
OptDigits. This data set consists of grayscale images of handwritten digits 0–9 of size 8 × 8.
There are n = 5620 images and the clusters are fairly well balanced with approximately 560 images
of each digit.
MNIST. This data set also consists of grayscale images of the handwritten digits 0–9 although
here there are n = 70 000 images, all of size 28× 28. There are approximately 7 000 images of each
digit.
The results, for increasing sizes of Γ, are presented in Figure 6. All results are averaged over all
classes and over ten independent trials per class.
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Appendix A Proof of Theorem 4.3
Before proving this theorem we prove the following lemma:
Lemma A.1. Let G ∈ Gn satisfies Assumptions (A1)–(A4). If NGC1 := D
−1/2
GC1
AGC1D
−1/2
GC1
and
U,Γ ⊂ C1 then: ∣∣∣∣〈D1/2GC1 1U , N tGC1D1/2GC1 1Γ〉 − volin(U)volin(Γ)volin(GC1)
∣∣∣∣ ≤ t1√volin(U)volin(Γ)
Proof. From the proof of Lemma 2 in [11] (note that they use MGC1 instead of NGC1 ) we get that:∣∣∣∣〈D1/2GC1 1U , N tGC1D1/2GC1 1Γ〉 − volin(U)volin(Γ)volin(GC1)
∣∣∣∣ ≤ λn1−1(NGC1 )t√volin(U)volin(Γ)
By Lemma 2.3 and (A2) we get that λn1−1(NGC1 ) = 1− λ2(LGC1 ) ≤ 1.
Proof of Theorem 4.3. Recall the definition of -good superset (cf. Definition 4.2). By construction,
|Ω| = (1 + )n1 thus we need to verify that |C1 \Ω ∩C1| = o(n1). Let U = C1 \ (C1 ∩ Ω) denote the
“missed” indices, and W = Ω \ (C1 ∩ Ω) denote the “bad” indices (i.e. vertices in Ω that are not in
C1). Let |U | = un1, in which case |W | = (+ u)n1. We prove that u = o(1).
By definition, Ω is the set of the (1 + )n1 largest entries in v
(t) := P tD1Γ. Because U is not in
Ω, but W is, we must have v
(t)
i ≤ v(t)j for every i ∈ U and j ∈W . We sum first over j ∈W and then
sum over i ∈ U to obtain:
v
(t)
i ≤ v(t)j ⇒ (+ u)n1v(t)i ≤
∑
j∈W
v
(t)
j =⇒ (+ u)n1
∑
i∈U
v
(t)
i ≤ un1
∑
j∈W
v
(t)
j .
It follows that: ∑
i∈U
v
(t)
i ≤
u
+ u
∑
j∈W
v
(t)
j ≤
∑
j∈W
v
(t)
j . (13)
Looking ahead, we shall show that if inequality (13) holds then u = o(1).
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We first show that the term on the left-hand side of inequality 13, i.e. the sum over the vertices
in C1 that were missed by Ω, is necessarily quite large. We do this by relating P to P
in, the random
walk transition matrix for the graph Gin. Note that Gin is a disjoint union of the graphs GCa . For
every i ∈ [n], define qi := dini /di. Observe that 1/di = qi/dini and thus D−1 = D−1in Q where Q is the
diagonal matrix with (i, i)-th entry qi. Now:
P = AD−1 =
(
Ain +Aout
)
D−1 = Ain
(
D−1in Q
)
+AoutD−1 = P inQ+AoutD−1.
Observe that P , P inQ and AoutD−1 all have non-negative entries. It follows that for any non-negative
vector x: Px and P inQx are also non-negative and Px ≥ P inQx, where the inequality should be
interpreted componentwise. One can the extend the inequality by iterated multiplication:
P tx ≥ (P inQ)t x ≥ qtmin (P in)t x
and again the inequality should be interpreted componentwise. Now:∑
i∈U
v
(t)
i = 〈1U ,v(t)〉 = 〈1U , P tD1Γ〉 ≥ 〈1U , qtmin
(
P in
)t
D1Γ〉 = qtmin〈1U ,
(
P in
)t
Din1Γ〉
= qtmin〈1U ,
(
PGC1
)t
DGC1 1Γ〉, (14)
where the final line follows as U,Γ ⊂ C1.
Our goal now is to bound the quantity 〈1U ,
(
PGC1
)t
DGC1 1Γ〉. One can rearrange the iterated
matrix product slightly:(
PGC1
)t
=
(
AGC1D
−1
GC1
)t
= AGC1D
−1
GC1
AGC1D
−1
GC1
. . . AGC1D
−1
GC1
= D
1/2
GC1
(
D
−1/2
GC1
AGC1D
−1/2
GC1
)(
D
−1/2
GC1
AGC1D
−1/2
GC1
)
. . .
(
D
−1/2
GC1
AGC1D
−1/2
GC1
)
D
−1/2
GC1
= D
1/2
GC1
N tGC1
D
−1/2
GC1
,
Hence, we have
〈1U ,
(
PGC1
)t
DGC1 1Γ〉 = 〈1U ,
(
D
1/2
GC1
N tGC1
D
−1/2
GC1
)
DGC1 1Γ〉
= 〈D1/2GC1 1U , N
t
GC1
D
1/2
GC1
1Γ〉 ≥ vol
in(U)volin(Γ)
volin(GC1)
− t1
√
volin(U)volin(Γ),
where the final inequality follows from Lemma A.1. Returning to (14):∑
i∈U
v
(t)
i ≥ qtmin
(
volin(U)volin(Γ)
volin(GC1)
− t1
√
volin(U)volin(Γ)
)
. (15)
We now consider the right hand side of (13), i.e. the sum over W . Because W ⊂ V \ C1 we have
that: ∑
j∈W
v
(t)
j ≤
∑
j∈V \C1
|v(t)j | = ‖v(t)V \C1‖1
Thus it remains to bound ‖v(t)V \C1‖1. Observe that:
v
(t)
V \C1 = A
inD−1v(t−1)V \C1 +
(
AoutD−1v(t−1)
)
V \C1
.
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Clearly ∥∥∥∥(AoutD−1v(t−1))V \C1
∥∥∥∥
1
≤
∥∥∥AoutD−1v(t−1)∥∥∥
1
and so
‖v(t)V \C1‖1 ≤ ‖A
inD−1v(t−1)V \C1‖1 + ‖A
outD−1v(t−1)‖1 ≤ ‖AinD−1‖1‖v(t−1)V \C1‖1 + ‖A
outD−1‖1‖v(t−1)‖1
Moreover: ‖AinD−1‖1 = maxj
∑
i
Ainij
dj
= maxj
dinj
dj
≤ 1 and similarly ‖AoutD−1‖1 = maxj d
out
j
dj
≤
maxj rj ≤ 2 by assumption (A2). Thus ‖v(t)V \C1‖1 ≤ 1‖v
(t−1)
V \C1‖1 + 2‖v(t−1)‖1. Solving this recursion
relation we obtain:
‖v(t)V \C1‖1 ≤ 2
t−1∑
s=0
‖v(s)‖1 + ‖v(0)V \C1‖1
Because v(0) = D1Γ and Γ ⊂ C1, it follows that ‖v(0)V \C1‖1 = 0 and ‖v(0)‖1 = vol(Γ). Because
‖P‖1 = 1 it follows that ‖v(s)‖1 = ‖v(0)‖1 = vol(Γ) for all s. Thus:∑
j∈W
v
(t)
j ≤ ‖v(t)V \C1‖1 ≤ t2vol(Γ) ≤ t2(1 + 2)vol
in(Γ), (16)
where the final inequality follows from Lemma 4.4. Now let us put this all together. Returning to
(13) with (15) and (16) in hand:
qtmin
(
volin(U)volin(Γ)
volin(GC1)
− t1
√
volin(U)volin(Γ)
)
≤ t2(1 + 2)volin(Γ) (17)
=⇒qtmin
(
volin(U)
volin(GC1)
− t1
√
volin(U)
volin(Γ)
)
≤ t2(1 + 2). (18)
From Lemma 4.4 and the assumptions on |U | and |Γ|:
volin(U)
volin(GC1)
≥ (1− 3)d
in
av|U |
(1 + 3)dinav|C1|
=
(1− 3)un1
(1 + 3)n1
=
1− 3
1 + 3
u
volin(U)
volin(Γ)
≤ (1 + 3)d
in
av|U |
(1− 3)dinav|Γ|
≤ (1 + 3)
(1− 3)
u
g2t−11
Finally because qi = 1− ri it follows that qmin ≥ 1− 2. Putting this all into equation (18):
(1− 2)t
(
1− 3
1 + 3
u− 1/21
√
(1 + 3)
(1− 3)
u
g
)
≤ t2(1 + 2)
At this stage it is illuminating to use the assumption that 1, 2, 3 = o(1). Observe that:
1− o(1)
1 + o(1)
= 1− o(1), 1 + o(1)
1− o(1) = 1 + o(1), and (1− o(1))
t = 1− o(1)
where the final equality follows as t is constant with respect to n. Hence:
(1− o(1))u− o(√u) ≤ o(1) =⇒ u ≤ o(1) + o(u).
This is only possible if u = o(1).
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Appendix B Restricted Isometry Property for Laplacians
In this section, we prove parts (1) and (2) of Theorem 4.6. We proceed via a series of lemmas.
B.1 Restricted Isometry Property for Lin
Lemma B.1. Let G be any connected graph on n0 vertices, and let s < n0. Let λi := λi(L) denote
the i-th smallest eigenvalue of L. Then:
δs(L) ≤ max{1− λ22
(
dmin
dmax
− dmax
dmin
s
n0
)
, λ2max − 1}.
Proof. Recall that the s-Restricted Isometry Constant δs(L) is the smallest δ such that, for any v
with ‖v‖0 ≤ s and ‖v‖2 = 1: (1− δ) ≤ ‖Lv‖22 ≤ (1 + δ). The RHS bound is straightforward since
‖Lv‖2 ≤ ‖L‖2‖v‖2 = λmax(1) = λmax.
The LHS bound requires some work. Recall that L = I −D−1A. This matrix is not symmetric, but
Lsym = I−D−1/2AD−1/2 is. By Lemma 2.3 L and Lsym have the same eigenvalues. Let w1, . . . ,wn0
be an orthonormal eigenbasis for Lsym. These eigenvectors are well studied (see, for example, [8])
and in particular w1 =
1√
vol(G)
D1/21 where 1 is the all-ones vector. Observe that:
Lv = D−1/2
(
D1/2LD−1/2
)
D1/2v = D−1/2LsymD1/2v = D−1/2Lsymz,
where z := D1/2v. It follows that:
‖Lv‖2 = ‖D−1/2Lsymz‖2 ≥ 1√
dmax
‖Lsymz‖2. (19)
Express z in terms of the orthonormal basis {w1, . . . ,wn}, namely z =
∑n0
i=1 αiwi. Then:
‖Lsymz‖22 = ‖
n0∑
i=1
αiλiwi‖22 = ‖
n0∑
i=2
αiλiwi‖22 ≥ λ22
(
n0∑
i=2
α2i
)
and
∑n0
i=2 α
2
i = ‖z‖22 − α21. We now bound ‖z‖2 and α1.
‖z‖22 = ‖D1/2v‖22 ≥
(√
dmin
)2 ‖v‖22 = dmin
while:
α1 = 〈z,w1〉 = 〈D1/2v, 1√
vol(G)
D1/21〉 = 1√
vol(G)
〈v, D1〉 ≤ dmax√
vol(G)
〈v,1〉.
We now use the assumptions on v. Specifically 〈v,1〉 ≤ ‖v‖1 ≤
√
s‖v‖2 =
√
s and so
α1 ≤ dmax
√
s√
vol(G)
≤ dmax
√
s√
dminn0
=
dmax√
dmin
√
s√
n0
.
Returning to equation (19):
‖Lv‖22 ≥
1
dmax
‖Lsymz‖22 ≥
1
dmax
λ22
(
dmin − d
2
max
dmin
s
n0
)
= λ22
(
dmin
dmax
− dmax
dmin
s
n0
)
.
These yield the desired estimate.
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Theorem B.2. Let G ∼ Gn with Gn satisfying (A2) and (A4). Then for any γ ∈ (0, 1), we have
that δγn1(L
in) ≤ γ + o(1).
Proof. Firstly, observe that Lin is block diagonal with blocks LGCa , and for any block diagonal matrix
we have that δs(L
in) = maxa δs(LGCa ). By Lemma B.1 we have that:
δs(LGCa ) ≤ max{1− λ2(LGCa )2
(
dinmin
dinmax
− d
in
max
dinmin
s
n0
)
, λmax(LGCa )
2 − 1}. (20)
From assumption (A4) we get that:
dinmin
dinmax
=
1− 3
1 + 3
= 1− o(1) and d
in
max
dinmin
=
1 + 3
1− 3 = 1 + o(1).
From assumption (A2) we get that:
λ2(LGCa )
2 ≥ (1− 1)2 = 1− 21 + 21 = 1− o(1)
and similarly λmax(LGCa )
2 − 1 = o(1). Plugging this in to (20) with s = γn1 gives:
δγn1(LGCa ) ≤ max
{
γn1
na
+ o(1), o(1)
}
=
γn1
na
+ o(1) ⇒ δγn1(Lin) ≤ γ + o(1).
B.2 Bounding the size of the Perturbation
Theorem B.3. Suppose that G ∼ Gn with Gn satisfying (A3). If L denotes the Laplacian of G and
M := L− Lin then ‖M‖2 ≤ o(1).
Proof. Letting δij denote the Kronecker delta symbol, observe that
Lij := δij − 1
di
Aij = δij − 1
dini + d
out
i
(
Ainij +A
out
ij
)
.
Earlier we defined ri = d
out
i /d
in
i . We now use the following easily verifiable one dimensional version
of the Woodbury formula:
1
dini + d
out
i
=
1
dini
− 1
dini
(
ri
ri + 1
)
.
Thus:
Lij = δij −
(
1
dini
− 1
dini
(
ri
ri + 1
))(
Ainij +A
out
ij
)
=
(
δij − 1
dini
Ainij
)
− 1
dini
Aoutij +
1
dini
(
ri
ri + 1
)(
Ainij +A
out
ij
)
= Linij −
1
dini
(
1− ri
ri + 1
)
Aoutij +
1
dini
(
ri
ri + 1
)
Ainij
= Linij −
1
dini
(
1
ri + 1
)
Aoutij +
1
dini
(
ri
ri + 1
)
Ainij .
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That is, Mij = − 1dini
(
1
ri+1
)
Aoutij +
1
dini
(
ri
ri+1
)
Ainij . To bound the spectral norm we use Gershgorin’s
disks, noting that Mii = 0 for all i:
‖M‖2 = max
i
{|µi| : µi eigenvalue of M} ≤ max
i
∑
j
|Mij |
= max
i
1
dini
(
1
ri + 1
)∑
j
Aoutij +
1
dini
(
ri
ri + 1
)∑
j
Ainij
= max
i
{
1
dini
(
1
ri + 1
)
(douti ) +
1
dini
(
ri
ri + 1
)
(dini )
}
= max
i
{(
ri
ri + 1
)
+
(
ri
ri + 1
)}
≤ 2 max
i
ri ≤ 22 = o(1)
by (A3).
Theorem B.4. Suppose that G ∼ Gn with Gn satisfying (A1)–(A4). If L denotes the Laplacian of
G and Ω is an -good superset for C1 then y = o(1) and 
γn1
L = o(1) for any γ ∈ (0, 1).
Proof. Recall that y =
‖e‖2
‖yin + zin‖2 and 
γn1
L =
‖MΩ‖(γn1)2
‖LinΩ‖(γn1)2
. From the proof of Lemma 4.5 we have
yin + zin = Lin1Ω\(C1∩Ω) and ‖1Ω\(C1∩Ω)‖0 = |Ω \ (C1 ∩Ω)| = (+ o(1))n1 ≤ 1.1n1 for large enough
n1. Using the bound on the restricted isometry constant of L
in from Theorem B.2 we have:
‖yin + zin‖22 = ‖Lin1Ω\(C1∩Ω)‖22 ≥
(
1− δ1.1n1(LinΩ )
) ‖1Ω\(C1∩Ω)‖22
≥ (1.1− o(1)) |Ω \ (C1 ∩ Ω)| ≥ (1.1− o(1)) n1
Thus ‖yin + zin‖2 ≥
√
((1.1− o(1))√n1. On the other hand, ‖e‖2 ≤ ‖y − yin‖2 + ‖zin‖2 and:
‖y − yin‖2 = ‖LΩ1Ω − LinΩ1Ω‖2 = ‖MΩ1Ω‖2 ≤ ‖MΩ‖2‖1Ω‖2 ≤ o(1)
√
(1 + )n1
while:
‖zin‖2 = ‖Lin1C1\Ω∩C1‖2 ≤ ‖Lin‖2‖1C1\Ω∩C1‖2 ≤ 2
√
|C1 \ Ω ∩ C1| = 2o(1)√n1
Thus:
y =
‖e‖2
‖yin + zin‖2 ≤
o(1)
(√
(1 + ) + 2
)√
n1√
((1.1− o(1))√n1
= o(1)
as  is a constant, i.e. independent of n1. The bound on 
γn1
L is easier. By Lemma 2.6 and Property
3:
‖LinΩ‖(γn1)2 ≥ σγn1−1(LinΩ ) ≥ σγn1−2(Lin) = λk+1(Lin)
as long as γn1 ≥ k+3, which is certainly the case for large enough n1. Note that the second inequality
follows from the interlacing property for singular values [36]. Because λ1(LGC1 ) = . . . = λ1(LGCk ) = 0
and the spectrum of Lin is the union of the spectra of the LGCa , it follows that:
λk+1
(
Lin
)
=
k
min
a=1
λ2(LGCa ) ≥ 1− 1 = 1− o(1)
by (A1). By Theorem B.3 and Lemma 2.6 ‖MΩ‖(γn1)2 ≤ ‖MΩ‖2 ≤ ‖M‖2 = o(1). It follows that:
γn1L =
‖MΩ‖(γn1)2
‖LinΩ‖(γn1)2
=
o(1)
1− o(1) = o(1).
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B.3 Restricted Isometry Property for L
Finally, we extend from δs(L
in) to δs(L) using the following result of Herman and Strohmer (cf. [23]):
Theorem B.5. Suppose that Φ = Φˆ +M . Let δˆs and δs denote the s restricted isometry constants
of Φˆ and Φ respectively. Then:
δs ≤ (1 + δˆs) (1 + sΦ)2 − 1.
Corollary B.6. Let L denote the Laplacian of G ∼ Gn satisfying (A1)–(A4). Then δγn1(L) ≤ γ+o(1)
for any γ ∈ (0, 1).
Proof. By Theorem B.5 we have that:
δγn1(L) ≤ (1 + δγn1(Lin))(1 + γn1L )2 − 1.
Substituting the values of δγn1(L
in) and γn1L from Theorems B.2 and B.4 yields the claim.
Appendix C Showing the SBM satisfies our assumptions
Here we verify that SBM(n, P ) satisfies the assumptions (A1)–(A4), under the hypotheses of Theorem
6.3. Recall that we are assuming that Pab = (β+o(1)) log(n)/n for a 6= b, and that Paa = ω log(n)/na
for a = 1, . . . , k. As we are also assuming that n1 →∞, and n1 is the size of the smallest cluster, we
get that k = O(1), i.e. (A1) holds.
Theorem C.1 (see [4, 5]). Let G ∼ ER(n, q) with q = (β + o(1)) log(n)/n. There exist a function
η(β) satisfying 0 < η(β) < 1 and limβ→∞ η(β) = 0 such that
dmax(G) = (1 + η(β))β log n+ o(1) ≤ 2β log(n) + o(1) a.s.
Theorem C.2 (see [19], Theorem 3.4 (ii)). If G ∼ ER(na, p) with pa = ω log(n)/na where ω →∞,
then dmin(G) = (1− o(1))ω log(n) and dmax(G) = (1 + o(1))ω log(n) a.s.
Theorem C.3. Suppose that G ∼ ER(na, p) with p = ω log(n)/na where ω → ∞. Then we have
almost surely |λi(L)− 1| = O(ω−1/2) = o(1) for all i > 1.
Proof. Theorem 4 in [12] shows that
|λi(Lsym)− 1| ≤
√
6 log(2na)
ω log(n)
.
By Lemma 2.3 Lsym and L have the same spectrum. The result follows as log(n) ≥ log(na)
As each GCa ∼ ER(na, p), it follows from Theorem C.3 that:
Corollary C.4. SBM(n, P ) with parameters as in Theorem 6.3 satisfies assumption (A2) with 1 =
O(ω−1/2).
We now discuss the remaining two assumptions. Let Gin and Gout be as in §3. If G ∼ SBM(n, P )
then Gin consists of k disjoint Erdo˝s - Re`nyi graphs, GCa ∼ ER(na, p). The graph Gout is not an
Erdo˝s - Re`nyi graph, as there is zero probability of it containing an edge between two vertices in
the same cluster (because we have removed them). However, we can profitably think of Gout as a
subgraph of some G˜out ∼ ER(n, q). In particular, any upper bounds on the degrees of vertices in
G˜out are automatically bounds on the degrees in Gout. Thus, we have the following corollaries of
Theorems C.2 and C.1:
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Corollary C.5. If G ∼ SBM(n, P ) with parameters as in Theorem 6.3 then doutmax(G) ≤ 2β log n+o(1)
a.s.
Proof. Consider Gout as a subgraph of G˜out ∼ ER(n, q) and apply Theorem C.1
Corollary C.6. If G ∼ SBM(n, P ) with parameters as in Theorem 6.3, then dinmin(G) ≥ (1 −
o(1))ω log(n) and dinmax(G) ≤ (1 + o(1))ω log(n) a.s.
Proof. If i ∈ Ca then dini = di(GCa), where GCa ∼ ER(na, p). Clearly:
dinmax(G) = max
i
dini = maxa
dmax(GCa)
By Theorem C.2, dmax(Ga) = (1 + o(1))ω log(n) a.s. Note that the dmax(GCa) are independent
random variables, and since we are taking a maximum over k = O(1) of them, it follows that
maxa dmax(GCa) ≤ (1 + o(1))ω log(n) a.s. too. The proof for dinmin(G) is similar.
Corollary C.7. SBM(n, P ) with parameters as in Theorem 6.3 satisfies assumption (A3) with 2 =
O(ω−1).
Proof. First of all, it is clear that for any i, douti /d
in
i ≤ doutmax/dinmin. From Corollaries C.5 and C.6 we
have:
doutmax
dinmin
≤ 2β log n+ o(1)
(1− o(1))ω log(n) =
2β + o(1)
(1− o(1))ω = O(ω
−1).
Corollary C.8. SBM(n, P ) with parameters as in Theorem 6.3 satisfies assumption (A4).
Proof. Observe that dinav = ω log(n). The result then follows from Corollary C.6.
Appendix D Further Details on Numerical Experiments
D.1 Implementation of Algorithms
All numerical experiments were done in MATLAB on a mid 2010 iMac with a 3.06 GHz Intel Core i3
processor and 8 GB of RAM.
SingleClusterPursuit The implementation of SingleClusterPursuit used is available from the
second author’s website.
ESSC The algorithm we refer to as ESSC is technically the sub-routine referred to as Community-
Search on pg. 1863 of [39] and as Main.Search in the R package for ESSC (which is available
at http://jdwilson-statistics.com/publications/). We wrote a MATLAB implementation of
this algorithm and compared the accuracy and run time of our MATLAB version to that of the R
version, and found them to be nearly identical. We set the maximum number of iterations to 50 and
the parameter α = 0.05. As we found ESSC to run slowly on large data sets, we did not use it in all
experiments.
LBSA We use the MATLAB implementation provided by the authors of [33], available at https:
//github.com/PanShi2016/LBSA. The LBSA algorithm actually includes six distinct methods; we
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use the heat kernel sampling with Lanczos method, denoted in [33] as hkLISA, as experimental evi-
dence presented in the aforementioned paper suggests that this variant performs best. We also tried
other methods (specifically heat kernel sampling with power method, and random walk sampling
with power and Lanczos methods), but did not observe any significant difference in performance on
our data sets. We set the parameter which governs the number of Lanczos iterations to take, namely
k2, to be equal to 4 as suggested in [33].
HKGrow We use the MATLAB implementation of this algorithm available at https://www.cs.
purdue.edu/homes/dgleich/codes/hkgrow/. This implementation requires no input parameters.
D.2 Parameters for Numerical Experiments
For the synthetic data sets we took  = 0.13, R = 0.5, t = 3 and nˆ1 = n1 for SingleClusterPursuit,
with the parameters for all other algorithms as indicated in §D.1. For the social network data sets
we took  = 0.2, R = 0.7, t = 2 and nˆ1 = n1 for SingleClusterPursuit, and kept the parameters
for the other algorithms the same. For the machine learning benchmarks we set  = 0.13, R = 0.7
and nˆ1 = n/k for all three data sets. For MNIST and COIL we took t = 3 while for OptDigits we
took t = 10. Again, we kept the parameters constant for the other algorithms.
D.3 Preprocessing Image Data
For the three image data sets, we construct a weighted K-NN graph as follows. Note that K, the
number of neighbors, has no relation to k, the number of clusters.
• Let X = {x1, . . . ,xn} denote the vectorized version of the data set. That is, if the data set
consists of 8× 8 images then X ⊂ R64.
• Fix parameters r = 10 and K = 15.
• For all i ∈ [n], define σi := ‖xi−x[r,i]‖, where x[r,i] denotes the r-th closest point in X to xi. (If
there is a tie, break it arbitrarily). Let NN(xi,K) ⊂ X denote the set of the K closest points
in X to xi. Again, one may break ties arbitrarily if they occur.
• Define A˜ as: A˜ij =
{
exp
(−‖xi − xj‖2/σiσj) if xj ∈ NN(xi,K)
0 otherwise
• Observe that A˜ is not necessarily symmetric, as it may occur that xj ∈ NN(xi,K) while
xi /∈ NN(xj ,K). So, symmetrize A˜ to obtain A, the adjacency matrix of G. We considered
two symmetrizations:
Amult := A˜
>A˜ and Amax where (Amax)ij = max
{
A˜ij , A˜ji
}
.
The performance of SingleClusterPursuit is only slightly affected by the choice of symmetriza-
tion, although we observe that performs slightly better when using Amult. We considered three data
sets, and for each data set chose the symmetrization at random. Specifically we used Amult for COIL
and MNIST, and Amax for OptDigits. The curious reader is invited to play with the demo code to
investigate the effects of switching from Amult to Amax and vice versa.
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