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Abstract. Over the last decades, the total variation (TV) evolved to one of the most broadly-
used regularisation functionals for inverse problems, in particular for imaging applications.
When first introduced as a regulariser, higher-order generalisations of TV were soon proposed
and studied with increasing interest, which led to a variety of different approaches being
available today. We review several of these approaches, discussing aspects ranging from
functional-analytic foundations to regularisation theory for linear inverse problems in Banach
space, and provide a unified framework concerning well-posedness and convergence for
vanishing noise level for respective Tikhonov regularisation. This includes general higher
orders of TV, additive and infimal-convolution multi-order total variation, total generalised
variation (TGV), and beyond. Further, numerical optimisation algorithms are developed
and discussed that are suitable for solving the Tikhonov minimisation problem for all
presented models. Focus is laid in particular on covering the whole pipeline starting at the
discretisation of the problem and ending at concrete, implementable iterative procedures.
A major part of this review is finally concerned with presenting examples and applications
where higher-order TV approaches turned out to be beneficial. These applications range from
classical inverse problems in imaging such as denoising, deconvolution, compressed sensing,
optical-flow estimation and decompression, to image reconstruction in medical imaging and
beyond, including magnetic resonance imaging (MRI), computed tomography (CT), magnetic-
resonance positron emission tomography (MR-PET), and electron tomography.
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1. Introduction
In this paper we give a review of higher-order regularisation functionals of total-variation
type, encompassing their development from their origins to generalisations and most recent
approaches. Research in this field has in particular been triggered by the success of the total
variation (TV) as a regularisation functional for inverse problems on the one hand, but on
the other hand by the insight that tailored regularisation approaches are indispensable for
solving ill-posed inverse problems in theory and in practice. The last decades comprised
active development of the latter topic which resulted in a variety of different strategies for TV-
based regularisation functionals that model data with some inherent smoothness, possibly of
higher order or multiple orders. For these functionals, this paper especially aims at providing a
unified presentation of the underlying regularisation aspects, giving an overview of numerical
algorithms suitable to solve associated regularised inverse problems as well as showing the
breadth of respective applications.
Let us put classical and higher-order total-variation regularisation into an inverse
problems context. From the inverse problems point of view, the central theme of regularisation
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is the stabilisation of the inversion of an ill-posed operator equation, which is commonly
phrased as finding a u P X such that
Kpuq “ f
for given K : X Ñ Y and f P Y , where X and Y are usually Banach spaces. Various
approaches for regularisation exist, e.g., iterative regularisation, Tikhonov regularisation,
regularisation based on spectral theory in Hilbert spaces, or regularisation by discretization.
Being a regularisation and providing a stable inversion is mathematically well-formalised
[83], and usually comprises regularisation parameters. Essentially, stable inversion means
that each regularised inverse mapping from data to solution space is continuous in some
topology, and being a regularisation requires in addition that, in case the measured data
approximates the noiseless situation, a suitable choice of the regularisation parameters allows
to approximate a solution that is meaningful and matches the noiseless data. These properties
are typically referred to as stability and convergence for vanishing noise, respectively. For
general non-linear inverse problems, they usually depend on an interplay between the selected
regularisation strategy and the forward operator K, where often, derivative-based assumptions
on the local behaviour around the sought solution are made [83, 112]. In contrast, for
linear forward operators, unified statements are commonly available such that regularisation
properties solely depend on the regularisation strategy. We therefore consider linear inverse
problems throughout the paper, i.e., the solution of Ku“ f where K : X ÑY is always assumed
to be linear and continuous.
Variational regularisation, which is the stabilised solution of such an inverse problems
via energy minimisation methods, then encompasses — and is often identified with —
Tikhonov regularisation (but comprises, for instance, also Morozov regularisation [135] or
Ivanov regularisation [113]). Driven by its success in practical applications, it has become
a major direction of research in inverse problems. Part of its success may be explained by
the fact that variational regularisation allows to incorporate a modelling of expected solutions
via regularisation functionals. In a Tikhonov framework, this means that the solution of the
operator equation Ku“ f is obtained via solving
min
uPX S f pKuq`Rαpuq,
where S f : Y Ñ r0,8s is an energy that measures the discrepancy between Ku and the
measured data f , and Rα : X Ñ r0,8s is the regularisation functional that depends on
regularisation parameters α . From the analytical perspective, two main features of Rα are
important: First, it needs to possess properties that allow to guarantee that the corresponding
solution map enjoys the stability and convergence properties as mentioned above (typically,
lower semi-continuity and coercivity in some topology). Second, it needs to provide a good
model of reasonable/expected solutions of Ku “ f in the sense that Rαpuq is small for such
reasonable solutions and Rαpuq is large for unreasonable solutions that suffer, for instance,
from artefacts or noise.
While the first requirement is purely qualitative and known to be true for a wide range of
norms and seminorms, the second requirement involves the modelling of expected solutions
as well as suitable quantification, having in particular in mind that the outcome should be
simple enough to be amenable to numerical solution algorithms. Suitable models are for
instance provided by various classical smoothness measures such as Hilbert scales of smooth
functions, i.e., by Hs-norms where s ě 0, but also reflexive Banach-space norms such as
Lp-norms, associated Sobolev-space seminorms in Hk,p for 1 ă p ă 8, and Besov-space
seminorms based on wavelet-coefficient expansions [169, 39, 68]. The reflexivity of the
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underlying spaces then helps to turn an ill-posed equation into a well-posed one, since the
direct method in the calculus of variations can be employed with weak convergence.
However, there are reasons to consider Banach spaces that lack reflexivity, with L1-
spaces and spaces of Radon measures being prominent examples. Indeed, L1-type norms
as penalties in variational energies have seen a tremendous rise in popularity in the past two
decades, most notably in the theory of compressed sensing [76]. This is due to their property
of favouring sparsity in solutions, which allows to model more specific a-priori assumptions
on the expected solutions than generic smoothness, for instance. While sparsity in L1-type
spaces over discrete domains, such as spaces of wavelet coefficients, is directly amenable
to analysis, sparsity for continuous domains requires to consider spaces of Radon measures
and corresponding Radon-norm-type energies which are natural generalisations of L1-type
norms. Being the dual of a separable normed space then mitigates the non-reflexivity of these
spaces. As a consequence, they play a major role in continuous models for sparsity-promoting
variational regularisation strategies.
A particular example is the total variation functional [161, 58], see Section 2 below for a
precise definition, which can be interpreted as the Radon norm realised as a dual norm on the
distributional derivative of u. As such, TVpuq is finite if and only if the distributional derivative
of u can be represented by a finite Radon measure. The TV functional then penalises variations
of u via a norm on its derivative while still being finite in the case of jump discontinuities, i.e.,
when u is piecewise smooth. In particular, its minimisation realises sparsity of the derivative
which is often considered a suitable model for piecewise constant functions. In addition,
it is convex and lower semi-continuous with respect to Lp-convergence for any p P r1,8s,
and coercive up to constants in suitable Lp-norm topologies. These features make TV a
reasonable model for piecewise constant solutions and allow to obtain well-posedness of TV
regularisation for a broad class of inverse problems. They can be considered as some of the
main reasons for the overwhelming popularity of TV in inverse problems, imaging sciences
and beyond.
Naturally, the simplicity and desirable properties of TV come with a cost. As previously
mentioned, interpreting TV as a functional that generalises the L1-norm of the image gradient,
compressed sensing theory suggests that this enforces sparsity of the gradient and hence
piecewise constancy, i.e., one might expect that a TV-regularised function is non-constant
only on low-dimensional subsets of its domain. While this might in fact be a feature if the
sought solution is piecewise constant, it is not appropriate for general piecewise smooth data.
Indeed, for non-piecewise-constant data, TV has the defect of producing artificial plateau-like
structures in the reconstructions which became known as the staircasing effect of TV. This
effect is nowadays well-understood analytically in the case of denoising [138, 54, 157], and
recent results also provide an analytical confirmation of this fact in the context of inverse
problems with finite-dimensional measurement data [29, 26]. The appearance of staircasing
artefacts is in particular problematic since jump discontinuities are features which are, on
the one hand, very prominent in visual perception and typically associated with relevant
structures, and, on the other hand, important for automatic post-processing or interpretation
of the data. As a result, it became an important research question in the past two decades
how to improve upon this defect of TV regularisation while maintaining its desirable features,
especially the sparsity-enforcing properties.
This review is concerned with the developments undertaken in this direction that
are related to the incorporation of higher-order derivatives, while maintaining the sparsity
concepts realised by the Radon norm and the underlying spaces of Radon measures. This
resulted in a variety of different variational regularisation strategies, for which some are
very successful in achieving the goal of providing an amenable model for piecewise smooth
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solutions. It is also a central message of this review that the success of higher-order
TV model in terms of modelling and regularisation effect depends very much on the
structure and the functional-analytic setting in which the higher-order derivatives are included.
Following this insight, we will discuss different higher-order regularisation functionals such
as higher-order total variation, the infimal-convolution of higher-order TV as well as the total
generalised variation (TGV), which carries out a cascadic decomposition to different orders
of differentiation. Starting form the analytical framework of the total-variation functional and
functions of bounded variation, we will introduce and analyse several higher-order approaches
in a continuous setting, discuss their regularisation properties in a Tikhonov regularisation
framework, introduce appropriate discretizations as well as numerical solution strategies
for the resulting energy minimisation problems, and present various applications in image
processing, computer vision, biomedical imaging and beyond.
Nevertheless, due to the broad range of the topic as well as the many works published
in its environment, it is impossible to give a complete overview. The various references to
the literature given throughout the paper therefore only represent a selection. Let us also
point out that we selected the presented material in particular on a basis that, one the one
hand, enables a treatment that is a unified as possible. On the other hand, a clear focus
is put on approaches for which the whole pipeline ranging from mathematical modelling,
embedding into a functional-analytic context, proof of regularisation properties, numerical
discretization, optimisation algorithms and efficient implementation can be covered. In
addition, extensions and further developments will shortly be pointed out when appropriate.
Especially, many of the applications in image processing, computer vision, medical imaging
and image reconstruction refer to these extensions. The applications were further chosen to
represent a wide spectrum of inverse problems, their variational modelling and higher-order
TV-type regularisation, and, not negligible, successful realisation of the presented theory.
We finally aimed at providing a maximal amount of useful information regarding theory and
practical realisation in this context.
2. Total-variation (TV) regularisation
Before discussing higher-order total variation and how it may be used to regularise ill-posed
inverse problems, let us begin with an overview of first-order total variation. Throughout the
review, we mainly adapt a continuous viewpoint which means that the objects of interest
are usually functions on some fixed domain Ω, i.e., an non-empty, open and connected
subset Ω Ă Rd in the d-dimensional Euclidean space. This requires in particular a common
functional-analytic context for which we assume that the reader is familiar with and refer to
the books [1, 84, 202] for further information. In the following, we will make, for instance,
use of the Lebesgue spaces LppΩ,Hq for H-valued functions where H is a finite-dimensional
real Hilbert space as well as their measure-theoretic and functional-analytic properties. Also,
concepts of weak differentiability and properties of the associated Sobolev spaces Hk,ppΩ,Hq
will be utilised without further introduction. This moreover applies to the classical spaces
such as C pΩ,Hq, CcpΩ,Hq and C0pΩ,Hq, i.e., the spaces of uniformly continuous functions
on Ω, of compactly supported continuous functions on Ω and its closure with respect to
the supremum norm. As usual, the respective spaces of k-times continuously differentiable
functions are denoted by C kpΩ,Hq, C kc pΩ,Hq and C k0 pΩ,Hq where k could also be infinity,
leading to spaces of test functions.
We further employ, throughout this section, basic concepts from convex analysis and
optimisation. At this point, we would like to recall that for a convex function F : X Ñs´8,8s
defined on a Banach space X , the subgradient BFpxq at a point u P X is the collection of all
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w P X˚ that satisfy the subgradient inequality
Fpuq`xw, v´uyX˚ˆX ď Fpvq for all v P X .
For F proper, the Fenchel dual or Fenchel conjugate of F is the function F˚ : X˚Ñ s´8,8s
defined by
F˚pwq “ sup
uPX
xw, uyX˚ˆX ´Fpuq.
The Fenchel inequality then states that xw, uyX˚ˆX ď Fpuq`F˚pwq for all u P X and w P X˚
with equality if and only if w P BFpuq. For more details regarding these notions and convex
analysis in general, we refer to research monographs covering this subject, for instance
[82, 196].
2.1. Functions of bounded variation
Generally, when solving a specific ill-posed inverse problem with, for instance, Tikhonov
regularisation, one usually has many choices regarding the regularisation functional. Now,
while functionals associated with Hilbertian norms or seminorms possess several advantages
such as smoothness and allow, in addition, for regularisation strategies that can be computed
by solving a linear equation, they are often not able to provide a good model for piecewise
smooth functions. This can, for instance, be illustrated as follows.
Example 2.1. Classical Sobolev spaces cannot contain non-trivial piecewise constant
functions. Let Ω Ă Rd be a domain and Ω1 Ă Ω be non-empty, open with BΩ1 a null set.
Then, the characteristic function u “ χΩ1 , i.e., upxq “ 1 if x P Ω1 and 0 otherwise, is not
contained in H1,ppΩq for any p P r1,8s. To see this, suppose that v P LppΩ,Rdq is the weak
derivative of u. Let ϕ P C8c pΩ1q be a test function. Clearly,ż
Ω
v ¨ϕ dx“´
ż
Ω
udivϕ dx“´
ż
Ω1
divϕ dx“ 0.
Hence, v “ 0 on Ω1. Likewise, one sees that also v “ 0 on ΩzΩ1. In total, v “ 0 almost
everywhere and as v is the weak derivative of u, u must be constant which is a contradiction.
The defect which is responsible for the failure of characteristic function being (classical)
Sobolev function can, however, be remedied by allowing weak derivatives to be Radon
measures. These are in particular able to concentrate on Lebesgue null-sets; a property
that is necessary as the previous example just showed. In the following, we introduce some
basic notions and results about vector-valued Radon measures, in particular, with an eye of
embedding them into a functional-analytic framework. Moreover, we would like to have
these notions readily available when dealing with higher-order derivatives and the associated
higher-order total variation.
Throughout this section, let ΩĂ Rd be a domain and H a non-trivial finite-dimensional
real Hilbert space with ¨ and | ¨ | denoting the associated scalar product and norm, respectively.
As usual, the case H “ R corresponds to the scalar case and H “ Rd to the vector-field case,
but, as we will see later, H could also be a space of higher-order tensors. The following
definitions and statements regarding basic measure theory and can, for instance, be found in
[7].
Definition 2.2. A vector-valued Radon measure or H-valued Radon measure on Ω is a
function µ :BpΩq Ñ H on the Borel σ -algebraBpΩq associated with the standard topology
on Ω satisfying the following properties:
(i) It holds that µpHq “ 0,
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(ii) for each pairwise disjoint countable collection A1,A2, . . . in BpΩq it holds that
µpŤiPN Aiq “ř8i“1 µpAiq in H.
A positive Radon measure is a function µ :BpΩq Ñ r0,8s satisfying (i), (ii) (with H
replaced by r0,8s) as well as µpKq ă 8 for each compact K ĂĂ Ω. It is called finite, if
µpΩq ă 8.
Naturally, vector-valued Radon measures can be associated to an integral. For µ an H-
valued Radon measure and step functions u“řNj“1 c jχA j , v“řNj“1 v jχA j with c1, . . . ,cN PR,
v1, . . . ,vN P H and A1, . . . ,AN PBpΩq, the following integrals make sense:ż
Ω
u dµ “
Nÿ
j“1
c jµpA jq P H,
ż
Ω
v ¨ dµ “
Nÿ
j“1
v j ¨µpA jq P R.
For uniformly continuous functions u : ΩÑ R and v : ΩÑ H, the integrals are given asż
Ω
u dµ “ lim
nÑ8
ż
Ω
un dµ,
ż
Ω
v ¨ dµ “ lim
nÑ8
ż
Ω
vn ¨ dµ
where tunu and tvnu are sequences of step functions converging uniformly to u and v,
respectively. Of course, the above integrals are well-defined, meaning that there are
approximating sequences as stated and the above limits exist independently of the specific
choice of the approximating sequences. The following definition is the basis for introducing
a norm for H-valued Radon measures.
Definition 2.3. For a vector-valued Radon measure µ on Ω the positive Radon measure |µ|
given by
|µ|pAq “ sup
! 8ÿ
i“1
|µpAiq|
ˇˇˇ
A1,A2, . . . PBpΩq pairwise disjoint, Ai Ă A for all i P N
)
is called the total-variation measure of µ .
The total-variation measure is always positive and finite, i.e., 0 ď |µ|pAq ă 8 for all
A PBpΩq. By construction, µ is absolutely continuous with respect to |µ|, i.e., µpAq “ 0
whenever |µ|pAq “ 0 for a A P BpΩq. By Radon–Nikody´m’s theorem, we thus have that
each H-valued Radon measure µ can be written as µ “ σµ |µ| with σµ P L8|µ|pΩ,Hq such that
}σµ}8 ď 1 and |σµ | “ 1 almost everywhere with respect to |µ|. In this light, integration can
also be phrased asż
Ω
u dµ “
ż
Ω
uσµ d|µ|,
ż
Ω
v ¨ dµ “
ż
Ω
v ¨σµ d|µ|
for u : ΩÑ R, v : ΩÑ H uniformly continuous. The following theorem, which is a direct
consequence of [162, Theorem 6.19], provides a useful characterisation of the space of vector
valued measures as the dual of a separable space.
Proposition 2.4. The space M pΩ,Hq of all vector-valued Radon measures equipped with
the norm }µ}M “ |µ|pΩq for µ PM pΩ,Hq is a Banach space.
It can be identified with the dual space C0pΩ,Hq˚ as follows. For each T P C0pΩ,Hq˚
there exists a unique µ PM pΩ,Hq such that
}T }C0˚ “ }µ}M , T pϕq “
ż
Ω
ϕ ¨ dµ for all ϕ P C0pΩ,Hq.
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In particular, one has a notion of weak*-convergence of Radon measures. For a sequence
tµnu and an element µ˚ inM pΩ,Hq we have that µn á˚ µ˚ inM pΩ,Hq if
for all ϕ P C0pΩ,Hq :
ż
Ω
ϕ ¨ dµn Ñ
ż
Ω
ϕ ¨ dµ˚ as nÑ8.
As the predual space C0pΩ,Hq is separable, the Banach–Alaoglu theorem yields in particular
the sequential relative weak*-compactness of bounded sets. That means for instance that a
bounded sequence always admits a weakly*-convergent subsequence, a property that may
compensate for the lack of reflexivity ofM pΩ,Hq.
The interpretation as a dual space as well as the density of test functions in C0pΩ,Hq also
allows to conclude that in order for a linear functional T defining a Radon measure, it suffices
to test against ϕ P C8c pΩ,Hq and to establish |T pϕq| ď C}ϕ}8 for all ϕ P C8c pΩ,Hq and
C ą 0 independent of ϕ . This is useful for derivatives, i.e., the derivative of a u P L1locpΩ,Hq
defines a Radon measure inM pΩ,Hdq ifˇˇˇż
Ω
u ¨divϕ dx
ˇˇˇ
ďC}ϕ}8 for all ϕ P C8c pΩ,Hdq. (1)
In this case, we denote by ∇u PM pΩ,Hdq the unique Hd-valued Radon measure for whichş
Ωϕ ¨ d∇u “ ´
ş
Ω udivϕ dx for all ϕ P C8c pΩ,Hdq. Here, Hd is equipped with the scalar
product x ¨ y “řdi“1 xi ¨ yi for x,y P Hd . In the case where (1) fails, there exists a sequencetϕnu in C8c pΩ,Rdq with }ϕn}8 “ 1 and |şΩ u ¨divϕ dx| Ñ8 as nÑ8. Thus, allowing the
supremum to take the value8, this yields following definition.
Definition 2.5. The total variation of a u P L1locpΩ,Hq is the value
TVpuq “ sup
!ż
Ω
u ¨divϕ dx
ˇˇˇ
ϕ P C8c pΩ,Hdq, }ϕ}8 ď 1
)
.
Clearly, in case TVpuq ă 8, we have ∇u PM pΩ,Hdq with }∇u}M “ TVpuq. Trivially,
for scalar functions, i.e., H “ R, one recovers the well-known definition [7, 161]. Also, one
immediately sees that TV is invariant to translations and rotations, or, more generally, to
Euclidean-distance preserving transformations. This is the reason that this definition is also
referred to as the isotropic total variation.
Example 2.6. Piecewise constant functions may have a Radon measure as derivative. Let
Ω1 Ă Ω be a subdomain such that BΩ1XΩ can be parameterised by finitely many Lipschitz
mappings. Then, the outer normal ν exists almost everywhere in BΩ1XΩ with respect to
the Hausdorff H d´1 measure and one can employ the divergence theorem. This yields, for
u“ χΩ1 and ϕ P C8c pΩ,Rdq with }ϕ}8 ď 1 thatż
Ω
udivϕ dx“
ż
BΩ1XΩ
ϕ ¨ν dH d´1 “
ż
Ω
ϕ ¨ dνH d´1 x pBΩ1XΩq ďH d´1pBΩ1XΩq
so∇u“´νH d´1 xpBΩ1XΩq is a Radon measure. One sees, for instance via approximation,
that }∇u}M “H d´1pBΩ1XΩq.
The class of sets Ω1 Ă Ω for which χΩ1 possesses a Radon measure as weak derivative
is actually much greater than the class of bounded Lipschitz domains. These are the sets of
finite perimeter, denoted by PerpΩ1q “ }∇χΩ1}M . One the other hand, for u P H1,1pΩq, we
have TVpuq “ şΩ |∇u| dx and the weak derivative as Radon measure is just ∇uL d , i.e., the
Sobolev derivative interpreted as a weight on the Lebesgue measure. Collecting all functions
whose weak derivative is a Radon measure, we arrive at the following space.
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Definition 2.7. The space
BVpΩ,Hq “ tu P L1pΩ,Hq ˇˇ TVpuq ă 8u, }u}BV “ }u}1`TVpuq
is the space of H-valued functions of bounded variation. In case H “ R, we denote by
BVpΩq “ BVpΩ,Rq and just refer to functions of bounded variation.
Proposition 2.8. The space BVpΩ,Hq with the associated norm is a Banach space. The total
variation functional TV is a continuous seminorm on BVpΩ,Hq which vanishes exactly at the
constant functions, i.e., kerpTVq “H1, with H1 being the set of constant, H-valued functions.
The total variation functional is just designed to possess many convenient properties [7].
Proposition 2.9.
‚ The functional TV is proper, convex and lower semi-continuous on each LppΩ,Hq, i.e.,
for 1ď pď8.
‚ For 1 ď p ă 8, each u P BVpΩ,Hq X LppΩ,Hq can smoothly be approximated as
follows: For ε ą 0, there exists uε P C8pΩ,HqXBVpΩ,HqXLppΩ,Hq such that
}u´uε}p ď ε, |TVpuq´TVpuεq| ď ε.
‚ If Ω is a bounded Lipschitz domain, then there exists a constant Cą 0 such that for each
u P BVpΩ,Hq with şΩ u dx“ 0, the Poincare´–Wirtinger estimate
}u}d{pd´1q ďC TVpuq
holds.
From the regularisation-theoretic point of view, the fact that TV is proper, convex and
lower semi-continuous on Lebesgue spaces is relevant, a property that fails for the Sobolev-
seminorm }∇ ¨ }1. The Poincare´–Wirtinger estimate can be interpreted as a coercivity property
on a subspace with codimension 1. Also note that this estimate is the same as for H1,1pΩ,Hq-
functions and the respective constants C coincide. Consequently, the embedding properties of
the latter space transfer immediately.
Proposition 2.10. Let Ω is a bounded Lipschitz domain. Then,
‚ the embedding BVpΩ,Hq ãÑ Ld{pd´1qpΩ,Hq (with d{pd´1q “ 8 for d “ 1) exists and
is continuous,
‚ the embedding BVpΩ,Hq ãÑ LppΩ,Hq is compact for each 1ď pă d{pd´1q,
‚ each bounded sequence tunu in BVpΩ,Hq possesses a subsequence tunku which
converges to a u P BVpΩ,Hq weak* in BVpΩ,Hq, which we define as unk Ñ u in
L1pΩ,Hq, ∇unk á˚ ∇u inM pΩ,Hdq as kÑ8.
Consequently, the total variation is suitable for regularising ill-posed inverse problems in
certain Lp-spaces.
2.2. Tikhonov regularisation
Let us now turn to solving ill-posed inverse problems with Tikhonov regularisation and BV-
based penalty, i.e., solving
Ku“ f
for some data f in a Banach space Y . As mentioned in the introduction, since the focus
of this review is on regularisation terms rather than tackling inverse problems in the most
possible generality, we restrict ourselves here to linear and continuous forward operators
Higher-order TV approaches and generalisations 10
K : Ld{pd´1qpΩq Ñ Y . Nevertheless we note that, building on the results developed here
for the linear setting, an extension to non-linear operators typically boils down to ensuring
additional requirements on the non-linear forward model rather than the regularisation term,
see for instance [181, 83, 105].
Measuring the discrepancy in terms of the norm in Y , the problem is then to solve
min
uPBVpΩq
}Ku´ f }qY
q
`α
ż
Ω
d|∇u|
for some exponent qě 1. Usually, Y is some Hilbert space and q“ 2, resulting in a quadratic
discrepancy, which is often used in case of Gaussian noise. For impulsive noise (or salt-and-
pepper noise), the space Y “ L1pΩ1q, with Ω1 a domain, turns out to be useful. In case of
Poisson noise, however, it is not advisable to take the norm but rather the Kullback–Leibler
divergence between Ku and f , i.e. KLpKu, f q, where KL is given, for f P L1pΩ1q with f ě 0
almost everywhere, according to the non-negative integral
KLpv, f q “
ż
Ω1
f
´ v
f
´ log
´ v
f
¯
´1
¯
dx (2)
provided that vě 0 a.e., and8 else. In particular, in this context, we agree to set the integrand
to v where f “ 0 and to8 where v“ 0 and f ą 0.
In the following, we assume to have given a discrepancy functional S f : Y Ñ r0,8s that
is proper, convex, lower semi-continuous and coercive. This is not the most general case but
will be sufficient for us in order to ensure existence of minimizers of the Tikhonov functional.
Theorem 2.11. Let Ω be a bounded Lipschitz domain, Y be a Banach space, K :
Ld{pd´1qpΩq Ñ Y linear and continuous (weak*-to-weak-continuous in case d “ 1), S f :
Y Ñ r0,8s a proper, convex, lower semi-continuous and coercive discrepancy functional
associated with some data f and α ą 0. Then, there exist solutions of
min
uPLd{pd´1qpΩq
S f pKuq`α TVpuq. (3)
If S f is strictly convex and K is injective, the solution is unique whenever the minimum is
finite.
We provide the proof for the sake of completeness and as a prototype for the
generalisation to higher-order functionals.
Proof. Assume that the objective functional in (3) is proper, otherwise, there is nothing to
show. For a minimising sequence tunu, the Poincare´–Wirtinger inequality gives boundedness
of tun´|Ω|´1 şΩ un dxu in Ld{pd´1qpΩq while the coercivity of S f yields the boundedness
of tKunu. By continuity, tKpun´|Ω|´1 şΩ un dxqu must be bounded, so if K1 ‰ 0, thentşΩ un dxu is bounded as otherwise, tKunu would be unbounded. In the case that K1 “ 0,
we can without loss of generality assume that
ş
Ω u
n dx“ 0 for all n as shifting along constants
does not change the functional value. In each case, tşΩ un dxu is bounded, so tunu must
be bounded in Ld{pd´1qpΩq. Hence, by compact embedding (Proposition 2.10) we have
unk Ñ u˚ in L1pΩq as k Ñ 8 for a subsequence tunku and u˚ P BVpΩq. Reflexivity and
continuity of K (weak* sequential compactness and weak*-to-weak continuity in case d “ 1)
give Kunk áKu˚ in Y for another subsequence (not relabelled). By lower semi-continuity, u˚
has to be a solution to (3).
Finally, if S f is strictly convex and K is injective, then S f ˝K is already strictly convex,
so minimizers have to be unique.
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Example 2.12.
‚ The discrepancy functional S f pvq “ 1q}v´ f }qY for some f P Y is obviously proper,
convex, lower semi-continuous and coercive.
‚ It follows from Lemma A.1 in the appendix that the discrepancy S f pvq“KLpv, f q defined
on Y “ L1pΩ1q for f P L1pΩ1q with f ě 0 almost everywhere is proper, convex and
coercive in L1pΩ1q. Lower semi-continuity in turn follows as special case of Lemma
A.2.
Remark 2.13. Note that if the inversion of K : LppΩq Ñ Y is well-posed for some p P r1,8s,
then solutions of (3) still exist (even for α “ 0). Clearly, the TV penalty is not necessary
for obtaining a regularising effect for these problems. In this case, minimising the Tikhonov
function with TV penalty may the interpreted as denoising. The most prominent example
might be the Rudin-Osher-Fatemi problem [161] which reads as
min
uPL2pΩq
1
2
ż
Ω
|u´ f |2 dx`α TVpuq
for f P L2pΩq. Here, as the identity is “inverted”, the effect of total-variation regularisation can
be studied in detail. Minimisation problem of this type with other regularisation functionals
are thus a good benchmark test for the properties of this functional.
The stability of solutions in case of varying f depends, of course, on the dependence of
S f on f . The appropriate notion here is the convergence of the discrepancy functional, i.e.,
for a sequence t f nu and limit f , we say that S f n converges to S f if#
S f pvq ď liminf
nÑ8 S f npv
nq whenever vn á v in Y,
S f pvq ě limsup
nÑ8
S f npvq for each v P Y. (4)
Moreover, we say that tS f nu is equi-coercive if there is a coercive function S0 : Y Ñ r0,8s
such that S f n ě S0 in Y for each n.
Theorem 2.14. In the situation of Theorem 2.11, assume that S f n converges to S f in the sense
of (4) and tS f nu is equi-coercive. Then, for each sequence of minimizers tunu of (3) with
discrepancy S f n ,
‚ either S f npKunq`α TVpunq Ñ8 as nÑ8 and (3) with discrepancy f does not admit
a finite solution,
‚ or S f npKunq `α TVpunq Ñ minuPLd{pd´1qpΩq S f puq `α TVpuq as n Ñ 8 and there is,
possibly up to constant shifts, a weak accumulation point u P Ld{pd´1qpΩq (weak*
accumulation point for d “ 1) that minimises (3) with discrepancy S f .
For each subsequence tunku weakly converging to some u in Ld{pd´1qpΩq (unk á˚ u in case
d “ 1), it holds that TVpunkq Ñ TVpuq as k Ñ8 and u solves (3) with discrepancy S f . If
solutions to the latter are unique, we have un á u in Ld{pd´1qpΩq (un á˚ u in case d “ 1).
Proof. Let, in the following
ş
Ω u
n dx“ 0 for all n if K1“ 0 and denote by F “ S f ˝K`α TV
as well as Fn “ S f n ˝K `α TV. First of all, suppose that tFnpunqu is bounded. As tS f nu
is equi-coercive, we can conclude as in the proof of Theorem 2.11 that tunu is bounded.
Therefore, a weak accumulation point (weak* in case d “ 1) exists.
Suppose that unk á u as kÑ8. Then,
S f pKuq ď liminf
kÑ8
S f nk pKunkq, TVpuq ď liminf
kÑ8
TVpunkq
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as well as, for each u1 P Ld{pd´1qpΩq
Fpuq ď liminf
kÑ8
S f nk pKunkq`α TVpunkq ď limsup
kÑ8
S f nk pKu1q`α TVpu1q ď Fpu1q
Thus, u is a minimizer for F and plugging in u1 “ u we see that limkÑ8Fnkpunkq “ Fpuq. In
order to obtain limkÑ8TVpunkq “ TVpuq, suppose that limsupkÑ8TVpunkq ą TVpuq, such
that
liminf
kÑ8
S f nk pKunkq ď lim
kÑ8
Fnkpunkq´α limsup
kÑ8
TVpunkq ă S f pKuq
which is a contradiction. Thus, limkÑ8TVpunkq “ TVpuq. Finally, if u is the unique
minimizer for (3) with discrepancy S f , then un á u as nÑ8 for the whole sequence (un á˚ u
in case d “ 1) as any subsequence has to contain another subsequence that converges weakly
(weakly*) to u.
In order to conclude the proof, suppose that liminfnÑ8Fnpunq ă 8. In that case, the
above arguments yield an accumulation point as stated as well as a minimizer u P BVpΩq of
F with Fpuq ď liminfnÑ8Fnpunq. In particular, F is proper. By convergence of S f n to S f and
minimality, we have
Fpuq ě limsup
nÑ8
Fnpuq ě limsup
nÑ8
Fnpunq ě Fpuq
so the whole sequence of functional values converges.
Finally, in case Fnpunq Ñ 8 as n Ñ 8, F cannot be proper: Otherwise, we obtain
analogously to the above that 8 ą Fpuq ě limsupnÑ8Fnpuq ě liminfnÑ8Fnpunq for some
u P BVpΩq which is a contradiction.
Remark 2.15. The convergence of discrepancies as in (4) is related to Gamma convergence.
Indeed, the difference is that, for the latter, on the right hand side of the limsup inequality,
an arbitrary sequence converging to v is allowed (instead of the constant sequence). In this
context, as can be seen in the proof of the stability result above, one could still weaken
the limsup-assumption in (4) by allowing not only the constant recovery sequence but any
sequence for which the regularisation functional converges. However, in order to maintain an
assumption on the discrepancy term that is independent of the choice of regularisation, we
chose the slightly stronger condition.
Example 2.16.
‚ A typical discrepancy is some power of the norm-distance in Y , i.e., S f pvq “ 1q}v´ f }qY
for some qě 1. It is easy to show that whenever f n Ñ f in Y , S f n converges to S f in the
above sense. Also, the equi-coercivity of tS f nu is immediate.
‚ For the Kullback–Leibler divergence, let Y “ L1pΩ1q for someΩ1 and assume that t f nu, f
in L1pΩ1q are such that fn ďC f a.e. in Ω1 for some C ą 0 and KLp f , f nq Ñ 0 as nÑ8.
Then, it follows from Lemma A.2 in the appendix that S f n “ KLp ¨ , f nq converges to
S f “KLp ¨ , f q, and also that } fn´ f }1 Ñ 0. The latter in particular implies boundedness
of t fnu in L1pΩ1q which, together with the coercivity estimate of Lemma A.1 shows that
tS f nu is equi-coercive.
In addition to well-posedness of the Tikhonov-functional minimisation, one is of course
interested in regularisation results, i.e., the convergence of solutions to a minimum-TV-
solution provided that the data converges and α Ñ 0 in some sense. For this purpose, let u: P
BVpΩq be a minimum-TV-solution of Ku: “ f : for some data f : in Y , i.e., TVpu:q ď TVpuq
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for each Ku“ f :, suppose that for each δ ą 0 one has given a f δ P Y such that S f δ p f :q ď δ ,
and denote by uα,δ a solution of (3) for parameter α ą 0 and data f δ .
Theorem 2.17. In the situation of Theorem 2.11, let the discrepancy functionals tS f δ u be
equi-coercive and converge to S f : in the sense of (4) for some data f
: P Y with S f :pvq “ 0 if
and only if v“ f :. Choose for each δ ą 0 the parameter α ą 0 such that
α Ñ 0, δ
α
Ñ 0 as δ Ñ 0.
Then, again up to constant shifts, tuα,δ u has at least one weak accumulation point in
Ld{pd´1qpΩq (weak* in case d “ 1). Each such accumulation point is a minimum-TV-solution
of Ku“ f : and limδÑ0 TVpuα,δ q “ TVpu:q.
Proof. Again we assume that
ş
Ω u
α,δ dx“ 0 for all pα,δ q if K1“ 0. Using the optimality of
uα,δ for (3) compared to u: gives
S f δ pKuα,δ q`α TVpuα,δ q ď δ `α TVpu:q.
Since αÑ 0 as δ Ñ 0, we have that S f δ pKuα,δ qÑ 0 as δ Ñ 0. Moreover, as also δ{αÑ 0, it
follows that limsupδÑ0 TVpuα,δ q ď TVpu:q. This allows to conclude that tuα,δ u is bounded
in BVpΩq and, by embedding, admits a weak accumulation point in Ld{pd´1qpΩq (weak* in
case d “ 1).
Next, let u˚ be such an accumulation point associated with tδnu, δn Ñ 0 as well as
the corresponding parameters tαnu. Then, S f :pKu˚q ď liminfnÑ8 S f δn pKuαn,δnq “ 0, so
Ku˚ “ f :. Moreover, TVpu˚q ď liminfnÑ8TVpuαn,δnq ď TVpu:q, hence u˚ is a minimum-
TV-solution. In particular, TVpu˚q “ TVpu:q, so limnÑ8TVpuαn,δnq “ TVpu:q.
Finally, each sequence of tδnu, δn Ñ 0 contains another subsequence tuδnu for which
TVpuαn,δnq Ñ TVpu:q as nÑ8, so TVpuα,δ q Ñ TVpu:q as δ Ñ 0.
Finally, if a respective source condition is satisfied, we can, under some circumstances,
give rates for some Bregman distance with respect to TV associated with respect to a particular
subgradient element [48]. Recall that the Bregman distance DFx˚py,xq of x,y P X for a convex
functional F : X Ñ s´8,8s and subgradient element x˚ P BFpxq is given by
DFx˚py,xq “ Fpyq´Fpxq´xx˚, y´ xy.
The convergence rate results are then a consequence of the following proposition.
Proposition 2.18. In the situation of Theorem 2.17, let K˚w: P BTVpu:q for some w: P Y˚.
Then,
DTVK˚w:puα,δ ,u:q ď
1
α
`
S˚f δ pαw:q`S˚f δ p´αw:q`2δ
˘
. (5)
Proof. Using the minimality of uα,δ yields S f δ pKuα,δ q ` α TVpuα,δ q ď α TVpu:q ` δ .
Rearranging, adding xK˚w:, u:´uα,δ y on both sides as well as using Fenchel’s inequality
twice yields
S f δ pKuα,δ q`αDTVK˚w:puδ ,α ,u:q ď αxK˚w:, u:´uα,δ y `δ
“ xαw:, f :y ´xαw:, Kuα,δ y `δ
ď S˚f δ pαw:q´xαw:, Kuα,δ y `2δ
ď S˚f δ pαw:q`S˚f δ p´αw:q`S f δ pKuα,δ q`2δ .
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Subtracting S f δ pKuα,δ q and dividing by α gives the result.
For well-known discrepancy terms, one easily gets parameter choice rules that lead to
rates for DTV
K˚w:puα,δ q.
Example 2.19.
‚ For S f δ pvq “ 1q}v´ f δ }qY with qą 1, S˚f δ pwq “ 1q˚ }w}
q˚
Y˚`x f δ , wy where 1{q`1{q˚ “
1, hence (5) reads as
DTVK˚w:puα,δ ,u:q ď
2αq˚´1
q˚
}w:}q˚Y˚ `
2δ
α
.
In the non-trivial case of w: ‰ 0, the right-hand side becomes minimal for α “
}w:}´1Y˚p q
˚
q˚´1 q1{q
˚δ 1{q˚ giving the well-known rate of Opδ 1{qq “ Op} f δ ´ f :}Y q for
the Bregman distance.
‚ For the Kullback–Leibler discrepancy, i.e., S f δ pvq “ KLpv, f δ q on L1pΩ1q, a direct,
pointwise computation shows that the dual functional obeys S˚
f δ
pwq ` S˚
f δ
p´wq “ş
Ω1´ f δ logp1´w2q dx if |w| ď 1 almost everywhere, setting ´t logp0q “ 8 for t ą 0
and ´0logp0q “ 0, and S˚
f δ
pwq` S˚
f δ
p´wq “ 8 else. As w: P L8pΩ1q, we may choose
α ą 0 such that α}w:}8 ď 1?2 . Then, the equivalence
α2
ż
Ω1
f δ pw:q2 dxď´
ż
Ω1
f δ logp1´α2pw:q2q dxď α22logp2q
ż
Ω1
f δ pw:q2 dx
holds. Assuming
ş
Ω1 f
:pw:q2 dx ą 0, the weak convergence f δ á f in L1pΩ1q (see
Lemma A.2) implies S˚
f δ
pαw:q ` S˚
f δ
p´αw:q „ α2 independent from δ . Hence,
choosing α „?δ yields the rate Op?δ q for the Bregman distance as δ Ñ 0.
2.3. Further first-order approaches
Besides these functional-analytic properties, functions of bounded variation admit interesting
structural and fine properties. Let us briefly discuss the structure of the gradient ∇u for
a u P BVpΩq. By Lebesgue’s decomposition theorem, ∇u can be split into an absolutely
continuous part ∇au with respect to the Lebesgue measure and a singular part ∇su. We tacitly
identify ∇au with the Radon–Nikody´m derivative, i.e., ∇au P L1pΩ,Rdq via the measure
∇auL d .
The singular part ∇su therefore has to capture the jump discontinuities of u. Indeed,
introducing the jump set, it can further be decomposed. Recall that a u P L1pΩq is almost
everywhere approximately continuous, i.e., for almost every x P Ω there exists a z P R such
that
lim
rÑ0
ż´
Brpxq
|upyq´ z| dy“ 0.
The collections of all points Su for which u is not approximately continuous is called the
discontinuity set of u.
Definition 2.20. Let u P L1locpΩq and x PΩ.
(i) The function u is called approximately differentiable in x if there exists a v PRd such that
lim
rÑ0
1
r
ż´
Ω
|upyq´upxq´ v ¨ py´ xq| dy“ 0.
The vector ∇«upxq “ v is called the approximate gradient of u at x.
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(ii) The point x is an approximate jump point of u if there exist u`pxq ą u´pxq and a ν PRd ,
|ν | “ 1 such that
lim
rÑ0
ż´
Br` px,νq
|upyq´u`pxq| dy“ 0, lim
rÑ0
ż´
Br´ px,νq
|upyq´u´pxq| dy“ 0
where Br` px,νq and Br´ px,νq are balls cut by the hyperplane perpendicular to ν and
containing x, i.e.,
Br` px,νq “ ty P Rd
ˇˇ |y´ x| ă r, py´ xq ¨ν ą 0u,
Br´ px,νq “ ty P Rd
ˇˇ |y´ x| ă r, py´ xq ¨ν ă 0u.
The set Ju of all approximate jump points is called the the jump set of u.
Theorem 2.21 ([7]). Let u P BVpΩq. Then,
(i) u is almost everywhere approximately differentiable with ∇au“ ∇«u in L1pΩ,Rdq,
(ii) the jump set satisfiesH d´1pSuzJuq “ 0 and we have ∇ux Ju “ pu`´u´qνuH d´1,
(iii) the restriction ∇ux pΩzSuq is absolutely continuous with respect toH d´1.
In particular, the involved sets and functions are Borel sets and functions, respectively.
Denoting by
∇ ju“ ∇sux Ju, ∇cu“ ∇sux pΩzSuq
where ∇ ju and ∇cu is the jump and Cantor part of ∇u, respectively, the gradient of a
u P BVpΩq can be decomposed into
∇u“ ∇auL d`pu`´u´qνuH d´1 x Ju`∇cu (6)
with ∇cu being singular with respect toL d and absolutely continuous with respect toH d´1.
This construction allows in particular to define penalties beyond the total variation
seminorm (see, for instance [7, Section 5.5]). Letting g : Rd Ñ r0,8s a proper, convex and
lower semi-continuous function and g8 be given according to
g8pxq “ lim
tÑ8
gptxq
t
with8 allowed, then the functional
Rgpuq “
ż
Ω
gp∇auq dx`
ż
Ju
pu`´u´qg8pνuq dH d´1`
ż
Ω
g8pσ∇cuq d|∇cu| (7)
where σ∇cu is the sign of ∇cu, i.e., ∇cu “ σ∇cu|∇cu|, is proper, convex and lower semi-
continuous on BVpΩq. With the Fenchel-dual functional, i.e., g˚pyq “ supxPRd x ¨ y´gpxq, it
can also be expressed in (pre-)dual form as
Rgpuq “ sup
!ż
Ω
udivϕ´g˚pϕq dx
ˇˇˇ
ϕ P C8c pΩ,Rdq
)
.
Obviously, the usual TV-case corresponds to g being the Euclidean norm on Rd . Also,
g8pxq “8 for some |x| “ 1 does not allow jumps in the direction of x, so one usually assumes
that g8pxq ă 8 for each |x| “ 1 in order to obtain a genuine penalty in BVpΩq. In addition,
if there are c0 ą 0 and R ą 0 such that gpxq ě c0|x| for each |x| ě R, then there is a constant
C ą 0 such that
Rgpuq ě c0 TVpuq´C
for all u P BVpΩq, i.e., Rg is as coercive as TV. Consequently, the well-posedness and
convergence statements in Theorems 2.11, 2.14 and 2.17 as well as in Proposition 2.18 can
be adapted to Rg in a straightforward manner with the proofs following the same line of
argumentation.
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Example 2.22. There are several possibilities for replacing the non-differentiable norm
function | ¨ | in the TV-functional by a smooth approximation in 0.
Choosing a ε ą 0, consider
g1εpxq “
$’&’%
1
2ε
|x|2 for |x| ď ε ,
|x| ´ ε
2
else,
g2εpxq “
b
|x|2` ε2´ ε,
both being continuously differentiable in Rd and approximating | ¨ | for ε Ñ 0.
The associated penaltiesRg1ε andRg2ε are often referred to as Huber-TV and smooth TV,
respectively.
Example 2.23. Taking g as a non-Euclidean norm on Rd yields functionals of anisotropic
total-variation type. The common choice is g “ |¨ |1 which is also often referred to as
anisotropic TV.
Remark 2.24. It is worth noting that g as above can also be made spatially dependent, which
has applications for instance the context of regularisation for inverse problems involving
multiple modalities or multiple spectra. Under some assumptions, functionals Rg as in (7)
with spatially dependent g are again lower semi-continuous on BV [6] and well-posedness
results for TV apply [104].
2.4. Colour and multichannel images
Colour and multichannel images are usually represented by functions mapping into a vector-
space. Total-variation functionals and regularisation approaches can easily be extended
to such vector-valued functions; Definition 2.5 already contains an isotropic variant for
functions with values in a finite-dimensional space H, where we used the Hilbert-space norm
|x| “ přdi“1 xi ¨ xiq1{2 as pointwise norm on Hd for the test functions ϕ P C8c pΩ,Hdq.
However, in contrast to the scalar case, this is not the only choice yielding TV-functionals
that are invariant under distance-preserving transformations. The essential property for a norm
| ¨ |˝ on Hd needed for the latter is
|Ox|˝ “ |x|˝ with for all x P Hd and O P Rdˆd , O˚O“ id
where pOxqi “řdj“1 oi jx j. We call such norms unitarily left invariant. Denoting by | ¨ |˚ the
dual norm, the associated total variation for a u P L1locpΩ,Hq is given by
TVpuq “ sup
!ż
Ω
u ¨divϕ dx
ˇˇˇ
ϕ P C8c pΩ,Hdq, |ϕpxq|˚ ď 1 @x PΩ
)
.
and invariant to distance-preserving transformations. If the norm | ¨ |˝ is moreover unitarily
right invariant, i.e.,
|xO|˝ “ |x|˝ for all x P Hd O : H Ñ H unitary
where pxOqi “
`
Opxq˘i, then it can be written as a unitarily invariant matrix norm and hence|x|˝ only depends on the singular values of the mapping associated with x in a permutation-
and sign-invariant manner. More precisely, there exists a norm | ¨ |Σ on Rd with |Pσ |Σ “ |σ |Σ
for all σ P Rd and P P Rdˆd with |P| being a permutation matrix, such that |x|˝ “ |σ |Σ for
all x P Hd , where σ are the singular values of the mapping Hd Ñ Rd given by y ÞÑ pxi ¨ yqi.
Conversely, any such norm on Rd induces a unitarily invariant matrix norm. A common
choice are the norms generated by the p-vector norm, the Schatten-p-norms. For p “ 1,
p “ 2 and p “ 8, they correspond to the nuclear norm, the Frobenius norm and the usual
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spectral norm, respectively, all of which have been proposed in the existing literature to use in
conjunction with TV, see, e.g., [163, 78]. Among those possibilities, the nuclear norm appears
particularly attractive as it provides a relaxation of the rank functional [155]. Hence, solutions
with low-rank gradients and more pronounced edges can be expected from nuclear-norm-TV
regularisation.
Also here, the well-posedness and convergence results in Theorems 2.11, 2.14 and 2.17
as well as in Proposition 2.18 are transferable to the vector-valued case, as can be seen from
equivalence of norms.
Moreover, functionals of the type (7) are possible with g : Hd Ñ r0,8s proper, convex
and lower semi-continuous such that g8 exists. However, u takes values in H which calls for
some adaptations which we briefly describe in the following. First, concerning Definition 2.20
(i), we are able to generalise in a straightforward way by considering v P Hd , the norm in H
and the scalar product in Hd such that the approximate gradient of u at x is ∇«upxq P Hd .
For jump points according to (ii), we are no longer able to require u`pxq ą u´pxq such that
we have to replace this by u`pxq ‰ u´pxq and arrive at a meaningful definition replacing the
absolute value by the norm in H. However, u`, u´ and ν are then only unique up to a sign.
Nevertheless, pu`´u´qbν according to `pu`´u´qbν˘i “ pu`´u´qνi is still unique. The
analogue of Theorem 2.21 and (6) holds with these notions, with the following adaptation:
∇u“ ∇auL d`pu`´u´qbνuH d´1 x Ju`∇cu
with the Cantor part being of rank one, i.e., ∇cu “ σ∇cu|∇cu| where σ∇cu is rank one |∇cu|-
almost everywhere [7, Theorem 3.94]. The functionalRg according to
Rgpuq “
ż
Ω
gp∇auq dx`
ż
Ju
g8
`pu`´u´qbνu˘ dH d´1`ż
Ω
g8pσ∇cuq d|∇cu|
then realises a regulariser with the same regularisation properties as its counterpart for scalar
functions.
3. Higher-order TV regularisation
First-order regularisation for imaging problems might not always lead to results of sufficient
quality. Recall that taking the total variation as regularisation functional has the advantage that
the solution space BVpΩq naturally allows for discontinuities along hypersurfaces (“jumps”)
which correspond, for imaging applications, to object boundaries. Indeed, TV has a good
performance in edge preservation which can also be observed numerically.
However, for noisy data, the solutions suffer from non-flat regions appearing flat in
conjunction with the introduction of undesired edges. This effect is called the staircasing
effect, see Figure 1, in particular panel (c). Thinking of TV as a 1-norm type penalty for the
gradient, this is, on the one hand, due to the “linear growth” of the Euclidean norm | ¨ | at
infinity (which implies BVpΩq as solution space). On the other hand, | ¨ | is non-differentiable
in 0 which can be seen to be responsible for the flat regions in the solutions.
As we have seen in Subsection 2.3, the latter can be remedied by considering convex
functions of the measure ∇u instead of TV which are smooth in the origin and have linear
growth at 8, also see Example 2.22. Then, Rg can be taken as a first-order regulariser under
the same conditions as for TV regularisation leading to solutions which are still in BVpΩq
and may, in particular, admit jumps. Additionally, less flat regions tend to appear in solutions
for noisy data as we no longer have a singularity at 0. However, this feature comes with two
drawbacks: First, compared to TV, noise removal seems not to be so strong in numerical
solutions. Second, in addition to the regularisation parameter for the inverse problem, one has
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(a) (b) (c) (d)
Figure 1: First-order denoising example. (a) Ground truth, (b) noisy image with additive
Gaussian noise, (c) TV-regularised solution (best PSNR), (d) regularisation with smooth TV-
like penalty ϕpxq “ ?x2` ε2´ ε (best PSNR).
to choose the parameter ε appropriately. A too small choice might again lead to staircasing to
appear while choosing ε too big may lead to edges being lost, see Figure 1 (d). The question
remains whether we can improve on this.
Here, we like to discuss and study the use of higher-order derivatives for regularisation
in imaging. This can be motivated by modelling images as piecewise smooth functions, i.e.,
assuming that an image is several times differentiable (in some sense) while still allowing
for object boundaries where the function may jump. With this model in mind, higher-order
variational approaches arise quite naturally and we refer for instance to [72, 103, 17] for
spaces and regularisation approaches related to second-order variational approaches.
3.1. Symmetric tensor calculus
For smooth functions, higher-order derivatives can be represented as tensor fields, i.e., the
derivative represents a tensor in each point. As the order of partial differentiation might
be interchanged, these tensors turn out to be symmetric. Symmetric tensors are therefore
a suitable tool for representing these objects independent from indices. There are several
ways to introduce and motivate tensors and vector spaces of tensors. For our purposes, the
following definition will be sufficient. Note that there and throughout this chapter, l ě 0 will
always be a tensor order.
Definition 3.1. We define
T lpRdq “ tξ : Rdˆ¨¨ ¨ˆRdloooooomoooooon
l times
Ñ R ˇˇ ξ l-linearu,
SymlpRdq “ tξ : Rdˆ¨¨ ¨ˆRdloooooomoooooon
l times
Ñ R ˇˇ ξ l-linear and symmetricu,
as the vector space of l-tensors and symmetric l-tensors, respectively.
Here, ξ P T lpRdq is called symmetric, if ξ pa1, . . . ,alq “ ξ papip1q, . . . ,apiplqq for all
a1, . . .al P Rd and pi P Sl , where Sl denotes the permutation group of t1, . . . , lu.
For ξ P T kpRdq, k ě 0 and η P T lpRdq the tensor product is defined as the element
ξ bη PT k`lpRdq obeying
pξ bηqpa1, . . . ,ak`lq “ ξ pa1, . . . ,akqηpak`1, . . . ,ak`lq
for all a1, . . . ,ak`l P Rd .
Note that the space of l-tensors is actually the space of p0, lq-covariant tensors, however,
we will not need to distinguish between co- and contravariant tensors. We have
T 0pRdq ” R, T 1pRdq ” Rd , . . . , T lpRdq ” Rdˆ¨¨¨ˆd ,
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while for low orders, the symmetric tensor spaces coincide with well-known spaces
Sym0pRdq ” R, Sym1pRdq ” Rd and Sym2pRdq ” Sdˆd , the space of symmetric d ˆ d
matrices.
In the following, we give a brief overview of the tensor operations that are the most
relevant to define regularisation functionals on higher-order derivatives.
Remark 3.2. The spaceT lpRdq can be associated with a unit basis. Indexed by p P t1, . . . ,dul ,
its elements are given by eppa1, . . . ,alq “ śli“1 ai,pi while the respective coefficient for a
ξ PT lpRdq is given by ξp “ ξ pep1 , . . . ,epl q. Each ξ PT lpRdq thus has the representation
ξ pa1, . . . ,alq “
ÿ
pPt1,...,dul
ξpeppa1, . . . ,alq.
The identity of vector spaces T lpRdq “ Rdˆ¨¨¨ˆd is evident from that.
The space SymlpRdq is obviously a (generally proper) subspace of T lpRdq. A (non-
symmetric) tensor ξ PT lpRdq can be symmetrised by averaging over all permuted arguments,
i.e.,
p|||ξ qpa1, . . . ,alq “ 1l!
ÿ
piPSl
ξ papip1q, . . . ,apiplqq.
The symmetrisation operator ||| : T lpRdq Ñ SymlpRdq obviously defines a projection. A
basis for SymlpRdq is given by eSymp “ |||ep for p ranging over all tuples in t1, . . . ,dul with
non-decreasing entries. The coefficients ξp can still be obtained by ξp “ ξ pep1 , . . . ,epl q.
We would like to equip the spaces with a Hilbert space structure.
Definition 3.3. For ξ ,η PT lpRdq, the scalar product and Frobenius norm are defined as
ξ ¨η “
ÿ
pPt1,...,duk
ξ pep1 , . . . ,epl qηpep1 , . . . ,epl q, |ξ | “
a
ξ ¨ξ .
Example 3.4. For ξ P SymlpRdq, the norm corresponds to the absolute value for l “ 0, the
Euclidean norm in Rd for l “ 1 and in case l “ 2, we can identify ξ P Sym2pRdq with
ξ “
¨˚
˝ ξ11 ¨ ¨ ¨ ξ1d... . . . ...
ξ1d ¨ ¨ ¨ ξdd
‹˛‚ , |ξ | “ ´ dÿ
i“1
ξ 2ii `2
ÿ
iă j
ξ 2i j
¯1{2
.
With the Frobenius norm, tensor spaces become Hilbert spaces of finite dimension and
the symmetrisation becomes an orthogonal projection, see, e.g., [98].
Proposition 3.5.
(i) With the above scalar-product and norm, the spaces T lpRdq, SymlpRdq are finite-
dimensional Hilbert spaces with dimT lpRdq “ dl and dimSymlpRdq “ `d`l´1l ˘.
(ii) The symmetrisation ||| is the orthogonal projection in T lpRdq onto SymlpRdq.
Tensor-valued mappings ΩÑ T lpRdq on the domain Ω Ă Rd are called tensor fields.
The tensor-field spaces C pΩ,T lpRdqq, CcpΩ,T lpRdqq and C0pΩ,T lpRdqq as well as the
Lebesgue spaces LppΩ,T lpRdqq are then given in the usual manner. Also, measures can be
tensor-valued, givingM pΩ,T lpRdqq, the space of l-tensor-valued Radon measures. Duality
according to Proposition 2.4 holds, i.e., M pΩ,T lpRdqq “ C0pΩ,T lpRdqq˚. Note that for
all spaces, the Frobenius norm is used as pointwise norm in the respective definitions of the
tensor-field norm. Furthermore, all the above applies analogously to symmetric tensor fields,
i.e., mappings between ΩÑ SymlpRdq.
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Turning to differentiation, the k-th Fre´chet derivative of a sufficiently smooth l-tensor
field, where from now on k ě 1 will always denote an order of differentiation, is naturally a
pk` lq-tensor field which we denote by ∇kbu : ΩÑT k`lpRdq according to
p∇kbuqpxqpa1, . . . ,ak`lq “
`
Dkupxqpa1, . . . ,akq
˘pak`1, . . . ,ak`lq.
The fact that gradient tensor-fields are not symmetric in general gives rise to consider
the k-th symmetrised derivative given by E ku “ |||∇k b u. This definition is consistent as
E k2E k1 “ E k1`k2 for k1,k2 ě 0. Divergence operators are then, up to the sign, formal adjoints
of these differentiation operators. They are given as follows. Introducing the trace of a tensor
ξ PT l`2pRdq according to
trpξ qpa1, . . . ,alq “
dÿ
i“1
ξ pei,a1, . . . ,al ,eiq
gives an l-tensor. It can be interpreted as the tensor contraction of the first and the last
component of the tensor. As for the vector-field case, the divergence is now the trace of
the derivative. For k-times differentiable v :ΩÑT k`lpRdq, the k-th divergence is thus given
by
divk v“ trkp∇kb vq.
Again, this is consistent with repeated application, i.e., divk1`k2 “ divk2 divk1 . Note that there
might be other choices of the divergence, such as contracting the derivative with any other
than the last components of the tensor. This affects, however, only non-symmetric tensor
fields. For symmetric tensor fields, the result is independent from the choice of the contraction
components and always a symmetric tensor field.
Example 3.6. The symmetrised gradient of scalar functions ΩÑ Sym0pRdq coincides with
the usual gradient while the divergence for mappingsΩÑ Sym1pRdq coincides with the usual
divergence.
The cases E 2u0 and E u1 for u0 :ΩÑ Sym0pRdq and u1 :ΩÑ Sym1pRdq can be handled
with the identification of Sym2pRdq and symmetric matrices Sdˆd :
pE 2u0qi j “ B
2u0
BxiBx j , pE u
1qi j “ 12
´Bu1i
Bx j `
Bu1j
Bxi
¯
.
Analogously, for the divergence of a v : ΩÑ Sym2pRdq, we have that
pdivvqi “
dÿ
j“1
Bvi j
Bx j , div
2 v“
dÿ
i“1
B2vii
Bx2i
`
ÿ
iă j
2
B2vi j
BxiBx j .
In particular, for k ě 1, there are the usual spaces of continuously differentiable tensor
fields which are denoted by C kpΩ,T lpRdqq and equipped with the usual norm }u}k,8 “
max0ďmďk }∇mbu}8. Likewise, we consider k-times continuously differentiable tensor
fields with compact support C kc pΩ,T lpRdqq where k “ 8 leads to the space of test tensor
fields. Also, for finite k, the space C k0 pΩ,T lpRdqq is given as the closure of C kc pΩ,T lpRdqq
in C kpΩ,T lpRdqq. Of course, the analogous constructions apply to symmetric tensor fields,
leading to the spaces C kpΩ,SymlpRdqq, C kc pΩ,SymlpRdqq and C k0 pΩ,SymlpRdqq as well as
the space of test symmetric tensor fields C8c pΩ,SymlpRdqq.
As Ω is assumed to be a connected set, we are able to describe the kernels of ∇k and E k
for (symmetric) tensor fields in terms of finite-dimensional spaces of polynomials.
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Proposition 3.7. Let u P C kpΩ,T lpRdqq such that ∇kbu“ 0. Then, u is a T lpRdq-valued
polynomial of maximal order k´1, i.e., there are ξm PT l`mpRdq, m“ 0, . . . ,k´1 such that
upxq “
k´1ÿ
m“0
trm
`
ξmbpxb . . .b xloooomoooon
m times
q˘ for each x PΩ. (8)
If E ku “ 0 for u P C k`lpΩ,SymlpRdqq, then u is a SymlpRdq-valued polynomial of maximal
order k` l´1, i.e., the above representation holds for ξm P Syml`mpRdq, m“ 0, . . . ,k` l´1
with the sum ranging from 0 to k` l´1.
Proof. At first we note that any T lpRdq- and SymlpRdq-valued polynomial of maximal order
k´ 1 and k` l´ 1, respectively, admits a representation as claimed. In case ∇kb u “ 0 for
u P C kpΩ,T lpRdqq it follows directly from a basis representation of upxq that u is a T lpRdq-
valued polynomial of maximal order k´1.
Now in case E ku “ 0 for u P C k`lpΩ,SymlpRdqq, we get that ∇k`l b u “ 0, see
Lemma A.3. This implies that u is a SymlpRdq-valued polynomial of maximal degree k` l´1
as claimed.
Next, we would like to introduce and discuss weak forms of differentiation for
(symmetric) tensor fields. Starting point for this is a version of the well-known Gauss–Green
theorem for smooth (symmetric) tensor fields [28].
Proposition 3.8. Let Ω Ă Rd be a bounded Lipschitz domain, u P C pΩ,T lpRdqq, v P
C 1pΩ,T l`1pRdqq. Then, a Gauss–Green theorem holds in the following form:ż
Ω
u ¨divv dx“
ż
BΩ
pubνq ¨ v dH d´1´
ż
Ω
p∇buq ¨ v dx
with ν being the outward unit normal on BΩ.
If u P C pΩ,SymlpRdqq, v P C 1pΩ,Syml`1pRdqq, the identity reads asż
Ω
u ¨divv dx“
ż
BΩ
|||pubνq ¨ v dH d´1´
ż
Ω
E u ¨ v dx.
If one of the tensor fields u or v have compact support inΩ the boundary term does not appear
and the identities are valid for arbitrary domains Ω.
As usual, being able to express integrals of the form
ş
Ωp∇buq ¨ v dx and
ş
ΩE u ¨ v dx for
test tensor fields without the derivative of u allows to introduce a weak notion of ∇b u and
E u, respectively, as well as associated Sobolev spaces.
Definition 3.9. For u P L1locpΩ,T lpRdqq, w P L1locpΩ,T l`1pRdqq is the weak derivative of u,
denoted w“ ∇bu, if for all ϕ P C8c pΩ,T l`1pRdqq, it holds thatż
Ω
u ¨divϕ dx“´
ż
Ω
w ¨ϕ dx.
Likewise, for u P L1locpΩ,SymlpRdqq, w P L1pΩ,Syml`1pRdqq is the weak symmetrised
derivative of u, denoted w“ E u, if the above identity holds for all ϕ P C8c pΩ,Syml`1pRdqq.
Like the scalar versions, ∇ and E are well-defined and constitute closed operators
between the respective Lebesgue spaces with dense domain.
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Definition 3.10. The Sobolev space of tensor fields of order l of differentiation order k and
exponent p P r1,8s is defined as
Hk,ppΩ,T lpRdqq “ tu P LppΩ,T lpRdqq ˇˇ }u}k,p ă8u,
}u}k,p “
´řk
m“0 }∇mbu}pp
¯1{p
if pă8,
}u}k,8 “maxm“0,...,k }∇mbu}8,
while Hk,p0 pΩ,T lpRdqq is the closure of the subspace C8c pΩ,T lpRdqq with respect to the} ¨}k,p-norm.
Replacing T lpRdq by SymlpRdq and letting
}u}k,p “
´ kÿ
m“0
}E mu}pp
¯1{p
if pă8, }u}8,k “ max
m“0,...,k
}E mu}8,
defines the Sobolev space of symmetric tensor fields, denoted by Hk,ppΩ,SymlpRdqq.
The space Hk,p0 pΩ,SymlpRdqq is again the closure C8c pΩ,SymlpRdqq with respect to the
corresponding norm.
By closedness of the differential operators, the Sobolev spaces are Banach spaces. Also,
since weak derivatives are symmetric, we have that Hk,ppΩ,T 0pRdqq “ Hk,ppΩ,Sym0pRdqq
in the sense of Banach space isometry, as well as coincidence with the usual Sobolev spaces.
For l ě 1, the space Hk,ppΩ,T lpRdqq corresponds to the space where all components of u
are in Hk,ppΩq. However, generally, for l ě 1, the norm of Hk,ppΩ,SymlpRdqq is weaker than
the norm in Hk,ppΩ,T lpRdqq, such that only Hk,ppΩ,T lpRdqq ãÑ Hk,ppΩ,SymlpRdqq in the
sense of continuous embedding and the latter is a strictly larger space.
Nevertheless, equality holds if some kind of Korn’s inequality can be established which
is, for instance, the case for the spaces H1,p0 pΩ,Sym1pRdqq for 1ă pă8 [119, Section 5.6]
as well as and the spaces H1,20 pΩ,SymlpRdqq for l ě 1 (which follows from [28, Proposition
3.6] via smooth approximation).
Finally, let us briefly discuss (symmetric) tensor-valued distributions and the
distributional forms of ∇k and E k.
Definition 3.11. A T lpRdq-valued distribution on Ω is a linear mapping u :
C8c pΩ,T lpRdqq Ñ R that satisfies the following continuity estimate: For each K ĂĂ Ω,
there is an m P N and a C ą 0 such that
|upϕq| ďC}ϕ}m,8 for all ϕ P C8c pK,T lpRdqq.
The distribution u is regular if there is a u¯ P L1locpΩ,T lpRdqq such that
upϕq “
ż
Ω
u¯ ¨ϕ dx for all ϕ P C8c pΩ,T lpRdqq.
A SymlpRdq-valued distribution on Ω and its regularity is analogously defined by replacing
T lpRdq by SymlpRdq in the above definition.
Then, the distributional (symmetrised) derivatives are given by p∇k b uqpϕq “
p´1qkupdivkϕq, ϕ PC8c pΩ,T lpRdqq and pE kuqpϕq“ p´1qkupdivkϕq, ϕ PC8c pΩ,SymlpRdqq
which makes them a T k`lpRdq- and Symk`lpRdq-valued distribution, respectively. We then
have the following generalisation of Proposition 3.7 which will be useful for analysing func-
tionals that depend on (symmetrised) distributional derivatives.
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Proposition 3.12. If ∇kb u “ 0 for a T lpRdq-valued distribution, then u is regular and a
T lpRdq-valued polynomial of maximal degree k´1.
If E ku“ 0 for a SymlpRdq-valued distribution, then u is regular and a SymlpRdq-valued
polynomial of maximal degree k` l´1.
Proof. This can be deduced from Proposition 3.7 via mollification arguments similar as in
[28, Proposition 3.3].
3.2. Functions of higher-order bounded variation
In the following, we discuss functions whose derivative is a Radon measure for a fixed order
of differentiation. As higher-order derivatives of scalar functions are always symmetric, it
suffices to consider only the symmetrised higher-order derivative E k in this case as well as
symmetric tensor fields. However, as we are also interested in intermediate differentiation
orders, we moreover discuss spaces of symmetric tensors for which the symmetrised
derivative of some order is a Radon measure.
In the following, recall that k ě 1 denotes a differentiation order and l ě 0 denotes a
tensor order.
Definition 3.13. Let ΩĂ Rd be a domain.
(i) In the case l “ 0, for u P L1locpΩq, the total variation of order k is defined as
TVkpuq “ sup
!ż
Ω
udivkϕ dx
ˇˇˇ
ϕ P C kc pΩ,SymkpRdqq, }ϕ}8 ď 1
)
.
For general l ě 0 and u P L1locpΩ,SymlpRdqq, the total deformation of order k is
TDkpuq “ sup
!ż
Ω
u ¨divkϕ dx
ˇˇˇ
ϕ P C kc pΩ,Symk`lpRdqq, }ϕ}8 ď 1
)
.
(ii) The normed space according to
BDkpΩ,SymlpRdqq “ tu P L1pΩ,SymlpRdqq ˇˇ TDkpuq ă 8u,
}u}BDk “ }u}1`TDkpuq
is called the space of symmetric tensor fields of bounded deformation of order k. The
scalar case, i.e., l “ 0, is referred to as the space of functions of bounded variation of
order k. The latter spaces are denoted by BVkpΩq.
We note that the Hilbert-space norm on the tensor space for the definition of TVk leads
to a corresponding pointwise norm on the derivatives. While this choice is rather natural,
and does not require to distinguish primal and dual norms, also other choices are possible for
which we refer to [127] in the second-order case.
Let us analyse some of the basic properties of these spaces.
Proposition 3.14. Let ΩĂ Rd be a domain, p P r1,8s. Then:
(i) TDk is proper, convex and a lower semi-continuous seminorm on LppΩ,SymlpRdqq.
(ii) TDkpuq “ 0 if and only if E ku “ 0. In particular, TDkpuq “ 0 implies that u is a
SymlpRdq-valued polynomial of maximal degree k` l´1.
Proof. With p˚ being the dual exponent to p, each test tensor field obeys divkϕ P
Lp
˚pΩ,SymlpRdqq for ϕ P C kc pΩ,Symk`lpRdqq. The functional TDk is thus a pointwise
supremum over a set of continuous linear functionals and, consequently, convex and lower
semi-continuous. By definition, it is obviously proper and positively homogeneous since if
divkϕ is a test vector field, then also ´divkϕ is.
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By definition of TDk we see that TDkpuq “ 0 if and only if şΩ u ¨divkϕ dx “ 0 for each
ϕ P C kc pΩ,Symk`1pRdqq. But this is equivalent to E ku “ 0 in the distributional sense such
that in particular, the polynomial representation follows from Proposition 3.12.
In order to show more properties, for instance, that BDkpΩ,SymlpRdqq is a Banach space,
let us adopt a more abstract viewpoint. We say that a function | ¨ | : X Ñr0,8s for X a Banach
space is a lower semi-continuous seminorm on X if | ¨ | is positive homogeneous, satisfies the
triangle inequality and is lower semi-continuous. The kernel of | ¨ |, denoted kerp| ¨ |q, is the
set tx P X ˇˇ |x| “ 0u which is a closed linear subspace of X .
Lemma 3.15. Let | ¨ | be a lower semi-continuous seminorm on the Banach space X with
norm } ¨}X . Then,
Y “ tx P X ˇˇ |x| ă 8u, }x}Y “ }x}X `|x|
is a Banach space. The seminorm | ¨ | is continuous in Y .
Proof. It is immediate that Y is a normed space. Let txnu be a Cauchy sequence in Y which
is obviously a Cauchy sequence in X . Hence, a limit x P X exists for which the lower semi-
continuity yields |x| ď liminfnÑ8 |xn| ă 8, the latter since t|xn|u is a real Cauchy sequence.
In particular, x P Y .
To obtain convergence with respect to | ¨ |, choose, for ε ą 0, an n such that for all mě n,
|xn´ xm| ď ε . Letting mÑ8 gives, as xn´ xm Ñ xn´ x in X ,
|xn´ x| ď liminf
nÑ8 |x
n´ xm| ď ε.
This implies xn Ñ x in Y which is what we intended to show.
Finally, the continuity of | ¨ | follows from the standard estimate ˇˇ|x1| ´ |x2| ˇˇď |x1´ x2| ď
}x1´ x2}Y for x1,x2 P Y .
It is then obvious from Proposition 3.14 and Lemma 3.15 that BDkpΩ,SymlpRdqq is a
Banach space. In order to examine the structure of these spaces, it is crucial to understand the
case k “ 1, i.e., BDpΩ,SymlpRdqq “ BD1pΩ,SymlpRdqq, where the symmetrised derivative
is only a measure. For l ě 1, these spaces are strictly greater that BVpΩ,SymlpΩqq as a
consequence of the failure of Korn’s inequality. Important properties of these spaces are
summarised as follows.
Theorem 3.16 ([32, Theorem 2.6]). If u is a SymlpRdq-valued distribution on Ω a bounded
Lipschitz domain with E u PM pΩ,Syml`1pRdqq, then u P BDpΩ,SymlpRdqq.
Theorem 3.17 ([28, Theorems 4.16 and 4.17]). For Ω a bounded Lipschitz domain and, 1ď
p ď d{pd´ 1q, the space BDpΩ,SymlpRdqq is continuously embedded in LppΩ,SymlpRdqq.
Moreover, for pă d{pd´1q, the embedding is compact.
Theorem 3.18 (Sobolev–Korn inequality [28, Corollary 4.20]). For Ω a bounded Lipschitz
domain and Rl : Ld{pd´1qpΩ,SymlpRdqq Ñ kerpE q a linear and continuous projection onto
the kernel of E , there exists a constant C ą 0 such that for each u P BDpΩ,SymlpRdqq it
follows that
}u´Rlu}d{pd´1q ďC}E u}M . (9)
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Note that the projection Rl as stated always exists as kerpE q is finite-dimensional (see
Proposition 3.12).
Now, for general k and u P BDkpΩ,SymlpRdqq fixed, w “ E k´1u is a Syml`k´1pRdq-
valued distribution with the property
pEwqpϕq “ ´wpdivϕq “ p´1qkupdivkϕq “ p´1qk
ż
Ω
u ¨divkϕ dx“
ż
Ω
ϕ ¨ dE ku
for ϕ P C8c pΩ,Symk`lpRdqq. In other words, Ew “ E ku P M pΩ,Symk`lpRdqq, thus
Theorem 3.16 implies that E k´1u “ w P BDpΩ,Symk`l´1pRdqq and, in particular, we have
u P BDk´1pΩ,SymlpRdqq. Hence, the spaces are nested:
BDkpΩ,SymlpRdqq Ă BDk´1pΩ,SymlpRdqq Ă . . .Ă BDpΩ,SymlpRdqq.
Let us look at the norms: By the Sobolev–Korn inequality (9), for some linear projection
Rk`l´1 : BDpΩ,Symk`l´1pRdqq Ñ kerpE q, we see
}E k´1u´Rk`l´1E k´1u}1 ďC}E ku}M
which implies
}E k´1u}M ďC
`}E ku}M `}Rk`l´1E k´1u}1˘.
Now, u ÞÑ Rk`l´1E k´1u is well-defined on BDkpΩ,SymlpRdqq, linear, has finite-dimensional
image and is hence continuous. We may therefore estimate
}E k´1u}M ďC
`}u}1`}E ku}M ˘.
Proceeding inductively, we arrive at the estimate
kÿ
m“0
}E mu}M ďC
`}u}1`}E ku}M ˘ (10)
for some C ą 0 independent of u. Therefore, we obtain the following theorem.
Theorem 3.19. If ΩĂ Rd is a bounded Lipschitz domain, then the norm equivalence
}u}1`}E ku}M „
kÿ
m“0
}E mu}M (11)
holds on BDkpΩ,SymlpRdqq. The embeddings
BDkpΩ,SymlpRdqq ãÑ BDk´1pΩ,SymlpRdqq ãÑ . . . ãÑ BDpΩ,SymlpRdqq
are continuous.
Proof. The nontrivial estimate to establish norm equivalence has just been shown in (10). The
continuity of the embedding follows from the fact that the norm on the right-hand side in (11)
is increasing with respect to k.
In the scalar case, we can furthermore establish Sobolev embeddings.
Theorem 3.20. Let Ω be a bounded Lipschitz domain and 0ď mă k.
For k´mď d: The space BVkpΩq is continuously embedded in Hm,ppΩq for 1 ď p ď
d
d´pk´mq , where we set
d
d´pk´mq “8 for k´m“ d.
If pă dd´pk´mq , then the embedding is compact.
For k´mą d: The space BVkpΩq is compactly embedded in C m,αpΩq for each α P s0,1r.
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Proof. In the scalar case, }u}1`ř|β |ďk´1 }∇Bβu}M for β PNd a multiindex and u PBVkpΩq
constitutes an equivalent norm on BVkpΩq, as a consequence of Theorem 3.19. By the
Poincare´ inequality in BVpΩq,
}Bβu}d{pd´1q ďC
`}∇Bβu}M `}u}1˘
for each |β | ď k´1. This establishes the continuous embedding BVkpΩqÑW k´1,d{pd´1qpΩq.
Application of the well-known embedding theorems for Sobolev spaces (see [1, Theorems 5.4
and 6.2]) then give the results for the cases k´m ă d and k´m ą d as well as for the case
k´m“ d and pă8.
For the case k´m“ d and p“8we note that again by Sobolev embeddings [1, Theorem
5.4] we get for a constant C ą 0 and all u P Hk,1pΩq that
mÿ
i“0
}∇iu}8 ďC
kÿ
i“0
}∇iu}1.
Approximating u P BVkpΩq with a sequence tunu in C8pΩqXBVkpΩq strictly converging to
u in BVkpΩq as in Lemma A.4, the result follows from applying this estimate to each un and
using lower semi-continuity of the L8-norm with respect to convergence in L1.
We would like to employ TDk as a regulariser and first characterise its kernel. For that
purpose, we note that TDkpuq “ 0 for some u P BDkpΩ,SymlpRdqq implies that E u“ 0 in the
distributional sense, hence Proposition 3.12 implies that u is a SymlpRdq-valued polynomial
of maximal degree k` l´1. This yields the following result.
Proposition 3.21. The space kerpTDkq is a subspace of polynomials of degree less than k` l.
If l “ 0, then kerpTVkq “ Pk´1 “ tu : ΩÑ R ˇˇ u polynomial of degreeď k´1u.
Next, we like to discuss coercivity of the higher-order total variation functionals.
Proposition 3.22. Let k ě 1, l ě 0 and Ω be a bounded Lipschitz domain. Then,
TDk is coercive in the following sense: For each linear and continuous projection R :
Ld{pd´1qpΩ,SymlpRdqq Ñ kerpTDkq, there is a C ą 0 such that
}u´Ru}d{pd´1q ďC TDkpuq for all u P BDkpΩ,SymlpRdqq.
Proof. At first note that by the embeddings BDkpΩ,SymlpRdqq ãÑ BDpΩ,SymlpRdqq ãÑ
Ld{pd´1qpΩ,SymlpRdqq the left hand side of the claimed inequality is well defined and finite.
We use a contradiction argument in conjunction with compactness. Suppose for R as
stated above there is a sequence tunu such that }un´Run}d{pd´1q “ 1 and TDkpunq Ñ 0 as
nÑ8. This implies t}un´Run}1u being bounded, TDkpun´RunqÑ 0 and by Theorems 3.19
and 3.17 tun´Runu has to be precompact in L1pΩ,SymlpRdqq, i.e., without loss of generality,
we may assume that un´Run Ñ u in L1pΩ,SymlpRdqq. By lower semi-continuity,
TDkpuq ď liminf
nÑ8 TD
kpunq “ 0,
hence u P kerpTDkq “ rgpRq. On the other hand, Rpun ´ Runq “ 0 for each n as R is a
projection, thus, Ru“ 0 and, consequently, u“ 0. In total, we have limnÑ8pun´Runq “ 0 in
BDkpΩq, and again by continuous embedding, also in Ld{pd´1qpΩq which is a contradiction to
}un´Run}d{pd´1q “ 1 for all n. Consequently, coercivity has to hold.
Corollary 3.23. In the scalar case, for p P r1,8s with pď dd´k if k ă d, we also have
}u´Ru}p ďC TVkpuq.
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Proof. This follows with the embedding Theorem 3.20:
}u´Ru}p ďC
`}u´Ru}1`TVkpuq˘ďC TVkpuq.
Remark 3.24. The above coercivity estimate also implies that the Fenchel conjugate of TVk is
the indicator functional of closed convex set in Lp
˚pΩqXkerpTVkqK with non-empty interior.
Indeed, for ξ P Lp˚pΩqXkerpTVkqK such that }ξ }p˚ ďC´1 it follows for any u P LppΩq that
xξ , uy “ xξ , u´Ruy ď }ξ }p˚}u´Ru}p ď TVkpuq
which means that pTVkq˚pξ q “ 0. On the other hand, if ξ P Lp˚pΩqzkerpTVkqK, then
xξ , uy ą 0 for some u P kerpTVkq. Thus, xξ , uy ą TVkpuq so pTVkq˚pξ q “ 8.
It is interesting to note that a coercivity estimate similar to the one of Corollary 3.23 also
holds between two higher-order TV functionals of different order.
Lemma 3.25. Let Ω be a bounded Lipschitz domain, 1 ď k1 ă k2 be two orders of
differentiation, p P r1,8r with p ď d{pd´ k2q if k2 ă d and R : LppΩq Ñ kerpTVk2q be a
continuous, linear projection. Then there exists a constant C ą 0 such that
TVk1pu´Ruq ďC TVk2puq (12)
holds for each u P BVk2pΩq.
Proof. Assume the opposite, i.e., the existence of tunu such that TVk1pun ´ Runq “ 1
and TVk2punq Ñ 0 as n Ñ 8. Then, by compact embedding BDk2´k1pΩ,Symk1pRdqq Ñ
L1pΩ,Symk1pRdqq, we have ∇k1pun´RunqÑ v as nÑ8 for some v P L1pΩ,Symk1pRdqq for
a subsequence (not relabelled). On the other hand, the Poincare´ estimate gives }un´Run}p ď
C TVk2punq, so un´Run Ñ 0 as n Ñ8 in L1pΩq. By closedness of ∇k1 this yields v “ 0.
By convergence in L1pΩ,Symk1pRdqq, this gives the contradiction TVk1pun´Runq Ñ 0 as
nÑ8.
3.3. Tikhonov regularisation
The coercivity which has just been established can be regarded as the most important step
towards existence for variational problems with TVk-regularisation. Here, we first prove an
existence result for linear inverse problems in a general abstract version.
Theorem 3.26. Let X be a reflexive Banach space, Y be a Banach space, K : X Ñ Y
be linear and continuous, S f : Y Ñ r0,8s a proper, convex, lower semi-continuous and
coercive discrepancy functional associated with some data f , | ¨ | : X Ñ r0,8s a lower semi-
continuous seminorm and α ą 0. Assume that there exists a linear and continuous projection
R : X Ñ kerp| ¨ |q and a C ą 0 such that
}u´Ru}X ďC|u| for all u P X ,
and either
(i) kerp| ¨ |q is finite-dimensional or, more generally,
(ii) kerpKqXkerp| ¨ |q admits a complement Z in kerp| ¨ |q and }u}X ďC}Ku}Y for some Cą 0
and all u P Z.
Then, the Tikhonov minimisation problem
min
uPX S f pKuq`α|u|. (13)
is well-posed, i.e., there exists a solution and the solution mapping is stable in sense that, if
S f n converges to S f as in (4) and tS f nu is equi-coercive, then for each sequence of minimizers
tunu of (13) with discrepancy S f n ,
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‚ either S f npKunq`α|un| Ñ 8 as nÑ8 and (13) with discrepancy S f does not admit a
finite solution,
‚ or S f npKunq`α|un| ÑminuPX S f puq`α|u| as nÑ8 and there is, possibly up to shifts
by functions in kerpKqXkerp| ¨ |q, a weak accumulation point u P X that minimises (13)
with discrepancy S f .
Further, in case (13) with discrepancy S f admits a finite solution, for each subsequence tunku
weakly converging to some u P X, it holds that |unk | Ñ |u| as k Ñ8. Also, if S f is strictly
convex and K is injective, finite solutions u of (13) are unique and un á u in X.
The same result is true if, for instance, instead of being reflexive, X is the dual of a
separable space, and we replace weak convergence by weak* convergence in the (lower semi-
) continuity assumptions on K, | ¨ |, S f and in (4).
Proof. At first note that kerp| ¨ |q being finite-dimensional implies condition (ii) above, hence
we can assume that (ii) holds. We start with existence. Assume that the objective functional
in (13) is proper as otherwise, there is nothing to show. For a minimising sequence
tunu, by the coercivity assumption, tun´Runu is bounded in X . Now, (ii) implies the
existence of a linear and continuous projection PZ : kerp| ¨ |q Ñ Z such that id´PZ projects
kerp| ¨ |q onto kerpKq X kerp| ¨ |q. With vn “ PZRun, we see that also tun´Run` vnu is a
minimising sequence and it suffices to show boundedness of tvnu to obtain a convergent
subsequence. But the latter holds true since by assumption }vn}p ď C}Kvn}Y , such that
}Kvn}Y ď }Kpun´Run` vnq}Y ` }K}}un´Run}X , with the right-hand side being bounded
as a consequence of the coercivity of S f and the boundedness of tun´Runu. Hence, as X is
reflexive, a subsequence of tun´Run` vnu converges weakly to a limit u P X . By continuity
of K and lower semi-continuity of both S f and | ¨ | it follows that u is a solution to (13). In case
S f is strictly convex and K is injective, S f ˝K is already strictly convex, so finite minimizers
of (13) have to be unique.
Now let tunu be a sequence of minimizers of (13) with discrepancy S f n . We denote
by F “ S f ˝ K ` α| ¨ | as well as Fn “ S f n ˝ K ` α| ¨ | and first suppose that tFnpunqu is
bounded. We can then add vn´Run P kerpKqX kerp| ¨ |q to un, with vn “ PZRun, and from
equi-coercivity of tS f nu obtain boundedness of tun´Run` vnu as before. This shows that by
shifting the minimizers within kerpKqXkerp| ¨ |q always leads to a bounded sequence, i.e., we
may assume without loss of generality that tunu is bounded such that a weak accumulation
point exists. Suppose that unk á u as k Ñ8. Then, estimating as in the proof of Theorem
2.14, we can obtain that u is a minimizer for F and that limkÑ8Fnkpunkq “ Fpuq as well as
limkÑ8 |unk | “ |u|. Also, if u is the unique minimizer for (13) with discrepancy S f , un á u
as nÑ8 follows since any subsequence has to contain another subsequence that converges
weakly to u.
The result for the two remaining cases liminfnÑ8Fnpunq ă 8 and Fnpunq Ñ 8,
respectively, finally follows analogously to Theorem 2.14.
Given that kerpTVkq is finite dimensional, the above result immediately implies well-
posedness for | ¨ | “ TVk with X “ LppΩq, as stated in the following corollary. The crucial
ingredient here is the estimate }u´Ru}p ď C TVkpuq, which restricts the exponent of the
underlying Lp-space to p ď d{pd ´ kq if k ă d. This shows that, the higher the order of
differentiation used in the regularisation, the weaker are the requirements on the underlying
spaces and, consequently, on the continuity of the operator K.
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Corollary 3.27. With X “ LppΩq, Ω being a bounded Lipschitz domain, and S f and K as in
Theorem 3.26,
min
uPLppΩq
S f pKuq`α TVkpuq. (14)
is well-posed in the sense of Theorem 3.26 whenever p P s1,8r with pď d{pd´ kq if k ă d.
As can be easily seen from the respective proofs, also the convergence result of Theorem
2.17 and the result on convergence rates as in Proposition 2.18 transfer to TVk regularisation.
Theorem 3.28. With the assumptions of Corollary 3.27, let u: P BVpΩq be a minimum-
TVk-solution of Ku: “ f : for some data f : in Y and for each δ ą 0 let f δ be such that
S f δ p f :q ď δ and denote by uα,δ a finite solution of (14) for parameter α ą 0 and data f δ .
Let the discrepancy functionals tS f δ u be equi-coercive and converge to S f : in the sense of (4)
and S f :pvq “ 0 if and only if v“ f :. Choose for each δ ą 0 the parameter α ą 0 such that
α Ñ 0, δ
α
Ñ 0 as δ Ñ 0.
Then, up to shifts by functions in kerpKqXPk´1, tuα,δ u has at least one Lp-weak accumulation
point. Each Lp-weak accumulation point is a minimum-TVk-solution of Ku “ f : and
limδÑ0 TVkpuα,δ q “ TVkpu:q.
Proposition 3.29. In the situation of Theorem 3.28, let K˚w: P BTVkpu:q for some w: P Y˚.
Then,
DTV
k
K˚w:puα,δ ,u:q ď
1
α
`
S˚f δ pαw:q`S˚f δ p´αw:q`2δ
˘
. (15)
The last result in particular guarantees convergence rates for the settings of Example
2.19. Note also that the above results remain true in case p“ 1 or in case p“ d{pd´ kq “ 8
and K is weak*-to-weak continuous.
Let us finally note some first-order optimality conditions. For this purpose, recall that for
X a Banach space, the normal coneNKpuq of a set K Ă X at u P K is given by the collection
of all w P X˚ for which xw, v´uyX˚ˆX ď 0 for all v P K. If we setNKpuq “H for u R K, we
have thatNK “ BIK whereIK is the indicator function of K, i.e., IKpuq “ 0 if u P K and8
otherwise.
Proposition 3.30. In the situation of Corollary 3.27, if S f pvq “ 12}v´ f }2Y and Y is a Hilbert
space, u˚ P LppΩq is a solution of
min
uPLppΩq
1
2
}Ku´ f }2Y `α TVkpuq (16)
if and only if
u˚ PNTVk
´K˚p f ´Ku˚q
α
¯
whereNTVk is the normal cone associated with the setBTVk where
BTVk “ tw P Lp
˚pΩq ˇˇ w“ divkϕ, ϕ P C kc pΩ,SymkpRdqq, }ϕ}8 ď 1u.
Proof. As u ÞÑ 12}Ku´ f }2Y is Gaˆteaux differentiable, it is continuous with unique
subgradient, so, by subdifferential calculus, optimality of u˚ is equivalent to K˚p f ´Ku˚q P
αBTVkpu˚q which can also be expressed as
u˚ P BpTVkq˚
´K˚p f ´Ku˚q
α
¯
.
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Now since TVk “ I ˚BTVk , it follows that pTV
kq˚ “ I ˚˚BTVk “ IBTVk , so BpTV
kq˚ “
NTVk .
Remark 3.31. In the situation of Proposition 3.30, it is also possible to give an a-priori
estimate for the solutions of (16) in case K is injective on Pk´1. Indeed, with R : LppΩq Ñ
Pk´1 the continuous projection operator on the kernel of TVk and C ą 0 the coercivity
constant, i.e., }u´Ru}p ď C TVkpuq for all u P LppΩq, by optimality, a solution u˚ satisfies
α TVkpu˚q ď 12} f }2Y and consequently, }u´Ru}p ď 12αC} f }2Y . Likewise, comparing with
u˚´Ru˚, optimality also gives }Ku˚´ f }2Y ď }Kpu˚´Ru˚q´ f }2Y , which is equivalent to}KRu˚}2Y ď 2xKRu˚, f ´Kpu˚´Ru˚qy. Using abď 14 a2`b2, the latter leads to }KRu˚}2Y ď
4} f ´Kpu˚´Ru˚q}2Y , where the right-hand side can further be estimated, using pa` bq2 ďp1` εqpa2` 1ε b2q with ε “ 14α2 C2}K}2 to give
}KRu˚}2Y ď 4
´
1` C
2}K}2
4α2
¯
p1`} f }2Y q} f }2Y .
Now, as K is injective on Pk´1 “ rgpRq, there is a c ą 0 such that c}Ru}p ď }KRu}Y for all
u P LppΩq. Consequently, employing the triangle inequality and estimating yields
}u˚}p ď 12α
´2
c
b
4α2`C2}K}2`C
¯b
1`} f }2Y } f }Y , (17)
which is an a-priori bound that only requires the knowledge of the Poincar–Wirtinger-type
constant C, the constant c in the inverse estimate for K on Pk`1, as well as an estimate on
}K}. Beyond being of theoretical interest, such a bound can for instance be used in numerical
algorithms, see Section 6, Example 6.23.
If the Kullback–Leibler divergence is used instead of the quadratic Hilbert space
discrepancy, i.e., S f pvq “ KLpv, f q, Y “ L1pΩ1q, and data f ě 0 a.e., then one has to choose
a u0 P BVkpΩq such that KLpKu0, f q ă 8. Set C f “ KLpKu0, f q `α TVkpu0q. Then, an
optimal solution u˚ will satisfy TVkpu˚q ď C fα . Further, we have }v}1 ď 2KLpv, f q` 2} f }1
for v P L1pΩ1q with v ě 0 a.e., see Lemma A.1, such that, if c ą 0 is a constant with
c}Ru}p ď }KRu}1 for all u P LppΩq, we get
}Ru˚}p ď 1c
`}Ku˚}1`}K}}u˚´Ru˚}p˘ď 1c´2α`C}K}α C f `2} f }1¯,
and finally arrive at
}u˚}p ď 1c
´2α`C}K} ` cC
α
C f `2} f }1
¯
. (18)
This constitutes an a-priori estimate similar to (17) for the Kullback–Leibler discrepancy,
however, with the difference that also a suitable constant C f has to determined.
Remark 3.32. In order to show the effect of TV2 regularisation in contrast to TV
regularisation, we performed a numerical denoising experiment for f shown in Figure 2 (a),
i.e., solved minuPL2pΩq 12}u´ f }22`Rαpuq where Rα “ α TV or Rα “ α TV2. One clearly
sees that TV2 regularisation (Figure 2 (c)) reduces the staircasing effect of TV regularisation
(Figure 2 (b)) and piecewise linear structures are well recovered. However, TV2 regularisation
also blurs the object boundaries which appear less sharp in contrast to TV regularisation.
This is due to the fact that TVk regularisation for k ě 2 is not able to produce solutions
with jump discontinuities. Indeed, TVk regularisation implies that a solution u has be to
contained in BVkpΩq which embeds into the Sobolev space Hk´1,1pΩq ãÑ H1,1pΩq. As we
have seen, for instance, in Example 2.1, this means that characteristic functions cannot be
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(a) (b) (c) (d)
Figure 2: Second-order total-variation denoising example. (a) Noisy image, (b) regularisation
with TV, (c) regularisation with TV2, (d) regularisation with }∆ ¨ }M . All parameters are tuned
to give highest PSNR with respect to the ground truth (Figure 1 (a)).
solutions. More generally, for u P H1,1pΩq Ă BVpΩq, the derivative ∇u interpreted as a
measure is absolutely continuous with respect to the Lebesgue measure such that the singular
part satisfies ∇su “ 0. Theorem 2.21 then implies that the jump set Ju is a H d´1-negligible
set, i.e., u cannot jump on pd´1q-dimensional hypersurfaces.
Remark 3.33. Instead of taking higher-order TV which bases on the full gradient, one could
also try to regularise with other differential operators, for instance with the (weak) Laplacian:
Rαpuq “ α}∆u}M .
However, the kernel of this seminorm is the space of p-integrable harmonic functions on Ω,
the Bergman spaces, which are infinite-dimensional. Therefore, in view of Theorem 3.26, to
useRα for the regularisation of ill-posed linear inverse problems, the forward operator K must
be continuously invertible on a complement of kerpRαqXkerpKq, i.e., well-posed. This limits
the applicability of this regulariser. Nevertheless, denoising problems can, for instance, still
be solved, see Figure 2 (d), leading to “speckle” artefacts in the solutions. Another possibility
would be to add more regularising functionals, which is discussed in the next section.
Higher order TV for multichannel images. In analogy to TV, also higher order TV can be
extended to colour and multichannel images represented by functions mapping into a vector
space, say Rm. This is achieved by testing with SymkpRdqm-valued tensor fields, where
SymkpRdqm “ tξ “ pξ1, . . . ,ξmq
ˇˇ
ξi P SymkpRdq, i“ 1, . . . ,mu
and requires to choose a norm for this space. While, also in view of the Frobenius norm used
in SymkpRdq, the most natural choice seems to pick the norm that is induced by the inner
product
ξ ¨η “
mÿ
i“1
ξi ¨ηi for ξ ,η P SymkpRdqm,
as with TV, this is not the only possible choice and different norms imply different types of
coupling of the multiple channels. Generally, we can take | ¨ |˝ to be any norm on SymkpRdqm,
set | ¨ |˚ to be the corresponding dual norm and extend TVk to functions u P L1locpΩ,Rmq as
TVkpuq “ sup
!ż
Ω
u ¨divkϕ dx
ˇˇˇ
ϕ P C kc pΩ,SymkpRdqmq, }ϕ}8,˚ ď 1
)
(19)
where }ϕ}8,˚ is the pointwise supremum of the scalar function x ÞÑ |ϕpxq|˚. By equivalence
of norms in finite dimensions, the functional-analytic properties of TVk and the results on
Higher-order TV approaches and generalisations 32
regularisation for inverse problems transfer one-to-one to its multichannel extension. Further,
TVk is invariant under rotations whenever the tensor norm | ¨ |˚ is unitarily invariant in the
sense that for any orthonormal matrix O P Rdˆd and pξ1, . . . ,ξmq P SymkpRdqm it holds that
|pξ1O, . . . ,ξmOq|˚ “ |pξ1, . . . ,ξmq|˚,
where we define pξiOqpa1, . . . ,akq “ ξipOa1, . . . ,Oakq for i“ 1, . . . ,m.
Fractional-order TV. Recently, ideas from fractional calculus started to be transferred to
construct new classes of higher-order TV, namely fractional-order total variation. The latter
bases on fractional partial differentiation with respect to the coordinate axes. The partial
fractional derivative of a non-integral order α ą 0 of a function u compactly supported on the
interval sa,br Ñ R can, for instance, be defined as
Bαra,bsu
Bxα pxq “
1
2
´Bαra,xsu
Bxα `p´1q
k
Bαrx,bsu
Bxα
¯
,
where k P N is such that k´ 1 ă α ă k and, denoting by Γ the Gamma-function, i.e.,
Γptq “ ş80 st´1e´t ds,
Bαra,xsu
Bxα “
1
Γpk´αq
Bk
Bxk
ż x
a
uptq
px´ tqα´k`1 dt
as well as
Bαrx,bsu
Bxα “
p´1qk
Γpk´αq
Bk
Bxk
ż b
x
uptq
pt´ xqα´k`1 dt.
This fractional-order derivative corresponds to a central version of the Riemann–Liouville
definition [197, 139]. However, one has to mention that there are also other possibilities
to define fractional-order derivatives [145]. On a rectangular domain Ω “ sa1,b1r ˆ . . .ˆ
sad ,bdr Ă Rd and for test vector fields ϕ P C kc pΩ,Rdq, the fractional divergence of order α
can then be defined as divα ϕ “řdi“1 Bαrai ,bisϕiBxαi which is still a bounded function. Consequently,
the fractional total variation of order α for u P L1pΩq is given as
TVαpuq “ sup
!ż
Ω
u ¨divα ϕ dx
ˇˇˇ
ϕ P C kc pΩ,Rdq, }ϕ}8 ď 1
)
.
It is easy to see that this defines a proper, convex and lower semi-continuous functional on
each LppΩq which makes the functional suitable as a regulariser for denoising [197, 192],
typically for 1 ă α ă 2. The use of TVα for the regularisation of linear inverse problems,
however, seems to be unexplored so far, and not many properties of the solutions appear to be
known.
4. Combined approaches
We have seen that employing higher-order total variation for regularisation yields well-
posedness results for general linear inverse problems that are comparable to first-order TV
regularisation, where the use of higher-order differentiation even weakens the continuity
requirements on the forward operator. On the other hand, TVk regularisation, for k ą 1,
does not allow to recover jump discontinuities, as we have shown analytically and observed
numerically (see Remark 3.32). An interesting question in this context is how combinations
of TV functionals with different orders behave with respect to these properties. As we will
see, this crucially depends on how such functionals are combined.
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4.1. Additive multi-order regularisation
In this section, we consider the additive combination of total variation functionals with
different orders. That is, we are interested in the following Tikhonov approach:
min
uPLppΩq
S f pKuq`α1 TVk1puq`α2 TVk2puq (20)
with αi ą 0 for i“ 1,2 and 1ď k1 ă k2. With k1 “ 1,k2 “ 2, such an approach has for instance
been considered in [141] for the regularisation of linear inverse problems.
The following proposition summarises, in the general setting of seminorms, basic
properties of the function spaces arising from the additive combination of two different
regularisers. Its proof is straightforward.
Proposition 4.1. Let | ¨ |1 and | ¨ |2 be two lower semi-continuous seminorms on the Banach
space X. Then,
(i) The functional | ¨ | “ | ¨ |1`|¨ |2 is a seminorm on X.
(ii) We have
kerp| ¨ |q “ kerp| ¨ |1qXkerp| ¨ |2q.
(iii) The seminorm | ¨ | is lower semi-continuous and
Y “ tx P X ˇˇ | ¨ | ă 8u, }x}Y “ }x}X `|x|
constitutes a Banach space.
(iv) With Yi the Banach spaces arising from the norms } ¨}X `|¨ |i, i“ 1,2 (see Lemma 3.15),
Y ãÑ Yi for i“ 1,2.
Setting | ¨ |i “ αi TVki for i “ 1,2 shows in particular that the function space associated
with the additive combination of the TVki is embedded in BVk2pΩq, i.e., the BV space
corresponding to the highest order. Hence non-trivial combinations of different TVki again
do not allow to recover jumps and, as the following proposition shows, in fact even yield the
same space as the single TV term with the highest order.
Theorem 4.2. Let 1 ď k1 ă k2, α1 ą 0, α2 ą 0 and Ω be a bounded Lipschitz domain. For
X “ L1pΩq and the seminorm | ¨ | “ α1 TVk1`α2 TVk2 , let Y be the associated Banach space
according to Lemma 3.15. Then,
Y “ BVk2pΩq
in the sense of Banach space equivalence, and for p P r1,8s, p ď d{pd ´ k2q if k2 ă d,
R : LppΩq Ñ kerpTVk1q a continuous, linear projection, there is a C ą 0 independent of u
such that
}u´Ru}p ďC mintα1,α2u´1pα1 TVk1`α2 TVk2qpuq
for all u P LppΩq.
Proof. For the claimed norm equivalence, one estimate is immediate, while the other one
follows from Theorem 3.19. Denoting by R2 : LppΩq Ñ kerpTVk2q a continuous, linear
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projection, the estimate on }u´Ru}p follows from Corollary 3.23 and norm equivalence in
finite-dimensional spaces as
}u´Ru}p ď }u´R2u}p`}Ru´R2u}p
ďC
´
TVk2puq`}Ru´R2u}1
¯
ďC
´
TVk2puq`}u´Ru}1`}u´R2u}1
¯
ďC
´
TVk1puq`TVk2puq
¯
,
ďC mintα1,α2u´1
´
α1 TVk1puq`α2 TVk2puq
¯
,
with C ą 0 a generic constant.
Tikhonov regularisation. For employing α1 TVk1`α2 TVk2 as regularisation in a Tikhonov
setting, the coercivity estimate in Theorem 4.2 is crucial since it allows to transfer the well-
posedness result of Theorem 3.26. Observe in particular that kerpα1 TVk1`α2 TVk2q is finite-
dimensional, such that assumption (i) in Theorem 3.26 is satisfied.
Proposition 4.3. With X “ LppΩq, p P s1,8r, Ω a bounded Lipschitz domain, Y a Banach
space, K : X Ñ Y linear and continuous, S f : Y Ñ r0,8s proper, convex, lower semi-
continuous and coercive, 1ď k1 ă k2, α1 ą 0, α2 ą 0 the Tikhonov minimisation problem
min
uPLppΩq
S f pKuq`α1 TVk1puq`α2 TVk2puq. (21)
is well-posed in the sense of Theorem 3.26 whenever pď d{pd´ k2q if k2 ă d.
It is interesting to note that the necessary coercivity estimate on α1 TVk1`α2 TVk2 uses a
projection to the smaller kernel of TVk1 and an Lp norm with a larger exponent corresponding
to TVk2 . Hence, in view of the assumptions in Theorem 3.26, the additive combination of
TVk1 and TVk2 inherits the best properties of the two summands, i.e., the ones that are the
least restrictive for applications in an inverse problems context.
Regarding the convergence result of Theorem 3.28 and the rates of Proposition 3.29, a
direct extension to regularisation with α1 TVk1`α2 TVk2 can be obtained by regarding the
weights α1,α2 to be fixed and introducing an additional factor α ą 0 for both terms, which
then acts as the regularisation parameter. A more natural approach, however, would be to
regard both α1,α2 as regularisation parameters and study the limiting behaviour of the method
as as α1,α2 converge to zero in some sense. This is covered by the following theorem.
Theorem 4.4. In the situation of Proposition 4.3, let for each δ ą 0 the data f δ be given such
that S f δ p f :q ď δ , let tS f δ u be equi-coercive and converge to S f : for some data f : P Y in the
sense of (4) with S f :pvq “ 0 if and only if v“ f :.
Choose the positive parameters α “ pα1,α2q in dependence of δ such that
maxtα1,α2u Ñ 0, δmaxtα1,α2u Ñ 0, as δ Ñ 0,
and pα˜1, α˜2q “ pα1,α2q{maxtα1,α2u Ñ pα:1 ,α:2 q as δ Ñ 0. Set
k “
"
k1 if α:2 “ 0,
k2 else,
and assume p ď d{pd ´ kq in case of k ă d, and that there exists u0 P BVkpΩq such that
Ku0 “ f :. Then, up to shifts in kerpKqXPk1´1, any sequence tuα,δ u, with each uα,δ being a
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solution to (20) for parameters pα1,α2q and data f δ , has at least one Lp-weak accumulation
point. Each Lp-weak accumulation point is a minimum-pα:1 TVk1`α:2 TVk2q-solution of
Ku“ f : and limδÑ0pα˜1 TVk1`α˜2 TVk2qpuα,δ q “ pα:1 TVk1`α:2 TVk2qpu:q.
Proof. First note that, as consequence of Theorem 3.26 and the fact that u0 P BVkpΩq with
Ku0 “ f :, there exists a minimum-pα:1 TVk1`α:2 TVk2q-solution to Ku “ f :, that we denote
by u:, such that TVkpu:q ă 8. Using optimality of uα,δ compared to u: gives
S f δ pKuα,δ q`
´
α1 TVk1`α2 TVk2
¯
puα,δ q ď δ `
´
α1 TVk1`α2 TVk2
¯
pu:q.
Since maxtα1,α2u Ñ 0 as δ Ñ 0, we have that S f δ pKuα,δ q Ñ 0 as δ Ñ 0. Moreover, as also
δ{maxtα1,α2u Ñ 0, it follows that
limsup
δÑ0
´
α:1 TV
k1`α:2 TVk2
¯
puα,δ q ď limsup
δÑ0
´
α˜1 TVk1`α˜2 TVk2
¯
puα,δ q
ď
´
α:1 TV
k1`α:2 TVk2
¯
pu:q
The choice of k allows to conclude that tTVkpuα,δ qu is bounded, which, in case k “ k1,
means that tTVk1puα,δ qu is bounded. Now we show that also in the other case when
k “ k2, tTVk1puα,δ qu is bounded. To this aim, denote by R : LppΩq Ñ kerpTVk2q and
PZ : kerpTVk2q Ñ Z linear, continuous projections, where Z is a complement of kerpKq X
kerpTVk2q in kerpTVk2q, i.e., id´PZ projects kerpTVk2q to kerpKq X kerpTVk2q. Then, by
optimality and invariance of K and TVk2 on kerpKqXkerpTVk2q we estimate
S f δ pKuα,δ q`
´
α1 TVk1`α2 TVk2
¯
puα,δ q ď S f δ pKuα,δ q`α2 TVk2puα,δ q
`α1 TVk1
´
uα,δ ´pid´PZqRuα,δ
¯
,
which, together with Lemma 3.25, norm equivalence on finite-dimensional spaces and
injectivity of K on the finite-dimensional space Z, yields
TVk1puα,δ q ď TVk1
´
uα,δ ´pid´PZqRuα,δ
¯
ď TVk1
´
uα,δ ´Ruα,δ
¯
`TVk1
´
PZRuα,δ
¯
ďC
´
TVk2puα,δ q`}PZRuα,δ }p
¯
ďC
´
TVk2puα,δ q`}KPZRuα,δ }Y
¯
ďC
´
TVk2puα,δ q`}Kpuα,δ ´Ruα,δ `PZRuα,δ q}Y `}K}}puα,δ ´Ruα,δ q}p
¯
ďC
´
TVk2puα,δ q`}Kuα,δ }Y
¯
.
Now, the last expression is bounded due to boundedness of TVk2puα,δ q and equi-coercivity
of tS f δ u. Hence, tTVk1puα,δ qu is always bounded and, again using the equi-coercivity of
tS f δ u and the techniques in the proof of Theorem 3.26, one sees that with possible shifts in
kerpKqXPk1´1, one can achieve that tuα,δ u is bounded in BVkpΩq. Therefore, by continuous
embedding and reflexivity, it admits a weak accumulation point in LppΩq.
Next, let u˚ be a Lp-weak accumulation point associated with tδnu, δn Ñ 0
as well as the corresponding parameters tαnu “ tpα1,n,α2,nqu. Then, S f :pKu˚q ď
liminfnÑ8 S f δn pKuαn,δnq “ 0 by convergence of S f δ to S f : , so Ku˚ “ f :. Moreover,´
α:1 TV
k1`α:2 TVk2
¯
pu˚q ď liminf
nÑ8 α˜1,n TV
k1puαn,δnq` liminf
nÑ8 α˜2,n TV
k2puαn,δnq
ď liminf
nÑ8
´
α˜1,n TVk1`α˜2,n TVk2
¯
puαn,δnq
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ď
´
α:1 TV
k1`α:2 TVk2
¯
pu:q,
hence, u˚ is a minimum-pα:1 TVk1`α:2 TVk2q-solution. In particular,´
α:1 TV
k1`α:2 TVk2
¯
pu˚q “
´
α:1 TV
k1`α:2 TVk2
¯
pu:q,
so
lim
nÑ8
´
α˜1,n TVk1`α˜2,n TVk2
¯
puαn,δnq “
´
α:1 TV
k1`α:2 TVk2
¯
pu:q.
Finally, each sequence of tδnu, δn Ñ 0 contains another subsequence (not relabelled) for
which pα˜1,n TVk1`α˜2,n TVk2qpuαn,δnq Ñ pα:1 TVk1`α:2 TVk2qpu:q as n Ñ 8, so we have
pα˜1 TVk1`α˜2 TVk2qpuα,δ q Ñ pα:1 TVk1`α:2 TVk2qpu:q as δ Ñ 0.
Remark 4.5.
‚ Theorem 4.4 shows that, with the additive combination higher-order TV functionals, the
maximum of the parameters plays the role of the regularisation parameter. The regularity
assumption on u0 such that Ku0 “ f : on the other hand depends on whether some
parameters converge to zero faster than the maximum or not. Assuming for instance
that α2{maxtα1,α2u Ñ 0 leads to the weaker BVk1 -regularity requirement for u0.
‚ Although (20) incorporates multiple orders, a solution is always contained in BVk2pΩq.
Since k2 ě 2, this space is always contained in H1,1pΩq, so jump discontinuities
cannot appear. One can observe that for numerical solutions, this is reflected in blurry
reconstructions of edges while higher-order smoothness is usually captured quite well,
see Figure 2 (c).
‚ Naturally, it is also possible to consider the weighted sum of more than two TV-type
functionals for regularisation, i.e.,
min
uPLppΩq
S f pKuq`
´ mÿ
i“1
αi TVki
¯
puq. (22)
with orders k1, . . . ,km ě 1 and weights α1, . . . ,αm ą 0. Solutions then exist, for
appropriate p, in the space BVkpΩq for k “maxtk1, . . . ,kmu.
Optimality conditions. As for TVk, one can also consider optimality conditions for
variational problems with α1 TVk1`α2 TVk2 as regularisation. Again, in the case that Y is
a Hilbert space, q “ 2 and S f pvq “ 12}v´ f }2Y , one can argue according to Proposition 3.30
and obtain that u˚ is optimal for (20) if and only if
K˚p f ´Ku˚q P B`α1 TVk1`α2 TVk2˘`u˚˘
or, equivalently,
u˚ P B`pα1 TVk1`α2 TVk2q˚˘`K˚p f ´Ku˚q˘.
A difficulty with a further specification of these statements, however, is that it is not immediate
that either the subdifferential is additive in this situation or that the dual of the sum of the
TVki equals the infimal convolution of the duals (see Definition 4.6 in the next subsection
for a definition of the infimal convolution). A possible remedy is to consider the original
minimisation problem in the space BVk1pΩq instead, such that TVk1 becomes continuous.
This, however, yields subgradients in the dual of BVk1pΩq instead of Lp˚pΩq making the
optimality conditions again difficult to interpret.
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(a) (b) (c) (d)
Figure 3: Additive multi-order denoising example. (a) Noisy image, (b) regularisation with
TV, (c) regularisation with α1 TV`α2 TV2, (d) regularisation with α1 TV`α2}∆ ¨ }M . All
parameters are tuned to give highest PSNR with respect to the ground truth (Figure 1 (a)).
A-priori estimates. In order to obtain a bound on a solution u˚ for a quadratic Hilbert-
norm discrepancy, i.e., S f pvq “ 12}v´ f }2Y , Y Hilbert space, on can proceed analogously to
Remark 3.31, provided that K is injective on the space Pk1´1. We then also arrive at (17),
with α replaced by α1, C being the coercivity constant for TVk1 and c the inverse bound for
K on Pk1´1. Of course, in case K is still injective on the larger space Pk2´1, the analogous
bound can be obtained with α2 instead of α1 and respective constants C,c. In case of the
Kullback–Leibler discrepancy, i.e., S f pvq “ KLpv, f q, the analogous statements apply to the
estimate (18).
Denoising performance. Figure 3 shows the effect of α1 TV`α2 TV2 regularisation
compared to pure TV-regularisation. While staircase artefacts are slightly reduced, the overall
image is more blurry than the one obtained with TV, see Figure 3 (b) and (c). This is expected
as additive regularisation inherits the analytical properties of the stronger regularisation term,
hence α1 TV`α2 TV2 is not able to recover jumps. The result is not much different when
}∆ ¨ }M is used instead of TV2, see Figure 3 (d). Nevertheless, although not discussed in
this paper, the issue of limited applicability of }∆ ¨ }M for regularisation of general inverse
problems, as mentioned in Remark 3.33, is overcome in an additive combination with TV
since the properties of TV are sufficient to guarantee well-posedness results.
4.2. Multi-order infimal convolution
In order to overcome the smoothing effect of total variation of order two and higher, and
additive combinations thereof, another idea would be to model an image u as the sum of a
first-order part and a second order part, i.e.,
u“ u1`u2 with u1 P BVpΩq,u2 P BV2pΩq.
This has originally been proposed in [58], and different variants have subsequently been
analysed in [16] and considered in [173, 174] in a discrete setting.
Obviously, such a decomposition exists for each u P BVpΩq but is, of course, not unique.
The parts u1 and u2 are now regularised with first and second-order total variation associated
with some weights α1 ą 0, α2 ą 0. The associated Tikhonov minimisation problem reads as
min
u1PBVpΩq,
u2PBV2pΩq
S f pKpu1`u2qq`α1 TVpu1q`α2 TV2pu2q.
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As we are only interested in u, we rewrite this problem as
min
uPLppΩq
S f pKuq` inf
u1PBVpΩq,
u2PBV2pΩq,
u“u1`u2
α1 TVpu1q`α2 TV2pu2q. (23)
This regularisation functional is called infimal convolution of α1 TV and α2 TV2.
Definition 4.6. Let F1,F2 : X Ñ s´8,8s. Then,
pF14F2qpuq “ inf
u1`u2“u
F1pu1q`F2pu2q
is the infimal convolution of F1 and F2.
An infimal convolution is called exact, if for each u P X there is a pair u1,u2 P X with
u1`u2 “ u and F1pu1q`F2pu2q “ pF14F2qpuq.
The infimal convolution may or may not be exact and may or may not be lower semi-
continuous, even if both F1, F2 are lower semi-continuous. The next proposition, which should
be compared to Proposition 4.1 above, provides basic properties and the function spaces
associated with infimal convolutions.
Proposition 4.7. Let | ¨ |1 and | ¨ |2 be two lower semi-continuous seminorms on the Banach
space X. Then,
(i) The functional | ¨ | “ | ¨ |14| ¨ |2 is a seminorm on X.
(ii) We have
kerp| ¨ |1q`kerp| ¨ |2q Ă kerp| ¨ |q
with equality if | ¨ |14| ¨ |2 is exact.
(iii) If | ¨ |14| ¨ |2 is lower semi-continuous, then
Y “ tu P X ˇˇ |u| ă 8u, }u}Y “ }u}X `|u|
constitutes a Banach space.
(iv) With Yi the Banach spaces arising from the norms } ¨}X `|¨ |i, i“ 1,2 (see Lemma 3.15),
Yi ãÑ Y for i“ 1,2.
(v) It holds that p| ¨ |14| ¨ |2q˚ “ |¨ |1˚`|¨ |2˚ and if | ¨ |14| ¨ |2 is exact, then
Bp| ¨ |1˚`|¨ |2˚q “ B| ¨ |1˚`B| ¨ |2˚
Proof. The seminorm axioms can easily be verified for | ¨ |. If u “ u1` u2 for ui P kerp| ¨ |iq,
i“ 1,2, then
|u| ď |u1|1`|u2|2 “ 0.
The converse inclusion follows directly from the exactness. The third statement is a direct
consequence of Lemma 3.15 while the forth immediately follows from }u}X`|u| ď }u}X`|u|i
for i“ 1,2.
For the fifth statement, the assertion on the Fenchel dual follows by direct computation.
Regarding equality of the subdifferentials, let w P X˚ and u P X such that u P Bp| ¨ |1˚ `
|¨ |2˚qpwq. Then, the Fenchel identity yields
xw, uy “ p| ¨ |14| ¨ |2qpuq` | ¨ |1˚pwq` | ¨ |2˚pwq` “ |u1|1`|¨ |1˚pwq` |u2|1`|¨ |2˚pwq (24)
for the minimising u1,u2 P X with u1`u2 “ u. As by the Fenchel inequality
xw, u1y ď |u1|1`|¨ |1˚pwq and xw, u2y ď |u2|2`|¨ |2˚pwq, (25)
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the equation (24) can only be true when there is equality in (25). But this means, in turn,
that u1 P B| ¨ |1˚pwq and u2 P B| ¨ |2˚pwq. Hence, Bp| ¨ |1˚`|¨ |2˚q Ă B| ¨ |1˚`B| ¨ |2˚. The other
inclusion holds trivially.
The statement (v) will be relevant for obtaining optimality conditions and we note that,
as can be seen from the proof, it holds true for arbitrary convex functionals, not necessarily
seminorms.
The previous proposition shows in particular that lower semi-continuity and exactness
of the infimal convolution are important for obtaining an appropriate function space setting.
Regarding the infimal convolution of TV functionals, this holds true on Lp-spaces as follows.
Proposition 4.8. Let Ω be a bounded Lipschitz domain, 1 ď k1 ă k2 and p P r1,8s with
pď d{pd´ k1q if k1 ă d. Then, for α “ pα1,α2q, α1 ą 0, α2 ą 0, the infimal convolution
Rα “ α1 TVk14α2 TVk2 , (26)
is exact and lower semi-continuous in LppΩq.
Proof. By continuous embedding, we may assume without loss of generality that p ă 8.
Take a sequence tunu converging to some u in LppΩq for which liminfnÑ8 Rαpunq ă8. For
each n, we can select un1,u
n
2 P BVk1pΩq such that un “ un1`un2,
α1 TVk1pun1q`α2 TVk2pun2q ď
´
α1 TVk14α2 TVk2
¯
punq` 1
n
,
and un1 is in the complement of kerpTVk1q in the sense that Run1 “ 0 for R : LppΩqÑ kerpTVk1q
a linear and continuous projection. The latter condition can always be satisfied since both
TVk1 and TVk2 are invariant on kerpTVk1q. Now, by coercivity of TVk1 as in Corollary 3.23,
we get that tun1u is bounded in BVk1pΩq. Hence, by the embedding of BVk1pΩq in either
L8pΩq or Ld{pd´k1qpΩq in case of k1 ă d as in Theorem 3.20, the choice of p and convergence
of tunu in LppΩq, we can extract (non-relabelled) subsequences of tun1u and tun2u converging
weakly to some u1 and u2 in LppΩq, respectively, such that u “ u1` u2. Thus, lower semi-
continuity of both TVk1 and TVk2 implies´
α1 TVk14α2 TVk2
¯
puq ď α1 TVk1pu1q`α2 TVk2pu2q
ď liminf
nÑ8
´
α1 TVk1pun1q`α2 TVk2pun2q
¯
“ liminf
nÑ8
´
α1 TVk14α2 TVk2
¯
punq
such that lower semi-continuity holds. Finally, exactness for u P LppΩq with Rαpuq ă 8
follows from choosing tunu as the sequence that is constant u.
Given this, the special case | ¨ |i “ αi TVki and X “ L1pΩq of Proposition 4.7 shows that
both BVk1pΩq and BVk2pΩq are embedded in the Banach space Y . Hence, in contrast to the
sum of different TV terms, their infimal convolution allows to recover jumps whenever k1“ 1,
independent of k2. In fact, as the following proposition shows, the space Y is even equivalent
to the BV space corresponding to the lowest order, in particular to BVpΩq for k1 “ 1. Again,
the result should be compared to Theorem 4.2 above.
Theorem 4.9. Let 1ď k1ă k2, α1ą 0, α2ą 0,Ω be a bounded Lipschitz domain, and Y be the
Banach space associated with X “ L1pΩq and total-variation infimal convolution according
to (26). Then,
Y “ BVk1pΩq
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in the sense of Banach space equivalence, and for p P r1,8s, p ď d{pd´ k1q if k1 ă d, and
for R : LppΩq Ñ kerpTVk2q a linear, continuous projection there exists a C ą 0 such that
}u´Ru}p ďC mintα1,α2u´1pα1 TVk14α2 TVk2qpuq (27)
for all u P LppΩq.
Proof. We first show the claimed norm equivalence. For this purpose, note that one estimate
corresponds to the fourth statement in Proposition 4.7. For the converse estimate, let
u P BVk1pΩq and R : L1pΩq Ñ kerpTVk2q be a projection. Then,
TVk1puq ďC`}u}1`TVk1pu´Rwq˘ (28)
for C independent of u,w P BVk1pΩq. Indeed, if for tunu and twnu we have TVk1punq “ 1
and }un}1 Ñ 0 as well as TVk1pun ´ Rwnq Ñ 0, meaning un Ñ 0 in L1pΩq and ∇k1pun ´
Rwnq Ñ 0 in M pΩ,Symk1pRdqq. The latter implies that t∇k1Rwnu is bounded in a finite-
dimensional space, hence there is a convergent subsequence (not relabelled) with limit
v PM pΩ,Symk1pRdqq. Then, ∇k1un Ñ v in M pΩ,Symk1pRdqq and the closedness of ∇k1
yields v“ 0 which is a contradiction to TVk1punq “ 1 for all n.
Using this, together with the estimate
TVk1pw´Rwq ďC TVk2pwq (29)
from Lemma 3.25, it holds for u P BVk1pΩq and w P BVk2pΩq that
TVk1puq ďC`}u}1`TVk1pu´Rwq˘
ďC`}u}1`TVk1pu´wq`TVk1pw´Rwq˘
ďC`}u}1`TVk1pu´wq`TVk2pwq˘.
Taking the infimum over all w P BVk2pΩq, adding }u}1 on both sides as well as observing that
TVk14TVk2 ďmintα1,α2u´1pα1 TVk14α2 TVk2q yields
}u}1`TVk1puq ďC
`}u}1`mintα1,α2u´1pα1 TVk14α2 TVk2qpuq˘,
and, consequently, the desired norm estimate. Likewise, the estimate }u ´ Ru}p ď
CpTVk14TVk2qpuq follows in analogy to Proposition 3.22 and Corollary 3.23, which
immediately gives the claimed estimate for arbitrary α1 ą 0, α2 ą 0.
Tikhonov regularisation. Again, the second estimate in Theorem 4.9 is crucial as it allows
to apply the well-posedness result of Theorem 3.26.
Proposition 4.10. With X “ LppΩq, p P s1,8r, Ω being a bounded Lipschitz domain, Y a
Banach space, K : X Ñ Y linear and continuous, S f : Y Ñ r0,8s proper, convex lower semi-
continuous and coercive, 1ď k1 ă k2, α1 ą 0, α2 ą 0, the Tikhonov minimisation problem
min
uPLppΩq
S f pKuq`
´
α1 TVk14α2 TVk2
¯
puq. (30)
is well-posed in the sense of Theorem 3.26 whenever pď d{pd´ k1q if k1 ă d.
Compared to the sum of different TV terms, we see that now the necessary coercivity
estimate incorporates a projection to the larger kernel of TVk2 and an Lp norm with a smaller
exponent corresponding to TVk1 . Hence, in view of the assumptions of Theorem 3.26, the
infimal convolution of TVk1 and TVk2 inherits the worst properties of the two summands, i.e.,
the ones that are more restrictive for applications in an inverse problems context. Nevertheless,
such a slightly more restrictive assumption on the continuity of the forward operator is
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compensated by the fact that the infimal convolution with k1 “ 1 allows to reconstruct jumps.
In addition, each solution u˚ of a Tikhonov functional admits an optimal decomposition
u˚ “ u˚1 ` u˚2 with ui˚ P BVkipΩq, i “ 1,2, which follows from the exactness of the infimal
convolution.
Regarding the convergence result of Theorem 3.28 and the rates of Proposition 3.29,
again a direct extension to regularisation with α1 TVk14α2 TVk2 can be obtained by regarding
the weights α1,α2 to be fixed and introducing a additional factor α ą 0 for both terms, which
then acts as the regularisation parameter. Considering the limiting behaviour for both weights
converging to zero, a counterpart of Theorem 4.4 can be obtained as follows. There, we
allow also for infinite weights αi, i.e., for αi “8, we set αi TVkipuq “ 0 if u P kerpTVkiq and
αi TVkipuq “ 8 else. We first need a lower semi-continuity result.
Lemma 4.11. Let Ω be a bounded Lipschitz domain, p P r1,8r with 1 ď p ď d{pd´ k1q if
k1 ă d, tpα1,n,α2,nqu be a sequence of positive parameters converging to some pα:1 ,α:2 q P
s0,8s2 and tunu be a sequence in LppΩq weakly converging to u˚ P LppΩq. Then,´
α:1 TV
k14α:2 TVk2
¯
pu˚q ď liminf
nÑ8
´
α1,n TVk14α2,n TVk2
¯
punq.
Proof. By moving to a subsequence, we can assume that
`
α1,n TVk14α2,n TVk2
˘punq
converges to the limes inferior on the right-hand side of the claimed assertion and that the
latter is finite. Choose tun1u, tun2u sequences such that for each n, we have un1 ` un2 “ un,`
α1,n TVk14α2,n TVk2
˘punq “ α1,n TVk1pun1q`α2,n TVk2pun2q and un1 being in a complement
of kerpTVk1q in the sense that un1 P kerpRq for a linear, continuous projection R : LppΩq Ñ
kerpTVk1q. Setting αˆi “ inf tαi,nu ą 0, we obtain
αˆ1 TVk1pun1q` αˆ2 TVk2pun2q ď α1,n TVk1pun1q`α2,n TVk2pun2q.
In particular, for a constant C ą 0 it holds that
}un1}p ďCαˆ1 TVk1pun1q ďCpα1,n TVk1pun1q`α2,n TVk2pun2qq,
which implies that tun1u is bounded in BVk1pΩq. By the embedding of Theorem 3.20 and
since tunu is convergent, both tun1u and tun2u admit subsequences (not relabelled) weakly
converging to some u˚1 and u
˚
2 in L
ppΩq, respectively. Now, in case α:i ă8, we can conclude
α:i TV
kipui˚ q ď liminfnÑ8 αi,n TV
kipuni q.
Otherwise, we get by boundedness of αi,n TVkipuni q that TVkipuni q Ñ 0 and by lower semi-
continuity that TVkipui˚ q “ 0. Together, this implies´
α:1 TV
k14α:2 TVk2
¯
pu˚q ď α:1 TVk1pu˚1 q`α:2 TVk2pu˚2 q
ď liminf
nÑ8
´
α1,n TVk1pun1q`α2,n TVk2pun2q
¯
“ liminf
nÑ8
´
α1,n TVk14α2,n TVk2
¯
punq.
This implies the desired statement.
Theorem 4.12. In the situation of Proposition 4.10 and for p P s1,8r with pď d{pd´k1q in
case of k1 ă d, let for each δ ą 0 the data f δ be given such that S f δ p f :q ď δ , let tS f δ u be
equi-coercive and converge to S f : for some data f
: in Y in the sense of (4) and S f :pvq “ 0 if
and only if v“ f :.
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Choose the parameters α “ pα1,α2q in dependence of δ such that
mintα1,α2u Ñ 0, δmintα1,α2u Ñ 0, as δ Ñ 0,
and assume that pα˜1, α˜2q “ pα1,α2q{mintα1,α2u Ñ pα:1 ,α:2 q P s0,8s2 as δ Ñ 0. Set
k “
"
k1 if α:1 ă8,
k2 else,
and assume that there exists u0 P BVkpΩq such that Ku0 “ f :.
Then, up to shifts in kerpKqXPk2´1, any sequence tuα,δ u, with each uα,δ being a solution
to (30) for parameters pα1,α2q and data f δ , has at least one Lp-weak accumulation point.
Each Lp-weak accumulation point is a minimum-pα:1 TVk14α:2 TVk2q-solution of Ku “ f :
and limδÑ0pα˜1 TVk14α˜2 TVk2qpuα,δ q “ pα:1 TVk14α:2 TVk2qpu:q.
Proof. First note that, with R : LppΩq Ñ kerpTVk2q a linear, continuous projection, for any
u P LppΩq, we have
}u´Ru}p ďCpTVk14TVk2qpuq ďCpα:1 TVk14α:2 TVk2qpuq,
and by the choice of k as well as u0 P BVkpΩq, that pα:1 TVk14α:2 TVk2qpu0q ă 8. Hence,
as a consequence of Theorem 3.26, there exists a minimum-pα:1 TVk14α:2 TVk2q-solution
u: P BVkpΩq to Ku“ f :. Using optimality of uα,δ compared to u: gives
S f δ pKuα,δ q`
´
α1 TVk14α2 TVk2
¯
puα,δ q ď δ `
´
α1 TVk14α2 TVk2
¯
pu:q.
Now since
`
α1 TVk14α2 TVk2
˘pu:q ďmini“1,2tαi TVkipu:qu and mintα1,α2uÑ 0 as δ Ñ 0,
we have that S f δ pKuα,δ qÑ 0 as δ Ñ 0. Moreover, as also δ{mintα1,α2uÑ 0, it follows that
limsup
δÑ0
´
α˜1 TVk14α˜2 TVk2
¯
puα,δ q ď limsup
δÑ0
´
α˜1 TVk14α˜2 TVk2
¯
pu:q
ď p1` εq
´
α:1 TV
k14α:2 TVk2
¯
pu:q
for ε ą 0 independent of uα,δ and letting ε Ñ 0, we obtain
limsup
δÑ0
´
α˜1 TVk14α˜2 TVk2
¯
puα,δ q ď
´
α:1 TV
k14α:2 TVk2
¯
pu:q.
In particular, using (27), we can conclude that tuα,δ ´Ruα,δ u is bounded in LppΩq. By
introducing appropriate shifts in kerpKq X Pk2´1 as done in Theorem 3.26 and using the
equi-coercivity of tS f δ u, one can then achieve that tuα,δ u is bounded in LppΩq such that
by reflexivity, it admits a Lp-weak accumulation point.
Next, let u˚ be a Lp-weak accumulation point associated with tδnu, δn Ñ 0
as well as the corresponding parameters tαnu “ tpα1,n,α2,nqu. Then, S f :pKu˚q ď
liminfnÑ8 S f δn pKuαn,δnq “ 0 by convergence of S f δ to S f : , so Ku˚ “ f :. Moreover,
employing Lemma 4.11, we get´
α:1 TV
k14α:2 TVk2
¯
pu˚q ď liminf
nÑ8
´
α˜1,n TVk14α˜2,n TVk2
¯
puαn,δnq
ď
´
α:1 TV
k14α:2 TVk2
¯
pu:q,
Higher-order TV approaches and generalisations 43
hence, u˚ is a minimum-
´
α:1 TV
k14α:2 TVk2
¯
pu:q-solution. The remaining assertions follow
as in the proof of Theorem 4.4 by replacing the sum with the infimal convolution.
Remark 4.13.
‚ It is also possible to construct infimal convolutions of more than two TV-type functionals
and, of course, other functionals than TVk.
‚ Introducing orders k1, . . . ,km ě 1 and weights α1, . . . ,αm ą 0, one can consider
min
uPLppΩq
S f pKuq`
´
4mi“1αi TVki
¯
puq. (31)
Solutions then exist, for appropriate p, in the space BVkpΩq for k “mintk1, . . . ,kmu.
‚ The latter is in contrast to the multi-order TV regularisation (20) where the solution space
is determined by the highest effective order of differentiation. Letting ki “ 1 for some i,
the solution space is then BVpΩq which allows for discontinuities; a desirable property
for image restoration.
Optimality conditions. Again, in the situation that Y is a Hilbert space, q “ 2 and S f pvq “
1
2}v´ f }2Y , we obtain some first-order optimality conditions. Noting that the dual of the
infimal convolution of two functions is the sum of the respective duals, and arguing according
to Proposition 3.30, an u˚ is optimal for (30) if and only if
u˚ P B`pα1 TVk1q˚`pα2 TVk2q˚˘`K˚p f ´Ku˚q˘.
By Proposition 4.7, the subgradients are additive, so in terms of the normal cones introduced
in Proposition 3.30, the optimality condition reads as
u˚ PNTVk1
´K˚p f ´Ku˚q
α1
¯
`NTVk2
´K˚p f ´Ku˚q
α2
¯
. (32)
A-priori estimates. Also here, in the above Hilbert space situation, i.e., S f pvq “ 12}v´ f }2Y
and Y Hilbert space, an a-priori bound of solutions u˚ can be derived thanks to the coercivity
estimate (27). One indeed has }u´Ru}p ď 12mintα1,α2uC} f }2Y with R and C coming from (27).
Hence, assuming that K is injective on Pk2´1, which leads to c}Ru}p ď }KRu}Y for all u
and some c ą 0, one proceeds analogously to Remark 3.31 to obtain the bound (17) with
α replaced by mintα1,α2u. By analogy, for S f pvq “ KLpv, f q being the Kullback–Leibler
discrepancy, an a-priori estimate of the type (18) follows.
Moreover, it is possible to control w˚ up to Pk1´1 whenever pα1 TVk14α2 TVk2qpu˚q “
α1 TVk1pu˚ ´ w˚q ` α2 TVk2pw˚q. Let, in the following, C f ě 0 be an a-priori estimate
for the optimal functional value, for instance, C f “ 12} f }2Y in case of S f pvq “ 12}v´ f }2Y ,
and C f “ KLpKu0, f q` pα1 TVk14α2 TVk2qpu0q for a u0 P BVk1pΩq with KLpKu0, f q ă 8
in case of S f pvq “ KLpv, f q. Further, denoting by C˜ ą 0 a constant such that TVk1puq ď
C˜
`}u}1`mintα1,α2u´1pα1 TVk14α2 TVk2qpuq˘ for all u P BVk1puq (which exists by virtue
of the norm equivalence in Theorem 4.9), we see that TVk1pu˚q ď C˜`|Ω|1{p}u˚}p `
mintα1,α2u´1C f
˘
, hence
α1 TVk1pw˚q ď α1 TVk1pu˚´w˚q`α1 TVk1pu˚q`α2 TVk2pw˚q ď α1 TVk1pu˚q`C f .
Consequently, we obtain the bound
TVk1pw˚q ď C˜|Ω|1{p}u˚}p` pC˜`1qC fmintα1,α2u , (33)
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(a) (b) (c) (d)
Figure 4: Infimal-convolution denoising example. (a) Noisy image, (b) regularisation with
TV, (c) regularisation with α1 TV4α2 TV2, (d) regularisation with α1 TV4α2}∆ ¨ }M . All
parameters are tuned to give highest PSNR with respect to the ground truth (Figure 1 (a)).
which gives an a-priori estimate when plugging in the already-obtained bound on }u˚}p.
Moreover, this estimate implies a bound on }w˚´Rw˚}p by the Poincar–Wirtinger inequality.
However, the norm of w˚ can not fully be controlled since adding an element in Pk1´1 “
kerpTVk1q to w˚ would still realise the infimum in the infimal convolution. Thus, an estimate
of the type (33) is the best one could except in the considered setting.
Denoising performance. Figure 4 shows that it is indeed beneficial for denoising to
regularise with α1 TV4α2 TV2 compared to pure TV-regularisation: Higher-order features
as well as edges are recognised by this image model. Nevertheless, staircase artefacts are still
present, see Figure 4 (c). Essentially, this does not change when the second-order component
of the infimal convolution is replaced, for instance by }∆ ¨ }M as in Remark 3.33, see Figure 4
(d). (For the latter penalty functional, basically the same problems as the ones mentioned in
Remark 3.33 appear.)
5. Total generalised variation (TGV)
5.1. Basic concepts
As a motivation for TGV, consider the formal predual ball associated with the infimal
convolutionRα “ α1 TV4α0 TV2 for α “ pα0,α1q, α0,α1 ą 0. Then
Rα˚ “ pα1 TVq˚`pα0 TV2q˚ “IB with B “ α1BTVXα0BTV2
and
α1BTV “ tdivϕ1
ˇˇ
ϕ1 P C 1c pΩ,Rdq, }ϕ1}8 ď α1u,
α0BTV2 “ tdiv2ϕ2
ˇˇ
ϕ2 P C 2c pΩ,Sym2pRdqq, }ϕ2}8 ď α0u.
Neglecting the closure for a moment, this leads to the predual ball according to
B “ tϕ ˇˇ ϕ “ divϕ1 “ div2ϕ2, ϕi P C icpΩ,SymipRdqq, }ϕi}8 ď α2´i, i“ 1,2u. (34)
Each ϕ PB possesses a representation as an8-bounded first and second-order divergence of
some ϕ1 and ϕ2. However, as the kernel of the divergence is non-trivial (and even infinite-
dimensional for d ě 2), we can only conclude that ϕ1 “ divϕ2`η for some η with divη “ 0.
Enforcing η “ 0 thus gives the set
BTGV2α “ tdiv2ϕ
ˇˇ
ϕ P C 2c pΩ,Sym2pRdqq, }divmϕ}8 ď αm, m“ 0,1u
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which leads, interpreted as a predual ball, to a seminorm which also incorporates first-
and second-order derivatives but is different from infimal convolution: the total generalised
variation [37].
There is also a primal version of this motivation via the pTV-TV2q-infimal convolution
which reads as follows: Writing
pα1 TV4α0 TV2qpuq “ inf
vPBV2pΩq
α1}∇u´∇v}M `α0}∇2v}M
we see that the infimal convolution allows to subtract the a vector field w “ ∇v from the
derivative of u at the cost of penalising its derivative ∇w “ Ew, where the equality is due to
symmetry of the weak Hessian∇2v. While, by the embedding BDpΩ,Rdq ãÑ Ld{pd´1qpΩ,Rdq,
necessarily w P BDpΩ,Rdq, it is not arbitrary among such functions but still restricted to be
the gradient of v P BV2pΩq. Omitting this additional constraint (in the predual version above,
this corresponds to enforcing η “ 0), we arrive at
Rαpuq “ inf
wPBDpΩ,Rdq
α1}∇u´w}M `α0}Ew}M , (35)
which is, as will be shown in this section, is an equivalent formulation of the TGV functional.
Definition 5.1. Let Ω Ă Rd be a domain, k ě 1 and α0, . . . ,αk´1 ą 0. Then, the total
generalised variation of order k with weight α for u P L1locpΩq is defined as the value of
the functional
TGVkαpuq “ sup
!ż
Ω
udivkϕ dx
ˇˇˇ
ϕ P C kc pΩ,SymkpRdqq, }divmϕ}8 ď αmloooooooomoooooooon
m“0,...,k´1
)
(36)
which takes the value8 in case the respective set is unbounded from above.
For symmetric tensors u P L1locpΩ,SymlpRdqq of order l ě 0, the total generalised
variation is given by
TGVk,lα puq “ sup
!ż
Ω
u ¨divkϕ dx
ˇˇˇ
ϕ P C kc pΩ,Symk`lpRdqq, }divmϕ}8 ď αmloooooooomoooooooon
m“0,...,k´1
)
. (37)
The space
BGVkαpΩ,SymlpRdqq “ tu P L1pΩ,SymlpRdqq
ˇˇ
TGVk,lα puq ă 8u,
}u}BGVk,lα “ }u}1`TGV
k,l
α puq
is called the space of symmetric tensor fields of bounded generalised variation of order k with
weight α . The special case l “ 0 is denoted by BGVkαpΩq.
Remark 5.2. For k “ 1 and α ą 0, the definition coincides, up to a factor, with the
total deformation of symmetric tensor fields of order l, i.e., TGV1,lα “ α TD, in particular
TGV1,0α “ TGV1α “ α TV. Hence, we can identify the spaces BGV1αpΩ,SymlpRdqq “
BDpΩ,SymlpRdqq. In particular, BGV1αpΩq “ BVpΩq.
In the following, we will derive some basic properties of the total generalised variation.
Proposition 5.3. The following basic properties hold:
(i) TGVk,lα is a lower semi-continuous seminorm on LppΩ,SymlpRdqq for each p P r1,8s.
(ii) The kernel satisfies kerpTGVk,lα q “ kerpTDkq for the k-th order total deformation for
symmetric tensor fields of order l. In particular, kerpTGVk,lα q is a finite-dimensional
subspace of polynomials of order less than k` l. For l “ 0, we have kerpTGVkαq “ Pk´1.
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(iii) BGVkαpΩ,SymlpRdqq is a Banach space independent of α .
Proof. Observe that TGVk,lα is the seminorm associated with the predual ball
BTGVk,lα
“ tdivkϕ ˇˇϕ P C kc pΩ,Symk`lpRdqq, }divmϕ}8 ď αm, m“ 0, . . . ,k´1u. (38)
By definition, each element of BTGVk,lα can be associated with an element of the dual space
of LppΩ,SymlpRdqq, so TGVk,lα is convex and lower semi-continuous as pointwise supremum
over a set of linear and continuous functionals. The positive homogeneity finally follows from
λBTGVk,lα ĂBTGVk,lα for each |λ | ď 1.
The statement about the kernel of TGVk,lα is a consequence of TGV
k,l
α puq “ 0 if and only
if xu, divkϕy “ 0 for each ϕ P C kc pΩ,Symk`lpRdqq (compare with Proposition 3.21).
Finally, BGVkαpΩ,SymlpRdqq is a Banach space by Lemma 3.15. The equivalence for
parameter sets α0, . . . ,αk´1 ą 0 and α˜0, . . . , α˜k´1 ą 0 can be seen as follows. Choosing Cą 0
large enough, we can achieve that
BTGVk,lα
ĂBTGVk,lCα˜ “CBTGVk,lα˜ .
This implies
TGVk,lα ďC TGVk,lα˜ .
Interchanging roles we get TGVk,lα˜ ď C TGVk,lα , so the spaces BGVkαpΩ,SymlpRdqq and
BGVkα˜pΩ,SymlpRdqq have equivalent norms.
Remark 5.4. As BGVkαpΩ,SymlpRdqq are all equivalent for different α , we will drop, in the
following, the subscript α .
Proposition 5.5. The scalar total generalised variation, i.e., TGVkα possesses the following
invariance and scaling properties:
(i) TGVkα is translation invariant, i.e. for x0 P Rd and u P BGVkpΩq we have that u˜ given
by u˜pxq “ upx` x0q is in BGVkpΩ´ x0q and TGVkαpu˜q “ TGVkαpuq,
(ii) TGVkα is rotationally invariant, i.e. for each orthonormal matrix O P Rdˆd and u P
BGVkpΩq we have, defining u˜pxq “ upOxq, that u˜ P BGVkpOTΩq with TGVkαpu˜q “
TGVkαpuq,
(iii) for r ą 0 and u P BGVkpΩq, we have, defining u˜pxq “ uprxq, that u˜ P BGVkpr´1Ωq with
TGVkαpu˜q “ r´d TGVkα˜puq, α˜m “ αmrk´m for m“ 0, . . . ,k´1.
Proof. See [37].
The derivative versus the symmetrised derivative. In both ways to motivate the second-
order TGV functional as presented at the beginning of this section, we see that symmetric
tensor fields and a symmetrised derivative appear naturally in the penalisation of higher-
order derivatives. Indeed, in the motivation via the predual ballB of the infimal convolution,
symmetric tensor fields (resulting in a symmetrised derivative in the primal version) appear
as the most economic way to write the predual ball, since for ϕ P C 2c pΩ,T 2pRdqq, div2ϕ “
div2p|||ϕq. In the primal version, the symmetrised derivative results from writing ∇2v“ E∇v
and then relaxing ∇v to be an arbitrary vector field w. Nevertheless, also non-symmetric
tensor fields and the equality ∇2v“∇p∇vq could have been used in these motivations. For the
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w1
w2
n“ 1?
2
p1,1q, ν “ p1,0q
}∇w} “ 2, }Ew} “ 2
w1
w2
n“ 1?
2
p1,1q, ν “ 1?
2
p1,1q
}∇w} “ 2, }Ew} “?3
w1
w2
n“ 1?
2
p1,1q, ν “ p0,1q
}∇w} “ 2, }Ew} “?2
Figure 5: Visualisation of the function w of Example 5.6 and values of }∇w}M and }Ew}M
for different choices of ν . The blue lines show the level lines of a function v such that w“∇v.
TGV functional, this would have resulted in a primal version of second-order TGV according
to
Rαpuq “ inf
wPBVpΩ,Rdq
α1}∇u´w}M `α0}∇w}M ,
which is genuinely different from the definition in (35). The following example provides
some insight on the differences between using the derivative and the symmetrised derivative
of vector fields of bounded variation in a Radon-norm penalty.
Example 5.6. On Ω “ tpx1,x2q P R2
ˇˇ
x21` x22 ă 14u define, for given ν ,n P S 1 (the unit
sphere in R2),
wpxq “
#
w1 “ ν1n`ν2nK if x ¨ną 0,
w2 “´pν1n`ν2nKq if x ¨nă 0,
where nK “ pn2,´n1q. Then, w P BVpΩ,R2q and, with L“ tλnK
ˇˇ
λ P s´ 12 , 12 ru,
∇w“ pw1´w2qbnH 1 xL.
A direct computation shows that
}∇w}M “ 2, }Ew}M “ 2
d
ν21 `
ν22
2
,
thus, the symmetrised derivative depends on the angle of the vector field relative to the jump
set, while the derivative does not. In particular, whenever ν2 “ 0 such that the vector field can
be written as the gradient of a function in BV2pΩq, the two notions coincide. See Figure 5 for
a visualisation of w for different values of ν .
5.2. Functional analytic and regularisation properties
We would like to characterise TGVk,lα in terms of a minimisation problem. This
characterisation will base on Fenchel-Rockafellar duality. Here, the following theorem by
[8] is employed. Recall that the domain of a function F : X Ñ s´8,8s is defined as
dompFq “ tx P X ˇˇ Fpxq ă 8u.
Higher-order TV approaches and generalisations 48
Theorem 5.7. Let X ,Y be Banach spaces and Λ : X Ñ Y linear and continuous. Let
F : X Ñ s´8,8s and G : Y Ñ s´8,8s be proper, convex and lower semi-continuous.
Assume that ď
λě0
λ
`
dompGq´ΛdompFq˘“ Y. (39)
Then,
inf
xPX Fpxq`GpΛxq “ maxy˚PY˚ ´F
˚p´Λ˚y˚q´G˚py˚q. (40)
In particular, the maximum on the right-hand side is attained.
As a preparation for employing this duality result, we note:
Lemma 5.8. Let l ě 0, iě 1 and wi´1 PC i´10 pΩ,Syml`i´1pRdqq˚, wi PC i0pΩ,Syml`ipRdqq˚
be distributions of order i´1 and i, respectively. Then,
}Ewi´1´wi}M “ sup txwi´1, divϕy `xwi, ϕy
ˇˇ
ϕ P C icpΩ,Syml`ipRdqq, }ϕ}8 ď 1u (41)
with the right-hand side being finite if and only if Ewi´1´wi PM pΩ,Syml`ipRdqq in the
distributional sense.
Proof. Note that in the distributional sense, xwi´Ewi´1, ϕy “ xwi´1, divϕy ` xwi, ϕy for
all ϕ P C8c pΩ,Syml`ipRdqq. Since C8c pΩ,Syml`ipRdqq is dense in C0pΩ,Syml`ipRdqq,
the distribution wi ´ Ewi´1 can be extended to an element in C0pΩ,Syml`ipRdqq˚ “
M pΩ,Syml`ipRdqq if and only if the supremum in (41) is finite. In case of finiteness, it
coincides with the Radon norm by definition.
This enables us to derive the problem which is dual to the maximisation problem in (37).
We will refer to the resulting problem as the minimum representation of TGVk,lα .
Theorem 5.9. For kě 1, l ě 0, Ω a bounded Lipschitz domain and TGVk,lα according to (37),
we have for each u P L1pΩ,SymlpRdqq:
TGVk,lα puq “ min
wiPBDpΩ,Syml`ipRdqq,
i“0,...,k,
w0“u, wk“0
kÿ
i“1
αk´i}Ewi´1´wi}M (42)
with the minimum being finite if and only if u P BDpΩ,SymlpRdqq and attained for some
w0, . . . ,wk where wi P BDpΩ,Syml`ipRdqq for i “ 0, . . . ,k and w0 “ u as well as wk “ 0 in
case of u P BDpΩ,SymlpRdqq.
Proof. First, take u P L1locpΩ,SymlpRdqq such that TGVk,lα puq ă8. We will employ Fenchel–
Rockafellar duality. For this purpose, introduce the Banach spaces
X “ C 10 pΩ,Sym1`lpRdqqˆ . . .ˆC k0 pΩ,Symk`lpRdqq,
Y “ C 10 pΩ,Sym1`lpRdqqˆ . . .ˆC k´10 pΩ,Symk´1`lpRdqq,
the linear operator
Λ PL `X ,Y˘, Λϕ “
¨˝ ´ϕ1´divϕ2
¨ ¨ ¨
´ϕk´1´divϕk
‚˛,
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and the proper, convex and lower semi-continuous functionals
F : X Ñ s´8,8s, Fpϕq “ ´xu, divϕ1y `řki“1It}¨}8ďαk´iupϕiq,
G : Y Ñ s´8,8s, Gpψq “Itp0,...,0qupψq.
With these choices, the identity
TGVk,lα puq “ sup
ϕPX
´Fpϕq´GpΛϕq
follows from the definition in (37). In order to show the representation of TGVk,lα puq as in
(42), we would like to obtain
TGVk,lα puq “ min
wPY˚
F˚p´Λ˚wq`G˚pwq. (43)
This follows as soon as (39) is verified. For the purpose of showing (39), let ψ P Y
and define backwards recursively: ϕk “ 0 P C k0 pΩ,Symk`lpRdqq, ϕi “ ψi ´ divϕi`1 P
C i0pΩ,Symi`lpRdqq for i “ k´ 1, . . . ,1. Hence, ϕ P X and ´Λϕ “ ψ . Moreover, choosing
λ ą 0 large enough, one can achieve that }λ´1ϕ}8 ď αk´i for all i “ 1, . . . ,k, so λ´1ϕ P
dompFq and since 0 P dompGq, we get the representation ψ “ λ p0´Λλ´1ϕq. Thus, the
identity (43) holds and the minimum is attained in Y˚. Now, Y˚ can be written as
Y˚ “ C 10 pΩ,Sym1`lpRdqq˚ˆ . . .ˆC k´10 pΩ,Symk´1`lpRdqq˚,
with elements w “ pw1, . . . ,wk´1q, wi P C i0pΩ,Symi`lpRdqq˚, for 1 ď i ď k´ 1. Therefore,
with w0 “ u and wk “ 0 we get, as G˚ “ 0, that
F˚p´Λ˚wq`G˚pwq “ sup
ϕPX
´
x´Λ˚w,ϕy`xu, divϕ1y ´
kÿ
i“1
It}¨}8ďαk´iupϕiq
¯
“ sup
ϕPX ,
}ϕi}8ďαk´i ,
i“1,...,k
´
xu, divϕ1y `
k´1ÿ
i“1
xwi, divϕi`1y `xwi, ϕiy
¯
“
kÿ
i“1
αk´i
´
sup
ϕiPC i0pΩ,Symi`lpRdqq,}ϕi}8ď1
xwi´1, divϕiy `xwi, ϕiy
¯
.
From Lemma 5.8 we obtain that each supremum is finite and coincides with }Ewi´1´wi}M
if and only if Ewi´1´wi PM pΩ,Symk`ipRdqq for i “ 1, . . . ,k. Then, as wk “ 0, according
to Theorem 3.16, this already yields wk´1 P BDpΩ,Symk`l´1pRdqq, in particular wk´1 P
M pΩ,Symk`l´1pRdqq. Proceeding inductively, we see that wi P BDpΩ,Symk`ipRdqq for
each i “ 0, . . . ,k. Hence, it suffices to take the minimum in (43) over all BD-tensor fields
which gives (42).
In addition, the minimum in (42) is finite if u P BDpΩ,SymlpRdqq. Conversely, if
TDpuq “8, also }Ew0´w1}M “8 for all w1 P BDpΩ,Syml`1pRdqq. Hence, the minimum
in (42) has to be8.
Remark 5.10. In the scalar case, i.e., l “ 0 it holds that
TGVkαpuq “ min
wiPBDpΩ,SymipRdqq,
i“0,...,k, w0“u, wk“0
kÿ
i“1
αk´i}Ewi´1´wi}M . (44)
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Remark 5.11. The minimum representation also allows to define TGVk,lα recursively:$&% TGV
1,l
α0puq “ α0}E u}M
TGVk`1,lα puq “ min
wPBDpΩ,Syml`1pRdqq
αk}E u´w}M `TGVk,l`1α 1 pwq (45)
where α 1 “ pα0, . . . ,αk´1q if α “ pα0, . . . ,αkq.
Remark 5.12. For the scalar TGV2α , the minimum representation reads as
TGV2αpuq “ min
wPBDpΩ,Sym1pRdqq
α1}∇u´w}M `α0}Ew}M .
This can be interpreted as follows. For u PBVpΩq, ∇u is a measure which can be decomposed
into a regular and singular component with respect to the Lebesgue measure. The singular part
is always penalised with the Radon norm where from the regular part, an optimal bounded
deformation vector field w is extracted. This vector field is penalised by TD which, like
TV, implies certain regularity but also allows for jumps. Thus, Ew essentially contains the
second-order derivative information of u.
Provided that w is optimal, the total generalised variation of second order then penalises
the first-order remainder ∇u´w which essentially contains the jumps of u as well as the
second-order information Ew.
The next step is to examine the spaces BGVkpΩ,SymlpRdqq. Our aim is to prove that
these space coincide with BDpΩ,SymlpRdqq for fixed l ě 0 and all k ě 1. We will proceed
inductively with respect to k and hence vary k, l but leave Ω fixed and assume that Ω is a
bounded Lipschitz domain. For what follows, we choose a family of projection operators
onto the kernel of TGVk,lα “ kerpE kq (see Proposition 5.3).
Definition 5.13. For each kě 1 and l ě 0, denote by Rk,l : Ld{pd´1qpΩ,SymlpRdqqÑ kerpE kq
a linear and continuous projection.
As kerpE kq (on Ω and for symmetric tensor fields of order l) is finite-dimensional,
such a Rk,l always exists but is not necessarily unique. A coercivity estimate in
Ld{pd´1qpΩ,SymlpRdqq for TGVk,lα will next be formulated and proven in terms of these
projections. As we will see, the induction step in the proof requires an intermediate estimate
as follows.
Lemma 5.14. For each kě 1 and l ě 0 there exists a constant Cą 0, only depending on Ω,k
and l such that for each u P BDpΩ,SymlpRdqq and w P Ld{pd´1qpΩ,Syml`1pRdqq,
}E u}M ďC
`}E u´Rk,l`1w}M `}u}1˘.
Proof. If this is not true for some k and l, then there exist tunu in BDpΩ,SymlpRdqq and twnu
in Ld{pd´1qpΩ,Syml`1pRdqq such that
}E un}M “ 1 and 1n ě }u
n}1`}E un´Rk,l`1wn}M .
This implies that tRk,l`1wnu is bounded in terms of } ¨}M in the finite-dimensional space
kerpTGVk,l`1α q “ kerpE kq, see Proposition 5.3. Consequently, there exists a subsequence,
again denoted by twnu, such that Rk,l`1wn Ñ w as n Ñ 8 with respect to } ¨ }1. Hence,
E un Ñ w as nÑ8. Further, we have that un Ñ 0 as nÑ8 and thus, by closedness of the
weak symmetrised gradient, E un Ñ 0 as n Ñ8 in M pΩ,Syml`1pRdqq, which contradicts
}E un}M “ 1 for all n.
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Proposition 5.15. For each k ě 1 and l ě 0, there exists a constant C ą 0 such that
}E u}M ďC
`}u}1`mintα0, . . . ,αk´1u´1 TGVk,lα puq˘ as well as (46)
}u´Rk,lu}d{pd´1q ďC mintα0, . . . ,αk´1u´1 TGVk,lα puq (47)
for all u P BDpΩ,SymlpRdqq.
Proof. We prove the result by induction with respect to k. In the case k“ 1 and l ě 0 arbitrary,
the first inequality is immediate while the second is equivalent to the Sobolev–Korn inequality
in BDpΩ,SymlpRdqq, see Theorem 3.18.
Now assume that both inequalities hold for a fixed k and each l ě 0 and perform an
induction step with respect to k, i.e., we fix l PN, α “ pα0, . . . ,αkq with αi ą 0 for i“ 0, . . . ,k.
We assume that assertion (46) holds for α 1 “ pα0, . . . ,αk´1q and any l1 P N.
We will first show the uniform estimate for }E u}M for which it suffices to consider
u P BDpΩ,SymlpRdqq, as otherwise, according to Theorem 5.9, TGVk`1,lα puq “ 8. Then,
with the projection Rk,l`1, the help of Lemma 5.14, the continuous embeddings
BDpΩ,Syml`1pRdqq ãÑ Ld{pd´1qpΩ,Syml`1pRdqq ãÑ L1pΩ,Syml`1pRdqq
and the induction hypothesis, we can estimate for arbitrary w P BDpΩ,Syml`1pRdqq,
}E u}M ďCp}E u´Rk,l`1w}M `}u}1q
ďCp}E u´w}M `}w´Rk,l`1w}d{pd´1q`}u}1q
ďCp}E u´w}M `mintα0, . . . ,αk´1u´1 TGVk,l`1α 1 pwq`}u}1q
ďC`mintα0, . . . ,αku´1pαk}E u´w}M `TGVk,l`1α 1 pwqq`}u}1˘
for C ą 0 suitable generic constants. Taking the minimum over all such w P
BDpΩ,Syml`1pRdqq then yields
}E u}M ďC
`}u}1`mintα0, . . . ,αku´1 TGVk`1,lα puq˘
by virtue of the recursive minimum representation (45).
The coercivity estimate can be shown analogously to Proposition 3.22 and
Corollary 3.23. First, assume that the inequality does not hold true for α “ p1, . . . ,1q. Then,
there is a sequence tunu in Ld{pd´1qpΩ,SymlpRdqq such that
}un´Rk`1,lun}d{pd´1q “ 1 and 1n ě TGV
k`1,l
α punq.
By kerpTGVk`1,lα q “ rgpRk`1,lq, we have TGVk`1,lα pun´Rk`1,lunq “ TGVk`1,lα punq for each
n. Thus, since we already know the first estimate in (46) to hold,
}E pun´Rk`1,lunq}M ďC
`
TGVk`1,lα punq`}un´Rk`1,lun}1
˘
, (48)
implying, by continuous embedding, that tun´Rk`1,lunu is bounded in BDpΩ,SymlpRdqq.
By compact embedding (see Proposition 3.17), we may therefore conclude that un ´
Rk`1,lun Ñ u in L1pΩ,SymlpRdqq for some subsequence (not relabelled). Moreover, as
Rk`1,lpun´Rk`1,lunq “ 0 for all n, the limit has to satisfy Rk`1,lu“ 0. On the other hand, by
lower semi-continuity (see Proposition 5.3),
0ď TGVk`1,lα puq ď liminfnÑ8 TGV
k`1,l
α punq “ 0,
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hence u P kerpE k`1q “ rgpRk`1,lq. Consequently, limnÑ8 un ´ Rk`1,lun “ u “ Rk`1,lu “
0. From (48) it follows that also E pun ´ Rk`1,lunq Ñ 0 in M pΩ,Syml`1pRdqq,
so un ´ Rk`1,lun Ñ 0 in BDpΩ,SymlpRdqq and by continuous embedding also in
Ld{pd´1qpΩ,SymlpRdqq. However, this contradicts }un´Rk`1,lun}d{pd´1q “ 1 for all n, and
thus, the claimed coercivity for the particular choice α “ p1, . . . ,1q holds. The result for
general α then follows from monotonicity of TGVk`1,lα with respect to each component of
α .
Corollary 5.16. For kě 1 and lě 0 there exist C,cą 0 such that for all u PBDpΩ,SymlpRdqq
we have
c
`}u}1`TGVk,lα puq˘ď }u}1`TDpuq ďC`}u}1`TGVk,lα puq˘. (49)
In particular, BGVkpΩ,SymlpRdqq “ BDpΩ,SymlpRdqq in the sense of Banach space
isomorphy.
Proof. The estimate on the right is a consequence of (46) while the estimate on the left follows
by the minimum representation (42) which gives TGVk,lα ď αk´1 TD.
Tikhonov regularisation. Once again, the second estimate in Proposition 5.15 is crucial to
transfer the well-posedness result of Theorem 3.26 as follows.
Proposition 5.17. With X “ LppΩq, p P s1,8r, Ω being a bounded Lipschitz domain, Y
a Banach space, K : X Ñ Y linear and continuous, S f : Y Ñ r0,8s proper, convex, lower
semi-continuous and coercive, k ě 1, α “ pα0, . . . ,αk´1q with αi ą 0 for i“ 0, . . . ,k´1, the
Tikhonov minimisation problem
min
uPLppΩq
S f pKuq`TGVkαpuq. (50)
is well-posed in the sense of Theorem 3.26 whenever pď d{pd´1q if d ą 1.
Regarding the assumptions of Theorem 3.26 on the kernel of the seminorm and the
constraint on the exponent p in the underlying Lp-space, we see that, as one would expect,
TGVk resembles the situation of the infimal convolution of TV-type functionals rather than
their sum, in particular the constraint p ď d{pd ´ 1q is the same as with first-order TV
regularisation.
This is also true for the following convergence result, which should be compared to the
results of Theorems 4.4 and 4.12 for the sum and the infimal convolution of higher-order TV
functionals, respectively. Here, similar as with the infimal convolution, we extend TGVkα
to weights in s0,8s by using the minimum representation and defining αi} ¨}M “ It0u for
αi “8.
Theorem 5.18. In the situation of Proposition 5.17 and p P s1,8r with pď d{pd´1q if d ą 1,
let for each δ ą 0 the data f δ be such that S f δ p f :q ď δ , and let the discrepancy functionals
tS f δ u be equi-coercive and converge to S f : for some data f : in Y in the sense of (4) and
S f :pvq “ 0 if and only if v“ f :.
Choose the parameters α “ pα0, . . . ,αk´1q in dependence of δ such that
mintα0, . . . ,αk´1u Ñ 0, δmintα0, . . . ,αk´1u Ñ 0, as δ Ñ 0,
and assume that pα˜0, . . . , α˜k´1q “ pα0, . . . ,αk´1q{mintα0, . . . ,αk´1u Ñ pα:0 , . . . ,α:k´1q P
s0,8sk as δ Ñ 0. Set
m“mintm1 P t1, . . . ,ku ˇˇ α:k´m1 ‰8u
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and assume that there exists u0 P BVmpΩq such that Ku0 “ f :.
Then, up to shifts in kerpKqXPk´1, any sequence tuα,δ u, with each uα,δ being a solution
to (50) with parameters pα0, . . . ,αk´1q and data f δ , has at least one Lp-weak accumulation
point. Each Lp-weak accumulation point is a minimum-TGVkα: -solution of Ku “ f : and
limδÑ0 TGVkα˜puα,δ q “ TGVkα:pu:q.
Proof. The proof is analogous to the one of [32, Theorem 4.8], which considers the case
S f pvq “ 1q}v´ f }qY for q P r1,8r. Alternatively, one can proceed along the lines of the proof
of Theorem 4.12 with the infimal convolution replaced by TGV to obtain the result.
A-priori estimates. In case of Hilbert-space data and quadratic norm discrepancy, i.e.,
S f pvq “ 12}v´ f }2Y for Y Hilbert space, one can, in the situation of Proposition 5.17 once again
find an a-priori bound thanks to the coercivity estimate (47). Let Cą 0 be a constant such that
}u´Ru}p ďC mintα0, . . . ,αk´1u´1 TGVkαpuq for a linear and continuous projection operator
R onto Pk´1 for all u PBVpΩq. Further, assume that K is injective on Pk´1 and cą 0 is chosen
such that c}Ru}p ď }KRu}Y for all u P LppΩq. Then, for a solution u˚ of the minimisation
problem
min
uPLppΩq
1
2
}Ku´ f }2Y `TGVkαpuq,
the norm }u˚}p obeys the a-priori estimate (17) with α replaced by mintα0, . . . ,αk´1u. Also
here, if the discrepancy is replaced by the Kullback–Leibler discrepancy S f pvq “ KLpv, f q,
then }u˚}p can be estimated analogously in terms of (18). Let, again, C f ě 0 be an a-
priori estimate for the optimal functional value, analogous to the C f that leads to (33).
Moreover, analogous to the multi-order infimal-convolution case in Subsection 4.2, it is
possible to estimate each tuple pw˚1 , . . . ,w˚k´1q that realises the minimum in the primal
representation (42) of TGVkαpu˚q. Now, in order to estimate, for instance, }w˚1 }1, set
w˚0 “ u˚ and note that we already have the bound }w˚0 }1 ď |Ω|1{p}u˚}p where (17) or (18)
provides an a-priori estimate of the right-hand side. Choosing a C1 ą 0 such that }Ew0}M ď
C1p}w0}1`mintα0, . . . ,αk´1u´1 TGVkαpw0qq for all w0 P BDpΩ,Sym0pRdqq “ BVpΩq, we
obtain }Ew˚0 }M ďC1p}w˚0 }1`mintα0, . . . ,αk´1u´1C f q and, consequently,
αk´1}w˚1 }1 ď αk´1}Ew˚0 }M `αk´1}Ew˚0 ´w˚1 }M ď αk´1}Ew˚0 }M `TGVkαpu˚q
ď αk´1}Ew˚0 }M `C f .
We thus obtain the bound
}w˚1 }1 ďC1}w˚0 }1`
pC1`1qC f
mintα0, . . . ,αk´1u , (51)
which is similar to (33), but involves a norm and not a seminorm due to the structure of TGVkα .
Using this line of argumentation, one can now inductively obtain bounds on w2, . . . ,wk´1
according to
}wi˚ }1 ďCi}w˚i´1}1`
pCi`1qC f
mintα0, . . . ,αk´1u (52)
for i “ 1, . . . ,k´ 1, where each Ci ą 0 is a constant such that }Ewi´1}M ď Cip}wi´1}1`
mintα0, . . . ,αk´iu´1 TGVk´i`1pα0,...,αk´iqpwi´1qq for all wi´1 P BDpΩ,Symi´1pRdqq, whose
existence is guaranteed by Proposition 5.15. This provides an a-priori estimate for u˚ and
w˚1 , . . . ,w
˚
k´1.
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(a) (b) (c) (d)
Figure 6: Total generalised variation denoising example. (a) Noisy image, (b) regularisation
with TV, (c) regularisation with α1 TV4α2 TV2, (d) regularisation with TGV2α . All
parameters are tuned to give highest PSNR with respect to the ground truth (Figure 1 (a)).
Denoising performance. In Figure 6, one can see how second-order TGV regularisation
(Figure 6 (d)) performs in comparison to first-order TV (Figure 6 (b)) and α1 TV4α2 TV2
(Figure 6 (c)) as regulariser for image denoising. It is apparent that TGV covers higher-order
features more accurately than the associated infimal-convolution regulariser with the staircase
effect being absent, while at the same time, jump discontinuities are preserved as for first-order
TV. This is in particular reflected in the underlying function space for TGV being BVpΩq, see
Proposition 5.16. In conclusion, the total generalised variation can be seen as an adequate
model for piecewise smooth images and will, in the following, be the preferred regulariser for
this class of functions.
5.3. Extensions
TGV for multichannel images. Again, in analogy to TV and higher-order TV, TGV can also
be extended to colour and multichannel images represented by functions mapping into the
vector space Rm by testing with SymkpRdqm-valued tensor fields. This requires to define
pointwise norms on SymlpRdqm for l “ 1, . . . ,k where, apart from the standard Frobenius
norm, one can take any norm | ¨ |˝l on SymlpRdqm, noting that different norms imply different
types of coupling of the multiple channels. With each | ¨ |˚l denoting the dual norm of | ¨ |˝l ,
TGVkα can be extended to functions u P L1locpΩ,Rmq as
TGVkαpuq “ sup
!ż
Ω
u ¨divkϕ dx
ˇˇˇ
ϕ P C kc pΩ,SymkpRdqmq, }divl ϕ}8,˚l ď αllooooooooomooooooooon
l“0,...,k´1
,
)
(53)
where }ψ}8,˚l is the pointwise supremum of the scalar function x ÞÑ |ψpxq|˚l on Ω for ψ P
CcpΩ,SymlpRdqq. As before, by equivalence of norms in finite dimensions, the functional-
analytic and regularisation properties of TGV transfer to its multichannel extension, see e.g.
[33, 27]. Rotationally invariance holds whenever all tensor norms | ¨ |˚l are unitarily invariant.
For k “ 2, particular instances that are unitarily invariant can be constructed by choosing
| ¨ |˚1 as a unitarily invariant matrix norm and | ¨ |˚2 as either the Frobenius tensor norm or|ξ |˚2 “
řm
i“1 |ξi|˚1 , i.e., a decoupled norm. This allows, for instance, to penalise the nuclear
norm of first-order derivatives and the Frobenius tensor norm of the second order component,
as it was done, e.g., in [122].
Infimal-convolution TGV. Beyond the realisation of different couplings of multiple colour
channels, the extension to arbitrary pointwise tensor norms in the definition of TGV can also
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Figure 7: Frame of an image sequence showing a juggler (left), and three frames of a
decomposition into components capturing slow (top right images) and fast (bottom right
images) motion that was achieved with ICTGV regularisation.
be beneficial in the context of scalar-valued functions. In [108], the infimal convolution of
different TGV functionals with different, anisotropic norms was considered in the context of
dynamic data as well as anisotropic regularisation for still images. With TGVkiβi for i“ 1, . . . ,n
denoting TGV functionals according to (53) for m“ 1 of order ki and each βi denoting a tuple
of pointwise norms, the functional ICTGVnβ can be defined for u P L1locpΩq as
ICTGVnβ puq “ inf
uiPL1locpΩq,
u0“u, un“0
nÿ
i“1
TGVkiβipui´1´uiq.
As shown in [108], this functional is equivalent to TGVkα for k“maxtkiu and α any parameter
vector, and, in case ICTGVnβ puq ă 8, the minimum is attained for ui P Ld{pd´1qpΩq for
i “ 1, . . . ,n´ 1. Hence, the coercivity estimate on TGVkα transfers to ICTGVnβ and again,
all results in the context of Tikhonov regularisation apply.
For applications in the context of dynamic data, the norms for the different TGVkiβi can
be chosen to realise different weightings of spatial and temporal derivatives. This allows, in a
convex setting, for an adaptive regularisation of video data via a motion-dependent separation
into different components, see, for instance, Figure 7.
Similarly, for still image regularisation, one can choose TGVk1β1 to employ isotropic
norms and correspond to the usual total generalised variation, and each TGVkiβi for i“ 2, . . . ,n
to employ different anisotropic norms that favour one particular direction. This yields again
an adaptive regularisation of image data via a decomposition into an isotropic and several
anisotropic parts and can be employed, for instance, to recover certain line structures for
denoising [108] or applications in CT imaging [124].
Oscillation TGV and its infimal convolution. The total generalised variation model can also
be extended to account for functions with piecewise oscillatory behaviour, which is, for
instance, useful to model texture in images [89]. The basic idea to include oscillations is
to fix a direction ω P Rd , ω ‰ 0 and to modify the definition of second-order TGV such that
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its kernel corresponds to oscillatory functions in the ω{|ω|-direction with frequency |ω|:
TGVosciα,ωpuq “ sup
!ż
Ω
updiv2ϕ`ϕ ¨ωbωq dx
ˇˇˇ
ϕ P C 2c pΩ,Sym2pRdqq,
}ϕ}8 ď α0, }divϕ}8 ď α1
)
,
where, as before, α “ pα0,α1q, α0,α1 ą 0. Indeed, the kernel of TGVosciα,ω is spanned by the
functions x ÞÑ sinpx ¨ωq and x ÞÑ cospx ¨ωq. Further, the functional is proper, convex and
lower semi-continuous in each LppΩq, and admits the minimum representation
TGVosciα,ωpuq “ min
wPBDpΩq
α1}∇u´w}M `α0}Ew`pωbωqu}M .
With Rω : Ld{pd´1qpΩq Ñ kerpTGVosciα,ωq a linear and continuous projection, a coercivity
estimate holds as follows:
}u´Rωu}d{pd´1q ďC TGVosciα,ωpuq
for all u P BVpΩq, see [89]. The functional can therefore be used as a regulariser in all cases
where TV is applicable.
In order to obtain a texture-aware image model, one can now take the infimal convolution
of TGV2α0 with parameter vector α0 P s0,8r2 and TGVosciαi,ωi for parameter vectors α1, . . . ,αn P
s0,8r2 and directions ω1, . . . ,ωn P Rd with ωi ‰ 0 for i“ 1, . . . ,n, i.e.,
ICTGVosciα,ω “ TGV2α04TGVosciα1,ω14 ¨ ¨ ¨4TGVosciαn,ωn ,
which again yields a proper, convex and lower semi-continuous regulariser on each LppΩq
which is coercive in the sense that }u´Ru}d{pd´1q ď C ICTGVosciα,ωpuq for a linear and
continuous projection R : Ld{pd´1qpΩq Ñ kerpICTGVosciα,ωq “ kerpTGV2α0q`kerpTGVosciα1,ω1q`
. . .` kerpTGVosciαn,ωnq, see again [89]. It is therefore again applicable as a regulariser for
inverse problems whenever TV is applicable. See Figure 8 for an example of ICTGVosci-
based denoising and its benefits for capturing and reconstructing textured regions.
TGV for manifold-valued data. In different applications in inverse problems and imaging,
the data of interest takes values not in a vector space but rather a non-linear space such as
a manifold. Examples are sphere-valued data in synthetic aperture radar (SAR) imaging
or data with values in the space of positive matrices, equipped with the Fisher–Rao metric,
which is used diffusion tensor imaging. Motivated by such applications, TV regularisation has
been extended to cope with manifold-valued data, using different approaches and numerical
algorithms [67, 128, 190, 97]. A rather simple extension of TV for discrete and finite,
univariate signals puiqi living in a complete Riemannian manifold M Ă Rd with metric dM
is given as
TVpuq “
ÿ
i
dM pui`1,uiq.
For this setting, and an extension to bivariate signals, the work [190] provides simple
numerical algorithms which yield, in caseM is a Hadamard space, globally optimal solutions
of variational TV denoising for manifold-valued data. While this allows in particular to extend
edge-preserving regularisation to non-linear geometric data, it can again be observed that
TV regularisation has a tendency towards piecewise constant solutions with artificial jump
discontinuities. To overcome this, different works have proposed extensions of this approach
to higher-order TV [10], the (TV-TV2)-infimal convolution [14, 15] and second-order TGV
[36, 15]. Here we briefly sketch the main underlying ideas, presented in [36], for an extension
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(a) (b) (c)
Figure 8: Example of ICTGVosci denoising. In the top row, the whole image is depicted, while
a closeup of the respective marked region is shown in the bottom row. (a) A noisy image. (b)
Results of TGV2-denoising. (c) Results of ICTGVosci denoising. Parameters were optimised
towards best peak signal-to-noise ratio with respect to the ground truth (not shown).
of TGV to manifold-valued data. For simplicity, we consider only the case of univariate
signals puiqi and assume that length-minimising geodesics are unique (see [36] for the general
case and details on the involved differential-geometric concepts).
From the continuous perspective, a natural approach to extend TGV for manifold-valued
data, at least in a smooth setting, would be to use tangent spaces for first-order derivatives
and, for the second-order term, invoke a connection on the manifold for the differentiation of
vector fields. In contrast to that, the motivation for the definition of TGV as in [36] was to
exploit a discrete setting in order to avoid high-level differential-geometric concepts but rather
to come up with a definition of TGV that can be written only in terms of the distance function
on the manifold. To this aim, we identify tangential vectors v P TaM , with TaM denoting the
tangent space at a point a PM , with point tuples ra,bs via the exponential map b“ expapvq.
A discrete gradient operator then maps a signal puiqi to a sequence of point-tuples prui,ui`1sqi,
where we regard p∇uqi “ rui,ui`1s, which generalises first-order differences in vector spaces,
since in this case, expuipui`1´uiq “ ui`1. Vector fields whose base points are puiqi can then be
identified with a sequence prui,yisqi with each yi PM and, assuming D :M 2ˆM 2 Ñ r0,8q
to be an appropriate distance-type function for such tuples, an extension of second-order TGV
can be given as
M-TGVppuiqiq “minpyiqi
ÿ
i
α1Dprui,ui`1s, rui,yisq`α0Dprui,yis, rui´1,yi´1sq.
The difficulty here is in particular how to define D for two point tuples with different base
points, as those represent vectors in different tangent spaces. To overcome this, a variant for
D as proposed in [36] uses the Schild’s ladder [118] construction as a discrete approximation
of the parallel transport of vector fields between different tangent spaces. In order to describe
this construction, denote by ru,vst for u,v PM and t P R the point reached at time t after
travelling on the geodesics from u to v, i.e., ru,vst “ expupt logupvqq, where log is the inverse
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Figure 9: Example of variational denoising for manifold-valued data. The images show noisy
S 2-valued data (left) which is denoised with TV-regulariser (middle) and TGV-regulariser
(right). The sphere S 2 is colour-coded with hue and value representing the longitude and
latitude, respectively. All parameters are selected optimally.
exponential map. Then, the parallel transport of ru,vs (which represents logupvq P TuM ) to
the base point x PM is approximated by rx,y1s where y1 “ ru, rx,vs 1
2
s2 (which represents
logxpy1q P TxM ). Using this, a distance on point tuples, denoted by DS, can be given as
DSprx,ys, ru,vsq “ dM py1,yq with y1 “ ru, rx,vs 1
2
s2.
Exploiting the fact that DSpru,vs, ru,wsq “ dM pv,wq for tuples having the same base point, a
concrete realisation of discrete second order TGV for manifold-valued data is then given as
S-TGVppuiqiq “minpyiqi
ÿ
i
α1dM pui`1,yiq`α0DSprui,yis, rui´1,yi´1sq.
The S-TGV denoising problem for p fiqi some given data with fi PM then reads as
min
puiqi
S-TGVppuiqiq`λ
ÿ
i
dM pui, fiq2,
and a numerical solution (which can only be guaranteed to deliver stationary points due to non-
convexity) can be obtained, for instance, using the cyclic proximal point algorithm [9, 36].
Figure 9 shows the results for this setting using both TV and second-order TGV regularisation
for the denoising ofS 2 valued image data, which is composed of different blocks of smooth
data with sharp interfaces. It can be seen that both TV and TGV are able to recover the sharp
interfaces, but TV suffers from piecewise-constancy artefacts which are not present with TGV.
Image-driven TGV. In case of denoising problems, i.e., f P LppΩq, second-order TGV can
be modified to incorporate directional information obtained from f , resulting in image-driven
TGV (ITGV) [151]. The latter is defined by introducing a diffusion tensor field into the
functional:
ITGV2αpuq “ min
wPBDpΩq
α1
ż
Ω
d|D1{2∇u´w| `α0
ż
Ω
d|Ew|
where D : ΩÑ Sym2pRdq is assumed to be continuous and positive semi-definite in each
point. Denoting by fσ “ f ˚Gσ a smoothed version of the data f obtained by convolution
with a Gaussian kernel Gσ of variance σ ą 0 and suitable extension outside ofΩ, the diffusion
tensor field D may be chosen according to
D“ id´p1´ e´γ|∇ fσ |β q ∇ fσ|∇ fσ | b
∇ fσ
|∇ fσ |
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with parameters γ ą 0 and β ą 0. If the smallest eigenvalue of D is uniformly bounded away
from 0 in Ω, then ITGV admits the same functional-analytic and regularisation properties as
second-order TGV. We refer to [151] for an application and numerical results regarding this
regularisation approach in stereo estimation.
Non-local TGV. The concept of non-local total variation (NLTV) [93] can also be
transferred to the total generalised variation. Recall that instead of taking the derivative,
non-local total variation penalises the differences of the function values of u for each pair of
points by virtue of a weight function:
NLTVpuq “
ż
Ω
ż
Ω
apx,yq|upyq´upxq| dy dx,
where the weight function a :ΩˆΩÑ r0,8s is measurable and a.e. bounded from below by
a positive constant. We note that, alternatively, the weight function a may also be chosen as
apx,yq “ |x´ y|´pθ`dq with θ P p0,1q such that low-order Sobolev–Slobodeckij seminorms
can be realised [75]. In the context of non-local total variation, a allows to incorporate a-priori
information for the image to reconstruct. For instance, if one already knows disjoint segments
Ω1, . . . ,Ωn where the solution is piecewise constant, one can set
apx,yq “
"
c1 if x,y PΩi for some i,
c0 else,
where c1 " c0 ą 0. This way, the difference between two function values of u in Ωi is forced
to 0, meaning u is constant in Ωi.
Non-local total generalised variation now gives the possibility to enforce piecewise
linearity of u in the segments by incorporating the vector field w corresponding to the slope
of the linear part in a non-local cascade. This results in
NLTGV2puq “ inf
wPL1pΩ,Rdq
ż
Ω
ż
Ω
a1px,yq|upyq´upxq´wpxq ¨ py´ xq| dy dx
`
ż
Ω
ż
Ω
a0px,yq|wpyq´wpxq| dy dx.
with two weight functions a0,a1 : ΩˆΩÑ r0,8s, again measurable and bounded a.e. away
from zero [153]. In analogy to NLTV, a-priori information on, for instance, disjoint segments
where the sought solution is piecewise linear, allows to choose weight functions such that
the associated NLTGV2 regulariser properly reflect this information. See Figure 10 for a
denoising example where non-local TGV turns out to be beneficial, in particular in the regions
near the jump discontinuities of sought solution.
6. Numerical algorithms
Tikhonov regularisation with higher-order total variation, its combination via addition or
infimal convolution, as well as total generalised variation poses a non-smooth optimisation
problem in an appropriate Lebesgue function space. In practice, these minimisation problems
are discretized and solved by optimisation algorithms that exploit the structure of the
discrete problem. While there are many possibilities for a discretization of the considered
regularisation functionals as well as for numerical optimisation, most of the algorithms that
can be found in the literature base on finite-difference discretization and first-order proximal
optimisation methods. In the following, we provide an overview of the building blocks
necessary to solve the considered Tikhonov functional minimisation problems numerically.
We will exemplarily discuss the derivation of respective algorithms on the basis of the popular
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(a) (b) (c)
Figure 10: Example for non-local total generalised variation denoising. (a) An noisy
piecewise linear image. (b) Results of TGV2α -denoising together with a surface plot of its
graph. (c) Results of non-local TGV-denoising together with a surface plot of its graph.
Images taken from [153]. Reprinted by permission from Springer Nature.
primal-dual algorithm with extragradient [59] and, as alternative, briefly address implicit and
preconditioned optimisation methods.
6.1. Discretization of higher-order TV functionals
We discretize the discussed functionals in 2D, higher dimensions follow by analogy.
Moreover, for the sake of simplicity, we assume a rectangular domain, i.e., Ω “ s0,N1r ˆ
s0,N2r Ă R2 for some positive N1,N2 P N. A generalisation to non-rectangular domains will
be straightforward.
Following essentially the presentation in [37] we first replace Ω by the discretized grid
Ωh “ tpi, jq
ˇˇ
i, j P N, 1ď iď N1, 1ď j ď N2u.
One consistent way of discretizing higher-order derivatives is to define partial derivatives as
follows: A discrete partial derivative takes the difference between two neighbouring elements
in the grid with respect to a specified axis. This difference is associated with the midpoint
between the two grid elements, resulting in staggered grids. For a finite sequence of directions
p PŤkě0t1,2uk, this results, on the one hand, in the recursively defined grids
Ωpqh “Ωh,
Ωp1,pk,...,p1qh “ tpi` 12 , jq
ˇˇ pi, jq,pi`1, jq PΩppk,...,p1qh u
Ωp2,pk,...,p1qh “ tpi, j` 12 q
ˇˇ pi, jq,pi, j`1q PΩppk,...,p1qh u (54)
Note that Ωph does not depend on the order of the pi and one could use multiindices in N
2
instead. Likewise, the discrete partial derivatives recursively given by
Bpqu “ u,
pBp1,pk,...,p1qh uqi, j “ pBppk,...,p1qh uqi` 12 , j´pB
ppk,...,p1q
h uqi´ 12 , j,
pBp2,pk,...,p1qh uqi, j “ pBppk,...,p1qh uqi, j` 12 ´pB
ppk,...,p1q
h uqi, j´ 12 ,
(55)
yield well-defined functions Bph u : Ωph Ñ R for u : Ωh Ñ R which do not depend on the order
of the entries in p. The discrete gradient ∇khu of order k ě 1 for u : Ωh Ñ R is then the tuple
that collects all the partial derivatives of order k:
∇khu“ pBph uqpPt1,2uk P
ą
pPt1,2uk
tup : Ωph Ñ Ru.
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Note that due to this construction, the partial derivatives Bph u are generally defined on different
grids. However, in order to define the Frobenius norm of ∇kh, and, consequently, an `
1-
type norm, a common grid is needed. There are several possibilities for this task (such as
interpolation) which has been studied mainly for the first-order total variation. Here, we
discuss a strategy that results in a simple definition of a discrete higher-order total variation.
It bases on collecting, for pi, jq P Z2, all the nearby points in the different Ωph . This can, for
instance, be done by moving half-steps forward and backward in the directions indicated by
p P t1,2uk:
pip, jpq “ pi, jq` 12
kÿ
m“1
p´1qm`1epm (56)
where e1,e2 are the unit vectors in R2. The Frobenius norm in a point pi, jq P Z2 is then given
by
|∇khu|i, j “
´ ÿ
pPt1,2uk
|pBph uqip, jp |2
¯1{2
, (57)
where Bph u is extended by zero outside of Ωph . Note that here, although Bph does not depend
on the order of discrete differentiation, the point pip, jpq does. Thus, a different Frobenius
norm for the k-th discrete derivative would be constituted by symmetrisation, which means
symmetrising ∇khu and taking the Frobenius norm afterwards. In this context, is makes sense
to average over the grid points as follows. Denoting by αppq P N2 the multiindex associated
with p P t1,2uk, i.e., αppqi “ #tm
ˇˇ
pm “ iu, we define
piα , jαq “
ˆ|α|
α
˙´1 ÿ
pPt1,2u|α| ,αppq“α
pip, jpq (58)
for pi, jq P Z2 and α P N2, where `|α|α ˘ “ pα1`α2q!α1!α2! . Then, the grid associated with an α P N2
reads as
Ωαh “ tpiα , jαq
ˇˇ pi, jq P Z2, pip, jpq PΩph for some p P t1,2uk with αppq “ αu,
while the α-component of the symmetrised gradient is given by
p|||Bαh uqiα , jα “
ˆ|α|
α
˙´1 ÿ
pPt1,2u|α| ,αppq“α
pBph uqip, jp
where pi, jq P Z2 is chosen such that piα , jαq PΩαh and pBph uqip, jp is zero for points outside of
Ωph . This results in the symmetrised derivative as follows:
E kh u“ p|||Bαh uqαPN2,|α|“k P
ą
αPN2,|α|“k
tuα : Ωαh Ñ Ru.
The Frobenius norm of E kh u in a point pi, jq P Z2 can finally be obtained by
|E kh u|i, j “
´ ÿ
αPN2,|α|“k
ˆ|α|
α
˙
|p|||Bαh uqiα , jα |2
¯1{2
. (59)
Remark 6.1. For α PN2 with |α| even, we have piα , jαq “ pi, jq for each pi, jq PZ. Indeed, for
p P t1,2u|α| and the reversed tuple p¯ “ pp|α| , . . . , p1q it holds αppq “ αp p¯q. Further, either
p“ p¯ leading to pip, jpq “ pi, jq or p‰ p¯ leading to pip, jpq`pi p¯, jp¯q “ 2pi, jq. Consequently,
piα , jαq “ pi, jq according to the definition. In other words, the symmetrisation of the discrete
gradient is a natural way of aligning the different grids Ωph to a common grid in this case.
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For |α| odd, the grid points still do not align. However, we can say that for pi, jq, the
point piα , jαq lies on the line connecting pi` 12 , jq and pi, j` 12 q. Indeed, for p P t1,2u|α| with
αppq “ α we can consider p¯“ pp|α|´1, . . . , p1, p|α|q. If p“ p¯, then pip, jpq is either pi` 12 , jq
or pi, j` 12 q. In the case p ‰ p¯, the point 12 pip, jpq` 12 pi p¯, jp¯q is either pi` 12 , jq or pi, j` 12 q.
As piα , jαq is a convex combination of such points, it lies on the line connecting pi` 12 , jq and
pi, j` 12 q. Hence, the symmetrisation of the gradient leads to more localised grid points.
We now have everything at hand to define two versions of a discrete total variation of
arbitrary order.
Definition 6.2. Let k P N, k ě 1 a differentiation order. Then, for u : Ωh Ñ R, the discrete
total variation is defined as
TVkhpuq “ }∇khu}1 “
ÿ
pi, jqPZ2
|∇khu|i, j
with |∇khu|i, j according to (57), and discrete total variation for the symmetrised gradient is
defined as
TVkh,sympuq “ }E kh u}1 “
ÿ
pi, jqPZ2
|E kh u|i, j,
with |E kh u|i, j according to (59).
In order to define a discrete version of the total generalised variation, we still need to
discuss the discretization of the total deformation for discrete symmetric tensor fields. For
this purpose, we say that the components of a discrete symmetric tensor field of order l P N,
live on the grids Ωαh , resulting in
u“ puαqαPN2,|α|“l P
ą
αPN2,|α|“l
tuα : Ωαh Ñ Ru,
realising a discrete symmetric tensor field of order l. Its Frobenius norm is given in the points
pi, jq P Z2 according to
|u|i, j “
´ ÿ
αPN2,|α|“l
ˆ|α|
α
˙
|puαqiα , jα |2
¯1{2
, (60)
which is compatible with (59) if one plugs in E lhu for some u :Ωh ÑR. The partial derivative
of order k described by p P t1,2uk applied to uα is then also given by (55), but acts on the
grid Ωαh and results in a discrete function on the grid Ω
α,p
h which given in analogy to (54) by
replacing Ωh with Ωαh . The symmetrised derivative E
k
h u, whose components are indexed by
β P N2, |β | “ k` l, is then defined in a point piβ , jβ q PΩβh where pi, jq P Z2 by`pE kh uqβ ˘iβ , jβ “
ˆ|β |
β
˙´1 ÿ
αPN2,pPt1,2uk,α`αppq“β
ˆ|α|
α
˙
pBph uαqiα,p, jα,p (61)
where
piα,p, jα,pq “ piα , jαq` 12
kÿ
m“1
p´1ql`m`1epm .
This is sufficient to define a discrete total deformation.
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Definition 6.3. Let k, l P N, k ě 1 and l ě 0. Then, for u “ puαqαPN2,|α|“l , the discrete total
deformation of order k is defined as
TDkhpuq “ }E kh u}1 “
ÿ
pi, jqPZ2
|E kh u|i, j,
with E kh u according to (61) and | ¨ |i, j according to (60).
For the sake of completeness, the respective definitions for non-symmetric tensor fields
of order l read as
u“ pupqpPt1,2ul P
ą
pPt1,2ul
tup : Ωph Ñ Ru, |u|i, j “
´ ÿ
pPt1,2ul
|pupqip, jp |2
¯1{2
, (62)
and the p-th component, p P t1,2uk`l , of the discrete gradient of order k is given as
p∇khuqp “ Bppk`l ,...,pl`1qh uppl ,...,p1q. (63)
For numerical algorithms, it is necessary to write the discrete total variation and total
deformation as the 1-norm of a (symmetric) tensor with respect to the respective discrete
differentiation operator. We therefore introduce the underlying spaces.
Definition 6.4. Let l PN, and q P r1,8s. The `q-space of discrete l-tensors on Ωh is given by
`qpΩh,T lpR2qq “ tu
ˇˇ
u“ pupqpPt1,2ul , up : Ωph Ñ R for all p P t1,2ulu
with Ωph according to (54), and norm
}u}q “
´ ÿ
pi, jqPZ2
|u|qi, j
¯1{q
if qă8, }u}8 “ maxpi, jqPZ2 |u|i, j,
with pointwise norm according to (62). The space `2pΩh,T lpR2qq is equipped with the scalar
product
xu, vy`2pΩh,T lpR2qq “
ÿ
pi, jqPZ2
ÿ
pPt1,2ul
pupqip, jppvpqip, jp .
Analogously, the `q-space of discrete symmetric l-tensors on Ωh is defined as
`qpΩh,SymlpR2qq “ tu
ˇˇ
u“ puαqαPN2,|α|“l , uα : Ωαh Ñ R for all α P N2, |α| “ lu
with an analogous norm using (60) as pointwise norm. The scalar product on
`2pΩh,SymlpR2qq is given by
xu, vy`2pΩh,SymlpR2qq “
ÿ
pi, jqPZ2
ÿ
αPN2,|α|“l
ˆ|α|
α
˙
puαqiα , jα pvαqiα , jα .
For k P N, Equation (61) then defines a linear operator mapping
E kh : `
2pΩh,SymlpR2qq Ñ `2pΩh,Symk`lpR2qq
and (63) induces a linear operator mapping
∇kh : `
2pΩh,T lpR2qq Ñ `2pΩh,T k`lpR2qq.
The norm of these operators can easily be estimated:
Lemma 6.5. We have }∇kh} ď 8k{2 and }E kh } ď 8k{2 independent of l.
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Proof. As ∇kh “ ∇h ¨ ¨ ¨∇h on the respective discrete tensor fields, it is sufficient to prove the
statement for k “ 1 and l arbitrary. For this purpose, observe that for u : Ωph Ñ R, p P t1,2ul ,
we have
}Bp1,pl ,...,p1qh u}22 “
ÿ
pi, jqPZ2
|Bp1,pl ,...,p1qh u|
2
ip`1{2, jp ď 2
ÿ
pi, jqPZ2
|u|2i`1, j`|u|2i, j
ď 4
ÿ
pi, jqPZ2
|u|2i, j “ 4}u}22,
and an analogous estimate for }Bp2,pl ,...,p1qh u}22. Consequently, }∇hu}22 ď 8}u}22 for such u. If
u P `2pΩh,T lpR2qq, then
}∇hu}22 “
ÿ
pPt1,2ul
}∇hup}22 ď 8
ÿ
pPt1,2ul
}up}22 “ 8}u}22,
so the claim follows.
For the symmetrised gradient, it is possible to pursue the same strategy since E kh “
Eh ¨ ¨ ¨Eh on the respective discrete symmetric tensor fields. Indeed, with the Cauchy–Schwarz
inequality and Vandermonde’s identity (which reduces to the standard recurrence relation for
binomial coefficients in most cases), one obtains
|Ehu|2i, j “
ÿ
βPN2,|β |“l`1
ˆ|β |
β
˙ˇˇ`pEhuqβ ˘iβ , jβ ˇˇ2
ď
ÿ
βPN2,|β |“l`1
ÿ
αPN2,|α|“l,pPt1,2u,α`αppq“β
ˆ|α|
α
˙
|pBph uαqiα,p, jα,p |2
“
2ÿ
p“1
ÿ
|α|“l
ˆ|α|
α
˙
|pBph uαqiα,p, jα,p |2 “
2ÿ
p“1
|Bph u|2ip, jp .
It is then easy to see that }Ehu}22 ď
ř2
p“1 }Bph u}22 ď 8}u}22.
Remark 6.6. For p P t1,2ul and p0 P t1,2u, consider the discrete partial derivative Bp0h :
Ωph Ñ Ωpp0,pqh and its negative adjoint Bp0h,0, i.e., xBp0h u, vy “ ´xu, Bp0h,0vy for u : Ωph Ñ R,
v : Ωpp0,pqh Ñ R. For u : Ωpp0,pqh Ñ R, this results in
pBp0h,0uqip, jp “
#
uip` 12 , jp ´uip´ 12 , jp if p0 “ 1,
uip, jp` 12 ´uip, jp´ 12 if p0 “ 2,
for pip, jpq PΩph , where u is extended by 0 outside ofΩpp0,pqh . (In contrast, Bp0h u is only defined
for pip, jpq PΩpp0,p0,pqh .)
Consequently, the negative adjoint of the discrete gradient induces a divergence for
discrete tensor fields u P `2pΩh,T l`1pR2qq such that divh u P `2pΩh,T lpR2qq and
pdivh uqp “ B1h,0up1,pq`B2h,0up2,pq
for p P t1,2ul . For the discrete divergence that arises as the negative adjoint of the
symmetrised gradient on `2pΩh,SymlpRdqq, one has to take the symmetrisation into account:
For u P `2pΩh,Syml`1pR2qq, we have
pdivh uqα “ B1h,0uα`e1 `B2h,0uα`e2 .
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Here, the operators Bp0h,0 act on functions on the grid Ωα`αpp0qh and yield functions on the grid
Ωαh . Note that in the grid point piα , jαq, these partial derivatives have to be evaluated in the
grid points piα`e1 ` 12 p´1ql , jα`e1q and piα`e2 , jα`e2 ` 12 p´1qlq, respectively. This way, the
discrete divergence operator is consistently defined.
6.2. A general saddle-point framework
Having appropriately discretized versions of higher-order regularisation functionals available,
we now deal with the numerical solution of corresponding Tikhonov approaches for inverse
problems. To this aim, we first consider a general framework and then derive concrete
realisations for different regularisation approaches.
Let Ωh be the discretized grid of Subsection 6.1 and define Uh “ `2pΩhq. We assume
a discrete linear forward operator Kh : Uh Ñ Yh, with pYh,} ¨ }Yhq a finite-dimensional Hilbert
space, and a proper, convex, lower semi-continuous and coercive discrepancy term S fh : Yh Ñr0,8s with corresponding discrete data fh to be given. Further, we define Rα : Uh Ñ r0,8s
to be a regularisation functional given in a general form as Rαpuq “ minwPWh }Dhpu,wq}1,α ,
with Dh : UhˆWh ÑVh, pu,wq ÞÑD1hu`D2hw a discrete differential operator and Wh,Vh finite-
dimensional Hilbert spaces. The expression } ¨ }1,α here denotes an appropriate `1-type norm
weighted using the parameters α and will be specified later for concrete examples. Its dual
norm is denoted by } ¨}8,α´1 . We consider the general minimisation problem
min
uPUh
S fhpKhuq`Rαpuq, (64)
for which we will numerically solve the equivalent reformulation
min
pu,wqPUhˆWh
S fhpKhuq`}Dhpu,wq}1,α . (65)
Remark 6.7. Note that here, the auxiliary variable w and the space Wh are used to include
balancing-type regularisation approaches such as the infimal convolution of two functionals.
Setting, for example, Wh “ Uh, Vh “ `2pΩ,T 1pR2qqˆ `2pΩ,T 2pR2qq, Dhpu,wq “ p∇hu´
∇hw,∇2hwq and }pv1,v2q}1,α “ α1}v1}1`α2}v2}1 for positive α “ pα1,α2q yields
Rαpuq “ min
wPWh
α1}∇hu´∇hw}1`α2}∇2hw}1 “
`
α1 TV4α2 TV2
˘puq.
Total-variation regularisation can, on the other hand, be obtained by choosing Wh “ t0u,
Vh “ `2pΩh,T 1pR2qq, Dhpu,0q “ ∇hu and }v}1,α “ α}v}1 for α ą 0.
Remark 6.8. The dual norm } ¨}8,α´1 will become relevant in the context of primal-dual
algorithms via its Fenchel dual. Indeed, we have the identity p} ¨}X q˚ “It}¨}X˚ď1u for } ¨}X
the norm of a general Banach space X and } ¨}X˚ its dual norm on X˚. This is a consequence
of xw, uy ´}w}X˚}u}X ď 0 for all u P X and w P X˚, so p} ¨}X q˚pwq “ 0 for }w}X˚ ď 1. For
}w}X˚ ą 1 one can find a u P X , }u}X ď 1 such that, for a c ą 0, xw, uy ě 1` c ě }u}X ` c.
For each t ą 0, we get xw, tuy ´}tu}X ě tc, hence p} ¨}X q˚pwq “ 8.
Remark 6.9. While the setting of (64) allows to include rather general forward operators
Kh and discrepancy terms S fh , it will still not capture all applications of higher-order
regularisation that we consider later in Subsections 7 and 8. It rather comprises a balance
between general applicability and uniform presentation, and we will comment on possible
extensions later on such that the interested reader should be able to adapt the setting presented
here to the concrete problem setting at hand.
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From a more general perspective, the reformulation (65) of (64) constitutes a non-
smooth, convex optimisation problem of the form
min
xPX
F pK xq`G pxq, (66)
withX ,Y Hilbert spaces,F :Y Ñr0,8s, G :X Ñr0,8s proper, convex and lower semi-
continuous functionals and K :X Ñ Y linear and continuous. For this class of problems,
duality-based first-order optimisation algorithms of ascent/descent-type have become very
popular in the past years as they are rather generally applicable and yield algorithms for
the solution of (66) that provably converge to a global optimum, while allowing a simple
implementation and practical stepsize choices, such as constant stepsizes. The algorithm of
[56], for instance, constitutes a relatively early step in this direction, as it solves the TV-
denoising problem with constant stepsizes in terms of a dual problem.
For problems of the type (66), it is often beneficial to consider a primal-dual saddle-point
reformulation instead of the dual problem alone, in particular in view of general applicability.
This is given as
min
xPdomG
max
yPdomF˚
xK x,yyY `G pxq´F˚pyq, (67)
with x¨, ¨yY denoting the inner product in Y . By interchanging minimum and maximum and
minimising with respect to x, one further arrives at the dual problem which reads as
max
yPY
´F˚pyq´G ˚p´K ˚yq. (68)
Under certain conditions, the minimum in (66) and maximum in (68) admit the same value
and primal/dual solution pairs for (66) an (68) correspond to solutions of the saddle-point
problem (67), see below.
Now, indeed, many different algorithmic approaches for solving (67) are nowadays
available (see for instance [123, 59, 60, 41, 42]) and which one of them delivers the
best performance typically depends on the concrete problem instance. Here, as exemplary
algorithmic framework, we consider the popular primal-dual algorithm of [59] (see also
[201, 143]), which has the advantage of being simple and yet rather generally applicable.
Conceptually, the algorithm of [59] solves the saddle-point problem (67) via implicit
gradient descent and ascent steps with respect to the primal and dual variables, respectively.
WithL px,yq “ xK x,yyY `G pxq´F˚pyq, carrying out these implicit steps simultaneously
in both variables would correspond to computing the iterates tpxn,ynqu via"
yn`1 “ yn`σByL pxn`1,yn`1q,
xn`1 “ xn´ τBxL pxn`1,yn`1q, (69)
where Bx and By denotes the subgradient with respect to the first and second variable,
respectively, and σ , τ are positive constants. To obtain computationally feasible iterations,
the implicit step for yn`1 in the primal-dual algorithm uses an extrapolation xn “ 2xn´ xn´1
of the previous iterate instead of xn`1, such that the descent and ascent steps decouple and can
be re-written as $&% y
n`1 “ pid`σBF˚q´1pyn`σK xnq,
xn`1 “ pid`τBG q´1pxn´ τK ˚yn`1q,
xn`1 “ 2xn`1´ xn.
(70)
The mappings pid`σBF˚q´1 and pid`τBG q´1 used here are so-called proximal mappings
of F˚ and G , respectively, which, as noted in Proposition 6.10 below, are well-defined and
single valued whenever G ,F˚ are proper, convex and lower semi-continuous. The resulting
algorithm can then be interpreted as proximal-point algorithm (see [101, 160]) and weak
Higher-order TV approaches and generalisations 67
convergence in the sense that pxn,ynq á px˚,y˚q for px˚,y˚q being a solution to the saddle-
point problem (67) can be ensured for positive stepsize choices σ ,τ such that στ}K }2 ă 1,
see for instance [60, 142], or [59] for the finite-dimensional case. In contrast, explicit methods
for non-smooth optimisation problems such as subgradient descent, for instance, usually
require stepsizes that converge to zero [137] and could stagnate numerically.
Overall, the efficiency of the iteration steps in (70) crucially depends on the ability
to evaluate K and K ˚ and to compute the proximal mappings efficiently. Regarding the
latter, this is possible for a large class of functionals, in particular for many functionals that
are defined pointwise, which is one of the reasons for the high popularity of these kind
of algorithms. We now consider proximal mappings in more detail and provide concrete
examples later on.
Proposition 6.10. Let H be a Hilbert space, F : H Ñ s´8,8s proper, convex and lower
semi-continuous, and σ ą 0.
(i) Then, the mapping
proxσF : H Ñ H, u ÞÑ argmin
u¯PH
}u¯´u}2H
2
`σFpu¯q (71)
is well-defined.
(ii) For u P H, u˚ “ proxσFpuq solves the inclusion relation
u P u˚`σBFpu˚q,
i.e., proxσF “ pid`σBFq´1.
(iii) The mapping proxσF is Lipschitz-continuous with constant not exceeding 1.
Proof. See, for instance, [177, Proposition IV.1.5, Corollary IV.1.3], or [13, Proposition
12.15, Example 23.3, Corollary 23.10].
In general, the computation of proximal mappings can be as difficult as solving the
original optimisation problem itself. However, if, for instance, the corresponding functional
can be “well separated” into simple building blocks, then proximal mappings can be reduced
to some basic ones which are simple and easy to compute.
Lemma 6.11. Let H “ H1 K ¨¨ ¨ K Hn with closed subspaces H1, . . . ,Hn, the mappings
P1, . . . ,Pn their orthogonal projectors,
Fpuq “
nÿ
i“1
FipPiuq
with each Fi : Hi Ñ s´8,8s proper, convex and lower semi-continuous. Then,
proxσFpuq “
nÿ
i“1
proxσFipPiuq.
Proof. This is immediate since the corresponding minimisation problem decouples.
Furthermore, Moreau’s identity (see [159], for instance) provides a relation between the
proximal mapping of a function F and the proximal mapping of its dual F˚ according to
u“ pid`σBFq´1puq`σ
´
id` 1
σ
BF˚
¯´1´ u
σ
¯
. (72)
This immediately implies that for general σ ą 0, the computation of pid`σBFq´1 is
essentially as difficult as the computation of pid`σBF˚q´1, in particular the latter can be
obtained from the former as follows.
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Lemma 6.12. Let H be a Hilbert space and F : H Ñ s´8,8s be proper, convex and lower
semi-continuous. Then, for σ ą 0,
proxσFpuq “ u´σ prox 1σ F˚
´ u
σ
¯
, proxσF˚puq “ u´σ prox 1σ F
´ u
σ
¯
.
In some situations, the computation of the proximal mappings of the sum of two
functions decouples into the composition of two mappings.
Lemma 6.13. Let H be a Hilbert space, F : H Ñ s´8,8s be proper, convex and lower
semi-continuous and σ ą 0.
(i) If Fpuq “ Gpuq` α2 }u´ u0}2H with G : H Ñ s´8,8s proper, convex and lower semi-
continuous, u0 P H and α ą 0, then
proxσFpuq “ prox σ1`σα G ˝proxσ α2 }¨´u0}2H puq “ prox σ1`σα G
ˆ
u`σαu0
1`σα
˙
(ii) If H “RM equipped with the Euclidean norm and Fpuq “řMm“1Iram,bmspumq`Fmpumq
with dompFmqXram,bms ‰H for each m“ 1, . . . ,M, then
proxσFpuqm “ projram,bms ˝proxσFmpumq
for m“ 1, . . . ,M, where
projram,bmsptq “ proxσIram,bmsptq “
$&% t if t P ram,bms,am if t ă am,bm if t ą bm,
is the projection to ram,bms in R.
Proof. Regarding (i), we note that by first-order optimality conditions (additivity of the
subdifferential follows from [82, Proposition I.5.6]), we have the following equivalences:
u˚ “ proxσFpuq ô 0 P u˚´u`σαpu˚´u0q`σBGpuq
ô 0 P u˚´ u`σαu0
1`σα `
σ
1`σα BGpuq
ô u˚ “ prox σ
1`σα G
ˆ
u`σαu0
1`σα
˙
,
which proves the explicit form of proxσF . The intermediate equality follows from
proxσ α2 }¨´u0}2H puq “
u`σαu0
1`σα , which can again be seen from the optimality conditions.
In order to show (ii), first note that, using Lemma 6.11, it suffices to show the assertion
for Fpuq “ Ira,bspuq ` f puq with u P R, a ď b and f : R Ñ s´8,8s proper, convex and
lower semi-continuous such that domp f q X ra,bs ‰ H. Also, the identity proxσIra,bs “
projra,bs as well as the explicit form of the projection is immediate. Now, denote by
u˚ “ projra,bs ˝proxσ f puq and write it as u˚ “ νuF ` p1´ νqu f with uF “ proxσFpuq and
u f “ proxσ f puq and ν P r0,1s. To see that this is possible, note that in case of u f P ra,bs,
u˚ “ u f , in case u f ă a we have that u f ă a“ u˚ ď uF and similarly in case of u f ą b. But,
with Epu¯q “ |u¯´u|22 `σ f pu¯q, convexity and minimality of u f implies that
Epu˚q ď νEpuFq`p1´νqEpu f q ď νEpuFq`p1´νqEpuFq “ EpuFq.
Since both u˚ and uF are in ra,bs, the result follows from uniqueness of minimizers.
In the following we provide some examples of explicit proximal mappings for some
particular choices of F that are relevant for applications. For additional examples and further,
general results on proximal mappings, we refer to [13, 65].
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Lemma 6.14. Let H be a Hilbert space, σ ą 0 and F : H Ñ s´8,8s. Then, the following
identities hold.
(i) For Fpuq “ α2 }u´ f }2H with f P H, α ą 0,
proxσFpuq “ u`ασ f1`ασ , proxσF˚puq “
u´σ f
1`σ{α .
(ii) For F “IC for some non-empty, convex and closed set C Ă H,
proxσF “ projC,
with projC denoting the orthogonal projection onto C.
(iii) For Fpuq “ Gpu´u0q with G : H Ñ s´8,8s and u0 P H,
proxσFpuq “ proxσGpu´u0q`u0.
(iv) For H “ H1 ˆ ¨¨ ¨ ˆ HM product of the Hilbert spaces H1, . . . ,HM , }u}2H “řM
m“1 |um|2Hm with each | ¨ |Hm denoting the norm on Hm, α P s0,8rM , and F “
It}¨}8,α´1ď1u where }u}8,α´1 “maxm“1,...,M α´1m |um|H ,
proxσFpuqm “ projt| ¨ |Hmďαmupumq “
um
maxt1,α´1m |um|Hmu
.
(v) In the situation of (iv) and Fpuq “řMm“1αm|um|Hm ,
proxσFpuqm “
" p1´σαm|um|´1Hmqum if |um|Hm ą σαm,
0 else,
and
proxσF˚puqm “ projt| ¨ |Hmďαmupumq
with projt| ¨ |Hmďαmu as in (iv).
Proof. The assertion on proxσF in (i) follows from first-order optimality conditions as in
Lemma 6.13, the assertion on proxσF˚ is a consequence of Lemma 6.12. Assertion (ii)
is immediate from the definition of the orthogonal projection in Hilbert spaces and (iii)
follows from a simple change of variables for the minimisation problem in the definition
of the proximal mapping. Regarding (iv), using Lemma 6.11 and noting that }u}8,α´1 ď 1
if and only if |um|Hm ď αm for m “ 1, . . . ,M, it suffices to show that for each um PHm and
m“ 1, . . . ,M,
projt|¨|Hmďαmupumq “
um
maxt1,α´1m |um|Hmu
.
To this aim, observe that by definition of the projection in Hilbert spaces,
projt|¨|Hmďαmupumq “ argmin|u¯|Hmďαm
|u¯´um|Hm “ argmin
|u¯|2Hmďα2m
|u¯´um|2Hm
“ argmin
u¯1Pspantumu, u¯2PspantumuK ,
|u¯1|2Hm`|u¯2|
2
Hm
ďα2m
|u¯1´um|2Hm `|u¯2|2Hm
“ um
˜
argmin
tPR, |tum|2H ďα2m
|t´1|2|um|2Hm
¸
.
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From this, it is easy to see that the minimum in the last line is achieved for t “ 1 in case
|um|Hm ď αm and t “ αm{|um|Hm otherwise, from which the explicit form of the projection
follows. Considering assertion (v), we have by Remark 6.8 that
F˚puq “
Mÿ
m“1
pαm| ¨ |Hmq˚pumq “
Mÿ
m“1
It| ¨ |Hmďαmupumq “It}¨}8,α´1ď1upuq,
so the statements follow by Lemma 6.12 and assertion (iv).
Now considering the minimisation problem (65), our approach is to rewrite it as a saddle-
point problem such that, when applying the iteration (70), the involved proximal mappings
decouple into simple and explicit mappings. To achieve this while allowing for general
forward operators Kh, we dualise both the regularisation and the data-fidelity term and arrive
at the following a saddle-point reformulation of (65):
min
pu,wqPUhˆWh
max
pv,λqPVhˆYh
xDhpu,wq,vyVh `xKhu,λyYh ´It}¨}8,α´1ď1upvq´S˚fhpλ q, (73)
recalling that the dual norm of } ¨}1,α is denoted by } ¨}8,α´1 and that p} ¨ }1,αq˚ “
It}¨}8,α´1ď1u, see Remark 6.8. The following lemma provides some instances of } ¨}1,α
that arise in the context of higher-order TV regularisers and its generalisations. In particular,
for these instances, the corresponding dual norm } ¨}8,α´1 and the proximal mappings
proxσIt}¨}8,α´1ď1u
“ projt}¨}8,α´1ď1u will be provided. Concrete examples will be discussed
in Example 6.18 below.
Lemma 6.15. With M PN, α P s0,8rM , l1, . . . , lM PN, andHm P tT lmpR2q,SymlmpR2qu for
m“ 1, . . . ,M, let
Vh “
Mą
m“1
`2pΩh,Hmq and }v}1,α “
Mÿ
m“1
αm}vm}1,
for v “ pv1, . . . ,vMq P Vh, where Vh is equipped with the induced inner product xu,vyVh “řM
m“1xum,vmy`2pΩh,Hmq and norm, and the 1-norm on each `2pΩ,HMq is given in
Definition 6.4. Then, the dual norm } ¨}8,α´1 satisfies
}v}8,α´1 “ maxm“1,...,M α
´1
m }vm}8,
with the8-norm again according to Definition 6.4. Further, we have, for m“ 1, . . . ,M, that
proxσp}¨}1,α q˚pvqm “ projt}¨}8,α´1ď1upvqm “
vm
maxt1,α´1m |vm|Hmu
,
where the right-hand side has to be interpreted in the pointwise sense, i.e., for u P `2pΩh,Hmq
and pi, jq PΩh, it holds that
`
maxt1,α´1m |u|Hmu´1u
˘
i, j “maxt1,α´1m |ui, j|Hmu´1ui, j.
Proof. By definition, we have for u,v PVh with }u}1,α ď 1 that
xv, uyVh ď
Mÿ
m“1
α´1m }vm}8αm}um}1 ď maxm“1,...,Mα
´1
m }vm}8 “ maxm“1,...,M,
pi, jqPΩh
α´1m |pvmqi, j|Hm ,
hence, }v}8,α´1 ď maxm“1,...,M α´1m }vm}8. With pm, i, jq a maximising argument of the
right-hand side above, equality follows, in case of v ‰ 0, from choosing u according to
pumqi, j “ α´1m pvmqi, j{|pvmqi, j|Hm and 0 everywhere else. The case v “ 0 is trivial. Also,
since Ωh “ t1, . . . ,N1uˆ t1, . . . ,N2u is finite, one can interpret each `2pΩ,Hmq as H N1N2m ,
such that Lemma 6.14 (v) applied to H “Vh “H N1N21 ˆ¨¨ ¨ˆH N1N2M immediately yields the
stated pointwise identity for the proximal mapping/projection.
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Under mild assumptions on S fh , equivalence of the primal problem (65) and the saddle-
point problem (73) indeed holds and existence of a solution to both (as well as a corresponding
dual problem) can be ensured.
Proposition 6.16. Under the assumptions stated for problem (65), there exists a solution.
Further, if S fh is such that Yh “
Ť
tě0 t
`
dompS fhq` rgpKhq
˘
, then there exists a solution to the
dual problem
max
pv,λqPVhˆYh
´It0u
`pD1hq˚v`K˚h λ˘´It0u`pD2hq˚v˘´It}¨}8,α´1ď1upvq´S˚fhpλ q (74)
and to the saddle-point problem (73). Further, strong duality holds and the problems are
equivalent in the sense that ppu,wq,pv,λ qq is a solution to (73) if and only if pu,wq solves (65)
and pv,λ q solves (74).
Proof. At first note that existence for (65) can be shown as in Theorem 3.26. By virtue
of Theorem 5.7, choosing X “ Uh ˆWh, Y “ Vh ˆYh, F : X Ñ s´8,8s as F “ 0, G :
Y Ñ s´8,8s as Gpv,λ q “ }v}1,α ` S fhpλ q, and Λ : X Ñ Y as Λpu,wq “
`
Dhpu,wq,Khu
˘
,
we only need to verify (39) to obtain existence of dual solutions and strong duality. But
since dompFq “ X and dompGq “ Vh ˆ dompS fhq, the latter condition is equivalent to
Yh “Ťtě0 t`dompS fhq` rgpKhq˘. Also, since F˚ “It0u and p} ¨}1,αq˚ “It}¨}8,α´1ď1u, see
Remark 6.8, the maximisation problem in (40) corresponds to (74). Finally, the equivalence of
the saddle-point problem (73) to (65) and (74) then follows from [82, Proposition III.3.1].
Remark 6.17. In some applications, it is beneficial to add an additional penalty term on u
in form of Φ : Uh Ñ r0,8s proper, convex and lower semi-continuous to the energy of (65),
whereas in other situations when u ÞÑ S fhpKhuq has a suitable structure, a dualization of the
data term is not necessary, see the discussion below. Regarding the former, the differences
when extending Proposition 6.16 is that existence for the primal problem needs to be shown
differently and that the domain of Φ needs to be taken into account for obtaining strong
duality. Existence can, for instance, be proved when assuming that either Φ is the indicator
function of a polyhedral set (see [35, Proposition 1]), or that kerpKhqXkerpDhq “ t0u. Duality
is further obtained when Yh “Ťtě0 t`dompS fhq´Kh dompΦq˘. Regarding the latter, a version
of Proposition 6.16 without the dualization of the data term S fhpKhuq holds even without
the assumption on the domain of S fh , however, with a different associated dual problem and
saddle-point problem.
In particular, not dualising the data term has impact on the primal-dual optimisation
algorithms. In view of the iteration (70), the evaluation of the proximal mapping for
u ÞÑ S fhpKhuq then becomes necessary, so this dualization strategy is only practical if the latter
proximal mapping can easily be computed. Furthermore, in case of a sufficiently smooth data
term, dualization of S fh can also be avoided by using explicit descent steps for S fh instead of
proximal mappings, where the Lipschitz constant of the derivative of S fh usually enters in the
stepsize bound. See [60] for an extension of the primal-dual algorithm in that direction.
In view of Proposition 6.16, we now address the numerical solution of the saddle-point
problem (73). Applying the iteration (70), this results in Algorithm 1, which is given in
a general form. A concrete implementation still requires an explicit form of the proximal
mapping proxσS f˚h
, a concrete choice of Vh, Wh and Dh as well as an estimate on }pDh,Khq}
for the stepsize choice and a suitable stopping criterion. These building blocks will now be
provided for different choices of Rα and S fα in a way that they can be combined to a arrive
at a concrete, application-specific algorithm. After that, two examples will be discussed.
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Algorithm 1 Primal-dual scheme for the numerical solution of (73)
1: function TIKHONOV(Kh, fh, α)
2: pu,w,u,wq Ð p0,0,0,0q,pv,λ q Ð p0,0q
3: choose σ ,τ ą 0 such that στ
›››››
˜
D1h D
2
h
Kh 0
¸›››››
2
ă 1
4: repeat
5: Dual updates
6: vÐ projt}¨}8,α´1ď1u
`
v`σpD1hu`D2hwq
˘
7: λ Ð proxσS f˚h pλ `σKhuq
8: Primal updates
9: u`Ð u´ τ
`pD1hq˚v`K˚h λ˘
10: w`Ð w´ τ
`pD2hq˚v˘
11: Extrapolation and update
12: pu,wq Ð 2pu`,w`q´pu,wq
13: pu,wq Ð pu`,w`q
14: until stopping criterion fulfilled
15: return u
16: end function
Proximal mapping of S˚fh . Depending on the application of interest, and in particular on the
assumption on the underlying measurement noise, different choices of S fh are reasonable. The
one which is probably most relevant in practice is
S fhpλ q “
1
2
}λ ´ fh}22,
which, from a statistical perspective, is the right choice under the assumption of Gaussian
noise. In this case, as discussed in Lemma 6.14, the proximal mapping of the dual is given as
proxσS f˚h
pλ q “ λ ´σ fh
1`σ .
A second, practically relevant choice is the Kullback-Leibler divergence as in (2). For discrete
data
`p fhqi˘i satisfying p fhqi ě 0 for each i, and a corresponding discrete signal pλiqi, this
corresponds to
S fhpλ q “ KLpλ , fhq “
# ř
iλi´p fhqi´p fhqi logp λip fhqi q if λi P r0,8r for all i,8 else, (75)
where we again use the convention p fhqi logp0q “ ´8 for p fhqi ą 0 and 0logpλi0 q “ 0
whenever λi ě 0. A direct computation (see for instance [121]) shows that in this case
proxσS f˚h
pλ qi “ λi´ λi´1`
apλi´1q2`4σp fhqi
2
.
Another choice that is relevant in the presence of strong data outliers (e.g., due to transmission
errors) is
S fhpλ q “ }λ ´ fh}1
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in which case
proxσS f˚h
pλ qi “ λi´σp fhqimaxt1, |λi´σp fhqi|u
can be obtained from Lemmas 6.12 and 6.14.
As already mentioned in Remark 6.17, in case the discrepancies term is not dualised,
a corresponding version of the algorithm of [59] requires the proximal mappings of τS fh
which can either be computed directly or obtained from proxσS f˚h
using Moreau’s identity as
in Lemma 6.12. Further, there are many other choices of S fh for which the proxσS f˚h
is simple
and explicit, such as, for instance, equality constraints on a subdomain in the case of image
inpainting or box constraints in case of dequantization or image decompression.
Choice of Rα and proximal mapping. As we show now, the general form Rαpuq “
minwPWh }Dhpu,wq}1,α covers all higher-order regularisation approaches discussed in the
previous sections.
Example 6.18.
Higher-order total variation. The choice Rαpuq “ α}∇ku}1, with k ě 1 the order of
differentiation, can be realised with
Wh “ t0u, Vh “ `2pΩh,T kpR2qq, Dh “ ∇kh, }v}1,α “ α}v}1,
which yields, according to Lemma 6.15, for pi, jq PΩh that
projt}¨}8,α´1ď1upvqi, j “ projt}¨}8ďαupvqi, j “
vi, j
maxt1,α´1|v|i, ju . (76)
Here, we used that whenever Wh “ t0u, one can ignore the second argument of Dh :
UhˆWh ÑVh and regard it as operator Dh : Uh ÑVh.
Sum of higher-order TV functionals. The choice Rαpuq “ α1}∇k1h u}1 `α2}∇k2h u}1, with
k2 ą k1 ě 1 and αi ą 0 for i “ 1,2 differentiation orders and weighting parameters,
respectively, can be realised with
Wh “ t0u, Vh “ `2pΩh,T k1pR2qqˆ `2pΩh,T k2pR2qq Dh “
˜
∇k1h
∇k2h
¸
,
}pv1,v2q}1,α “ α1}v1}1`α2}v2}1,
and yields, according to Lemma 6.15,
projt}¨}8,α´1ď1upv1,v2q “
´
projt}¨}8ďα1upv1q, projt}¨}8ďα2upv2q
¯
(77)
with projt}¨}8ďαiu as in (76).
Infimal convolution of higher-order TV functionals. The infimal convolution
Rαpuq “ min
wP`2pΩhq
α1}∇k1h u´∇k1h w}1`α2}∇k2h w}1
can be realised via
Wh “ `2pΩhq, Vh “ `2pΩh,T k1pR2qqˆ `2pΩh,T k2pR2qq,
Dh “ pD1h |D2hq “
˜
∇k1h
0
ˇˇˇˇ
ˇ ´∇k1h∇k2h
¸
, }pv1,v2q}1,α “ α1}v1}1`α2}v2}1,
where projt}¨}8,α´1ď1u is given as in (77).
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Second-order total generalised variation. Let α0,α1 ą 0. The choice
Rαpuq “ TGV2αpuq “ min
wP`2pΩh,Sym1pR2qq
α1}∇hu´w}1`α0}Ehw}1
can be realised via
Wh “ `2pΩh,Sym1pR2qq, Vh “ `2pΩh,Sym1pR2qqˆ `2pΩh,Sym2pR2qq,
Dh “ pD1h |D2hq “
ˆ
∇h
0
ˇˇˇˇ ´ id
Eh
˙
, }pv1,v2q}1,α “ α1}v1}1`α0}v2}1,
where projt}¨}8,α´1ď1u is given again as in (77) with α2 replaced by α0.
Total generalised variation of order k. The total generalised variation functional of arbi-
trary order k P N, k ě 1, and weights α “ pα0, . . . ,αk´1q P s0,8rk, i.e.,
Rαpuq “ TGVkαpuq “ min
w“pw1 ,...,wk´1qPWh
w0“u,wk“0
kÿ
m“1
αk´m}Ehwm´1´wm}1
can be realised via
Wh “
k´1ą
m“1
`2pΩh,SymmpR2qq, Vh “
ką
m“1
`2pΩh,SymmpR2qq,
Dh “
¨˚
˚˚˚˚
˚˝˚
∇h
0
...
...
0
ˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
ˇ
´ id 0 . . . 0
Eh ´ id . . .
...
. . . . . . . . . 0
. . . Eh ´ id
¨ ¨ ¨ ¨ ¨ ¨ 0 Eh
‹˛‹‹‹‹‹‹‚
, }v}1,α “
kÿ
m“1
αk´m}vm}1.
In this case,`
projt}¨}8,α´1ď1upvq
˘
m “ projt}¨}8ďαk´mupvmq, m“ 1, . . . ,k,
where projt}¨}8ďαmu is given as in (76).
Stepsize choice and stopping rule. Algorithm 1 requires to choose stepsizes σ ,τ ą 0 such
that στ}K }2 ă 1 whereK “
ˆ
D1h D
2
h
Kh 0
˙
. This, in turn, requires to estimate }K } which
we discuss on the following. The operator Kh is application-dependent and we assume an
upper bound for its norm to be given. Regarding the differential operator Dh “ pD1h,D2hq,
an estimate on the norm of its building blocks ∇kh, E
k
h is provided in Lemma 6.5. As the
following proposition shows, an upper bound on }K } as well as on the norm of more general
block-operators, can then be obtained by computing a simple singular value decomposition of
a usually low-dimensional matrix.
Lemma 6.19. Assume that K :X Ñ Y with X “X1ˆ . . .ˆXN , Y “ Y1ˆ . . .ˆYM is
given as
K “
¨˚
˝ K1,1 ¨ ¨ ¨ K1,N... ...
KM,1 ¨ ¨ ¨ KM,N
‹˛‚
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and that }Km,n} ď Lm,n for each m“ 1, . . . ,M, n“ 1, . . . ,N. Then,
}K } ď σmaxp
¨˚
˝ L1,1 ¨ ¨ ¨ L1,N... ...
LM,1 ¨ ¨ ¨ LM,N
‹˛‚q
where σmax denotes the largest singular value of a matrix.
Proof. For x“ px1, . . . ,xNq PX we estimate
}K x}22 “
Mÿ
m“1
››››› Nÿ
n“1
Km,nxn
›››››
2
2
ď
Mÿ
m“1
˜
Nÿ
n“1
Lm,n}xn}2
¸2
“
›››››››
¨˚
˝ L1,1 ¨ ¨ ¨ L1,N... ...
LM,1 ¨ ¨ ¨ LM,N
‹˛‚
¨˚
˝ }x1}2...
}xN}2
‹˛‚
›››››››
2
2
,
from which the claimed assertion follows since the matrix norm induced by the 2-norm
corresponds to the largest singular value.
This result can be applied in the setting (73), i.e.,K “
ˆ
D1h D
2
h
Kh 0
˙
, leading to
}K }2 ď }D
1
h}2`}D2h}2`}Kh}2`
b`}D1h}2`}D2h}2`}Kh}2˘2´4}D2h}2}Kh}2
2
Alternatively, one could use the result when D1h or D
2
h have block structures and a norm
estimate is known for each block in addition to an estimate on }Kh}. Two concrete examples
will be provided at the end of this section below.
Remark 6.20. In practice, provided that Lm,n is a good upper bound for }Km,n}, the norm
estimate of Lemma 6.19 is rather tight such that, depending on }K }, the admissible stepsizes
can be sufficiently large. Furthermore, the constraint στ}K }2 ă 1 still allows to choose an
arbitrary positive ratio θ “ σ{τ and, in our experience, often a choice θ ! 1 or θ " 1 can
accelerate convergence significantly. Finally, we also note that in case no estimate on }K }
can be obtained, or in case an explicit estimate only allows for prohibitively small stepsizes,
also an adaptive stepsize choice without prior knowledge of }K } is possible, see for instance
[34].
Remark 6.21. It is worth mentioning that, in case of a uniformly convex functional in the
saddle-point formulation (73) (which is not the case in the setting considered here), a further
acceleration can be achieved by adaptive stepsize choices, see for instance [59].
Remark 6.22. Regarding a suitable stopping criterion, we note that often, the primal-dual gap,
i.e., the gap between the energy of the primal and dual problem (66) and (68) evaluated at the
current iterates, provides a good measure for optimality. Indeed, with
Gpx,yq “F pK xq`G pxq`G ˚p´K ˚yq`F˚pyq,
Gpx,yq ě 0 andGpx,yq “ 0 if and only if px,yq is optimal such that, in principle, the condition
Gpxn,ynq ă ε with pxn,ynq the iterates of (70) can be used as stopping criterion. In case this
condition is met, xn as well as yn are both optimal up to an ε-tolerance in terms of the objective
functionals for the primal and dual problem, respectively.
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In the present situation of (73), however, the primal and dual problem (65) and (74) yield
Gpu,w,v,λ q “
$&%
S fhpKhuq`}Dhpu,wq}1,α`It}¨}8,α´1ď1upvq`S˚fhpλ q
if pD1hq˚v`K˚h λ “ 0
and pD2hq˚v“ 0,8 else.
While for the iterates pun,wn,vn,λ nq, we always have }vn}8,α´1 ď 1 as well as λ n P dompS˚fhq,
Algorithm 1 does not guarantee that Khun P dompS fhq and, pD1hqvn`K˚h λ n “ 0 as well aspD2hq˚vn “ 0, such that the primal-dual gap is always infinite in practice and the stopping
criterion is never met. With some adaptations, however, it is sometimes still possible to
obtain a primal-dual gap that converges to zero and hence, to deduce a stopping criterion with
optimality guarantees. There are several possibilities for achieving this. Let us, for simplicity,
assume that both S fh and S
˚
fh
are finite everywhere and hence, continuous. This is, for example,
the case for S fh “ 12} ¨ ´ fh}2. Next, assume that a-priori norm estimates are available for
all solution pairs pu˚,w˚q, say }u˚}U˜h ď Cu and }w˚}W˜h ď Cw for norms } ¨}U˜h , } ¨}W˜h on
Uh, Wh that do not necessarily correspond to the Hilbert space norms. Such estimates may,
for instance, be obtained from the observation that S fhpu˚q` }Dhpu˚,w˚q}1,α ď S fhp0q and
suitable coercivity estimates, as discussed in Sections 3, 4 and 5. Then, the primal problem
can, for instance, be replaced by
min
pu,wqPUhˆWh
S fhpKhuq`}Dhpu,wq}1,α `
1
2
`}u}U˜h ´Cu˘2`` 12`}w}W˜h ´Cw˘2`
where ptq` “ maxt0, tu for t P R, which has, by construction, the same minimizers as the
original problem (65), but a dual problem that reads as
max
pv,λqPVhˆYh
´1
2
`}pD1hq˚v`K˚h λ}2U˜˚h `Cu˘2` C2u2 ´ 12`}pD2hq˚v}2W˜˚h `Cw˘2` C2w2
´It}¨}8,α´1ď1upvq´S˚fhpλ q,
where } ¨}U˜˚h and } ¨}W˜˚h denote the respective dual norms. By duality and since the minimum
of the primal problem did not change, the modified dual problem also has the same solutions
as the original dual problem. Now, as the iterates pvn,λ nq satisfy }vn}8,α´1 ď 1 and
λ n P domS˚fh , the dual objective is finite for the iterates and converges to the maximum as
n Ñ8. Analogously, plugging in the sequence pun,wnq into the modified primal problem
yields convergence to the minimum, hence, the respective primal-dual gap converges to zero
for the primal-dual iterates pun,wn,vn,λ nq. In summary, the functional
G˜pu,w,v,λ q “ S fhpKhuq`}Dhpu,wq}1,α `It}¨}8,α´1ď1upvq`S˚fhpλ q
`1
2
`}u}U˜h ´Cu˘2`` 12`}w}W˜h ´Cw˘2`
`1
2
`}pD1hq˚v`K˚h λ}2U˜˚h `Cu˘2´ C2u2 ` 12`}pD2hq˚v}2W˜˚h `Cw˘2´ C2w2
yields the stopping criterion G˜pun,wn,vn,λ nq ă ε which will be met for some n and gives
ε-optimality of pun,wnq for the original primal problem (65).
The examples below show how this primal-dual gap reads for specific applications. For
other strategies of modifying the primal-dual gap to a functional that is positive and finite,
converges to zero and possibly provides an upper bound on optimality of the iterates in terms
of the objective functional, see, for instance [31, 34, 41].
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Algorithm 2 Implementation for solving the L2-TV2 problem (78)
1: function L2-TV2-TIKHONOV(Kh, fh, α) Ź Requirement: }Kh} ď 1
2: pu,uq Ð p0,0q,pv,λ q Ð p0,0q
3: choose σ ,τ ą 0 such that στ ă 165
4: repeat
5: Dual updates
6: vÐ projt}¨}8ďαu
`
v`σ∇2hu
˘
7: λ Ð pλ `σpKhu´ fhqq{p1`σq
8: Primal updates
9: u`Ð u´ τpdiv2h v`K˚h λ q
10: Extrapolation and update
11: uÐ 2u`´u
12: uÐ u`
13: until stopping criterion fulfilled
14: return u
15: end function
Concrete examples.
Example 6.23. As first example, we consider the minimisation problem
min
uPUh
1
2
}Khu´ fh}22`α}∇2hu}1, (78)
i.e., second order-TV regularisation for a linear inverse problem with Gaussian measurement
noise. In this setting, we choose Wh “ t0u, Vh “ `2pΩh,Sym2pR2qq, Dh “ ∇2h and }v}1,α “
α}v}1. Assuming that }Kh} ď 1 (after possible scaling of Kh), Lemma 6.19 together with the
estimate }∇2h} ď 8 from Lemma 6.5 yields
}
ˆ
∇2h
Kh
˙
} ď σmaxp
ˆ
8
1
˙
q “ ?65.
The resulting concrete realisation of Algorithm 1 can be found in Algorithm 2. Here,
projt}¨}8ďαu is given explicitly in (76), div
2
h “ divh divh is the adjoint of ∇2h and the modified
primal-dual gap G˜ evaluated on the iterates pu,v,λ q of the algorithm reduces to
Gpu,v,λ q “ 1
2
}Khu´ fh}2`α}∇2hu}1`It}¨}8ďαupvq`
1
2
}λ ` fh}2´ 12} fh}
2
`1
2
`}u}2´Cu˘2`` 12`}div2h v`K˚h λ}2`Cu˘2´ C2u2
where Cu ą 0 is an a-priori bound on }u˚}2 for solutions u˚ according to (17), for instance.
Example 6.24. As second example, we consider TGV2α regularisation for an inverse problem
with Poisson noise and discrete non-negative data
`p fhqi˘i, which corresponds to solving
min
uPUh
KLpKhu, fhq`TGV2αpuq, (79)
with KL being the discrete Kullback–Leibler divergence as in (75).
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Algorithm 3 Implementation for solving the KL-TGV2α problem (79)
1: function KL-TGV2α -TIKHONOV(Kh, fh, α) Ź Requirement: }Kh} ď 1
2: pu,w,u,wq Ð p0,0,0,0q,pv1,v2,λ q Ð p0,0,0q
3: choose σ ,τ ą 0 such that στ ď 671
4: repeat
5: Dual updates
6: v1 Ð projt}¨}8ďα1u pv1`σp∇hu´wqq
7: v2 Ð projt}¨}8ďα0u pv2`σEhwq
8: λ Ð λ `σKhu
9: λ Ð λ ´ λ´1`
?
pλ´1q2`4σ fh
2
10: Primal updates
11: u`Ð u` τpdivh v1´K˚h λ q
12: w`Ð w` τpv1`divh v2q
13: Extrapolation and update
14: pu,wq Ð 2pu`,w`q´pu,wq
15: pu,wq Ð pu`,w`q
16: until stopping criterion fulfilled
17: return u
18: end function
In this setting, we choose Wh “ `2pΩh,Sym1pR2qq, Vh “ `2pΩh,Sym1pR2qq ˆ
`2pΩ,Sym2pR2qq, Dh “
ˆ
∇h ´I
0 Eh
˙
and }pv1,v2q}1,α “ α1}v1}1`α0}v2}1. Setting
K “
¨˝
∇h ´ id
0 Eh
Kh 0
‚˛
and again assuming }Kh} ď 1, Lemma 6.19 together with the estimates }∇h} ď
?
8 and
}Eh} ď
?
8 from Lemma 6.5 yields
}K } ď σmaxp
¨˝ ?
8 1
0
?
8
1 0
‚˛q “b?8`9«c71
6
.
The resulting, concrete implementation of Algorithm 1 can be found in Algorithm 3. Here,
again projt}¨}8ďαiu is given explicitly in (76), and, abusing notation, divh is both the negative
adjoint of ∇h and Eh, depending on the input. The modified primal-dual gap G˜ evaluated on
the iterates pu,w,v1,v2,λ q of the algorithm reduces to
G˜pu,w,v1,v2,λ q “ KLpKhu, fhq`α1}∇hu´w}1`α0}Ehw}1`It}¨}8ďα1upv1q
`It}¨}8ďα0upv2q`KL˚pλ , fhq`
1
2
`}u}2´Cu˘2`` 12`}w}1´Cw˘2`
`1
2
`}K˚h λ ´divh v1}2`Cu˘2´ C2u2 ` 12`}v1`divh v2}8`Cw˘2´ C2w2 ,
Higher-order TV approaches and generalisations 79
where KL˚pλ , fhq “ ´řip fhqi logp1´λiq whenever λi ď 1 for each i where p fhqi logp0q “8
for p fhqi ą 0, 0 logp0q “ 0, and KL˚pλ , fhq “ 8 else. Further, Cu is an a-priori bound on the
2-norm of u˚ “w˚0 analogous to (18) while Cw is an a-priori bound on the 1-norm of w˚ “w˚1
according to (51).
We refer to, e.g., [27] for more examples of primal-dual-based algorithms for TGV
regularisation.
6.3. Implicit and preconditioned optimisation methods
Let us shortly discuss other proximal algorithms for the solution of (65). One popular method
is the alternating direction method of multipliers (ADMM) [94, 88] which bases on augmented
Lagrangian formulations for (65), for instance,
min
pu,w,v,λqPUhˆWhˆVhˆYh
S fhpλ q`}v}1,α subject to
"
λ “ Khu,
v “ D1hu`D2hw, (80)
which results in the augmented Lagrangian
Lτpu,w,v,λ , v¯, λ¯ q “ S fhpλ q`}v}1,α `xKhu´λ , λ¯yYh `xD1hu`D2hw´ v, v¯yVh
` 1
2τ
}Khu´λ}2Yh `
1
2τ
}D1hu`D2hw´ v}2Vh
where τ ą 0. For (80), the ADMM algorithm amounts to$’’’’’’’&’’’’’’’%
puk`1,wk`1q P argmin
pu,wqPUhˆWh
Lτpu,w,vk,λ k, v¯k, λ¯ kq,
pvk`1,λ k`1q “ argmin
pv,λqPVhˆYh
Lτpuk`1,wk`1,v,λ , v¯k, λ¯ kq,
v¯k`1 “ v¯k` 1
τ
pD1huk`1`D2hwk`1´ vk`1q,
λ¯ k`1 “ λ¯ k` 1
τ
pKhuk`1´λ k`1q.
Here, the first subproblem amounts to solving a least-squares problem and the associated
normal equation is usually stably solvable since D1h and D
2
h involve discrete differential
operators and hence, the normal equation essentially corresponds to the solution of a discrete
elliptic equation that is perturbed by K˚h Kh. For this reason, ADMM is usually considered an
implicit method. The second step turns out to be the application of the proximal mappings for
S fh and } ¨}1,α while the last update steps have an explicit form, see Algorithm 4. By virtue
of Moreau’s identity (72) (also see Lemma 6.12), the operators proxτ}¨}1,α and proxτS fh can
easily be computed knowing projt}¨}8,α´1ď1u and proxτ´1S f˚h
. We have, for instance,
proxτ}¨}1,α pvq “ v´projt}¨}8,α´1ďτupvq “ v´ τ projt}¨}8,α´1ď1u
´ v
τ
¯
where the projection operator usually has an explicit representation, see Lemma 6.15 and
Example 6.18. Further, for the discrepancies discussed in Subsection 6.2, it holds that
proxτ 12 }¨´ fh}22pλ q “
λ ` τ f
1` τ , proxτ}¨´ fh}1pλ q “ λ ´ τ
λ ´ fh
maxtτ, |λ ´ fh|u ,
proxτKLp ¨ , fhqpλ q “
apτ´λ q2`4τ fh`λ ´ τ
2
.
While ADMM has the advantage of converging for arbitrary stepsizes τ ą 0 (see,
e.g. [25]), the main drawback is often considered the linear update step which amounts
to solving a linear equation (or, alternatively, a least-squares problem) which can be
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Algorithm 4 ADMM scheme for the numerical solution of (80)
1: function TIKHONOV-ADMM(Kh, fh, α)
2: pu,wq Ð p0,0q,pv,λ q Ð p0,0q,pv¯, λ¯ q Ð p0,0q
3: choose τ ą 0
4: repeat
5: Linear subproblem
6: pu,wq Ð Solution of˜
K˚h Kh`pD1hq˚D1h pD1hq˚D2h
pD2hq˚D1h pD2hq˚D2h
¸˜
u
w
¸
“
˜
K˚h pλ ´ τλ¯ q`pD1hq˚pv´ τ v¯q
pD2hq˚pv´ τ v¯q
¸
7: Proximal subproblem
8: vÐ proxτ}¨}1,α pD1hu`D2hw` τ v¯q
9: λ Ð proxτS fh pKhu` τλ¯ q
10: Lagrange multiplier
11: v¯Ð v¯` 1τ pD1hu`D2hw´ vq
12: λ¯ Ð λ¯ ` 1τ pKhu´λ q
13: until stopping criterion fulfilled
14: return u
15: end function
computationally expensive. The latter can be avoided, for instance, with preconditioning
techniques [73, 43]. Denoting again byK “
ˆ
D1h D
2
h
Kh 0
˙
, the linear solution step amounts
to solvingK ˚K
ˆ
u
w
˙
“K ˚
ˆ
v´ τ v¯
λ ´ τλ¯
˙
. Introducing the additional variables pu1,w1q P
UhˆWh as well as the constraint pu1,w1q “ pρ id´K ˚K q1{2pu,wq for ρ ą }K }2, we can
consider the problem
min
pu,w,u1,w1,v,λqPpUhˆWhq2ˆVhˆYh
S fhpλ q`}v}1,α
subject to
" pρ id´K ˚K q1{2pu,wq “ pu1,w1q
K pu,wq “ pv,λ q
which is equivalent to (80). The associated ADMM procedure, however, simplifies. In
particular, the linear subproblem only involves ρ id whose solution is trivial. Also, the
Lagrange multipliers of the additional constraint are always zero within the iteration and
the evaluation of the square root pρ id´K ˚K q1{2 can be avoided. This leads to the linear
subproblem of Algorithm 4 being replaced by the linear update stepˆ
u
w
˙
Ð
˜
u` 1ρ
`
K˚h pλ ´ τλ¯ ´Khuq`pD1hq˚pv´ τ v¯´D1hu´D2hwq
˘
w` 1ρ pD2hq˚pv´ τ v¯´D1hu´D2hwq
¸
.
Also, the procedure then requires, in each iteration, only one evaluation of Kh, D1h, D
2
h
and their respective adjoints as well as the evaluation of proximal mappings, such that the
computational effort is comparable to Algorithm 1. As a special variant of the general
ADMM algorithm, the above preconditioned version converges for τ ą 0 if ρ ą }K }2 is
satisfied. Thus, an estimate for }K } is required which can, e.g., be obtained by Lemma 6.19
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(also confer the concrete examples in Subsection 6.2). While this is the most common
preconditioning strategy for ADMM, there are many other possibilities for transforming the
original linear subproblem into a simpler one such that, e.g., the preconditioned problem
amounts to the application of one or more steps of a symmetric Gauss–Seidel iteration or a
symmetric successive over-relaxation (SSOR) procedure [43].
Another class of methods for solving (65) is given by the Douglas–Rachford iteration
[129, 79], which is an iterative procedure for solving monotone inclusion problems of the
type
0 P Az`Bz
in Hilbert space, where A, B are maximally monotone operators. It proceeds as follows:"
zk`1 “ pid`σAq´1pz¯kq,
z¯k`1 “ z¯k`pid`σBq´1p2zk`1´ z¯kq´ zk`1,
where σ ą 0 is a stepsize parameter. As only the resolvent operators pid`σAq´1 and
pid`σBq´1 are involved, the Douglas–Rachford iteration is also considered an implicit
scheme. In the context of optimisation problems, the operators A and B are commonly chosen
based on first-order optimality conditions, which are subgradient inclusions [88, 45]. Here,
we choose the saddle-point formulation (73) and the associated optimality conditions:¨˚
˚˝ 00
0
0
‹˛‹‚P
¨˚
˚˝ pD
1
hq˚v`K˚h λpD2hq˚v´D1hu´D2hw´Khu
‹˛‹‚`
¨˚
˚˝ 00BIt}¨}8,α´1ď1upvq
BS˚fhpλ q.
‹˛‹‚
For instance, choosing A and B as the first and second operator in the above splitting,
respectively, leads to the iteration outlined in Algorithm 5: Indeed, in terms of x “ pu,wq,
y “ pv,λ q and K “
ˆ
D1h D
2
h
Kh 0
˙
, the resolvent for the linear operator A corresponds to
solving the linear system"
x`σK ˚y “ x¯,
y´σK x “ y¯, ô
" pid`σ2K ˚K qx “ x¯´σK ˚y¯,
y “ y¯`σK x,
which is reflected by the linear subproblem and dual update in Algorithm 5. The resolvent for
B further corresponds to the application of proximal mappings, also see Proposition 6.10,
where the involved proximal operators are the same as for the primal-dual iteration in
Algorithm 1. The iteration can be shown to converge for each σ ą 0, see, e.g., [45].
As for ADMM, the linear subproblem in Algorithm 5 can be avoided by preconditioning.
Basically, for the above Douglas–Rachford iteration, the same types of preconditioners can be
applied as for ADMM, ranging from the Richardson-type preconditioner that was discussed in
detail before to symmetric Gauss–Seidel and SSOR-type preconditioners [40]. In particular,
the potential of the latter for TGV-regularised imaging problems was shown in [41].
While all three discussed classes of algorithms, i.e., the primal-dual method, ADMM,
and the Douglas–Rachford iteration can in principle be used to solve the discrete Tikhonov
minimisation problem we are interested in, experience shows that the primal-dual method
is usually easy to implement as it only involves forward evaluations of the involved linear
operators and simple proximal operators, and thus suitable for prototyping. It needs, however,
norm estimates for the forward operator and a possible rescaling. ADMM is, in turn, a very
popular algorithm whose advantage lies, for instance, in its unconditional convergence (the
parameter τ ą 0 can be chosen arbitrarily). Also, in comparison to the primal-dual method,
ADMM is observed to admit, in relevant cases, a more stable convergence behaviour, meaning
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Algorithm 5 Douglas–Rachford scheme for the numerical solution of (73)
1: function TIKHONOV-DR(Kh, fh, α)
2: pu,wq Ð p0,0q,pv,λ q Ð p0,0q,pv¯, λ¯ q Ð p0,0q
3: choose σ ą 0
4: repeat
5: Linear subproblem
6: pu,wq Ð
˜
id`σ2`K˚h Kh`pD1hq˚D1h˘ σ2pD1hq˚D2h
σ2pD2hq˚D1h id`σ2pD2hq˚D2h
¸´1
¨
˜
u´σ`K˚h λ¯ `pD1hq˚v¯˘
w´σpD2hq˚v¯
¸
7: Dual update
8: vÐ v¯`σpD1hu`D2hwq
9: λ Ð λ¯ `σKhu
10: Proximal update
11: v¯Ð v¯`projt}¨}8,α´1ď1up2v´ v¯q´ v
12: λ¯ Ð λ¯ `proxσS f˚h p2λ ´ λ¯ q´λ
13: until stopping criterion fulfilled
14: return u
15: end function
less oscillations and faster objective functional reduction in the first iteration steps. However,
ADMM requires the solution of a linear subproblem in each iteration step which might be
expensive or call for preconditioning. The same applies to the Douglas–Rachford iteration
which is also unconditionally convergent, comparably stable and usually involves the solution
of a linear subproblem in each step. In contrast to ADMM it bases, however, on the same
saddle-point formulation as the primal-dual methods such that translating a prototype primal-
dual implementation into a more efficient Douglas–Rachford implementation with possible
preconditioning is more immediate.
7. Applications in image processing and computer vision
7.1. Image denoising and deblurring
Image denoising is a simple yet heavily addressed problem in image processing (see for
instance [126] for a review) as it is practically relevant by itself and, in addition, allows to
investigate the effect of different smoothing and regularisation approaches independent of
particular measurements setups or forward models. The standard formulation of variational
denoising assumes Gaussian noise and, consequently, employs an L2-type data fidelity.
Allowing for more general noise models, the denoising problem reads as
min
uPLppΩq
S f puq`Rαpuq,
where we assume S f : LppΩq Ñ r0,8s, with p P r1,8s, to be proper, convex, lower semi-
continuous and coercive, and Rα to be an appropriate regularisation functional. This
setting covers, for instance, Gaussian noise (with S f puq “ 12}u´ f }22), impulse noise (with
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original image α TV α TVε α TV2
noisy image α}∆ ¨ }M α1 TV4α2 TV2 TGV2α
Figure 11: Comparison of different first- and second-order image models for variational image
denoising with L2-discrepancy. Left column: The original image (top) and noisy input image
(bottom). Columns 2–4: Results for variational denoising with different regularisation terms.
The parameters were optimised for best PSNR.
S f puq “ }u´ f }1) and Poisson noise (with S f puq “ KLpu, f q). With first- or higher-order
TV regularisation, additive or infimal-convolution-based combinations thereof, or TGV
regularisation, the denoising problem is well-posed for any of the above choices of S f .
For S f puq “ 1q}u´ f }qq and q ą 1, also regularisation with Rαpuq “ α}∆u}M is well-
posed and Figure 11 summarises, once again, the result of these different approaches for
q “ 2 and Gaussian noise on a piecewise affine test image. It further emphasises again the
appropriateness of TGV2α as a regulariser for piecewise smooth images.
In order to visualise difference between different orders of TGV regularisation, Figure
12 considers a piecewise smooth image corrupted by Gaussian noise and compares TGV
regularisation with orders k P t2,3u. It can be seen there that third-order TGV yields a better
approximation of smooth structures, resulting in an improved PSNR, while the second-order
TGV regularised image has small defects resulting from a piecewise linear approximation of
the data.
Another problem class is image deblurring which can be considered as a standard
test problem for the ill-posed inversion of linear operators in imaging. Pick a blurring
kernel k P L8pΩ0q with bounded domains Ω0,Ω1 Ă Rd such that Ω1 ´Ω0 Ă Ω. Then,
K : L1pΩq Ñ L2pΩ1q given by
pKuqpxq “
ż
Ω0
upx´ yqkpyq dy, x PΩ1
is well-defined, linear and continuous. Consequently, by Theorems 2.11, 2.14 and Proposition
5.17,
min
uPLppΩq
1
2
ż
Ω1
|pu˚ kqpxq´ f pxq|2 dx`Rαpuq,
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Figure 12: Comparison of second- and third-order TGV for denoising for a piecewise smooth
noisy image (PSNR: 26.0dB). The red lines in the original image indicate the areas used in
the line and surface plots. A close look on these plots reveals piecewise-linearity defects of
TGV2α , while the TGV
3
α reconstruction yields a better approximation of smooth structures and
an improved PSNR (TGV2α : 40.7dB, TGV
3
α : 42.3dB). Note that in the line plots, the value
0.05 was subtracted from the TGV-denoising results in order to prevent the respective plots
from significantly overlapping with the plots of the original data.
for 1 ă p ď d{pd ´ 1q and Rα P tα TV,TGV2αu admits a solution that stably depends on
the data f P L2pΩ1q, which we assume to be a noise-contaminated image blurred by the
convolution operator K. A numerical solution can again be obtained with the framework
described in Section 6 and a comparison of the two choices of Rα for a test image can be
found in Figure 13. We can observe that both TV and TGV2α are able to remove noise and
blur from the image, however, the TV reconstruction suffers from staircasing artefacts which
are not present with TGV2α .
7.2. Compressed sensing
The next problem we would like to discuss is compressive sampling with total variation and
total generalised variation [27]. More precisely, we aim at reconstructing a single-channel
image from ‘single-pixel camera’ data [77], an inverse problem with finite-dimensional data
space. Here, an image is not observed directly but only the accumulated grey values over
finitely many random pixel patterns are sequentially measured by one sensor, the ‘single
pixel’. This can be modelled as follows. For a bounded Lipschitz image domain Ω Ă R2,
let the measurable sets E1, . . . ,EM ĂΩ be the collection of random patterns where each Em is
associated with the m-th measurement. The image u is then determined by solving the inverse
problem
Ku“ f where pKuqm “
ż
Em
u dx for m“ 1, . . . ,M
and f P RM is the measurement vector, i.e., each fm is the output of the sensor for the pattern
Em. As the set of u solving this inverse problem is an affine space with finite codimension, the
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uorig f
uTV uTGV2α
Figure 13: Deconvolution example. The original image uorig [91] has been blurred and
contaminated by noise resulting in f . The images uTV and uTGV2α are the regularised solutions
recovered from f .
compressive imaging approach assumes that the image u is sparse in a certain representation
which is usually translated into the discrete total variation TVpuq being small. A way to
reconstruct u from f is then to solve
min
uPBVpΩq
S f pKuq`TVpuq, S f pvq “It f upvq. (81)
In this context, also higher-order regularisers may be used as sparsity constraint. For instance,
in [27], total generalised variation of order 2 has numerically been tested:
min
uPBVpΩq
S f pKuq`TGV2αpuq, S f pvq “It f upvq. (82)
Figure 14 shows example reconstructions for real data according to discretized versions
of (81) and (82). As supported by the theory of compressed sensing [53, 52], the image
can essentially be recovered from a few single-pixel measurements. Here, TGV-minimisation
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TV-based compressive imaging reconstruction
768 samples 384 samples 256 samples 192 samples
TGV2-based compressive imaging reconstruction
768 samples 384 samples 256 samples 192 samples
Figure 14: Example for TV/TGV2 compressive imaging reconstruction for real single-pixel
camera data [156]. Top: TV-based reconstruction of a 64ˆ64 image from 18.75%, 9.375%,
6.25% and 4.6875% of the data (from left to right). Bottom: TGV2-based reconstruction
obtained from the same data. Figure taken from [27]. Reprinted by permission from Springer
Nature.
helps to reconstruct smooth regions of the image such that in comparison to TV-minimisation,
more features can still be recognised, in particular, when reconstructing from very few
samples. Once again, staircasing artefacts are clearly visible for the TV-based reconstructions,
a fact that recently was made rigorous in [29, 26].
7.3. Optical flow and stereo estimation
Another important fundamental problem in image processing and computer vision is the
determination of the optical flow [109] of an image sequence. Here, we consider this task
for two consecutive frames f0 and f1 in a sequence of images. This is often modelled by
minimising a possibly joint discrepancy S f0, f1
`
up0q,up1q˘ for u : r0,1s ˆΩÑ R subject to
the optical flow constraint BuBt `∇u ¨v“ 0, see, for instance, [24]. Here, v : r0,1sˆΩÑRd is
the optical flow field that shall be determined. In order to deal with ill-posedness, ambiguities
as well as occlusion, the vector field v needs to be regularised by a penalty term. This leads to
the PDE-constrained problem
min
u,v
S f0, f1
`
up0q,up1q˘`Rαpvq subject to BuBt `∇u ¨ v“ 0,
where Rα is a suitable convex regulariser for vector field sequences. Usually, S f0, f1 is
chosen such that the initial condition up0q is fixed to f0, for instance, S f0, f1pu0,u1q “
It f0upu0q` 12}u1´ f1}22, see [102, 24, 117, 63].
In many approaches, this problem is reformulated to a correspondence problem. This
means, on the one hand, replacing the optical flow constraint by the displacement introduced
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by a vector field v0 :ΩÑR2, i.e., up0q “ u0 and up1q “ u0 ˝pid`v0q. The image u0 :ΩÑR
is either prespecified or subject to optimisation. For instance, choosing again S f0, f1pu0,u1q “
It f0upu0q` 12}u1´ f1}22 leads to the classical correspondence problem
min
v0
1
2
} f0 ˝ pid`v0q´ f1}22`Rαpv0q,
see, for instance, [109], which uses the square of the H1-seminorm as a regulariser. On the
other hand, other approaches have been considered for the discrepancy (and regularisation),
see [47, 194]. In this context, a popular concept is the census transform [193] that describes
the local relative behaviour of an image and is invariant to brightness changes. For an image
f : ΩÑ R, measurable patch Ω1 Ă R2 and threshold ε ą 0, it is defined as
C f : ΩˆΩ1Ñ t´1,0,1u, C f px,yq “
$&% sgn
`
f px` yq´ f pxq˘ if x,x` y PΩ and
| f px` yq´ f pxq| ą ε,
0 else.
Here, one usually sets u0 “ f0 and u1 “ f1 such that the discrepancy only depends on the
vector field v0, such as, for instance,
S f0, f1pv0q “
ż
Ω
ż
Ω1
min
`
1,
ˇˇ
C f0px,yq´C f1˝pid`v0qpx,yq
ˇˇ˘
dy dx,
leading to the optical-flow problem
min
v0
S f0, f1pv0q`Rαpv0q,
see, for instance, [136, 187]. A closely related problem is stereo estimation which can also be
modelled as a correspondence problem. In this context, f0 and f1 constitute a stereo image
pair, for instance, f0 being the left image and f1 being the right image. The stereo information
is then usually reflected by the disparity which describes the displacement of the right image
with respect to the left image. This corresponds to setting the vertical component of the
displacement field v0 to zero, for instance, pv0q2 “ 0. Census-transform based discrepancies
are also used for this task [151], leading to the stereo-estimation model
min
w0
S f0, f1
`pw0,0q˘`Rαpw0q (83)
with a suitable convex regulariserRα for scalar disparity images.
Both optical flow and stereo estimation are non-convex due to the non-convex data
terms and require dedicated solution techniques. One possible approach is to smooth
the discrepancy functional such that is becomes (twice) continuously differentiable, and
approximate it, for each x P Ω, by either first or second-order Taylor expansion. For the
latter case, if one also projects the pointwise Hessian to the positive semi-definite cone, one
arrives at the convex problem
min
v
ż
Ω
Spv0q`∇Spv0q ¨ pv´ v0q` 12 projS`
`
∇2Spv0q
˘pv´ v0q ¨ pv´ v0q dx`αRpvq,
where v0 is the base vector field for the Taylor expansion and projS` : S
2ˆ2Ñ S2ˆ2` denotes the
orthogonal projection to the cone of positive semi-definite matrices S2ˆ2` . Besides classical
regularisers such as the H1-seminorm, the total variation has been chosen [191], i.e., Rα “
α TV, which allows the identification of jumps in the displacement field associated with object
boundaries. The displacement field is, however, piecewise smooth such that TGV2α turns out
to be advantageous. Further improvements can be achieved by non-local total generalised
variation NLTGV2, see [153], leading to sharper and more accurate motion boundaries, see
Figure 15. For stereo estimation, a similar approach using first-order Taylor expansion and
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(a) (b) (c) (d)
Figure 15: Example for higher-order approaches for optical flow determination. (a) An optical
flow field obtained on a sample dataset from the Middlebury benchmark [11] using a TGV2α
regulariser. (b) An enlarged detail of (a). (c) The optical flow field obtained by a NLTGV2
regulariser. (d) An enlarged detail of (c). Images taken from [153]. Reprinted by permission
from Springer Nature.
image-driven total generalised variation ITGV2α also yields very accurate disparity images
[151].
A different concept for solving the non-convex optical flow/stereo estimation problem
is functional lifting [4, 55]. For the stereo estimation problem, this means to recover the
characteristic function of the subgraph of the disparity image, i.e., χttďw0u. Assume that
the discrepancy for the disparity w0 can be written in integral form, i.e., S f0, f1pw0q “ş
Ω g
`
x,w0pxq
˘
dx with a suitable g : ΩˆR Ñ R that is possibly non-convex with respect
to the second argument. If w0 is of bounded variation, then χttďw0u is also of bounded
variation and the weak derivative with respect to x and t, respectively, are Radon measures.
Denoting by vx and vt the respective components of a vector, i.e., v“ pvx,vtq P R2ˆR, these
derivatives satisfy the identity BBt χttďw0u “
` ∇χttďw0u|∇χttďw0u| ˘t |∇χttďw0u| as well as ∇xχttďw0u “` ∇χttďw0u|∇χttďw0u| ˘x|∇χttďw0u|. The discrepancy term can then be written in the form
S f0, f1
`pw0,0q˘“ ż
ΩˆR
g d
ˇˇˇ B
Bt χttďw0u
ˇˇˇ
which is convex with respect to χttďw0u. In many cases, regularisation functionals can also be
written in terms of χttďw0u, for instance, by the coarea formula,
TVpw0q “
ż
ΩˆR
d|∇xχttďw0u|,
which is again convex with respect to χttďw0u. As the set of all χttďw0u is still non-convex,
this constraint is usually relaxed to a convex set, for instance, to the conditions
u P BVpΩˆRq, 0ď uď 1, lim
tÑ´8upt, ¨ q “ 1, limtÑ8upt, ¨ q “ 0, (84)
where the limits have to be understood in a suitable sense. Then, the stereo problem (83) with
total-variation regularisation can be relaxed to the convex problem
min
uPBVpΩˆRq
ż
ΩˆR
g d
ˇˇˇBu
Bt
ˇˇˇ
`α
ż
ΩˆR
d|∇xu| subject to p84q.
Then, optimal solutions u˚ for the above problem yield minimizers of the original problem
when thresholded, i.e., for s P s0,1r, the function χtsďu˚u is the characteristic function of
the subgraph of a w0 that is optimal for (83) for the assumed discrepancy and total-variation
regularisation [144].
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(a)
(b)
Figure 16: Total-generalised-variation-regularised stereo estimation based on functional
lifting and convex optimisation for an image pair of the KITTI dataset [90]. (a) The reference
image. (b) The disparity image obtained with TGV2-regularisation [154]. Images taken from
[152].
Unfortunately, a straightforward adaptation of this strategy to higher-order total-
variation-type regularisation functionals is not possible. For TGV2, one can nevertheless
benefit from the convexification approach. Considering the TGVα2 -regularised problem
min
w0PBVpΩq, wPBDpΩq
ż
Ω
gpx,w0pxq
˘
dx`α1
ż
Ω
d|∇w0´w| `α0
ż
Ω
d|Ew|, (85)
one sees that the problem is convex in w and minimisation with respect to w0 can still be
convexified by functional lifting. For fixed w, the latter leads to
min
uPBVpΩˆRq
ż
Ω
g d
ˇˇˇBu
Bt
ˇˇˇ
`α1 sup
!ż
ΩˆR
udivϕ dx
ˇˇˇ
ϕ P C8c pΩ,R2ˆRq, |ϕxpx, tq| ď 1,
ϕxpx, tq ¨wpxq ď ϕtpx, tq a.e. in ΩˆR
)
subject to p84q,
which is again convex and whose solutions can again be thresholded to yield a w˚0 that
is optimal with respect to w0 for a fixed w. Alternating minimisation then provides a
robust solution strategy for (85) based on convex optimisation [154], see Figure 16 for
an example. In this context, algorithms realising functional lifting strategies for TV and
TGV regularisation have recently further been refined, for instance, in order to lower the
computational complexity associated with the additional space dimension introduced by the
lifting, see, e.g. [134, 180].
7.4. Image and video decompression
Pixelwise representations of image or image sequence data require, on the one hand, a large
amount of digital storage but contain, on the other hand, enough redundancy to enable
compression. Indeed, most digitally stored images and image sequences, e.g., on cameras,
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mobile phones or the world-wide web are compressed. Commonly-used lossy compression
standards such as JPEG, JPEG2000 for images and MPEG for image sequences, however,
suffer from visual artefacts in decompressed data, especially for high compression rates.
Those artefacts result from errors in the compressed data due to quantisation, which is not
accounted for in the decompression procedure. These errors, however, can be well described
using the data that is available in the compressed file and in particular, precise bounds on
the difference of the available data and the unknown, ground truth data can be obtained. This
observation motivates a generic approach for an improved decompression of such compressed
image or video data, which consists of minimising a regularisation functional subject to these
error bounds, see for instance [198, 5, 31] for TV-based works in this context. Following
this generic approach, we present here a TGV-based reconstruction method (see [33, 34]) that
allows for a variational reconstruction of still images from compressed data that is directly
applicable to the major image compression standards such as JPEG, JPEG2000 or the image
compression layer of the DjVu document compression format [107]. A further extension of
this model to the decompression of MPEG encoded video data will be addressed afterwards.
The underlying principle of a broad class of image and video compression standards, and
in particular of JPEG and JPEG 2000 compression, is as follows: First, a linear transformation
is used to transform the image data to a different representation where information that is more
and less important for visual image quality is well separated. Then, a weighted quantisation of
this data (according to its expected importance for visual image quality) is carried out and the
quantised data (together with information that allows to obtain the quantisation accuracy) is
stored. Thus, defining K to be the linear transformation used in the compression process and D
to be a set of admissible, transformed image data that can be obtained using the information
available in the compressed file, decompression amounts to finding an image u such that
Ku P D. Using the TGV functional to regularise this compression procedure and considering
colour images u : ΩÑ R3, we arrive at the following minimisation problem:
min
uPL2pΩ,R3q
IUDpuq`TGVkαpuq, UD “ tu P L2pΩ,R3q
ˇˇ
Ku P Du (86)
where K : L2pΩ,R3q Ñ `2 is an analysis operator related to a Riesz basis of L2pΩ,R3q, and
a Frobenius-norm-type coupling of the colour channels is used in TGV, see Subsection 5.3.
The coefficient dataset DĂ `2 reflects interval restrictions on the coefficients, i.e., is defined as
D“ tv P `2 ˇˇ vn P Jn for all n P Nu for tJnu a family of closed intervals. In case D is bounded,
well-posedness of this approach can be obtained via a direct extension of Proposition 5.17
to R3-valued functions, which in particular requires a multi-channel version of the Poincar
inequality for TGV as in Proposition 5.15. The latter can straightforwardly be obtained by
equivalence of norms in finite dimensions, see for instance [27, 33]. Beyond that, existence of
a solution to (86) can be guaranteed also in case of a non-coercive discrepancy when arbitrarily
many of the intervals Jn are unbounded, provided that only finitely many of them are half-
bounded, i.e., are the form Jn “ s´8,cns or Jn “ rcn,8r for cn PR, see [33]. In compression,
half-bounded intervals would correspond to knowing only the sign but not the precision of the
respective coefficient, a situation which does not occur in JPEG, JPEG2000 and DjVu. Thus,
in all relevant applications, all intervals are either bounded or all of R, and hence, solutions
exist. Further, under the assumption that all but finitely many intervals have a width that
is uniformly bounded from below, again an assumption which holds true in all anticipated
applications, optimality conditions for (86) can be obtained.
In the application to JPEG decompression, colour images are processed in the YCbCr
colour space and the basis transformation operator K corresponds to a colour subsampling
followed by a block- and channel-wise discrete cosine transformation, which together can
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be expressed as Riesz-basis transform. The interval sequence tJnu can be obtained using a
quantisation matrix that is available in the encoded file and each interval Jn is bounded.
In the application to JPEG2000 decompression, again the YCbCr colour space is used
and K realises a colour-component-wise biorthogonal wavelet transform using Le Gall 5/3
or CDF 9/7 wavelets as defined in [64, Table 6.1 and Table 6.2]. Obtaining bounds on the
precision of the wavelet coefficients is more involved than with JPEG (see [33, Section 4.3]),
but can be done by studying the bit truncation scheme of JPEG2000 in detail. As opposed to
JPEG, however, the intervals Jn might either be bounded or unbounded.
A third application of the model (86) is a variational decompression of the image layers
of a DjVu compressed document. DjVu [99] is a storage format for digital documents. It
encodes document pages via a separation into fore- and background layers as well as a binary
switching mask, where the former are encoded using a lossy, transform-based compression
and the latter using a dictionary-based compression. While the binary switching mask
typically encodes fine details such as written text, the fore- and background layer encode
image data, which again suffers from compression artefacts that can be reduced via variational
decompression. Here, the extraction of the relevant coefficient data together with error bounds
has to account for the particular features of the DjVu compression standard (we refer to [107]
and its supplementary material for a detailed description and software that extracts the relevant
data from DjVu compressed files), but the overall model for the image layers is again similar
to the one of JPEG and JPEG2000 decompression. In particular, encoding of the fore- and
background layer can be modelled with the operator K, in this case corresponding to a colour-
component-wise wavelet transformation using the Dubuc–Deslauriers–Lemire (DDL) (4, 4)
wavelets [74], and the data intervals Jn, which are again either bounded or all of R.
In all of the above applications, a numerical solution of the corresponding particular
instance of the minimisation problem (86) can be obtained using the primal-dual framework
[34] as described in Section 6 (see [34] for details). We refer to Figure 17 for exemplary results
using second-order TGV regularisation. Regarding the implementation, relevant differences
arise depending on whether the projection onto the dataset UD can be carried out explicitly or
not, the latter requiring a dualization of this constraint and an additional dual variable. Only in
the application to JPEG decompression, this projection is explicit due to orthonormality of the
cosine transform and the particular structure of the colour subsampling operator. This has the
particular advantage that, at any iteration of the algorithm, the solution is feasible and one can,
for instance, apply early stopping techniques to obtain already quite improved decompressed
images in a computationally cheap way.
Variational MPEG decompression. The MPEG video compression standard builds on JPEG
compression for storing frame-wise image data, but incorporates additional motion prediction
and correction steps which can significantly reduce storage size of video data. In MPEG-
2 compression, which is a tractable blueprint for the MPEG compression family, video
data is processed as subsequent groups of pictures (typically 12-15 frames) which can be
handled separately. In each group of pictures, different frame types (I, P and B frames) are
defined, and, depending to the frame type, image data is stored by using motion prediction
and correction followed by a JPEG-type compression of the corrected data. Similar to
JPEG compression, colour images are processed in the YCbCr colour space and additional
subsampling of colour components is allowed.
While these are the main features of a typical MPEG video encoder, as usual for most
compression standards, the MPEG standard defines the decompression procedure rather than
compression. Hence, since compression might differ for different encoders, we build a
variational model for MPEG decompression that works with a decoding operator (see [35] for
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more details on MPEG and the model): Using the information (in particular motion correction
vectors and quantisation tables) that is stored in the MPEG compressed files, we can define
a linear operator K that maps encoded, motion corrected cosine-transform coefficient data to
(colour subsampled) video data. Furthermore, bounds on the coefficient data can be obtained.
Using a second operator S to model colour subsampling and choosing a right-inverse Sˆ, MPEG
decompression amounts to finding a video u such that
u“ s` SˆKv,
where v P D with D being the admissible set of cosine coefficient data, and s P kerpSq
compensates for the colour upsampling of Sˆ. Incorporating the infimal-convolution of second-
order spatio-temporal TGV functionals as regularisation for video data (see Subsection 5.3
and [35, 108]), decompression then amounts to solve
min
vPD, sPkerpSq
ICTGVps` SˆKvq.
Again, the minimisation problem can be solved using duality-based convex optimisation
methods as described in Section 6 and we refer to Figure 18 for a comparison of standard
MPEG-2 decompression and the result obtained with this model.
8. Applications in medical imaging and image reconstruction
8.1. Denoising of dual-energy computed-tomography (CT) data
Since its development in the 1970s, computed X-ray tomography (CT) became a standard
tool in medical imaging. As CT bases on X-rays, the health risks associated with ionising
radiation is certainly a drawback of this imaging technique. Further, the acquired images do
in general not allow to differentiate objects with the same density. For the former point, a low
radiation dose is an important goal, being, of course in conflict with the demand of a high
signal-to-noise ratio (SNR). Regarding the differentiation of objects with the same density
[87, 114], a recently developed approach bases on an additional dataset from a second X-ray
source (typically placed in a 90 degree offset) which possess a different spectrum (or energy)
compared to the standard X-ray emitter in CT, the dual-energy CT device, see Figure 19 (a).
Objects of different material having the same response for one X-ray source may admit
a different response for the second source, making a differentiation possible. A relevant
application of this principle is, for instance, the quantification of contrast agent concentration.
Adjusting a dual-energy CT device such that normal tissue is insensitive for both X-ray
sources and sensitive for an administered contrast agent allows to infer its concentration from
the difference of the two acquired images, see Figure 19 (b). This may be useful, for instance,
for recognising perfusion deficits and thus aid the diagnosis of, e.g., pulmonary embolism in
the lung [130]. However, due to low doses for the dual-energy CT scan as well as a limited
sensitivity with respect to the contrast agent, the difference image can be noisy and denoising
is required in order to obtain a meaningful interpretation, see Figure 19 (c).
In the following, a variational denoising approach is derived that takes the structure of
the problem into account. First, let A0 and B0 be the noisy CT-reconstructions associated with
the respective X-ray source. Then, as the difference image contains the relevant information,
we would like to impose regularity on the difference image A´B as well as a “base” image
B instead of penalising each image separately. As we may assume that the contrast agent
concentration as well as the density is piecewise smooth, is admits a low total generalised
variation, and hence, we choose this functional as a penalty, for instance of second order.
Furthermore, as the results should be usable for a quantification, we have to account for
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Figure 17: Example of variational image decompression. Standard (left column) and TGV-
based (right column) decompression for a JPEG image (top row) compressed to 0.15 bits-per-
pixel (bpp), a JPEG2000 image (middle row) compressed to 0.3 bpp, and a DjVu-compressed
document page (bottom row) with close-ups. Results from [34] (rows 1–2) and [107] (bottom
row).
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Figure 18: Example of variational MPEG decompression. Standard (top row) and ICTGV-
based (bottom row) decompression of the Juggler image sequence from [11]. On the left, the
second frame (P-frame) is shown in detail while on the right, all 8 frames are depicted. Figure
taken from [35]. Reprinted by permission from Springer Nature.
that and therefore choose an L1-fidelity term as this is known to possess desirable contrast-
preservation properties in conjunction with TV and TGV [61, 38]. In total, this leads to the
variational problem
min
pA,BqPL1pΩq2
}A´A0}1`}B´B0}1`TGV2αpBq`TGV2α 1pA´Bq
where A0,B0 P L1pΩq is given and α “ pα0,α1q as well as α 1 “ pα 10,α 11q are positive
regularisation parameters. Having the application in mind, the domain Ω is typically a
bounded three-dimensional domain with Lipschitz boundary. Then, existence of minimizers
can be obtained using the tools from Section 5, see Proposition 5.17, which nevertheless
requires some straightforward adaptations. Due to the lack of strict convexity, however, the
solutions might be non-unique. Further, numerical algorithms can be developed along the
lines of Section 6, for instance, a primal-dual algorithm as outlined in Subsection 6.2. In case
of non-uniqueness, the minimisation procedure “chooses” one solution in the sense that it
converges to one element of the solution set, such that variational model and optimisation
algorithm cannot clearly be separated and other results might be possible using different
optimisation algorithms.
Figure 19 (d) shows denoising results for the primal-dual algorithm, where a clear
improvement of image quality for the difference image in comparison to Figure 19 (c) can be
observed. In particular, the total generalised variation model is suitable to recover the smooth
distribution of the contrast agent within the lung, including the perfusion deficit region, as well
as the discontinuities induced by bones, vessels, etc. Further, one can see that the dedicated
modelling of the problem as a denoising problem for a difference image based on two datasets
turns out to be beneficial. A denoising procedure that only depends on the noisy difference
image would not allow for such an improvement of image quality.
Higher-order TV approaches and generalisations 95
(a) (b)
(c) (d)
Figure 19: Example of L1-TGV2 denoising for dual energy computed tomography. (a) A
schematic of a dual-energy CT device. (b) A pair of (reconstructed) dual-energy CT images.
(c) A noisy difference image with marked perfusion deficit region. (d) Difference image of
the TGV-denoised dataset (3D denoising, only one slice is shown).
8.2. Parallel reconstruction in magnetic resonance imaging
Magnetic resonance imaging (MRI) is a tomographic imaging technique that is heavily used in
medical imaging and beyond. It builds on an interplay of magnetic fields and radio-frequency
pulses, which allows for localised excitation and, via induction of current in receiver coils,
for a subsequent measurement of the proton density inside the object of interest [46]. In the
standard setting, MRI delivers qualitative images visualising the density of hydrogen protons,
e.g., inside the human body. Its usefulness is in particular due to an excellent soft tissue
contrast (as opposed to computed tomography) and a high spatial resolution of MR images.
The trade-off, in particular for the latter, is the long measurement time, which comes with
obvious drawbacks such as patient discomfort, limitations on patient throughput and imaging
artefacts resulting from temporally inconsistent data due to patient motion.
Subsampled data acquisition and parallel imaging [178, 148, 96] (combined with
appropriate reconstruction methods) are nowadays standard techniques to accelerate MRI
measurements. As the data in an MR experiment is acquired sequentially, a reduced number of
measurements directly implies a reduced measurement time, however, in order to maintain the
same image resolution, the resulting lack of data needs to be compensated for by other means.
Parallel imaging achieves this to some extent by using not a single but multiple measurement
coils and combining the corresponding measured signals for image reconstruction. On top of
that, advanced mathematical reconstruction methods such as compressed sensing techniques
[21, 131] or, more general, variational reconstruction have been shown to allow for a further,
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significant reduction of measurement time with a negligible loss of image quality.
In this context, transform-based regularisation techniques [131, 132] and derivative-
based techniques [21, 120] are among the most popular approaches. More recently, also
learning-based methods building on the structure of variational approaches have become very
popular [100, 149]. Here, we focus on variational regularisation approaches with first- and
higher-order derivatives. To this aim, we first deal with the forward model of parallel, static
MR imaging.
In a standard setting, the MR measurement process can be modelled as measuring Fourier
coefficients of the unknown image. In order to include measurements from multiple coils,
spatially varying sensitivity profiles of these coils also need to be included in the forward
model via a pointwise multiplication in image space. Subsampled data acquisition then
corresponds to measuring the Fourier coefficients only on a certain measurement domain
in Fourier space, which is defined by a subsampling pattern. Let c1, . . . ,ck P C0pRd ,Cq be
functions modelling some fixed coil sensitivity profiles for k receiver coils, let σ be a positive,
finite Radon measure on Rd that defines the sampling pattern, and let Ω Ă Rd be a bounded
Lipschitz domain that represents the image domain. Then, following the lines of [30], we
define, for p P r1,8s, the MR measurement operator K : LppΩ,Cq Ñ L2σ pRd ,Cqk as
pKuqipξ q “ xciupξ q “ 1p2piqd{2
ż
Rd
cipxqupxqe´iξ ¨x dx, ξ P Rd , (87)
where we extend u by zero to Rd . Note that for each u P LppΩ,Cq, Ku as a function on Rd is
bounded and continuous which follows from
|pKuqipξ q| ď }ci}8p2piqd{2 }u}1 ďC
}ci}8
p2piqd{2 }u}p.
Thus, since σ is finite, K indeed linearly and continuously maps into L2σ pRd ,Cq.
While here, we assume the coil sensitivities to be known (such that the forward
model is linear), obtaining them prior to image reconstruction is non-trivial and we refer
to [21, 165, 189, 184] for some existing methods. In the experiments discussed below,
we followed the approach of [21] and employed, for each individual coil, a variational
reconstruction with a quadratic regularisation on the derivative (H1-regularisation) followed
by the convolution with a smoothing kernel. For each coil, the sensitivity profile was then
obtained by division with the sum-of-squares image (which is, despite its name, the pointwise
square root of the sum of the squared modulus of the individual coil images).
A regularised reconstruction from MR measurement data f P L2σ pRd ,Cqk can be obtained
by solving
min
uPLppΩ,Cq
1
2
kÿ
i“1
}pKuqi´ fi}22`Rαpuq, (88)
where we test with both Rα “ α TV and Rα “ TGV2α , in which case we can choose
1 ă p ď d{pd ´ 1q. Note that well-posedness for (88) follows from Theorems 2.11, 2.14
in the case of TV and from Proposition 5.17 in the case of TGV2α (where straightforward
adaptions are necessary to include complex-valued functions). Numerically, the optimisation
problem can be solved using the algorithmic framework described in Section 6, where again,
some modifications are necessary to deal with complex-valued images.
Figure 20 compares the results between these two choices of regularisation functionals
and a conventional reconstruction based on direct Fourier inversion using non-uniform fast
Fourier transform (NUFFT) [86] for different subsampling factors and a dataset for which a
fully sampled ground truth is available. Undersampled 2D radial spin-echo measurements of
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the human brain were performed with a clinical 3T scanner using a receive-only 12 channel
head coil. Sequence parameters were: TR “ 2500 ms, TE “ 50 ms, matrix size 256ˆ 256,
slice thickness 2 mm, in-plane resolution 0.78 mmˆ0.78 mm. The sampling direction of
every second spoke was reversed to reduce artefacts from off-resonances [22], and numerical
experiments were performed using 96, 48 and 24 projections. As pi2 N projections (402 for
N “ 256 in our case) have to be acquired to obtain a fully sampled dataset in line with the
Nyquist criterion [18], this corresponds to undersampling factors of approximately 4, 8 and
16. The raw data was exported from the scanner, and image reconstruction was performed
offline.
It can be seen that in particular at higher subsampling factors, variational, derivative-
based reconstruction reduces artefacts stemming from limited Fourier measurements. Both
TV and TGV perform well, while a closer look reveals that staircasing artefacts present with
TV can be avoided using second-order TGV regularisation.
8.3. Diffusion tensor imaging
Magnetic resonance imaging offers, apart from obtaining morphological images as outlined
in Subsection 8.2, many other possibilities to acquire information about the imaged objects.
Among these possibilities, diffusion tensor imaging (DTI) is one of the more recent
developments. It aims at measuring the diffusion directions of water protons in each spatial
point. The physical background is given by the Bloch–Torrey equation which describes the
spatio-temporal evolution of magnetisation vector taking diffusion processes into account
[182]. Based on this, diffusion-weighted imaging can be performed which uses dedicated MR
sequences depending on a direction vector q PR3 in order to obtain displacement information
associated with that direction.
This leads to the following model. Assume that ρ0 : R3 Ñ R is the proton density to
recover and ρt : R3ˆR3 Ñ R is the function such that for each x,x1 P R3, the value ρtpx,x1q
represents the probability of a proton moving from x to x1 during the time t ą 0. By applying a
diffusion-sensitive sequence (such as, e.g., a pulsed-gradient spin echo [179]) associated with
the vector q P R3, one is able to measure in k-space as follows:
Spk,qq “ 1p2piq3
ż
R3
ρ0pxqe´ik¨x
ż
R3
ρtpx,x1qe´iq¨px1´xq dx1 dx,
where k P R3, see [51, 66]. Note that in practice, also the coil sensitivity profile would
influence the measurement as outlined in Subsection 8.2, however, for the sake of simplicity,
we neglect this aspect in the following. Now, sampling q across R3 would then, in principle,
allow to recover the 6-dimensional function u : px,x1q ÞÑ ρ0pxqρtpx,x1q by inverse Fourier
transform, since Spk,qq “ pFuqpk´ q,qq for each k,q P R3. The 6D-space spanned by the
coordinates k and q is called kq-space. Assuming that for a fixed q P R3, the k-space is fully
sampled then allows to recover fq : R3 Ñ C by inverse Fourier transform, where
fqpxq “ ρ0pxq 1p2piq3{2
ż
R3
ρtpx,x1qe´iq¨px1´xq dx1.
Obtaining and analysing fq for a coverage of the q-space is called q-space imaging which
also is the basis of orientation-based analysis such as q-ball imaging [183]. However, as these
techniques require too much measurement time in practice, one usually makes assumptions
about the structure of ρt in order to avoid the measurement of fq for too many q.
Along this line, the probably simplest model is to assume that for each x, ρtpx, ¨ q follows
a Gaussian distribution centred around x with symmetric positive definite covariance matrix
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96
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24
Figure 20: Parallel undersampling MRI of the human brain (256ˆ256 pixels) from 96, 48
and 24 radial projections (top, middle, bottom row). Left column: Conventional NUFFT
reconstruction. Middle column: Reconstruction with TV regularisation. Right column:
Reconstruction with TGV2 regularisation. All reconstructed images are shown with a closeup
of the lower right brain region.
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2tDpxq P S3ˆ3, i.e.,
ρtpx,x1q “ 1ap4pitq3|detDpxq| e´ 14t px1´xq¨Dpxq´1px1´xq.
For fixed x P R3, this can be interpreted as the fundamental solution of the diffusion equation
Bρ
Bt ´div
`
Dpxq∇x1ρ
˘“ 0 in s0,8r
shifted by x and evaluated at time t. The model for ρt thus indeed reflects linear diffusion
through a homogeneous medium. This makes sense as diffusion during the measurement
process is usually orders of magnitudes smaller than the spatial scale one is interested in, but
the homogeneity assumption might also be violated in case when microstructures are present.
Nevertheless, with this assumption, in the above case of full k-space sampling, one gets
fqpxq “ ρ0pxqe´tq¨Dpxqq. (89)
Clearly, for q “ 0, we have f0 “ ρ0, and assuming ρ0 ą 0 almost everywhere leads to the
following pointwise equation that is linear in D:
D ¨ pqbqq “ ´1
t
log
´ fq
f0
¯
.
Hence, one can recover by D by measuring f0 and fq1 , . . . fqm for q1, . . . ,qm P R3 suitably
chosen, i.e., such that in particular, D is uniquely determinable from D ¨ pqi b qiq for i “
1, . . . ,m. In particular, one requires that the symmetric tensors q1b q1, . . . ,qmb qm span the
space Sym2pR3q, meaning that m must be at least 6. Note that according to (89), fq must be
real and non-negative, such that in practice, it suffices to reconstruct the absolute value of fq,
for instance, by computing the sum-of-squares image.
The inverse problem for D can then be described as follows. Restricting the
considerations to a bounded domainΩĂR3 and letting p P r1,8s such that g1, . . . ,gm P LppΩq
where gi “´ 1t logp fqi{ f0q, we aim at solving
D ¨ pqibqiq “ gi for i“ 1, . . . ,m, (90)
for D P LppΩ,Sym2pR3qq. It is easy to see that this problem is well-posed, but regularisation
is still necessary in practice as the measurements and the reconstruction are usually very
noisy. To do so, one can, in the case p “ 2, minimizer a Tikhonov functional with quadratic
discrepancy term and positive semi-definiteness constraints:
min
DPL2pΩ,Sym2pR3qq
1
2
mÿ
i“1
}D ¨ pqibqiq´gi}22`RαpDq`ItDě0upDq, (91)
Here, tDě 0u denotes the set of symmetric tensor fields that are positive semi-definite
almost everywhere in Ω. Further, the regulariser Rα is preferably tailored to the structure
of symmetric tensor fields. Since the D to recover can be assumed to admit discontinuities,
for instance, at tissue borders, the total deformation TD for Sym2pR3q-valued functions as
described in Subsection 3.2, constitutes a meaningful regulariser. In this context, higher-order
regularisation via TGV2α for Sym
2pR3q-valued functions according to Definition 5.1 can be
beneficial as, e.g., principal diffusion directions might smoothly vary within the same tissue
type [186, 185]. In both cases, problem (91) is well-posed, admits a unique solution which
can, once discretized, be found numerically by the algorithms outlined in Section 6.
Once the diffusion tensor field D is obtained, one can use it to visualise some of its
properties. For instance, in the context of medical imaging, the eigenvectors and eigenvalues
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function
mint1,FAD`1{3u
of the fractional
anisotropy FAD.
Figure 21: Example of TD- and TGV2-regularised diffusion tensor imaging reconstruction.
(a) Ground truth, (d) direct reconstruction from noisy data, (b) direct inversion of (90)
followed by TD-denoising, (c) Tikhonov regularisation according to (91) with TD-regulariser,
(e) direction inversion of (90) followed by TGV2-denoising, (f) Tikhonov regularisation
according to (91) with TGV2-regulariser. All images visualise one slice of the respective
3D tensor fields.
of D play a role in interpreting DTI data. Based on the fractional anisotropy [12], which is
defined as
FAD “
c
1
2
apλ1´λ2q2`pλ2´λ3q2`pλ3´λ1q2b
λ 21 `λ 22 `λ 23
where λ1,λ2,λ3 : ΩÑ r0,8r are the eigenvalues of D as a function in Ω, one is able to
identify isotropic regions (FAD « 0) as well as regions where diffusion only takes place in
one direction (FAD « 1). The latter case indicates the presence of fibres whose orientation
then corresponds to a principal eigenvalue of D. Figure 21 shows an example of DTI
reconstruction from noisy data using TD and TGV2 regularisation for symmetric tensor fields,
using principal-direction/fractional-anisotropy-based visualisation. It turns out that also
here, higher-order regularisation is beneficial for image reconstruction [186]. In particular,
the faithful recovery of piecewise smooth fibre orientation fields may improve advanced
visualisation techniques such as DTI-based tractography.
8.4. Quantitative susceptibility mapping
Magnetic resonance imaging also has capabilities for the quantification of certain material
properties. One of these properties is the magnetic susceptibility which quantifies the ability
of a material to magnetise in a magnetic field such as the static field that is used in MRI.
Recovering the susceptibility distribution of an object is called quantitative susceptibility
mapping (QSM) [176, 71].
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Assuming that the static field is aligned with the z-axis of a three-dimensional coordinate
system, this susceptibility can be related to the z-component of the static field inhomogeneity
δB0 : R3 Ñ R that is caused by the material, which in turn induces a shift in resonance
frequency and, consequently, a phase shift in the complex image data. For instance, if
ϕt : R3 Ñ r´pi,pir denotes the phase of an MR image acquired with a gradient echo (GRE)
sequence with echo time t ą 0, the relation between δB0 and ϕ0 can be stated as:
ϕt “ ϕ0`2piγtpδB0q mod 2pi
where ϕ0 : R3 Ñ r´pi,pir is the time-independent phase offset induced by a single
measurement coil and γ is the gyromagnetic ratio. Using multiple coils, the phase offset
ϕ0 can be recovered [158] such that we may assume, in the following, that ϕ0 “ 0. Pursuing a
Lorentzian sphere approach and assuming that in the near field, the magnetic dipoles moments
that cause the magnetisation are randomly distributed, one is able to relate δB0 with the
magnetic susceptibility χ associated with the static field orientation approximately as follows
[171]:
δB0 “ B0pχ ˚dq,
where B0 is the static field strength and d : R3zt0u Ñ R is the dipole kernel according to
dpx,y,zq “ 1
4pi
2z2´ x2´ y2
px2` y2` z2q5{2 .
Assuming further that the susceptibility is isotropic, i.e., does not depend on the orientation
of the static field, it may be recovered from the phase data ϕt . However, the phase image ϕt
is only well-defined where the magnitude of the MR image is non-zero (or above a certain
threshold). Denoting by Ω Ă R3 a Lipschitz domain that describes where ϕt is available,
recovering χ then amounts to solving
2piγtB0pχ ˚dq “ ϕt mod 2pi in Ω
for χ : R3 Ñ R. This problem poses several challenges. First, the values on the left-
hand side are only available up to integer multiples of 2pi , such that phase unwrapping
becomes necessary. There is a plethora of methods available for doing this for discrete data
[158], however, in regions of fast phase change, these methods might not correctly resolve
the ambiguities introduced by phase wrapping. Consequently, the unwrapped phase image
ϕunwrapt might be inaccurate.
With unwrapped phase data being available, the next challenge is to obtain χ on the
whole space from a noisy version of χ ˚d on Ω, which is an underdetermined problem. The
usual approach for this challenge is to split χ into its contributions on Ω and R3zΩ and only
aim at reconstructing χ onΩ. Now, as the dipole kernel d is harmonic on R3zt0u, the function
χ|R3zΩ ˚d is harmonic in Ω. Thus, one can write"
2piγtB0pχ|Ω ˚dq`ψ “ ϕunwrapt in Ω,
∆ψ “ 0 in Ω, (92)
and solve this equation instead. For QSM, one often estimates ψ first and subtracts this
estimate from the data. This step is called background field removal in this context and there
are many different approaches for that [172]. Depending on the accuracy of the background
field estimate, this step may introduce further errors into the data. Nevertheless, the procedure
results in a foreground field estimate ϕ fgt for which only the deconvolution problem
2piγtχ|Ω ˚d “ ϕ fgt in Ω
Higher-order TV approaches and generalisations 102
has to be solved. As this problem is ill-posed, it needs to be regularised. A Tikhonov
regularisation approach can then be phrased as follows:
min
χPLppΩq
1
p
ż
Ω
|χ ˚dt ´ϕ fgt |p dx`Rαpχq
for 1ă pă8, dt “ 2piγtd andRα a regularisation functional on LppΩq. As the convolution
with dt results in a singular integral, the operation χ ÞÑ χ ˚ dt is only continuous LppΩq Ñ
LppΩq by the Caldern–Zygmund inequality [50], i.e., does not increase regularity. In this
context, first-order regularisers (H1 and TV) have been used [20], but also TGV2 has been
employed [62]. Note that in these approaches, one usually considers p “ 2 which might
cause problems regarding well-posedness for TV and TGV2 as in 3D, coercivity only holds
in L3{2pΩq. This problem can for instance be avoided by setting dt to zero in a small ball
around zero; a strategy that also seems consistent with the modelling of the forward problem
[171]. A numerical solution for χ then finally gives a susceptibility map of the region of
interestΩ. However, since the overall procedure involves three sequential steps, each possibly
introducing an error that propagates, an integrative variational model that essentially only
depends on the original wrapped phase data ϕt is desirable.
Such a model can indeed be derived. First, observe that in case of sufficient regularity,
the Laplacian of the unwrapped phase can easily and directly be obtained from ϕt :
∆ϕunwrapt “ Imag
`p∆eiϕt qe´iϕt ˘, (93)
such that ϕunwrapt is known up to an additive harmonic contribution. Indeed, this is the concept
behind Laplacian phase unwrapping [167]. Further, introducing the wave-type operator
“ 1
3
´ B2
Bx2 `
B2
By2
¯
´ 2
3
B2
Bz2
and noticing that d “ Γ, where Γ : R3zt0u Ñ R is the fundamental solution of the Laplace
equation, i.e., Γpx,y,zq “ 14pi px2` y2` z2q´1{2, it follows from (92) that
2piγtχ “ ∆ϕunwrapt in Ω. (94)
In particular, the harmonic contribution from the background field vanishes and the data
obtained in (93) can directly be used on the right-hand side. Thus, only a wave-type partial
differential equation has to be solved in which there is no longer the need for background
field correction. The equation is, however, missing boundary conditions such that one cannot
expect to recover χ in all circumstances. Under a-priori assumptions on χ , the lack of
boundary conditions can be mitigated by the introduction of a regularisation functional.
Indeed, assuming that χ is piecewise constant and of bounded variation, the minimisation
of TV subject to (94) recovers χ up to an additive constant [44].
Since the data ϕt might be noisy, the variational model should also account for errors
on the right-hand side of (94) and introduce a suitable discrepancy term. Assuming Gaussian
noise for ϕt , the right-hand side ∆ϕ
unwrap
t is perturbed by noise in H´2pΩq which suggests
a H´2-discrepancy term for (94). The latter can be realised by requiring ∆ψ “ 2piγtχ ´
∆ϕunwrapt for a ψ P L2pΩq and measuring the L2-norm of ψ . In total, this leads to$&% minχPLppΩq,ψPL2pΩq
1
2
ż
Ω
|ψ|2 dx`Rαpχq
subject to ∆ψ “ 2piγtχ´∆ϕunwrapt in Ω,
(95)
where 1 ď p ă8, the constraint has to be understood in the distributional sense, and Rα is
a regularisation functional on LppΩq realising a-priori assumptions on χ that compensate for
the lack of boundary conditions. In [125], the choiceRα “ TGV2α was proposed and studied.
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Figure 22: Example for integrative TGV-regularised susceptibility reconstruction from
wrapped phase data. (a) Magnitude image (for brain mask extraction). (b) Input phase image
ϕt (single gradient echo, echo time: 27ms, field strength: 3T). (c) Result of the integrative
approach (95) (scale from -0.15 to 0.25ppm). All images visualise one slice of the respective
3D image.
Choosing p“ 32 , the functional in (95) is coercive up to finite dimensions and the linear PDE-
constraint is closed, so one can easily see that an optimal solution always exists and yields
finite values once there is a pair pχ,ψq P L2pΩqˆBVpΩq that satisfies the constraints.
A numerical algorithm for the discrete solution of (95) with TGV2-regularisation can
easily be derived by employing the tools of Section 6 and, e.g., finite-difference discretizations
of the operator . In [125], a primal-dual algorithm has been implemented and tested for
synthetic as well as real-life data. It turns out that the integrative approach (95) is very robust
to noise and can in particular be employed for fast 3D MRI-acquisition schemes that may yield
low signal-to noise ratio such as 3D echo-planar imaging (EPI) [146]. It has been tested on
raw phase data, see Figure 22, where the benefits of higher-order regularisation also become
apparent. Due to the short scan time that is possible by this approach as well as its robustness,
it might additionally contribute to advance QSM further towards clinical applications.
8.5. Dynamic MRI reconstruction
As mentioned in Subsection 8.2, data acquisition in MR imaging is relatively slow. This
can be compensated by subsampling and variational reconstruction techniques such that in
controlled environments, as for instance with brain or knee imaging, a good reconstruction
quality can be obtained. The situation is more difficult when imaging parts of the body that are
affected, for instance, by breathing motion, or when one aims to image certain dynamics such
as with dynamic contrast enhanced MRI or heart imaging. Regarding unwanted motion, there
exists a large amount of literature on motion correction techniques (see [195] for a review)
which can be separated into prospective and retrospective motion correction and which often
rely on additional measurements to estimate and correct for unwanted motion. In contrast to
that, dynamic MRI aims to capture certain dynamic processes such as heartbeats, the flow
of blood or contrast agent. Here, the approach is often to acquire highly subsampled data,
possibly combined with gating techniques, such that motion consistency can be assumed
for each single frame of a time series of measurements. The severe lack of data for each
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frame can then only be mitigated by exploiting temporal correspondences between different
measurement times. One way to achieve this is via Tikhonov regularisation of the dynamic
inverse problem, which, for instance, amounts to
min
uPLpps0,T rˆΩq
1
2
kÿ
i“1
ż T
0
}pKtutqi´p ftqi}22 dt`Rαpuq, (96)
where p P r1,8s, T ą 0, Ω Ă Rd is the image domain, and for almost every t P s0,T r, σt is
a positive, finite Radon measure on Rd that represents the possibly time-dependent Fourier
sampling pattern at time t, such that Kt : LppΩq Ñ L2σt pRd ,Cqk according to (87) models
the MR forward operator, and ft P L2σt pRd ,Cqk represents the associated measurement data.
Further, ut denotes the evaluation of u at time t which is almost everywhere a function in
LppΩq. As usual, Rα corresponds to the regularisation functional that can be used to enforce
additional regularity constraints. Note that in order to obtain a well-defined formulation for
the time-dependent integral, the σt have to vary in a measurable way with t such that the
associated Kt and the data ft are also measurable in a suitable sense. We refer to [30] for
details on the necessary notion and spaces, and an analysis of the above problem in the context
of optimal-transport-based regularisation.
In the context of clinical MR applications, temporal Fourier transforms [116],
temporal derivatives [2] or combinations thereof [85] have, for instance, been proposed for
temporal regularisation. More recently, methods that build on motion-dependent additive
decomposition of the dynamic image data into different components have been successful.
The work [140] achieves this in a discrete setting via low-rank and sparse decomposition
which, for the low-rank component, penalises the singular values of the matrix containing
the vectorised frames in each column. In contrast to that, by employing the ICTGV
functional presented in Subsection 5.3, the work [166] achieves an additive decomposition
and adaptive regularisation of the dynamic data via penalising differently weighted spatio-
temporal derivatives. There, problem (96) is solved for the choice
Rαpuq “ ICTGV2αpuq “ inf
wPBVps0,T rˆΩq
TGV2β1pu´wq`TGV2β2pwq,
where the TGV2βi are second-order spatio-temporal TGV functionals that employ different
weightings of the components of the spatio-temporal derivatives in such a way that for TGV2β1 ,
changes in time are penalised stronger than changes in space while TGV2β2 acts the other
way around. The numerical solution of (96) can again be obtained within the algorithmic
framework presented in Section 6 and we refer to [170] for a GPU-accelerated open source
implementation and demo scripts.
Figure 23 shows the result of ICTGV-regularised reconstruction of a multi-coil cardiac
cine dataset (subsampled with factor « 11) and compares to the straightforward sum-of-
squares (SOS) reconstruction. Since the SOS reconstruction does not account for temporal
correspondences, it is not able to obtain a useful result for a high subsampling factor while
the ICTGV-based reconstruction resolves fine details as well as motion dynamics rather well.
Figure 24 shows a comparison to the low-rank and sparse (L+S) method of [140] for a second
cine dataset with a different view. Here, the parameters for the L+S method where optimised
for each experiment separately using the (in practice unknown) ground truth while for ICTGV,
the parameters were trained a-priori on a different dataset and fixed afterwards. It can be seen
in Figure 24 that both methods perform rather well up the high subsampling factors, where
the ICTGV-based is able to recover fine details (highlighted by arrows) that are lost with L+S
reconstruction.
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Figure 23: Comparison of straightforward sum-of-squares (left) and ICTGV-regularised
(right) reconstruction for a dynamic MR dataset with subsampling factor « 11. Each image
shows one frame of the reconstructed image sequence along with the temporal evolution of
one horizontal and vertical cross section indicated by the red and blue line, respectively.
Figure 24: Comparison of L+S- and ICTGV-regularised dynamic MR reconstruction. The
first column shows, from top to bottom, a frame of the ground truth image sequence along with
the temporal evolution of a vertical and horizontal cross section (indicated by red dotted lines)
as well as a close up. Columns 2–3 depict the reconstruction results for L+S regularisation,
while columns 4–5 depict the corresponding results for ICTGV regularisation (subsampling
factors r “ 12 and r “ 16). The red arrows indicate details that are lost by L+S regularisation
but maintained with ICTGV regularisation. Figure taken from [166]. Reprinted by permission
from John Wiley and Sons.
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8.6. Joint MR-PET reconstruction
We have seen in Subsections 8.2 and 8.5 that image reconstruction from parallel, subsampled
MRI data is non-trivial and can greatly be improved with variational regularisation. Beyond
MRI and CT, a further medical imaging modality of high clinical relevance is positron
emission tomography (PET). As opposed to standard MR imaging, PET imaging is
quantitative and builds on reconstructing the spatial distribution of a radioactive tracer that
is injected into the patient prior to the measurement. The forward model in PET imaging
is the X-ray transform (often combined with resolution modelling) and, since measurements
correspond to photon counts, the noise in PET imaging is typically assumed to be Poisson
distributed. Reconstructing images from PET measurement data is a non-trivial inverse
problem, where difficulties arise, for instance, from high Poisson noise due to limited
data acquisition time, dosage restrictions for the radioactive tracer, as well as from limited
measurement resolution due to finite detector size and photon acollinearity. As a result,
variational reconstruction methods and in particular TV regularisation are employed also in
PET imaging to improve reconstruction (see, for instance, [115, 164]).
In a clinical workflow, often both MR and PET images are acquired, which provides
two complementary sources of information for diagnoses. This can also be exploited for
reconstruction and in particular, for MR-prior-based PET reconstruction methods, which
incorporate structural information from the MR image for PET reconstruction, are now well
established in theory [104] and in practice [188, 80, 168]. While those methods regard an
a-priori reconstructed MR image as fixed, anatomical prior for PET, also joint, synergistic
reconstruction is possible and recently became more popular due to the availability of joint
MR-PET scanners [121, 81]. An advantage of the latter is that neither of the two images is
fixed a-priori and, in principle, a mutual benefit for both modalities due to joint reconstruction
is possible. To this aim, the regularisation term needs to incorporate an appropriate coupling
of the two modalities, and here we discuss the coupled TGV-based approach of [121] that
allows to achieve this.
At first, we consider the forward model for PET imaging, which consists of a
convolution followed by an attenuated the X-ray transform and additive corrections.
With Ω Ă Rd the image domain such that Ω Ă BRp0q for some R ą 0, the X-ray
transform can be defined as linear operator P : LppΩq Ñ L1µpΣq, where p P r1,8s, Σ Ă
tpϑ ,xq ˇˇ ϑ PS d´1, x P tϑuK, }x} ă Ru, Σ is a non-empty and open subset of the tangent
bundle toS d´1, via
Pupϑ ,xq “
ż
R
upx` tϑq dt.
Note that here, u is extended by zero outside Ω and the measure µ on Σ is induced by the
functional
ϕ ÞÑ
ż
S
ż
tϑuK
ϕpϑ ,xq dH d´1pxq dH d´1pϑq,
see [133, Section 3.4] for details. We further denote by k P L1pBrp0qq a convolution kernel
with width r ą 0 that models physical limitations in PET imaging, for instance, due to finite
detector size and photon acollinearity, see [150]. The PET forward model is then defined as
KPET : LppΩq Ñ L1µpΣq
u ÞÑ KPETu` c, KPETupϑ ,xq “ apϑ ,xqPpu˚ kqpϑ ,xq,
where u ˚ k denotes the convolution of u and k (using again zero extension), a P L8µ pΣq with
a ą 0 a.e. includes a correction for attenuation and detector sensitivities and c P L1µpΣq with
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cě 0 a.e. accounts for additive errors due to random and scattered events. Assuming the noise
in PET to be Poisson distributed, we use the Kullback–Leibler divergence as defined in (2)
for data fidelity.
For the MR forward model, we use again the parallel MR operator KMR according to (87)
in Subsection 8.2 that includes coil sensitivity profiles and a measurement trajectory defined
via a finite, positive Radon measure σ on Rd .
For regularisation, we use an extension of second-order TGV to multi-channel data as
discussed in Subsection 5.3, which, as in parallel MR reconstruction, is adapted to complex-
valued data. That is, we define TGV2α for u “ pu1,u2q P L1locpΩ,Cq similar to (53), where
we use the spectral norm as pointwise dual norm on Sym1pCdq2 and the Frobenius norm on
Sym2pCdq2. In the primal version of TGV analogous to (35), this results in particular in a
pointwise nuclear-norm penalisation of the first-order derivative information ∇u´w and is
motivated by the goal of enforcing pointwise rank one of ∇u´w in a discretized setting and
hence an alignment of level sets.
With these building blocks, a variational model for coupled MR-PET reconstruction can
be written as
min
u“pu1,u2qPLppΩ,Cq2
λ1
kÿ
i“1
}pKMRu1qi´p f1qi}2,σ `λ2 KLpKPETu2` c, f2q`TGV2αpuq
where p f1q1, . . . ,p f1qk P L2σ pRd ,Cq and f2 P L1µpΣq, f2 ě 0 almost everywhere is the given
measurement data for MR and PET, respectively, and λ1,λ2 ą 0 are the weights for the
different data terms. Well-posedness for this model follows again by a straightforward
adaptation of Proposition 5.17 to the multi-channel setting. Regarding the regularisation
parameters λ1,λ2, this is a particular case of coupled multi-discrepancy regularisation and
we refer to [106] for results on convergence and parameter choice for vanishing noise. A
numerical solution can again be obtained with the techniques described in Section 6, where
the discrete forward operator Kh is vectorised as Kh “ diagpKMR,h,KPET,hq with discretized
operators KMR,h and KPET,h, and the discrepancy S fh is the component-wise sum of the two
discrepancies above in a discrete version.
Numerical results for 3D in-vivo data using this method, together with a comparison to
a standard method, can be found in Figure 25 (see also [121] for a more detailed evaluation).
As can be seen there, the coupling of the two modalities yield improved reconstruction results
in particular for the PET channels, making sharp features and details more visible.
8.7. Radon inversion for multi-channel electron microscopy
Similar to joint MR-PET reconstruction, coupled higher-order regularisation can also be
used in multi-channel electron microscopy imaging for improving reconstruction quality.
As a particular technique in electron microscopy, scanning transmission electron microscopy
(STEM) allows for a three-dimensional imaging of nanomaterials down to atomic resolution
and is heavily used in material sciences and nanotechnology, e.g. for quality control and
troubleshooting in the production of microchips. Beyond providing pure density images,
spectroscopy methods in STEM imaging also allow to image the 3D elemental and chemical
make-up of a sample.
Standard techniques for density and spectroscopy imaging in STEM are high-angle
annular dark-field (HAADF) imaging and energy-dispersive X-ray spectroscopy (EDXS),
respectively. For both imaging methods, measurement data can be acquired simultaneously
while raster-scanning the material sample with a focused electron beam. HAADF imaging
records the number of electrons scattered to a specific annular range while EDXS allows to
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Figure 25: Slices of fused, reconstructed 3D in-vivo MR and PET images from an MPRAGE
contrast with 2-fold subsampling and a 10min fluorodeoxyglucose (FDG) PET head scan,
respectively (left to right: transversal view, coronal view, sagittal view). Top row: Standard
methods (CG sense [147] for MR, expectation maximisation [175] for PET). Bottom row:
Nuclear-norm-TGV-based variational reconstruction.
record characteristic X-rays for specific elements which are emitted when electrons change
their shell position. For each position of the electron beam, both HAADF and EDXS
measurements correspond to measuring (approximately) the density of a weighted sum of
all elements and single element, respectively, integrated along the line of the electron beam
that intersects the sample. Scanning over the entire sample orthogonal to an imaging plane,
the acquired signals hence correspond to a slice-wise Radon transform of an overall density
image (HAADF) and different elemental maps (EDXS).
Due to physical restrictions in the imaging system, the number of available projections
(i.e., measurement angles) as well as the signal-to-noise ratio, in particular for EDXS, is
limited and volumetric images obtained with standard image reconstruction methods, such
as the simultaneous iterative reconstruction technique (SIRT) [92], suffer from artefacts
and noise. As a result, regularised reconstruction is increasingly used also for electron
tomography, with total-variation-based methods being a popular example [95]. While TV
regularisation works well for piecewise-constant density distributions with sharp interfaces,
the presence of gradual changes between different sample regions, e.g., due to diffusion
at interfaces, motivates the usage of higher-order regularisation approaches for electron
tomography [110], also in a single-channel setting [3]. In a multi-channel setting as discussed
here, an additional coupling of different measurement channels is very beneficial in particular
for the reconstruction of elemental maps and has been carried out with first-order TV
regularisation in [199, 200] and second-order TGV regularisation in [110]. In the following,
we discuss the TGV-based approach of [110] in more detail and provide experimental results.
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With Σ“ Σ1ˆΣ2, Σ1 ĂS 1ˆs´R,Rr non-empty, open, Σ2 Ă s´R,Rr non-empty, open,
for some Rą 0 and µ “ pH 1 xS 1ˆL 1qˆL 1, we define, for Ω“ BRp0qˆs´R,Rr where
BRp0q ĂR2 and p P r1,8s, the forward operator for electron tomography as KTEM : LppΩqÑ
L1µpΣq via
KTEMupϑ ,s,zq “
ż
txPBRp0q|x¨ϑ“su
upx,zq dH 1pxq
which corresponds to a slice-wise 2D Radon transform. By continuity of the Radon transform
from L1pBRp0qq to L1pS 1ˆs´R,Rrq (see [133, Section 3.4]) there is a C ą 0 such that, for
every u P LppBRp0qq and almost every z P s´R,Rr,ż
Σ1
|KTEMupϑ ,s,zq| dpH 1ˆL 1qpϑ ,sq ďC
ż
BRp0q
|upx,zq| dx.
Integrating over Σ2, it follows that KTEM is bounded from LppΩq to L1µpΣq. Now assume
f1, . . . , fn to be given, multi-channel measurement data and the forward model for the i-th
measurement channel to be described with pKTEMqi PL pLppΩq,L1µpΣqq for i “ 1, . . . ,n. In
the example considered below, f “ p fHAADF, fYb, fAl, fSiq, with fHAADF the HAADF data,
and p fYb, fAl, fSiq the EDXS data for Ytterbium, Aluminum and Silicon, respectively. With
TGV2α the multi-channel extension of second-order TGV as discussed in Subsection 5.3, using
a Frobenius-norm coupling of the different channels, we consider
min
uPLppΩqn
nÿ
i“1
λi KLpKiTEMui, fiq`TGV2αpuq
for the reconstruction of multi-channel image data, for which well-posedness again results
from a multi-channel extension of Proposition 5.17. A numerical solution can be obtained
using the framework as described in Section 6 where again the discrete forward operator Kh
and the discrepancy term S fh are vectorised accordingly, similar as in Subsection 8.6.
Experimental results for this setting and a comparison to other methods can be found
in Figure 26, where in particular, separate TGV regularisation of each channel is compared
to the Frobenius-norm-based coupling as mentioned above. It can be seen in Figure 26 that
using TGV regularisation significantly improves upon the standard SIRT method. Also, a
coupling of the different channels is very beneficial in particular for the elemental maps,
making material inclusions visible that can hardly be seen with an uncoupled reconstruction.
We refer to [110] for a more detailed evaluation (and comparison to TV-based regularisation).
9. Conclusions
The higher-order total variation strategies and application examples discussed in this review
show once again that while regularisation makes it possible to solve ill-posed inverse problems
in the first place, the actual choice of the regularisation strategy has a tremendous impact
on the qualitative properties of the regularised solutions and can be decisive on whether
the inverse problem is considered being solved in practice. In the considered context of
Tikhonov regularisation, convex regularisation functionals offer a great flexibility in terms
of functional-analytic properties and a-priori assumptions on the solutions. With the total
variation being an established regulariser sharing desirable properties such as the ability to
recover discontinuities, higher-order total variation regularisers offer additional possibilities,
mainly the efficient modelling of piecewise smooth regions in which the derivative of some
order may jump. We have seen in this paper that a regularisation theory for these functionals
can be established and the overall theory is now sufficiently advanced such that the favourable
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Figure 26: Example of multi-channel electron tomography. The images show density maps
(top row) and elemental maps (bottom row) of one slice of a 3D multi-channel electron
tomography reconstruction using different reconstruction strategies [110]. Left column: SIRT
[92] method. Middle column: Uncoupled TGV-based regularisation. Right column: Coupled
TGV-based regularisation. Images taken from [110].
properties of both first- and higher-order TV can be obtained with suitable functionals, for
instance by infimal convolution. The underlying concepts are in particular suitable for
various generalisations. The total generalised variation, for instance, bases on TV-type
penalties for a multiple-order differentiation cascade and thus enables to realise the a-priori
assumption of piecewise smoothness with jump discontinuities. Further, due to higher-
order derivatives being intrinsically connected to symmetric tensor fields, a generalisation
to dedicated regularisation approaches for the latter is immediate. All these approaches and
generalisations are indeed beneficial for applications and the solution of concrete inverse
problems. This is in particular the case for inverse problems in medical imaging.
Of course, there are still several directions of future research, open questions and topics
that have not been covered by this review. For instance, one of the major differences
between first-order TV and higher-order approaches is the availability of a co-area formula
that can be used to describe the total variation of scalar function in terms of its sublevel-
sets. Generalisations to vector-valued functions or higher-order derivatives do either not exist
or are not practical from the view of regularisation theory for inverse problems. As the
co-area formula allows, for instance, to obtain geometrical properties for TV-regularisation
[57, 111], it would be interesting to bridge the gap to higher-order TV approaches such
that similar statements can be made. Some recent progress in this direction might be the
connection between the solutions of certain linear inverse problems and the extremal points
of the sublevel sets of the regulariser [29, 26], since the extremal points of the TV-balls are
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essentially characteristic functions. However, for higher-order TV and the generalisations
discussed in this paper, a characterisation of its extremal points is not known to date.
Further, in the context of TV-regularisation, only natural orders of differentiation have been
considered in detail so far, with regularisation theory for fractional-order TV just emerging
[197, 192, 69]. Indeed, there are many open questions for fractional-order TV regularisation
ranging from the properties of the fractional derivative operators and their underlying spaces
to optimal selection of the fractional differentiation parameter as well as the construction of
efficient numerical algorithms. Finally, with all the possibilities of combining distributional
differentiation and Radon-norm-penalisation, which are the essential building blocks of the
regularisers discussed in this paper, the question arises whether their structure, parameters
and differential operators can also be learned by data-driven optimisation. Some results in
this direction can already be found in the literature [49, 70], and we expect that more will
follow in the future.
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A. Additional proofs
Lemma A.1. With Ω1 Ă Rd measurable, in accordance with Equation (2), let the functional
KL on L1pΩ1q2 be given as
pv, f q ÞÑ KLpv, f q “
# ş
Ω1 f
´
v
f ´ log
´
v
f
¯
´1
¯
dx if f ě 0, vě 0 a.e.,
8 else,
where we set the integrand to v where f “ 0 and to 8 where v “ 0 and f ą 0. Then, KL is
well-defined, non-negative, convex and lower semi-continuous. In case f ě 0 a.e., it holds
that KLpv, f q “ 0 if and only if v“ f . Further, for all v, f P L1pΩ1q,
}v´ f }21 ď
ˆ
2
3
} f }1` 43}v}1
˙
KLpv, f q, (A.1)
and in particular,
}v}1 ď 2
`
KLpv, f q`} f }1
˘
and } f }1 ď 2
`
KLpv, f q`}v}1
˘
(A.2)
for all f ,v P L1pΩ1q.
Proof. At first note that, in case f ,vě 0, KL is given by integrating g : r0,8r2Ñ r0,8s with
gpx,yq “ x´y´y logp xy q for x,y P r0,8r, where we use the conventions 0 logp v0 q “ 0 for vě 0
and ´ f logp 0f q “8 for f ą 0. It is easy to see that g is non-negative, convex and lower semi-
continuous, hence KL is well-defined, non-negative, convex, lower semi-continuous and, in
case f ě 0 a.e., KLpv, f q “ 0 if and only if v“ f . Also, a simple computation (see [23]) shows
that for all x,y P r0,8r,
px´ yq2 ď p2y
3
` 4x
3
qgpx,yq.
from which the estimate (A.1) follows with the Cauchy–Schwarz inequality applied to the
square root of the above estimate. Now, for the first estimate in (A.2), we take f ,v P L1pΩ1q
and note that in case }v}1 ď } f }1, the estimate holds trivially. In the other case, v‰ 0 and we
observe that (A.1) implies
}v}21´2}v}1} f }1 ď 23} f }1 KLpv, f q`
4
3
}v}1 KLpv, f q
from which the claimed estimate follows from rearranging, dividing by }v}1 and noting that
} f }1{}v}1 ď 1. The second estimate in (A.2) follows analogously.
Lemma A.2. For t f nu and f in L1pΩ1q, let KLp f , f nq Ñ 0. Then, } f ´ f n}1 Ñ 0 and for
each sequence tvnu in L1pΩ1q with vn á v as nÑ8 for v P L1pΩ1q, it holds that
KLpv, f q ď liminf
nÑ8 KLpv
n, f nq.
If, in addition, f n ďC f a.e. in Ω1 for all n and some C ą 0, then for all v P L1pΩ1q, we have
limsup
nÑ8
KLpv, f nq ď KLpv, f q.
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Proof. Assume that KLp f , f nq Ñ 0. It follows from the second estimate in (A.2) that
tKLp f , f nqu bounded implies t} f n}1u bounded which, using (A.1), yields that f n Ñ f in
L1pΩ1q. The liminf estimate then follows from lower semi-continuity as in Lemma A.1. Now
assume that additionally, f n ď C f a.e. in Ω1 for all n and some C ą 0. By L1-convergence
we can take a subsequence t f nku such that f nk Ñ f pointwise a.e., and limkÑ8KLpv, f nkq “
limsupnÑ8KLpv, f nq. As KLp f , f nkq Ñ 0 as k Ñ 8, we have
ş
Ω1 f
nk logp f { f nkq dx Ñ 0.
Also, since f logpv{ f q P L1pΩ1q and f nk{ f , where we set f nk{ f “ 0 where f “ 0, is bounded
a.e. uniformly with respect to k, we have
ş
Ω1p f nk{ f q f logpv{ f q dx Ñ
ş
Ω1 f logpv{ f q dx by
virtue of Lebesgue’s theorem. Together, we get
limsup
nÑ8
KLpv, f nq “ lim
kÑ8
KLpv, f nkq
“ lim
kÑ8
ż
Ω1
v dx´
ż
Ω1
f nk
f
f log
´ v
f
¯
dx´
ż
Ω1
f nk log
´ f
f nk
¯
dx´
ż
Ω1
f nk dx
“
ż
Ω1
v´ f log
´ v
f
¯
´ f dx“ KLpv, f q,
which is what we wanted to show.
Lemma A.3. Let k ě 1, l ě 0 and u : Ω Ñ SymlpRdq be pk ` lq-times continuously
differentiable such that E ku“ 0 in Ω. Then, ∇k`lbu“ 0 in Ω.
Proof. The statement is a slight generalisation of [28, Proposition 3.1] and its proof is
analogous. We present it for the sake of completeness. Choose a1, . . . ,a2l`k P Rd . We show
that p∇k`lbuqpxqpa1, . . . ,a2l`kq “ 0 for each x P Ω. For this purpose, let L Ă t1, . . . ,2l` ku
with |L| “ l and denote, dropping the dependence on x, by
uL “ upapip1q, . . . ,apiplqq
for some bijective pi : t1, . . . , luÑ L, giving a pk` lq-times differentiable uL :ΩÑR. Observe
that by symmetry, uL does not depend on the choice of pi but indeed only on L. Likewise,
denote by
Bk`luL
BaAL “ p∇
k`lbuLqpaσp1q, . . . ,aσpk`lqq
for some bijective σ : t1, . . . ,k` lu Ñ AL. By symmetry of the derivative, Bk`luLBaAL : ΩÑ R
only depends on L. We also introduce an analogous notation for the symmetrised derivative
E k:
pE kuqAL “ 1pk` lq!
ÿ
σ :t1,...,k`luÑAL,
σ bijective
p∇kbuqpaσp1q, . . . ,aσpk`lqq,
and, for some pi : t1, . . . , lu Ñ L bijective,
BlpE kuqAL
BaL “
1
pk` lq!
ÿ
σ :t1,...,k`luÑAL,
σ bijective
p∇k`lbuqpapip1q, . . . ,apiplq,aσp1q, . . . ,aσpk`lqq.
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Now, as for pi : t1, . . . , lu Ñ L bijective, the definitions as well as symmetry yield
BlpE kuqAL
BaL “
1
pk` lq!
ÿ
KĂAL,
|K|“kÿ
σ :t1,...,k`luÑAL,
σpt1,...,kuq“K,
σptk`1,...,k`luq“ALzK
p∇k`lbuqpapip1q, . . . ,apiplq,aσp1q, . . . ,aσpkq,aσpk`1q, . . . ,aσpk`lqq
“ k!l!pk` lq!
ÿ
KĂAL,
|K|“k
Bk`luALzK
BaApALzKq “
ˆ
k` l
l
˙´1 ÿ
MĂt1,...,2l`ku,
|M|“l, LXM“H
Bk`luM
BaAM ,
we see that each B
lpE kuqAL
BaL can be written as a linear combination of
Bk`luMBaAM . Up to the factor`k`l
l
˘´1
, the linear mapping that takes the formal vector
` Bk`luMBaAM ˘M indexed by all M Ă
t1, . . . ,2l` ku, |M| “ l to the formal vector ` BlpE kuqALBaL ˘L indexed by all L Ă t1, . . . ,2l` ku,|L| “ l is corresponding to the multiplication with the adjacency matrix of the Kneser graph
K2l`k,l , see, for instance, [19] for a definition. The latter is regular, which can, for instance,
be seen by looking at its eigenvalues which are known to be
λm “ p´1qm
ˆ
k` l´m
l´m
˙
, m“ 0, . . . , l,
see again [19]. Thus, we can find real numbers pcLqL indexed by all L Ă t1, . . . ,2k` lu,
|L| “ l and independent from u, and a1, . . . ,a2l`k such that for M “ tk` l`1, . . . ,2l` ku, the
identity
Bk`luM
BaAM “
ÿ
LĂt1,...,2l`ku,
|L|“l, LXM“H
cL
BlpE kuqAL
BaL
holds. If E ku “ 0, then the right-hand side is 0 while the left-hand side corresponds to
∇k`lupa1, . . . ,a2l`kq. This completes the proof.
Lemma A.4. Let k ě 1 and Ω Ă Rd be a bounded Lipschitz domain. For each u P BVkpΩq
and δ ą 0, there exists a uδ P BVkpΩqXC8pΩq such that for δ Ñ 0,
}uδ ´u}1 Ñ 0 and }∇muδ }M Ñ }∇mu}M for m“ 1, . . . ,k,
i.e., tuδ u converges strictly in BVkpΩq to u as δ Ñ 0.
Proof. The proof builds on the result [32, Lemma 5.4] and techniques from [7, 84]. Choose
a sequence of open sets tΩnu such that Ω “ŤnPNΩn, Ωn ĂĂ Ω for all n P N and any point
of Ω belongs to at most four sets Ωn (cf. [7, Theorem 3.9] for a construction of such sets).
Further, let tϕnu be a partition of unity relative to tΩnu, i.e., ϕn PC8c pΩnq with ϕn ě 0 for all
n P N and ř8n“1ϕn “ 1 pointwise in Ω. Finally, let ρ P C8c pRdq be a standard mollifier, i.e.,
ρ is radially symmetric, non-negative and satisfies
ş
Rd ρ dx “ 1. Denote by ρε the function
given by ρεpxq “ ε´dρpx{εq for ε ą 0.
As ρ is a mollifier and ϕn has compact support in Ωn, we can find, for any n P N, an
εn ą 0 such that suppppvϕnq ˚ ρεnq Ă Ωn for any v P BDpΩ,SymlpΩqq, l P N. Further, as
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shown in [32, Lemma 5.4], for any v P BDpΩ,SymlpΩqq fixed, for any δ ą 0 we can pick a
sequence tεδn u with each εδn being small enough such that with vδ “
ř8
n“1pvϕnq ˚ ρεδn , we
have
}vδ ´ v}1 ď δ and }E vδ }M ď }E v}M `δ .
In particular, for u P BVkpΩq fixed and vl “ ∇lu P BDk´lpΩ,SymlpRdqq for l “ 0, . . . ,k´ 1,
we can pick a sequence tεδn u with each component small enough such that
}vδl ´ vl}1 ď δ and }E vδl }M ď }∇b vl}M `δ for l “ 0, . . . ,k´1, (A.3)
since ∇b vl “ E vl . Further we note that, as additional consequence of the Sobolev–Korn
inequality of Theorem 3.18, vl P Hk´1´l,1pΩ,SymlpRdqq and hence by the product rule
E pvl´1ϕnq “ pE vl´1qϕn`|||pvl´1b∇ϕnq, we get
E vδl´1´ vδl “
8ÿ
n“1
E pvl´1ϕnq ˚ρεδn ´pvlϕnq ˚ρεδn “
8ÿ
n“1
|||pvl´1b∇ϕnq ˚ρεδn .
In addition,
8ÿ
n“1
|||pvl´1b∇ϕnq “ |||
´
vl´1b∇
´ 8ÿ
n“1
ϕn
¯¯
“ 0.
Since each |||pvl´1b∇ϕnq P Hk´l,1pΩ,SymlpRdqq, by adaptation of standard mollification
results [84, Theorem 5.2.2] we can further reduce any εδn to be small enough such that for
each m“ 1, . . . ,k,›››E m´l ´|||pvl´1b∇ϕnq ˚ρεδn ´|||pvl´1b∇ϕnq¯›››1 ď 2´nδ for l “ 1, . . . ,m´1.
and consequently,››E m´l´E vδl´1´ vδl ¯››1 “ ›››E m´l´ 8ÿ
n“1
|||pvl´1b∇ϕnq ˚ρεδn ´|||pvl´1b∇ϕnq
¯›››
1
ď δ .
Now, setting uδ “ vδ0 , we estimate for m “ 1, . . . ,k, using the second estimate in (A.3) and
that E vm´1 “ ∇mu as well as E muδ “ ∇muδ ,
}∇muδ }M “
›››´m´1ÿ
l“1
E m´lpE vδl´1´ vδl q
¯
`E vδm´1
›››
M
ď
´m´1ÿ
l“1
}E m´lpE vδl´1´ vδl q}1
¯
`}E vδm´1}M
ď mδ `}∇mu}M .
This shows in particular that uδ PBVkpΩq and by construction, uδ PC8pΩq. Taking the limit
δ Ñ 0 and using the lower semi-continuity of TVm, we finally obtain
}∇muδ }M Ñ }∇mu}M
for m“ 1, . . . ,k which, together with the first estimate in (A.3), implies the assertion.
