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Abstract 
 
 
When intense and few-cycle laser pulses interact with an atomic/molecular beam high-
order Above Threshold Ionisation (HATI) can take place. The resulting electrons can be 
re-scattered from the parent atoms/molecules and gain kinetic energy. The HATI electrons 
contain information about the atomic/molecular structure thus providing a method to 
probe atomic and molecular dynamics with sub-fs temporal and sub-angström spatial 
resolution.  
In this thesis the development of a Velocity Map Imaging apparatus capable of measuring 
the two-dimensional (2D) projection of the velocity distribution of electrons with energies 
up to 400 eV is described. This device was implemented with a molecular beam apparatus 
to study the electron re-scattering process that occurs when atoms/molecules are subjected 
to strong laser fields. Time-of-fight measurements were carried out to find the molecular 
beam. To perform the experiments a method to generate intense and few-cycle pulses 
based on hollow fibre pulse compression has been implemented. Pulses of 14 fs with 
energies of 500 μJ have been measured in a differentially pumped fibre set-up, with input 
pulses of 42 fs and 700 μJ using a home-made Frequency-Resolved Optical Gating device.  
The performance of the VMI apparatus was investigated by first studying the ATI rings 
formed by low energy electrons. Then, a study of the high energy electrons was carried out 
in different gases and re-scattered electrons with energies up to 100 eV were measured. 
The photoelectron spectra recorded with linearly polarised laser exhibit a plateau with a 
cut-off at 10 UP that is a characteristic of the re-scattering process. The observation of re-
scattered electrons was confirmed by two techniques: comparison of the data obtained 
with vertical polarisation (re-scattering) and circular polarisation (no re-scattering) and 
analysis of the structure in the angular distribution obtained in Xenon.  
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Chapter 1  
Introduction 
 
1.1. Thesis introduction 
Laser light is a powerful tool for probing atomic/molecular structure and observing the 
changes they undergo during chemical reactions. The study of atoms and molecules exposed to 
intense laser fields has yielded many interesting phenomena, such as the generation of coherent 
and incoherent x-rays, and furthered our understanding of atoms and molecules at the very 
basic level [1-3]. The use of ultrashort, high intensity laser pulses has allowed the imaging of 
nuclear motion, leading to the study of interactions on the scale of the electron. This thesis 
describes one such area of research, that of high-order above threshold ionisation (HATI) from 
atoms and non-aligned molecules. 
1.1.1 Contribution to the work 
All the work I describe in this thesis was performed with my supervisor Professor Jonathan P. 
Marangos, Dr Sarah Baker, a postdoctoral worker in our group, and during the last year Marco 
Siano a new Ph.D. student. I was the principal experimental contributor to the experiments 
presented in chapters 3, 5 and 6 and Dr. Baker provided the design of the Velocity Map 
Imaging (VMI) spectrometer.   
The experimental study described in this thesis has been done at the Imperial College Blackett 
Laboratory Laser Consortium. With the tutelage of final year Ph.D. student Nathaniel Kajumba 
and Dr Baker, I became intimately acquainted with all parts of the laser and experimental 
systems. I have been the principle contributor to the work on the few-cycle source 
development, as well as the development of pulse characterisation diagnostic. The work 
described in Chapter 5 has principally been carried out by myself with input from Dr. Sarah 
Baker. Finally, I performed the experiments presented in Chapter 6 with the aid of Dr. Baker 
and Marco Siano; data analysis was carried out by myself.  
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I have also participated to international conferences and presented posters of my work, 
- Gordon conference on Multiphoton processes (2008, USA), “Progress toward the study 
of high energy electrons using Velocity Map Imaging”, D. Darios, I. Procino, M. Siano, 
S. Baker, J. G. Underwood, and  J. P. Marangos. 
- Conference on Ultra-fast Dynamic Imaging of Matter II (2009, Italy), “Velocity Map 
Imaging of high energy electrons”, D. Darios, I. Procino, S. Baker, R. Torres De La 
Porte, J. G.Underwood, and  J. P. Marangos. 
- Publication in preparation, “Harnessing laser driven electrons to gain structural 
information: towards photoelectron velocity map imaging in the 50-200 eV range”. 
1.1.2 Organisation of the thesis 
The aim of this thesis is to develop and utilise a Velocity Map Imaging (VMI) detection 
technique for the investigation and measurement of high energy electron re-scattering from 
atoms and molecules, with a potential to observe the process called Laser Induced Electron 
Diffraction (LIED) in aligned molecules. The LIED process would provide insight on the 
molecular structure with sub-angström and sub-femtosecond resolution. The project can be 
divided into two broad areas: source development, and detection and demonstration of the 
experiments. 
This thesis is organised as follows. Chapter 1 introduces the strong field interactions of atoms 
and molecules with ultrashort, high intensity laser light. This provides background and 
motivation for the experiments carried out in this thesis. The behaviour of molecules in strong 
field is introduced with a brief description of the techniques for molecular alignment as it 
would be required for carrying out LIED experiment although it was not implemented 
practically due to time constraints. The processes that occur during and after ionisation are 
described, with a focus on the high-order Above Threshold Ionisation (HATI) process in 
atoms and molecules, the topic of this thesis. Chapter 2 describes the techniques for the 
production of ultrashort, high intensity laser pulses and their characterisation. Chapter 3 
presents the development and characterisation of the intense, few-cycle laser system to be 
employed in this work. Chapters 4 and 5 give detailed accounts of the VMI spectrometer. 
Chapter 4 presents the basic principles of the VMI technique with the design of the 
spectrometer and SIMION simulations that were used to build the photoelectron 
spectrometer. In Chapter 5 the vacuum chamber is described in detail with an introduction to 
the detection of molecular beams. Chapter 6 describes the experiments that were realised to 
investigate the high energy electron re-scattered process from atoms and non-aligned 
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molecules. Finally Chapter 7 provides a summary and conclusion, with a discussion of the 
possible future work that could be undertaken. 
1.2. Introduction to strong field 
This chapter provides an overview of the basic concepts important in the strong field physics, 
relevant to the work presented in this thesis. Strong laser fields can be used to generate 
coherent short-wavelength sources, and also potentially cause significant changes to matter 
(gas, solid or liquid) upon irradiation providing a method to probe and control the dynamics as 
well as extracting information about the system. 
After a brief introduction to the strong field regime, the different ionisation processes by 
intense laser fields in atoms and molecules will be outlined. Then, the behaviour of molecules 
in strong field regime will be presented with a description of the methods for molecular 
alignment as a fundamental control mechanism for the investigation of molecular dynamics. 
Finally, a detailed presentation of the electron recollision processes in atoms and molecules, 
particularly the electron re-scattering process, will be discussed. 
1.3. Definition of strong field regime 
The understanding of the underlying physics in atomic and molecular interactions with intense 
laser fields has been a research area of intense activity over the last two decades. The strong 
field regime can be achieved with table-top laser systems generating high intensities up to 1014 
W.cm-2. In this regime, the laser electric field is so strong that it cannot be treated as a 
perturbation to the atomic/molecular system. Its strength rivals or exceeds the Coulomb 
electric field that binds the electrons to the nuclei. The strong field regime is thus defined by 
comparing the laser electric field with respect to the electric field of the first Bohr orbit of 
Hydrogen that is given by, 
111
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eEBohr πε       (1.1) 
where e is the charge of a single electron, ε0 is the permittivity of free space and r is the radius 
of the first Bohr orbit, r=5.3×10-11 m. 
The relation between the peak intensity of a linear electro-magnetic laser field and its peak 
amplitude E0 is expressed as, 
20
02
cI Eε=          (1.2) 
where c is the speed of light in the medium. The electric field related to a laser intensity of 
3.5 1016 W.cm-2 is comparable to the Coulomb potential experienced by an electron in the first 
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Bohr orbit of Hydrogen. Nevertheless, the effects of the strong field regime start for laser 
intensities a few order of magnitudes below 1016 W.cm-2; typically at 1014 W.cm-2 in Argon and 
1012 W.cm-2 in bulk materials. 
 
 Since the invention of the laser in 1960 by Maiman [4] numerous improvements in laser 
technology have contributed to the development of the atomic and molecular research field. In 
particular the introduction of Titanium-Sapphire as gain medium [5], chirped pulse 
amplification (CPA) [6], self-mode-locked Titanium-Sapphire laser [7] (which can generate 
pulses as short as 7 fs [8]) and hollow fibre pulse compression (HFPC) [9] have revolutionised 
the field of laser-matter interaction. These improvements have made possible high temporal 
and spatially resolved measurements of atomic, molecular, nuclear and electronic systems, 
providing an insight into the dynamics of atoms and/or molecules when they are exposed to 
strong external fields. Today, both large-scale and table-top laser systems can deliver very short 
pulse durations of few femtoseconds (1 fs=10-15 s) at a gigawatt level and new technologies 
now provide peak power up to the terawatt (1 TW=1012 W) level.  
1.4. Important ionisation processes and parameters of the 
strong field regime 
The behaviour of atoms in the strong field regime has been investigated first as they are 
simpler systems than molecules [10]. In atoms, the whole system is treated as spherically 
symmetric. When a strong laser field interacts with an atom it distorts its atomic potential and 
induces several phenomena described by the strong field model such as ionisation leading to 
emission of electrons in the continuum or radiative emission after recollision. Ionisation 
processes in molecules are similar to that in atoms and often occur at lower potential compared 
to their independent atoms because of the presence of the Coulomb repulsive force between 
the nuclei.  
 
At intensity below 1012 W.cm-2, the laser field strength is much weaker than the Coulomb 
potential field. This is known as the perturbative regime, as the atomic quantum states are only 
slightly perturbed by the laser field. In this regime, most electrons remain in the ground state 
and absorption of a single energetic photon is required to cause photo-ionisation.  
When regarding weak field strength, around 1012  - 1013 W.cm-2, the interaction of an atom with 
the laser field can be treated in terms of perturbation theory and processes like Multi-Photon 
Ionisation (MPI) and Above-Threshold Ionisation (ATI) [3, 11, 12] take place. If the field 
strength increases, the perturbation theory cannot be applied to describe the interaction with 
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the laser field. In this case, the dynamics of the ionisation process of a bound electron inside 
the potential is strongly determined by the instantaneous strength of the applied electric field. 
The dominant processes that cause an atom or molecule to ionise are Tunnel Ionisation [13] 
for intensities between 1014-1015 W.cm-2 and Over-The-Barrier Ionisation (OTBI) [3] for 
intensities above 1015 W.cm-2. Above these intensities (~1016 W.cm-2) relativistic effects start to 
take place. 
The different ionisation processes that occur at different laser intensities are illustrated Figure 
1.1. These processes are discussed in further detail in the following sections and note that 
tunnel ionisation is the process studied in this thesis. 
 
Perturbative regime Non-perturbative regime 
OTBI Tunnel 
ionisation 
ATI MPI 
>1015 W.cm-2 1014 W.cm-21013 W.cm-2 1012 W.cm-2 
 
Figure 1.1: Laser driven ionisation processes in noble gases. (a) multi-photon ionisation (MPI) where the 
electron absorbs many photons to gain enough energy to reach the ionisation potential,  (b) above 
threshold ionisation (ATI) where many photons are absorbed beyond MPI providing extra kinetic 
energy to the electron, (c) Tunnel ionisation where the laser electric field distorts the atomic potential 
allowing part of the electron wavepacket to tunnel through the barrier, (d) over-the-barrier ionisation 
(OTBI) where the barrier is removed entirely so that the electron is free in the continuum. [14] 
1.4.1 Multi-photon ionisation and above-threshold ionisation 
At laser intensity between 1012 and 1013 W.cm-2 the photon flux is high enough that the 
electron can absorb multiple photons simultaneously and gain sufficient energy to reach the 
ionisation potential of the atom or molecule and ionise. This process is called Multi-Photon 
Ionisation (MPI) and is illustrated Figure 1.1 (a). The ionisation rate depends on the number of 
photons needed to reach the ionisation potential and the flux of photons in the interaction 
region and is given by, 
N
N NR Iσ=          (1.3) 
where N is the minimum number of photons necessary to ionise the atom, I is the laser peak 
intensity, and σN is the generalised cross-section for the Nth order process that depends on the 
amplitude of the electric field and its wavelength.  
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At slightly higher intensities ATI process takes place as shown Figure 1.1(b). The ionised 
electron can absorb even more photons than that required to reach the continuum and acquires 
high kinetic energy in discrete units equal to the photon energy. This results in a distinctive 
electron energy spectrum in which the peaks are separated by the photon energy. The 
ionisation rate induced by this process is described by the following equation,  
N S
N S N SR Iσ ++ +=         (1.4) 
where S is the number of additional photons absorbed by the electron in the continuum, after 
the electron is ionised. Figure 1.2 shows a series of ATI spectra recorded in Xenon with a pulse 
duration of 150 ps at 1064 nm and for intensities varying from 2.2 to 4.5×1012 W.cm-2. The 
spectra exhibit distinctive peaks separated by the photon energy which is 1.16 eV in this case. 
For each atom or molecule there is an intensity where the dependence of the ionisation does 
not obey these laws. In this case, the majority of the atoms in the sample are ionised before the 
peak intensity (i.e. in the rising edge of the pulse). This intensity is called the saturation 
intensity. Typically the saturation intensity is 2.3×1014 W.cm-2 in Argon and 8.2×1013 W.cm-2 in 
Xenon.  
 
Figure 1.2: ATI spectra of Xenon taken at 1064 nm for a pulse duration of 150 ps and laser intensities 
ranging from 2.2×1012 to 4.5×1012 W.cm-2. The peaks are separated by the photon energy which 1.16 eV 
in this case. Above the saturation intensity of 1.2×1013 W.cm-2 very little change would be observed in 
the shape of the spectrum. [15]  
Ι=4.5 1012 W.cm-2 
Ι=3.9 1012 W.cm-2 
Ι=2.2 1012 W.cm-2 
Ι=2.7 1012 W.cm-2 
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1.4.2 Tunnel ionisation 
Tunnel ionisation is the process under study in this thesis. It is a quantum mechanical 
phenomenon whereby an electron in a bound state tunnels through the potential barrier. This 
process takes place at intensities between 1014 - 1015 W.cm-2. The laser field distorts the atomic 
Coulomb field as depicted Figure 1.1(c). In this case, the laser field can no longer be considered 
as a perturbation and a classical description of the laser field must be used. The potential seen 
by the electron is a combination of the atomic potentials and the potential generated by the 
laser field and is given by, 
2
0
0
( ) cos( )
4
Z eV x e x E t
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−= −        (1.5) 
where Z is the charge state of the atom or ion (e.g. Z=1 when an atom is ionised once), ε0 is 
the permittivity of free space, x is the distance from the centre of the atom, E0 is the amplitude 
of the laser electric field, ω is the angular frequency of the laser and t is the time in the laser 
pulse. The laser field is able to lower the potential barrier, V(x), that binds the electron to the 
atom, increasing the probability of the electron to tunnel ionise through the barrier potential.  
Tunnel ionization in molecules is a basic process leading to many interesting phenomena such 
as production of multiply-charged molecular ions [16, 17] and high-order harmonic generation 
in molecules [18]. The potential well associated to the molecules has a different shape and size 
than that in atoms and varies from molecule to molecule (see section 1.5). In a diatomic 
molecule, if the electric field vector is oriented perpendicular to the molecular axis, the 
interaction is comparable to the atomic case and the electron sees an atom like potential barrier 
described Figure 1.3 (a) [19]. On the opposite case, if the electric field vector is parallel to the 
molecular axis the electron sees two potential wells as shown Figure 1.3 (b) and will tunnel out 
of the lowest side of the potential barrier [20]. This presents a significant challenge to 
determine from which nucleus an electron originates and it means that the ionisation 
probability is very sensitive to the orientation of the molecule with respect to the applied laser 
field. For example, it has been demonstrated experimentally that the ionisation rate of Nitrogen 
(N2) is four times lower when the molecules are aligned perpendicular to the laser electric field 
than when parallel to it [21]. This indicates that at certain angles the ionisation potential of 
molecules is higher than the ionisation potential of their equivalent atoms. As a result, the 
control of the molecular alignment is a fundamental tool to investigate molecular dynamics. 
The tunnel dissociation is the dissociation process associated with tunnel ionisation whereby 
the molecule is in a dissociation state. 
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Figure 1.3: Tunnel ionisation of a diatomic molecule with the laser electric field polarised (a) 
perpendicular, and (b) parallel to the molecular axis. At small inter-nuclear distances and when field 
ionisation occurs along the molecular axis, the internal potential barrier is suppressed, and field 
ionization progresses similar to the atomic case. [20] 
 
For more complex atomic species, the ionisation rate dependents on specific parameters such 
as ionisation potential and quantum numbers. In this case, the atomic tunnelling ionisation rate 
can be calculated using the ADK (Ammosov, Delone and Krainov) theory model [22, 23]. This 
model assumes that the ionisation happens in a fraction of the optical cycle such that the field 
can be treated as quasi-static. An extension of the ADK model of tunnel ionisation in 
molecules, accounting for the symmetry properties and the asymptotic behaviour of the 
molecular electronic wave functions, has also been developed [24]. 
1.4.3  Over the barrier ionisation 
At intensities above the tunnelling regime (I>1015 W.cm-2), the atomic potential is severely 
distorted. Once the barrier is lowered below the ionisation potential the bound electron is free. 
This process, illustrated Figure 1.1(d), is known as Over-The-Barrier Ionisation (OTBI). The 
intensity at which this process occurs can be determined by considering the potential seen by 
the electron, which is a combination of the potential of the ion and the potential produced by 
the maximal laser field [3], 
2
0
0
( )
4
Z eV x e E x
xπ ε
−= −         (1.6) 
The force applied on the electron is given by the derivative of equation (1.6). When the 
derivative is set to zero, it indicates that the laser electric field removes the atomic potential and 
therefore releases the electron, 
( ) 2max
02
0
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V x Z e eE
x xπε
∂ = − =∂        (1.7) 
From this equation, the distance xmax, which corresponds to the distance from the centre of the 
atom at which the force on the electron is zero, can be determined such that, 
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Substituting xmax into equation (1.6) gives the height of the barrier potential seen by the 
electron,  
3
0
max
0
( ) Z e EV x πε= −         (1.9) 
Equation (1.9) can be rearranged and expressed in terms of the laser electric field such that, 
2 2
2 4 0
0 2 6PE I Z e
π ε=          (1.10) 
The peak laser intensity is then used to determine the required intensity to observe OTBI in 
different systems, 
2 3
2 40 0
0 2 62 2OTBI P
c cI E I
Z e
ε π ε= =        (1.11) 
where IP is the ionisation potential in eV, Z is the charge state of the resultant ion and e is the 
charge of a single electron. For neutral Hydrogen, the threshold intensity of OTBI is 
IOTBI~1014 W.cm-2. In practise tunnel ionisation in noble gases appears for intensities of 1014-
1015 W.cm-2 and OTBI starts when the laser intensity exceeds 1015 W.cm-2. 
As for tunnel ionisation, OTBI process differs from molecules to atoms because of the multi-
centre potential character of molecules. In OTBI process, the oscillating electric field distorts 
and suppresses the potential barrier below the electronic state of the molecules allowing the 
electrons to escape. The dissociation process associated with OTBI is called over the barrier 
dissociation. 
1.4.4 Ponderomotive energy 
The processes described in the previous section allow the electron to be ionised and to oscillate 
freely in the laser electric field. The electrons liberated in the oscillating electro-magnetic field 
are accelerated by it and start to “wiggle” along the polarisation vector of the electric field 
component. The free electron experiences the oscillating force in the direction –eE(t), where -e 
is the charge of the electron. The motion of the oscillating electron is associated to an energy 
called the ponderomotive energy which is the cycle-averaged kinetic energy of the electron as it 
moves under the action of the oscillating force. The equation of motion in the electro-magnetic 
field is expressed as, 
( )tem e∂ = − + ×∂
r r rrv E v B         (1.12) 
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where me is the mass of the electron, v is the velocity of the electron in the electric field, E is 
the electric field vector and B is the magnetic field vector. 
When considering only non-relativistic effects (I«1016 W.cm-2), the second term of the 
equation of motion can be ignored as v«c and ,c=E B so EBv =× . The equation of motion 
of an electron in a non-relativistic regime is therefore given by, 
em et
∂ = −∂
r rv E          (1.13) 
The velocity of the electron in the electric field in one-dimension, is determined by integrating 
in time equation (1.13) and assuming that the electron is born with no velocity or displacement,  
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where τcycle is the period of an optical cycle, 0
e
eE
m
 is thus the maximum electron velocity at any 
time. The electron kinetic energy, Ek, is defined as, 
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The ponderomotive energy is then given by the average of the kinetic energy over one optical 
period such that, 
( )2 2 2021 cos2P cyclee
e EU
m
ωτω=        (1.16) 
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where ω is the laser frequency and E0 is the electric field strength that corresponds to a laser 
intensity of 
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This can then be used in equation (1.17), resulting in the following expression for the 
ponderomotive energy, 
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A ponderomotive energy of 1 eV corresponds to an intensity of 1.7×1013 W.cm-2 at 800 nm; 
however, for similar intensity the ponderomotive energy increases with the wavelength such 
that at 1300 nm it becomes 2.7 eV. 
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The ponderomotive energy is a very useful parameter as it can be used to quantify the 
maximum electron energy in ATI. It can also be used to determine the maximum photon 
energy produced in high-order harmonic generation. 
1.4.5 Keldysh parameter 
When the ionisation potential of an atom or molecule is much larger than the photon energy, 
e.g. in the infrared region of the spectrum, different ionisation mechanisms dominate at 
different intensity regimes, as discussed previously. In fact, several ionisation processes can take 
place at the same intensity regime but one of them will be predominant. The Keldysh 
parameter is a useful indicator of the dominant process as it determines whether ionisation 
occurs via conventional photo-ionisation process (such as MPI or ATI) or quasi-static 
ionisation process (e.g. tunnel ionisation and OTBI).  
The Keldysh parameter is defined as the tunnelling time (Ttunnel) of the electron through the 
potential barrier divided by the period of the laser electric field (Tlaser)[25], 
2
tunnel P
laser P
T I
T U
γ = =         (1.20) 
When γ»1, the ionisation potential is high such that the time taken by the electron to tunnel 
through the barrier is long compared to the laser period. The MPI process dominates and the 
electron motion is determined by the atomic potential. In the opposite case, when γ«1 the 
tunnel ionisation process dominates as the tunnelling time is shorter than the laser period. 
In the case of Hydrogen, γ=1 when a laser field at 800 nm has an intensity of 1×1014 W.cm-2.  
1.5. Behaviour of molecules in strong field regime 
To understand the behaviour of molecules in strong laser field, it is important to look at the 
structure of molecules. Molecules have additional degrees of freedom that give rise to more 
complex interactions between molecules and intense laser fields. This leads to a range of new 
phenomena in strong fields that require better understanding. The study of molecular system in 
strong fields is becoming increasingly important, as molecular systems form a link between 
isolated atoms and small scale solids (such as atomic clusters or microscopic droplets).   
Molecules subjected to strong laser field can undergo various effects such as Coulomb 
explosion, bond softening or bond hardening and it is also possible to produce molecular 
alignment. These effects of strong field are presented in detail in this section. 
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1.5.1 Structure of molecules and molecular orbitals 
The structure of molecules has significant effects on the molecular response to strong laser 
fields. Even in the simplest case of linear diatomic molecules (e.g. Nitrogen, Oxygen) the 
difference with the atom configuration is dramatic. The molecule exhibits three degrees of 
freedom along the three position axes x, y and z. This implies that the interaction with the laser 
electric field will depend on the orientation of the molecule relative to the laser electric field.  
 
 
Figure 1.4: Representation of the electric wavefunction of atoms, also called atomic orbital, for (a) the 1s 
orbital of the Hydrogen atom and (b) 2p orbital of the Carbon atom from calculations with GAMESS-
UK package [26]. They represent the electronic density motion around the nucleus. Red and blue 
colours indicate opposite signs of the wave function; green spheres represent the nucleus of the atoms.  
 
In atoms, the bound electrons are contained in the atomic potential and the nucleus is 
considered as a point like ion. The motion of each electron in an atom is represented by a wave 
function ψ(x,y,z) which is also referred as the atomic orbital (AO) and describes the 
distribution of the electrons in the atom [27]. The square of the electron wave function, 
( ) 2, ,x y zψ , represents the probability distribution of electron density and the probability of 
finding the electron within the volume element dr=dx.dy.dz is expressed by ( ) 2, ,x y z drψ . 
The electrons reside in AO that have different energies and shapes depending on the angular 
quantum number L. The s orbital (L=0) can hold two electrons and is spherically symmetric 
while the p orbital (L=1) can hold two electrons but is not spherically symmetric, i.e. there is a 
p orbital along each direction x, y and z [28], see Figure 1.4. In some cases, different electronic 
wave functions have the same energy and the AO are said to be degenerate.  
 
Figure 1.5: Two centre molecular potential (solid line) obtained by combination of two atomic potential 
(dashed lines) at positions a and b in the x-coordinate. [29] 
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When studying molecules it is necessary to consider parameters which are different 
from molecule to molecule such as the geometry of the molecules, the degrees of freedom 
(vibrational and rotational energy levels), the multi-centre potentials and the electronic wave 
functions. In the simplest case of a diatomic molecule, a two centre molecular potential is 
formed by the addition of the two atomic potentials, as shown in the 1D illustration in Figure 
1.5. The electronic wave functions of each AO overlap such that the valence electrons undergo 
double or multiple set of Coulomb potentials resulting in the formation of a new electronic 
state. This new electronic wave function is called the molecular orbital (MO) and can be 
constructed by employing the Linear Combination of Atomic Orbitals (LCAO) method that 
gives,  
( ) ( ) ( )mol a a b bΨ x,y,z = C Ψ x,y,z ± C Ψ x,y,z      (1.21) 
where Ψa and Ψb are the atomic orbitals of the atoms A and B respectively, Ca and Cb are 
normalisation coefficients. |Ca|2 and |Cb|2 represent the distribution of electrons around the 
atoms A and B, respectively.  
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(b) 
(c) 
Bonding molecular orbital 
Ψmol = C ψ1s,A + c ψ1s,B 
Antibonding molecular orbital 
Ψmol = C ψ1s,A - C ψ1s,B 
Superposition of two 1s atomic orbital 
1 ,s Aψ  1 ,s Bψ  
 
Figure 1.6. Spatial arrangement and energy level diagram of the bonding (left) and antibonding (right) 
molecular orbitals arising from the superposition of two 1s atomic orbital. (a) superposition of the two 
1s atomic orbitals; (b) bonding and antibonding molecular orbital; (c) electron energy diagram, which 
shows the relative energies of the bonding and antibonding orbitals.  
 
The LCAO approximation reproduces many of the key features of MO and provides a clear 
representation of the electronic probability density of the molecule. The molecular electronic 
wave function can exhibit either a bonding (Ψmol=CaΨa+CbΨb) or an anti-bonding (Ψmol=Ca 
Ψa – CbΨb) character. In bonding MO, the electrons are localised in between the nuclei such 
that the repulsion between the two nuclei is minimised and the electron-nucleus attraction is 
increased. Hence, the energy of the molecule is lower than that of the individual atom. In the 
anti-bonding MO, the electrons are localised outside the region between the two nuclei 
resulting in large nucleus-nucleus repulsion. This orbital which is marked with an asterisk does 
not favour the formation of bonds between atoms and its energy is higher than that of the 
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separate atom. Figure 1.6 illustrates the molecular orbital arrangements and molecular orbital 
energy level diagram arising from the overlap of two 1s AO.  
 
In addition, the MO from the s and p atomic orbitals of homonuclear molecules are labelled 
according to their symmetry with respect to the rotation around the molecular axis. The 
molecular wave function that is cylindrically symmetric (i.e. the MO are unchanged by any 
rotation about the axis) is referred as σ MO, while the molecular wave function that vanishes 
on a plane through the nuclei is called π MO. The σ and π MO are also differentiated by their 
degeneracy. The π MO are doubly degenerate, which means that the MO can have different 
wave functions with same energy, while the σ MO are non-degenerate. Homonuclear 
molecules can also be characterised according to their symmetry about the centre of the 
molecule. The MO labelled g for “gerade” have a symmetric wave function, while the 
molecules with anti-symmetric function are labelled u for “ungerade”. The type of the MO 
plays an important role in the molecular response to a strong laser field. Figure 1.7 illustrates 
the MO obtained from the 2p AO for a homo-nuclear diatomic molecule.  
 
Finally, the orbital which occupies the highest energy level is called Highest Occupied 
Molecular Orbital (HOMO), whereas the LUMO is the lowest unoccupied molecular orbital. 
The HOMO determines the chemical behaviour of the molecule, and therefore, plays an 
important role in the electron dynamics in strong field. 
 
2px  2py 
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πu 2p 
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ψ -
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ψ +
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Figure 1.7: Schematic representation of the molecular orbitals formed from the 2p atomic orbitals for a 
homo-nuclear diatomic molecule. Red and blue colours indicate opposite signs of the wave function. 
The asterisk indicates an anti-bonding MO and the letters g or u indicate symmetry or anti-symmetry 
about the centre of the molecule. [30] 
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1.5.2 Coulomb explosion 
Ionisation of one or many electrons may cause the molecule to break; this phenomenon is 
called Multi-Electrons Dissociative Ionisation (MEDI) and may occur for all ionisation 
processes. If many electrons are ionised from a molecule by a strong laser field in a very short 
time period the resulting nuclei experience a strong Coulomb repulsion force that accelerates 
them away from each other very rapidly. This type of molecular dissociation is known as 
Coulomb explosion, as the repelling force is the Coulomb force. A representation of the 
Coulomb explosion in a diatomic molecule is presented Figure 1.8. 
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Figure 1.8. Schematic representation of Coulomb explosion in a diatomic molecule; (a) the molecule is 
irradiated by an intense laser field, (b) many electrons are ionised in a very short period of time and the 
nuclei start to move apart due to the repulsion force, (c) the molecule Coulomb explodes and the ionic 
fragments are ejected in opposite direction. 
 
In a diatomic molecule, the Coulomb energy resulting from the repulsive force between two 
nuclei is related to the inter-nuclear separation and is given by [29], 
04
i j
Coulomb
ij ij
q q
E
Rπε=∑         (1.22) 
where, qi and qj are the charges of the ionic fragments i and j, respectively and Rij is the inter-
nuclear distance. For example, the potential energy between the two fragments in Nitrogen 
(N2), when three electrons have been ionised from each nucleus, is estimated at 130 eV [31].  
The molecular explosion can be explained by classical mechanics (Newton) as it obeys the 
energy and momentum conservation laws. The kinetic energy of the ionic fragments is 
expressed as, 
21( ) v
2k Coulomb
E E R m + += +        (1.23) 
i.e. it is the sum of the Coulomb energy and the kinetic energy of the fragments before the 
Coulomb explosion. If the velocity of the ion before the dissociation is v+=0 m.s-1, then 
( )=k CoulombE E R . Therefore, the distribution of the inter-nuclear distances for the exploded 
molecules can be determined by measuring the distribution of the kinetic energies. This process 
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called Coulomb explosion imaging (CEI) [32, 33] was introduced in 1979 and is an alternative 
to spectroscopy for determining molecular structure.  
The general technique causes the molecules to ionise and fragment. The structure of the 
molecule is then inferred from the measurement of fragments momenta. Three methods have 
been used to initiate Coulomb explosions for the purpose of studying molecular structure. 
These methods are beam-foil [32, 33], collision with highly charged ions [34], and laser-initiated 
explosion [35, 36]. 
 
Figure 1.9: Laser induced Coulomb explosion imaging of an adiabatically aligned diatomic molecule. The 
dissociation pulse was used to explode the molecule while in the presence of the alignment field. [37] 
 
CEI using high intensity and ultra-fast laser pulses is the most recent technique whereby ultra-
short laser pulses ionise multiple electrons in a very short period of time that is less than the 
rotational time period (ps) causing the molecules to explode [38, 39]. Pioneering work in the 
field was done by Frasinski et al. that developed a correlation technique (covariance mapping) 
that can be applied to the problem of large molecules [40]. CEI combined with femtosecond 
pump-probe technique, introduced by Zewail et al. (Nobel Prize 1999 in Femtochemistry), has 
also been implemented to observe and measure molecular dynamics. In this technique, 
dynamics are observed by imaging the structure of a molecule at different times using a pump-
probe method. A femtosecond pulse is used to initiate the dynamics while a second, delayed 
pulse serves as the probe pulse. The probe pulse must be sufficiently intense to cause Coulomb 
explosion. By necessity, both pump and probe pulses must be short (few-cycles) to provide a 
good temporal resolution. If the pulses are too long, the dynamics will be “blurred” in the same 
way that a camera with a slow shutter will produce blurred photographs of moving objects. 
The combination of both techniques has been used to measure the rotational wave packets in 
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Nitrogen (N2), Oxygen (O2) and, later, Deuterium (D2) [41]; to study and gain insight into the 
dynamics of D2 molecules [42, 43] and to monitor molecular alignment as shown Figure 1.9 
[37, 44-46].  
1.5.3 Bond Softening and bond hardening 
When the laser intensity is low (~1010 W.cm-2) ionisation processes are not efficient; however, 
the laser pulses can modify the potential energy surface of the molecule and produce a transient 
light induced potential (LIP), also called dressed state. As a result, the bound HOMO potential 
and the unbound LUMO potential are mixed to produce avoid crossing, as presented in Figure 
1.10. This effect can cause the molecular bond to be softened or hardened.  
 
Figure 1.10: Potential energy curves of H2 field-free (plain line) and under the influence of an intense 
laser field (dashed line). The ground state (σg) and the first excited state (σu) are coupled in the presence 
of the laser field. [47] 
 
Bond softening occurs when the laser field lowers the potential barrier below the energy of an 
unoccupied vibrational state. Consequently, the vibrational levels that are bound in absence of 
radiative coupling become unbound and lead to molecular dissociation. On the opposite case, 
the dressing laser field lifts the potential barrier in the LUMO and previously unbound 
vibrational energy levels become bound, leading to bond hardening. This process has also been 
observed experimentally two decades ago on H2+ [48].  
1.5.4 Molecular alignment 
Alignment and orientation of molecules play a key role in understanding their laser-induced 
dynamics, like ionisation or fragmentation. Two main experimental methods are available for 
restricting the angular spread of (diatomic) molecules [49]. The first one uses static electric 
fields while other techniques employ laser electric fields. 
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1.5.4.1 Rigid rotor treatment 
A simple way to determine the rotational energy of a molecule consists of treating the 
molecular bonds as rigid rods and the molecule as a rigid rotor. This approximation can be 
explained by both classical and quantum mechanics. In classical mechanics, the energy of a 
rotor due to its rotation is given by, 
2 2 2
2 2R
L nE
I I
= = h         (1.24) 
where I is the moment of inertia of the rotor and L the angular momentum and n the principal 
quantum number. 
Quantum mechanically, the angular momentum, L, is quantised and can be expressed as 
( )1L J J= +h giving a rotational energy of, 
( )2 1
2R
E J J
I
= +h         (1.25) 
where J is the rotational quantum number and has values J=(0, 1, 2,…).  
In spectroscopy, the rotational energy level is expressed in terms of the rotational constant B in 
units of cm-1 such that,  
( 1)RE BhcJ J= +         (1.26) 
where 28
hB
c Iπ= .         (1.27) 
The rotational period of the molecule is an important factor in case of molecular alignment. 
The evolution of the rotational part of the rotor’s wave function is governed by ψ
⎛ ⎞⎜ ⎟⎝ ⎠∝
Ii t
he and 
therefore the period of evolution is rot
hT
I
= . For the first rotationally excited state J=1, the 
rotational energy is 1 2= =,R JE Bhcwhich results in a rotational period cBTrot 2
1= . 
1.5.4.2 Measurement of molecular alignment 
Alignment refers to the confinement of one or more molecular axes to laboratory fixed axes. If 
one considers the molecule fixed along one axis (y-axis), the degree of linear alignment is 
commonly measured in terms of <cos2θ>, where θ is the is the angle between the molecular 
axis and the axis of confinement (y-axis) [50]. A distribution of aligned molecules corresponds 
to <cos2θ>=1, anti-aligned molecules refers to the alignment of molecules in the plane 
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perpendicular to the confinement axis and is given by <cos2θ>=0. An isotropic distribution of 
angles is given by <cos2θ>= 1
3
and can be described as followed, 
( )v cosE θ⋅ =E v         (1.28) 
where E is the electric field vector and v is the molecular axis vector. This equation can then be 
written as, 
( )
2
2cos
vE
θ ⎛ ⎞⋅= ⎜ ⎟⎝ ⎠
E v
        (1.29) 
In addition v can be expressed as ˆ ˆ ˆv v v vx y zx y z= + + . In an isotropic distribution all directions 
are equally likely so that v = v vx y z=  and the magnitude of v must be unity resulting in  
2 23v y=v  so that 1v v3y =  and 
1 1 1v , ,
3 3 3
⎛ ⎞= ⎜ ⎟⎜ ⎟⎝ ⎠
v  
As a result, if E lies in the y direction we have from equation (1.29), 
( )
2
2
1v 13cos
v 3E
θ
⎛ ⎞⋅⎜ ⎟⎜ ⎟= =⎜ ⎟⎜ ⎟⎝ ⎠
E
       (1.30) 
Since this holds under any coordinate transformation it is true in general. 
1.5.4.3 Different techniques of molecular alignment 
The control of the angular spread of (diatomic) molecules was first realised using static electric 
fields. Molecular alignment can be achieved by applying external static electric fields to polar 
molecules. However, this technique requires very large static fields, and can only be used to 
align or orient polar molecules, i.e. molecules with a permanent dipole. The polar molecule 
subjected to a strong DC field experiences a torque due to the interaction between the 
permanent dipole of the molecule and the DC field, leading to the alignment of the molecular 
axis along the field direction. In addition, alignment or orientation induced by this technique is 
only realised while the static field is present.   
In contrast to this technique, laser induced molecular alignment can be used. The strength of 
the laser electric field is large enough to induce a dipole in non-polar molecules lifting the 
limitations imposed by the alignment with an external DC fields. In this case the laser field 
aligns the molecules so that one molecular axis is confined along the polarisation vector of the 
laser. Several parameters can be adjusted in order to align molecules along the laser field such 
as the laser frequency that can be either resonant or non-resonant with an electronic transition 
frequency, and the laser duration relative to the molecular rotational period, Trot. Non-resonant 
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laser induced alignment is a very general method applicable to all molecules and the alignment 
obtained through a non-resonant transition is strong compared to the alignment achievable 
through resonant alignment. The other important parameter to take into account is the pulse 
duration. 
The use of strong laser field to align molecules offers the advantage of being applicable to all 
molecules with anisotropic polarisability. The polarisability, α, of the molecules refers to the 
displacement of the electrons with respect to the ions. Non-zero polarisability anisotropy, Δα, 
is the condition to achieve effective alignment and  is obtained when the polarisability along 
one axis is larger than the polarisability along the axis perpendicular to it [51].  
 
Two regimes of laser induced molecular alignment exist depending on the pulse duration of the 
laser compared to the rotational period of the molecules to be aligned. 
 
Laser induced adiabatic alignment (τ»TRot) 
If the laser pulse duration is longer than the rotational period of the molecules (Trot), 
the alignment occurs in the adiabatic regime [37]. In this case, the electric field vector applies a 
force on electrons and moves them along the electric field lines inducing a dipole moment in 
the molecules. The motions of the ions can be neglected at these field strengths as their mass is 
larger than that of electrons. The positive charges feel a force F+ in the direction of the laser 
electric field, while the negative charges feel a force F- in the opposite direction of the laser 
electric field causing the molecule to rotate slowly towards the laser electric field. As shown 
Figure 1.11 (a), the sign of the laser electric field defines the direction of rotation and therefore 
the orientation of the molecules. The molecules are thus gradually aligned as the laser field is 
slowly turned on and the degree of alignment reaches its maximum at the peak of the laser 
pulse. As the field is slowly turned off the alignment gradually decreases and eventually 
disappears completely, see Figure 1.11 (b).  
This technique for molecular alignment has been extensively implemented [37, 52-55] 
and the degree of alignment achieved for different experimental conditions has been calculated 
by Friedrich and Herschbach [50]. Sakai et al. [56] reported experimental evidence of laser-
induced alignment by using a strong infra-red, linearly polarised nanosecond laser pulse to align 
neutral iodine molecules (I2). The spatial orientation measurement was realised using a 
femtosecond laser which induced photo-dissociation of the molecules (Coulomb explosion). 
Later, the general applicability of the adiabatic alignment process was demonstrated on several 
molecules such as I2, ICl, CS2, CH3I, C6H5I [45].  
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Figure 1.11: Adiabatic alignment of a diatomic molecule. (a) The orientation of the molecule depends on 
the sign of the laser electric field; (b) the molecules remain aligned along the laser field vector while the 
laser is present. 
 
Long pulse alignment is attractive since it is very simple to implement and the 
alignment lasts as long as the laser field is on. However, the presence of the alignment field can 
be a major problem as the strong field can distort a process. 
 
Impulsive alignment (τ«TRot) 
Impulsive alignment refers to the use of laser pulses with durations much shorter than the 
rotational period of the molecules under study. In this technique, the interaction of the laser 
pulse with the molecules is very short. During the interaction, all the molecules in the 
interaction region receive a kick from the laser electric field that causes each molecule to rotate. 
The alignment peaks after the peak of the alignment pulse and if the pulse duration is 
sufficiently short the molecules are aligned without the presence of an electric field, i.e. field 
free alignment.  
Alignment which occurs straight after the laser pulse is called prompt alignment; whereas 
revivals refer to the alignment that occurs at fractions of the rotational period of the molecule. 
Full, half and quarter revivals have been calculated theoretically [57]. Figure 1.12 illustrates the 
temporal evolution of the degree of alignment, <<cos2θ>>, for an ensemble of Nitrogen 
molecules at 50 K aligned under impulsive and adiabatic conditions. The characteristic features 
of the impulsive alignment are illustrated in Figure 1.12 (a); there is an enhancement of the 
alignment straight after the laser pulse and full, half and quarter revivals are present. Figure 
1.12 (b) shows the characteristic feature for adiabatic alignment where the best alignment is 
obtained during the interaction with the laser; some weak revivals structures remain after the 
pulse.  
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Figure 1.12. Time evolution of the degree of alignment in N2 at 50 K with different pulse duration and 
intensity a) τ=50 fs and I0=2.5×1013 W.cm-2, b) τ=1 ps and I0=2.5×1012 W.cm-2. In each case the pulse 
profile is represented as dotted curves for reference. These two graphs allows for the comparison 
between a) impulsive and b) adiabatic alignment. [57]  
 
Impulsive alignment is a standard method to achieve field-free control of the molecular axis 
and has been employed in Coulomb explosion imaging [37, 44, 46, 58-60], ionisation [21, 61] 
and HHG [62-65].  
 
Three-dimensional alignment 
If two axes of a rigid molecule are aligned, the third axis is necessarily also confined, 
this is known as 3-D alignment and this technique is required when considering non-linear 
molecules. This can be done using adiabatic alignment with elliptically polarised laser pulses to 
control the three degree of freedom present in non-linear molecules [37]. In this case, the 
elliptical light aligns the orthogonal axes of the molecule with the major and minor axis 
simultaneously. The degree of ellipticity depends on the form of the molecule and the relative 
strengths of the polarisabilities along the two axes. 
A second method, employs two short pulses to impulsively align the molecules [66]. 
The two pulses of orthogonal polarisation are used to independently align two molecular axes. 
The pulses are timed so that their revivals coincide at a specific time allowing field free 
impulsive alignment to take place. This was successfully implemented with prompt alignment 
for SO2 [67] and Figure 1.13 illustrates the scheme that was used to achieve field free three-
dimensional alignment. 
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Figure 1.13: Scheme for field free three dimensional alignment of SO2 molecules using two time 
separated laser pulses with orthogonal polarisation. The S and O atoms are shown in yellow and blue, 
respectively. After the first pulse (blue) the axis containing the O atoms is constrained along the 
polarisation of the laser field. Once the O axis is aligned, the second laser field exerts an additional 
torque about the O axis which causes the second most polarisable axis, lying in the molecular plane 
along the axis bisecting the O-S-O bond angle, to align along the second laser polarisation (red). [67] 
 
The molecular alignment plays an important role in the observation of various phenomena. 
For example, the trajectory of the electron ionised by an intense laser field can contain 
information about the structure of the parent molecules and their orbitals, so that only 
anisotropic distribution of the molecule can allow the extraction of information. Thus, the 
alignment of molecules will have an important role in the study of high energy re-scattered 
electrons as discussed further in Chapter 7. 
1.6. Electron recollision in atoms and molecules 
Electron motion in molecules is currently a topic of active research. The possibilities of driving 
electron motion with few-cycle pulses may have application in controlling molecular processes 
[68] and ultra-fast imaging [69]. 
After ionisation, the freed electrons are accelerated away from the parent ion by the laser field. 
When the laser electric field changes sign, it may drive the electrons back to the parent ion with 
significant energy. This recombination is allowed for linearly polarised laser field and for high 
ionisation probability that occurs close to the maximum of the laser field amplitude. The 
electrons driven back by the laser field undergo various processes including high harmonics 
generation (HHG) [70-73], high-order above threshold ionisation (HATI) [11, 74-79] and non-
sequential double ionisation [82, 83]. The ionised electrons retain information about the 
molecule they have just departed and recollision process provides access to this information. 
The dynamics of electron recollisions in few-cycle laser pulses will be discussed in this section. 
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1.6.1 High Harmonic Generation  
High harmonic generation is a nonlinear process that has been studied for many years whereby 
high intensity laser pulses interact with solid, liquid or gas to produce photons whose 
frequencies are a multiple of the fundamental laser frequency. The introduction of intense laser 
pulses (I>1013 W.cm-2) has enabled strong-field laser-matter interaction to occur leading to the 
generation of High Harmonics (HHG) in atomic and molecular gases. This phenomenon, 
which was first observed in 1987 [80, 81], has been studied in atoms, molecules [82-85], atomic 
clusters [86, 87] and recently in solid [88].  
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Figure 1.14: Schematic diagram of the three-step model in the tunnelling regime (top) and the electron 
trajectories in the laser field (bottom). Step 1 shows the atomic potential distorted by the laser field that 
enables the electron to tunnel through the potential. Step 2, the free electron subjected to the laser field 
is accelerated in the field and gain energy. Step 3, when the laser field reverses its direction the electron 
returns to the parent ions and recombines. The electron trajectories are shown in the bottom and the 
trajectory in red corresponds to the maximum kinetic energy gained by the electron in the laser field 
(3.17 Up). The long trajectories are born near the peak after the laser field and the short trajectories are 
born after the peak of the laser electric field.  
 
Depending on the leading ionisation process, different descriptions of HHG are appropriate. If 
γ»1, MPI process dominates and the HHG can be viewed as follows. The ionised electron 
absorbs an integer number of photons (q) and then recombines with the parent ion emitting a 
photon with a frequency qth times that of the fundamental. If γ«1, tunnel ionisation is the 
dominant process and the HHG that takes place in this regime can be modelled by the simple, 
semi-classical three-step model [70], illustrated Figure 1.14. In the first step, the intense laser 
field distorts the potential of the atom or molecule, allowing an electron to tunnel ionise into 
the continuum.  The ionised electron situated at the position of the parent ion is assumed to 
have zero velocity. In the second step, the free electron is only subjected to the laser field 
which pushes it away from its parent ion and when the laser field reverses its direction (every 
half cycle) the electron is accelerated back towards the ion. Finally in the third step, if the 
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electron returns to the core there is a probability that it can recombine with the ion and return 
to its ground state, emitting a photon whose energy is the sum of the electron kinetic energy 
and the ionisation potential of the atom or molecule. Alternatively, the electron may re-scatter 
from the core as discussed in section 4.2 and 4.3. 
 
The harmonic intensity decreases rapidly with the order such that the generation of short 
wavelengths becomes extremely inefficient. However, this process has enabled the observation 
of harmonics up to the 377th orders in Helium (~1.3 keV) [89], corresponding to wavelengths 
of few nm (when driven with infrared wavelength pulses). The short wavelengths generated by 
the HHG process could be employed for X-ray imaging if conversion efficiency above 10-6 
could be achieved. This is an enormous challenge as the efficiency of the HHG is limited by 
two effects: the macroscopic response that is related to the phase-matching and absorption of 
the harmonics by the target sample, and the single atom response. The generation of HHG at 
long wavelengths affects the ionisation rate, the spreading of the electronic wavepacket and 
therefore the recombination. As the harmonics orders span a large bandwidth they have also 
been used to generate attosecond pulses (1 attosecond=10-18 s) [90, 91]. 
 
Figure 1.15: Schematic of a typical HHG spectrum. There is rapid drop of intensity in the first 
harmonics followed by an extended plateau before the intensity drops again at the cut-off. [14] 
 
HHG exhibits a characteristic spectrum shown Figure 1.15. The structure of the HHG 
spectrum can be explained as follow: a rapid drop of the signal for the first few harmonics is 
followed by an extended plateau over many orders before a cut-off is reached where the 
harmonics signal drops rapidly again. The energy of the harmonics at the cut-off corresponds 
to the maximum photon energy achievable. It is produced by the electron trajectory that gains 
the most kinetic energy during its propagation in the laser field. The maximum energy gained 
by the electron in the laser field was measured experimentally and is approximately 3 UP. This 
has been demonstrated numerically [70, 71, 92] and can be expressed as the sum of the 
ionisation energy of the atom (IP) and the ponderomotive energy (UP) gained by the electron 
from the laser field known as the cut-off law such that, 
3.17cut off P PE I U− = +         (1.31) 
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This law shows that the cut-off frequency can be extended using high intensity, long 
wavelength and short laser pulses. In addition, the number of harmonics depends on the 
ionisation energy of the atom such that atoms with the highest Ip produce the highest number 
of harmonics; these are the noble gases. Furthermore, the maximum kinetic energy (3.17 UP) 
gained by the electron during its propagation in the laser field is produced by only one electron 
trajectory which corresponds to the electron being ionised at a phase of 17° from the peak of 
the laser pulse. The electrons that are ionised at a lower phase have a lower energy and 
constitute the plateau harmonics. The electrons born before the peak phase of 17° travel 
further in the laser field before recombination, they are called the long electron trajectories. In 
the opposite case, the electrons born after the critical phase spend less time in the continuum 
under the laser field influence; they are termed short electron trajectories. Each plateau 
harmonics is produced by a combination of mainly both trajectories. Figure 1.14 illustrates the 
electron trajectories in the laser field. 
 
HHG has been observed in atomic gas such as Neon and Argon [93-95], small molecules such 
as Hydrogen (H2), Nitrogen (N2) or Deuterium (D2) [54, 55] and larger molecules such as 
Benzene (C6H6) and Cyclohexane (C6H12)  [83]. The first experiments on high harmonics in 
molecules indicated that randomly aligned molecules behaved as atoms of similar binding 
energies [18, 84, 96], i.e similar spectrum features were observed. This implicated that the basic 
idea of the 3-step model could also be applied to HHG from molecules. Shan et al. investigated 
in detail the harmonics spectrum of molecules and atoms with similar binding energy such as 
Oxygen (O2) and Xenon (Xe) or Nitrogen (N2) and Argon (Ar) [97]. The study revealed an 
extension of the HHG cut-off of O2 molecule to higher orders in comparison to its companion 
atom Xe, while N2 molecule behaved as its companion atom Ar, i.e. the cut-off appeared at 
similar orders for N2 and Ar.  
In molecules the potential of the molecular ion and the structure of the orbitals play an 
important role in the generation of harmonics. HHG in molecules can be described by the 
coherent addition of the molecular orbital (ψg) and the recolliding electron wave packet (ψc) 
that induces an oscillating dipole [62]. The induced dipole oscillates as the continuum electron 
wave propagates through the molecule resulting in the emission of high harmonics. The size of 
the ground-state wave function and the wavelength of the continuum electron determine the 
strength of the induced dipole, hence the spectral intensity of each harmonic. The induced 
dipole depends on the symmetry of the molecular orbital. Both σg and σu molecular orbitals 
have a maximal electron density along the molecular axis; in this case the highest HHG yield is 
observed when the laser electric field is along the molecular axis because the induced dipole 
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oscillates in the direction parallel to the electron motion. When considering πu orbitals, the 
laser electric field needs to be perpendicular to the molecular axis to generate intense HHG; 
and in the case of πg orbitals, there are nodal planes (electron density is zero) in the direction 
parallel and perpendicular to the molecular axis so that maximum HHG yield is obtained at 
intermediate angles. Figure 1.16 illustrates the dependence of the induced dipole, hence the 
dependence of the HHG yield on the molecular orbital symmetry. Alignment of the molecules 
prior to the actual process of harmonics generation facilitates the study of the HHG upon the 
molecular structure and orientation [53, 55]. As a result, the dependence of the HHG yield with 
the angle between the molecular axis and the laser field is a simple and efficient method to 
measure the structure of the HOMO in molecules [31]. This technique, called tomographic 
imaging, uses HHG from aligned molecules to retrieve the full three-dimensional structure of a 
single orbital. The angular dependence of HHG has been studied theoretically [54, 55] and 
experimentally [49, 98].  
 
Figure 1.16: Schematic of the recollision step responsible for the emission of harmonics in (a) Nitrogen 
(N2) molecules and (b) Oxygen (O2) molecules. The upper panels sketch the HOMO for N2 (σg) and O2 
(πg) aligned parallel to the laser field, and the red and blue colours indicate opposite sign of the 
wavefunction. The middle panel illustrates the real part of the coherent addition of the molecular orbital 
(ψg) and the recolliding electron wave packet (ψc), where the electron is propagating in the direction 
parallel to the laser field (shown by arrow k). The bottom panels show the induced dipole and the red 
arrow shows the direction of the induced dipole. For N2 the dipole oscillates along the electric field 
direction leading to harmonic emission; while for O2, the dipole oscillates in the direction perpendicular 
to the electric field direction resulting in absence of harmonic. For O2, harmonic will be observed when 
the molecule is aligned at 45° from the laser field since in this case the induced dipole oscillates along 
the electric field direction as the electron propagates. [62] 
 
It has also been shown that the harmonic signal has a dependence on the inter-nuclear distance 
[99]. In the case of diatomic molecule, interference effects can be observed when the electron 
recombines with the molecule. These interferences, called recombination interference, happen 
between the returning electronic wave packet and the molecule with a definite symmetry. The 
 CHAPTER 1.  INTRODUCTION   43 
 
condition for destructive interferences in a diatomic molecule is 1
2
λθ = +cos ( )R n , where R 
is the inter-nuclear separation, θ  is the angle between the electronic wave vector k and the 
molecular axis, and λ is the de Broglie wavelength of the electronic wave packet, see Figure 
1.17. The investigation of the HHG yield in H2 by Lein et al. established that the HHG 
dependence on the molecular orientation and inter-nuclear distance carry interference patterns 
(caused by the different atomic centres) [49]. In many cases the interference pattern is correctly 
predicted by a simple picture that considers the nuclei as point emitters. Two main 
experimental applications may be envisaged. First, specific harmonics can be maximised by 
using a configuration where constructive interference is realised. Second, information about the 
molecular structure can be obtained from the harmonic spectra leading to nuclear dynamics 
information.  
 
Figure 1.17: HHG interference in the plane wave approximation with different molecular angles. [100] 
1.6.2 Electron re-scattering 
If the returning electron does not recombine with the parent molecules it can re-scatter. After 
re-scattering the electron can be re-accelerated by the laser electric field and can achieve energy 
up to 10 UP, where UP is the ponderomotive energy that depends on the laser intensity and 
wavelength (see section 1.4.4).  
Quantitative information on the structure of the molecule can be extracted from the 
investigation of the recollision electrons that elastically re-scatter from their parent ions, 
providing an excellent tool to investigate the structure of complex molecule [75, 79].  
Agostini et al. showed that the photoelectron energy spectrum resulting from ATI consists of 
peaks separated by the photon energy [101]; later Paulus et al. described the appearance of a 
plateau in the ATI photoelectron spectra at certain range of intensities [11]. The envelope of 
the photoelectron spectra described by Paulus et al. and shown in Figure 1.18 can be divided in 
two parts: the low energy electrons and the high energy electrons. The low energy part of the 
photoelectron spectrum corresponds to electrons that are directly ejected without further 
interaction with the core; they are called the “direct electrons” and they gain a maximum energy 
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of 2 UP in the laser field [102-104]. Beyond the energy of direct electrons, a plateau in the ATI 
photoelectron spectrum  similar to the one observed in HHG is present [11]. The high energy 
electrons (above 2 UP) result from the interaction of the free electrons with the parent ion 
upon ionisation [76, 105]; they are due to the elastic re-scattering process. After the re-collision, 
the elastically scattered electrons are further accelerated by the laser electric field and can thus 
gain a large amount of energy, up to 10 UP. Electrons with large kinetic energies are called high 
order ATI electrons (HATI); classically, the highest electron energy is produced by only one 
trajectory, where the electron is backscattered from the core by 180°. 
Grasbon et al. studied the behaviour of the ATI plateau with linear and circular polarisation and 
they found that the ATI plateau disappeared when the polarisation was circular. These results 
confirmed the hypothesis that the ATI plateau is due to re-scattering of electrons from the 
parent ion within one optical cycle.  
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Figure 1.18: Schematic representation of an ATI photoelectron spectrum showing direct and high-order 
ATI electron peaks. The peaks are separated by one photon energy. The electrons that are directly 
emitted are accelerated by the laser electric field to a maximum energy of 2 UP, whereas the electrons 
which are re-scattered can be accelerated up to 10 UP. 
1.6.2.1 Transition between ATI and tunnelling regime 
High energy electrons can be produced by ATI and/or tunnel ionisation. The recent 
accessibility to high laser intensities has enabled the investigation of ATI properties in the 
tunnelling regime, where the Keldysh parameter is γ«1.  
Grasbon et al. have demonstrated experimentally that in the short pulse regime the clear ATI 
peaks present in the photoelectron spectra weaken, see Figure 1.19 [106]. Wickenhauser et al. 
showed (simulations) that the number of peaks increases with the number of laser cycles 
relevant for the ionisation process [107], indicating that in the few-cycle regime and/or at the 
transition to tunnelling regime the ATI structure is lost. Nevertheless, the observation of the 
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ATI structures in the tunneling regime has been demonstrated [108, 109]. Rudenko et al. 
measured the ion and electron momentum distributions in Helium, Neon and Argon for laser 
intensities between 0.15 and 2×1015 W.cm-2 covering the transition between multi-photon and 
tunnel ionisation regime. They observed a strong ATI structure in the low-energy region of the 
electron-momentum spectra (peak separated by the photon energy) and confirmed that the 
ATI structure disappeared upon shortening the laser pulse from 25 fs to 6 fs.  
 
Figure 1.19: Photoelectron kinetic energy spectra from Argon at an intensity of 0.8×1014 W.cm-2 for 
different pulse durations. As the pulse duration is decreased the ATI peaks disappear. [106] 
 
The plateau structure in atoms [11, 12, 105, 106], has been widely studied, while only few 
experiments studying the plateau structure in molecules have been carried out [110, 111]. 
Cornaggia showed that ATI electron spectra recorded with non-aligned Nitrogen (N2), Carbon 
Dioxide (CO2), and Propyne (C3H4) molecules at a laser intensity in range of 1014 W.cm-2 
exhibit the same classical features of electrons in strong laser fields as in atoms, differences are 
found in the energy resolved angular distributions [110]. It has also been suggested that 
electrons scattered from more than one nucleus gives rise to diffraction pattern in the angular 
distribution that contain information of the molecular structure [112].   
1.6.2.2 Angular distribution of re-scattered electrons 
The structure of the molecular ion has to be taken into account when studying the re-scattering 
process in molecules. The investigation of molecular dynamics involves nuclei moving a few 
tens to a few angströms space in a few to hundreds of femtoseconds. Williamson and Zewail  
proposed to employ high density and short pulses electron beam to directly map the motion of 
atoms during molecular transformation by looking at the interference pattern [113]. The spatial 
and temporal resolutions of this electron diffraction technique using an external electron beam 
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depend on the de Broglie wavelength of the electrons and the duration of the electron pulse. 
The temporal resolution of this technique is limited by the duration of electron pulse (less than 
100 fs).  
It has been suggested that in the molecular case, the multi-centre electron re-scattering contains 
information about the molecular structure and therefore provides a technique to probe 
ultrafast molecular dynamics [114]. This process has been termed Laser-Induced Electron 
Diffraction (LIED) [79]. LIED has been proposed as an alternative method to traditional 
electron diffraction [101] as it relies on using intense and ultra-short infrared laser pulses as a 
probe. This technique can produce very high effective current density (exceeding 1010 A.cm-2 
[114, 115]) using only the electrons from the molecules (electrons returning to the parent ion). 
In this case, the time-resolution is limited by the pulse duration which is less than 10 fs. This 
implies that sub-angström spatial and sub-fs temporal resolution can be achieved. Strong field 
molecular imaging can be realised by measuring both the energy and angular distributions of 
the resolved photoelectrons which undergo re-scattering using only the electrons from the 
molecules. 
 
The information on the molecular structure can only be extracted by measuring the angularly 
resolved electron momentum distribution. The same information cannot be obtained from the 
measurement of the scattering angle alone as it depends on both the impact energy (de Broglie 
wavelength) and separation between scattering centres. This means that the de Broglie 
wavelength of the electron needs to be on the order of or smaller than the inter-nuclear 
separation R (λBroglie ≤ R) in order to observe clear electron diffraction pattern. In the case of 
N2 gas where the inter-nuclear distance is 1.08 Å, hence an electron with a kinetic energy of at 
least 150 eV is required to observe diffraction. When considering strong-field re-collisions, the 
maximum electron energy during the first return equals 3.17 UP. In a laser field at 800 nm with 
an intensity of 3.1014 W.cm-2 the ponderomotive energy of the re-colliding electrons is less than 
50 eV. The production of high energy electrons can be done by using longer wavelengths 
(Optical Parametric Amplifier [116] or Differential Frequency Gating [117]) or by employing 
ultra-short laser pulses [9]. The latter technique has been used in this thesis.  
1.6.2.3 Signature of diffraction in the angular structure 
In the last few years there have been several studies exploring the feasibility of the LIED and 
developing strategies to extract the molecular structure from photoelectron spectra recorded 
with intense laser fields [74, 75, 77, 78]. Two- and three-dimensional calculations revealing 
signatures of diffraction have been performed [118, 119]. Analytical calculations [77] and 
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numerical two-dimensional [77] and three-dimensional [74, 78] simulations clearly show 
diffractions in H2+ and propose methods to measure and analyse diffraction patterns [120].  
 
ϕemission 
ϕreturn 
k 
k’ 
re-scattered 
electrons 
 
Figure 1.20: Laser-driven recollision in a two-centre molecule. After ionisation the electron wave packet 
spread until it becomes much larger than the inter-nuclear distance. The electron wave packet is driven 
back to the core when the laser field reverses it direction. The electron can then (a) recombine with the 
molecular ion and produce HHG, the electron arrives in a two-centre molecular orbital where the 
corresponding two contributions to the emission spectra interfere; (b) re-scatter from either centre of 
the molecule so that the two outgoing electron waves interfere. [100] 
 
 
Figure 1.21: Calculated ATI spectrum for H2+ at R=2 a.u. aligned (a) parallel and (b) perpendicular to 
the laser field. Near 9.5 UP, a local minimum is observed for the perpendicular alignment case while a 
higher yield is present in the parallel alignment case. [75] 
 
Lein et al. carried out two-dimensional simulations of strong-field ionisation in H2 molecules 
that described the presence of molecular interference and diffraction [75]. This work is 
presented below and it is important to note that all the equations are treated in atomic units. 
They first showed that the high energy electrons in the ATI spectra were affected by the 
orientation of the molecule with the electric field of the laser (see Figure 1.21). They also 
compared their numerical quantum-mechanical method with a simple semi-classical model that 
was designed to describe the diffraction of electrons from a two-centre molecule in linearly 
polarised light. In both cases clear signatures of diffraction were found in the angular 
distributions as shown Figure 1.22 and Figure 1.23. In the case of scattering, the electron 
scatters from either centre and two outgoing electron wave packets interfere as in conventional 
diffraction. Figure 1.20 illustrates the principles of laser-driven electron recollision in a diatomic 
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molecule. In this case both the incoming and outgoing paths need to be taken into account. 
Using the semi-classical model and assuming that the inter-nuclear distance was smaller than 
the transverse spread of the recolliding electronic wave packet they showed that the phase 
difference due to the returning electron wave packets as they hit the two nuclei was given by, 
cosreturn Rx Rϕ θ= &         (1.32) 
where R is the inter-nuclear distance, θ is the angle between the molecular axis and the laser 
electric field and Rx&  is the impact velocity of the returning electron expressed as 
( )cos cosR Ex ωτ φ φω= ⎡ + − ⎤⎣ ⎦& 0 in which φ is the phase of the field at the time of ionisation. If 
the recolliding electron is scattered by and angle θ0 in the (x,y) plane which is the plane 
spanned by the molecule and the laser polarisation axis, the final velocity of the electron were 
therefore given by, 
( )0 0cos (cos cos ) cos( )f Ex θ ωτ φ φ ωτ φω= ⎡ + − − + ⎤⎣ ⎦&     (1.33) 
( )0 0sin cos cosf Ey θ ωτ φ φω= ⎡ + − ⎤⎣ ⎦&       (1.34) 
The phase difference due to the emission of the electronic waves at two different locations was 
thus, 
( )0 0cos cos sin sinemission Rx Rϕ θ θ θ θ= − +&      (1.35) 
The resulting total phase difference depends on both the incoming and outgoing electron paths 
and can be expressed as,  
( )total return emissionϕ α ϕ ϕ= +        (1.36) 
where α is a correction factor accounting for the difference in the impact velocity of the 
returning electron due to the attractive Coulomb tail of the molecular potential that accelerates 
the electron. The correction factor assumes that the electron kinetic energy is increased by the 
ionisation potential of the molecule. Thus, the total phase difference for two-centre re-
scattering is given by, 
0 cos cos sintotal f f
E x R y Rϕ α φ θ α θω
⎛ ⎞= − + −⎜ ⎟⎝ ⎠& &      (1.37) 
The interference pattern in the re-scattering electron spectra predicted by both model is 
illustrated Figure 1.22 where the angular distribution of ATI electrons with energy of 7 UP for 
two alignment configurations (90° and 60°) is shown. The two graphs show that the 
interference pattern depends on the alignment of the molecule with respect to the electric field 
vector. The electron spectra are also expected to vary with inter-nuclear distance, see Figure 
1.23.  
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The laser induced electron re-scattering process is coherent as the wave functions of the 
returning electron and parent molecule are related in phase. This means that the diffraction 
pattern will contain high resolution information about the dynamics of the molecule (spatial 
and temporal properties) providing an excellent technique to investigate the structure of 
complex molecules. 
 
(a) (b) 
Figure 1.22: Angular distribution of 7 UP high-order ATI electrons for H2+ molecules aligned (a) at 
θ=90° and (b) θ=60° relative to the polarisation axis. The top graphs represent the quantum mechanical 
results and the bottom graph show the results obtained with the semi-classical model. [75] 
 
 
(a) (b) 
Figure 1.23: Angular distribution of 8 UP high-order ATI electrons for H2+ molecules aligned at θ=45° 
with an inter-nuclear distance of (a) 5 a.u., (b) 10 a.u. These results are given by the quantum mechanical 
model. [75] 
1.6.2.4 Analysis and extraction of information from electron diffraction images 
As shown previously, the interference pattern depends on the alignment of the molecule with 
respect to the electric field vector. In order to extract information it has been shown that 
interference structures are more prominent when the molecules are aligned perpendicular to 
the laser polarisation [79]. In addition the observed diffraction pattern is a combination of the 
returning and emitted electron wave packet so that the returning and re-scattered velocities of 
the electron wave packet need to be taken into account. 
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Figure 1.24: Recollision-induced diffraction for a single phase of birth of a) a model atom and b) a 
model diatomic molecule. Each new colour represents the next order of magnitude. The angular 
distribution at recollision lies in a circle with a shifted origin. [77]  
 
Spanner et al. identified and described several physical mechanisms responsible for the 
distortion of the recollision induced diffraction images [77]. They also proposed a general 
method for retrieving the un-distorted diffraction images from the angle and energy resolved 
spectra. The elastic scattering occurs at well-defined phase φ=ωt and velocity v(t). If one 
considers the elastic scattering without the laser field, the electron velocity can be expressed in 
atomic units as, 
2 2 2v v vx y= +          (1.38) 
where v(t) is the velocity of the returning electron along the laser polarisation (x-axis) and vx, vy 
are the parallel and perpendicular velocities of the re-scattered electron. However, the laser 
induces changes in the electron energy after scattering because it affects the electron’s 
longitudinal velocity while the transverse velocity remains unaffected. Therefore equation 
(1.38) becomes, 
2 2 2(v - sin ) v v ( )x y
E t tωω + =        (1.39) 
where vx, vy are the velocities of the re-scattered electrons at the detector, v(t) the returning 
electron velocity along the laser polarisation (x-axis). The equation (1.39) indicates that at a 
given energy the diffraction image lies on circle of radius v(t) related to the momentum of the 
returning electron. This circle is shifted from the centre by the quantity v0sinωt corresponding 
to the momentum acquired by the electron after scattering. Equation (1.39) can also be 
expressed in terms of momentum such that, 
fin rec recp p A= +
rr r         (1.40) 
where the first term is the momentum of the backscattered electron and the second term is the 
momentum added to the electron as it propagates and returns to the core. Figure 1.24 
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represents the calculated recollision-induced diffraction in the velocity space obtained for a 
single phase of birth in an atom and in a molecule. The magnitude of the momentum p0 is 
related to the ponderomotive energy by 3.17 UP=p02/2 which is the maximum energy acquired 
by the returning electron. The electrons which are ionised from the atom/molecule with a 
phase near 17° gain a maximum kinetic energy of 3.17 UP. These electrons may be 
backscattered and the two momentum terms from equation (1.39) add up giving rise to the 
highest energy electrons at the very edge of the ATI plateau (10 UP). If the electron are 
scattered into forward direction the two momentum terms subtract from each other resulting 
in lower energy electron. The observed diffraction image is a superposition of all these images 
taken at different electron energy.  
1.6.2.5 Experimental observation of Laser-Induced Electron Diffraction 
Recently the first experimental studies of electron re-scattering process in atoms and molecules 
have been published [110, 112, 121]. The observations of the angular structure in backscattered 
electrons from various atomic targets (Argon, Krypton and Xenon) have confirmed that laser 
can produce electron beams in situ [121]. Finally, the laser induced electrons diffracted from 
their parent ions lead to quantitative information on the structure of the parent atom/molecule 
after extraction of the diffraction pattern. 
 
The first LIED experimental measurements have been recently demonstrated in aligned 
Oxygen (O2) and Nitrogen (N2) molecules [112]. A Cold Target Recoil Ion Momentum 
Spectroscopy (COLTRIMS) system was employed to measure the full three-dimensional (3D) 
momentum vectors of singly ionised electrons and ions in coincidence [122]. The electrons and 
ions created at the interaction between the laser focus and the gas jet were directed towards 
two microchannel plate (MCP) detectors followed by delay anodes that record the time of 
arrival of particles as well as their positions on the detector. The gas sample was a mixture of 
N2 and O2 so that the measurements were realised under comparable conditions for both 
species. The laser beam employed for this experiment was split in two beams temporally 
delayed: a pump beam (I≤8×1013 W.cm-2, 60 fs) that aligned the molecules and a probe beam 
(I~2.5×1014 W.cm-2, 40 fs) that (singly) ionised the molecule and allowed the study of the 
electron scattering process. The pump beam was polarised along the y-axis and the probe beam 
was polarised along the z-axis and x was the detection direction. The coincidence 
measurements have several advantages compared to the other techniques employed such as 
velocity map imaging and time-of-flight: they eliminate the contributions of inelastic scattering 
that yield to fragmentation or multiple ionisation of the molecule and allow the estimation of 
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the degree of alignment when looking at ions. The electron momentum distributions were 
recorded for molecules aligned parallel (or aligned) and perpendicular (or anti-aligned) to the 
laser polarisation (y-axis), as shown in Figure 1.25. In order to reveal the structure of the 
molecule arising from tunneling and diffraction the normalised differences for each molecule 
were calculated. The normalised difference is given by the subtraction between the anti-aligned 
projection and the aligned projection divided by their sum, 
(anti_aligned)-(aligned)Normalised difference=
(anti_aligned)+(aligned)
      (1.41) 
(a) (b) 
Figure 1.25: Schematic representation of the molecular alignment distribution for (a) aligned molecule 
and (b) anti-aligned molecules. [112] 
 
Figure 1.26 shows the normalised difference of the three-dimensional electron momentum 
distributions in O2. This image contains both direct and re-scattered electrons. The direct 
electrons have a low-lateral momentum in the projection perpendicular to the probe laser field 
(xy-axis) and spread along the z direction such that, 
2 2
x yp = p +p <0.5 a.u.⊥         (1.42) 
zp <1.5 a.u.           (1.43) 
with 1 a.u.=27.2eV 
A clear pattern in the xy projection was produced by the direct electrons and yielded 
information about the HOMO of the molecule as previously done in ref [98]. 
 
Figure 1.26: Normalised difference of the three-dimensional electron momentum distribution in O2. The 
dashed black lines show the limit between the low and high energy electrons. [112] 
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The regions where p⊥>0.5 a.u. and |pz|>1.5 a.u. are dominated by high energy re-scattered 
electron momenta. As discussed in previous section the analysis of the electron diffraction is 
complicated by the presence of the laser field such that the final momentum of the scattered 
electron is expressed as,  
fin rec recp =p +A
rr r          (1.44) 
where recp
r  is the electron momentum at the time of recollision and 0rec rec
EA = sinωt
ω
rr
is the 
vector potential of the electric field of the probe corresponding to the momentum of the re-
scattered electron. This corresponds to electron momentum sphere of radius prec centred at 
pz=±Arec. A projection of the momentum sphere in the yz plane is presented Figure 1.27. By 
slicing the momentum spheres a px=0 and py=0 one can define diffraction circles where each 
circle corresponds to a specific electron momentum, i.e. an electron diffraction image. Each 
diffraction circle is defined by the scattering angle ϕ and its radius, prec, which corresponds to 
the electron momentum or de Broglie wavelength ( e
rec
hλ =
p
) at which scattering occur. Figure 
1.28 illustrates the angular distributions along the diffraction circles and shows that the 
experimental results agree with the simulations of the re-scattered electron waves. In this graph 
the contribution from direct electron that is located in the region p⊥<0.5 a.u. and |pz|<1.5 a.u. 
or for scattering angles between 0°<ϕ<30° and 330°<ϕ<360° are not represented. It is also 
possible to see the modulations that arise from diffraction when 50°<ϕ<150° and 
210°<ϕ<310°. However the signal from the backscattered electrons (10 UP) that appear at an 
angle ϕ<180° is not clear.   
 
Figure 1.27: Normalised electron momentum distribution in the (yz) plane. The three coloured circles 
have a radius that corresponds to three different recollision momemtum of 1 a.u. (black), 1.2 a.u. (red) 
and 1.4 a.u. (blue). The width of the circles indicates the range of momenta and the angle ϕ is the 
scattering angle. The range of scattering angles between 0°<ϕ<30° and 330°<ϕ<360° corresponds to 
the direct electrons. [112] 
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Figure 1.28: Measured angular distribution of electrons along the diffraction circles with momentum of 
1 a.u. (black), 1.2 a.u. (red) and 1.4 a.u. (blue). The simulation results (solid line) are superimposed with 
the experimental results and the curves for recollision momentum of 1.2 a.u. and 1.4 a.u. are offset with 
respect to the curve for recollision momentum of 1 a.u. in units of 0.2 and 0.4, respectively. The direct 
electrons are not plotted in this graph. [112] 
 
In the experiment the electron wavelength (or de Broglie wavelength) corresponding to a 
recollision momentum of 1 a.u. was approximately λe≈6.3 a.u. which is much larger than the 
bond length of the O2 molecule (d=2.3 a.u.). This means that short electron wavelength or 
higher re-scattered electron energy would be required to observe clearer diffraction pattern.   
The COLTRIMS apparatus that consists of a coincidence double VMI apparatus is not easy to 
use. It requires the target sample to be cold (no collisions or few) and therefore is extremely 
difficult to implement because very good vacuum is necessary. In addition the extension of this 
technique to larger or heavier molecules would be challenging. 
 
In this thesis, we have tried to observe high energy electrons that were re-scattered from atoms 
and non-aligned molecules using the VMI technique. The observation of high energy re-
scattered electrons and their angular distributions necessitates the implementation of a hollow 
fibre pulse compression system at the exit of a CPA Titanium-Sapphire laser system as well as a 
method to characterise the pulses. The short pulses are used to confine the ionisation of the 
atoms/molecules on few-cycles only and to generate high energy electrons. The experiment 
also requires the design of a high vacuum chamber equipped with a pulsed gas jet to deliver the 
gas sample and a tailored VMI photoelectron spectrometer that directs the high energy 
electrons (up to 400 eV) towards a photosensitive detector. The study of LIED process 
requires aligning the molecules prior to the observation of the high energy electrons and this 
will be the next phase of this experiment.  
 CHAPTER 1.  INTRODUCTION   55 
 
1.6.3 Non-sequential re-scattering double ionisation 
Non-sequential(1) re-scattering double ionisation (NSRDI) is a process that takes place 
when an electron returns to its parent ion but does not recombine. This process has been 
observed in atoms [48, 123, 124] and molecules [114, 125]. The re-scattering mechanism was 
proposed to explain the NSRDI phenomenon and assumes that when an electron driven by the 
laser electric field returns to the core it inelastically re-scatters off the molecular ion and ionises 
another electron.  
During this interaction process, the nuclei lose two electrons in a very short period of 
time (around one optical cycle). The positions of the two nuclei do not have time to change in 
that period of time such that the Coulomb repulsive force between the nuclei is increased 
resulting in energetic Coulomb explosion. The ionic fragments resulting from that process have 
higher kinetic energies than those that are either sequentially or doubly ionised. This effect has 
been demonstrated experimentally [125] using linearly and elliptically polarised light which 
prevents NSRDI from happening by causing a transverse displacement of the electron. In this 
experiment, the kinetic energy of the non-rescattered (elliptical polarisation) and re-scattered 
ionic fragments (linear polarisation) are compared. The results are shown in Figure 1.29. 
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Figure 1.29: Density plot of the kinetic energy release versus the vector sum of the momenta |p1+p2| of 
D+ ion pair when the laser electric field is (a) linearly and (b) circularly polarised. [125] 
 
 
 
                                                   
(1) Non-sequential ionisation is given by A → A2+ 
   Sequential ionisation is expressed as A → A+ and then A+ → A2+ 
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Chapter 2  
 
Generation of intense & ultrashort 
laser pulses  
 
 
The direct observation of molecular changes is one of the most challenging objectives in 
molecular science. The physical changes in matter take place at the atomic scale (angström) in a 
few to hundreds of femtoseconds. As a result, intense few-cycle lasers are an essential tool to 
investigate atomic and molecular dynamics in strong field regime providing sub-angström and 
sub-femtosecond resolution. The mathematical representation of the electric field associated 
with the intense and ultrashort laser pulses can be used to predict the evolution and allow the 
control of these pulses as well as their effect on the systems with which they interact. 
The first part of the chapter provides a brief introduction to the theoretical representation of 
short laser pulses and their evolution as they propagate in various media. Then, the common 
techniques used for the generation of intense and few-cycle laser pulses will be outlined and 
followed by a presentation of the two laser systems employed during the project. In the final 
section of this chapter, the various techniques available to measure the pulse durations will be 
introduced.  
2.1. Ultrashort laser pulses 
The term “ultrashort” generally refers to pulses with durations between a few picoseconds   
(10-12 s) characterised by a spectral bandwidth less than 1 nm and a few femtoseconds (10-15 s) 
with a bandwidth of a few tens of nanometres. The recent advances in intense, few-cycle laser 
systems have been used to drive a source of attosecond pulses (10-18 s) through high-order 
nonlinear interactions [1-3]. 
Laser pulses can be described in either the time or frequency domain. These two domains are 
related by the Fourier transform. In the time domain, the electric field of a linearly polarised 
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light pulse can be described by the product of an oscillating electric field, called the carrier, and 
a slowly varying amplitude function, called the envelope (see Figure 2.1) such that, 
( ) ( )0 ,( , ) ( , ) ( , )i t kz i z tE z t A z t e A z t eω φ φ− += =     (2.1) 
where A(z,t) is the amplitude of the light pulse, ω is the carrier frequency of the pulse, k=2π/λ 
is the wavenumber, z is the propagation direction and φ(z,t) is the temporal phase that 
describes the variation of the carrier frequency with time. The separation between the peak of 
the envelope and the peaks of the electric field, φ0, is known as the carrier envelope phase 
(CEP) and becomes very important in the few-cycle limit.  
The description of the pulse in the temporal domain has a complementary representation in the 
spectral domain and is expressed as the product of an amplitude function, A(z,ω), and a 
spectral phase, φ(z,ω), which describes the relative phases of the frequency components of the 
pulse, 
( , )( , ) ( , ) i zE z A z e φ ωω ω=      (2.2) 
The expressions of the electric field in the time and frequency domain are connected through 
the Fourier transform such that, 
( ) ( )1, ,
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Figure 2.1: Representation of the electric field in the time domain of a transform limited laser pulse (left) 
and a chirped laser pulse (right) with the real part of their Fourier transform in the spectral domain 
(middle). The real part of the Fourier transform in the frequency domain is the same for both pulses, 
which have different pulse duration (different shape in the temporal domain); however the imaginary 
parts of their Fourier transform (not shown) are different. The electric field in the temporal domain is 
the product of a carrier oscillating at the laser frequency and an amplitude envelope. The carrier-
envelope phase, φ0, is then defined as the offset between the peak of the electric field and the peak of 
the envelope. 
 
For specific pulse profiles, the Fourier relationships set a fundamental limit on the properties 
of the pulses, called the time-bandwidth product (TBP). It provides a relationship between the 
time and frequency domain such that Δν.Δτ ≥ TBP, where Δν and Δτ are the full-width at half 
maximum (FWHM) of the spectral and temporal amplitude profiles, respectively, and TBP is a 
FT FT
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constant determined by the pulse shape (see Table 2.1). When the time-bandwidth product is 
exactly equal to the constant TBP, the temporal duration of the pulse is minimum and the laser 
pulse is said to be transform-limited. The transform limited pulse, which can be achieved for a 
given spectrum, is obtained when the spectral phase, φ(ω), is either constant or a linear 
function of frequency [4].  
 
Table 2.1: Values of the time-bandwidth product for common pulse shapes [5]. 
Pulse shape 
Intensity profile 
A(t) 
Spectral profile 
A(ω) 
TBP 
constant 
Gaussian function 
2
2
2exp t
t
⎛ ⎞−⎜ ⎟Δ⎝ ⎠
 
2
2
4ln(2)exp ωω
⎛ ⎞−⎜ ⎟Δ⎝ ⎠
 0.441 
Hyperbolic secant 
( ) 22ln 1 2
sech
t
t
⎛ ⎞+⎜ ⎟⎜ ⎟Δ⎝ ⎠
 
( ) 212sinh 1sech ωω
−⎛ ⎞⎜ ⎟⎜ ⎟Δ⎝ ⎠
 0.315 
Square 1 2
tfor t Δ<  
0 for all other t 
22.79sinc ωω
⎛ ⎞⎜ ⎟Δ⎝ ⎠  0.886 
 
The variation of the spectral phase with frequency as the pulse propagates through materials, 
also called chromatic dispersion, can cause a time-dependency on the carrier frequency that 
results in a reshaping the temporal field, as shown (Figure 2.1). If the spectral amplitude or 
phase of the laser pulse is not smooth, considerable structure in the pulse can be produced 
leading to an increase of the complexity of the interactions and measurements. Therefore, a 
rigorous control of the pulse propagation must be carried out to ensure a flat phase over the 
entire pulse bandwidth (i.e. near transform-limited pulses). 
The understanding and control of the effect of the spectral phase is very important when using 
broadband pulses, since their duration and profile is altered as the pulses propagate through 
material. The spectral phase can be expanded as a Taylor series around the central frequency 
ω0, 
( ) ( ) ( )
0
0 0
1
!
n
n
n
d
n d ω
φ ωφ ω φ ω ωω= + −∑        (2.5) 
ω0 is the central frequency and n is an integer. The first term of the Taylor expansion, φ0, called 
the carrier envelope phase, corresponds to the relative position of the carrier and envelope. 
This term is usually neglected for pulses longer than few-cycles in duration. The second 
coefficient in the Taylor expansion, 
0
d
d ω
φ
ω , is the group delay and represents the time taken by 
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the envelope to travel through the material. The first two coefficients can be ignored as they do 
not alter the temporal envelope of the pulse, while the third term affects the shape of the 
temporal envelope. The latter coefficient, 
0
2
2
d
d ω
φ
ω , which is called the group delay dispersion 
(GDD) is measured in units of fs2 and corresponds to the rate at which the pulse stretches in 
time as it propagates through materials. The variation of the pulse shape is dominated by the 
effect of the GDD; however, for large bandwidth (>250 nm) the higher order terms in 
equation (2.5) need to be taken into account and controlled.  
2.1.1. Propagation of an electro-magnetic field 
Ultrashort laser pulses are characterised by spectral amplitude and very broad spectral 
bandwidths. Both must be preserved during the propagation of the pulses through any material 
to avoid temporal stretching and reshaping. The propagation of an electromagnetic wave can 
be described by the Maxwell’s equations. In free space with no free charge, no free current and 
in a non-magnetic material, the Maxwell’s equations can be expressed as follow, 
t
∂∇× =− ∂
BE          (2.6) 
0 0 2
1
t c t
ε μ ∂ ∂∇× = =∂ ∂
E EB        (2.7) 
0∇ ⋅ =B          (2.8) 
0∇ ⋅ =E          (2.9) 
where E is the electric field vector, B is the magnetic field vector, c0 is the speed of light in 
vacuum such that, 0
0 0
1c μ ε= , where ε0 is the permittivity in free space and μ0 is the 
permeability in free space. If one considers D the electric displacement that depends on the 
properties of the electric field of the medium and H is the magnetic flux density that depends 
on the magnetic properties of the medium. The magnetic flux is expressed as, 
0μ=B H          (2.10) 
and, the electric displacement, D, is given by, 
0ε= +D E P          (2.11) 
with P the polarisation. If one applies the curl to equation (2.6), the latter can be written as, 
2
2
0 2( ) t
μ ∂∇×∇× =∇ ∇ ⋅ −∇ = − ∂
DE E E       (2.12) 
The term ∇ ⋅E can be neglected and using equation (2.11) the one-dimensional 
inhomogeneous propagation equation in vacuum is expressed as, 
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0
1 1
c t c tε
∂ ∂∇ + = −∂ ∂
E PE        (2.13) 
The evolution of the propagating electric field induces the frequency-dependent polarisation 
which can in turn modify the electric field. If the applied electric field is weak, the relation 
between the induced polarisation and the electric field is linear. The propagation of the laser 
pulse in the material is then linear and the response of the medium is given by the index of 
refraction. In the opposite case, if the electric field is strong enough the relation between the 
applied field and the polarisation becomes nonlinear, resulting in nonlinear propagation. In the 
frequency domain the induced polarisation can be expanded in terms of field strength, 
( ) ( ) ( ) ( )2 30 1 0 2 0 3 ..P E E Eω ε χ ω ε χ ω ε χ ω= + + +      (2.14) 
In the above expression, χn provides a measure for the linear or nonlinear process and is 
referred as the susceptibility. The first term on the right hand side that is linearly dependent on 
the electric field describes the dispersion and loss. The second term in the equation (2.14) gives 
rise to second harmonic generation employed in Frequency Resolved Optical Gating to 
characterise pulse durations (see section 2.4.1) and optical parametric amplification among 
other things. The second order susceptibility is only non-zero for non-centro-symmetric 
media(1) such as Beta-Barium Borate (BBO) and Potassium-Dihydrogen Phosphate (KDP). 
The third term of the equation is responsible for a range of nonlinear phenomena such as third 
harmonic generation, four wave mixing and nonlinear refraction. Higher order terms are 
responsible for other nonlinear responses; however, they can be neglected as the susceptibility 
decreases with increasing orders. In our case, the first and the third term are the dominant 
effects as higher order nonlinearities are weaker and in centro-symmetric media the second 
order is negated. 
2.1.1.1 Material dispersion 
The generation and application of few-cycle laser pulses depends strongly on the dispersion 
and its effects. To achieve the minimum pulse duration at the interaction point of the 
experiment the dispersion must be carefully controlled.  
Dispersion in any materials arises from the frequency-dependence of the refractive index of the 
medium, n0(ω), that causes each frequency component to travel at different velocity. The index 
of refraction which is directly related to the first term of equation (2.14) can also be written as, 
( ) ( )0 11n ω χ ω= +         (2.15) 
                                                   
(1) Media that lack inversion symmetry at the molecular level. 
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The frequency-dependence of the refractive index can also be modelled by the Sellmeier 
equation that relates the refractive index of the material with the wavelength,  
( ) 220 21 i
i i
Bn
C
λλ λ= + −∑         (2.16) 
where Bi and Ci are the Sellmeier coefficients, which depend on the material properties. 
The effect of dispersion can be illustrated by the laser electric field after propagation through a 
material of length L, 
( )( , ) (0, ) iE L E e φ ωω ω=         (2.17) 
E(L,ω) and E(0,ω) are the electric fields before and after propagation through a material of 
length L and φ(ω) is the frequency-dependent phase caused by dispersion in material such that 
( ) ( )k Lφ ω ω= . The frequency-dependent wavenumber, k(ω), can be expanded in a Taylor 
series around the central wavelength ω0, 
( ) ( ) ( ) ( )2 30 1 0 2 0 3 01 1 ...2 3k k k k kω ω ω ω ω ω ω= + − + − + − +    (2.18) 
where 
0
m
m
d k
m d
k ω ω ω==  
Two velocities associated with the propagation of the pulses can be defined; they are the phase 
velocity, VP, and the group velocity, Vg. The phase velocity represents the velocity at which the 
carrier frequency travels trough a dispersive medium, 
( ) ( )00P
cV
k n
ω
ω ω= =         (2.19) 
The group velocity is the velocity at which the envelope propagates, 
( )
0
0 0
1 0
1 1
g
d dnV n
k dk c d ω ω
ω ω ω ω =
⎛ ⎞= = = +⎜ ⎟⎜ ⎟⎝ ⎠
      (2.20) 
The third term in equation (2.18) is the Group Velocity Dispersion (GVD) that arises from the 
frequency-dependence of the group velocity such that, 
0
2
1 1 1
g
dGVD GDD
k d V Lω ωω =
⎛ ⎞= = =⎜ ⎟⎜ ⎟⎝ ⎠
      (2.21) 
with L the length of the medium. It describes the frequency components of the pulse travelling 
at different velocities through the medium. The GVD is equivalent to the GDD per unit length 
(in units of fs2/m) and measures the amount of dispersion as shown in equation (2.21). The 
type of dispersion in a material is determined by the sign of the GVD. When the GVD is 
negative, the medium is said to have a normal or positive dispersion. This means that the 
higher frequency components (“blue”) travel more slowly than the low frequency components 
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(“red”). The pulse is said to be “positively chirped” after propagation. On the contrary, if a pulse 
travels through an anomalously dispersive medium (GVD positive), the high frequency 
components (“blue”) travel faster than the lower ones (“red”), and the pulse becomes “negatively 
chirped” after propagation. Thus, material dispersion gives rise to temporal broadening and 
linear frequency chirp. As a consequence of dispersion, the propagation of the pulse through 
optical elements must be minimised. 
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Figure 2.2: Dispersion properties for three common materials. The value of n-1 (left) and GDD (right) 
across 1 mm of material are shown. The values of the index of refraction and GDD are given for air 
(black), fused silica (red) and BK7 (green). The values for the refractive index in air have been multiplied 
by 1000 to make the comparison easier.  
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Figure 2.3: Effect of the material dispersion on pulse duration. The evolution of pulses with various 
initial transform-limited durations is plotted as a function of propagation distance through air (left) and 
fused silica (right). 
 
Figure 2.2 illustrates the wavelength-dependence of the refractive index given by equation 
(2.16) and GDD per mm for three common materials. As shown in Figure 2.2, a material with 
high refractive index experiences high group delay. Figure 2.3 shows the evolution of 
transform-limited Gaussian pulses with initial durations of 10, 15, 20 and 50 fs as they 
propagate through air (Figure 2.3 left) and fused silica (Figure 2.3 right). The effect of 
propagation through material upon the bandwidth increases dramatically as the pulse duration 
decreases (i.e. the pulse bandwidth increases). For example, a 10 fs pulse experiences a 
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significant broadening (~25% increase) after propagation through ~0.7 mm of fused silica or 
~1.2 m of air. For longer pulses, the effect of propagation is less important. If we consider 20 
fs pulses, they are broadened by ~25% after propagation through only ~3 mm of fused silica 
or ~5 m of air; while 50 fs pulses are hardly affected by the propagation through 10 mm of 
fused silica (~0.07 % of increase) or 10 m of air (~0.03 % of increase). The effect of the 
propagation is essential when trying to accurately determine the pulse duration of sub-20 fs 
pulses at the interaction region. Since in-situ pulse duration are often practically impossible to 
measure the material path to the interaction must match the path to the measurement device to 
within hundreds of microns of glass or a few tens of centimetres of air. 
2.1.1.2 Nonlinear propagation 
In presence of strong fields, the relationship between the induced polarisation and the electric 
field becomes nonlinear, resulting in a nonlinear response of the material to the oscillating 
electric field. The nonlinear behaviour of the material thus results in an intensity-dependent 
refractive index also known as the Kerr effect. The Kerr effect gives rise to three important 
processes which affect the pulse propagation: self-phase modulation (SPM), self-focussing and 
self-steepening. 
This process is described by the third term of the equation (2.14) and is responsible for the 
nonlinear refraction effect. In this case, the polarisation can be expressed, 
( ) ( ) ( )1 3 0P I Eω χ ω χ ω ε= ⎡ + ⎤⎣ ⎦        (2.22) 
( ) ( )0 effP Eω ε χ ω=         (2.23) 
where χeff is the intensity-dependent effective susceptibility. The refractive index of the material 
becomes, 
( ) ( ) ( ) ( )1 31 1effn Iω χ ω χ ω χ ω= + = + +      (2.24) 
with the linear index of refraction ( ) ( )0 11n ω χ ω= + , leading to 
( ) ( ) ( )20 3n n Iω ω χ ω= +        (2.25) 
If we assume that the nonlinear contribution is very small compared to n0, the refractive index 
can be expanded as following, 
3
0 2
0
11
2
In n
n
χ⎛ ⎞≈ +⎜ ⎟⎝ ⎠         (2.26) 
3
0 0 2
02
In n n n I
n
χ≈ + = +         (2.27) 
where n2 is the nonlinear refractive index of the medium.  
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In case of SPM, the refractive index varies with the time, producing a time-dependent 
phase that leads to spectral broadening of the pulse. The net phase-shift for an unchirped 
Gaussian pulse travelling through a medium of length L is, 
( ) ( )( )0 20 0 22 n n I t Lnt t L t ππφ ω ωλ λ
+= − = −      (2.28) 
The instantaneous frequency that defines the rate at which the phase propagates forward in 
time is expressed as, 
( ) ( ) 20 2d t n L dIt dt dt
ϕ πω ω λ= = −        (2.29) 
Equation (2.29) leads to a diminution of the frequencies on the leading edge of the pulse and 
an increase in frequencies at the trailing edge of the pulse, resulting in a frequency chirp. SPM 
shifts some frequency components and generates new frequency components. For positive 
value of n2, which is the case for most material, the front part of the pulse is red shifted (to 
lower frequencies), while the opposite part of the pulse is blue shifted. This causes a nearly 
linear frequency chirp across the central part of the pulse, indicating that there is an 
approximately constant positive GDD in this region (second derivative of the wavenumber is 
constant). By introducing a constant negative dispersion, the pulses can be temporally 
compressed to even shorter duration because of the increase of the spectral bandwidth. This is 
the principle of the hollow-fibre pulse compression technique which will be discussed in 
Chapter 3. The variation of frequency within a Gaussian pulse is illustrated Figure 2.4.  
 
Figure 2.4: Effect of the self-phase modulation (SPM) on a Gaussian pulse. The temporal Gaussian 
intensity is shown in black and the frequency shift due to SPM is shown in red. [6] 
 
Self-focussing refers to the spatial variation of the refractive index and results in a spatial 
focussing of the beam as it propagates through a medium (i.e. lens effect). If the beam profile is 
given by I(r), then the index of refraction is n(r)=n0+n2 I(r). The central region of high 
intensity experiences a large refractive index compared to the low intensity region (edges of the 
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pulse) that transforms the medium in a positive lens. The centre of the pulse becomes more 
intense and leads to a higher refractive index and an even stronger positive lens. The self-
focussing must be controlled carefully, since it can cause irreversible damages in an optical 
system. The presence of self-focussing is dictated by the critical power, Pcr, 
2
0 24
crP n n
λα π≈          (2.30) 
where α is a constant that depends on the spatial distribution of the beam, λ is the wavelength, 
n0 is the linear refractive index and n2 in the nonlinear refractive index. If the power exceeds 
Pcr, self-focussing dominates over the divergence in material, and the beam reaches a focus 
after propagating a finite distance. 
 
The last phenomenon induced by the Kerr effect is the self-steepening. It arises from the 
intensity-dependent group velocity and refers to the steepening of one the pulse edge in the 
temporal domain. The group velocity decreases as the intensity increases causing the leading 
and trailing edge of the pulse to travel faster than the central part of the pulse. This 
phenomenon gives rise to temporal distortion and asymmetry in the pulse spectrum.  
 
The different processes induced by the Kerr effect are required to produce ultrashort 
pulses (large bandwidth). Nevertheless, dispersion due to propagation of short pulses in 
materials needs to be taken into account to produce pulses with large bandwidths (≥ 100 nm). 
2.2. Ultrasfast lasers 
Since the development of the laser in 1960 [7], the duration of the pulses produced has steadily 
decreased from few nanoseconds (10-9 s) to few femtoseconds (10-15 s). For many years these 
ultrashort pulses have been generated in the visible or infrared region of the spectrum, while 
nowadays it is possible to produce attosecond pulses in the XUV region using the high 
harmonic generation process [8]. However, this process requires ultrashort driving pulses in the 
infra-red and so the generation of such pulses remains at the forefront of ultrafast studies to 
date. 
2.2.1. Introduction to pulsed laser sources 
All lasers have a common basic structure for the cavity that comprises a gain medium, an 
energy source to pump the laser gain medium, a highly reflective mirror and a partially 
reflective mirror (see Figure 2.5).  The gain medium can be a gas, a plasma, a liquid or a solid; 
in this chapter we will focus on solid gain media. The pump is a light source external to the 
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cavity that emits in the absorption band of the gain medium to induce spontaneous emission of 
photons in the gain medium, which is the initial process of the laser emission. The photons 
emitted by spontaneous emission in the gain medium are then amplified by the numerous 
bounces in the cavity. The laser output, which corresponds to a small percentage of the light 
being partially transmitted by the output coupler, is a continuous wave (CW) of light that has 
the following properties: coherence, monochromaticity and low divergence. The different 
longitudinal modes that can oscillate in the laser cavity are separated by a frequency difference 
of δν=c0/2L, where L is the laser cavity length and c0 the speed of light. The mode spacing is 
the inverse of the cavity round-trip time Tcavity and the laser cavity is optimised to emit and 
amplify specific modes.  
Gain medium 
Pump 
Pump 
Cavity 
mirror 
Output 
coupler 
 
Figure 2.5: Schematic of a laser cavity. The gain medium is pumped by an external source. The photon 
emitted by spontaneous emission oscillates in the cavity before exit through the output coupler. 
 
There are two main methods to produce pulsed light. The first one switches the laser on and 
off and the other forces all the laser modes to oscillate together so they all exist in the cavity at 
the same time (mode-locking, see section 2.2.2). 
Gain switching, Q-switching and cavity dumping are the most common methods used for 
switching the laser action [9]. Gain switching is a temporal modulation of the pump source. Q-
switching controls the cavity efficiency (or quality); the resonator efficiency is maintained to 
low quality while the gain medium is pumped so that the population inversion builds up in the 
cavity. When the efficiency of the cavity is flipped to high all the accumulated population 
inversion is released. Cavity dumping controls the output coupler reflectivity so that photons 
are stored in the cavity when the output coupler reflectivity is high and released when the 
reflectivity is low. These three techniques allow the production of light pulses with high peak 
power (gigawatt). However, Q-switching leads to lower pulse repetition rate and lower intensity 
(or power) compared to the mode-locking technique, and thus mode-locking is the favoured 
pulse production method in many modern systems. 
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2.2.2. Mode-locking 
The invention of the mode-locking technique [10, 11] has triggered the development of 
ultrafast optics and has enabled the production of pulses with durations as short as few 
femtoseconds (10-15 s) and high intensity level. In a CW emission mode, the longitudinal modes 
oscillate independently with random relative phases resulting in a noisy and incoherent output 
with no regular temporal structure. The process of mode-locking forces simultaneously a large 
number of distinct longitudinal modes to oscillate in phase. The modes therefore interfere 
constructively at one point in the cavity, resulting in a very intense and short burst of light; 
because the frequency spacing between the adjacent longitudinal modes is equal to 1/Tcavity, a 
periodic train of short temporal duration pulses separated by the cavity round-trip time is 
generated. The pulse duration is approximately equal to the inverse of the bandwidth covered 
by the range of mode-locked modes, Δτ~Δν-1, where the bandwidth is calculated from the 
number of amplified modes, Ng, such that, 
2
g g
cavity
N c N
L T
νΔ = =         (2.31) 
where 
2cavity
cT
L
=  is he cavity round-trip time. Equation (2.31) indicates that shorter pulse 
durations and high powers are achieved when a large number of modes (larger bandwidth) are 
locked together.  
 
Mode-locking can be achieved by either active or passive means. Active mode-locking is 
induced by an external source, while passive mode-locking is caused by intra-cavity elements. 
In actively mode-locked lasers, the amplitude or phase of the radiation is modulated at a 
frequency that is synchronized with the cavity round-trip time or its harmonics, resulting in the 
amplification of the circulating pulse only. The most common modulators employed are the 
acousto-optics modulator [12] or the electro-optic modulator [13]. This method, however, has 
largely been replaced in modern solid-state lasers by passive mode-locking. This technique uses 
fast response saturable absorbers to generate the modulation and achieve shorter pulses. The 
saturable absorber can be either a real absorber made from a semiconductor or a dye, or an 
artificial absorber produced by the mode-locking technique. The saturable element has an 
absorption bandwidth that is constant at low intensity but that saturates and decreases as the 
intensity increases. Passive mode-locking was first demonstrated in a ruby laser with a saturable 
absorber made from glasses and dyes enabling the production of ~10 ns pulses [14]. The 
semiconductor saturable absorber mirror (SESAM) [15] is an alternative method for passive 
mode-locking. The mirror which is composed of a Bragg reflector and a single quantum well 
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absorber has an intensity-dependent reflectivity so that it suppresses the lower intensity modes. 
In addition, the mirror can be designed and adjusted to mode-lock different type of lasers. This 
technique provides a convenient method for the generation of picosecond and femtosecond 
pulses and has the advantage to be self-starting. 
Finally, Kerr-lens mode-locking (KLM) [11], another method for passive mode-locking, was 
introduced the same year as SESAM (1991) and allowed further reduction of the pulse 
duration. This technique, which does not require additional intra-cavity mode-locking elements, 
is based on the combination of the Kerr effect and an intra-cavity aperture. The Kerr lens 
effect causes the higher intensity modes to be more tightly focused than the lower intensity 
modes (see section 2.1.1.2). An aperture in the cavity introduces high losses to the lower 
intensity modes, thus favouring the high intensity modes. KLM is thus a self-sustaining 
process, however it is not self-starting. A temporal spike must be introduced to initiate the 
mode-locking. The initial favoured mode can be introduced in numerous ways as described by 
French et al. [16]; a common method consists of tapping one of the intra-cavity elements (a 
prism or a mirror). This mode-locking method is now widely use because of its simplicity and 
its ability to generate the shortest pulse durations as short as 5.5 fs [17]. 
2.2.3. Ti-Sapphire as gain medium 
The spectral bandwidth (Δλ) of the laser pulse is directly related to the minimum pulse 
duration (Δτ) by the time-bandwidth product relationship. Therefore, only active gain medium 
with large spectral emission bandwidth can support the generation of few-cycle laser pulses. 
The use of Titanium-doped Sapphire (Ti:Al2O3) as a gain medium has been an important step 
towards the development of ultrafast optics.  
Titanium-doped Sapphire (Ti-Sapphire) was found to have a large gain bandwidth (600 – 1100 
nm with a peak around 800 nm) and thus a large tuning range that can support ultrashort 
pulses. It also has a broad absorption bandwidth centered around 500 nm where a wide range 
of pump lasers is available (e.g. Argon ion laser, 515 nm or Neodymium doped lasers, 527 nm 
and 532 nm). Figure 2.6 illustrates the absorption and emission spectra of the Ti-Sapphire 
crystal. The main disadvantage of Ti-Sapphire is that it has a very short upper state lifetime (3.2 
μs) and a very high saturation power so that an intense pump beam is required. It has a good 
thermal conductivity and a high damage threshold that makes it ideal for high repetition rate 
operation and efficient gain extraction, respectively.  
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Figure 2.6: Absorption and emission spectra of the Ti-Sapphire gain medium. [18] 
2.2.4. Chirped Pulse Amplification 
Intense and few-cycle laser pulses are essential to investigate fast evolving atomic and 
molecular dynamics. KLM Ti-Sapphire oscillator produces train of pulses of few tens of 
femtoseconds with nano joule energy levels [19]. These pulse durations are on the time scale of 
a wide range of atomic and molecular processes; however, the intensity is too low for strong 
field interaction to happen. Direct amplification of femtosecond pulses can result in high 
intensity levels resulting in nonlinear effects that cause the degradation of both the spatial and 
temporal profile of the pulses. Chirped Pulse Amplification (CPA), developed by Mourou et al. 
and illustrated Figure 2.7, has therefore been employed to produce high intensity pulses with 
short temporal duration on table-top systems [20]. The energy of the ultrashort laser pulses is 
increased while keeping the fluence levels in the amplification process below the optical 
damage threshold of most materials. Temporal stretching of the pulse before amplification is 
the basic principle of the CPA technique. It is achieved by introducing a reversible stretch 
before the amplification process. The pulses from the oscillator are stretched to picosecond 
durations by introducing a chirp. The chirped pulses are then amplified in one or more 
amplification stages and recompressed to durations close to the original pulse duration, see 
Figure 2.7. Conventional CPA Ti-Sapphire laser systems are able to generate pulses with 
duration down to 20 fs and pulses as short as 15 fs have been demonstrated [19]. In addition, 
table top Ti-Sapphire based CPA laser systems with 1 kHz repetition rate and terawatt peak 
power have been reported [21]. CPA laser systems are also now capable of producing a peak 
power of around a petawatt (1015 W) [22]. In the course of the next decade, the Extreme Light 
Infrastructure (ELI) plans to operate an exawatt-class laser (1018 W) delivering extremely bright 
pulses at high repetition rate (at least 1 shot per minute), 100 times more powerful than the 
state-of-the-art, thanks to pulse duration as short as attoseconds (10-18s). This will be the most 
powerful laser ever built [23]. 
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Figure 2.7: Schematic of the CPA laser system. A low energy short pulse is temporally stretched (or 
“positively chirped") before being amplified and recompressed to near the original duration. [6]  
2.2.5. Generation of sub-20 fs pulses 
The intensity levels available from table top CPA systems correspond to the lower limit of 
interest for strong field effects (1013 W.cm-2); therefore, the exploration of a wider range of 
strong-field effects requires the use of another external amplification scheme. This is the case 
for the work described in this thesis and thus techniques for generation of sub-20 fs pulses are 
reviewed here. Higher intensity levels can be achieved by reducing the pulse durations which 
has the advantage of improving the temporal resolution of the experiment or increasing the 
energy levels. Further amplification of ultrashort laser pulses in CPA laser systems is not 
possible because of gain narrowing during the amplification stage that causes the centre region 
of the optical spectrum to experience a higher gain than the spectral wings. 
 
The Optical Parametric Chirped Pulse Amplification (OPCPA) technique offers the potential 
to produce few-cycle, multi-millijoule energy pulses by amplification of ultrashort pulses using 
the CPA technique with a nonlinear crystal as a gain medium [24]. It combines the large gain 
bandwidth offered by Optical Parametric Amplifier (OPA) [25] with the CPA technique. 
Recently, pulses with energy of 10 mJ and durations of 10 fs at a repetition rate of 30 Hz have 
been demonstrated using the OPCPA technique [26, 27]. 
 
Few-cycle pulses can also be generated by extra-cavity compression techniques that rely on the 
spectral broadening of the pulses from a CPA laser system and their subsequent compression 
in a dispersive delay line. Spectral broadening of a laser pulse can be achieved by the nonlinear 
process of SPM during transmission through bulk materials [28], single mode fibres [29] or gas 
filled hollow fibres [30, 31]. Hollow Fibre Pulse Compression (HFPC) technique, described in 
ref. [31], relies on spectral broadening by SPM in a hollow cylindrical fused silica fibre filled 
with a noble gas under pressure and subsequent dispersion compensation by prisms [32, 33], 
diffraction gratings [32], a spatial light modulator or chirped mirrors [34]. Nisoli et al. were the 
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first to develop this technique, producing pulses of 240 μJ with durations of 10 fs from pulses 
of 140 fs duration and 0.66 mJ energy using a prism compressor [31]. Higher energy levels with 
shorter pulse durations can be achieved using chirped mirrors compression as they circumvent 
the nonlinear effect occurring in the prisms. Chirped mirrors are composed of a superposition 
of dielectric materials of high- and low-refractive index with modulated period. The different 
wavelengths from the broadened spectrum are reflected at different depths in the mirror, when 
the thickness of the layer matches the wavelength. This provides various path lengths for 
different wavelengths and compensates for the different phases produced in the hollow fibre. 
These mirrors are designed to compensate for a relatively small amount (tens of fs2) of spectral 
phase so that moderate phase compensation is achieved with a few bounces. If necessary, they 
can be combined with diffraction gratings or prisms when a large degree of phase 
compensation is required. The introduction of chirped mirrors has enabled the generation of 5 
fs pulses with energy of 500 μJ from a 1.5 mJ, 20 fs input pulse [35].  
The implementation of differentially pumped fibre in which the entrance of the fibre is 
evacuated and the end of the fibre is filled with gas under pressure provides higher energy 
levels and will be explained in detail in Chapter 3 [36]. The pressure difference avoids the 
problems of self-focussing and ionisation that both degrade the spatial and spectral qualities of 
the beam. Pulses of 10 fs with energy up to 5 mJ have been demonstrated using the 
differentially pumped method followed by chirped mirror compression [37, 38].  
Filamentation or self-guiding [39-41] of short pulses in a gas cell is an alternative technique to 
achieve intense and ultrashort pulses [41]. The self-guiding plasma filament is produced in a gas 
cell and undergoes spectral broadening through SPM. Pulses of 5.7 fs with energy of 0.38 mJ 
and very good beam quality have been obtained after filamentation and followed by chirped 
mirrors compression [41]. In addition, self-compression in a pressure gradient gas cell has been 
proposed [42] and demonstrated [43], leading to pulses with durations of 5.1 fs. The self-
compression requires a careful tuning of the nonlinear dynamics in the gas cell, resulting in 
multi-filamentation if the input power is too high. The pulse compression using single 
filaments in rare gases is definitely a promising addition to the previously existing few-cycle 
pulse generation methods.  
Nevertheless, the particular type of application determines which pulse generation technique is 
the best choice to deliver the required performance.  
2.3. Ti-Sapphire CPA laser systems  
The experiments described in the next chapters have been carried out using two CPA laser 
systems based at Imperial College London. The Blackett laboratory Ti-Sapphire CPA laser 
 CHAPTER 2. GENERATION OF INTENSE & ULTRASHORT PULSES 81 
 
system was used for the preliminary experiments, such as the installation of the HFPC or ion 
time-of-flight measurements (see Chapter 3 and 5). However, it was not reliable enough to 
carry out the electron diffraction experiments due to the shot-to-shot energy and pulse 
duration stability being very poor such that it was impossible to have consistent results. 
Consequently, a commercial Ti-Sapphire CPA laser system with a repetition rate of 1 kHz was 
employed to carry out the final experiments on molecular alignment and electron diffraction, as 
it has a higher repetition rate (1 kHz) and greater energy stability. Both systems are described in 
detail in this section. 
 
The performance of both lasers was monitored in two ways: (1) A fibre spectrometer 
(USB2000, Ocean Optics) was used to observe the centre frequency and shape of the spectral 
intensity profile of the pulses, (2) a single-shot second harmonic generation (SHG) FROG was 
used to measure the duration of the pulses after the compressor. The single-shot SHG FROG 
apparatus is discussed in more detail in the section 2.4.2. 
2.3.1. Blackett Laboratory CPA Ti-Sapphire laser  
The Blackett Laboratory laser system is an upgraded version of a previous home built CPA 
laser system operating at 10 Hz [44]. This laser system produces pulses centred at 800 nm with 
minimum durations of 78±4 fs (full width at half maximum, FWHM) and energy up to 20 mJ 
per pulse (Figure 2.8).   
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10 Hz 
70 fs, 25 mJ 
10 Hz 
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Experiment 
NY82
300 mJ, 10 Hz, 532 nm 
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BMI 
200 mJ, 10 Hz, 532 nm 
 
Figure 2.8: Block diagram of the Blackett Laboratory home-build CPA laser system operating at 10 Hz. 
 
2.3.1.1 Oscillator 
The first part of the laser system is a commercial oscillator from Kapteyn Murmane 
laboratories (KML) with a Ti-Sapphire crystal as gain medium. The pump laser is a frequency 
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doubled Nd:YVO4 (Neodymium-doped Yttrium-Orthovanadate, Millenia, Spectra Physics) 
with a CW power of 4.5 W and a central wavelength of 532 nm. The oscillator cavity is 
composed of two inner mirrors followed by a lens that focuses the pump beam onto the gain 
medium, and two outer mirrors that form the laser resonator. The Brewster-cut Ti-Sapphire 
crystal is highly doped (0.25 % of Titanium) and thin (4.75 mm) to provide high gain and low 
material dispersion. The material dispersion is also controlled by a pair of fused-silica prisms 
located inside the cavity. The bandwidth and the centre wavelength of the oscillator pulses are 
adjusted by a pair of slits situated between the prisms, where the spectrum is spatially 
dispersed. Figure 2.9 is an illustration of the laser oscillator. The oscillator produces a train of 
~40 fs pulses at a repetition rate of 89.4 MHz with a bandwidth of 30 nm centred at 801.5 nm. 
The average mode-locked power is ~350 mW (Coherent 210) which corresponds to energy of 
~4 nJ per pulse. 
A wedge placed at the output of the oscillator reflects a small part of the beam onto a fast 
photodiode (Thorlabs, UK) that provides a synchronised trigger signal to a home-made 
electronic driver circuit box. The circuit box reduces the repetition rate to 10 Hz and provides 
a trigger signal for all the rest of the laser system and the experiments via three digital delay 
generators (Stanford Research Systems). 
Millenia 
4.5 W 
532 nm 
L 
B 
P1 
P2 
Slits 
Rear cavity 
mirror OC 
12 % 
Ti:Sapphire crystal 
CM1 
CM2 
 
Figure 2.9: Schematic of the oscillator from the Blackett laboratory laser system. The Ti-Sapphire crystal 
is pumped by a frequency doubled Nd:YVO4 with a CW power of 4.5 W. L: lens for the pump laser, B: 
beam block for the excess pump beam, CM1,2: sub-cavity mirrors and P1,2: prisms, OC output coupler. 
[44] 
2.3.1.2 Stretcher 
The pulses from the oscillator are sent into a folded pulse stretcher where they are temporally 
stretched to durations of 300 ps. In the stretcher, the high frequency components travel a 
longer distance than the low frequency part of the spectrum resulting in a linear chirp. The 
folded stretcher, also called Öffner stretcher, is designed to use less space and is made of only 
one diffraction grating, a double pass mirror, a concave and convex mirrors and a flat mirror, 
see Figure 2.10 [45]. The 1200 lines/mm diffraction grating disperses the incoming beam 
spatially and spectrally. Finally, the double pass mirror sends the frequency components back 
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so that the beam reflects off the grating four times as for a conventional double pass two 
gratings stretcher. The output beam is slightly displaced with respect to the incoming beam to 
avoid retro-reflection into the oscillator.  
 
Figure 2.10: Illustration of the single grating stretcher. The beam path in the stretcher is represented in 
red. [44] 
2.3.1.3 Amplifiers 
The 89.4 MHz repetition rate of the pulse train emerging from the stretcher is reduced to 10 
Hz by means of an input slicer device before being amplified. The input slicer is an electro-
optic switch that consists of a Pockels cell and a cube polariser. The incoming pulses reflect off 
the polariser and double-pass the pockels cell (PC1). The Pockels cell is made of birefringent 
material so that its polarisation changes as a function of applied voltage. When a high voltage is 
applied across the Pockels cell, it rotates the polarisation of the beam by 90°, acting as a 
voltage-controlled polariser. The Pockels cell is triggered at 10 Hz by a synchronised signal 
from one of the digital delay generators (Stanford Research Systems), allowing a 10Hz pulse 
train to enter the first amplification stage. On the first path through the Pockels cell, the latter 
is switched off, and after a reflection off the mirror (M2), the Pockels cell is switched on 
rotating the polarisation of a 10 Hz train of pulses such that the pulses travel through the cube 
polariser and enter the amplifier. The other pulses are rejected off the polariser (when no 
voltage is applied across the Pockels cell) and travel back on a path at a small angle from the 
incoming pulses so that they do not travel back into the stretcher. 
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Figure 2.11: Schematic of the regenerative amplifier and input slicer. The path in the input slicer 
(polariser and PC1) is represented in blue and the path in the regenerative amplifier is represented in red. 
The association of the half-wave plate (λ/2) and the plate polariser P2 is used to control the energy of 
the pump beam. CM1 and CM2 constitute the resonator; P1: plate polariser from where the pulses enter 
and exit the cavity. The seed pulses enter the regenerative amplifier by reflecting off the lower side of 
the plate polariser (P1); they exit the amplifier by reflecting off the upper side of P1 when the output 
Pockels cell (PC2) is fired. [44] 
 
Figure 2.11 is a representation of the input slicer and the regenerative amplifier. The 
regenerative amplifier is the main amplification stage of the CPA system, providing a gain of 
106. It is a laser cavity but instead of lasing due to noise it is seeded externally by the weak pulse 
from the stretcher, this is known as injection seeding.  The gain medium is a 20 mm long 
Brewster-cut Ti-Sapphire crystal (10% of Titanium) that is pumped by a 80 mJ, 10 Hz 
frequency-doubled Nd:YAG laser (Neodymium-doped Yttrium Aluminium Garnet, 
Continuum) with a centre wavelength of 532 nm. The seed pulse from the stretcher is 
introduced by a reflection off the thin film polariser (P1). It passes through the gain medium 36 
times before another Pockels cell is fired so that the amplified pulse is ejected off the cavity by 
reflecting off the others side of P1. The amplified pulses emerging from the regenerative 
amplifier have energy up to 5 mJ. After exiting the amplifier, the pulse train travels through a 
variable attenuator made of a half wave plate and a cube polariser that control the energy of the 
pulses entering the second amplifier. 
 
Ti-Sapphire crystal 
Q-Ray BMI 
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M2 
M3 
M4 
M7 
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M5 
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Figure 2.12: Schematic of the multi-pass amplifier. The Ti-Sapphire crystal is pumped from each side by 
the two frequency doubled Nd:YAG lasers operating at 10 Hz. The infrared pulses overlap with the 
pump beams and are amplified to energy up to 50 mJ. [44] 
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The second amplification stage consists of a multi-pass amplifier or Bow-Tie amplifier (Figure 
2.12) in which the laser beam path follows the shape of a Bow-Tie. The 15 mm thick Ti-
Sapphire crystal (10% of Titanium) is pumped from both sides by two Q-switched frequency 
doubled Nd:YAG lasers centred at 532 nm and operating at 10 Hz. A Powerlite (Continuum) 
with 300 mJ energy pumps one side of the crystal and a BM Industries 503 (Thales) pumps the 
other side of the crystal with 200 mJ. The IR pulses propagate through the gain medium at a 
slightly offset angle so that the successive passes are spatially separated while maintaining a 
good overlap with the pump volume. The pulses pass through the crystal 4 times and are 
amplified to energy up to 50 mJ.  
2.3.1.4 Compressor 
The amplified chirped pulses are then directed into the compressor that removes the linear 
chirp and re-compresses them to durations close to that of the oscillator. The compressor is 
made of a pair of 1200 lines/mm diffraction gratings (separated by the same effective distance 
as that of the stretcher) and a retro-reflector, see Figure 2.13. The double pass grating 
compressor eliminates the chirp and produces spatially and spectrally uniform pulses.  Before 
entering the compressor the beam size is increased by means of a lens telescope to reduce the 
intensity of the pulse and prevent damage to the gratings. The grating reflectivity is ~90% and 
leads to a total transmission efficiency of 50%, producing pulses with a maximum energy of 
~25 mJ (Ophir nova II). 
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Figure 2.13: Schematic of the compressor. M1-5: infrared mirrors, M6,7: drop-in infrared mirrors, L1,2: 
telescope for the amplified and chirped beam, G1,2: diffraction gratings, RR: retro-reflector. The single-
shot autocorrelation apparatus allows straightforward measurements of the pulse duration.  
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The minimum pulse duration after compression was 78±4 fs, measured either with a single-
shot SHG autocorrelator on the compressor table. The main reason the pulse duration could 
not be compressed back to its original duration was due to gain narrowing occurring in the 
amplification stages. The focal spot size was measured by means of a WinCam (Laser200 
GmbH) on the experimental table using a 100 cm focal length lens. The focal spot was slightly 
astigmatic with a 1/e2 radius of ω0 of ~79 μm, which is 1.1 times the diffraction limit. 
2.3.2. Coherent Legend-HE laser system 
The commercial CPA laser system from Coherent used for the final measurements operates at 
1 kHz and produces pulses with energy of 2.5 mJ per pulse and durations of ~44 fs, measured 
with a single-shot SHG-FROG. The system is very similar to the Blackett CPA laser and 
consists of a Nd:YVO4 laser pumped Ti-Sapphire oscillator, a single-grating stretcher, a 
Nd:YLF pumped Ti-Sapphire regenerative amplifier and a single-grating compressor. A block 
diagram of the laser system is shown Figure 2.14. This laser has higher energy and pulse 
duration stability as well as a higher repetition rate, which are very important for the electron 
diffraction experiment.  
 
200 ps, 4 mJ 
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Figure 2.14: Block diagram of the Coherent CPA laser system operating at 1 kHz. 
 
2.3.2.1 Oscillator 
The oscillator is a MICRA-5 (Coherent) with a Ti-Sapphire crystal as gain medium operating at 
76 MHz. A cw solid-state, frequency doubled Nd:YVO4 laser (Neodymium-doped Yttrium-
Orthovanadate, VERDI V5) is employed to optically pump the oscillator; it provides 5 W of 
power to the oscillator at 532 nm. The pump beam from the Verdi V5 enters the oscillator 
cavity and is focussed onto the gain medium. A piezo-driven mirror is employed to direct the 
pump beam onto the gain medium and maintain optimum pump beam alignment into the 
oscillator. This closed-loop feedback control minimises fluctuations of the MICRA bandwidth 
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and output power. A pair of fused silica prisms is used to compensate for dispersion arising 
from the cavity and a slit is employed to adjust the bandwidth and centre wavelength of the 
oscillator pulses. The pulses exiting the oscillator have a bandwith of ~100 nm centred at 800 
nm which corresponds to durations of 20 fs (once optimised), with an average power of ~400 
mW (corresponding to 5 nJ of energy per pulse).  
A wedge located at the output of the oscillator reflects a small part of the beam onto a fast and 
slow photodiode assembly. The slow photodiode monitors the output energy and the fast 
photodiode provides the trigger signal to a synchronisation and delay generator that reduces 
the repetition rate to 1 kHz and generates a trigger signal for the Pockels cells and the 
experiments. 
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Figure 2.15: Schematic of the oscillator. PM: pump beam mirror, L: lens for focussing the pump beam, 
Ti-Sapphire crystal, MC1,2: cavity mirrors, M1-5: infrared plane mirrors, P1,2: prisms, OC: output coupler , 
BS: beam-splitter, PD: photodiodes. 
2.3.2.2 Stretcher 
The pulses emerging from the oscillator pass a Faraday rotator that prevents them from 
travelling back in the oscillator and enter the folded stretcher between a vertical retro-reflector. 
The different frequency components of the spectrum travel different path lengths in the 
stretcher, resulting in a linear chirp. The stretcher, presented in Figure 2.16, is made of a single 
1800 lines/mm grating, two retro-reflecting mirrors, a curved mirror and a plane mirror (M4). 
The curved mirror changes the height of the beam so that the beam can be extracted easily 
with a pick off mirror. The input beam is spatially dispersed by the grating towards the curved 
mirror and is then focussed onto the plane mirror (M4). The beam is then sent back to the 
grating where it is further dispersed. It reflects off the grating four times as for a conventional 
double pass two gratings stretcher. At the stretcher exit, the chirped pulse is approximately 200 
ps duration.  
In addition, a bandwidth detector consisting of two photodiodes detecting independently each 
side of the spectrum is designed to protect the amplifier from improperly conditioned seed 
pulses. 
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Figure 2.16: Schematic of the folded stretcher from the commercial CPA laser system. The pulses are 
stretched to durations of 200 ps. M1-6: infrared mirrors, FR: Faraday rotator, G: grating, CM: focussing 
infrared mirror, RR: retro-reflector, PM: periscope that changes the polarisation of the beam from p-
polarisation to s-polarisation. 
 
2.3.2.3 Regenerative amplifier 
The train of pulses from the stretcher proceeds into a regenerative amplifier operating at 1 kHz 
by reflection off the Brewster-cut gain medium (Ti-Sapphire), as shown Figure 2.17. The 25.4 
mm thick Ti-Sapphire crystal is enclosed in a protective dry housing where dry air circulates 
and cools the crystal, allowing a high repetition rate. The dry air avoids the presence of dust 
near the crystal and circumvents the humidity away from the surface of the medium as it could 
freeze when the crystal is cooled. The gain medium is optically pumped by a Q-switched, 
frequency doubled Nd:YLF laser (Neodymium-doped Yttrium Lithium Fluoride, Evolution-30 
Coherent) operating at 1 kHz. The pump laser generates pulses of duration 120 ns centred at 
527 nm with energy of 20 mJ per pulse. The s-polarised seed pulse enters the cavity via an 
input slicer. The input slicer is composed of a Pockels cell (PC1) and a quarter wave plate, as 
shown Figure 2.18. The Pockels cell (PC1) is equivalent to a quarter waveplate when it is not 
fired and a piece of glass when a high voltage is applied across it. The pulse injected in the 
cavity oscillates in the regenerative amplifier until it reaches the maximum possible energy. 
Once the maximum energy is achieved (after 10-15 round-trips) it is extracted from the 
amplifier and sent to the compressor by means of the second Pockels cell (PC2) and the plate 
polariser that reflects the s-polarised pulse. The output Pockels cell (PC2) acts as a quarter 
waveplate when a high voltage is applied across it and a piece of glass when it is not fired, see 
Figure 2.19.  
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Figure 2.17: Diagram of the regenerative amplifier. The Ti-Sapphire crystal is pumped from both side by 
a frequency doubled Nd:YLF laser with a pulse duration of 120 ns and a power of 20 W. L1,2: telescope 
for the pump beam, L3,4: lens for focussing the pump beam, M1,2: mirrors for the pump beam, M3-6: 
infrared plane mirror, CM1,2: infrared focussing mirror, PC1,2: Pockels cell, λ/4: quarter wave plate, P: 
plate polariser, L5,6: telescope for the infrared beam, PM: reflecting periscope that changes the 
polarisation from s-polarisation to p-polarisation.  
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Figure 2.18: Schematic diagram representing the input slicer. When the Pockels cell (PC1) is switched off 
it changes the polarisation of the seed from s-polarisation to p-polarisation allowing the seed pulses to 
enter the amplifier and when the Pockels cell (PC1) is switched on the polarisation of the seed pulses is 
not changed and they are reflected off the Brewster-cut crystal back on a path at a small angle with 
respect to the incoming beam. The different polarisations of the beam are s-polarisation (red), p-
polarisation (blue) and circular polarisation (green). 
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Figure 2.19: Schematic diagram representing the set-up employed to switch the pulses out of the 
regenerative amplifier. When the Pockels cell (PC2) is switched off the pulses remain in the amplifier 
(left) and when the Pockels cell (PC2) is switched on it rotates the polarisation of the pulses from p-
polarisation to s-polarisation and switching them out of the amplifier (right). The different polarisations 
of the beam are s-polarisation (red), p-polarsiation (blue) and circular polarisation (green). 
2.3.2.4 Compressor 
Finally the amplified chirped pulses are recompressed in the single-grating compressor that 
compensates for the GVD introduced in the stretcher. The compressor, illustrated Figure 2.20, 
is made of only one grating (1800 lines/mm) for space reduction, a retro-reflector and a right 
angle mirror. The pulses emerging from the Legend USB have duration of ~44 fs with energy 
of 2.5 mJ per pulse centred at 800 nm. The pulse duration is determined with a home-build 
SHG FROG. A lens of focal length f=1 m was used to determine the size of the focal spot. 
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The spot is slightly astigmatic with a 1/e2 radius of ω0 of ~70 μm corresponding to 1.2 times 
the diffraction limit, which is within the manufacturer specifications. 
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Figure 2.20: Schematic of the single grating laser compressor. The pulse has a duration of 42.3±0.1 fs 
and an energy of 2.5 mJ per pulse. The beam exiting the CPA laser system can be sent to three different 
experiments or into a pulse characterisation device (a home-built single-shot SHG FROG). 
2.4. Pulse measurement 
The remarkable progress in laser science has enabled the development and generation of 
pulses of duration <10fs. As a result, the ability to measure and characterise such pulses has 
become essential. The challenge posed by the accurate measurement of short pulses is due to 
the lack of suitable measurements against which the pulse can be compared to.  
Autocorrelation is the classical method of obtaining pulse durations [46, 47]. Although, the 
autocorrelation is a valuable instrument it requires guessing the temporal profile of the pulse 
and assuming that the spectral phase is flat (i.e. transformed limited) to obtain information 
about the pulse. The complete profile of the pulse cannot be reconstructed as little information 
about the time dependency of the intensity or phase of the pulse is available. This technique is 
thus only suitable for pulses with durations of ~50 fs. 
Frequency-Resolved Optical Gating (FROG) is an extension of the autocorrelation technique 
that enables the complete reconstruction of the intensity and phase of the pulse [48-50]. In the 
FROG apparatus, the autocorrelation signal is spectrally resolved so that a map of time versus 
frequency is created, called the FROG trace. The trace is then used to completely reconstruct 
the electric field profile by means of iterative algorithms. Numerous forms of FROG making 
use of various nonlinearities are available in both collinear multi-shots or non-collinear single 
shot geometries. 
Spectral Phase Interferometry for Direct Electric Field Reconstruction (SPIDER) is another 
established pulse characterisation technique [51]. It is based on the implementation of spectral 
shearing interferometry [51, 52]. This method enables the reconstruction of the temporal 
profile of the pulse directly from the data providing shot-to-shot information about the pulse. 
All three techniques are discussed in the following sections. 
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2.4.1. Autocorrelation 
Intensity autocorrelation is the simplest device for measuring ultrashort pulse durations. The 
laser pulse is divided in two identical pulses by a beam-splitter; the two replicas are recombined 
both spatially and temporally in a second harmonic crystal (such as BBO or KDP). A second 
harmonic signal resulting from the interaction of the two input pulses is created along the 
bisector of the two replicas. This process converts the temporal information of the input pulse 
into a spatial signal. Figure 2.21 illustrates two different geometries of overlap and shows that 
short pulses produce a narrower spatial signal than long pulses. Calibration of the system is 
employed to determine the width of the pulse by recording two images of the signal at two 
different known delays. Then, a conversion from space to time coordinates is performed 
according to the following equation, 
⎟⎠
⎞⎜⎝
⎛=
2
sin2 θ
τcx          (2.32) 
where τ is the delay, c is the speed of light, θ is the angle of incidence between the two input 
pulses and x is the spatial coordinate, which is linear with the delay. 
 
Figure 2.21: Overlapping geometries for the autocorrelation device. (a) Short pulses have narrow second 
harmonic signals; (b) Longer pulses have larger second harmonic signals. The propagation direction of 
the two incoming pulses is represented by the two black arrows. 
 
The shape of the intensity autocorrelation signal depends only on the intensity of the two 
pulses and is given by,  
( ) dttItItI AC )(.)( τ−= ∫∞
∞−
       (2.33) 
From equation (2.33) no quantitative phase information can be revealed in the measurement. 
The autocorrelation introduces uncertainties since to retrieve the pulse duration the phase of 
the pulse must be assumed to be flat. Therefore, this technique is not reliable to characterise 
short pulses, since a complete reconstruction of the intensity and phase profiles of the pulse is 
impossible.  
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Interferometric autocorrelation is a slightly different method where the two input pulses 
recombine collinearly in the nonlinear crystal. This technique provides some information about 
the pulse shape [46]. In this case, the second harmonic signal is also recorded as a function of 
the delay between the two pulses and is expressed as, 
 ( ) ( ) 22( ) ( )ACI t E t E t dtτ
∞
−∞
= + −∫       (2.34) 
Although, the interferometric autocorrelation provides some information about the phase of 
the pulse, it leads to ambiguities in pulse duration measurements as very different pulses yield 
very similar autocorrelation signal. 
2.4.2. FROG properties & techniques 
Frequency-Resolved Optical Gating (FROG) technique was developed by Trebino et al. in 
1993. It is a valuable measurement device that retrieves both the intensity and phase of an 
optical pulse without ambiguity by combining simultaneous measurements in time and 
frequency domains.  
FROG performs autocorrelation-like measurements that are then spectrally resolved. A 
two-dimensional map of the intensity with spatial coordinates representing time in one axis and 
frequency in the other, also called FROG trace, is generated. A chirped pulse then looks very 
different from a transform-limited pulse.  
There are different configurations of FROG [53] based on different nonlinear 
processes including self-diffraction (SD FROG) [50], polarisation gating (PG FROG), third 
harmonic generation (THG FROG) [54], transient gating (TG FROG) and second harmonic 
generation (SHG) [55]. The spectrograms or FROG signals have different mathematical form 
depending on the FROG geometry [53]. The general form of the FROG signal is given by, 
  ( ) ( ) ( )
2
, dtetgtEI tisignal
ωττω −
∞
∞−
−= ∫       (2.35) 
where E(t) is the electric field of the pulse, g(t-τ) is the intensity-dependent gate that varies 
with the nonlinear process (hence each FROG version) and τ is the delay between the two 
pulses. The gate for the SHG FROG is )()( ττ −=− tEtg , while for the PG FROG 
2)()( ττ −=− tEtg . All the possible arrangements, except from SHG FROG, rely on the 
third order nonlinearities, hence generate lower signal than the SHG FROG. As it only 
involves the second harmonic generation process it is the most sensitive FROG, and therefore 
is the most appropriate technique for the characterisation of low-energy and ultrashort pulses 
[56]. The SHG FROG is the simplest FROG to implement and will be the focus here. An 
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example of a single-shot SHG FROG trace taken at the output of the hollow fibre pulse 
compression (HFPC) system described in Chapter 3 is given in Figure 2.22. Nevertheless, the 
SHG FROG has a major drawback that is the ambiguity in the direction of time [55]. This 
ambiguity is only present when the pulses are not transform-limited. The pulse E(t) and its 
time-reversed replica E(-t), both yield the same FROG trace. Thus, when the FROG trace is 
measured and the phase-retrieval algorithm run, it is impossible to say if the retrieved pulse 
comes from the pulse E(t) or its time-reversed E(-t). The ambiguity can be removed easily by 
performing measurements of the pulse after introducing a known amount of GDD. In that 
case only one of the two pulses is consistent with both measurements. The most common 
method to distort the pulse is to place a piece of glass before the beam splitter. The glass 
introduces positive linear chirp to the pulse.  
The FROG method requires the use of iterative algorithms to invert the FROG signal and 
retrieve both the intensity and phase profile of the pulse. The algorithm reconstructs the 
original pulse by minimising the error between the experimental trace and the reconstructed 
trace [57]. This method has the advantage to recover the complete field of the pulse without 
guessing the pulse shape [48, 58].  
 
Figure 2.22: A typical FROG trace of a compressed pulse from the hollow fibre pulse compression set-
up and measured with the FROG described in Chapter 3. The measured (top left) and reconstructed 
(top right) FROG traces are shown with the reconstructed temporal profile (bottom left) and spectral 
profile (bottom right). 
 
The inversion algorithm reconstructs the temporal and spectral profiles of the input pulse via 
an iterative two-dimensional phase retrieval algorithm. Currently, several versions of the 
retrieval algorithms [49, 57, 59, 60] are used. The FROG retrieval algorithm must satisfy two 
constraints. First, the measured FROG trace must be the squared magnitude of the 1-
dimension Fourier transform of ESignal(t,τ) with respect to time, 
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( ) ( )
2
, , i tFROG SignalI E t e dt
ωω τ τ
∞
−
−∞
= ∫       (2.36) 
The second limitation concerns the mathematical form of the signal field which depends on the 
FROG geometry (see equation 2.35).  
 
The basic FROG algorithm generates a candidate electric field and computes a 
retrieved trace. The retrieved trace is then compared to the measured trace by calculating the 
error figure. The error is the difference between the retrieved and experimental traces and is 
expressed as, 
( ) ( ) 2
,
2 ,,
1 ∑ −= N
ji
jj
meas
FROGii
ret
FROG IIN
G τωατω     (2.37) 
 
The inversion algorithm illustrated in Figure 2.23 can be decomposed in the following steps: 
1. Start with a candidate electric field E(t). 
2. Generate the corresponding signal beam so that ESignal(t,τ) ∝ E(t).E(t-τ). It results in a 
2-dimensional n×m matrix where n and m correspond to the time and delay. 
3. Compute the FROG trace using the Fourier transform that yields to ( )1 ,refSignalE ω τ . 
4. Compare the computed data with the experimental data: ( )( ) 21
,
,
meas
FROG
ref
Signal
I
E
ω τ
ω τ . 
5. Refine the guess electric field by multiplying the ratio with ( )1 ,refSignalE ω τ , the obtained 
electric field is ( )2 ,refSignalE ω τ . 
6. Apply the inverse Fourier transform to generate ( )2 ,refSignalE t τ  and extract ( )2refSignalE t . 
7. Replace the guessed electric field by the reconstructed electric field ( )2refSignalE t  and 
repeat the process until the algorithm converges, i.e. when the error is low. 
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E(t) ( )1 ,refSignalE t τ  
Contraint 1: mathematical 
form of the pulse 
ESignal(t,τ) α E(t).E(t-τ) 
Fourier transform  
( )1 ,refSignalE ωτ  Contraint 2: apply experimental data Replace the magnitude of ESignal(ω,τ) by √Imeas(ω,τ) ( )2 ,refSignalE ωτ  
Inverse Fourier transform  
( )1 ,refSignalE t τ  Reconstruction 
Start 
 
Figure 2.23. Block diagram of the generic FROG inversion algorithm. The algorithm starts by guessing a 
FROG trace from computed spectral intensity and spectral phase, and compare the calculated trace to 
the experimental trace. When the error between the two traces is low, i.e. the FROG algorithm is 
convergent, the computed trace is very similar to the experimental trace and the pulse characteristics 
(intensity and phase) are reconstructed.  
 
 
FROG technique is generally simple to implement, insensitive to noise, and allows the full-field 
characterisation of a pulse with only minor ambiguities. The device yields accurate 
measurements as no approximation is made. FROG also offers data self-consistency checks 
that are unavailable in other pulse measuring techniques. This feedback mechanism involves 
computing the temporal and spectral marginals that are the integrals of the FROG trace along 
the delay and frequency axes. The comparison of the marginals with the independently 
measured fundamental spectrum and autocorrelation verifies the validity of the measured 
FROG trace [53]. The marginals are used to reveal systematic errors in SHG FROG 
measurements, such as insufficient phase-matching bandwidth. The determination of the 
FROG marginals is only necessary for characterisation of sub-10 fs pulses, as the spectral 
response of the optics over these large bandwidths is wavelength dependent.  
The technique has been implemented for pulses in the ultraviolet, visible, and infrared. It was 
first introduced as a multiple shot technique, but single shot measurements can be taken [61-
63]. It has been demonstrated for pulses with energies as low as 50 fJ, and recently, efforts have 
been made to extend FROG to a real-time measurement technique [60, 64]. The SHG FROG 
has been used to measure pulses as short as 4.5 fs [56].  
The major drawback of FROG technique is the use of the iterative algorithms that are 
time-consuming and prevent real-time measurements. 
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2.4.3. SPIDER 
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Figure 2.24: Representation of the SPIDER device and the main steps to obtain the experimental 
interferogram. The pulse to characterise is divided in two pulses; one travels through a stretcher and is 
linearly chirped while the other is split in two time-delayed pulses. The two delayed pulses interact in the 
second order nonlinear crystal with different frequency components of the chirped pulse and results in 
two spectrally-sheared pulses. After interfering with each other they are detected by a spectrometer.   
 
The SPIDER measurement device provides a method to overcome the drawbacks of the 
FROG as the measured trace can directly be inverted into the pulse profile without the need 
for iterative algorithms. 
SPIDER employs the spectral shearing interferometry technique in which all the 
measurements are made in the frequency domain. The frequency representation of the pulse to 
be characterised is given by the Fourier transform of its electric field, 
dtetEE ti∫∞∞−= ωω )()(          (2.38) 
 and it is often expressed as, 
0)()()( φωφωω ii eeEE =         (2.39) 
where |E(ω)| is the spectral amplitude, φ(ω) is the spectral phase and φ0 is the absolute phase. 
The technique proposed by Iaconis and Walmsley in 1998 determines the spectral intensity 
|E(ω)|2 and the spectral phase φ(ω) (relative phase of all frequencies) [51, 52]. The 
measurement of the spectral intensity is relatively straightforward whereas the measurement of 
the spectral phase is more complex and indirect. The spectral phase of the pulse is extracted 
from the interference between two spectrally-sheared and time-delayed replicas of the pulse. 
The measurement of the phase difference, δφ(ω)=φ1(ω)-φ2(ω), with the spectral intensity lead 
the full characterisation of the pulse. 
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An example of a SPIDER apparatus is shown Figure 2.24. The unknown pulse is split 
in two identical pulses. One pulse travels through a Michelson interferometer where two 
temporally delayed replicas are generated. The other pulse is directed in a dispersive delay line 
where it is chirped by means of grating pair or glass etalon. The pair of pulses separated by a 
fixed delay τ are up-converted in a nonlinear medium with the strongly chirped pulse. During 
this process, each replica is mixed with a different temporal, and hence spectral, slice of the 
stretched pulse, resulting in a pair of copies of the pulse that are spectrally sheared by the 
amount Ω. The spectral shearing can be achieved by using nonlinear optic properties such as 
Sum Frequency Generation (SFG). The spectrally and temporally sheared pulses interfere with 
one another resulting in a spectral interferogram which contains the phase information of the 
original pulse. The spectrum that is detected by an integrating detector produces the SPIDER 
trace,  
( ) ( ) ( ) ( ) ( ) ( ) ( )[ ]ωτωφωφωωωωω +−Ω−+Ω−+= 21*212221 cos2 EEEES   (2.40) 
in which φ1(ω)=φ(ω+ω0), φ2(ω)=φ(ω+ω0-Ω)  are the spectral phase of each pulse.  
The first two terms in equation (2.40) correspond to the two up-converted spectra, while the 
third term that contains the phase information comes from the interference of the two up-
converted pulses. Equation (2.40) can be written using the exponential form of the cosine 
function as,  
( ) ( ) ( ) ( ) ( ) ( )[ ] ( ) ( ) ( )[ ]ωτωδφωτωδφ ωωωωωωω +−+ Ω−+Ω−+Ω−+= ii eEEeEEEES 2*1*212221   (2.41) 
( ) ( ) ( ) ( ) ωτωτ ωωωω iACiACDC eAeAAS ++= −*      (2.42) 
The recorded interferogram, S(ω), is used to determine the intensity and phase of the 
pulse that is required to characterise the incident pulse. The spectral amplitude of the two 
pulses is directly measured via the spectrometer as it is roughly the same, i.e. E1(ω)=E2(ω-
Ω)=E(ω). However, the spectral phase difference between the two spectrally sheared pulses, 
δφ(ω), is extracted algebraically by means of a retrieval algorithm (Figure 2.25). The retrieval 
algorithm relies on the Fourier Transform Spectral Interferometry (FTSI) method to calculate 
φ1(ω) from the spectral phase difference. The reconstruction of the spectral phase is performed 
in three steps. First, the interference pattern from equation (2.42) is Fourier transformed such 
that, 
[ ]
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( ) ( ) ( ) ( )*ττ ++−+= tAtAtAtS ACACDC       (2.44) 
The Fourier transform of the interferogram gives rise to three peaks. The first term is centred 
at t=0 and contains information about amplitude (spectral intensity) of the incident pulse. The 
second and third terms are the ac terms; they come from the interferences and contain 
information about the phase. The second term is centred at t=+τ , while the third term, which 
is centred at t=-τ, is the time-reversed replica of the second peak; hence it contains the same 
information. The desired phase information, located in the component centred at t=+τ, is 
isolated by applying a filter function centred at +τ. Then, the inverse Fourier transform is 
applied to the filtered signal and the spectral phase, δφ(ω)+ωτ, is extracted. 
The second step of the procedure consists in removing the linear term of the spectral phase 
ωτ. The value ωτ is measured by recording the interference pattern of two identical pulses, i.e. 
here, the only phase contribution is ωτ. Then, the original interference term is multiplied by 
exp(-iωτ) so that the resulting phase difference is, 
( ) ( ) ( )Ω−−= ωφωφωδφ        (2.45) 
Finally, the spectral phase is reconstructed from the spectral phase difference equation (2.45) 
by using concatenation technique. The concatenation is a process that samples the phase at 
interval of Ω (spectral shear). If the spectral phase difference is renamed B(ω), it can be 
written: 
( ) ( ) ( )B ω φ ω φ ω= − −Ω        (2.46) 
In addition, the spectral phase at some frequency, e.g. Ω=ω0, is equal to zero, i.e. 
( ) ( )Ω−=Β 00 ωφω . The spectral phase is therefore calculated for all frequencies that are 
multiples of the spectral shear away from ω0, so that: 
( ) ( ) ( )000 2 ωωωφ Β−Ω−Β−=Ω−  
( ) ( )00 ωωφ Β−=Ω−  
( ) 00 =ωφ          (2.47) 
( ) ( )Ω+Β−=Ω+ 00 ωωφ  
( ) ( ) ( )Ω+Β+Ω+Β=Ω+ 000 22 ωωωφ  
… 
The phase differences are then added up and the phase is reconstructed. The measurements of 
the spectral phase with the spectral amplitude provide sufficient information to reconstruct the 
temporal profile of the pulse. The SPIDER retrieval algorithm is illustrated Figure 2.25. 
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Figure 2.25: Main stages of the SPIDER inversion algorithm, it allows the reconstruction of the incident 
pulse. The spectral intensity is directly measured with the spectrometer and the spectral phase is 
retrieved by means of FTSI method. 
 
There are always practical issues that must be considered. The SPIDER device involves 
the up-conversion of two time-delayed replicas with a third stretched pulse to produce the 
spectral shear. The generation of the two replicas must not introduce dispersion or spectral 
shaping. The stretched pulse must be long enough to ensure that each replica is up-converted 
with two distinct frequencies. The phase-matching bandwidth of the crystal for the generation 
of the chirped pulse and the bandwidth of the optics must also be considered. 
 
The SPIDER method is a straightforward interferometric technique for measuring 
ultra-short optical pulses, since it uses a non-iterative inversion algorithm. In addition, SPIDER 
is extremely flexible as it can be used over a wide range of wavelengths (from infrared to blue) ; 
it can measure pulse durations from roughly a picosecond down to less than 6 fs [65]; it can 
measure pulses from amplifiers or oscillators [51, 52]; and it can run in real time with 20-Hz 
update rates [66] or in a single-shot configuration [67, 68]. 
 
 
FFT & Filter 
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Chapter 3  
Hollow Fibre Pulse Compression: 
Results and Performance 
 
Intense and few-cycle laser pulses are essential to investigate fast evolving atomic and 
molecular dynamics in physics, chemistry, biology and electronics. They are used for pump-
probe measurements to provide simultaneously high temporal resolution (sub-fs) and sub-
angström resolution [1]. These pulses can also be used for the generation of isolated attosecond 
duration XUV pulses [2-5]. The use of sub-20 fs pulses is key to the work described in this 
thesis.  
 
In this chapter, the implementation and characterisation of a hollow fibre pulse compression 
(HFPC) device as a system for generation of short pulses and broad spectra is described. 
Ultrashort laser pulses can only be produced if a very broad spectrum is generated after 
propagation through the gas-filled hollow waveguide. From the time-bandwidth product it is 
found that at λ0 = 800 nm, a 10 fs transformed-limited Gaussian pulse corresponds to a 154 
nm (or 74 THz) full width at 1/e2 spectral bandwidth. Similarly, to generate 20 fs pulses, the 
spectrum at the exit of the fibre must be at least 79 nm (or 37 THz) wide at 1/e2. 
 
The theoretical consideration of SPM, which is the main broadening mechanism in this case, is 
explained in Chapter 2. The HFPC system was first implemented using the Blackett Laboratory 
laser system (see Chapter 2). At a later stage a commercial laser system with a repetition rate of 
1 kHz (Legend L-HE-1K, Coherent, USA) was used as the input of the HFPC system since it 
has a higher shot-to-shot energy stability than the previous laser system. Results from both 
systems are presented in this chapter. The HFPC was implemented using the pressure gradient 
technique to generate pulses up to 500 μJ, with duration down to 14 fs. The pressure gradient 
method was preferred to the constant gas pressure technique since higher transmittance and 
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output pulse with larger bandwidth can be produced [6, 7]. A single-shot SHG FROG device 
was also designed to measure the durations of the pulses emerging from both the CPA Ti-
Sapphire laser systems and the HFPC system.  
3.1. HFPC system 
Optical fibres and waveguides provide unique and distinct devices for nonlinear optics because 
of the combination of high intensities, long interaction lengths, and control of the propagation 
parameters. 
In 1981, Nakatsuka et al. introduced an extra-cavity compression technique based on a single 
mode optical fibre to further compress light pulses [8]. This technique relies on the interplay 
between SPM and GVD that take place during the propagation of short pulses through the 
fibre. This produces a broad and chirped spectrum that can be subsequently compressed in a 
dispersive delay line. The output energy produced was limited to a few nanojoules because of 
the small core diameter of the optical single-mode fibre. In 1996, Nisoli et al. introduced an 
alternative compression technique whereby the pulse is propagated through a large diameter 
hollow fibre filled with a noble gas [9]. SPM process induces spectral broadening of the pulse, 
which are then compressed by means of gratings pair or prisms-based compressor, or chirped 
mirrors [10]. This technique is suitable for the production of ultrashort pulses of high energy 
(up to few μJ).  
3.1.1 Hollow fibre mode propagation 
In optical fibres the refractive index of the core is higher than the refractive index of the 
cladding. Thus, the light pulses are guided through the waveguide by total internal reflection so 
that the field is trapped inside the core and the losses are minimal. In hollow dielectric 
waveguides the situation is the opposite, the refractive index of the cladding is higher than the 
refractive index of the core. The wave propagation in hollow fibre occurs by grazing incidence 
reflection at the inner surface. Therefore, the angle between the wall surface and the direction 
of propagation must be kept close to zero degree to avoid losses. A slight bend of the hollow 
waveguide causes the field to escape through the wall of the waveguide. 
  
Mercatili and Schmeltzer investigated the mode propagation in large diameter hollow 
waveguides [11], where 2a»λ with a the core radius of the fibre and λ the wavelength of the 
field. They demonstrated that hollow dielectric waveguides carry Bessel modes and in particular 
they support three modes: transverse electric (TE0m), transverse magnetic (TM0m) and hybrid 
modes (EHpm, |p|≥1). The lowest-loss modes that predominantly propagate in the fibre 
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depend on the ratio between the refractive index of the cladding and the refractive index of the 
material occupying the core. If the ratio is larger than 2.02 the mode TE01 is the lowest 
attenuation mode that dominates and propagates in the fibre; otherwise, the EH11 hybrid mode 
is the favoured mode. For a gas filled fused-silica hollow fibre the lowest loss mode is therefore 
the EH11 hybrid mode. The radial intensity profile of the hybrid mode EH11 is given by [12],  
2
0 0
2.405( ) rI r I J
a
⎛ ⎞= ⎜ ⎟⎝ ⎠         (3.1) 
where I0 is the peak intensity, J0 is the zero-order Bessel function and 2a is the hollow 
waveguide diameter.  
 
The propagation constant, β, describes the dispersion in the waveguide and shows that all 
wavelengths do not travel at the same speed in the waveguide resulting in a temporal chirp at 
the exit. The propagation constant can be expressed as [13], 
22 1 2.4051
2 2 a
π λβ λ π
⎡ ⎤⎛ ⎞= −⎢ ⎥⎜ ⎟⎝ ⎠⎢ ⎥⎣ ⎦
        (3.2) 
The fibre mode losses through the cladding associated with propagation in the EH11 mode are 
characterised by an exponential decay along the propagation direction, z, such that I(r,z) = I(r) 
e-αz. The mode attenuation coefficient is given by [13], 
2 2 2
3 2
2.405 1
2 2 2 1a
α λ ν
π ν
+⎛ ⎞= ⎜ ⎟⎝ ⎠ −        (3.3) 
ν is the ratio between the refractive index of the fused silica cladding and the refractive index 
of the gas medium.  
 
The transmission through the fibre therefore increases with the hollow waveguide radius as 
shown in equation (3.3). If one considers that SPM is the only broadening effect in the hollow 
fibre, maximum transmission through the waveguide is obtained when the length of the fibre 
matches the effective length that is expressed as [12], 
0
1L Lz
eff
eL e dz
α
α
α
−
− −= =∫        (3.4) 
where α is the attenuation coefficient and L is the length of the fibre. 
The energy throughput is therefore maximised by choosing a fibre with length Leff, by 
increasing the diameter of the fibre, or by choosing the appropriate refractive index for the 
cladding. The energy transmission can also be improved by efficiently coupling the pulse into 
the hollow fibre. This is achieved by focussing the incoming beam at the entrance of the fibre 
so that its mode matches the EH11 hybrid mode that propagates in the hollow waveguide. In 
addition, its beam waist must be well aligned with the entrance of the fibre. The coupling 
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efficiency of a Gaussian beam into a hollow waveguide with a EH11 mode has been 
investigated by Abrams et al. [14] and is given by [15], 
2
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0
2
0
0
2 2
0
2.4054 ( )
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ra rr J e dr
a
rr J dr
a
ω
ξ
ω
−
+∞
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∫
∫
       (3.5) 
where ω is the radius at e-2 full width of the input beam and r is the radial coordinate and a is 
the hollow fibre radius. 
 
Figure 3.1 illustrates the coupling efficiency of a Gaussian beam into the different hybrid 
modes of the fibre (EH11, EH12, EH13 and EH14) as a function of ω/a. For a Gaussian beam 
profile the maximum coupling into the fundamental mode EH11 is achieved when [16], 
0, 0.65OPT aω =          (3.6) 
where ω0,OPT is the optimum radius e-2 full width of the Gaussian beam and a is the inner 
radius of hollow dielectric waveguide. If ω0<ω0,OPT the small focal spot radius causes the beam 
to diverge inside the fibre leading to large losses during propagation. In the opposite limit, if 
ω0>ω0,OPT, most of the beam is blocked at the entrance of the fibre resulting in low 
transmission and possible optical damages at the entrance of the fibre.  
 
Figure 3.1: Theoretical coupling efficiency of a Gaussian beam into a hybrid mode. The curves represent 
the energy that is coupled in the EH11 (black), EH12 (red), EH13 (green) and EH14 (blue) modes. [16] 
 
The transmission in the waveguide can be further improved if the inner wall is coated with a 
thin layer of silver [17, 18]. The attenuation of a silver-coated hollow waveguide is much lower 
leading to significantly lower transmission losses for core diameters less than approximately 500 
μm. 
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3.1.2 Nonlinear propagation in a differentially pumped hollow fibre 
As the energy placed in the hollow fibre is increased self-focussing and ionisation can occur. 
Both processes are responsible for transmission losses and lead to spatial and spectral 
deformation of the beam. The dynamic instabilities that are related to the ionisation process in 
the fibre can be caused or enhanced by self-focussing that occurs when the input power (P0) 
exceeds the critical power (Pcr) that is given for a Gaussian beam by [19], 
2
0 2
1.99
4cr
P
n n
λ
π=          (3.7) 
where λ is the central wavelength of the laser n0 is the linear refractive index and n2 is the 
nonlinear refractive index of the gas expressed as n2=η2p with p the gas pressure and η2 the 
nonlinear coefficient of the medium. It has been shown that using the differential pumping 
method the self-focussing can be delayed or avoided. Nurhuda et al. proposed a new method to 
prevent or postpone the occurrence of self-focussing in hollow fibre by using the pressure 
gradient technique in which the hollow fibre is differentially pumped [7]. The energy 
transmission and the spectral broadening in a differentially pumped HFPC system have been 
experimentally investigated [6, 20]. In a pressure gradient system, the gas is injected at the exit 
of the fibre and pumped away at the entrance. Thus, even if the power is high at the entrance 
of the fibre the nonlinear coefficient is minimised so that self-focussing is suppressed. As the 
pulse propagates, losses due to multi-photon ionisation and leakage cause the power to 
decrease hence the nonlinear refractive index can be increased. In the pressure gradient 
configuration, the pressure distribution along the fibre is given by [21], 
2 2 2
0 0
(0) 0
( ) ( ) 0 ,
( )
L
p for z
zp z p p p for z L
L
p L for z L
<⎧⎪⎪= + − < <⎨⎪⎪ >⎩
    (3.8) 
where p(0) and p(L) are the pressures at the entrance and exit of the fibre, respectively. In a 
differentially pumped fibre the pressure at the entrance is p(0)=0 so that the pressure profile 
can be reduced to, 
0 0
( ) ( ) 0 ,
( )
for z
zp z p L for z L
L
p L for z L
<⎧⎪⎪= < <⎨⎪⎪ >⎩
    (3.9) 
In practice, the chamber at the front end of the fibre is evacuated with a vacuum pump to 
approximately 10-1 mbar. This method offers several advantages compared to the conventional 
pressure constant method. By decreasing the pressure at the entrance of the fibre possible 
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damage at the entrance of the fibre and unfavourable nonlinear phenomena such as self-
focussing and filamentation are suppressed without preventing the SPM process from 
occurring. The incident beam gradually undergoes SPM as it propagates in the fibre. In 
addition, the pressure gradient in the fibre compensates for the decrease of nonlinearity during 
propagation due to optical losses inside the waveguide. 
 
The HFPC system, described in this chapter, was implemented using the pressure gradient 
method [6, 7]. In this case, SPM is the process responsible for the generation of a continuum. 
In absence of dispersion in the hollow fibre, the frequency bandwidth obtained when a 
Gaussian pulse propagates through the hollow fibre is given by [10, 21], 
0 0
0.86 ( ) ( )
L
z P z dz
T
ω γΔ = ∫        (3.10) 
where z is the propagation distance, T0 is the e-2 temporal width of the input electric field, L is 
the length of the hollow waveguide, P(z) is the peak laser power and can be expressed as 
P(z)=P0ξe-αz where P0 is the peak incident power, ξ is the coupling efficiency, and α is the 
attenuation constant, and γ(z)=η2p(z)ω0/cAeff where η2 is the nonlinear response of the 
medium, p(z) is the gas pressure along the fibre, ω0 is the laser central frequency and Aeff≈1.5 
a2 is the effective mode area. The spectral broadening in the case of the differential pumping is 
then given by [6], 
0 2 0
0 0
0.86 L zL
eff
P p z e dz
T c A L
αω η ξω −Δ = ∫       (3.11) 
This method eliminates the dependence of coupling efficiency on pressure allowing the spectral 
bandwidth to increase linearly with increasing pressure and energy of the input beam as 
expected from equation (3.11). 
Nurhuda et al. predicted that the differential pumping of the hollow fibre improves the 
transmission and smoothes the spectral phase [7, 20]. The improvements on the spatial and 
spectral phase of the waves facilitate the phase compensation and therefore enhanced the pulse 
compression.  
3.1.3 Hollow Fibre Pulse Compression set-up 
The HFPC system built for this project is composed of two main parts, a noble-gas-filled 
hollow fibre to broaden the spectral width of the pulses and a set of dielectric chirped mirrors 
to temporally compress the pulses. The technical design of this system is very similar to the one 
described in ref [6]. 
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The HFPC system has been first implemented using the Blackett Laboratory laser system 
(described in Chapter 2) as the input beam of the fibre. A schematic of the experimental set-up 
is shown in Figure 3.2. The polarisation of the input beam was rotated from p-polarisation to s-
polarisation by a periscope since the Brewster windows situated at each extremities of the 
hollow fibre assembly have maximum transmission for s-polarisation. A Galilean telescope 
composed of a +35 cm focal length lens and a -19 cm focal length lens was used to reduce the 
beam size by a factor of 4. The coupling of the laser pulses through the fibre entrance was 
realised by a +1 m focal length lens that was mounted on a z-translation stage to facilitate the 
adjustment of the position of the focus with respect to the entrance of the fibre. The focal spot 
at the entrance of the 250 μm diameter hollow fibre was 130×110 ±7 μm.  
80 fs, 1 mJ, 800 nm 
Focussing lens f = 1 m 
Support capillarity 
Hollow Fibre 
250 μm inner diameter 
Brewster window 
0.3 mm thick 
Optimised for s-polarisation 
Collimating mirror (f = 1 m) 
Chirped mirrors 
SHG FROG 
20 fs, 350 μJ 
Galilean telescope 
Periscope 
Gas in Gas out 
 
Figure 3.2: Schematic of the hollow fibre pulse compression system located at the exit of the Blackett 
Laboratory laser. A +1 m focal length lens focuses the laser pulses at the entrance of the 50 cm long gas 
filled hollow fibre. The self-phase modulation process that generates additional spectral bandwidth takes 
place in the differentially pumped fibre. At the exit of the fibre, the beam is collimated by a focussing 
mirror with a +1 m focal length. A 45° incidence angle mirror directs the laser pulses to a set of 14 
chirped mirrors that recompress the pulses in time by introducing a total negative GDD of -620 fs2.  
The beam can then be sent to the experiment or a single-shot SHG FROG. 
  
 
The hollow fibre assembly, illustrated in Figure 3.3, allowed the fibre to be differentially 
pumped. The 50 cm long, hollow, fused silica fibre employed to broaden the pulse spectrum 
had an inner diameter of 250 μm and an outer diameter of 1 mm. The fibre, which was 
manufactured by the Optoelectronics Research Centre, Southampton University, UK, had a 
uniform inner diameter along the entire length to minimise losses. A 30 cm long cylindrical 
chamber was mounted at each extremity of the fibre and one end was sealed to the outer fibre 
with an o-ring enabling the fibre to be evacuated. The other extremity of each chamber was 
sealed by a 0.3 mm thick Brewster window. The Brewster windows were far from the laser 
focus in order to reduce the possibility of nonlinear pulse distortion or optical damage. An 
additional window, mounted on the side of the entrance chamber, imaged the entrance of the 
hollow fibre onto a CCD camera. This facilitated the alignment and the coupling of the fibre 
with respect to the laser beam. The entire hollow fibre assembly was supported by a 130 cm 
long rail mounted on two xy-axis translation stages.  
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Gas out 
 
Figure 3.3: Schematic of the hollow fibre assembly. This assembly can accommodate one fibre and be 
adjusted to different length. The laser beam enters and exit the fibre through the Brewster angled 
windows. The entrance of the fibre is imaged onto a CDD camera positioned in front of the side 
window. The imaging system facilitates the alignment of the fibre. The two independent chambers 
located at the extremities of the fibre are used to generate a gradient nonlinear medium in the fibre [16]. 
 
After propagation through the fibre, the beam was collimated by a +1 m focal length mirror. 
At the exit of the fibre, the spectral bandwidth was found to be 3 - 4 times larger than that of 
the input. The measured pulse spectra are presented and discussed in the next section. The 
carrier pulse emerging from the hollow fibre exhibited a positive chirp. Thus to minimise the 
pulse duration and generate a near transform limited pulse the spectral phase had to be 
flattened. Negative GDD was introduced to counteract the positive GDD caused by SPM 
process and material dispersion. For practical reasons, the compression stage consisted of two 
sets of high reflectivity chirped mirrors manufactured by R&D Ultrafast Laser kft, Hungary. 
The first set was composed of ten mirrors with an average negative GDD of -50 fs2 per 
reflection over the region 740-820 nm and the second set consisted of four mirrors with an 
average negative GDD of -30 fs2 per reflection over the 740-840 nm bandwidth. The total 
dispersion compensation was approximately –620 fs2 corresponding to an average GDD of 
approximately -45 fs2 per reflection for the range 740-820 nm. The compression was controlled 
by varying the number of chirped mirrors; the first set was used for rough dispersion 
compensation, while the second set allowed finer dispersion tuning. Figure 3.4 illustrates the 
total average GDD per reflection and the average GDD from single bounce off each set of 
chirped mirrors.  
For the experiments, the minimum pulse duration at the interaction region is required. 
Therefore, the spectral phase accumulated in the SPM process as well as during the 
propagation in air and through glass before arriving at the interaction region has to be 
compensated.  
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Figure 3.4: Average GDD per reflection of the chirped mirrors assembly. (blue) average GDD per 
reflection of the first set of chirped mirrors, (red) average GDD per reflection of the second set of 
chirped mirrors, (black) total average GDD per reflection from the two sets of mirrors. Each chirped 
mirror has a reflectivity of at least 99 % over the region 700 – 870 nm bandwidth. 
3.1.4 Performance of the HFPC: transmission and pulse spectra 
The spectrum at the output of the fibre must be stable to produce pulses with stable FWHM, 
peak power and chirp. The stability at the output of the fibre depends partly on the stability of 
the input beam. There are two sources of instabilities at the entrance of the fibre: mechanical 
instability that refers to the coupling of the beam into the fibre (i.e. beam pointing) and energy 
instability. The energy instabilities have a direct consequence on the SPM and self-focussing 
effects resulting in further instabilities occurring during the propagation of the pulses in the 
fibre. These instabilities can easily be smoothed by taking averages over many shots.  
3.1.4.1 Implementation of the HFPC with the Blackett laboratory laser system 
All the measurements were carried out using Argon as nonlinear medium in the hollow fibre. 
Argon has a relatively high nonlinearity factor (η2 = 98×10-24 m2/W. bar) compared to Neon 
(η2 = 7.4×10-25 m2/W. bar) so that Argon yields to broader bandwidth at lower pressure. 
However, self-focussing occurs for lower intensity in Argon than in Neon. Measurements of 
the energy transmission through the 50 cm long fibre filled with Argon were carried out using a 
power meter (Ophir nova PE10-V2-SH). The fibre alignment was first optimised for best 
transmission when the fibre was evacuated and the input energy approximately 100 μJ. For the 
energy transmission measurements, the input pulse energy was increased to values up to 1±0.2 
mJ, the input pulse duration was estimated to be 78±4 fs and the end of the fibre was filled 
with 1.5 bar of Argon. The pulse energy directly at the output of the fibre was approximately 
500±60 μJ corresponding to a transmission of 52% of the input beam energy.  
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An average of a hundred spectra was recorded at the exit of the fibre by a spectrometer (Ocean 
Optics 2000 series) while varying the three main parameters: input pulse energy, pulse duration 
and gas pressure at the exit of the fibre. The input pulse energy was adjusted via the variable 
attenuator located in the multi-pass amplifier (see Chapter 2). For given gas species, the 
nonlinearity was controlled by varying the gas pressure in the fibre and the relative spacing 
between the compressor gratings pair was used to fine-tune the pulse duration at the entrance 
of the fibre. The fine tuning of the pulse duration was realised by changing the position of one 
of the grating and transform-limited pulses were obtained when its position was 12.5 mm. The 
spectral bandwidth was determined at e-2 full width, as this measurement was relatively 
insensitive to the structure in the spectra and provided a reliable estimation of the spectral 
broadening. 
 
Figure 3.5 illustrates the dependence of the spectral broadening on pulse energy for a fixed gas 
pressure. The highest energy sent in the fibre was 1.1±0.01 mJ, since higher energy levels can 
cause irreversible damages (i.e. burn fibre). In Figure 3.5, the modulations appearing as the 
input energy increases are a clear signature of SPM process. In addition, if the intensity at the 
input of the fibre reaches the ionisation level of the medium a clear blue-shift in the spectra is 
observed. The spectral bandwidth as a function of input pulse energy is presented in Figure 3.6 
with the spectral bandwidth from the main beam for comparison. This graph shows that the 
spectral broadening increases with the intensity (or energy) of the input beam as shown in 
equation (3.11). It is also important to note that the standard deviation of the measured 
bandwidth increases with the input pulse energy.  
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Figure 3.5. Averaged and normalised spectra recorded after broadening in the hollow fibre for different 
input pulse energies. The spectrum shown in red corresponds to the spectrum of the input beam. The 
input pulse duration is 78±4 fs and the differentially pumped fibre is filled with 1.5 bar of Argon. 
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Figure 3.6: Measured bandwidths and standard deviations of the spectra at e-2 full width for different 
input pulse energies. The bandwidth of the input laser pulse (78±4 fs) is represented by the red line.  
 
 
Figure 3.7 shows the measured spectra of the pulses transmitted through the fibre for different 
gas pressures. The input pulse energy was fixed at 0.996±0.02 mJ and the input pulse duration 
was estimated to be 78±4 fs. The spectrum measured with a pressure of 1.5 bar is very similar 
to the spectrum measured previously (Figure 3.5) at an energy of 1.093 mJ since the input 
energy and pulse duration are similar to the ones used earlier. When the pressure injected at the 
exit of the fibre exceeded 2 bar of Argon instabilities started to appear. At a pressure of 2.5 bar 
at the exit of the waveguide ionisation occurred in the fibre and the output mode became 
unstable. This cannot be seen from Figure 3.7 but could be seen “live” as the spectrum 
continuously changed shape and amplitude, and white light was observed. The instabilities can 
be observed in Figure 3.8, where the standard deviation of the spectral bandwidth increases 
rapidly for gas pressures in the fibre above 2 bar due to the emergence of the instabilities. The 
spectral bandwidth increases linearly with the gas pressure as shown in ref [6] and predicted by 
equation (3.11).  
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Figure 3.7: Averaged and normalised spectra recorded at the exit of the fibre for various Argon gas 
pressures. The spectrum shown in red corresponds to the spectrum of the input beam. The input pulse 
energy is 0.996±0.02 mJ and the pulse duration is 78±4 fs. The dotted line represents the averaged and 
normalised spectra shown in Figure 3.5 at an energy of 1.093 mJ. 
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Figure 3.8: Measured bandwidths and standard deviations of the spectra at e-2 full width for different 
pressure of Argon gas at the output of the hollow fibre. The red line represents the spectral bandwidth 
of the input laser pulse.  
 
Finally, the effect of the input pulse duration on the spectral broadening of the pulse was 
investigated (Figure 3.9). The pulse duration which was controlled by the relative spacing 
between the compressor gratings pair (see Chapter 2) was estimated using a single-shot 
autocorrelator, located in the compressor of the Blackett Laboratory laser. For this series of 
measurements the input pulse energy was set at 1±0.01 mJ and the Argon pressure at the end 
of the fibre was 1.5 bar. The pulse duration affects both the intensity and the chirp of the pulse 
at the input of the fibre so that equation (3.11) cannot predict directly the effect of the pulse 
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duration in this scan. Figure 3.10 presents the measured spectral bandwidth as a function of the 
pulse duration. These two graphs show that short input pulse durations induce a larger spectral 
broadening. It is also important to note that the best broadening was obtained when the pulse 
duration was not minimum. Indeed, a small amount of negative chirp was introduced in the 
input pulse in order to pre-compensate the dispersion due to the propagation of the pulse in 
air.  
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Figure 3.9: Averaged and normalised spectra recorded at the exit of the fibre for various input pulse 
durations. The spectrum of the input pulse is included in red. The input pulse energy is 1±0.01 mJ the 
fibre is filled with 1.5 bar Argon. 
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Figure 3.10: Measured spectral bandwidths and standard deviations at e-2 full width for different input 
pulse durations. The bandwidth of the minimum input laser is represented by the red line. 
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The graphs above (Figure 3.5 to Figure 3.10) indicate that broadest spectral bandwidths, and 
therefore optimum performance of the fibre were obtained when the pressure of Argon at the 
exit of the fibre was set between 1.5 and 1.75 bar, the input pulse energy was around 1±0.01 
mJ and the pulse duration at the output of the laser was 97±9 fs. From the above 
measurements the broadest spectral bandwidth estimated at e-2 full width was found to be 
85.7±18.5 nm. Pulses with durations of 21±2 fs were measured with a single-shot SHG FROG; 
it is in good agreement with calculation of the transform limit from the Fourier transform of a 
Gaussian pulse (18.2±4 fs) and corresponds to a compression factor of 3.7 that is enough to 
carry out the experiments presented in this thesis. 
Nevertheless, the standard deviation measured in all cases was very large which is mainly due to 
the stability of the Blackett Laboratory laser system. This could not be improved because it is 
an artefact of the design of this laser which was built to generate much higher pulse energies 
than used in this experiment. To solve this problem, the HFPC system was coupled with a 
lower power commercial laser with a repetition rate of 1 kHz.   
3.1.4.2 Implementation of the HFPC system with the Coherent laser system 
The laser used for coupling the hollow fibre was replaced by a commercial laser from Coherent 
(Legend L-HE-1K, Coherent, USA). The Coherent laser system provided horizontally 
polarised pulses with durations of ~44 fs and energy up to 2.5 mJ at a repetition rate of 1 kHz. 
This laser had a very stable shot-to-shot energy compared to the Blackett Laboratory laser 
system used previously, improving the energy and the pulse duration stability at the exit of the 
HFPC system. The high repetition rate of the laser allowed faster data acquisition system to be 
implemented to carry out the electron diffraction experiments. Furthermore, even shorter 
pulses (<sub-20 fs) emerging from the HFPC system could be generated as the pulses at the 
entrance of the hollow fibre were shorter. 
 
The same configuration, as presented Figure 3.2, was used to set-up the HFPC system with the 
Coherent laser system (see Figure 3.11). The hollow fibre was rotated by 90° so that the 
transmission of the Brewster window was maximal for p-polarisation. The laser beam was 
lowered by a periscope to the height of the fibre and a +1 m focal length lens was used to 
couple the laser beam into the 50 cm long hollow fibre. At the exit of the fibre, the beam was 
collimated using the same mirror (f=1 m) and the pulses were compressed using eight chirped 
mirrors from the first set (-50 fs2/reflection). 
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Figure 3.11: Diagram of the differentially pumped hollow fibre pulse compression system placed at the 
exit of the Coherent laser system. A +1 m focal length lens focuses the laser pulses at the entrance of 
the 50 cm long gas filled hollow fibre. At the exit of the fibre, the beam is collimated by a focussing 
mirror with a +1 m focal length. A 45° angle of incidence mirror directs the laser pulse to a set of eight 
chirped mirrors that recompress the pulses temporally by introducing a total amount of negative GDD 
of -300 fs2.  The beam can then be sent to the experiment or single-shot SHG FROG. 
 
 
The energy after the 50 cm long hollow fibre was measured with a power meter (FieldMate 
PM10, Coherent Inc.). The maximum input energy was 700±10 μJ and a transmitted energy of 
390±10 μJ corresponding to a transmission of 55% was measured. The spectral broadening was 
studied as a function of input pulse energy and gas pressure at the exit of the fibre using a 
spectrometer (Ocean Optics 2000 series). The exposure time was set to the minimum value of 
3 ms and an average of a hundred spectra was recorded at the exit of the fibre. It was not 
possible to study the spectral broadening as function of the input pulse duration as the 
compressor grating was on a motorised translation stage that was not calibrated. Thus, for each 
scan the compressor was pre-optimised to generate the broadest spectrum. All the 
measurements were realised using the pressure gradient method and the spectral bandwidth 
was determined at e-2 full width. 
Figure 3.12 shows the dependence of the spectral broadening obtained with the new HFPC 
set-up on increasing input pulse energy. The end of the fibre was filled with 0.57 bar of Argon 
and the relative position of the compressor grating was adjusted to give the broadest 
bandwidth. The pulse energy was varied using a variable attenuator located at the entrance of 
the fibre. The highest energy sent in the fibre was 700 μJ as when higher energy levels are sent 
in the hollow fibre the emerging beam shape exhibits strong diffraction rings, resulting from a 
clip on the output chamber. From Figure 3.12, the spectra exhibit modulations that are a clear 
signature of the SPM process. In addition, as shown in the previous section the spectral 
bandwidth increases with the intensity (i.e. energy) of the input pulse, see Figure 3.13.  
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Figure 3.12: Average and normalised spectra acquired after spectral broadening in the hollow fibre filled 
with 0.57 bar of Argon for different input pulse energies. The spectrum of the input pulse is shown in 
red for comparison. 
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Figure 3.13: Measured spectral bandwidths and standard deviations at e-2 full width for different input 
pulse energies. The bandwidth of the measured input laser pulse is represented by the red line. 
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Figure 3.14: Average and normalised spectra acquired after spectral broadening in the hollow fibre for 
different pressure of Argon at the exit of the fibre. The energy of the input pulse is 700 μJ, its pulse 
duration is 42.3±0.1 fs and its spectrum is shown in red for comparison. 
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Figure 3.15: Measured spectral bandwidths and standard deviations at e-2 full width for different 
pressure of Argon at the output of the hollow fibre. The bandwidth of the measured input laser pulse is 
represented by the red line. 
 
The spectral broadening was also studied when the hollow fibre was filled with increasing 
pressure of Argon (Figure 3.14). The energy of the pulse at the entrance of the fibre was set at 
700 μJ and the relative position of the compressor grating was adjusted to give the broadest 
bandwidth. The pressure of Argon was varied from 0 bar to 1 bar. When the pressure injected 
at the exit of the fibre exceeded 0.8 bar of Argon instabilities started to appear and the output 
mode became unstable when the pressure in the fibre was 0.9 bar. The instabilities are due to 
ionisation that occurred in the fibre and lead to a blue shift of the spectral components as seen 
in the spectral p(L)=1 bar of Figure 3.14. The spectral bandwidth represented in Figure 3.15 
increases with the gas pressure as shown in ref [6] and predicted by equation (3.11). The 
instabilities noticed for pressure of Argon beyond 0.8 bar can also be observed in Figure 3.15 
as the standard deviation increases rapidly when the pressure is above 0.9 bar. 
 
Optimal performance was achieved when the end of the fibre was filled with 0.6 to 0.7 bar of 
Argon corresponding to pressure of Argon significantly smaller than that in the previous set-up 
since for similar input energy, the pulse duration was shorter (i.e. higher intensity). The optimal 
spectral bandwidth at e-2 full width was found to be 117±2.3 nm; the measured standard 
deviation is significantly smaller than that achieved with the Blackett Laboratory laser system 
indicating that the Coherent laser is more stable. Note that the spectral bandwidth obtained 
with the Coherent laser system is larger than the effective bandwidth of the eight chirped 
mirrors employed (GDD of -50 fs2 for the range 740-820 nm). This means that the pulse 
compression is not optimum.  
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Assuming a Gaussian pulse, the Fourier transform of this spectrum gives a transform-limited 
FWHM pulse duration of 13.6±0.35 fs. Pulses with duration of 14.3±0.7 fs were measured with 
a single-shot SHG FROG resulting in a compression factor of 3. This indicates that the pulses 
are near transformed limited and their durations are sufficient to carry out experiments and 
observe electron diffraction from atoms and molecules (see Chapter 6).  
3.2. Pulse duration diagnosis: FROG  
The technique of single-shot second-harmonic Frequency-Resolved Optical Gating (SHG 
FROG) [22] has been used to measure pulses with durations down to 4.5 fs and characterise 
the white light continuum pulses in the spectral region of 500-1000 nm [23].  
This section presents the implementation of a single-shot SHG FROG that has been used to 
characterise both the long pulses exiting the driving CPA laser systems and the short pulses 
generated by the HFPC system. This technique provides an accurate electric field 
characterisation in terms of amplitude and phase; the principles of the FROG measurements 
were discussed in Chapter 2. 
3.2.1 SHG FROG apparatus 
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Figure 3.16: Single-shot Second Harmonic Generation FROG apparatus. BS: beamsplitter, CP: 
compensation plate for equal dispersion of the beams, M1-5: infrared mirrors, M3 and M4 are on a 
translation stage, BBO: BBO crystal, B: filter for the transmitted infrared beam and the second 
harmonic of the input beams, L1-3: lens for imaging the FROG trace onto the CCD camera, M6,7: UV 
mirror, G: transmission grating, CCD: UV sensitive CCD camera. 
 
Figure 3.16 represents a schematic of the single-shot SHG FROG set-up designed to measure 
pulses as short as 15 fs. Broadband optics were used to set-up the single-shot SHG FROG in 
order to maintain the spectral bandwidth of the pulses. Gold coated mirrors from CVI were 
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used to direct the beam towards the SHG crystal. They have a constant reflectivity of 95 % 
over the region 600 nm to 10 μm. The beam entering the FROG was split by a 50:50 
beamsplitter (Layertec, Germany) and both replicas travelled the same path length before 
recombining in the SHG crystal. The beamsplitter consisted of a 1 mm thick fused silica 
substrate with a partially reflective coating on the front surface and an anti-reflection coating 
on the rear surface. The low GDD reflective coatings transmitted 55% and reflected 45% of 
the p-polarised light over the range 600 to 900 nm. An additional uncoated plate, identical to 
the beamsplitter, was added in the reflected beam path to match the material dispersion 
occurring in the transmitted beam path. A variable delay stage was set-up in one arm to 
precisely control the temporal delay between the two arms.  
The SHG FROG consists in mapping the temporally variations of the input pulses into a 
spatially varying signal during the autocorrelation, eliminating the effect of dispersion on the 
SHG signal. The two fundamental pulses recombined at an angle near normal incidence 
(2α=5°) on a 10 μm BBO crystal cut for a central wavelength of 800 nm at an angle of 29.2° 
and placed on a 2 mm fused silica substrate (Castech, China). The nonlinear crystal produced 
the second harmonic of each input beam and a second-harmonic signal that resulted from the 
interference of the two input pulses and that propagated at the bisector angle of the two beams 
(FROG trace). The fundamental beams and their individual second harmonic signals were 
filtered out by the mount of the lens L1. Lenses were used to image the signal into the entrance 
an imaging spectrometer. The selection of transmissive and reflective optics was very important 
since all the information was carried in the spectral amplitude of the frequency-doubled signal. 
Aluminium mirrors were thus employed to reflect the autocorrelation signal, and fused silica 
lenses were used as their transmission in UV was sufficient to transmit the autocorrelation 
signal and did not distort the shape of the spectrum.  
The crystal was imaged onto the entrance slits of the imaging spectrometer by a 10.8 cm focal 
length lens. Then, a 10.8 cm focal length lens was used to collimate the beam from the slits 
onto a UV transmission grating. The 600 l/mm grating dispersed the spectral components 
from the signal and a lens with a 6.5 cm focal length imaged the spectrum onto a CCD camera. 
The CCD camera was used in conjunction with a PC and a frame-grabber to select an image 
from a single shot of the laser. The camera records a two-dimension (2D) image where the axes 
represent time and frequency allowing full characterisation of both the amplitude and phase of 
the pulses. 
The intensity and phase of the pulse were retrieved from the spectrogram using an iterative 
retrieval algorithm. 
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The primary goal of the FROG was to characterise the pulses from the HFPC at the position 
of the experiment. Therefore, the pulses to be measured by the single-shot SHG FROG 
experienced the same amount of dispersion as if they propagated to the interaction region. To 
achieve this, the path from the exit of the chirped mirrors to the single-shot SHG FROG 
crystal had to be equivalent to the path (air and material propagation) that the pulses 
experienced to reach the experimental interaction region. Both paths matched to an accuracy of 
+/- 10 cm of air.  
3.2.2 Choice of SHG crystal 
In order to characterise pulses without introducing distortions, the SHG FROG apparatus had 
to be equipped with a second-harmonic crystal that had a sufficient phase-matching bandwidth 
and optical elements with low dispersion. 
The type, size and orientation of the nonlinear crystal must be chosen carefully. The choice of 
the SHG crystal is a trade-off between the phase-matching bandwidth and the signal level. 
Both the level of second-harmonic signal and the phase-matching bandwidth depend on the 
thickness of the crystal. A thick crystal can generate high level of second harmonic signal. 
However, a thin crystal is required to provide a sufficient phase-matching bandwidth and 
minimise the dispersion in the crystal.  
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Figure 3.17: Geometry of angle-tuned phase matching of a second-harmonic generation for the case of a 
negative uniaxial crystal. (a) collinear geometry, (b) non-collinear geometry. k is the propagation vector, 
ĉ is the optical axis of the crystal and α is the angle of incidence of incoming beam when using the non-
collinear geometry. 
 
The phase-matching bandwidth at a desired wavelength is given by the crystal cut-angle as well 
as the crystal thickness. This angle, also called phase-matching angle, θC, depends on the 
refractive indices of the crystal material (no the ordinary and ne the extraordinary refractive 
index). It is characterised by the angle between the propagation direction, k, and the crystal 
optical axis, ĉ, (see Figure 3.17).  
The phase-matching angle is slightly affected if the SHG FROG is arranged in a non-collinear 
geometry where the fundamental beams intersect at an angle 2α. Τhe equivalent effective 
crystal angle for type I phase matching is different from that in the case of collinear SHG [22], 
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0 0( )
NC C n
αθ θ λ= +         (3.12) 
where θC is the collinear phase-matching angle, α is the crossing angle of the two pulses into 
the crystal and n0(λ0) is the ordinary refractive index for the fundamental pulse, where λ0  is the 
peak phase-matching wavelength in the collinear case. For instance, the 800 nm phase-matched 
cut for a β-Barium Borate (BBO) crystal for 2α=5° becomes θNC=30.7° instead of θC=29.2° for 
collinear SHG. In the case of the Potassium Dihydrogen Phosphate (KDP) crystal, the phase-
matching angle becomes θNC=46.6° instead of θC=45° for collinear SHG. This fact should be 
kept in mind since the phase-matching curve is quite sensitive to the precise orientation of the 
crystal.  
 
The phase matching bandwidth can be determined by calculating the phase matching efficiency 
as a function of bandwidth. The conversion efficiency due to phase matching is given by, 
2
2
sin
2( , )
2
Lk
LI L Lk
λ λ
⎛ ⎞⎛ ⎞Δ⎜ ⎟⎜ ⎟⎝ ⎠⎜ ⎟∝ ⎜ ⎟Δ⎜ ⎟⎝ ⎠
       (3.13) 
where for type-I phase matching, the phase mismatch is, 
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where λ and 2λ are the fundamental and second harmonic wavelengths, ne(λ)  and no(λ) are the 
extraordinary and ordinary refractive indices of the fundamental, respectively, ne(2λ) is the 
extraordinary refractive index of the second harmonic, L is the length of the crystal, θ  is the 
phase matching angle in the crystal and ne*(λ,θ) is the refractive index experienced by the 
second-harmonic at a crystal angle θ. It is also worth noting that the second-harmonic intensity 
scales with the crystal thickness as shown equation (3.13), resulting in a much reduced signal 
level in the thinner crystal. 
 
The phase-matching bandwidth was determined for various thicknesses of two crystals BBO 
and KDP. The phase-matching angle corresponding to the non-collinear geometry necessary 
for single-shot FROG with an angle 2α=5° were used. Figure 3.18 shows that a 10 μm thick 
KDP crystal provides broader phase-matching bandwidth than a 10 μm thick BBO crystal. The 
signal level that can be obtained with a 10 μm BBO crystal is approximately 6 times larger than 
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in KDP because BBO exhibits a higher nonlinearity coefficients and a lower phase-matching 
angle [24]. In addition, BBO crystals have a wide transparency range and a higher damage 
threshold than KDP crystal. The results presented Figure 3.19 indicates that a 10 μm BBO 
crystal has a FWHM bandwidth at 800 nm adequate to measure pulses shorter than 10 fs. The 
FWHM bandwidth gives a good idea of the frequency range that is phase-matched with an 
efficiency equal or above 50%. As a result, BBO crystal is a more suitable choice for the 
characterisation of weak-intensity and ultra-short pulses. 
 
Figure 3.18 Normalised phase matching efficiency in BBO (black) and KDP (red) crystal is plotted as a 
function of wavelength. The phase matching efficiency is calculated for crystal thickness of 10 μm, the 
effective cut angle is 30.5° for BBO crystal and 46.6° for KDP crystal so that the non-collinear geometry 
of the FROG apparatus has been taken into account. 
 
 
Figure 3.19: Normalised phase matching efficiency in BBO crystal as a function of wavelength. The 
phase matching efficiency for crystal thickness of 5 μm (black), 10 μm (red) and 50 μm (blue) have been 
calculated using an effective cut angle of 30.5° that take into account the non-collinear geometry of the 
FROG apparatus. 
3.2.3 FROG data 
The single-shot SHG FROG was capable of measuring a large range of pulse durations from 
100 fs down to 20 fs so that the pulses emerging from the Blackett Laboratory laser system and 
the HFPC system could be characterised. By changing the magnification in the spectrometer 
(i.e. changing the lenses) the SHG FROG can measure a range of pulse durations from 50 fs to 
 CHAPTER 3. HOLLOW FIBRE PULSE COMPRESSION: RESULTS AND PERFORMANCES  127 
 
10 fs; this set-up was implemented to measure the pulse durations when using the Coherent 
laser system. For these measurements, the marginal corrections had not been taken into 
account because of the high level of shot-to-shot energy fluctuation from the CPA laser. In 
addition, the marginal corrections do not have a dramatic effect on pulses with durations above 
10 fs. 
The single-shot SHG FROG apparatus provided FROG traces with a temporal resolution of 
~5fs/pixel when using the Blackett Laboratory laser and a spectral resolution of approximately 
0.2 nm/pixel. The trace recorded on the CCD camera was oversampled and resampled in both 
directions to fit on a 512 × 512 grid that was available on the commercial version of the FROG 
retrieval software (FROG – Femtosoft technologies). 
Figure 3.20 and Figure 3.21 present the FROG measurements of pulses taken at the exit of the 
Blackett Laboratory laser system and after the HFPC system, respectively. The FROG traces 
provide some qualitative information, while quantitative information is extracted from the 
reconstructed profiles. Both traces are retrieved with a good degree of accuracy with an error 
on the retrieval in the region of 10-3. Figure 3.20 shows a circularly symmetric FROG trace that 
is well compressed as the spectral phase is flat. The FROG trace of a 20 fs pulse from the 
HFPC system exhibits also a reconstructed profile with flat spectral phase indicating a good 
level of compression. One can notice some small features in the wings of both traces (Figure 
3.20 and Figure 3.21), they indicate the presence of uncompressed high order dispersion. The 
pulse from the HFPC presents some satellites pulses at the leading and trailing edge of the 
temporal profile indicating the presence of third order spectral phase. The third and higher 
order phase term cannot be compensated by the chirped mirrors. The pulse duration was 
determined as 78±4 fs at the exit of the driving laser and 21±2 fs at the exit of the HFPC 
system. Note also that the pulse duration given by the FROG retrieval algorithm is with two 
decimals accuracy. This error is lower than the error arising from ten different FROG trace 
measurements; therefore accuracy to the first decimal is more appropriate.  
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Figure 3.20: FROG measurements of the compressed pulse from the Blackett Laboratory laser system. 
The measured FROG trace (top left) is similar with the retrieved FROG trace (top right) indicating that 
the FROG algorithm is convergent. The reconstructed temporal profile (bottom left) and spectral 
profile (bottom right) are also presented. 
 
 
Figure 3.21: FROG measurements of the compressed pulse emerging from the HFPC system. The 
measured (top left) and reconstructed (top right) FROG traces are shown with the reconstructed 
temporal profile (bottom left) and spectral profile (bottom right). 
 
The SHG FROG has also been used to investigate the pulse duration at the exit of the HFPC 
when the number of bounces on the chirped mirrors was varied. In this case the path from the 
output of the chirped mirrors to the nonlinear crystal in the FROG was 150 cm smaller than 
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the path to the experiment. This path was unchanged during the chirped mirrors scan 
experiment. Figure 3.22 presents the pulse duration measurement versus the number of 
bounces on the chirped mirrors. The minimum pulse duration (~21±2 fs) was found when the 
beam bounced off twelve chirped mirrors, leaving two chirped mirrors to compensate for any 
extra path length. The additional path to reach the interaction chamber came from the 
propagation through approximately 1 mm of fused silica (entrance window of the vacuum 
system) and 150 cm of air. This corresponds to a total GDD of ~90 fs2 which matches with 
the GDD from the two chirped mirrors. This indicates that the short pulses were present at the 
interaction region (see Figure 3.21). 
 
The single-shot SHG FROG measured pulses emerging from the HFPC with duration of 21±3 
fs, which is very close to the pulse duration estimated from the spectral bandwidth after 
propagation through the hollow fibre. This confirmed that the HFPC was producing near 
transformed-limited pulses. However, the single-shot SHG FROG apparatus was built using 
optical elements non-optimised for GDD and the second harmonic signal had a 1:1 
magnification such that a 20 fs pulse was imaged on 4 pixels of the camera and a 100 fs pulse 
was represented by 20 pixels on the camera. Therefore, the measurements of the short pulses 
using the single-shot SHG FROG were inaccurate. A few modifications of the FROG 
apparatus were carried out in order to measure short pulses with higher precision. This will be 
discussed in the next section.  
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Figure 3.22: Pulse duration measurement of the beam emerging from the HFPC system as the amount 
of chirp is varied. For the experiment, the path is kept unchanged by replacing the chirped mirrors with 
low-dispersive silver coated mirrors. 
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3.2.4 Modifications to manage the pulse dispersion 
The SHG FROG was modified to minimise the distortion of the phase and amplitude of the 
input pulse and resulting second-harmonic signal. The dispersion in both replica pulses must 
be minimised to ensure accurate measurement. To achieve this, the gold mirrors from CVI 
(with unknown GDD value) that caused temporal stretching of the pulse were replaced by low 
dispersion silver protected mirrors from Layertec, with an approximately constant reflectivity 
of 97.5% and a minimal dispersion of 1.5 to -2 fs2 per reflection over the range 600-1000 nm. 
In addition, the initial imaging spectrometer did not magnify the crystal image as it was used to 
measure pulses with durations up to 100 fs. In the modified configuration the single-shot SHG 
FROG was employed to characterise pulses with durations between 50 fs exiting the Coherent 
laser system and sub-20 fs emerging from the HFPC. Therefore, the image of the crystal onto 
the entrance slits had to be magnified in order to obtain accurate measurements of the optical 
pulse. The lens L1 in Figure 3.16, was replaced by a fused silica lens with focal length of +50 
mm that was positioned to provide a magnification of the frequency-doubled signal by a factor 
of 4. The new configuration provided images with temporal resolution of approximately 1.45 
fs/pixel and identical spectral resolution of 0.2 nm/pixel.  
 
 
Figure 3.23: Pulse duration measurement of the beam exiting the Coherent laser compressor using the 
initial single-shot SHG FROG configuration presented in section 3.2.1. The measured (top left) and the 
retrieved FROG trace (top right) are similar, indicating that the FROG algorithm is convergent. The 
reconstructed temporal profile (bottom left) and spectral profile (bottom right) are also presented.  
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Figure 3.24: Pulse duration measurement of the beam exiting the Coherent laser compressor system 
using the modified single-shot SHG FROG configuration. The spectral phase is relatively flat and the 
experimental and retrieved traces are very similar.  
 
Figure 3.23 and Figure 3.24 illustrate the FROG measurements of a pulse emerging from the 
output of the Coherent laser system using the initial and the modified single-shot SHG FROG 
configuration, respectively. Both reconstructed profiles have a low error (<5 10-3) with a flat 
spectral phase indicating a good level of compression. The pulse durations measured at the exit 
of the Coherent laser systems were 46.9±1 fs with the initial configuration and 43.5±0.8 fs with 
the modified FROG version. The traces measured with the new FROG configuration exhibit 
shorter pulse durations because of the better dispersion control and the higher resolution. 
 
The modified version of the FROG was then employed to characterise the pulses emerging 
from the HFPC system at the interaction region when it was coupled with the Coherent laser 
system and height chirped mirrors from the first set were employed to compensate for the 
dispersion. Pulses with durations of 14.3±0.7 fs were measured. Figure 3.25 illustrates the 
measurements of the HFPC pulses at the position of the interaction region. 
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Figure 3.25: Pulse duration measurement of the beam exiting the HFPC system using the modified SHG 
FROG configuration. The pulse durations were determined at the interaction region so that the path to 
the SHG crystal matched the path to the interaction region. The measured (top left) and the retrieved 
FROG trace (top right) are similar, indicating that the FROG algorithm is convergent.  
3.3. Performance of the system 
The HFPC was first implemented using the Blackett Laboratory laser system. The 50 cm long 
hollow fibre was set-up using the differential pumping configuration and was filled with 1.5 bar 
of Argon. Argon gas was chosen as nonlinear medium since it has a high nonlinearity factor 
compare to Neon (for Argon η2 = 9.8 × 10-24 m2/W bar, and for Neon η2 = 7.4 × 10-25 m2/W 
bar) allowing for broader bandwidths to be generated at lower pressure. Transmission of 
approximately 50% was measured directly at the output of the hollow fibre corresponding to 
pulse energy after the fibre of approximately 500 μJ. At the exit of the fibre, spectral 
bandwidths of nearly 90 nm at e-2 full width have been measured, resulting in transform limited 
pulse duration as short as 18 fs. Pulse durations 21±2 fs were measured with a single-shot SHG 
FROG indicating that the pulses were near transform limited.  
Later, the Blackett Laboratory laser system was replaced by a new commercially available 
Titanium-Sapphire CPA system (Coherent) which had a better shot-to-shot energy stability and 
pulse duration stability. The HFPC system was placed at the exit of the new laser system that 
provided pulses of approximately 2.5 mJ of energy with pulse durations of 43.5±0.8 fs and a 
repetition rate of 1 kHz (see Chapter 2). The differentially pumped fibre was filled with 0.6 to 
0.7 bar of Argon. Transmission of 55% was achieved corresponding to an output energy of 
~390 μJ. The spectral broadening was larger than that measured with the previous set-up 
(117±3 nm) and pulse durations of 14.3±0.7 fs were measured which gives a compression 
factor of approximately 3.  
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The spectral broadening occurring in the differentially pumped HFPC system can be controlled 
by adjusting the gas pressure in the fibre as discussed by Robinson et al. [6]. The variation of 
the input pulse duration and input energy has also a direct effect on the spectral broadening 
occurring in the fibre. 
The generation of spectral bandwidth in the fibre is relatively straightforward compared to the 
compression of the pulses. The spectra generated at the exit of the fibre are just within the 
bandwidth of the compressed pulses indicating that the bandwidth of the chirped mirrors can 
limit the minimum achievable pulse duration if broader spectral bandwidth are generated. 
Shorter pulses (larger bandwidth) can be generated by either increasing the bandwidth in the 
compression stage or by choosing chirped mirrors that work in pairs such that they exhibit an 
average negative dispersion that is more flat over a larger bandwidth. However, the high order 
phase terms cannot be compensated by chirped mirrors. This can be solved by using a 
combination of chirped mirrors and prisms since the latter can compensate for the third order 
dispersion term. The temporal compression can be improved by adding a pair of thin wedges 
after the chirped mirrors. By introducing very small amount of positive chirp it is possible to 
realise fine optimisation of the pulse duration. 
The transmission through the hollow fibre was on average 50%. Higher transmission 
coefficient can be achieved by cleaving the fibre. Another method consists of using a fibre with 
shorter length minimising the propagation losses and leading to a reduction of the interaction 
length. An increase in the gas pressure or the use of a different gas with higher nonlinearity will 
compensate for the shorter interaction length. It is also possible to increase the energy of the 
input pulse to obtain higher throughput energy. To do this, the quality of the input beam has to 
be extremely good (M2 <1.1) so that the focal spot matches perfectly the hollow fibre entrance 
otherwise laser damage can occur. In this case the gas pressure will have to be changed in order 
to avoid ionisation and self-focussing in the fibre. Higher energy can be deposited in the 
hollow fibres if they have a conical shape at the entrance. As the energy is deposited over a 
larger area these fibres are less sensitive to laser damage. 
Despite these limitations, the pulses generated at the output of the hollow fibre (14.3±0.7 fs) 
were adequate for the experiments planned. The ultrashort pulses emerging from the HFPC 
system were used to probe molecular dynamics in atoms and diatomic molecules. At the 
entrance of the Velocity Map Imaging chamber, focussed intensities exceeding 1014 W.cm-2 
with short pulse durations have been measured. These intensities are above the ionisation 
potential of the studied atoms/molecules and, therefore, can be used to observe electron re-
scattering.  
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Chapter 4  
 
Velocity Map Imaging of high energy 
electrons 
 
 
Velocity Map Imaging (VMI) is a powerful experimental technique that allows direct 
measurement of a two-dimensional (2-D) projection of the velocity distribution of a 
photofragment [1] and is thus a possible method of measuring the angular distribution of re-
scattered electrons. This technique is widely used because of its ease of use and excellent 
collection efficiency. In this thesis a VMI spectrometer that has been designed to study the 
electron re-scattering process that occurs when an atom/molecule is subjected to a strong laser 
field is presented. This spectrometer was tailored to detect high energy electrons (up to 400 
eV), beyond that currently accessible from VMI technique. The same instrument can also be 
used to characterise the degree of laser induced alignment by observing the momentum 
distribution of the Coulomb exploded fragments [2-4].  
The basic principles of the VMI technique are presented in the first part of the chapter. Then, 
the new VMI photoelectron spectrometer and an existing photoelectron spectrometer will be 
described in detail. The last part of this chapter illustrates the simulations realised with a 
commercially available simulation package (SIMION V8). They have been carried out to 
investigate the behaviour of the velocity mapping effect in the geometry employed. Finally, the 
basic principle of the inversion algorithms employed to reconstruct the full three-dimensional 
(3-D) velocity distribution will be discussed. 
4.1. Velocity map imaging  
Since the introduction of two-dimensional (2-D) photo-ion and photo-electron 
imaging techniques in the late 1980s [5], VMI has become a widely used technique in atomic, 
molecular and chemical physics [6]. This technique allows particles with same velocity and 
emission angles from different initial positions to be focussed onto the same position on the 
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detector, removing the effect of the source volume and thus providing high resolution. It also 
simultaneously detects particles with different velocity and at all emission angles providing 
information about the kinetic energy and the angular distribution. In a VMI spectrometer 
charged particles are created in one end of the spectrometer at the intersection of a gas sample 
and a laser beam that is centred between electrostatic electrodes, the repeller (VR) and extractor 
(VE). They are then accelerated by the electrostatic field toward the photo sensitive detector 
where their detected positions of impact provide a measurement of the two perpendicular 
velocity components, normally using a phosphor screen followed by a CCD camera. This 
technique provides directly the momentum information (kinetic energy and angular 
distribution) from the 2-D image. From the detected position both energy and angular 
distribution information can be extracted and the full original 3-D velocity-vector distribution 
can be reconstructed using numerous inversion algorithms, see section 3.  
Time-of-flight (TOF) technique is also a very common way to detect charged particles; 
from the TOF spectra, the mass and kinetic energy spectra can be obtained by measuring the 
time it takes the particle to reach the detector. TOF spectroscopy can also provide angular 
information by changing the polarisation of the laser field [7-9]. Although this technique is 
straightforward, obtaining the angular distribution information is time consuming and becomes 
experimentally difficult to implement with few-cycle laser pulses.  
 
Figure 4.1: Schematic of the velocity mapping of charged particles. A charged particle (ion or electron) 
created at the position O has an initial velocity v0. The y- and z- velocity components are projected on 
the (yz) plane centred at O’. Particles originating from different positions and having same velocity 
vector are imaged on a radius R on the position sensitive detector using the velocity map imaging. [10] 
 
Figure 4.1 illustrates the velocity mapping of charged particles onto a position sensitive 
detector. Particles with initial position O are accelerated towards the detector by an 
electrostatic field E (along x-axis) and the position at which they hit the detector is directly 
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related to the initial velocity component of the particles in the directions parallel to the detector 
surface (vy and vz). Charged particles with same initial kinetic energy therefore form a sphere 
that expands radially and when the cloud of particles hits the detector a two-dimensional (2-D) 
projection of the sphere with a radius R is produced.  
A particle of mass m and charge q created at an electrostatic potential Vc with respect to the 
detector and with an initial velocity vector v0 in the direction perpendicular to the x-axis 
( 2 20 0 0 0v 0, v v vx y z= = + ), has a kinetic energy that is the sum of the initial kinetic energy, 
2
,0 0
1 v
2
=kE m , and the kinetic energy due to the acceleration in the field, ,k E cE qV= . 
Experimentally the particles are accelerated by the electrostatic field which is confined around 
the interaction region and then travel through the field-free region in direction of the detector 
with a velocity in the x-direction  given by, ,
2
v k Ex
E
m
= . If the accelerating region is much 
smaller than the distance L from the interaction region to the detector, the time of flight of the 
particles in the x-direction can be approximated as, 
v 2x c
L mt L
qV
≈ ≈         (4.1) 
This means that the radius of the projected velocity sphere, which is directly proportional to 
the expansion speed of the emitted particle (v0) and the time-of-flight (t) so that R=vo.t, is 
related to the initial kinetic energy of the particles according to, 
,0k
c
E
R L
qV
≈          (4.2) 
The image observed on the detector thus consists of a number of concentric rings with a 
certain radius R that depends on their initial kinetic energies. Particles with larger kinetic energy 
have a greater radial speed than the ones with lower energy resulting in larger rings.  
 
In practice a VMI spectrometer focuses the charged particles created in the interaction 
area (position O in Figure 4.1) onto a micro-channel plate (MCP) followed by a phosphor 
screen detector using a set of electrodes: the repeller and extractor. The imaging detector 
creates an image on the phosphor screen that represents the projection of the 3-D velocity 
distribution of the photo-fragments onto a 2-D plane, as shown Figure 4.2. The mapping of 3-
D distributions of charge particles onto the 2-D detector depends on the electrode 
configuration that forms the extracting electric field. The first imaging experiments were 
employing grid electrodes that caused transmission reduction, trajectory deflection and 
blurring. Eppink and Parker introduced open electrodes (without grid) that bend the 
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equipotential surfaces. The curvature of the equipotential surfaces can be adjusted by varying 
the extractor voltage. The extractor electrode thus acts as a lens that focuses the particles from 
different origins with the same velocity-vector to the same spot on the detector, yielding better 
imaging resolution as illustrated in section 4.3. This configuration that employs holes instead of 
grids enables 100% transmission and removes any trajectory deflection imposed by the grids. 
In addition the time-of-flight measured with the VMI configuration exhibits the same 
behaviour as described in equation (4.2) and it is expressed as, 
R
mt L
qV
∝          (4.3) 
So that the radius of the rings on the image becomes, 
,0k
R
E
R L
qV
∝          (4.4) 
This indicates that the size of the radius R can be adjusted by controlling VR and the energy Ek,0 
of the emitted electrons can be directly measured from the spectrometer image. 
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Figure 4.2: Schematic representation of the Velocity Map Imaging technique. Both the molecular beam 
and the focussed laser beam define a volume of photoelectrons. Their spatial velocity emission is 
directed by the electrostatic field E towards the detector followed by a phosphor screen. This figure 
represents the projection of the three-dimensional velocity sphere formed by electrons with initial 
kinetic energy Ek and emitted from the source volume.  
 
A major advantage of VMI over the TOF technique is the fact that the images created 
on the phosphor screen represent a direct projection of the 3-D velocity distribution of a 
particular fragment onto a 2-D plane. Therefore, angular distributions can be measured 
directly. In addition, VMI has a very high sensitivity, since the charged particles are projected 
onto the MCP detector with high efficiency. 
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4.2. Photoelectron spectrometers 
In this project two electrodes assemblies were used to resolve the electron and ion trajectories 
after the laser-particles interaction: an existing low voltage assembly (up to 5 kV) that could 
simultaneously performed TOF and VMI measurements and a new grid assembly that could 
support voltages up to 20 kV was designed to allow for the detection of high energy electrons 
using VMI technique [1]. 
4.2.1. High voltage spectrometer 
The trajectories of high energy electrons are very divergent and therefore in addition to the 
high voltages applied to the electrodes the diameter to length ratio of the flight tube needs to 
be small. The grid assembly presented Figure 4.3 was equipped with two high voltage (up to 15 
kV) electrostatic lenses that direct the electrons/ions into a 102 mm long and 77 mm diameter 
field-free time-of-flight tube towards a 75 mm diameter MCP detector followed by a phosphor 
screen. The ratio of the diameter to length of the flight tube was 0.75 and in principle allowed 
for the detection of electrons with energy up to 600 eV.   
The electrostatic lens assembly based on a standard VMI arrangement consisted of three 2 mm 
thick electro-polished stainless steel electrodes separated by 15 mm [1]; the electrode VR also 
called “repeller”, consisted of a 60 mm diameter stainless steel plate, the second electrode, the 
“extractor”, had an inner diameter of 20 mm and an outer diameter of 90 mm. The last 
electrode (E) had an inner diameter of 24 mm and an outer diameter of 82 mm. This electrode 
was in direct contact with the field-free time-of-flight tube and was grounded to the Earth via 
the chamber walls. The two high voltage electrodes (VR and VE) were held by a specifically 
designed Macor assembly (Technical Glass) that insulates them from each other and the Earth. 
Two spring-loaded connectors attached to a 20 cm diameter feedthrough flange and spaced by 
4 cm supplied the high voltages to the electrostatic lenses (VR and VE) by direct contact.  
The entire grid assembly was enclosed in a magnetic shielding since the trajectories of the low 
energy electrons are extremely sensitive to the presence of magnetic field. 
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Figure 4.3: High voltage spectrometer for VMI measurements. The laser propagates along the z-axis (A) 
and the molecular beam propagates along the y-axis (B). The high voltage electrodes VR (repeller) and 
VE (extractor) direct the particles to the MCP detector (C) followed by a phosphor screen (D). The 
flight tube (E) and the Mu-metal shield are grounded to the Earth through the chamber walls. The 
photoelectron spectrometer is located in place by the spring loaded connectors with the copper ring and 
the PTFE rings.  
 
The 419 mm long Mu-metal shield covering the entire length of the flight tube and electrodes 
consisted of two layers of 2 mm thick spaced by 5 mm and was connected to the Earth via the 
chamber wall using insulating wire. Four openings of 15 mm diameter positioned at 134 mm 
from one end of the Mu-metal shield allowed for the laser and molecular beams to intersect in 
the region located between the repeller and extractor electrodes and for the interaction region 
to be evacuated. The diameters of the openings in the Mu-metal shield were designed to be 
small since the field penetration into the extraction region is proportional to their diameters. 
However, small openings in the Mu-metal shield lead to a severe restriction of the pumping 
speed.  
Finally, two rings made of polytetrafluoroethylene (PTFE) that fitted tightly to the outer part of 
the magnetic shielding were used to centre the height of the assembly (Mu-metal shield and 
grid assembly) in the 15.2 cm diameter tube of the chamber. The position in the x-axis was 
fixed by the spring loaded connectors that pushed the assembly against a copper ring placed 15 
mm before the MCP detector. Because of the MCP design, a 15 mm thick spacer flange had to 
be added between the MCP and the end of the flight tube. By adding the spacer flange the ratio 
diameter to length of the flight tube was increased from 0.73 to 0.88. This implied that the 
highest electron energy detectable by the VMI spectrometer was limited to 400 eV instead of 
600 eV. The detection of high energy re-scattered electrons required the average over a large 
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number of laser shots. Each laser shot contained an extremely large number of low energy 
electrons that reached the centre of the detector leading to a local reduction of MCP gain. A 5 
mm diameter blocker made from copper and earthed through the chamber wall was thus 
placed 15 mm in front of the centre of the MCP detector to prevent from damage due to the 
high signal level from the low energy electrons. 
The high voltage grid assembly was tested and breakdown occurred occasionally when 13 kV 
was applied to the repeller and 10 kV was applied to the extractor. Voltages up to 10 kV to the 
repeller and 7.3 kV to the extractor were routinely applied for long periods without observing 
breakdown. This limited the highest electron energy detectable to 220 eV. 
4.2.2. Existing spectrometer 
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Figure 4.4: Existing spectrometer allowing for TOF and VMI measurements in coincidence. The laser 
propagates along the z-axis (A) and the molecular beam propagates along the y-axis (B). The electrodes 
E1, E2, E3 and E4 direct the particles to either the VMI detector (C) followed by a phosphor screen (D) 
or the TOF detector (E). The flight tubes and the Mu-metal shield are grounded to the Earth through 
the chamber walls. 
 
Before the high voltage grid assembly was built, an existing low voltage assembly shown in 
Figure 4.4 was used to carry out preliminary experiments regarding the detection of the 
molecular beam (see Chapter 5 for more details). The imaging optics consisted of two mesh 
grids of 40 mm diameter and two electrodes with an outer diameter of 40 mm and inner 
diameter of 10 mm. The separation between the grids E1-E2 was 23 mm, while the separations 
between the electrodes E2-E3 and E3-E4 were, respectively, 12 mm and 10 mm. The electrodes 
were connected to the power supplies using insulated wires and were held by PTFE rods and 
washer to insulate them from each other and from the Earth. The TOF and VMI flight tubes 
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were in direct electrical contact with the final electrodes E1 and E4, respectively, and they were 
held at the same potential.  
The entire assembly was fitted in a 2 mm thick Mu-metal shield (Technical glass) that had four 
openings of 15 mm diameter located 128 mm from the VMI end allowing for the interaction of 
the laser and molecular beam to occur in between the two mesh grids (E1 and E2). The 
openings were also designed to be small to minimise field penetration into the extraction region 
but caused a severe restriction of the pumping speed for evacuating the interaction region. 
Two PTFE ring placed around the Mu-metal shield were used to centre the assembly in height, 
whereas in the x-direction the assembly had to be centred such that the holes in the Mu-metal 
shield were aligned with the entrance and exit windows of the laser beam.  
4.3. SIMION simulations 
A commercially available simulation package SIMION V8 (Scientific Instrument Services Inc.) 
was used to understand the principles of VMI technique and study the behaviour of the high 
energy re-scattered electrons.  
By changing the voltage applied to each electrode, the electric field can be adjusted allowing for 
the control of both the magnification and focussing of the image. The polarity of the electrodes 
can be changed so that either ions or electrons can be selected for mapping, the other being 
propelled away from the detector. All the simulations presented in this chapter have been 
carried out with electrons since the study of high energy electrons is the subject of this thesis. 
 
Simulations using SIMION V8 were employed to model the trajectories of the electrons as 
they propagate through the home-built high voltage VMI photoelectron spectrometer that 
allowed for the detection of electron energies up to 400 eV. The spectrometer was recreated in 
SIMION V8 and the electrode positions and sizes were not treated as variables. The electron 
trajectories were calculated for various electrodes voltages, initial positions and initial kinetic 
energies. A first set of simulations was carried out to optimise the electrode voltages and 
achieve best focussing of electrons with given energy on the detector. The radial (or energy) 
and angular resolution of the apparatus for two sets of voltages has also been assessed. Then, 
the effect of the position of the interaction region and magnetic field on electron trajectories 
was investigated. Finally a theoretical position to energy mapping of the spectrometer for 
various voltages was determined. 
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4.3.1. Volume of interaction and angle of emission 
The VMI technique enables the simultaneous detection of electrons with different velocity and 
at all emission angles so that electrons with the same momentum vector hit the detector at the 
same position independent of their starting point.  
Figure 4.5 illustrates the equipotential surfaces observed around the electrodes when the 
voltages applied to the repeller and extractor electrodes of the VMI spectrometer were -10 kV 
and -7.3 kV, respectively. The equipotential surfaces are relatively flat around the interaction 
region accelerating the electrons in the direction of the detector (x-axis) and bent around the 
extractor electrode that acts as a lens focussing the electrons from different initial positions 
onto the same position on the detector. Figure 4.6 illustrates the principle of VMI where the 
trajectories of two electrons with same initial kinetic energy (150 eV), emission angle (along the 
polarisation axis, y-axis) but different origins are focussed on the same position on the detector 
by choosing the correct repeller and extractor voltage. Voltages of -10 kV and -7.3 kV were 
applied to the repeller and extractor electrodes, respectively to focus the two electrons with 
different initial position. 
 
9500 V 500 V 
Z 
Y X 
Figure 4.5: Representation of the equipotential surfaces in the custom-made VMI spectrometer when 
the voltage applied to the repeller (blue) and extractor (orange) are -10 kV and -7.3 kV, respectively. The 
equipotential surfaces are represented every 500 V from 9500 V to 500 V. The equipotential surfaces are 
relatively flat around the region of interaction (between repeller and extractor electrode) while around 
the extractor they are bent acting as a lens.  
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Figure 4.6: Velocity Map Imaging of 150eV electrons emitted along the y-axis (polarisation axis) from 
two different initial positions. The trajectory in black represents electrons emitted from the centre of the 
electrode (0,0,0); while the trajectory in red represents electrons emitted at the position (0,+3,0). 
Voltages of -10 kV and -7.3 kV are applied to the repeller (VR) and extractor (VE) electrodes, 
respectively. The resulting electric field direct the electrons towards the detector (C) followed by the 
phosphor screen (D). 
 
Ideally the volume of interaction is located at the centre between the repeller and extractor 
electrodes and its volume is defined by the size of the molecular beam in one direction and the 
size of the focus in the other directions. The majority of the simulations were realised using an 
interaction volume of 1 mm3 as it represents the worst case and electrons were emitted in the 
direction parallel to the detector (yz-plane), see Figure 4.7.  Particles emitted in the plane 
parallel to the detector (yz-plane) are the most difficult to map onto the detector because they 
are emitted in the direction perpendicular to the electric field. The electrons were launch from 
different positions (± 0.5 mm) around the centre of the spectrometer, as shown Figure 4.7. At 
each emission point, 36 electrons were emitted in the plane parallel to the MCP (yz-axis) every 
10°.  
 
Simulations with larger interaction volume have also been carried out as the data presented in 
Chapter 6 were obtained with a constant gas density fill rather than a molecular beam. In this 
case the interaction region was defined by the position of the focal spot from the centre of the 
spectrometer and the confocal parameter of the focussing optic (6 mm). These simulations give 
an idea of what happen to the VMI technique in the worst case scenario. 
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Figure 4.7: Velocity Map Imaging set-up with a volume of interaction located at the centre of the 
repeller and extractor electrodes. The electrons (orange) created in the volume of interaction are then 
directed towards the detector by the electric field.  The 1 mm3 volume of interaction is defined by the 
grey cube in which a total of 324 electrons were emitted from nine different positions marked in purple. 
At each position electrons were launched in the yz-plane (plane parallel to the detector) every 10°. 
4.3.2. Effect of the repeller and extractor voltages 
The simulations were performed to optimise the extractor and repeller voltage in order 
to achieve a good focussing of the images, i.e. good resolution in the radial and angular 
distributions of the projected velocity sphere. The size of the image on the detector formed by 
the electrons with same energy is determined by the repeller voltage while the focussing is 
given by the extractor voltage. The projected velocity sphere for a given electron velocity 
vector is focussed when electrons with same velocity and same angle of emission hit the 
detector at the (ideally) same position irrespective of their initial position. Figure 4.8 illustrates 
the projected velocity sphere formed by 200 eV electrons with five different extractor voltages 
when the repeller voltage was set at VR=-10 kV. As observed in Figure 4.8, the radial (or 
energy) distribution of the projected velocity sphere formed by 200 eV electrons was narrowest 
for an extractor voltage of VE=-7.12 kV and the narrowest angular distribution was obtained 
for an extractor voltage of VE=-7.38 kV. This means that there is compromise between 
optimum angular and radial distributions, and an extractor voltage of VE=-7.22 kV is a good 
compromise. Figure 4.8 shows also that the mapping of electrons emitted at 45° from the 
polarisation axis are the most difficult to map. Note that a variation of the extractor voltage of 
±5% from the optimal voltage (-7.22 kV) leads the overall size and positions of the projected 
velocity sphere on the detector to change by ±6.5%. Similar simulations showed that the 
projected velocity sphere from electrons with kinetic energy of 145 eV were best focussed 
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(compromise in energy and angle) for a repeller and extractor voltages of VR=-10 kV and VE=-
7.3 kV (not shown). 
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Figure 4.8: Projected velocity sphere formed by 200 eV electrons for five extractor voltages -6.86 kV 
(green), -7.12kV (red), -7.22 kV (black), -7.38 kV (magenta) and -7.58 kV (blue). The repeller voltage was 
set at VR=-10 kV and the electrons were emitted from nine different initial positions around the 
interaction region in the plane parallel to the detector (yz–plane) every 10°, as shown Figure 4.7. The 
edge of the detector is shown by the grey circle. A zoom of the projected momentum sphere in the 
vertical direction is shown on the left. The best focussing is observed for a repeller and extractor voltage 
of VR=-10 kV and VE=-7.22 kV, respectively where the electrons have a small angular and energy 
dispersion. 
 
The magnification of the projected velocity sphere for a given electron kinetic energy can be 
changed by varying the repeller voltage; the ring can then be focussed by adjusting the extractor 
voltage as shown Figure 4.8. As the repeller voltage was increased the size of the projected 
velocity sphere was reduced allowing for the detection of higher energy electrons. In practise 
the maximum repeller voltage is limited by the power supply so that it is not possible to scale 
to arbitrarily large electrons energies. Figure 4.9 shows the projected velocity sphere formed by 
200 eV electrons for three sets of repeller and extractor voltages. For each repeller voltage the 
extractor voltage was chosen to provide the smallest radial and angular distributions on the 
detector. 
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Figure 4.9: Projected velocity sphere formed by 200 eV electrons for three different combinations of 
repeller and extractor voltages, VR=-10 kV and VE=-7.22 kV (black), VR=-12 kV and VE=-8.72 kV 
(red), and VR=-15 kV and VE=-11 kV (green). Each set of repeller and extractor voltage was chosen to 
provide optimum focussing of the radial and angular distributions. The electrons were emitted from 
nine different positions around the interaction region in the plane parallel to the detector every 10°, as 
shown Figure 4.7. The edge of the detector is shown by the grey circle.  
 
Experimentally it is important to determine the radial and angular resolution that can be 
achieved by the VMI spectrometer. Both the radial and angular resolutions were assessed by 
finding the smallest energy difference (ΔE) or angle variation (Δθ) that could be discerned on 
the detector. The energy and angular resolution for various electrons energy emitted at 45° 
from the y-axis (laser polarisation) for two sets of voltages are presented Figure 4.10 and Figure 
4.11, repectively. The set of voltages VR=-10 kV and VE=-7.12 kV is optimal for electrons with 
kinetic energy of 200 eV; while the set VR=-10 kV and VE=-7.3 kV focuses electrons with 
kinetic energy of 145 eV. The energy (or radial) resolution depends on the extractor voltage 
and is optimised for a particular energy, thus best resolution found at that energy then worsens 
for higher or lower energies, as shown Figure 4.10. It was found that for 200 eV electrons a 
change of 4 eV could just be distinguished on the detector when using a repeller and extractor 
voltage of VR=-10 kV and VE=-7.12 kV, resulting in an optimum kinetic energy (i.e. radial) 
resolution of 2%. The radial resolution changes as the extractor voltage changes; for an 
extractor voltage of -7.3 kV the energy resolution for 200 eV electrons becomes 5%, as 
illustrated Figure 4.10 (b). The angular resolution for both sets of voltages improves as the 
initial electron kinetic energy increases (Figure 4.11). For example electrons with kinetic energy 
of 200 eV have an angular resolution of 2.3% when VE=-7.12 kV and 1.3 % when VE=-7.3 kV; 
their angular resolution is higher in the second case since the extractor voltage is close to the 
voltage found for minimum angular distribution (Figure 4.8). The angular resolution increases 
with electron energy because the electrons that hit the detector far from the centre will 
naturally have a narrower distribution. However, the radial distribution is proportional to the 
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photoelectron momentum and thus to the square root of the kinetic energy so that at large 
radius the mapped electron energies are closer to each other causing the energy resolution to 
worsen.  
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Figure 4.10: Energy resolution of the photoelectron spectrometer for two sets of voltages (a) VR=-10 
kV and VE=-7.12 kV, (b) VR=-10 kV and VE=-7.3 kV. The electrons were emitted at 45° from the laser 
polarisation (y-axis) since they are the most difficult to resolve. The resolution of the 200 eV electrons is 
2% when they are focussed (VR=-10 kV and VE=-7.12 kV) and 5% when 125 eV electrons are focussed 
(VR=-10 kV and VE=-7.3 kV).   
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Figure 4.11: Angular resolution of the photoelectron spectrometer for two sets of voltages (a) VR=-10 
kV and VE=-7.12 kV, (b) VR=-10 kV and VE=-7.3 kV. The electrons had an emission angle that was 
varied around 45° from the laser polarisation (y-axis) since they are the most difficult to resolve. The 
resolution increases as the electron energy increases so that 200 eV electrons have an angular resolution 
of 2.3% when VE=-7.12 kV and 1.3 % when VE=-7.3 kV which is close to the voltage found for 
minimum angular distribution.   
 
The experiments presented in Chapter 6 intended to detect the high energy electron cut-off 
arising from re-scattering. This means that a broad range of electrons energy was observed (100 
- 150 eV) and thus the set of voltages VR=-10 kV and VE=-7.3 kV that provides a good energy 
and angular resolution for the low and high energy electrons was chosen. 
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The energy and angular resolutions of our VMI spectrometer determined with SIMION V8 are 
comparable to the resolutions obtained for conventional VMI apparatus [11]. These values 
correspond to the best resolution that one can expect. In practice the radial and angular 
resolutions are likely to be worsened by the imperfections. 
4.3.3. Effect of the position of the interaction region 
As all the experiments presented in Chapter 6 have been carried out in absence of a molecular 
beam, the laser beam was therefore interacting with a background gas sample, see Chapter 5 
for a detailed explanation. This means that the position of the interaction region could be 
moved away from the centre of the spectrometer without any reduction of the signal. In 
addition since the gas sample was not confined in a beam it could be ionised by the laser over 
the confocal parameter in the z-direction which was 6 mm.  
The behaviour of the 200 eV electrons trajectories was studied as a function of the initial 
position in the three directions separately for a repeller and extractor voltage of VR=-10 kV and 
VE=-7.3 kV. Figure 4.12 shows the projected velocity sphere formed by 200 eV electrons 
emitted at different positions along the x-axis and centred in the y and z-axis. Figure 4.13 
illustrates the projected velocity sphere formed by 200 eV electrons emitted at different 
positions along the y-axis. A displacement of the interaction region along the x-axis is found to 
cause the projected velocity sphere to contract or expand because the electrons spend different 
time in the electric and are thus accelerated differently. When the interaction region is displaced 
along the y-axis or z-axis the shape of the projected velocity sphere becomes oval; the same 
behaviour is observed along these two directions because the electrode assembly has a 
cylindrical symmetry. The oval shape of the projected velocity sphere is caused by the loss of 
the symmetry as some electrons travel closer to the edges of the electrodes while others travel 
closer to the centre of the electrodes. Nevertheless, the displacement from the initial position 
that represented by the black dots along the three directions is not very large causing the 
electrons to hit the detector at maximum ±2.5 mm away from the ideal position defined by the 
centre of the electrodes; therefore basic features are expected to remain intact. 
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Figure 4.12: Projected velocity sphere formed by 200 eV electrons for various initial positions along the 
x-axis and centred in the y and z-axis (see inset). The electrons were emitted along the x-axis from the 
centre of the spectrometer (black), ±1 mm (green), ±2 mm (blue) and ±3 mm (red), as shown on the left. 
The electrons emitted closer to the MCP are represented by the symbol (■) and further away from the 
detector are represented by the symbol (▲). The repeller and extractor voltages were VR=-10 kV and 
VE=-7.3 kV. The positions of the electrons are compared with the electrons emitted from the centre of 
the spectrometer represented by (●). A zoom on the projected velocity sphere is shown on the right.  
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Figure 4.13: Projected velocity sphere of 200 eV electrons for various initial positions along the y-axis 
and centred in the x and z-axis (left). The electrons were emitted along the y-axis from the centre of the 
spectrometer (black), ±1 mm (green), ±2 mm (blue) and ±3 mm (red), as shown on the left. The 
electrons emitted in the upwards direction are represented by the symbol (■) and the electrons emitted 
in the downwards direction are represented by the symbol (▲). The repeller and extractor voltages were 
VR=-10 kV and VE=-7.3 kV. The positions of the electrons are compared with the electrons emitted 
from the centre of the spectrometer represented by (●). A zoom on the projected velocity sphere is 
shown on the right.  
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4.3.4. Effect of the magnetic field 
Simulations have also been carried out by two MSci students to investigate the effect of 
magnetic fields (Earth and devices) on the trajectories of low and high energy electrons, and to 
determine the amount of magnetic shielding necessary to reduce this effect [12, 13].  
All particles travelling in a magnetic field experience a force that is proportional to their 
velocity called the Lorentz force. This means that any magnetic field present in the 
experimental region affects the path of the charged particles that travel from the interaction 
region to the detector.  
In addition to the Earth’s magnetic field, which is relatively small near sea level (0.49 Gauss in 
London), the magnetic field from electronic devices needs to be accounted for. The magnetic 
field surrounding the vacuum chamber and induced by the experimental environment (mainly 
turbo molecular pumps) was measured with a magnetometer (model MAG-03MCL 100 
Bartington Instruments). Table 4.1 shows the average magnitude of the magnetic field in the 
three directions measured just outside the vacuum chamber when all the turbo-molecular 
pumps were operating. These values provide an estimation of the maximum amplitude of the 
magnetic field experienced by the electrons in the chamber even though the magnetic field seen 
by the electrons in the chamber varies with the position and is altered by the metallic structure 
of the vacuum chamber.  
 
Table 4.1: Magnetic field measurements taken at proximity to the vacuum chamber. The coordinates 
relates to those in Figure 4.7. [12] 
 X Y Z Error 
Gauss -416 -204 -368 ±20 
 
The measurements of the magnetic field were used to model the deflection of the electrons 
with SIMION V8. As described in the previous section, electrons of same initial kinetic 
energies were placed in the 1 mm3 interaction region, and their trajectories were then calculated 
in the presence of a magnetic field. The electrons that were emitted in the plane parallel to the 
detector (yz-axis) were launch from the nine different positions around the centre of the 
electrode assembly, as shown Figure 4.7. The projected velocity sphere formed by 
photoelectrons with energy of 0.5 eV and 200 eV were simulated for various attenuation 
factors of the magnetic field in the range 103 to 105, see Figure 4.14. The voltages applied to the 
electrodes were adjusted to provide the smallest angular and energy distributions for each 
electrons kinetic energy; they were VR=-30 V and VE=-22 V for 0.5 eV electrons and VR=-10 
kV and VE=-7.22 kV for 200 eV electrons. For the detection of high energy electrons the effect 
 CHAPTER 4.   VELOCITY MAP IMAGING OF HIGH ENERGY ELECTRONS 153 
 
 
of the magnetic field is negligible; however, it affects strongly the path of the low energy 
electrons (order of few to tens of eV) causing a shift of the projected velocity spheres. The 
projected velocity sphere formed by the low energy electrons is destroyed unless the 
attenuation factor is 104 or above; while for the projected velocity sphere formed by 200 eV 
electrons an attenuation factor of 103 is still suitable. A magnetic field attenuation factor of 105 
remove almost all effects of the magnetic field for the low energy electrons, and thus higher 
energy electrons. For these reasons, the grid assembly was shielded with two layers of Mu-
metal shield which is equivalent to an attenuation factor of 105. 
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Figure 4.14: Effect of various attenuation factors of the measured magnetic field on the electrons 
trajectories with initial kinetic energy of 0.5 eV (top) and 200 eV (bottom). Four different attenuation 
factors of the magnetic field were tested: no magnetic field (black), attenuation factor of 103 (green), 104 
(blue) and 105 (red). The repeller and extractor voltages were VR=-30 V and VE=-22 V for electrons 
with initial kinetic energy of 0.5 eV and VR=-10 kV and VE=-7.22 kV for electrons with initial kinetic 
energy of 200 eV. A reduction factor of 105 was required to remove most of the effect of the magnetic 
field. 
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4.3.5. Position to energy mapping of the spectrometer 
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Figure 4.15: Position to energy mapping of the ideal photoelectron spectrometer for (a) VR=-3 kV and 
VE=-2.2 kV, (b) VR-=-6 kV and VE=-4.3 kV, and (c) VR-=-10 kV and VE=-7.3kV. The data generated 
by the simulations are shown by the symbols (■) and the fitted curves with the extracted calibration 
equation are plotted in red.  
 
Finally, a position to energy mapping of the spectrometer was carried out allowing predictions 
of the highest electron energy detectable. This position to energy mapping corresponds to the 
ideal case where the spectrometer is perfect and the interaction region well centred in between 
the repeller and extractor electrodes. For various sets of repeller and extractor voltages the 
position in millimetre of the electrons with increasing energy was determined. The electrons 
were emitted from the centre of the electrodes and along the y-axis which corresponds to the 
laser polarisation and a curve fitting the simulated data was extracted. The ideal position to 
energy mapping for the following set of voltages: VR=-10 kV and VE=-7.3 kV, VR=-6 kV and 
VE=-4.3 kV, and VR=-3 kV and VE=-2.2 kV are presented Figure 4.15. In Chapter 6 an 
experimental calibration of the spectrometer with a correction factor will be presented.  
2( )( )
2.95
x mmy eV ⎛ ⎞= ⎜ ⎟⎝ ⎠  
2( )( )
2.22
x mmy eV ⎛ ⎞= ⎜ ⎟⎝ ⎠  
2( )( )
7.24
x mmy eV ⎛ ⎞= ⎜ ⎟⎝ ⎠  
 CHAPTER 4.   VELOCITY MAP IMAGING OF HIGH ENERGY ELECTRONS 155 
 
 
4.3.6. Summary 
In a VMI apparatus, different voltages can be applied to the first two electrodes (repeller and 
extractor) generating an electric field in the plane perpendicular to the electrodes and the third 
electrode that is connected to the time-of-flight tube is grounded. The electric field accelerates 
the electrons toward the detector and if the voltages applied to the electrodes are chosen 
correctly, particle created at different positions in the interaction region with the same velocity 
vector are projected onto the same spot on the detector. The positions of the particles on the 
detector are therefore a map of the 2-D projections of the electrons velocity vectors. The 
SIMION simulations have been used to model the performance of the tailored VMI 
photoelectron spectrometer. It was found that the repeller voltage affects the magnification of 
the projected velocity sphere, while the extractor voltage changes the focussing of all electron 
energies. Depending on the experimental requirement both voltages need to be adjusted. In 
addition, the simulations have shown that the position of the interaction region with respect to 
the centre of the spectrometer do not have a significant effect over the range ±3 mm. A 
displacement of the interaction region in the x direction is equivalent to varying the repeller 
and extractor voltages causing the projected velocity sphere to contract or expand. A 
displacement in the y or z direction causes a break in the symmetry and projected velocity 
sphere with an oval shape is observed. The simulations have also been used to determine the 
predicted radial (i.e. energy) and angular resolutions of the spectrometer; the optimum values 
were found to be 2% and 1.3%, respectively. Finally, we have been able to simulate the effect 
of the magnetic field from the environment on the electron trajectories and then determine the 
amount of magnetic shielding necessary to negate it in the worst case. 
4.4. Inversion algorithm 
As explained earlier, the imaging detector creates the direct projection of the experimental 3-D 
velocity distribution of photoelectrons onto the 2-D plane of the phosphor screen: this is the 
Abel transform. If the image has an axis of cylindrical symmetry parallel to the plane onto 
which it is projected, the original 3-D distribution can be extracted from the 2-D image by 
employing inverse transform.  
In this thesis, the velocity distribution measured with the custom-made VMI spectrometer had 
an axis of cylindrical symmetry in the detector plane (polarisation axis) allowing the use of the 
inverse Abel transformation or Abel inversion to reconstruct the full 3-D distribution. The 
reconstruction of the 3-D distribution onto a 2-D plane (i.e. detector) using the inverse Abel 
transformation from Heck and Chandler [14] is represented Figure 4.16.  
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Figure 4.16: Schematic representation of the reconstruction of the 3-D distribution using the inverse 
Abel transformation from ref [14]. Left: 3-D distribution with cylindrical symmetry along the vertical 
axis. Middle: projection of the 3-D distribution shown in the left onto a 2-D plane parallel to the 
symmetry axis (e.g. paper plane). Right: 2-D slice image through the 3-D distribution.  
 
Consider the 3-D distribution having cylindrical symmetric axis along the y direction (i.e. laser 
polarisation) parallel to the detector plane (yz plane) and the extraction field being along the x-
direction; the measured velocity distribution on the detector at a position x can be expressed in 
polar coordinates as, 
( ) ( )2 2 2, 2D
x
g r r
f y z dr
r z
∞
= −∫        (4.5) 
with r2=y2+z2. Equation (4.5) is the Abel transform and the inverse transform is then used to 
retrieve g(r) from the measurements of ƒ2D(y,z) by applying the Fourier transform convolution 
theorem given by, 
2
2 2
( , )1( )
D
r
d f y z
dxg r dx
z rπ
∞
= −∫                   (4.6) 
In equation (4.6) the original distribution g(r) is a function of two coordinates: y the symmetry 
axis coordinate and 2 2= +r y z  the distance from the symmetry axis. ƒ2D is the projected 
distribution and (y,z) is the projection plane. 
In principle the inversion can be done line by line thus allowing for the full reconstruction of 
the original 3-D distribution, as shown Figure 4.17. However, solving equation (4.6) is difficult 
in practise because of the singularity at r2=z2 and because of the noise introduced by the 
derivative.  
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Figure 4.17: Abel inversion of a cylindrically symmetric 3-D distribution. To retrieve the full 3-D 
distribution the inversion has to be performed line-by-line. [15] 
 
 
Many algorithms have been developed to carry out this procedure; common examples are the 
back projections and onion peeling methods and several implementations can be found in ref 
[16].  
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Chapter 5  
 
Molecular beam & experimental setup 
 
 
 
 
To investigate the energy and angular distributions of the high energy electrons that are re-
scattered from atoms and molecules, a beam of particles with narrow velocity distributions is 
required. The experimental set-up consisted of a laser system, a vacuum chamber housing such 
a molecular beam and electrostatic lenses, a photo sensitive detector and a data acquisition 
system. The laser systems employed during this project have been described in detail in 
Chapters 2 and 3. The molecular beam consisting of a gas phase sample was crossed at 90° 
with the laser pulses in the region of interaction. The velocity distributions of the electrons 
created at the interaction region were obtained using the Velocity Map Imaging technique 
(VMI) whereby the particles accelerated by a static extraction field are directed towards a 
detector. This method allows for the particles with the same initial velocity vectors to be 
mapped onto the same point on the detector.  
The vacuum chamber is presented in the first part of this chapter; then, the production of a 
molecular beam and its experimental detection are explained in detail. In the final part of the 
chapter, the optical layout and the synchronisation of the apparatus is outlined.  
5.1. The Vacuum system 
The vacuum chamber was divided in two chambers: the expansion and target chamber, see 
Figure 5.1. The two chambers were separated by a 1 mm diameter and 25.4 mm high skimmer 
(model 2, Beam Dynamics Inc.) located 18 cm above the interaction region. This small aperture 
between the chambers enabled the pressure in the target chamber to be kept between 5×10-8 
and 5×10-7 mbar while the pressure in the expansion chamber was kept between 5×10-4 and 
1×10-6 mbar. During the project two pulsed valves were used as described in detail in the 
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following section. Initially a commercial solenoid pulsed valve (Series 9, General Valve 
Corporation) that was capable of delivering molecular pulses with a duration of 300 μs at a 
repetition rate of 10 Hz was used. This was replaced by a home-made pulsed valve that had an 
opening time of less than 150 μs and a repetition rate of 1 kHz. Both pulsed valves typically 
operated with a backing pressure between few hundreds of mbar to few bar. The expansion 
chamber consisted of a 10 cm diameter and 27 cm long stainless steel tube and was evacuated 
by two turbo-molecular pumps with a total pumping speed of 600 l/s (Turbovac 351, Oerlikon 
Leybold Vacuum and TPU 261 PC, Pfeiffer). The target chamber was located below the 
skimmer and consisted of a 6 ways stainless steel cross piece with a 15.2 cm diameter and 30.2 
cm long tube in the direction of the spectrometer and 10 cm diameter  and 27 cm long tubes in 
the other directions. This chamber was evacuated by two turbo-molecular pumps with a total 
pumping speed of approximately 400 l/s (Turbovac 151, Oerlikon Leybold Vacuum, and 
V551, Varian) that were connected via a 10 cm diameter cross-piece situated under the 
interaction region.  
xn=13.0 cm
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xi=18 cm 
Turbo 
pump 2 
Turbo 
pump 1 
Scroll pump 
110 l/min 
Turbo 
pump 3 
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xd=45.5 cm 
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Figure 5.1: Schematic representation of the vacuum chamber designed for electrons and ions VMI 
detection. The molecular beam generated by a pulsed valve travels through the skimmer in the direction 
perpendicular to the laser beam (y-axis). The skimmer that separates the expansion chamber from the 
target chamber is employed to extract the denser and colder part of the jet. The fragments (ions or 
electrons) resulting from the interaction between the molecular beam and the focussed laser beam are 
accelerated towards the detector (placed in the plane perpendicular to the laser propagation, yz-plane) by 
the static electric field. Note that the electrostatic assembly is in the direction perpendicular to the laser 
field and thus not shown. 
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In the target chamber the atomic/molecular beam intersected the laser beam at a right angle in 
the centre of an electrostatic lens assembly. The charged fragments resulting from the 
interaction between the laser and the atomic/molecular beam were projected onto a position 
sensitive detector using an electrostatic field. The electrostatic field was generated using circular 
symmetric electrodes set-up for VMI [1] that is described in Chapter 4. The detector is a 
chevron stacked micro-channel plate (MCP) followed by a phosphor screen (model APD3075, 
Burle Industries Inc.). By applying the correct voltages to the detector, the latter can detect ions 
or electrons, since particles with sufficient energy release a guided electron cascade through the 
MCP. The electrons from the cascade are accelerated onto the phosphor screen, which has a 
higher potential than that of the MCP, and fluoresces at the position of impact. A CCD camera 
(Pixelfly, PCO AG) was employed to record the images of the phosphorescence from the 
screen and transferred the data to a computer. 
5.1.1. The different pulsed valves 
A commercial solenoid pulsed valve (Series 9, General Valve Corporation) operating at 10 Hz 
and a home-made pulsed valve that can operate with a repetition rate of 1 kHz have been 
employed. 
The solenoid valve was used with the Blackett Laboratory laser system during the first part of 
the project to carry out preliminary experiments. This valve was fitted with a 500 μm diameter 
nozzle (with an expansion half angle of 45°). The gas jet trigger was synchronised to the laser 
pulse to ensure that the laser and the gas sample pulses arrived at the same time in the 
interaction region. A typical repetition rate of 1 Hz and an opening time of 300 μs were used to 
perform the preliminary tests; these parameters were easily controlled by the valve drive 
electronics (Iota One, General Valve Corporation). 
The study of high energy electrons re-scattering in atoms or molecules requires averaging the 
signal over a large number of laser shots because of the low signal level. The final experiments 
were thus implemented with both the Coherent laser system and the 1 kHz repetition rate gas 
jet. The pulsed valve consisted of a stainless steel housing containing a gas inlet, a piezo-crystal 
and a base plate with a nozzle (Figure 5.2). Two nozzle diameters 1 mm and 140 μm were used. 
The crystal was mounted on a small stainless steel poppet with an o-ring seal. The poppet was 
then tightened to provide a good seal with the nozzle. When a voltage was applied to the 
crystal, it caused the poppet to rise and allowed gas to travel through the nozzle. The piezo-
electric crystal was driven by a commercially available system from PI in combination with a 
digital delay generator that controlled the opening and closing times of the valve and ensured 
the synchronisation of the pulsed valve with the laser. The body of the valve was cooled by an 
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internal water circuit that consisted of a copper pipe connected to a water-cooling system. The 
pulsed valve was mounted on a three-dimensional (3D) translation stage to facilitate the spatial 
overlap of the atomic/molecular beam with the skimmer and thus the laser beam. 
A pulsed gas source achieves the maximum theoretical cooling when the flow through the 
nozzle is comparable to an equivalent nozzle operating in continuous regime. This can be 
obtained by ensuring that the pulsed valve is fully open so that the flow of gas is limited only 
by the conductance of the nozzle (governed by its area). The advantage of the pulsed valve 
thus lies in the reduction of the gas load into the expansion chamber; a pulsed valve can 
achieved a similar background pressure than that obtained with a continuous source using 
higher backing pressure.  
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Piezo power 
supply 
Gas in 
 
 
Water cooling 
Piezo power 
supply 
Gas in 
 
 
5 mm 
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50 μm 
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(a) (b) 
Figure 5.2: Schematic representation of the home built kilo-Hertz pulsed valve with (a) the 1 mm 
diameter nozzle, (b) the 140 μm diameter nozzle that could be fixed to the base plate.  
 
The 1 mm diameter of the nozzle, shown Figure 5.2 (a), induced a load that was too large for 
operating in the molecular beam conditions at 1 kHz even if the voltage applied to the piezo-
electric crystal was kept as low as possible. This resulted in an increase of the background 
pressure in both chambers leading to the loss of the molecular beam (equivalent to a gas cell). 
In this situation the high background pressure in the expansion chamber most likely caused the 
pulse of gas to be attenuated; the expansion chamber was thus acting as a gas cell that 
produced an effusive source of gas through the skimmer and into the lower chamber. In 
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addition, to control the pressure in the expansion chamber the valve was opened with the 
minimum possible voltage that could be applied to the piezo-electric crystal. Under these 
conditions the flow was limited by the opening area between the poppet and the top walls of 
the nozzle thus reducing the degree of cooling. Nevertheless, a repetition rate of 100 Hz was 
found to be acceptable. 
To decrease the gas load in the vacuum chamber and provide rotationally cool molecules at the 
interaction region at a repetition rate of 1 kHz, the conductance of the nozzle had to be 
reduced. Thus a new nozzle with a 140 μm diameter was designed and fitted to the body of the 
jet. The dramatic reduction of the nozzle diameter caused the conductance of the nozzle to be 
reduced leading to a reduction of the total gas load in the vacuum chamber. In addition, the 
voltage applied to the piezo-electric crystal could be adjusted allowing for the control of the 
opening area and thus for the control of the pressure in the expansion chamber. 
The production of a molecular beam using these two nozzles is discussed in detail in the next 
section. 
5.2. Molecular Beam 
Molecular beams are generally employed to produce a high gas density in a collimated beam at 
the region of interaction. Note that it is important to avoid densities that are too high and that 
cause a degradation of the signal due to the space charge effects. In addition, depending on the 
experimental requirements an expansion that creates rotationally cool molecules can be 
necessary; for example this is the case to achieved molecular alignment.  
5.2.1. Supersonic expansion of atomic and molecular jets 
A spatially well-defined and localised atomic/molecular beam is obtained by supersonic 
expansion of gas from a high pressure source into vacuum through a small nozzle at high 
velocity [2, 3]. In the region of the nozzle, energy is exchanged among the atoms/molecules 
due to collisions, resulting in a translational cooling (i.e. reduction of the width of the velocity 
distribution) as well as a cooling of the rotational and vibrational degrees of freedom by an 
increase of the velocity components along the direction of the beam. This cooling method 
helps aligning molecules efficiently, especially when using the impulsive alignment technique 
(Chapter 1). The cooling of the molecules improves as the distance between the nozzle and the 
interaction region increases, but the density of the gas decreases with distance. 
A supersonic expansion is achieved when the pressure ratio between the reservoir (P0) and the 
vacuum chamber (Pexpansion) is larger than the critical value of 2.1. If the critical pressure ratio is 
not achieved the flow exits the nozzle with subsonic speed without any further expansion. On 
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the contrary if the ratio is larger than 2.1, supersonic expansion is achieved and it is 
characterised by the Mach number, M, that is given by, 
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where x is the distance from the nozzle, d is the diameter of the nozzle, x0 and A1 are constants 
that depend on γ, where γ is the specific heat ratio expressed as p
v
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Figure 5.3 illustrates the characteristic features of the free jet expansion. Due to the pressure 
difference P0-Pexpansion the gas sample is accelerated towards the source exit and achieves sonic 
speed at the exit of the nozzle (M=1). After the nozzle the gas sample expands in the so-called 
“zone of silence” and as the flow becomes supersonic the Mach number increases as the 
distance from the nozzle increases. In the “zone of silence” and when considering a chamber 
with infinite walls the expansion properties become independent of the background gas 
pressure (Pexpansion). The flow is thus shielded from the background gas in the chamber by 
shock waves, the so-called Mach disk and barrel shock leading to a confinement of the 
expanding gas.  
M>>1 M=1 
M>1 
ZONE OF  
SILENCE 
Barrel shock 
Jet boundary 
Mach disk shock 
Reflected 
shock 
M<1 P0, T0  
M<<1 
Pexpansion 
 
Figure 5.3: Schematic of a continuum free-jet expansion. The Mack disk and the barrel shock waves 
shield the supersonic expansion from the background gas forming the “zone of silence” where the 
supersonic flow expands. [3] 
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The distance between the Mach disk and the nozzle is insensitive to the specific heat ratio and 
is given by, 
00.67M
expansion
Px d
P
=         (5.5) 
where d is the nozzle diameter, P0 and Pexpansion the pressure in the reservoir and expansion 
chamber, respectively. Equation (5.5) shows that when the pressure in the expansion chamber 
Pexpansion is reduced, the position of the Mach disk from the nozzle is increased leading to a 
thickening of the barrel shock. In this case a gradual transition from continuous flow to the 
molecular free regime takes place before the Mach disk. The transition between the two 
regimes is described by the “sudden freeze” model [4] and occurs at a radius, xq, from the 
nozzle called the quitting surface (Figure 5.5). Upstream of the quitting surface the jet is 
assumed to be in the continuous regime (i.e. dominated by collisions), while downstream the 
free molecular regime is taking place (i.e. complete absence of collision). In the free molecular 
regime the temperatures in the direction parallel and perpendicular to the propagation direction 
becomes different because after the onset of freezing these directions are no longer in thermal 
equilibrium, see Figure 5.4. The temperature in the direction parallel (T7) remains constant and 
the temperature in the direction perpendicular to the propagation direction (T⊥) continues to 
decrease through geometrical cooling. Molecules with higher speeds in this direction (v⊥) move 
away from the jet axis while molecules with lower speeds are more likely to propagate along the 
centreline axis. The Mach number that characterises the continuum expansion looses its 
physical meaning in the transition region and is replaced by the terminal speed ratio. This 
parameter describes the velocity dispersion ( thermalv , v and v∞  ) of the beam and is expressed as, 
( )130 12⎡ ⎤= ⎢ ⎥⎣ ⎦
B
S A n d C         (5.6) 
where A, B and C1 are constants that depend on specific heat ratio γ, n0 is the density in the 
reservoir and d is the diameter of the nozzle.  
The quitting surface is located where the molecular flow regime starts and is defined as the 
distance from the nozzle at which the continuum expansion reaches the terminal Mach number 
given by, 
2
M S γ∞ = . The position of the quitting surface from the nozzle can then be 
calculated by solving the equation (5.1) such that, 
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where A1 and x0 are coefficients that depend on the specific heat ratio γ and d is the nozzle 
diameter. 
 
 T  
CT  
⊥T  
X/d 
T/T0 
xq  
Figure 5.4: Quantitative behaviour of the temperatures in the transverse and parallel direction along the 
jet axis for a mono-atomic gas. Near the nozzle (i.e. in the continuous regime) both temperatures 
coincide with the temperature T of the continuous regime. After the quitting surface, shown at xq, the 
temperature in the direction parallel to the jet axis is frozen while the temperature the transverse 
direction continues to decrease. [3] 
 
By placing a small skimmer aperture in the “zone of silence” the centreline of the molecular 
beam can be extracted. Figure 5.5 illustrates the expansion of the molecular beam in presence 
of the skimmer wall. The position of the skimmer along the jet axis, inside the “zone of 
silence”, depends on the experimental requirements. The skimmer can be positioned after the 
quitting surface, where the molecular free regime takes place, providing a better collimation of 
the beam, a greater speed ratio and a better cooling of the internal degrees of freedom. 
Nevertheless, the presence of the skimmer induces a limitation of the number of molecules in 
the interaction region. 
 
V|| 
V⊥ 
Quitting surface 
Skimmer 
Free molecular flow 
region 
P0 
T0 
 
Expansion chamber Target chamber 
Continuum flow 
region 
 
Figure 5.5: Transition between the continuum flow and the free molecular regime that occur in the 
“zone of silence”. The quitting surface represents the transition between the two regimes. The skimmer 
placed in the molecular free regime (absence of collision) is responsible for the diminution of the 
number of molecules in the interaction region, since only molecules in the centreline can reach the 
interaction region. [3] 
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The introduction of a skimmer to separate the expansion and the target chambers has a 
dramatic effect. Most of the molecules leaving the quitting surface are reflected off the 
skimmer wall and may collide with the incoming molecules of the jet leading to a reduction of 
the centreline density selected by the skimmer. In the ideal case the frequency of such collisions 
can be negligible. In a non-ideal case, two main mechanisms are responsible for the reduction 
of the density. First, the molecules with sufficient thermal velocity that are not in the centreline 
are blocked by the skimmer wall. Second, both the molecules reflected off the wall and the 
incoming molecules contribute to the density in front of the skimmer resulting in attenuation; 
the reduction of the density due to scattering by background gases is assumed to be negligible. 
The centreline density relative to the ideal density (without the skimmer) at the distance x from 
the nozzle represents the effective skimmer transmission, η, and is given by, 
 
2 2
2
1
s
q s
r xS
x x xeη
⎛ ⎞ ⎛ ⎞⎜ ⎟− ⎜ ⎟⎜ ⎟⎜ ⎟ −⎝ ⎠⎝ ⎠≈ −         (5.8) 
 where S is the terminal speed ratio, rs is the skimmer radius, xq is the quitting surface, xs is the 
distance nozzle-skimmer. The equation (5.8) is valid for S>5 and xs>xq. Under these 
conditions, the gas density after the skimmer can be expressed as, 
 
( ).skim sn n xη=          (5.9) 
The density at the interaction region is thus given by the following equation, 
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The density at the interaction region can be compared with the background density in the 
target chamber that is given by, 
510bckg
b
P
n
kT
=          (5.11) 
where Pbckg is the pressure in the bottom section of the chamber when the pulsed jet is 
switched on, k is the Boltzman constant and T is the temperature (usually T=298 K as in the 
background no cooling occur).   
5.2.2. Calculations 
The positions of the quitting surface and Mach disk as well as the density expected at the 
interaction region were calculated for the relevant experimental conditions. These experimental 
conditions have been determined by adapting the initial design of the vacuum chamber to 
provide a molecular beam. The program was based on the various equations for free jet 
expansion described in the section above. The calculations presented below have been done to 
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determine the optimum position of the skimmer for different gas species, gas pressure and 
repetition rate. 
The calculations have been first carried out with Nitrogen gas expanding through a 1 mm 
diameter nozzle followed by a 1 mm diameter skimmer. The results obtained for various pulsed 
valve repetition rates are presented in 
Table 5.1. They show that the quitting surface is just above the skimmer allowing rotationally 
cooled molecules to reach the interaction region. In addition, as the repetition rate is increased 
the position of the Mach disk is moved closer to the nozzle since the pressure in the expansion 
chamber increases. It was found that the increase in pressure in both chambers meant that after 
a particular repetition rate the pumping speed will be too small to evacuate the particles before 
the next pulse arrives, resulting in the loss of the molecular beam due to interactions with the 
background gas. This happens for a repetition rate above 333 Hz and has been observed 
experimentally, see section 5.3.2.  
 
Table 5.1: Estimation of the distance nozzle-Mach disk (xM) and nozzle-quitting surface (xs) from the 
expansion of Nitrogen gas through a 1 mm diameter nozzle. These parameters are used to determine 
the properties of the molecular beam such as the density at the interaction region (ntarget) after the 1 mm 
diameter skimmer. 
Repetition rate  R (Hz) 100 250 333 
Nozzle diameter d (mm) 1 1 1 
Skimmer diameter ds (mm) 1 1 1 
Distance between nozzle and 
skimmer 
xs (cm) 27.5 27.5 27.5 
Distance between nozzle and 
interaction region 
xd (cm) 45.5 45.5 45.5 
Stagnation pressure P0 (bar) 1.2 1.2 1.2 
Pressure in expansion chamber* Pexpansion (mbar) 6.3×10-5 2.9×10-4 4.4×10-4 
Pressure in target chamber* Ptarget (mbar) 1.3×10-7 2.9×10-7 4×10-7 
Mach disk xM (cm) 288 137 110 
Quitting surface xq (cm) 27 27 27 
Effective skimmer transmission  η 0.017 0.017 0.017 
Background gas density  nb (109 cm-3) 3.2 7 9.7 
Density at interaction region ntarget (1011 cm-3) 2.1 2.1 2.1 
* Taking into account the correction factor for the pressure gauge. 
 
Calculations to determine the quitting surface and Mach disk location have also been done in 
Xenon gas using a repetition rate of 100 Hz and various reservoir pressures. The gas expands 
through a 1 mm diameter nozzle followed by a 1 mm diameter skimmer and the distance 
between the nozzle and the skimmer as well as the distance between the nozzle and the 
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interaction region were identical to the experimental conditions given in section 5.1. The results 
are presented in Table 5.2 and indicate that by changing the reservoir pressure the position of 
the quitting surface changes. This means that the skimmer should be carefully positioned below 
the quitting surface to provide rotationally cooled molecules in the target chamber for various 
reservoir pressures. 
 
Table 5.2: Estimation of the distance nozzle-Mach disk (xM) and nozzle-quitting surface (xs) from the 
expansion of Xenon gas through a 1 mm diameter nozzle for various reservoir pressures. These 
parameters are used to determine the properties of the molecular beam such as the density at the 
interaction region (ntarget), after the 1 mm diameter skimmer. 
Stagnation pressure  P0 (bar) 0.26 0.53 0.76 
Nozzle diameter d (mm) 1 1 1 
Skimmer diameter ds (mm) 1 1 1 
Distance between nozzle and 
skimmer 
xs (cm) 27.5 27.5 27.5 
Distance between nozzle and 
interaction region 
xd (cm) 45.5 45.5 45.5 
Repetition rate R (Hz) 100 100 100 
Pressure in expansion chamber* Pexpansion (mbar) 3.28×10-6 1.7×10-5 3.52×10-5 
Pressure in target chamber* Ptarget (mbar) 3×10-8 4×10-8 7×10-8 
Mach disk xM (cm) 523 374 311 
Quitting surface xq (cm) 14.9 25.8 35 
Effective skimmer transmission  η 0.41 0.31 0.255 
Background gas density  nb (109 cm-3) 0.73 0.97 1.7 
Density at interaction region ntarget (1012 cm-3) 1.9 2.75 3.4 
* Taking into account the correction factor for the pressure gauge. 
 
According to the calculations realised in Nitrogen and Xenon, the skimmer is positioned well 
inside the “zone of silence” (xs<xM) and in most cases just after the quitting surface (xs>xq) in 
the molecular flow regime allowing rotationally cooled molecules to reach the target chamber. 
However, when the repetition rate is increased the position of the Mach disk from the nozzle is 
dramatically reduced and the pressure in the expansion chamber increases. The later implies 
that large pumping speeds will be required to allow the production of a molecular beam at high 
repetition rate.  
An easy and straightforward solution to produce a molecular beam at a repetition rate of 1 kHz 
is to reduce the pressure in both chambers when the pulsed valve is firing. This can be 
achieved by employing a pulsed valve with a smaller nozzle diameter. Other calculations have 
been carried out with Xenon gas using a 140 μm diameter nozzle and a 1 mm diameter 
skimmer (see Table 5.3). With this nozzle it was also possible to control the gas load in the 
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chamber by controlling the voltage applied to the piezo-electric crystal. The distances between 
the nozzle and the skimmer as well as the distance between the nozzle and the interaction 
region were kept the same, xs=27.5 cm and xd=45.5 cm.  
 
Table 5.3: Estimation of the distance nozzle-Mach disk (xM) and nozzle-quitting surface (xs) from the 
expansion of gas through a 140 μm diameter nozzle. These parameters are used to determine the 
properties of the molecular beam such as the density at the interaction region (ntarget), after the 1 mm 
diameter skimmer. 
Repetition rate R (Hz) 100 1000(a) 1000(a) 
Nozzle diameter d (mm) 0.14 0.14 0.14 
Skimmer diameter ds (mm) 1 1 1 
Distance between nozzle and 
skimmer 
xs (cm) 27.5 27.5 27.5 
Distance between nozzle and 
interaction region 
xd (cm) 45.5 45.5 45.5 
Stagnation pressure P0 (bar) 1.035 1.035 1.035 
Pressure in expansion chamber* Pexpansion (mbar) 2.3×10-5 4.4×10-5 1.3×10-4 
Pressure in target chamber* Ptarget (mbar) 3×10-8 5×10-8 1.3×10-7 
Mach disk xM (cm) 63.5 45.5 27 
Quitting surface xq (cm) 1.3 1.3 1.3 
Effective skimmer transmission  η 1 1 1 
Background gas density  nb (109 cm-3) 0.73 1.21 3.16 
Density at interaction region ntarget (1011 cm-3) 3.6 3.6 3.6 
* Taking into account the correction factor for the pressure gauge. 
(a) Different voltages were applied to the piezo-electric crystal. 
 
The results from Table 5.3 show that using the configuration presented in Figure 5.1 the 
skimmer is located too far from the quitting surface and the location of the Mach disk is 
dramatically reduced. In this case the distance between the quitting surface and the skimmer is 
larger than the diameter of the chamber (10 cm) and may lead to collisions between the 
rotationally cooled molecules and the walls of the chamber that penetrate the “zone of silence”. 
Therefore, before the rotationally cooled molecules reach the skimmer they may collide with 
the molecules that have interacted with the walls of the chamber causing them to leave the 
centreline of the expansion; this prevents a rotationally cool molecular beam from being 
produced. To achieve molecular cooling the skimmer would need to be moved closer to the 
nozzle to extract the molecular beam before it can be attenuated by molecules interacting with 
the chamber walls. By positioning the skimmer closer to the nozzle the density after the 
skimmer dramatically increases. The density at the interaction region can thus be varied by 
increasing or decreasing the distance between the nozzle and the interaction region, for 
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example if the skimmer is located 9 cm below the nozzle and the distance nozzle – interaction 
region is set at 29 cm then the density at the interaction when using 1.035 bar of Xenon in the 
reservoir and a repetition rate of 1 kHz would become 8.8×1011. This is being implemented in 
the chamber at the time of writing. 
All the data presented in this thesis were taken with the following configuration: xd=45.5 cm 
and xs=27.5 cm. 
5.3. Molecular beam detection 
Both TOF and VMI detection systems have been used during this project. The TOF was used 
to determine the spatial and temporal overlap of the molecular and laser beam at the 
interaction region, whereas the VMI was employed to investigate molecular dynamics by 
detecting high energy electrons re-scattered from molecules (see Chapter 4 and 6). 
5.3.1. Time-of-flight 
Time-of-flight mass spectrometry (TOF-MS) is a very common technique that is used to detect 
charged particles (ions or electrons). It uses a drift tube and a microchannel plate detector 
(MCP) to measure the time-of-flight of the particles. From the TOF spectra, the kinetic energy 
and the mass of the charged particles created in the interaction region can be extracted, 
allowing the separation of the charged fragment according to their mass to charge ratio. The 
device is composed of a source, a flight tube and a detector, as described Figure 5.6. The TOF 
experiments performed during this project involved only ion TOF-MS measurements. The ions 
were created by laser ionisation in the source region located between the repeller and extractor 
electrodes. 
gas jet Laser field 
Repeller Extractor Accelerator 
Flight tube 
Detector
Interaction 
region 
Source Time-of flight tube 
EE EA Z 
Y 
X 
 
Figure 5.6: Schematic diagram of a time-of-flight mass spectrometer. The charged particles created in 
the source region are accelerated along the x-axis towards the MCP detector. 
 
The electric fields EE (between the repeller and extractor electrodes) and EA (between 
the extractor and the accelerator electrodes) accelerate the ions created by the same laser pulse 
differently according to their mass. In the flight tube the velocity of the ion depends on their 
mass-to-charge ratio as it is a region free of electrical fields. This means that ions with the same 
 CHAPTER 5. MOLECULAR BEAM & EXPERIMENTAL SETUP 173 
 
initial kinetic energy, hence same charge, travelling along the field free drift zone are separated 
by their masses as heavier particles reach lower speeds. Finally, after a flight time of typically 
few μs the ions hit the MCP mounted at the end of the flight tube; and the time that it takes 
for the ion to reach the detector is measured. The velocity of the ion is given by, 
2v = e Z E
m
         (5.12) 
where m is the mass of the ion, Z is the charge of the ion, E is the applied electric field, e is the 
elementary charge and v is the ion velocity.  If the distance from the ion source to the detector 
is L, the time t taken by the ion to reach the detector is given by, 
v 2
= =L L mt
Ze E
        (5.13) 
In a conventional (standard) TOF MS, L is fixed and E is held constant in the instrument such 
that the flight time equation for ions is, 
∝ mt
Z
         (5.14) 
The separation of two adjacent mass peaks is proportional to the length L, hence a long drift 
tube results in larger separation of two adjacent mass peaks. At the end of the flight tube, the 
ions separated by mass number are detected by an integrating MCP. The detector amplifies the 
ion signals using the electronic avalanche process and converts the electronic signal to an 
electrical current which is observed by means of an oscilloscope.  
The TOF-MS provides an extreme sensitive signal as all ions are detected. TOF-MS 
technique has been used to provide information on the ionisation rate of the species. Electron 
TOF-MS has also been used to study ATI and re-scattering process in atoms and molecules [5, 
6]. 
5.3.2. TOF experimental results 
The preliminary experiments realised with the Blackett Laboratory laser system involved TOF-
MS measurements in order to ensure the spatial and temporal overlap of the molecular beam 
with the laser beam at the interaction region, which is located in the centre between the 
electrodes VR (repeller) and VE (extractor) shown in  Figure 5.6.  
An example of a TOF trace observed using Nitrogen (N2) gas with a reservoir pressure of 4 bar 
and the pulses from the Blackett Laboratory laser system providing an intensity at the 
interaction region of 2.2×1014 W.cm-2 is shown Figure 5.7. The low voltage spectrometer was 
set with VR=+500 V and VE=0 V, while the voltage applied to the integrating MCP was -100 V 
to the front plate and -1.8 kV to the back plate. The horizontally polarised laser beam caused 
the ions to be emitted in the direction perpendicular to the detector resulting in the observation 
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of forward (F) and backward (B) peaks in the TOF trace. The peaks in the TOF trace have 
been identified using SIMION V8 to simulate the TOF of the various particles. The TOF trace 
consists of peaks due to ions from Nitrogen and other peaks from background ions present in 
the chamber. The presence of N2+ and N3+ ions demonstrate that Coulomb explosion takes 
place. Note that alternatively, the peaks can be identified by comparing the TOF trace observed 
on the oscilloscope with TOF traces from previous experiments [7]. 
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Figure 5.7: Time-of-flight trace taken with the set-up presented section 5.1 and averaged over 20 shots 
using the pulses from the Blackett Laboratory laser (80 fs). The intensity of the horizontally polarised 
laser beam at the interaction region was 2.2×1014 W.cm-2, the reservoir was filled with 4 bar of Nitrogen. 
The low voltage electrode assembly was set such that VR=+500 V (repeller) and VE=0 V (extractor) and 
the voltage applied to the MCP was -100 V to the front plate and -1.8 kV to the back plate. The 
identification of each peak is shown on the left of the graph and the letters F and B stand for the 
forward and backward emission of the ions. 
 
To optimise the temporal and spatial overlap of the molecular beam with respect to the laser 
beam the magnitude of the forward + +2,F FN or N  peak were recorded while varying the pulsed 
valve trigger delay and the position of laser beam with respect to the molecular beam. The 
voltages applied to the repeller and extractor electrodes were, respectively, +500 V and 0 V, 
while -100 V was applied to the front plate and -1.8 kV to the back plate of the integrating 
MCP detector. The same experimental set-up was employed for all the experiments described 
in this section. 
The first tests were performed using the Blackett Laboratory laser system, the low voltage 
spectrometer and the solenoid valve with a repetition rate of 1 Hz and an opening time of 300 
μs. The pressure at the interaction region when the gas jet was switched on was 1×10-6 mbar 
and a 30 cm lens was employed to focus the laser beam at the interaction region. The spatial 
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and temporal overlaps of the molecular beam with respect to the laser beam were investigated 
using a reservoir pressure of 4 bar of N2. Figure 5.8 shows the variation of the +FN  peak signal 
while adjusting the delay between the gas jet trigger and the laser pulses, allowing for the study 
of the temporal overlap. The maximum signal was observed for a delay time on the digital 
delay generator of T+99.3 ms confirming that a temporally confined molecular beam was 
present. The amplitude of the signal dropped by 50% on each side when the delay was set at 
±0.08 ms away from the optimal position giving an estimation of the temporal duration of the 
molecular beam. Figure 5.9 presents the optimisation of the spatial overlap between the 
molecular and the laser beam looking at the +FN  signal. The 30 cm lens was translated in the 
direction parallel (z-axis) and perpendicular (x-axis) to the detector. The maximum +FN  signal 
was observed when the lens position was approximately 14 mm in the z-direction and 10.25 
mm in the x-direction. The size of the molecular beam was estimated by measuring the full 
width at half maximum (FWHM) of the scan realised in the direction perpendicular to the 
detector (x-axis). At the interaction region, we found that the size of the molecular beam was 
approximately 3 mm. The measured width of the beam in the z-direction was 4 mm and is 
dependent on the confocal parameter of the lens. The graphs Figure 5.9 (a) and (b) confirm 
that the +FN  signal seen in the TOF trace is coming from the molecular beam rather than 
background gas. From these graphs it is also possible to estimate a signal-to-noise ratio by 
comparing the signal of the +FN  peak when the jet is switched on and when the jet is fired at a 
delay far from the optimal position. In this case a signal-to-noise ratio of 7.5 was found. 
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Figure 5.8: Temporal overlap of the molecular beam with the laser beam using the Blackett Laboratory 
laser system and the existing spectrometer. The average of 20 laser shots was used to determine the 
TOF signal of the N+ peak and its variation is presented as a function of the delay between the pulse 
valve trigger and the laser beam. The maximum signal was observed for a delay on the digital delay 
generator of T+99.3 ms and the full width at half maximum of the signal was 0.16 ms.  
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Figure 5.9: Spatial overlap of the molecular beam with the laser beam using the Blackett Laboratory laser 
system and the existing electrode assembly. The average of 20 laser shots was used to determine the 
TOF signal of the N+ peak as a function of the position of the lens in (a) the x-direction, and (b) the z-
direction as labelled Figure 5.1. The delay between the molecular beam and the laser beam was set at 
T+99.3 ms. The optimal position of the lens was 10.25 mm in the x-direction and 14 mm in the z-
direction. 
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Figure 5.10: Time-of-flight trace centred in the region of the N+ peak and recorded for four different 
laser beam intensity of 0.55±0.06 1015 W.cm-2 (black), 1.1±0.1 1015 W.cm-2 (red), 1.6±0.1 1015 W.cm-2 
(blue) and 2.3±0.1 1015 W.cm-2 (green). Each trace was averaged over 20 laser shots from the Blackett 
Laboratory system. The variation of the energy of the beam was used to vary the laser intensity. 
 
The TOF traces were recorded in the region around the +FN  peak with increasing intensity at 
the interaction from 0.55 to 2.3×1015 W.cm-2, see Figure 5.10. At the lowest intensity of 
0.55×1015 W.cm-2 the peaks from the Nitrogen molecular beam were very small but still 
detectable. When the intensity was increased by a factor of four, the signal of +2,FN  and 
+
FN  
were increased by a factor of 43 and 35, respectively. 
Later, the focussing optic was replaced by a gold-coated off-axis parabola with a focal length of 
20 cm in order to employ the shorter pulses produced by the HFPC system that was coupled 
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with the Blackett Laboratory laser system. Intensity of 4±0.8×1014 W.cm-2 was measured at the 
interaction region and the molecular beam was found again using the same technique.  
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Figure 5.11: Measurement of the temporal overlap of the N2 molecular beam for opening time of 150 μs 
(blue), 250 μs (green) and 500 μs (black). The gas jet repetition rate is set at 100 Hz. When the opening 
time is increased to 250 and 500 μs the background signal increases by almost 50% and when the 
opening time is set to the minimum value of 150 there is a shift in the optimum delay time between the 
pulsed valve and the laser pulse of 50 μs. 
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Figure 5.12: Measurement of the temporal overlap of the N2 molecular beam for pulsed valve repetition 
rate of 100 Hz (black), 200 Hz (red), 250 Hz (blue) and 333 Hz (green). The opening time is 150 μs and 
the N2+ signal start to disappear when the repetition rate in above 333 Hz.   
 
The same measurements were repeated using the HFPC coupled with the Coherent laser, the 
kHz pulsed valve and the high voltage spectrometer. The measurements of the minimum and 
maximum values of the +2,FN  signal were measured to find the optimum the position of the 
molecular beam with respect to the horizontally polarised laser beam. The pressure of N2 in the 
reservoir was set at 1.2 bar and the laser intensity was approximately 3×1014 W.cm-2. A scan of 
the opening time and gas jet repetition rate was first realised to determine the conditions 
needed to have a molecular beam. As described Figure 5.11 when the opening time was 
increased the background pressures in both chambers increased causing the molecular beam to 
disappear. Nevertheless, a clear molecular beam was observed with a gas jet opening time of 
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150 μs and a repetition rate of 100 Hz. Under these conditions, the repetition rate of the pulsed 
valve was scanned from 100 Hz to 1 kHz; however as shown Figure 5.12 the molecular beam 
disappeared when the repetition rate was higher than 250 Hz. The optimum delay to observe a 
molecular beam with a repetition rate of 100 Hz and an opening time of 150 μs was found to 
be T+200 μs. These settings were then used to determine the conditions for spatial overlap. 
The spatial overlap was determined by translating the off-axis parabola in the z-direction and 
the pulsed valve in the x and z-direction as it was mounted on a three-dimensional translation 
stage. The measurement of the +2,FN signal confirmed the overlap between the molecular beam 
and the laser beam. The molecular beam was optimum when the position of the off-axis 
parabola along the z-axis was 5.71 mm and the pulsed valve translation stage was 12.25 mm in 
the x-direction and 15 mm in the z-direction. In this case the signal-to-noise ratio of 
the +2,FN signal was 13.9.    
 
The kilo-hertz pulsed valve did not allow for the production of a molecular beam at a 
repetition rate of 1 kHz because of the high gas load in the chamber and the insufficient 
pumping speed. To reduce the gas load in the chamber a nozzle with a diameter of 140 μm 
diameter was then tested. With this nozzle it was possible to control the gas load by adjusting 
the voltage applied to the piezo-electric crystal. However, as shown in the calculations in 
section 5.2.2 no molecular beam was observed experimentally; this may be explained by the 
presence of collisions between the rotationally cooled molecules and the chamber wall because 
the position of the skimmer was too far from the nozzle.  
5.4. Optical design and synchronisation 
5.4.1. Optical layout 
The optical set-up, shown Figure 5.13, was designed to observe electron re-scattering on non-
aligned and/or aligned molecules and was very similar for both laser systems used. For the 
study of non-aligned samples or atoms only the beam emerging from the hollow fibre was  
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Figure 5.13: Schematic drawing of the optical set-up. The hollow fibre beam (red) can be send in the 
chamber via reflection of the focussing optic (represented in blue) or it can travel through the same 
distance as the beam going in the chamber and sent to the single-shot SHG FROG for pulse duration 
measurements.  
 
necessary; however, when looking at aligned-molecules a pump beam that aligns the molecules 
prior the probe beam will be required. The laser beam was split by a 50/50 beamsplitter, where 
50% of the energy (~1 mJ) was focused into the 250 μm inner diameter and 50 cm long, 
Argon-filled, hollow, fused-silica fibre. The broad bandwidth beam emerging from the hollow 
fibre was temporally recompressed by the 14 chirped mirrors. The part of the laser beam that 
was transmitted through the beam splitter could be used as a pump beam to produce molecular 
alignment using the impulsive method as explained in Chapter 1. The two beams recombined 
on an output coupler that reflects 80% of the hollow fibre beam. A 20 cm focal length, gold 
coated off-axis parabola (Janos) was employed to focus the two beams in the chamber and 
could be scanned along the propagation direction without changing the alignment to accurately 
positioned the focus to overlap with the molecular beam. The focal spot measured at the 
interaction region were 50×50 (±7) μm and 70×80 (±7) μm diameter full width at e-2 for the 
hollow fibre beam and the alignment beam, respectively. In addition, a drop-in mirror was used 
to direct the beam onto the single-shot SHG FROG in order to measure the laser pulse 
durations at the interaction region. 
When the optical layout was adapted on the Coherent laser system a 60/40 beamsplitter was 
used so that 60% of the reflected light (~850 μJ) was sent in the hollow fibre. In this case the 
focal spot measured at the interaction region was 60×60 (±7) μm diameter full width at e-2 for 
the hollow fibre beam. The pump beam was being implemented at the time of writing. 
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The experiments presented in this thesis were performed with atoms and non-aligned 
molecules; thus only the beam emerging from the hollow fibre was employed. 
5.4.2. Temporal synchronisation  
This section gives an overview of how the experiments carried with both laser systems were 
timed. Different time scales were in play and everything had to be synchronised appropriately. 
Thus all the different apparatus (i.e. pulsed valve and camera) were synchronised to the laser 
pulse via digital delay generators (Stanford Research Systems).  
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Figure 5.14: Schematic drawing of the trigger timings of the Coherent laser system. The first SRS box 
was used to adjust the repetition rate of the gas jet via channel C, channel A was controlling the timing 
and channel B was controlling the opening time of the pulsed valve. A second digital delay generator 
that was synchronised to the first one was used to trigger the oscilloscope (for TOF measurements) or 
the CCD camera (for electron re-scattering experiments). 
 
The gas jets were triggered by an electric signal from the laser system using an adjustable delay 
to account for the time taken for the laser pulse to reach the chamber and for the maximal flux 
of molecules to reach the interaction region. The master clock (trigger) for both laser systems 
was taken from the delay line generator that synchronised the Pockels cells of each regenerative 
amplifier. This clock was used to supply a trigger to the first digital delay generator at a rate of 
10 Hz or 1 kHz depending on the laser system; however, the repetition rate of the experiments 
had to be varied in order to find the molecular beam, see section 5.3.2. The first digital delay 
generator allowed for the reduction of the repetition rate of the gas jet and the triggering of the 
pulsed valve. The second digital delay generator that was synchronised with the first one 
triggered the camera or oscilloscope (for TOF measurements) such that the timing between the 
gas jet and the laser pulse could be changed without disturbing the trigger to the 
camera/oscilloscope. A schematic drawing of the trigger timing implemented with the 
Coherent laser system is presented Figure 5.14. 
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5.5. Discussion 
We have presented the experimental chamber and the results we obtained for the generation of 
a molecular beam in different conditions. The signal level produced by the high energy 
electrons is extremely small compared to the signal from the low energy electrons and thus an 
average over a large number of laser shots is required. For this reason, the implementation of a 
molecular beam operating at a high repetition rate is essential for the study of the electron re-
scattering process.  
Experimentally, we have been able to observed molecular beams at a repetition rate up to 250 
Hz when using a 1 mm diameter nozzle and a reservoir pressure of 1.2 bar of N2. For higher 
repetition rates the presence of the molecular beam was compromised by the rise in 
background pressure and the low pumping speed. We have also tried a smaller diameter nozzle 
(140 μm) that produces lower density per puff of gas and therefore should allow us to obtain a 
molecular beam at higher repetition rate. However, no molecular beam was observed possibly 
because the position of the skimmer was too far from the quitting surface and collisions 
between the rotationally cooled molecules and the chamber’s walls may have occurred.  
A solution to be able to operate the molecular beam at high repetition rate would be to add 
more turbo-molecular pumps to increase the pumping speed but this implies building a new 
vacuum chamber because of the limited size and numbers of flanges of the current system. 
When using the 140 μm diameter nozzle, the absence of the molecular beam could have been 
due to the actual design of the chamber, particularly the position of the skimmer. The 
calculations showed that with this nozzle, the quitting surface was much closer than with the 1 
mm diameter nozzle, thus a rotationally cooled molecular beam could be observed by moving 
the skimmer closer to the quitting surface. The design of the new molecular beam is now under 
construction. Note that if a lower density is required at the interaction region, a double 
skimmer molecular beam which involves the addition of a second differential pumping stage 
can be implemented. For the study of the re-scattering process in atoms and non-aligned 
molecules the rotationally cooled molecular beam was not essential. It was thus decided to use 
both nozzles at a repetition rate of 1 kHz discarding the presence of a molecular beam to 
perform the first experiments and detect high energy electron cut-offs. In this case, the laser 
pulses interact with a background gas in a situation comparable to a gas cell with a density 
directly related to the pressure indicated by the gauges.  
In the future, the investigation of the LIED process in aligned molecules using the VMI 
technique will require the implementation of a rotational cooled molecular beam that can 
operate at a repetition of 1 kHz.  
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Chapter 6  
 
Electron re-scattering from atoms and 
molecules  
 
 
Above threshold ionisation (ATI) and high-order ATI (HATI) are well-known processes that 
have been mainly studied using the time-of-flight technique [1-3]. This thesis has involved the 
development of an intense, few-cycle laser system (Chapter 3) and the design of a custom-
made Velocity Map Imaging (VMI) apparatus (Chapter 4) to study the HATI process by which 
the re-scattered electrons gain a large amount of kinetic energy. In this chapter, the 
experimental observation of the high energy re-scattered ATI electrons in atoms and molecules 
using few-cycle pulses is presented. The photoelectron spectra resulting from HATI can be 
decomposed in three parts depending on the electrons’ energies; a rapid drop of the signal for 
electrons with energies below 2 UP is followed by a plateau (for electrons with energies 
between 4 and 9 UP) which ends by a cut-off at 10 UP, as described in detail in Chapter 1. 
Electrons with energies below 2 UP, where UP is the ponderomotive energy associated to the 
laser intensity and wavelength, arise from direct ionisation. The presence of a plateau in the 
photoelectron spectra with a high energy cut-off at 10 UP is a feature from the re-scattering 
process [4, 5]. These high energy electrons can have a very short de Broglie wavelength (less 
than 1.1Å for electron energies of 150 eV) that can be used to image the parent ion (atom or 
molecules). The experiments presented in this thesis have enabled the measurement of 
electrons with energies up to 100 eV. The VMI spectrometer presented in Chapter 4 was used 
to demonstrate the presence of re-scattered electrons, detect and determine the position of the 
high energy electron cut-off in various gases, and to examine the angular distribution of the re-
scattered electrons.  
VMI measures directly the two-dimensional (2D) projection of the clouds of re-scattered 
electrons that appear as rings with radii proportional to the energy of the electrons. A study of 
the low energy electrons (below 2 UP) and a method to calibrate the spectrometer using the low 
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energy ATI rings is described in the first section of the chapter. In the next part, the 
investigation of high energy photoelectron spectra with the attribution of the cut-off energy is 
discussed in detail.  
6.1. Experimental methods 
The experiments described in this chapter were realised with the Coherent laser system coupled 
with the HFPC system developed for this work (Chapter 2 and 3). The pulse duration of the 
laser at the region of interaction was 14.3±0.7 fs, measured with the single-shot SHG FROG 
built as part of this project (Chapter 3). The polarisation of the laser beam was rotated from 
horizontal (at the output of the hollow fibre) to vertical by travelling twice through a 
broadband quarter waveplate (equivalent to a broadband half waveplate) such that the 
polarisation of the laser beam was parallel to the MCP detector and perpendicular to the static 
electric field of the photoelectron spectrometer. Measurements were also realised using 
circularly polarised light; this was achieved by propagating the beam only once through the 
broadband quarter wave plate. For the measurements with circular polarisation a 1 mm glass 
plate was added to compensate for the dispersion induced by the difference in beam path and 
thus maintain the same pulse duration at the interaction region.  
The laser beam was focussed using an off-axis parabola (f=20 cm) to a spot with a diameter at 
e-2 full width of 60×60±7 μm and a confocal parameter of 6 mm. In the vacuum chamber the 
focal spot interacted with the equivalent of a gas cell (no molecular beam) and thus ionised the 
gas sample over the length of the confocal parameter (6 mm). The constant gas density was 
produced by the pulsed valve operating at a repetition rate of 1 kHz that was equipped with a 1 
mm or 140 μm diameter nozzle (Chapter 5). The pressure in the interaction chamber was kept 
between 0.9 and 1.2×10-7 mbar when the pulsed valve was switched on and 2×10-8 mbar when 
the pulsed valve was switched off. When using the 1 mm diameter nozzle, the backing pressure 
applied to the valve was kept as low as possible to minimise the load in the chamber as well as 
the density at the interaction region that could result in space charge effects. Typically the 
backing pressure was set at 200±20 mbar. When using the 140 μm diameter nozzle, the 
throughput was controlled by both the backing pressure and the voltage applied to the piezo-
electric crystal. With this nozzle, the backing pressure was kept constant to 1±0.03 bar and the 
voltage applied to the crystal was varied between 50 and 150 V depending on the gas species 
employed and the gas density required. 
The ejected electrons were propagated in the high voltage photoelectron spectrometer, 
described in Chapter 4, towards the 2D position sensitive detector. The impact of the electrons 
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on the MCP detector was recorded using a computer controlled CCD camera with a 40 ms 
exposure time. The experimental VMI traces presented in this section were obtained by 
averaging the electron yield over 204 800 laser shots. The background subtraction consisted of 
subtracting the data taken when the pulsed valve was switched off from the data taken when 
the pulsed jet was switched on. This background subtraction was not ideal because of the 
difference in density at the interaction region between these two conditions that caused a 
varying background level. However, no other background subtraction was available since the 
laser was interacting with the equivalent of a gas cell. In presence of a molecular beam a 
background subtraction that consists of subtracting the data taken when the pulsed valve and 
the laser are synchronised and the data taken when the pulsed valve is not synchronised to the 
laser will reduce the signal due to background. However, it is believed that the background 
subtraction used in this thesis for the study of the photoelectron spectra did not affect the 
results.  
The voltages applied to the photoelectron spectrometer could be varied between 0 and -10 kV 
for the repeller (VR) and 0 and -7.7 kV on the extractor (VE), the gain of the detector (voltage 
applied to the back plate) was also varied between +1.5 and +1.65 kV avoiding saturation of 
the detector while the voltage applied to the phosphor screen was set at +6 kV. 
6.2. Direct electrons and ATI peaks 
The observation of the low energy electrons is characterised by the presence of a sequence of 
peaks in the electron spectrum spaced by the photon energy [6]. The observation of ATI rings 
was used to test the performance of the VMI apparatus and to experimentally calibrate the 
position to energy mapping of the photoelectron spectrometer. 
6.2.1. Observation of ATI peaks 
The VMI spectrometer was first used to observe low energy electrons from Xenon. The 
voltages applied to the electrodes of the spectrometer were VR=-3 kV and VE=-2.2 kV, the 
gain of the detector was +1.57 kV and the average laser intensity was 1.7±0.3×1014 W.cm-2. 
Figure 6.1 illustrates a VMI trace obtained with our VMI spectrometer and vertically polarised 
laser light. The VMI trace consists of a set of weak concentric rings confined along the laser 
polarisation and represents a typical ATI picture measured with short pulse. The ATI rings 
were detected only for very small angles around the laser polarisation since in this regime 
(tunnel ionisation and OTBI) the electrons are preferentially ionised along the laser 
polarisation. When using the beam emerging from the HFPC system the photon energy was 
spread around the value 1.57±0.12 eV because of the broad spectral bandwidth (740-860 nm) 
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resulting in a weak set of rings not well separated. The position of the rings was found by 
measuring the radius of the circles in pixel, then in millimetre on the detector (1 pixel=0.183 
mm). Then, using SIMION V8 and the simulated position to energy mapping determined in 
Chapter 4 it was possible to find the energy difference between each ring position. The 
separation between the peaks corresponds to the energy of one photon within the error on the 
photon energy (0.12 eV) confirming that they are ATI peaks. The observation of relatively 
weak ATI rings for average laser intensities higher than 1014 W.cm-2 and pulse duration >10 fs 
is consistent with the data presented in ref [7]. Note that the signal of the fourth and fifth ATI 
peaks in the lower part of the image was reduced because the detector was damaged resulting 
in a reduction of the gain, hence of the signal in this region. The area where the detector was 
damaged was located 60±10 pixels below the copper blocker and was 100±10 pixels wide.  
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Figure 6.1: Raw VMI trace obtained in Xenon with the laser beam polarised parallel to the detector 
(arrow) and an average intensity of 1.7±0.3×1014 W.cm-2. The voltages applied to the electrodes of the 
spectrometer were VR=-3 kV and VE=-2.2 kV, the gain of the detector was +1.57 kV. The spacing 
between each ring given in eV matched the value of the photon energy, 1.57±0.12 eV. The fourth and 
fifth rings on the bottom of the image are less clear as they are located at the position where the detector 
was damaged. The dark circle in the middle is the copper mask that was used to prevent the high flux of 
low energy electrons from reaching and damaging the detector.  
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Figure 6.2: Raw VMI trace from Xenon recorded at an average intensity of 2.04±0.65×1014 W.cm-2 for 
different repeller and extractor voltages (a) VR=-4 kV and VE=-2.8 kV, (b) VR=-6 kV and VE=-4.3 kV 
(c) VR=-8 kV and VE=-5.8 kV. The laser was vertically polarised as shown by the white arrows and no 
background subtraction was applied to the images. As the repeller voltages increases the ATI structure 
become smaller allowing for the detection of even higher electron energies. The red arrows indicate the 
damage on the detector.  
 
Figure 6.2 illustrates the ATI structures observed in Xenon at a laser intensity of 
2.04±0.65×1014 W.cm-2 with a MCP gain of +1.57 kV and for various set of voltages on the 
electrodes of the spectrometer. No background subtraction was employed. As the voltage on 
the repeller was increased the ATI structures become smaller, but are not deformed. This is in 
good agreement with the principle of operation of the VMI spectrometer and indicates that the 
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energy detectable without distorting the images. It is also important to note that the VMI traces 
were symmetric in both directions indicating that the interaction region was centred or not far 
from the centre of the electrodes. In Figure 6.2 the reduction of the signal in the lower part of 
the trace is due to the burn on the detector.  
In Figure 6.3 experimental VMI traces measured for two average intensities (1.77±0.3×1014 
W.cm-2 and 2.72±0.46×1014 W.cm-2) are shown. The data were recorded with a MCP gain of 
+1.58 kV and a repeller and extractor voltages of -10 kV and -7.3 kV, respectively. The ATI 
rings were still resolved.  
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Figure 6.3: Raw VMI traces from Xenon recorded at average intensities of (a) 1.77±0.3×1014 W.cm-2 and 
(b) 2.72±0.46×1014 W.cm-2. The repeller and extractor voltages were VR=-10 kV and VE=-7.3 kV, and 
the gain of the MCP was set at +1.58 kV. As the intensity is increased the ATI rings becomes weaker 
but are still visible.  
6.2.2. Calibration of the position to energy mapping of the spectrometer 
The presence of ATI rings was used to calibrate the position to energy mapping of the 
photoelectron spectrometer experimentally. In Chapter 4, the position to energy mapping of 
the spectrometer was realised with SIMION V8 and referred to an ideal case where the 
photoelectron spectrometer was perfect. By using the position of the ATI rings observed for 
different extraction fields it was possible to determine a correction factor that accounted for 
the differences between the ideal and real high voltage electrode assembly, a source of 
systematic errors.  
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Figure 6.4: Calculated (left) and experimental (right) position to energy mapping of the photoelectron 
spectrometer using Xenon and different voltages on the repeller and extractor (a) VR=-1 kV and VE=-
0.73kV, (b) VR=-6 kV and VE=-4.3 kV, (c) VR=-10 kV and VE=-7.3 kV. The curves in red represent the 
equations determined to fit the simulated and experimental data, their equations are shown with each 
graph. For the experimental calibration (right) the error for each data point was taking into account the 
large spectral bandwidth of the laser pulse.  
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From the experimental images, the position of each ring was determined in millimetre (1 pixel 
= 0.183 mm) and each ring was assumed to be separated by one photon energy (1.57±0.12 eV). 
Then, a parabola of the form 
2
exp
( )( ) x mmy eV
C
⎛ ⎞= ⎜ ⎟⎜ ⎟⎝ ⎠
 with CEXP the coefficient of the parabola was 
fitted to the experimental data and compared to the equation found from the 
simulations
2
( )( )
SIMION
x mmy eV
C
⎛ ⎞= ⎜ ⎟⎝ ⎠
 where CSIMION is the coefficient of the parabola (Chapter 4). As 
shown in Figure 6.4 the difference between the simulations and the experiments for three 
different set of voltages provided a correction factor of exp 0.905 0.014
SMION
C
C
= ± , indicating that 
the design  of the photoelectron spectrometer was very close to the ideal case. This calibration 
was carried out for low energy electrons and is assumed to be the same for high energy 
electrons. 
The tests on the low energy electrons have confirmed that the VMI spectrometer can detect 
ATI rings generated using average laser intensities of 1014 W.cm-2 and short pulses (14 fs). The 
energy range detected by our custom-made VMI spectrometer can be changed by controlling 
the voltages applied to the repeller and extractor electrodes without distorting the images as 
described by Eppink and Parker [8]. The resolution of this device varies depending on the 
detected energy range (i.e. electrodes voltages) and typically for a repeller and extractor voltages 
of VR=-10 kV and VE=-7.3 kV electrons with energies up to 220 eV with a resolution of 1.5 
eV for electron energies around 100 eV should be detected. Performances at high energies are 
presented in the next section. 
6.2.3. High energy electron detection 
The detection of the cut-offs from high energy re-scattered electrons is essential to allow the 
investigation of the molecular structure on aligned sample using the LIED process [9]. As for 
conventional diffraction a clear diffraction pattern requires very short de Broglie wavelength, 
hence very high electron energy. The experiments described in this thesis aimed at the 
detection of high electron energies using the VMI technique which is not possible in other 
VMI set-ups.   
In this section, we present the photoelectron kinetic energy spectra and the detection of the 
cut-off energy at 10 UP in different gas species. The experiments were carried out with both 
nozzles: 1 mm and 140 μm diameter and voltages on the repeller and extractor of VR=-10 kV 
and VE=-7.3 kV. The photoelectron spectra were obtained by taking a lineout along both 
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directions of the laser polarisation from the averaged and background subtracted VMI traces 
plotted in polar coordinates, as shown Figure 6.5. 
The VMI traces were recorded in Xenon using the 1 mm diameter nozzle with a detector gain 
of +1.58 kV, an average intensity of 2.54±0.44×1014 W.cm-2, estimated from the pulse 
characterisation, and voltages on the repeller and extractor electrodes of VR=-10 kV and    
VE=-7.3 kV, respectively. The photoelectron spectra, presented Figure 6.6, were both very 
similar along the entire energy range indicating that the interaction region was well centred 
along the y-axis (laser polarisation axis). The electron signal around the energy of 20±7 eV was 
lower in the downward direction than that measured in the upward direction because of the 
damage on the detector. The cut-off at 10 UP that is clearer in the upward direction was found 
for both spectra at 115±10eV leading to a laser average intensity of 1.9±0.2×1014 W.cm-2. The 
value for the cut-off at 10 UP was compared with the position of the cut-off for direct electron 
given by 2 UP=25±5 eV and both cut-offs positions are in good agreement. The position of the 
cut-off corresponds to a laser intensity that is lower than the estimated averaged laser intensity; 
this is not surprising because the interaction volume is large and causes a spatial averaging 
effect that is not taken into account in the estimated value.  
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Figure 6.5: Extraction of the photoelectron spectra from the averaged and background subtracted VMI 
trace (left). The VMI trace is converted from Cartesian coordinates (left) to polar coordinates (right). 
From the trace in polar coordinates the photoelectron spectra along the laser polarisation is the lineout 
along the laser polarisation (90° and 270°) marked by the white lines. 
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Figure 6.6: Experimental photoelectron spectra in Xenon integrated along the laser polarisation in the 
upward (black) and downward (red) direction. The laser average intensity was 2.54±0.44×1014 W.cm-2, 
the MCP gain was +1.58 kV and the voltages on the electrostatic lenses were VR=-10 kV and VE=-7.3 
kV. The two spectra are very similar apart from the region around 20±7 eV where the detector was 
damaged in the lower part. The cut-off at 10 UP that is clearer along the upward direction was found at 
115±10 eV and agrees with the cut-off for direct electrons that was found at 25±5 eV.  
 
Note also that the signal drops rapidly for electrons energy of 190±10 eV; this reduction of the 
signal was attributed to the coating on the edges of the detector being not uniform, as shown in 
Figure 6.7. This pattern was present in all sets of data taken, independent on whether the 
pulsed valve was switched on or off, and resulted in a reduction of the signal after background 
subtraction. Figure 6.7 shows the raw VMI traces recorded with the pulsed valve switched on 
and off; the centre of the image was numerically blanked with a circle of 150 pixels radius to 
bring to light the non-uniform pattern on the edges of the detector.  
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Figure 6.7: Averaged VMI traces recorded in Xenon with (a) the pulsed valve switched off and (b) the 
pulsed valve switched on. The centre part of the images was blanked to emphasise the edges of the 
MCP where the features that is present in both images corresponds to the sharp drop in signal at 160 eV 
(170 pixels from the centre of the image). The dark line on the edges of the MCP highlights the non-
uniformity pattern in both images. 
 
Figure 6.6 indicates that the spectrometer was able to detect high energy electrons that 
originate from re-scattering. To further confirm this, the photoelectron spectra were recorded 
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for different sets of repeller and extractor voltages and same laser intensity. Under these 
conditions, the cut-off should always appear at the same energy, but at different positions on 
the detector, since a variation of the repeller and extractor voltage causes the energy calibration 
to change, see section 6.2.2. Figure 6.8 illustrates the photoelectron spectra extracted from the 
averaged and background subtracted VMI trace measured in Xenon with the 1 mm diameter 
nozzle and extracted from one pixel in the upward direction along the laser polarisation. The 
laser average intensity estimated from the pulse characterisation was 1.78±0.3×1014 W.cm-2 
resulting in a ponderomotive energy (UP) of 10.6±1.8 eV. The photoelectron spectra are 
illustrated as a function of electron energy (Figure 6.8, left) and pixel (Figure 6.8, right). The 
behaviour of the cut-off position as a function the electrodes voltages follows the VMI 
principles; the cut-off position in pixel moves closer to the centre as the repeller voltage is 
increased because of the extension of the detection range. The position of the cut-off in energy 
was found at the same position (105±10 eV) for all sets of voltages except for the first 
measurement (VR=-4 kV) where the cut-off was just outside the detection range and is thus not 
expected to be observed. The experimental cut-off was in good agreement with the value of the 
cut-off at 2 UP (25±5 eV) and corresponded to a laser intensity of 1.76±0.2 ×1014 W.cm-2, 
which is within the error of the estimated intensity. However, the photoelectron spectra that 
were recorded for different sets of voltages on the electrodes and same laser intensity exhibit a 
weak cut-off. 
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Figure 6.8: Experimental photoelectron spectra recorded in Xenon as a function of (a) electron energy 
and (b) position on the detector in pixel. The spectra were measured over one pixel along the laser 
polarisation in the upwards direction for increasing voltages on the repeller and extractor. The curves 
are presented as follow VR=-4 kV and VE=-2.8 kV (black), VR=-8 kV and VE=-5.3 kV (red) and VR=-
10 kV and VE=-7.3 kV (blue). The laser average intensity was 1.78±0.3×1014 W.cm-2 and the MCP gain 
was +1.58 kV. Two arrows indicate the position of the 2 UP and 10 UP cut-offs. The position of the cut-
off at 10 UP was found around 85±10 eV for all sets of voltages except for the first measurement (VR=-
4 kV) where the cut-off was outside the detection range. The cut-off in pixel (indicated by arrows of 
same colours) moves towards the centre of the detector when the voltage on the repeller was increased. 
Indeed increasing the voltage on the repeller allow for larger energy range detection. 
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More evidence for the observation of the cut-off at 10 UP was thus required to confirm that 
the spectra are composed of re-scattered electrons. Indeed, other sets of data taken in Nitrogen 
and Argon were also recorded using the 1 mm diameter nozzle but they did not exhibit clear 
cut-offs. The absence of cut-off could be due to the presence of space charge caused by the 
high gas sample density in the chamber. The 1 mm diameter nozzle leads to a density in the 
interaction region of 4.4 1012 molecules.cm3; while with the 140 μm diameter nozzle the density 
at the interaction region could be reduced by one order of magnitude by varying the voltage 
applied to the piezo-electric crystal and backing pressure. It was therefore decided to 
implement the 140 μm diameter nozzle. In addition, a particularly sensitive test to confirm the 
observation of re-scattered electrons consisted of comparing the photoelectron spectra 
obtained using linearly and circularly polarised light. The use of circularly polarised laser pulses 
prevent high energy re-scattering from occurring resulting in a very different photoelectron 
spectra with a cut-off at 3 UP [10]. A series of experiments was thus conducted using the 140 
μm diameter nozzle to reduce the gas sample density in the chamber and photoelectron spectra 
were recorded with circularly and vertically polarised laser pulses.  
Photoelectron kinetic energy spectra were therefore recorded in Xenon (Xe), Nitrogen (N2) 
and Carbon Dioxide (CO2) using the 140 μm diameter nozzle and voltages on the repeller and 
extractor of VR=-10 kV and VE=-7.3 kV. The behaviour of the plateau and cut-off at 10 UP 
recorded with circular and vertical polarisation were compared. 
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Figure 6.9: Experimental photoelectron spectra from Xenon gas (a) extracted over one pixel and (b) 
integrated within 10° along the vertical direction with vertically (black) and circularly (red) polarised 
light. The spectra are represented by plain lines when integrated in the upward direction and dashed 
lines when integrated in the downward direction. The laser average intensity was 2.43±0.4 1014 W.cm-2 
and the voltage on the MCP was +1.61 kV. The spectra extracted from the VMI traces that were taken 
with circular and vertical polarisation exhibit very different profile; and the spectra averaged over 10° 
along the vertical direction are clearer because they are less affected by noise. The cut-off at 10 UP was 
found experimentally at 94±10 eV using the spectra recorded with the vertically polarised laser beam; 
the cut-off at 3 UP was determined from the spectra recorded with circularly polarised light and 
estimated at 30±3 eV. Both cut-off positions are in good agreement. The horizontal blue line indicates 
the level of background signal. 
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Photoelectron spectra recorded in Xenon were determined for both laser polarisations (vertical 
and circular) and with an average laser intensity of 2.43±0.4×1014 W.cm-2 (estimated from the 
pulse characteristics). Figure 6.9 presents the spectra measured in both directions along one 
pixel and integrated within 10° along the vertical laser polarisation. The spectra integrated 
within 10° along the laser polarisation are less affected by background noise and thus a clearer 
cut-off is observed. The spectra recorded with circularly polarised light have different profiles 
than the spectra recorded with vertical polarisation. The spectra observed with circularly 
polarised light do not exhibit the plateau that is a feature of re-scattering, as shown in ref [10]. 
A high level of noise can also be seen on the photoelectron spectra due to the background 
subtraction. The experimental cut-off from the data taken with circular polarisation was found 
at 30±5 eV; while for the data taken with vertical polarisation it was found at 94±7 eV 
corresponding to an average laser intensity of 1.61±0.12×1014 W.cm-2. The position of the cut-
off at 10 UP measured with the vertical polarisation is in good agreement with the cut-off 
measured with circular polarisation that corresponds to approximately 3 UP. The drop of the 
signal observed at 160 eV was due to the non-uniformity of the coating near the edges of the 
detector as previously explained in Figure 6.7. In addition, the cut-off observed at 94 eV can 
also be observed on the averaged and background subtracted VMI traces by comparing the 
traces recorded with vertical and circular polarisation. On the VMI traces recorded with vertical 
polarisation, the signal measured at a distance of approximately 133 pixels from the centre in 
the direction of the laser polarisation (electron energy of 95 eV) is higher than that on the VMI 
traces recorded with the circular polarisation. This indicates that the cut-off determined at 94 
eV was resolved. 
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Figure 6.10: Averaged and background subtracted VMI traces recorded in Xenon with (a) circularly and 
(b) vertically polarised laser light. There is a difference in signal at a radius corresponding to 
approximately 95 eV (i.e. 133 pixels from the centre of the trace) between both VMI traces which 
indicates that the cut-off found at 94 eV on the photoelectron spectra was real. The drop in signal on 
the VMI trace at a radius of 160 eV (or 170 pixels from the centre of the VMI trace) is due to the non-
uniformity of the coating as explained previously (Figure 6.7). 
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VMI traces were then recorded with two molecular gases Carbon Dioxide (CO2) and Nitrogen 
(N2); both species were use in prevision of the future experiments that will require molecular 
alignment before probing the molecular dynamics. The experiments in both gases were 
performed with vertical (parallel to the detector) and circular polarisation and a voltage on the 
MCP of +1.63 kV. The average laser intensity, calculated from the estimation of the waist, 
energy and pulse duration, was 2.37±0.43×1014 W.cm-2 in CO2 corresponding to a 
ponderomotive energy of 14.2±2.5 eV and 2.5±0.44×1014 W.cm-2 in N2 corresponding to a 
ponderomotive energy of 14.9±2.7 eV. Figure 6.11 shows the photoelectron spectra recorded 
in CO2 and N2 gases. The photoelectron spectra taken in both gases and with the vertical and 
circular polarisation were integrated within 10° along the vertical axis (i.e. vertical polarisation 
axis). The position of the cut-off from the photoelectron spectra taken in CO2 and N2 are less 
clear than in Xenon but the spectra recorded with circularly polarised light have a very different 
profile compared to the spectra recorded with vertical polarisation confirming the observation 
of the high energy plateau arising from re-scattering in the vertical polarisation case. The cut-
off measured with vertically polarised light was found at 10 UP=90±10 eV in CO2 and 10 
UP=97±7 eV in N2 and the cut-off measured with circularly polarised light was found at 3 
UP=26±3 eV in CO2 and 3 UP=32±3 eV in N2. The cut-offs measured with vertical and 
circular polarisations in both cases are consistent with each other confirming the observation 
of re-scattered electrons. The 10 UP cut-off corresponds to a laser average intensity of 
1.5±0.2×1014 W.cm-2 in CO2 and 1.6±0.2×1014 W.cm-2 in N2; both values are lower than the 
estimated intensity possibly because of the large interaction volume.  
In addition, the cut-off at 10 UP found using the data recorded with the vertical polarisation 
can be also seen on the averaged and background subtracted VMI traces, as shown in Figure 
6.12. The traces recorded with vertical and circular polarisation were numerically blanked in the 
centre with a circle of 100 pixels radius (~55 eV) to emphasise the signal from the high energy 
electrons. On the VMI traces recorded with vertical polarisation, the signal observed at a 
distance of approximately 130 pixels for the CO2 data and 133 pixels for the N2 data from the 
centre which corresponds to the cut-off at 90 and 95 eV, respectively. The level of this signal is 
significantly higher than that on the VMI trace recorded with the circular polarisation. This 
indicates that the cut-offs at approximately 90 eV for CO2 and 97 eV for N2 are resolved. 
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Figure 6.11: Experimental photoelectron spectra recorded in CO2 (top) and N2 (bottom) integrated 
within 10° along the vertical laser polarisation (a) in the upward direction and (b) in the downward 
direction with the laser vertically polarised (black) and circularly polarised (red). The average laser 
intensity was 2.37±0.43×1014 W.cm-2 in CO2 and 2.5±0.44×1014 W.cm-2 in N2 and the voltage on the 
MCP was +1.63 kV. The spectra recorded with circularly polarised light have a very different outline 
due to the non-existence of the high energy plateau arising from re-scattering. The position of the cut-
off for the data taken with the vertical polarisation was found at 90±10 eV in CO2 and 97±7 eV in N2 
while the cut-off measured from the data taken with circular polarisation was found at 26±3 eV in CO2 
and 32±2 eV in N2. The cut-offs in both gases found at 10 UP is consistent with the cut-offs estimated 
from the data taken with circular polarisation. 
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Figure 6.12: Averaged and background subtracted VMI traces recorded in CO2 (top) and N2 (bottom) 
gas with (a) circularly and (b) vertically polarised laser light. The centre of the imaged was blanked by a 
dark circle of 100 pixels radius in order to show clearly the position of the cut-off. In the CO2 data there 
is a difference in signal at a radius corresponding to 90 eV (i.e. 130 pixels from the centre of the trace) 
between both VMI traces which indicates that the cut-off at 90 eV is resolved. In the N2 data the 
difference in signal at a radius corresponding to approximately 95 eV (i.e. 133 pixels from the centre of 
the trace) between both VMI traces which indicates also that the cut-off measured from the 
photoelectron spectra is resolved.  The drop in signal on the VMI traces at a radius of 160 eV (or 170 
pixels from the centre of the VMI trace) is due to the non-uniformity of the coating as explained 
previously in Figure 6.7. 
 
The photoelectron spectra recorded with both polarisations have confirmed that the plateaus 
and cut-offs observed with vertically polarised light are due to the re-scattering of electrons 
returning to the parent ion. The photoelectron spectra measured with vertical polarisation is 
characterised by is a strong decrease of the signal for energies up to 2 UP followed by a shallow 
gradient which ends by a fall of the signal; this is a typical high-order ATI spectra as described 
in ref [5]. However, the photoelectron spectra measured with circularly polarised light exhibit 
only one strong decrease of the signal which is caused by the absence of re-scattering; indeed in 
this case only electrons with a maximum energy of 3 UP that corresponds to the maximum 
energy gained by the electron in the laser field can reach the detector.  
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6.2.4. Angular distribution 
The re-scattered electrons are characterised by a cut-off at 10 UP along the laser polarisation 
but also by an angular distribution, from which information about the parent atom or molecule 
can be extracted. Previous theoretical work by Lohr et al. on high energy re-scattered electrons 
has revealed a dependence of the cut-off position on the re-scattering angle [11]. They showed 
that the cut-off should decrease in energy as the angle of re-scattering is increased and reach an 
energy of 3 UP when the emission angle is perpendicular to the laser polarisation.  
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Figure 6.13: Angular dependence of the cut-off position measured in Xenon at different re-scattering 
angles. The cut-off at 10 UP is found along the laser polarisation axis that is represented by an emission 
angle of 270°.  The cut-offs were determined by measuring the signal over one pixel at specific angle 
and for some angles it was not possible to define a cut-off.  The position of the cut-off for emission 
angles perpendicular to the laser polarisation is found at 5.6 UP on one side (180°) and 6.4 UP on the 
other side (360°) of the laser polarisation.  
 
The angular dependence of the cut-off position was thus determined for the data recorded in 
Xenon (Figure 6.9). The position of the cut-off and the errors on its estimation were found 
from the photoelectron spectra extracted along one pixel at a specific angle of emission, see 
Figure 6.13. The cut-off with energy of 10 UP is measured along the laser polarisation that is 
represented by an emission angle of 270°. A clear angular distribution with cut-off values that 
decreases either side of the laser polarisation is observed. The value of the cut-off is not 
symmetric and moves to energy of 5.6 UP when the emission angle is 180° and 6.4 UP for an 
emission angle of 360°. Both are higher than the expected value (3 UP). This could be due the 
long interaction region (6 mm) that is not well centred and could indicate that the electrons 
were properly mapped along the polarisation direct but not in the other directions. As there is 
little literature about the angular dependence of the cut-off position it is difficult to have an 
explanation for this behaviour. Whilst the basic features of the angular distributions of cut-offs 
are as predicted theoretically, the quantitative behaviour is not adequately measured by the 
VMI spectrometer at present.  
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In addition, the re-scattered electrons are expected to exhibit an angular distribution in the 
lower energy part of the spectrum that is species dependent [3]. Figure 6.14 illustrates the 
averaged and subtracted VMI traces recorded in Xenon with vertically polarised light and a 
laser intensity of 2.43±0.4×1014 W.cm-2 plotted with a logarithmic colormap to bring to light 
the low signal from the high energy electrons. In Figure 6.14 the VMI trace from Xenon is 
compared to the data recorded in Xenon from ref [3]. Qualitatively both traces have a very 
similar profile; the trace taken with our VMI spectrometer shows evidence of a faint structure 
in the angular distribution for energies around 75 eV which corresponds to 8 UP. This is a 
preliminary result and the study of the angular structure will need further work. Nevertheless, it 
is the first step toward LIED measurements. The VMI traces taken in CO2 and N2 were also 
plotted on a logarithmic scale but no angular structure was found since alignment of the 
molecules prior the study of angular structure is required.  
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Figure 6.14: Averaged and subtracted VMI traces (a) taken from ref [3] and (b) recorded in Xenon with 
a laser average intensity of 2.43±0.4×1014 W.cm-2 with vertically polarised light. The VMI traces 
recorded with our spectrometer exhibit a faint angular distribution compared to the data from ref [3]. 
The angular distribution is clearest for electrons energies around 75 eV which corresponds to 8 UP. 
Note that the absence of signal in the centre of the image is due to the copper block.  
6.3. Conclusion  
The high-order ATI process has been intensively studied over the past decade by many groups 
[5, 10, 12, 13]. These high energy electrons can have a very short de Broglie wavelength that 
can be used to image the parent ion (atom or molecules). It is therefore very important to be 
able to generate and detect high energy electrons. Results for the observation of high-order 
ATI process in atoms and non-aligned molecules using the VMI spectrometer and the few-
cycle laser source developed in this project have been presented.  
The observation of low energy electrons has revealed that the VMI spectrometer can detect 
ATI peaks with short pulses and high intensity. Measurements of the ATI peaks have been 
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used to calibrate the position to energy mapping of the photoelectron spectrometer and 
showed that it is also possible to change the energy detection range of the VMI spectrometer 
by adjusting the voltages applied to the electrodes. 
High energy re-scattering of electrons in atomic and molecular gas samples up to 100 eV have 
been successfully observed. The photoelectron kinetic energy spectra measured with vertically 
polarised laser light presented in this chapter exhibit a plateau with a cut-off at 10 UP that is a 
characteristic of the re-scattering process and that was not observed in the data taken with 
circular polarisation. The cut-off energies measured using vertically polarised light in the 
various gases and at similar laser intensity reached similar high energies, up to 100 eV, which is 
the highest electrons energy measured with this technique. The angular dependence of the cut-
off did behave as depicted by Lohr et al. although the cut-off on either side of the laser 
polarisation did not reach the value of 3 UP [11]. Faint structures in the angular distribution 
from Xenon data have also been observed for electron with energies around 8 UP. These 
findings confirm that high energy re-scattered electrons can be observed with this technique 
and can thus be used to investigate the LIED process [9, 14] in aligned molecules using the 
VMI technique.  
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Chapter 7  
Conclusion & further work 
 
 
 
 
The work presented in this thesis is centred on the study of atoms and molecules subjected to 
strong laser fields using the Velocity Map Imaging (VMI) technique [1]. VMI is a powerful 
experimental technique that allows the simultaneous measurement of the kinetic energy and 
angular distribution of ions or electrons originating from an interaction volume. The main 
interest of this experimental study is the investigation of atomic/molecular dynamics via high-
order above threshold ionisation (HATI) process. In this mechanism an electron is ionised by 
the intense laser electric field of a light wave and is driven back by the field to its parent ion 
core where it can re-scatter and gain additional kinetic energy up to 10 UP. These electrons 
contain information about the parent structure and can thus be used to probe the 
atomic/molecular dynamics with sub-fs temporal and sub-angström spatial resolution. 
However, measurement of the angular distribution of such high energy electrons which is used 
to extract information about the structure of the parent ion is very challenging. For this 
reasons, we have designed a velocity map photoelectron imaging spectrometer capable of 
detecting electrons with energies up to 400 eV. This approach was used to obtain first the 
photoelectron spectra of atoms and molecules and to study the angular distribution of the 
HATI photoelectrons. 
This study involves the development of an intense, few-cycle laser system with a device to 
characterise such short pulses, the design of a custom-made VMI spectrometer with a 
molecular beam delivering sample gas in the interaction region. The few-cycle pulses are 
required to generate HATI electrons with high energy and the custom-made VMI spectrometer 
was employed to detect these high energy electrons arising from re-scattering and study their 
angular distributions.  
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The VMI spectrometer was first used to detect ATI rings corresponding to low energy 
electrons and to perform the experimental calibration of the position to energy mapping. It was 
found that the experimental position to energy mapping was in good agreement with the 
SIMION simulations carried out in Chapter 4. The observation of the ATI rings with different 
repeller and extractor voltages also confirmed that our VMI spectrometer was working as 
described by Eppink and Parker [1]. The observation of ATI rings with laser average intensities 
>1014 w.cm-2 is in good agreement with the results obtained by Rudenko et al. [2]; however, a 
number of steps can be taken to improve the current detection of low energy electrons. The 
separation between the ATI rings is blurred by the broad spectral bandwidth of the input pulse 
(designed to be short to achieve high energy) adding errors on the position to energy 
calibration measurement. Input beams with longer pulse durations (i.e. narrower bandwidth) 
will improve this significantly making the ATI rings clearer. The determination of the focussing 
ratio that requires the use of low energy electrons was limited by the resolution of the high 
voltage power supplies as they deliver voltages with an error of 0.1% at 20 kV and 2% at 1 kV. 
The error on the high voltages (20 kV) is small and will be sufficient for the investigation of 
high energy electrons; however for the observation of the low energy electrons the error is not 
negligible. Therefore, the use of high resolution power supplies will allow for the determination 
of the focussing ratio with higher precision, though it is very difficult to find high resolution 
power supply with a large range of voltages. 
 
The VMI spectrometer was then employed to study the HATI electrons with linearly polarised 
laser pulses. The photoelectron spectra integrated along the laser polarisation when using 
vertical polarisation exhibit a rapid drop of the signal for electron with energies up to 2 UP 
followed by a plateau and ending by a rapid fall of the signal at 10 UP; as expected for re-
scattered electrons. The appearance of the cut-off at 2 UP is related to the maximum kinetic 
energy an electron can acquire due to classical motion in the laser field after it has been ionised; 
while the plateau and cut-off at 10 UP arise from free electrons that re-scatter from the parent 
ion core upon ionisation and lead to the production of electrons with energies up to 10 UP. 
The electrons that are backscattered form the cut-off with kinetic energy of 10 UP. Therefore 
the presence of a plateau in the experimental data indicates that the high energy electrons arise 
from re-scattering. These results have been confirmed by the use of circularly polarised laser 
pulses where a suppression of the plateau is observed. Cut-off energies up to 100 eV, 
corresponding to a laser intensity of 1.7×1014 W.cm-2 have been measured experimentally: the 
highest electron energy measured with the VMI technique to date. The detection of even 
higher energy electrons can be achieved by increasing the laser intensity. The angular 
 CHAPTER 7.  CONCLUSION & FURTHER WORK   206 
 
dependence of the cut-off matches qualitatively but not quantitatively the theoretical work 
done by Lohr et al.; the cut-off energy measured at angles perpendicular to the laser 
polarisation were between 5 and 6 UP (instead of 3 UP determined by Lohr) [3]. This might 
have been caused by the large interaction volume and high background level measured in the 
photoelectrons spectra. In addition, a faint angular structure was observed from the 
experimental data taken in Xenon which is the first step toward LIED measurements [4, 5].  
Further developments and improvements of the system are therefore required. The presence of 
a high repetition rate molecular beam is the most important area where progress could be 
made. It will provide a smaller volume of interaction leading to lower background level (i.e. 
better signal-to-noise ratio) and also a better mapping of the electrons. A molecular beam with 
a repetition rate up to 250 Hz has been observed (Chapter 5) but for higher repetition rate the 
presence of the molecular beam was compromised by the rise in background pressure in both 
chambers. A number of steps can be taken to improve the current molecular beam set-up. The 
total pumping speeds could be increased by employing larger turbo-molecular pumps that 
would be able to cope with higher gas load when the repetition rate is increased and thus 
reduce the signal due to background gas. This will involve building a new vacuum system as the 
size and number of the flanges of the current system is limited. The background pressure can 
also be reduced by decreasing the load in the chamber. A reduction of the backing gas pressure 
or nozzle diameter would achieve this but will also affect the supersonic properties (i.e. cooling 
properties) of the molecular beam and thus the nozzle-quitting surface and nozzle-Mach disk 
distances would have to be re-examined (Chapter 5). The skimmer has to be located between 
the quitting surface and the Mach disk to extract the rotationally cooled molecules from the 
centreline density and provide a rotationally cooled molecular beam at the interaction region. 
In the experiments presented in Chapter 5, when the distance between the skimmer and the 
quitting surface was larger than the diameter of the chamber no molecular beam was detected. 
This might be due to the occurrence of collisions between the molecules and the chamber 
walls. Therefore, the position of the skimmer with respect to the nozzle would need to be 
located below the quitting surface but at a distance shorter than the diameter of the chamber 
wall to avoid collisions with the walls. This would involve the chamber to be re-built. Some 
future work might require a reduction of the density at the interaction region. Currently, the 
density at the interaction region can be reduced to a certain limit without compromising the 
molecular beam. The density in the target chamber can be further reduced by implementing a 
double skimmer molecular beam which involves adding a second differential pumping stage. 
The focal length of the optic is also a parameter that can be changed. This will result in a 
reduction of the focal spot size and confocal parameter leading to an increase of the laser 
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intensity allowing for the production of higher energy electrons. High energy electrons 
correspond to smaller de Broglie wavelengths that will result in higher spatial resolution. In 
practise this has been limited by the design of the chamber and smaller focal length optics 
would need to be implemented inside the vacuum chamber. The laser intensity can also be 
increased by improving the hollow fibre pulse compression laser system described in Chapter 
3. The temporal compression can be improved by introducing very small amount of positive 
chirp to offset the negative dispersion of the chirped mirrors. This can be achieved by 
introducing a pair of thin wedges after the chirped mirrors that can be translated symmetrically 
into the beam allowing for the compression to be adjusted within the discrete steps provided 
by the chirped mirror bounces. Alternatively, larger spectral bandwidth can be generated by 
increasing the gas pressure in the fibre. However, the limiting factor appears to be the 
bandwidth of the chirped mirrors, which covers 740-840 nm. The pulse duration can be 
optimised by employing chirped mirrors with larger bandwidth (i.e. 650-1000nm). In addition, 
a compression stage that consists of a combination of chirped mirrors and prisms will enable to 
compensate for the third-order dispersion terms but this would incur greater energy loss. 
Energy transmission can also be improved. Higher throughput energy will allow the generation 
of electrons with higher energy and more generally greater flexibility of the system by 
performing multiple beam experiments (i.e. pump-probe experiments) or producing second or 
third harmonics for the implementation of a two-colour scheme. The transmission increases as 
the length of the fibre is reduced; however, it causes a reduction of the spectral broadening that 
needs to be compensated by an increase of the gas pressure or by the use of a higher 
nonlinearity gas. The fibre used in this thesis is already short (50 cm) and the transmission can 
be increased by improving the quality of the input beam so that the focal spot matches 
perfectly the hollow fibre entrance. It is also possible to employ fibres with conical shapes at 
the entrance making possible the use of higher intensity input pulses.  
 
Even without these improvements, the few-cycle laser system and the VMI spectrometer 
developed in this thesis have opened new perspectives of research. It can resolve the angular 
velocity distribution of high energy electrons scattered from atoms and molecules in one 
measurement. This set-up could be employed first to study the electron re-scattering process in 
atoms. The implementation of a pump-probe scheme where the pump beam aligns the 
molecules would allow for new types of measurements. A pump-probe experiment where the 
probe beam produces high energy electrons will allow for the direct measurement of the LIED 
process in aligned molecules has demonstrated by Meckel et al.[4]. 
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