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Abstract
In this paper we study dependences on a free monoid X∗ and their relations to strict binary rela-
tions on X∗. As a consequence we characterize strict binary relations by the notion of dependence.
Moreover, some results concerning the relationship between dependences and codes are also obtained.
A visualization of this work is provided by the theory of graph.
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1. Introduction
The development of dependence theory is not only inﬂuenced profoundly by many
branches of mathematics but also is interesting and growing rapidly in its own right
[1,2,4,14,15,18,19]. An obvious example of dependences in the sense [1] is the linear
dependence in a vector space for which the properties of being a basis, a maximal inde-
pendent subset, and a minimal spanning subset coincide. Another example is the language
dependence in the free monoid X∗ generated by an alphabet X, which was introduced by
Shyr and Thierrin [17] to investigate classes of codes related to strict binary relations. The
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systematic study on this topic has been deeply concerned since then [3,6,7,10,12,13]. By
using the machinery of dependence, many classes of codes can be characterized as that of
independent subsets with respect to certain strict binary relations, for instance, the classes
of preﬁx, sufﬁx, inﬁx, outﬁx codes and hypercodes. From this point of view, the notion of
dependence is applicable to generating and comparing classes of codes. Let  be a strict
binary relation deﬁned on X∗. In general, the language dependence with respect to  is not
transitive in which the properties of being a basis, a maximal independent subset, and a
minimal spanning subset have little in common.
Themain purpose of this paper is to differentiate varieties of strict binary relations and thus
clarify the interrelated natures among them by studying the general properties of minimal
spanning subsets being maximal independent subsets of a span or vice versa in the language
dependence. Besides the interest of the correlation between maximal independent subsets
andminimal spanning subsets, the investigation reported on in this paper was alsomotivated
by the following two interesting observations even though the study of such topics is not
included in the present paper.
Firstly, we note that a spanning subset of a given language may be constructed with
the help of P0L schemes [5]. The dependence therein is concerned with binary opera-
tions but not strict binary relations. For a binary operation ◦ deﬁned on X∗, we can also
deﬁne a binary relation ◦ on X∗ by u◦v ⇐⇒ v = u ◦ x for some x. For L ⊆ X∗, the
◦-spanning subset of L, denoted as 〈L〉◦ , is deﬁned as the ◦-closure of L, that is, 〈L〉◦ ={v | u◦v for some u ∈ L}. For example, the k-catenation and k-catenation-relation k are
investigated in [8]. Then the minimal spanning sets are less related to independent sets.
Secondly, Konstantinidis [9] provided a general framework of discrete channels such that
one can express various error situations in a systematic manner. The notion of bounded error
effects plays an important role for modelling communication channels. From the viewpoint
of dependence theory, a set of bounded error effects is dependent with respect to the inﬁx
order. In this scheme, one can estimate or derive the number of states of minimal automata
accepting certain errors. With the preceding observations the approach of dependences
related to strict binary relations seems to be appropriate in the structural analysis of discrete
channels and P0L schemes.
Our paper is organized as follows: Besides some basic notions and notation, some fun-
damental or important properties concerning binary relations and transitive dependences
are also introduced in the next section. Following Section 2, dependences only refer to
the language dependence. It turns out that the notion of minimal spanning subsets is more
extensive than that of independent subsets. More precisely, a subset of X∗ is minimal span-
ning whenever it is independent. However, some examples in Section 3 show that a minimal
spanning subset ofX∗ may be dependent.We provide a general investigation of the question
with respect to which strict binary relations the class of all maximal independent subsets of
X∗ is exactly that of all minimal spanning subset of X∗. Section 4 is primarily concerned
with the transitivity of dependences. As a consequence we show for instance that for any
transitive dependence, there is an independent set is not a code. In other words, if the class
of some codes can be characterized as that of all independent sets then the corresponding
dependence is not transitive. In Section 5, a visualization approach is proposed by using
the theory of graph. All results of this paper become trivial whenever X contains only one
element. In order to exclude this trivial case, throughout the sequel we shall assume, without
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special mention, that X has at least two elements. Items not deﬁned here or in the sequel
can be found in the book [16].
2. Basic notions and notation
Let X be an alphabet. Every element of X is called a letter. Denote by X∗ the free monoid
generated by X and let X+ = X∗\{1}, where 1 denotes the empty word of X∗. Every subset
of X∗ is called a language and every element of X∗ is called a word. For any word w ∈ X∗,
let lg(w) be the number of occurrences of letters in w. The cardinality of a language L is
denoted by |L|. Recall that a binary relation on X∗ is a subset of X∗ ×X∗. In this paper we
often use the notation wv instead of (w, v) ∈  whenever  is a binary relation on X∗. A
binary relation  is called a strict binary relation on X∗ if for all w,v ∈ X∗,
(1) ww and 1w;
(2) wv implies lg(w) lg(v);
(3) wv and lg(w) = lg(v) imply w = v.
The notation w˜v means that (w, v) /∈ . Denote by T the family of all strict binary
relations on X∗, which is partially ordered by inclusion. It is immediate that T is closed
under intersection and union. Note that wv and vw imply w = v whenever  ∈ T . Some
useful strict binary relations on X∗ are deﬁned as follows:
(1) wuv if and only if w = v or lg(w) < lg(v);
(2) whv if and only if w = w1w2 · · ·wn and v ∈ X∗w1X∗w2 · · ·wnX∗;
(3) wpv if and only if v ∈ wX∗;
(4) wsv if and only if v ∈ X∗w;
(5) wiv if and only if v ∈ X∗wX∗;
(6) wcv if and only if v = xw = wx for some x ∈ X∗;
(7) wdv if and only if wpv and wsv;
(8) wbv if and only if wpv or wsv;
(9) wov if and only if w = w1w2 and v ∈ w1X∗w2;
Let P1 be any subset of a set P2 with a partial ordering (or, more generally, preordering) 
on P2. Recall that an element m is said to be a maximal element in P1 if for every a ∈ P1,
ma implies am.We call an element b ∈ P2 an upper bound ofP1 if ab for all a ∈ P1.
The minimal elements of P1 and the lower bounds of P1 are deﬁned correspondingly. If the
partially ordered set P1 itself has an upper bound b then b is clearly the only upper bound,
which is said to be the greatest element of P1. The least element of P1 is deﬁned similarly.
It is clear that P1 has a unique maximal element or minimal element if P1 has the greatest
element or the least element, respectively. We now note that T is a partially ordered set and
that u is the greatest element of T . Let 0 = {(w,w) | w ∈ X∗} ∪ {(1, w) | w ∈ X+}.
Then 0 ∈ T is the least element of T .
Let  be a binary relation deﬁned on X∗. A nonempty subset D of X∗ is said to be
dependent with respect to  or simply -dependent if there exist two distinct words u and v
in D such that uv. As an exception, let {1} be -dependent for any  ∈ T . A set A ⊆ X∗ is
said to be -independent whenever A is not -dependent. The family of all -dependent (-
independent) subsets of X∗ is called a -dependence (-independence) in X∗ and denoted
by D (L, respectively). Let 1, 2 be two binary relations deﬁned on X∗. Then 1 ⊆ 2
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on X∗ implies L2 ⊆ L1 . Moreover, it is shown [17] that 1 ⊆ 2 on X+ if and only ifL2 ⊆ L1 whenever 1, 2 are two strict binary relations deﬁned on X∗.
A -dependence relation denoted by
∝ is a binary relation deﬁned on X∗ such that u ∝ v
if and only if uv or vu. The symbol u
˜∝ v means u˜v and v˜u. Note that the empty set
and singleton sets except {1} all are independentwith respect to any strict binary relation. Let
A ∈ 2X∗\{∅, {1}}. The -span of A, 〈A〉, is deﬁned by 〈A〉 = ∪v∈A\{1}{u ∈ X∗ | u ∝ v}.
We set 〈∅〉 = 〈{1}〉 = {1}. Note that 〈{1}〉 = {1} plays a similar role as the set consisting
of the identity element in a vector space. Therefore, they should be discussed somewhere
and somehow.
It is clear that dependence relations related to strict binary relations are reﬂexive and
symmetric but may be not transitive. Additionally, if a dependence relation
∝ is also tran-
sitive then the family {〈{x}〉 | x ∈ X+} is a partition of X+. Note that the span 〈·〉 is a
mapping from 2X∗ into itself. This yields Proposition 1 as follows.
Proposition 1. Let  be a binary relation on X∗ and let {Ai}i∈ ⊆ 2X∗ , where  is an
index set. Then we have
(1) 〈⋃i∈Ai〉 = ⋃i∈〈Ai〉;
(2) 〈⋂i∈Ai〉 ⊆ ⋂i∈〈Ai〉.
Proposition 2. Let A be a subset of X∗ and let {i}i∈ a family of binary relations, where
 is an index set. Then we have
(1) 〈A〉∪i∈i =
⋃
i∈〈A〉i ;(2) 〈A〉∩i∈i ⊆
⋂
i∈〈A〉i , the equality holds true whenever A is a singleton set.
Proof. For any subsetA ofX∗, we deﬁneFA() = 〈A〉. ThenFA is a mapping from the set
of all binary relations into 2X∗ , which yields that 〈A〉∪i∈i =
⋃
i∈〈A〉i and 〈A〉∩i∈i ⊆⋂
i∈〈A〉i . Now, we only need to prove that 〈{w}〉∩i∈i =
⋂
i∈〈{w}〉i for any {w} ∈
X∗. It is sufﬁcient to show that 〈{w}〉∩i∈i ⊇
⋂
i∈〈{w}〉i . Let x ∈
⋂
i∈〈{w}〉i . Then
x
i∝ w for any i ∈ . That is x ∩i∈i∝ w. Therefore, x ∈ 〈{w}〉∩i∈i , which completes the
proof. 
The equality in Proposition 2 (2) cannot hold without any additional assumption. For
example, let X = {a, b}, 1 = 0 ∪ {(a, ab)}, and 2 = 0 ∪ {(a, ba)}. Then we have
〈{ab, ba}〉1 = 〈{ab, ba}〉2 = {1, a, ab, ba} and a ∈ 〈{ab, ba}〉1∩2 = {1, ab, ba}.
Let S = {〈A〉 | A ∈ 2X∗}. A subset A of S ∈ S is said to be a -spanning (or
-generating) subset of S if 〈A〉 = S. Additionally, if 〈A\{x}〉 ⊂ S for each x ∈ A then
A is said to be a minimal -spanning subset of S. We call A simply a minimal -spanning
set whenever A is a minimal -spanning subset of 〈A〉. Note that the notion of minimal
span is more extensive than that of independence. That is, if A is -independent then A is
a minimal -spanning set. In general, the converse is not true. A -spanning subset B of S
is called a -basis of S if itself is also -independent. Let M be a -independent subset of
S. Then M is called a maximal -independent subset of S if M ∪ {x} is -dependent for all
x ∈ S\M . In the sequel the mention of the binary relation  will be omitted when there
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is no risk of confusion. A dependence D is said to be transitive if 〈〈A〉〉 = 〈A〉 for every
A ⊆ X∗. It is well known that the properties of being a basis, a maximal independent subset,
and a minimal spanning subset are equivalent whenever the corresponding dependence is
transitive. More precisely, we have the following two results.
Proposition 3 (Cohn [1]). Let S be a set with a transitive dependence and let B ⊆ S. Then
the following three assertions are equivalent:
(1) B is a minimal spanning subset of S;
(2) B is a maximal independent subset of S;
(3) B is a basis.
Proposition 4 (Cohn [1]). Let S be a set with a transitive dependence. Then the following
statements are true:
(1) S has a basis;
(2) If A1, A2 are subsets of S such that A1 is an independent subset of A2 and 〈A2〉 = S,
then there exists a basis B of S satisfying A1 ⊆ B ⊆ A2;
(3) All bases of S have the same cardinality.
Several special cases of the concept of dependence relations deserve mentioning. Firstly,
the singleton set {1} is considered to be dependent. Secondly, the empty set is regarded as
a unique minimal spanning subset of 〈{1}〉. Thus 1 /∈ A whenever A is minimal spanning
with respect to any strict binary relation. Finally, let A ⊆ X∗ and 1 ⊆ 2 be two strict
binary relations deﬁned onX∗. Then we have 〈A〉1 ⊆ 〈A〉2 andL2 ⊆ L1 . Moreover, the
following remark will prevent us from walking into a trap and deriving ridiculous results.
Remark 5. Note that c ⊂ p ⊂ b ⊂ u. Let X = {a, b}. Then for 1, 2 ∈ T , we have
(1) A is a minimal 1-spanning subset of X∗ ⇔ A is a minimal 2-spanning subset of X∗.
Indeed, 〈{a, ba, b2}〉p = 〈{a, ba}〉u = X∗. Hence {a, ba, b2} is a minimal p-
spanning but not minimal u-spanning set of X∗. On the other hand, 〈{a, b2}〉p =
(X∗\baX∗) ⊂ X∗ = 〈{a, b2}〉u . Hence {a, b2} is a minimal u-spanning but not
p-spanning subset of X∗.
(2) 〈A〉1 ⊆ 〈B〉1 ⇔ 〈A〉2 ⊆ 〈B〉2 , where A and B are subsets of X∗.
It is immediate from the fact that 〈{ab}〉p ⊂ 〈{a}〉p , b ∈ 〈{ab}〉b\〈{a}〉b , a2 ∈〈{a}〉b\〈{ab}〉b , ab ∈ 〈{ab}〉c\〈{a}〉c and a ∈ 〈{a}〉c\〈{ab}〉c .(3) A is a maximal 1-independent subset of X∗ ⇔ A is a maximal 2-independent subset
of X∗.
Indeed, {a, ba, b2} is a maximal p-independent but not b-independent subset of X∗.
On the other hand, we have 〈{a, ba, b2}〉c = a∗∪(ba)∗∪b∗ = X∗ and c ⊆ p ⊆ b.
3. Minimal spanning subsets
Let D be a dependence in X∗ and A ⊆ X∗. Then all minimal spanning subsets of 〈A〉
are independent and have the same cardinality if D is transitive. However, such criteria
may not hold whenever D is not transitive. The central aim of this section is to clarify
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such phenomena. We ﬁrst give some examples showing the different aspects of intransitive
dependences in which X = {a, b} and then consider the subfamily F1 of T , which is
deﬁned by
F1 = { ∈ T | every minimal -spanning set is -independent}.
Example 6. Let D be the u-dependence in X∗. Then 〈{a, ba}〉 = X∗, 〈{ba}〉 = X∗\{a2,
ab, b2} and 〈{a}〉 = X∗\{b}. It follows that {a, ba} is a minimal spanning subset of X∗.
On the other hand, {a, ba} is dependent. Hence u /∈ F1.
Example 7. LetD be thep-dependence inX∗.Then {a, b} and {a, ba, b2} are twominimal
spanning subsets ofX∗, which do not have the same cardinality.Moreover, 〈{a2}〉∩〈{ab}〉 =
{1, a}. That is, the intersection of spans may be not a span of any subset of X∗.
Example 8. Let D be the b-dependence in X∗. Then 〈{a}〉 = {1} ∪ aX∗ ∪X∗a, 〈{ab}〉 =
{1, a, b} ∪ abX∗ ∪ X∗ab, 〈{b2}〉 = {1, b} ∪ b2X∗ ∪ X∗b2, bab ∈ 〈{ab}〉\(〈{a}〉 ∪ 〈{b2}〉),
a2 ∈ 〈{a}〉\(〈{ab}〉 ∪ 〈{b2}〉), b2 ∈ 〈{b2}〉\(〈{a}〉 ∪ 〈{ab}〉). This yields that {a, ab, b2} is
a minimal spanning subset of X∗. Moreover, {a, ab, b2} is dependent. Thus b /∈ F1.
Let  ∈ T and w, v ∈ X∗ with lg(w) lg(v). Then 〈{v}〉 ⊆ 〈{w}〉 or 〈{w}〉 ⊆ 〈{v}〉
implies wv. However, the converse is not true in general. Indeed, abab does not imply
〈{ab}〉b ⊆ 〈{a}〉b or 〈{a}〉b ⊆ 〈{ab}〉b . In fact, we have the following characterization:
Proposition 9. Let  ∈ T . Then the following statements are equivalent:
(1)  ∈ F1;
(2) For w, v ∈ X∗ with lg(w) lg(v), wv implies 〈{v}〉 ⊆ 〈{w}〉 or 〈{w}〉 ⊆ 〈{v}〉;
(3) For w, v ∈ X∗ with lg(w) lg(v), wv if and only if 〈{v}〉 ⊆ 〈{w}〉 or 〈{w}〉 ⊆
〈{v}〉.
Proof. It is sufﬁcient to show that statements (1) and (2) are equivalent. (1)⇒(2). Letw, v ∈
X∗, lg(w) < lg(v), and wv. Then {w, v} is -dependent. This in conjunction with  ∈ F1
yields that {w, v} is not a minimal spanning set (of 〈{w, v}〉). It follows that 〈{w, v}〉
is equal to 〈{w}〉 or 〈{v}〉. Furthermore, by Proposition 1 〈{w, v}〉 = 〈{w}〉 ∪ 〈{v}〉.
Thus 〈{v}〉 ⊆ 〈{w}〉 or 〈{w}〉 ⊆ 〈{v}〉. (2)⇒(1). Let A be a minimal -spanning set.
Suppose that there exist two distinct words w, v ∈ A for which wv. By the hypothesis,
we have 〈{v}〉 ⊆ 〈{w}〉 or 〈{w}〉 ⊆ 〈{v}〉. Without loss of generality, we assume that
the inclusion 〈{v}〉 ⊆ 〈{w}〉 holds. Hence 〈A\{v}〉 = 〈A〉, which contradicts the fact
that A is a minimal -spanning set. That is,  ∈ F1. 
Let  be a strict binary relation such that uu1, uu2, vu2 for some distinct words
u, u1, u2, v. Additionally, if u˜v, v˜u, u1˜u2 and u2˜u1 then by Proposition 9  /∈ F1. For
example, u = a, v = b, u1 = ab, u2 = ba, and  = b.
Note that every independent set is a minimal spanning and maximal independent subset
of the span of itself. This in conjunction with Proposition 9 yields that the family of all
minimal -spanning sets is just the family of all -independent sets whenever  ∈ F1.
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That is, the notion of maximal independent subsets of X∗ is equivalent to that of minimal
spanning subsets of X∗ in F1. It is more convenient to determine whether a strict binary
relation  is in F1 when some additional assumptions are imposed. For example, we have
Corollary 10. Let  ∈ F1 and let w, v ∈ X∗ with lg(w) < lg(v). If there exists x ∈
X+\{w} such that x ˜∝ v and x ∝ w, then wv if and only if 〈{v}〉 ⊂ 〈{w}〉. In
particular, if there exists x ∈ X+\{v} with lg(x) = lg(v) such that wx, then wv if and
only if 〈{v}〉 ⊂ 〈{w}〉.
Proof. In view of Proposition 9, only the necessity requires proof. Suppose that x
∝ w for
some x ∈ X+\{w}with x ˜∝ v. Then {x, v} is-independent.Therefore, x ∈ 〈{w}〉\〈{v}〉.
From Proposition 9 again, it follows immediately that the inclusion 〈{v}〉 ⊂ 〈{w}〉
holds. 
Proposition 11. (1) p, s ∈ F1. (2) d = p ∩ s ∈ F1 (3) F1 is neither closed under
intersection nor closed under union.
Proof. (1) Let  denote either p or s. Suppose that w and v are two distinct words in X∗
for which wv. It follows immediately that 〈{v}〉 ⊂ 〈{w}〉. By Proposition 9, we have
 ∈ F1. (2) Let w, v ∈ X∗ with wdv. In view of d = p ∩ s, we get 〈{v}〉p ⊆ 〈{w}〉p
and 〈{v}〉s ⊆ 〈{w}〉s . This in conjunction with Proposition 2 yields 〈{v}〉d ⊆ 〈{w}〉d .
The required result is immediate from Proposition 9. (3) Recall that 0 = {(w,w) | w ∈
X∗} ∪ {(1, w) | w ∈ X+}. Let 1 = 0 ∪ {(a, a2), (a, a3), (a, a4), (a2, a3)} and
2 = 0 ∪ {(a, a2), (a, a4), (a2, a3), (a2, a4), (a3, a4)},
where a ∈ X. It follows from Proposition 9 that 1, 2 ∈ F1. Let  = 1 ∩ 2. Since
〈{a}〉 = {1, a, a2, a4} and 〈{a2}〉 = {1, a, a2, a3}, by Proposition 9  /∈ F1. That is, F1
is not closed under intersection. In view of b = p ∪ s /∈ F1, F1 is also not closed under
union. 
Proposition 12. Both strict binary relations p and s are maximal elements in F1.
Proof. Let p ⊆  and  ∈ F1. By virtue of Proposition 11, it is sufﬁcient to show that
there do not exist w, v ∈ X+ with lg(w) < lg(v) for which wv and w˜pv. We suppose on
the contrary that wv and w˜pv for two words w, v ∈ X+ with lg(w) < lg(v). In view of
the inequality lg(w) < lg(v), there exists y ∈ X+ such that wy = v and lg(wy) = lg(v).
It is immediate from Corollary 10 that 〈{v}〉 ⊂ 〈{w}〉. Let v′, x ∈ X+ such that v = v′x
and lg(v′) = lg(w). Hence v′ ∈ 〈{v}〉p ⊆ 〈{v}〉 ⊆ 〈{w}〉, i.e., v′w or wv′. In view
of  ∈ T , w = v′. This contradicts the hypothesis that w˜pv. Therefore, p is a maximal
element in F1. Similarly, we can show that s is also a maximal element in F1. 
Recall that 0 ∈ T is the least element of T . Moreover, it is easy to see that 0 ∈ F1.
Thus, 0 is also the least element of F1. However, F1 has no greatest element. Indeed, if
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 ∈ F1 such that ′ ⊆  for all ′ ∈ F1, then p ⊆  and s ⊆ . By Proposition 12, we
have p = s, a contradiction. It is known [17] that both p and s are minimal elements in
the family
{ ∈ T | every -independent set is a code}.
This in conjunction with Proposition 12 enables us to provide a sufﬁcient and necessary
condition for a strict binary relation being p (or s, respectively) in terms of the notion of
dependence.
Corollary 13. Let  ∈ T . Then every minimal -spanning set is a -independent code and
 ⊆ p (s) or vice versa if and only if  = p (s, respectively).
Let X = {a, b}, 1 = 0 ∪ {(a, a2), (a2, a3)}. Then 1 ∈ F1. Note that 〈{a}〉1 =
{1, a, a2} ⊂ 〈{a2}〉1 = {1, a, a2, a3} and aa2. Let  = 0 ∪ {(a, a2), (a2, a3), (a, ab)}.
Then 〈{a}〉 = {1, a, a2, ab} and 〈{a2}〉 = {1, a, a2, a3}, by Proposition 9  /∈ F1. Note
that 1, p ∈ F1 and 1 ⊂  ⊂ p. However, we have the following result:
Proposition 14. (1) F1 is closed under unions of chains, i.e., if 0 ⊆ 1 ⊆ · · · ⊆ n ⊆ · · ·
is an ascending chain {n} in F1 then
⋃∞
n=0 n ∈ F1. (2) F1 is closed under intersections
of chains, i.e., if 0 ⊇ 1 ⊇ · · · ⊇ n ⊇ · · · is a descending chain {n} in F1 then⋂∞
n=0 n ∈ F1.
Proof. (1) Let 0 ⊆ 1 ⊆ · · · ⊆ n ⊆ · · · be an ascending chain {n} in F1. Let ∞ =⋃∞
n=0 n. It is sufﬁcient to show that ∞ ∈ F1. In order to do this, let A be a minimal ∞-
spanning set. We assume that A is ∞-dependent. Then there exist two distinct elements
w, v ∈ A and a positive integer m1 such that wnv for every nm1. Since A is a minimal
∞-spanning set, we have 〈A\{w}〉∞ ⊂ 〈A〉∞ . Let x ∈ 〈A〉∞\〈A\{w}〉∞ . In view of〈A〉∞ = 〈A\{w}〉∞ ∪〈{w}〉∞ and 〈{v}〉∞ ⊆ 〈A\{w}〉∞ , {x, v} is ∞-independent and{x,w} is ∞-dependent. From the equalities ∞ =
⋃∞
n=0 n and 〈A〉∞ = 〈A\{w}〉∞ ∪〈{w}〉∞ , it follows that {x, v} is n-independent for every nonnegative integer n and that
there exists a positive integerm2m1 forwhich {x,w} isn-dependentwhenevernm2. In
view of Proposition 9, we obtain 〈{v}〉n ⊆ 〈{w}〉n for all nm2. This in conjunction with
the fact that {n} is an ascending chain yields 〈A〉∞ =
⋃∞
n=m2〈A\{v}〉n , which contradicts
the minimal spanning property of A. Hence A is ∞-independent. That is ∞ ∈ F1. (2) An
analogous argument may be applied to prove the required assertion. 
Let  ∈ F1. Then in view of Proposition 14(1) and that for any  ∈ F1, the set
{′ ∈ F1 |  ⊆ ′} is a partially ordered set, one may apply Zorn’s Lemma to get the
following result:
Corollary 15. For every  ∈ F1, there exists 1 ∈ F1 such that  ⊆ 1 and that 1 = 2
whenever 1 ⊆ 2 ∈ F1.
Proposition 12 shows that p and s are maximal elements in F1. In fact, there are
inﬁnitely many maximal elements in F1. Now, for two ﬁxed words u and v, we construct a
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new maximal element p(u,v) of F1 by substituting u for v and v for u from the relation p.
Let u, v ∈ X+ be two ﬁxed words with the same length. Deﬁne
S = {(u,w) | w ∈ X+, w = v, vpw} ∪ {(w, u) | w ∈ X+, w = v, wpv}∪
{(v,w) | w ∈ X+, w = u, upw} ∪ {(w, v) | w ∈ X+, w = u, wpu},
S′ = ({(u,w), (w, u) | w ∈ X+, w = u} ∪ {(v,w), (w, v) | w ∈ X+, w = v}),
and p(u,v) =
(
p\S′
) ∪ S. Note that p(u,v) = p in the case when u = v.
Proposition 16. p(u,v) ∈ F1.
Proof. Let A be a minimal p(u,v)-spanning set. The case when |A| = 1 is trivial. Now,
suppose that w1p(u,v)w2 for some distinct words w1, w2 ∈ A. If w1 = u then w2 ∈ vX+.
Say w2 = vw for some w ∈ X+. Then 〈{w1}〉p(u,v) = {x | x <p v} ∪ {u} ∪ vX+ and
〈{w2}〉p(u,v) = {x | xpvw, x = v} ∪ {u} ∪ vwX+. Clearly, 〈{w2}〉p(u,v) ⊆ 〈{w1}〉p(u,v) .
Similarly, w1 = v implies 〈{w2}〉p(u,v) ⊆ 〈{w1}〉p(u,v) . If w2 = u then v = w1w for
some w ∈ X+. By virtue of the deﬁnition of p(u,v), 〈{w1}〉p(u,v) = {x | xpw1} ∪
{u} ∪ w1X+\{v} and 〈{w2}〉p(u,v) = {x | x <p v = w1w} ∪ {u} ∪ w1wX+. Clearly,
〈{w2}〉p(u,v) ⊆ 〈{w1}〉p(u,v) . Similarly, w2 = v implies 〈{w2}〉p(u,v) ⊆ 〈{w1}〉p(u,v) . If
w1, w2 /∈ {u, v} then w2 = w1w for some w ∈ X+. Consider the following cases:
(1) w1 <p u,w1 <p v, u <p w2 and v <p w2. Then 〈{w1}〉p(u,v) = {x | xpw1}∪w1X+
and 〈{w2}〉p(u,v) = {x | xpw2 = w1w} ∪ w1wX+. It follows that 〈{w2}〉p(u,v) ⊆〈{w1}〉p(u,v) .
(2) u <p w1 (<p w2 ). Then 〈{w1}〉p(u,v) = {x | xpw1, x = u} ∪ {v} ∪ w1X+ and
〈{w2}〉p(u,v) = {x | xpw2 = w1w, x = u} ∪ {v} ∪ w1wX+. It follows that〈{w2}〉p(u,v) ⊆ 〈{w1}〉p(u,v) . By an analogous argument, if (i) v <p w1 (<p w2 ),
(ii) ( w1 <p) w2 <p u, (iii) ( w1 <p) w2 <p v, (iv) w1 <p u <p w2, or (v) w1 <p
v <p w2, then 〈{w2}〉p(u,v) ⊆ 〈{w1}〉p(u,v) .
This yields 〈A\{w2}〉p(u,v) = 〈A〉p(u,v) , which contradicts the fact thatA is aminimal
p(u,v)-spanning subset of 〈A〉p(u,v) . Therefore, A is p(u,v)-independent. 
Proposition 17. p(u,v) is a maximal element in F1.
Proof. By virtue of Proposition 16, p(u,v) ∈ F1. Let p(u,v) ⊆  for some  ∈ F1. It is
sufﬁcient to show that for anyw1, w2 ∈ X+,w1w2 impliesw1p(u,v)w2. Letw1, w2 ∈ X+
for which w1w2. For any integer n0 and w ∈ X+, by the deﬁnition of p(u,v), there
exists w′ ∈ X∗ with lg(w′) = n such that w′ ∈ 〈{w}〉p(u,v) . Let x, y ∈ X+ be such
that lg(x) = lg(w1), lg(y) = lg(w2), x ∈ 〈{w2}〉p(u,v) , and y ∈ 〈{w1}〉p(u,v) . If y = w2
then we are done. Now, suppose y = w2. Then w1p(u,v)y implies w1y as p(u,v) ⊆ .
Moreover, y = w2 with lg(y) = lg(w2). Hence, by Corollary 10, 〈{w2}〉 ⊂ 〈{w1}〉. Since
p(u,v) ⊆ , 〈{w2}〉p(u,v) ⊆ 〈{w2}〉. Thus x ∈ 〈{w2}〉p(u,v) ⊆ 〈{w2}〉 ⊂ 〈{w1}〉 which
implies x
∝ w1. As  ∈ T and lg(x) = lg(w1), we then have w1 = x ∈ 〈{w2}〉p(u,v) , i.e.,
w1p(u,v)w2, as required. 
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Proposition 17 derives the following conclusion:
Corollary 18. Let X be an alphabet with |X|2. Then F1 has inﬁnitely many maximal
elements.
4. Maximal independent subsets and bases
This section is primarily concerned with the transitivity of dependences.As mentioned in
Proposition 3, the properties of being amaximal independent subset and aminimal spanning
subset are equivalentwhenever the correspondingdependence is transitive. InF1, the class of
all maximal independent subsets ofX∗ is exactly that of all minimal spanning subsets ofX∗.
But there are elements in F1 which are such that the related dependences are not transitive.
We shall show that the element p in F1 is an example that a maximal p-independent
subset of a p-span may be not a p-spanning set of this p-span by giving Example 19.
Thus p is in F1 whereas p-dependence is not transitive. Consider the subfamily F2 of T
deﬁned by
F2 = { ∈ T | for every A ∈ 2X∗ , 〈B〉 = 〈A〉 whenever B is an arbitrary
maximal -independent subset of 〈A〉}.
In F2, the class of all maximal independent subsets of 〈A〉 is exactly the class of all
minimal spanning subsets of 〈A〉 whenever A ⊆ X∗. Before studying the properties of F2,
the following example in which X = {a, b} is illustrated to show how different the notions
of maximal independent subsets (of a span) introduced in linear algebras and the theory of
languages will be.
Example 19. LetD be thep-dependence inX∗. Then 〈{a, b}〉 = 〈{a2, ab, ba, b2}〉 = X∗.
It is clear that {a, b} is a maximal independent subset of 〈{a, ba}〉. On the other hand, we
have 〈{a, ba}〉 = {1, b} ∪ a+ ∪ baX∗ and 〈{a, b}〉 = X∗. This yields p ∈ F2. Hence a
maximal independent subset of a span S may be not a generating subset of S. However, each
maximal independent subset of X∗ is a generating subset of X∗. Note that both {a, b} and
{aa, ab, ba, bb} are independent. This implies that the cardinalities ofmaximal independent
subsets of X∗ may be not the same.
A closure operator on X∗ is a mapping J of 2X∗ into 2X∗ with the properties: (i) A ⊆
B ⇒ J (A) ⊆ J (B), (ii) A ⊆ J (A), and (iii) J (J (A)) = J (A) for all A,B ∈ 2X∗ .
Proposition 20. Let  be a strict binary relation on X∗. Then the following statements are
equivalent.
(1)  ∈ F2;
(2) For every x ∈ X+, y ∈ 〈{x}〉\{1} implies 〈{y}〉 = 〈{x}〉;
(3) The span 〈·〉: 2X∗ → 2X∗ is a closure operator, i.e., D is transitive.
Proof. (1)⇒(2). If  ∈ F2 and y ∈ 〈{x}〉\{1}, then {y} is a -independent subset of
〈{x}〉. In view of the deﬁnition of F2, 〈{y}〉 ⊆ 〈{x}〉 for all y ∈ 〈{x}〉\{1}. On the other
hand, x ∈ 〈{y}〉\{1} also implies 〈{x}〉 ⊆ 〈{y}〉. Hence 〈{y}〉 = 〈{x}〉. (2)⇒ (3).
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This implication follows easily from Proposition 1 (1). (3)⇒(1). Let 〈·〉: 2X∗ → 2X∗ be
a closure operator. Then the dependence induced by  is transitive. It is immediate from
Proposition 3 that every maximal -independent subset of 〈A〉 is a minimal -spanning
subset of 〈A〉 for all A ∈ 2X∗ . 
This in conjunction with Proposition 3 yields that the properties of being a basis, a
maximal independent subset, and a minimal spanning subset are equivalent with respect
to strict binary relations in F2. Furthermore, it follows from Proposition 4 that all bases
of 〈A〉 have the same cardinality for every A ∈ 2X∗ and  ∈ F2. On the other hand, we
obtain F2 ⊂ F1 by Example 19.
Let 1, 2, and 3 be in T such that 0 ⊂ 1 ⊂ 2 ⊂ 3. Then 2 ∈ F2 does not imply
1 ∈ F2 or 3 ∈ F2. Indeed, put 1 = 0 ∪ {(a, a2), (a, a3)}, 2 = c, and 3 = p. It is
clear that both 1 and p are not in F2. However, we have some closure properties of F2 as
follows:
Proposition 21. (1) c ∈ F2. (2) F2 is closed under intersection but not closed under
union.
Proof. (1) It is immediate from Proposition 20 that c ∈ F2. (2) We ﬁrst let {i}i∈ ⊆ F2
and let  = ⋂i∈ i . If x ∈ X+ and y ∈ 〈{x}〉\{1}, then by Proposition 2 we get
y ∈ ⋂i∈〈{x}〉i . That is y ∈ 〈{x}〉i for all i ∈ . This in conjunction with the inclusion{i}i∈ ⊆ F2, Propositions 2 and 20 yields 〈{y}〉 = ⋂i∈〈{y}〉i = ⋂i∈〈{x}〉i =〈{x}〉. One may apply Proposition 20 to get  ∈ F2, which means that F2 is closed under
intersection. Next, let 1 = 0 ∪{(a, ab)} and 2 = 0 ∪{(a, ba)}. Then 1 and 2 both are
in F2. Note that 〈{a}〉1∪2 = {1, a, ab, ba} = {1, a, ab} = 〈{ab}〉1∪2 and a′ab where
′ = 1 ∪ 2. This in conjunction with Proposition 20 yields 1 ∪ 2 /∈ F2, which means
that F2 is not closed under union. 
Lemma 22 (Lyndon and Schützenberger [11]). If vm = wn and m, n1, then v and w
are powers of a common word.
Following [11], every word in X+ is a power of a unique primitive word. If u = pn
for some primitive word p and n1, then p is called the primitive root of u, denoted by
(u) = p.
Proposition 23. c is a maximal element in F2.
Proof. Let c ⊆ . By virtue of Proposition 20, it is sufﬁcient to show that whenever
x, y ∈ X+, 〈{x}〉 = 〈{y}〉 implies (x) = (y). In view of c ⊆ ,
(
(x)
)n ∈ 〈{x}〉
and
(
(y)
)n ∈ 〈{y}〉 for any positive integer n. Let m0 and n0 be two integers for which
m0 lg
(
(x)
) = n0 lg((y)). On the other hand, by Proposition 20 we have 〈{((x))m0}〉 =〈{(
(y)
)n0}〉
. It follows from ∈ T that
(
(x)
)m0 = ((y))n0 . ByLemma22,(x) = (y).
The proof is completed. 
Remark that any code is c-independent. Let  be a strict binary relation for which D is
a transitive dependence. If every -independent set is a code, then c ⊆ . Proposition 23
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together with the transitivity of D yields  = c. Moreover, {a, b, ab} is -independent
but not a code. Therefore, it is not possible that every -independent set is a code for any
transitive dependence D.
Proposition 24. F2 is closed under unions of chains, i.e., if 0 ⊆ 1 ⊆ · · · ⊆ n ⊆ · · · is
an ascending chain {n} in F2 then
⋃∞
n=0 n ∈ F2.
Proof. Let 0 ⊆ 1 ⊆ · · · ⊆ n ⊆ · · · be an ascending chain {n} in F2 and ∞ =⋃∞
n=0 n. In view of Proposition 20, it is sufﬁcient to show that for every x ∈ X+,
y ∈ 〈{x}〉∞\{1} implies 〈{y}〉∞ = 〈{x}〉∞ . By Proposition 2(1), we have 〈{x}〉∞ =⋃∞
n=0〈{x}〉n . Hence y ∈ 〈{x}〉∞\{1} implies that there is n0 such that either ynx or
xny for all nn0. Without loss of generality, we may assume ynx for all nn0. Since
{n} ∈ F2 for every n, 〈{y}〉n = 〈{x}〉n for every nn0. Also, as 〈{x}〉m ⊆ 〈{x}〉n and〈{y}〉m ⊆ 〈{x}〉n for allm < n0, it follows that 〈{y}〉∞ =
⋃∞
n=0〈{y}〉n =
⋃∞
n=0〈{x}〉n =〈{x}〉∞ . 
As a counterpart of Corollary 15, we have the following result:
Corollary 25. For every 0 ∈ F2, there exists  ∈ F2 such that 0 ⊆  and that  = ′
whenever  ⊆ ′ ∈ F2.
In the following, we construct some other maximal elements of F2. For any two distinct
primitive words u and v with lg(u) = lg(v), deﬁne
c(u,v) =
(
c\{(u, un), (v, vn) | n2}
) ∪ {(v, un), (u, vn) | n2}.
Then clearly c(u,v) ∈ T . Note that c(u,v) = c in the case when u = v.
Proposition 26. c(u,v) ∈ F2.
Proof. It is immediate from Proposition 20 that c(u,v) ∈ F2. 
Proposition 27. c(u,v) is a maximal element in F2.
Proof. Let c(u,v) ⊆  for some  ∈ F2. When x, y ∈ X+\{u, v}, by virtue of Proposi-
tion 20, it is sufﬁcient to show that 〈{x}〉 = 〈{y}〉 implies (x) = (y). In viewofc(u,v) ⊆
,
(
(x)
)n ∈ 〈{x}〉 and ((y))n ∈ 〈{y}〉 for any positive integer n. This yields that there
exist two integers m0 and n0 such that m0 lg
(
(x)
) = n0 lg((y)). Thus ((x))m0 ∈ 〈{x}〉
and
(
(y)
)n0 ∈ 〈{y}〉. This in conjunction with 〈{x}〉 = 〈{y}〉 and Proposition 20 yields
〈{((x))m0}〉 = 〈{((y))n0}〉. It follows from  ∈ T that ((x))m0 = ((y))n0 . By
Lemma 22, (x) = (y). Now, let x = u. Since  ∈ T and lg(u) = lg(v), by virtue
of Proposition 20, 〈{x}〉 = 〈{y}〉 implies y = v. It is sufﬁcient to show that (y) = v
or y = x. If y = x then clearly xc(u,v)y and yc(u,v)x. Now suppose y = x. In view
of c(u,v) ⊆ , vn ∈ 〈{x}〉 and
(
(y)
)n ∈ 〈{y}〉 for any integer n2. Again, there
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exist two integers m0 and n0 such that m0 lg(v) = n0 lg
(
(y)
)
. By Proposition 20 we have
〈{v2m0}〉 = 〈{
(
(y)
)2n0}〉. It follows from  ∈ T that v2m0 = ((y))2n0 . By Lemma 22,
v = (y). The cases of x = v, y = u or v can be shown by an analogous way. The proof is
completed. 
It is easy to see that 0 ∈ F2. Thus, F2 has the least element 0. However, F2 has no
greatest element. In fact, one may apply Proposition 27 to obtain the following conclusion:
Corollary 28. Let X be an alphabet with |X|2. Then F2 has inﬁnitely many maximal
elements.
In the theory of universal algebra, dependence systems and maximal independent sets
are usually studied with respect to the exchange property [1] and the extension property of
independent sets. The following property is directly derived from the deﬁnition of 〈·〉.
Proposition 29. The mapping A → 〈A〉 is an operator with the following exchange
property:
u /∈ 〈A〉 ∧ u ∈ 〈A ∪ {v}〉 ⇒ v ∈ 〈A ∪ {u}〉.
As mentioned in Proposition 4, the following well-known extension property of indepen-
dent sets holds true for transitive dependences. But A → 〈A〉 is not an algebraic closure
operator. The extension property of independent sets does not hold in general case.
The extension property of independent sets:
For any M, if A is a -independent subset of M
then there is a basis M ′ of 〈M〉 satisfying A ⊆ M ′ ⊆ M .
Proposition 30. Let  ∈ T . Then 〈·〉 satisﬁes the extension property of independent sets
if and only if  ∈ F2.
Proof. If  /∈ F2, then by Proposition 20, there exist u, v ∈ X+ with uv and 〈{u}〉 =
〈{v}〉. Without loss of generality, let 〈{v}〉 ⊆ 〈{u}〉. Then {u, v} ⊆ 〈{u}〉 ⊂ 〈{u, v}〉.
There exists no -independent set M such that {u} ⊆ M ⊆ {u, v} and 〈M〉 = 〈{u, v}〉.
Conversely, let  ∈ F2. By virtue of Proposition 20, A → 〈A〉 is an algebraic closure
operator. Hence, 〈·〉 satisﬁes the extension property of independent sets. 
Proposition 31. Let  ∈ T . Then  ∈ F2 if and only if whenever there is a -independent
set A with A ⊆ 〈M〉 for some M, there is a subset M ′ of 〈M〉 such that A∪M ′ is a basis
of 〈M〉 and A ∩ M ′ = ∅.
Proof. By virtue of Proposition 30, only the sufﬁciency requires proof. If  /∈ F2, then
by Proposition 20, there exist u, v ∈ X+ with uv and 〈{u}〉 = 〈{v}〉. Without loss
of generality, let 〈{v}〉 ⊆ 〈{u}〉. Then {v} ⊆ 〈{u}〉, and for any M ′, 〈{v} ∪ M ′〉 =
〈{u}〉. 
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5. Relation graphs
Let V be a nonempty set. A directed graph (shortly, digraph) G on V consists of two
components: vertices V and directed edges E, where E ⊆ V × V . If (a, b) ∈ E then there
is a directed edge from a to b. For a, b ∈ V , a path from a to b is a sequence of vertices
x0 = a, x1, x2, . . ., xn = b, n1, such that (xi−1, xi) ∈ E or (xi, xi−1) ∈ E, 1 in. For
a, b ∈ V , a directed path from a to b is a sequence of vertices x0 = a, x1, x2, . . ., xn = b,
n1, such that (xi−1, xi) ∈ E, 1 in. A simple path is a path in which no vertex is
repeated. A cycle is a path which is simple except that the ﬁrst and last vertex are the same.
A graph is connected if for any two distinct a, b ∈ V , there exists a path from a to b. A
tree is a digraph that is connected and has no cycles. A root u of a digraph G = (V ,E) is a
vertex u ∈ V such that for any other vertex v in V, there is a simple directed path from u to
v. For any binary relation , the relation graph of  on a set V is a digraph G,V = (V ,E)
deﬁned by (u, v) ∈ E if and only if it satisﬁes the following three conditions: (1) u = v,
(2) uv, and (3) if w = u with uw and wv then w = v. The relation graph of  on X∗
will be called the relation graph of  directly and denoted as G.
Lemma 32. For any  ∈ T , if uv with u = v then there is a simple directed path from u
to v in G.
Proof. Suppose that uv with u = v. Since  ∈ T , lg(u) < lg(v). By induction on
lg(v) − lg(u), we shall show the existence of a simple directed path from u to v. We ﬁrst
assume lg(v) − lg(u) = 1. Then there is no w = u such that w = v, uw and wv.
By the deﬁnition of G, (u, v) is a directed edge in G which is a simple directed path
from u to v. Next, we assume that there is a simple directed path from u to v, where uv
with u = v and lg(v) − lg(u)k for some k1. Consider the case when u = v and
uv with lg(v) − lg(u) = k + 1. If there is no w = u such that w = v, uw and wv,
then by the deﬁnition of G, (u, v) is a directed edge in G which is a simple directed
path from u to v. Otherwise, there is w = u such that w = v, uw and wv. As  ∈ T ,
lg(u) < lg(w) < lg(v). By the assumption, there are simple directed paths from u to w
and from w to v. Thus there is a simple directed path from u to v, which completes the
proof. 
For any  ∈ T , as a consequence of Lemma 32, G is a digraph with a unique root 1.
Moreover, for any  ∈ T and u ∈ X∗, G,{w|uw} is a digraph with u as its unique root.
Remark 33. Let G = (V ,E) be a tree with root u. Then for every vertex w ∈ V \{u}, the
simple directed path from u to w is unique.
Lemma 34. For any  ∈ T which is transitive, uv with u = v if and only if there is a
simple directed path from u to v in G.
Proof. In view of Lemma 32, only the sufﬁciency requires proof. Clearly, if there is a
simple directed path x0 = u, x1, x2, . . . , xn = v from u to v then xi−1xi , 1 in. As 
is transitive, uv. 
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Proposition 35. For any  ∈ T which is transitive, if G is a tree, then  ∈ F1.
Proof. Let G be a tree. Then G has a unique root 1. Suppose that there is a minimal -
spanning set A which is not -independent. Hence uv for some distinct elements u, v ∈ A.
By Lemma 34, there is a simple directed path u = x0, x1, x2, . . . , xn = v from u to v in
G. It follows from the transitivity of  that vz implies uz for any z. Since A is a minimal
-spanning set, 1 /∈ A and u = 1. Note that G is a tree with root 1 and that 1z for any
z ∈ X+. By Lemma 34, there is a simple directed path 1 = y0, y1, y2, . . . , ym = u from 1
to u. This in conjunction with the structure of trees and the deﬁnition of G again yields that
〈{u}〉 = {1, y1, y2, . . . , ym}∪{z | uz}, 〈{v}〉 = {1, y1, y2, . . . , ym, x1, x2, . . . , xn}∪{z |
vz}, and that uxi for any 1 in. Thus 〈{v}〉 ⊆ 〈{u}〉 and then 〈A〉 = 〈A\{v}〉,
which contradicts the fact that A is a minimal -spanning set. 
The converse of Proposition 35 may be not true. Indeed, let X = {a, b, c} and  = 0 ∪
{(a, ab), (b, ab)} ∪ {(c, u) | u ∈ X+\{ab}, lg(u)2} ∪ {(u, v) | upv, lg(u)2, u =
ab}. Then  is an example of a transitive strict binary relation in F1, but G is not a tree.
Let T be a tree. Then the root u of T is said to be at the 0-level of T. For any vertex
v in T, v = u is said to be at the k-level of T if there is a simple directed path x0 =
u, x1, x2, . . . , xk = v from u to v. By Remark 33, this simple path is unique.
Proposition 36. Let  ∈ T be transitive such that G is a tree. Then for each k0, any
vertex at the k-level of G must have length greater than or equal to k.
Proof. Since  ∈ T , G is a tree with root 1. The case when k = 0 is trivial. For any
vertex v at the k-level of G (k1), there exists one and only one simple directed path
x0 = 1, x1, x2, . . . , xk = u from root 1 to u. As  ∈ T , 0 = lg(1) = lg(x0) < lg(x1) <
. . . < lg(xk) = lg(u). Thus lg(u)k. 
For  ∈ T , let tran() denote the transitive closure of . Note that for  ∈ T , if G is a
tree then Gtran() = G (is also a tree). If (u, v) ∈ E in a tree G = (V ,E) then v is called
a child of u. A tree G = (V ,E) is a uniform tree if the children of any vertex have the same
length.
Proposition 37. Let  ∈ F1 be transitive such that G is a tree. Then  is a maximal
element in F1 implies that G is a uniform tree.
Proof. Let  be a maximal element in F1 and G a tree. Suppose that G is not uniform.
That is, there is a vertex u which has two distinct children v,w such that lg(v) < lg(w).
Note that both (u, v) and (u,w) are the directed edges in G. This in conjunction with the
fact that  is transitive yields (v,w) /∈ . Let ′ = tran( ∪ {(v,w)}). Clearly,  ⊂ ′ and
′ is transitive. As G is a tree, by the deﬁnition of relation graphs, G∪{(v,w)} is also a tree.
Thus G′ = G∪{(v,w)} is a tree. In view of Proposition 35, ′ ∈ F1. This contradicts the
fact that  is a maximal element. 
An inﬁnite tree G = (V ,E) (i.e., |V | = ∞) is a complete n-ary tree if every u ∈ V has
exactly n children.
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Proposition 38. Let  ∈ T be transitive. If G is a complete |X|-ary tree then each vertex
at the k-level of G has length k.
Proof. Since G is a complete |X|-ary tree, there are |X|k vertices at each k-level. Note
that  ∈ T and that there are exactly |X|k distinct words with length k. This in conjunction
with Proposition 36 yields that each k-level consists of those words with length k. 
Proposition 39. Let  ∈ T be transitive. If G is a complete |X|-ary tree then  is a
maximal element in F1.
Proof. Let  ∈ T be transitive and G a complete |X|-ary tree. By Proposition 35,  ∈ F1.
Suppose that  is not maximal. Then there exists ′ ∈ F1 such that  ⊂ ′. That is, there
are two distinct nonempty words u, v for which u′v and u˜v. Let u and v be such that
u′v and u˜v with lg(v)− lg(u) = min{lg(v′)− lg(u′) | u′′v′ and u′˜v′ for u′, v′ ∈ X+}.
From u˜v and the completeness of G, it follows that there is w ∈ X∗ for which (w, v) is a
directed edge in G. Thus wv. This together with  ⊂ ′ yields w′v. By Proposition 38,
lg(v) = lg(w) + 1. In view of u′v, u = v, and ′ ∈ T , we have lg(u) < lg(v) and hence
lg(u) lg(w). This in conjunction with wv, u˜v and the transitivity of  yields u˜w.
In fact, u˜′w. Indeed, if u′w then by u˜w we get lg(w) − lg(u) lg(v) − lg(u). That is,
lg(w) lg(v) = lg(w) + 1, a contradiction. Since u˜′w, lg(u) lg(w) and ′ ∈ T , we
have w˜u. Hence w ∈ 〈{v}〉′ \〈{u}〉′ . On the other hand, it follows from |X|2 and the
completeness of G that u has many distinct descendants at the lg(v)-level of G. That
is, there are many v′ with lg(v′) = lg(v) such that uv′. Then there exists v′ ∈ X+\{v}
such that uv′ with lg(v′) = lg(v). As  ⊂ ′, u′v′. This in conjunction with u′v
and Corollary 10 yields 〈{v}〉′ ⊂ 〈{u}〉′ which contradicts the fact that w ∈ 〈{v}〉′ \
〈{u}〉′ . 
We now describe a method to construct certain maximal elements of F1 from the view-
point of insertion operations which is different from the viewpoint of substitutions of certain
maximal binary relations in F1 provided in Section 3. For any k0, u ∈ X∗ and a ∈ X,
deﬁne the preﬁx-k insertion operation ←pk as
u ←pk a =
{
ua if lg(u)k;
u1au2 if u = u1u2 with lg(u1) = k.
For u ∈ X∗ and v = a1a2 · · · an with a1, a2, . . . , an ∈ X, let u ←pk v =
(
· · · ((u ←pk
a1) ←pk a2
) · · · ←pk an
)
. Deﬁne the pk-i relation pk on X
∗ as wpku if there exists
v ∈ X∗ such that u = w ←pk v. Clearly, pk is transitive and pk ∈ T for every k0.
Moreover, p0 = s and p∞ = p. Note that both Gs and Gp are complete |X|-ary trees.
Proposition 40. Gpk is a complete |X|-ary tree for any k0 or k = ∞.
Proof. It is sufﬁcient to show the case when k is a positive integer. From the deﬁnitions of
←pk and pk , it follows that for any word x, x has |X| distinct children y, where lg(y) =
lg(x) + 1, and that any two words with the same length are at the same level of Gpk .
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For any two distinct words u and v with lg(u) = lg(v), let u′ and v′ be their children,
respectively. Then there exist a, b ∈ X such that u′ = u ←pk a and v′ = v ←pk b. Clearly,
lg(u′) = lg(v′). If lg(u) = lg(v) < k then u′ = ua and v′ = vb. As u = v, u′ = v′. If
lg(u) = lg(v)k then there exist u1, u2, v1 and v2 with lg(u1) = lg(v1) = k such that
u = u1u2, v = v1v2, u′ = u1au2 and v′ = v1bv2. In view of u = v, we also get u′ = v′.
Thus u and v have no common child. Therefore, there are |X|k distinct words at the k-level
of Gpk . This in conjunction with the fact that each word x has |X| distinct children y with
lg(y) = lg(x) + 1 yields that Gpk is a complete |X|-ary tree. 
Proposition 40 together with Proposition 39 derive the following result immediately.
Proposition 41. pk is a maximal element in F1 for any k0 or k = ∞.
We have studied the relation graphs of some elements in F1 which is useful for showing
the maximality of certain elements of F1. In the sequel, we are going to study the relation
graphs of elements in F2.
Proposition 42. Let  ∈ T . Then  ∈ F2 if and only if for any u ∈ X∗, v,w ∈ 〈{u}〉
implies that v
∝ w.
Proof. Let  ∈ F2. Then v,w ∈ 〈{u}〉 implies that v ∝ u and u ∝ w. As 〈{1}〉 = {1},
the case when u = 1 is trivial. For any u = 1, it follows from Proposition 20 that ∝
is transitive in 〈{u}〉 whenever u = 1. Hence v ∝ w. Conversely, suppose that for any
u = 1, v,w ∈ 〈{u}〉 implies v ∝ w. Let x ∈ X+ and y ∈ 〈{x}〉\{1}. It is clear that
x ∈ 〈{y}〉 also holds. If v ∈ 〈{y}〉, then v ∝ x. Hence, v ∈ 〈{x}〉. Thus 〈{y}〉 ⊆ 〈{x}〉.
Now, suppose v ∈ 〈{x}〉. This together with y ∈ 〈{x}〉 yields v ∝ y. Then v ∈ 〈{y}〉
which implies 〈{x}〉 ⊆ 〈{y}〉. Therefore, 〈{x}〉 = 〈{y}〉. By virtue of Proposition 20,
 ∈ F2. 
A chain is a completely unary tree or a simple directed path. The deﬁnitions of strict
binary relations and relation graphs together with Proposition 42 yield the following result:
Proposition 43. Let  ∈ T . Then  ∈ F2 if and only if  is transitive and for any u ∈ X+,
G,〈{u}〉 is a chain.
Proposition 44.  is a maximal element in F2 if and only if  ∈ F2 and for any u, v ∈ X+,
there are u′ ∈ 〈{u}〉\{1} and v′ ∈ 〈{v}〉\{1} with lg(u′) = lg(v′).
Proof. Let  be a maximal element in F2. Then for any u, v ∈ X+, by virtue of Proposi-
tion 20, either 〈{u}〉 = 〈{v}〉 or 〈{u}〉 ∩ 〈{v}〉 = {1}. For u = v ∈ X+, v ∈ 〈{v}〉 =
〈{u}〉 and lg(u) = lg(v). Suppose there exist two distinct words u, v ∈ X+ such that
there exist no u′ ∈ 〈{u}〉\{1} and v′ ∈ 〈{v}〉\{1} with lg(u′) = lg(v′). Then clearly
〈{u}〉 ∩ 〈{v}〉 = {1}. Let ′ =  ∪ {(u′, v′) | u′ ∈ 〈{u}〉\{1}, v′ ∈ 〈{v}〉\{1}, lg(u′) <
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lg(v′)} ∪ {(v′, u′) | u′ ∈ 〈{u}〉\{1}, v′ ∈ 〈{v}〉\{1}, lg(v′) < lg(u′)}. Clearly, ′ ∈ T
and 〈{u}〉′ = 〈{v}〉′ = 〈{u}〉 ∪ 〈{v}〉. Let w ∈ 〈{u}〉′ \{1}. If w ∈ 〈{u}〉 then, by
Proposition 20, 〈{w}〉 = 〈{u}〉. Thus w 
′
∝ u′ for any u′ ∈ 〈{u}〉. As lg(w) = lg(v′)
for any v′ ∈ 〈{v}〉, by the deﬁnition of ′, w 
′
∝ v′ for any v′ ∈ 〈{v}〉. This yields
that 〈{u}〉′ = 〈{u}〉 ∪ 〈{v}〉 ⊆ 〈{w}〉′ . Moreover, w′ 
′
∝ w implies w′ ∈ 〈{u}〉 or
w′ ∈ 〈{v}〉. Thus 〈w〉′ ⊆ 〈{u}〉 ∪ 〈{v}〉 = 〈{u}〉′ . Therefore, 〈w〉′ = 〈{u}〉′ . Sim-
ilarly, w ∈ 〈{v}〉 implies 〈{w}〉′ = 〈{v}〉′ = 〈{u}〉′ . This yields that w ∈ 〈{u}〉′ \{1}
implies 〈{w}〉′ = 〈{u}〉′ . By Proposition 20, ′ ∈ F2 which contradicts the fact that  is
a maximal element in F2.
Conversely, assume that  ∈ F2 and for any u, v ∈ X+, there are u′ ∈ 〈{u}〉\{1} and
v′ ∈ 〈{v}〉\{1} with lg(u′) = lg(v′). Suppose  ⊂ ′ ∈ F2. Then there exist u, v ∈ X+
such thatu′v andu˜v. By assumption, there existu′ ∈ 〈{u}〉\{1} and v′ ∈ 〈{v}〉\{1}with
lg(u′) = lg(v′). As u˜v and  ∈ F2, by virtue of Proposition 20, 〈{u}〉 ∩ 〈{v}〉 = {1}.
Hence u′ = v′. Proposition 20 in conjunction with ′ ∈ F2 and u′v yields 〈{u}〉′ =
〈{v}〉′ . As  ⊂ ′, u′ ∈ 〈{u}〉 ⊆ 〈{u}〉′ = 〈{v}〉′ and v′ ∈ 〈{v}〉 ⊆ 〈{v}〉′ . By
Proposition 42, u′
′∝ v′ which contradicts the facts that lg(v′) = lg(u′), u′ = v′ and
′ ∈ T . Thus  is maximal. 
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