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ON SYMMETRIC POWERS OF τ-RECURRENT SEQUENCES
AND DEFORMATIONS OF EISENSTEIN SERIES
AHMAD EL-GUINDY AND ALEKSANDAR PETROV
Abstract. We prove the equality of several τ -recurrent sequences, which were
first considered by Pellarin, and which have close connections to Drinfeld vecto-
rial modular forms. Our result has several consequences: an A-expansion for the
lth power (1 ≤ l ≤ q) of the deformation of the weight 2 Eisenstein series; rela-
tions between Drinfeld modular forms with A-expansions; a new proof of relations
between special values of Pellarin L-series.
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1. Introduction and Statement of Results
Let q = pe, with p a prime number and e a positive integer. Let A be the
polynomial ring Fq[θ], K its fraction field and A+ the set of monic polynomials in A.
Let | · | be the absolute value on K uniquely defined by |a| = qdegθ(a) for a ∈ A, and
let K∞ be the completion of K with respect to | · |, C∞ be the completion of a fixed
algebraic closure of K∞. Let Br ⊂ C∞ be the open disc of radius r centered at 0.
The Drinfeld upper half-plane Ω is the set C∞\K∞ together with its rigid analytic
structure as in [5, § 1.6]. The group Γ := GL2(A) acts on Ω by fractional linear
transformations. Let φCar be the Carlitz module defined by φCar(θ) = θτ
0 + τ with
τ the qth power Frobenius operator on C∞. We fix π˜ ∈ C∞, so that the lattice
corresponding to the Carlitz module is π˜A. The exponential function of π˜A will be
called the Carlitz exponential and will be denoted by eπ˜A.
Let t be a new variable independent of θ and consider the series
sCar(t) :=
∞∑
n=0
eπ˜A
(
π˜
θn+1
)
tn.
The series converges for |t| < q (see [1, Proposition 2.3]).
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The set of isomorphism classes of rank 2 Drinfeld A-modules over C∞ corresponds
to Γ\Ω via the well-known equivalence of categories between Drinfeld modules and
lattices ([18, 2.4]). For z ∈ Ω, let Λz := zA ⊕ A. The exponential function for Λz
will be written as
eΛz(ζ) =
∞∑
n=0
αn(z)ζ
qn,
where αn : Ω → C∞ are functions given explicitly in [2, Theorem 3.1]. Following
Pellarin [12] we consider
s1(z, t) :=
∞∑
n=0
eΛz
( z
θn+1
)
tn, s2(z, t) :=
∞∑
n=0
eΛz
(
1
θn+1
)
tn.
Both s1, s2 converge for (z, t) ∈ Ω × Bq. For arithmetic consideration it is more
convenient to work with normalizations of s1 and s2, namely
d1(z, t) := π˜s
−1
Car(t)s1(z, t); d2(z, t) := π˜s
−1
Car(t)s2(z, t).
The functions d1, d2 converge for any z, t ∈ C∞ (see [11, Proposition 19]).
Let χt : A→ Fq[t] be the ring homomorphism defined by χt(a) = a(t). If α, β are
positive integers, then the Pellarin L-function is defined by
(1.1) L(χαt , β) :=
∑
a∈A+
χt(a)
αa−β .
Pellarin introduced L(χαt , β) in [13] as a deformation of the Carlitz zeta function
and more general Goss L-functions (see [7, Chapter 8]). In addition to Pellarin’s
original paper, the reader can find information about analytic continuation of Pel-
larin’s L-function in [8] (note that we will only consider values of L(χαt , β) for positive
integers α, β, i.e., values as in Equation (1.1)), and formulas for special values in
[15]. In the course of the proof of our main result we will give a new proof of several
relations between special values of Pellarin L-functions (see Corollary 3.4).
Let τ : C∞((t)) → C∞((t)) be the field automorphism that fixes t and acts as
the Frobenius qth power operator on elements of C∞. This agrees with the previous
definition of τ on C∞, so by abuse of notation we will use τ to denote both. If
f ∈ C∞((t)), then we will use the notation f
(i) for τ if .
For l ∈ N we define the sequence {Gl,k}k∈Z by
Gl,k := Gl,k(z, t) =
1
L(χlt, lq
k)
∑′
c,d∈A
(
χt(c)d1 + χt(d)d2
(cz + d)qk
)l
.
The primed sum
∑′
will be used throughout to denote a sum with the term where
all summation indices are zero is omitted. We will prove (Proposition 2.12) that if
k ≥ 0 the series defining Gl,k is well-defined for all (z, t) ∈ Ω×Bqqk .
Pellarin explicitly computed {G1,k}k≥0 in [13, Theorem 4]:
(1.2) G1,k = −h
qk(t− θq
k
)s
(k)
Car
(
d
(k+1)
2 d1 − d
(k+1)
1 d2
)
,
where h is the Drinfeld modular form of weight q + 1 and type 1, which is defined
by Equation (2.4) below. We give a different formula for G1,k in (2.23).
The main result of the current paper is the computation of the sequence {Gl,k}k≥0
for l in the range 1 ≤ l ≤ q:
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Theorem 1.3. Let 1 ≤ l ≤ q be fixed. For k ≥ 0, we have
Gl,k = (−1)
l+1Gl1,k.
Prasenjit Bhowmik (work in preparation) has obtained similar results by a dif-
ferent method. Indeed, he computes Rankin brackets of certain families of Drinfeld
modular forms and then applies a density argument ([14]).
The paper is organized as follows. In Section 2 we introduce the necessary back-
ground, in particular, vectorial Drinfeld modular forms, their deformations and τ -
recurrent sequences. Subsection 2.3 gives a new method for the computation of the
coefficients of d2 based on the theory of shadowed partitions. In Section 3 we prove
Theorem 1.3. Finally, Section 4 gives applications of Theorem 1.3 to deformations
of Drinfeld modular forms. In particular, Theorem 4.4 gives an A-expansion for
the lth power of the deformation of Gekeler’s ‘false Eisenstein series’ (see (2.5)), El,
1 ≤ l ≤ q, extending the one given by Pellarin for l = 1, while Corollary 4.8 gives
examples of Drinfeld modular forms that are eigenforms and can be expressed as
products of eigenforms.
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2. Deformations of Vectorial Modular Forms
2.1. Drinfeld Modular Forms and Their Generalizations. For z ∈ Ω and
γ =
[
a b
c d
]
∈ Γ, we shall write Jγ := cz + d and Lγ := c/(cz + d).
The ‘imaginary distance’ |z|i of z ∈ Ω is defined by |z|i := infx∈K∞|z − x|. Let
u := u(z) = 1/eπ˜A(π˜z) be the normalized uniformizer at ‘infinity’. We shall say that
a rigid-analytic function f : Ω→ C∞ has a u-expansion, if there exists δf > 0, such
that for z ∈ Ω with |z|i > δf we have
f(z) =
∞∑
n=n0
anu
n,
for some n0 ∈ Z, an ∈ C∞. Since u ∈ C∞, τ acts on u as a qth power Frobenius.
The function f is said to have an integral u-expansion if n0 ∈ Z≥0. A rigid-analytic
function f which satisfies f(z + a) = f(z) for all a ∈ A has a u-expansion and this
u-expansion determines f uniquely.
For c ∈ A+, set uc := u(cz). We have (see [4, (6.2)] for instance)
(2.1) uc = u
qdegθ(c) + higher order terms in u.
Definition 2.2. A Drinfeld modular form of weight w, type m for Γ is a rigid-
analytic function f : Ω→ C∞ such that
f(γ(z)) = Jwγ det(γ)
−mf(z),
and such that f has an integral u-expansion. The set of Drinfeld modular forms
of weight w and type m is a finite-dimensional C∞-vector space, which we denote
by Mw,m.
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Among the most important examples of Drinfeld modular forms are
(2.3) g := 1− (θq − θ)
∑
c∈A+
uq−1c = 1− (θ
q − θ)uq−1 + · · · ∈Mq−1,0,
(2.4) h :=
∑
c∈A+
cquc = u+ · · · ∈Mq+1,1, △ := −h
q−1 ∈Mq2−1,0.
The forms g and h generate the space of Drinfeld modular forms of any weight and
type. An important rigid-analytic function, which is not a Drinfeld modular form,
but is closely connected with the theory, is Gekeler’s ‘false Eisenstein series’:
E :=
∑
c∈A+
cuc.
The reader can find more about the properties of g, h,△ and E in one of the standard
references [4], [6], [5].
Bosser and Pellarin [1] introduced the concept of almost-A-quasi-modular forms,
which encompasses Drinfeld modular forms as well as d2 and the function
(2.5) E := −hd
(1)
2 .
We do not recall the general definition of almost-A-quasi-modular forms ([1, Defini-
tion 2.9]) here.
The function d1 does not fall into the framework of almost-A-quasi-modular forms,
but the following facts show that it has to be studied together with d2 when consid-
ering modular properties.
Proposition 2.6.
(1) The functions d1, d2 satisfy
(2.7) Jγd1(γ(z)) = χt(a)d1 + χt(b)d2, Jγd2(γ(z)) = χt(c)d1 + χt(d)d2.
(2) The function d2 has a u-expansion with Fq[θ, t] coefficients:
(2.8) d2 = 1 + (θ − t)u
q−1 + (θ − t)u(q−1)(q
2−q+1) + · · · ,
while d1 does not have a u-expansion.
(3) The functions d1 and d2 form a basis for the solution space of the τ -difference
equation
(2.9) X(2) =
1
△(t− θq)
(
X − gX(1)
)
.
Proof. Results (2.7), (2.8), are Lemmas 6, 8 in [12], respectively. While (2.9) is [12,
(24)]. 
Keeping with Pellarin’s notation, let T<r be the Tate algebra of formal power
series
∑
n≥0 cnt
n ∈ C∞[[t]] that converge for |t| < r. If r = ∞, then we write
T∞ instead of T<∞. Let R<r be the ring that consists of formal series
∑
n≥0 fnt
n
such that: (1) for all n, fn is a rigid-analytic function Ω → C∞; (2) for all z ∈ Ω,∑
n≥0 fn(z)t
n is an element of T<r. The fraction field of R := R<1 will be denoted
by L, while the fraction field of
R∞ =
⋂
r>0
R<r,
will be denoted by L∞. In this notation, d1, d2,E ∈ R∞.
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2.2. Vectorial Modular Forms and τ-recurrent Sequences. Let ρ be a repre-
sentation
ρ : Γ→ GLs((Fq((t))).
The following definition is due to Pellarin.
Definition 2.10. A deformation of a vectorial modular form of weight w, dimen-
sion s, type m and radius r > 0 associated with the representation ρ is a vector F
with entries in R<r, such that
F(γ(z)) = Jwγ det(γ)
−mρ(γ)F(z), ∀γ ∈ Γ.
The set of such vectors is denoted by Msw,m(ρ, r).
Consider the representation ρt,1 defined by
ρt,1 =
[
χt(a) χt(b)
χt(c) χt(d)
]
,
and its lth symmetric power ρt,l := Sym
l(ρt,1). By definition ρt,l = Sym
l(ρt,1) can be
realized on the vector space of homogeneous polynomials of degree l via
X iY l−i 7→ (χt(a)X + χt(b)Y )
i(χt(c)X + χt(d)Y )
l−i,
Let
Φl :=
TR(dl1, d
l−1
1 d2, . . . , d1d
l−1
2 , d
l
2),
where TR is the usual transpose. Property (2.7) implies Φl ∈ M
l+1
−1,0(ρt,l,∞).
We let El be defined to be the transpose of the row vector
1
L(χlt, l)
∑′
c,d∈A
(
χt(c)
l
(cz + d)l
,
(
l
1
)
χt(c)
l−1χt(d)
(cz + d)l
, . . . ,
(
l
l−1
)
χt(c)χt(d)
l−1
(cz + d)l
,
χt(d)
l
(cz + d)l
)
.
An equivalent (but more ‘modular’) definition1 and other properties of El can be
found in [11, Section 3.3.2]. Part 1 from [11, Proposition 21] shows that for γ ∈ Γ,
we have
(2.11) El(γ(z)) = J
l
γ
(
TR(ρ−1t,l )(γ)
)
El(z).
Proposition 2.12. The series defining τkEl, k ≥ 0, converges for (z, t) ∈ Ω×Bqqk .
Proof. Note that if f(t) converges for |t| < r, then τf(t) converges for |t| < rq, thus
it suffices to prove the case k = 0. Write |t| = qǫ, with ǫ < 1. For such t, the series
L(χlt, l) =
∑
c∈A+
χt(c)
l
cl
converges, since
lim
|c|→∞
∣∣χt(c)lc−l∣∣ = lim
|c|→∞
|c|(ǫ−1)l = 0.
Assume that |z| ≥ 1. By property (2.11), we see that, for a ∈ A, El(z+a) =MEl(z),
where M is a matrix with coefficients in C∞[t] that do not depend on z. Therefore
the convergence of the series defining El is not affected by transformations of the
form z 7→ z + a, a ∈ A. Since K∞ is locally compact we know that |z|i = |z − x0|
1The reader should be aware that in his original preprint Pellarin omits the binomial coefficients
from the definition of El, but we have confirmed with Pellarin that the binomial coefficients in the
definition of El need to be present.
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for some x0 ∈ K∞. By applying transformations of the form z 7→ z + a, a ∈ A,
we can assume |x0| < 1, hence |z|i = |z − x0| = max{|z|, |x0|} = |z|. We can
therefore assume without loss of generality that |z| = |z|i. For such z, we have
|cz + d| = max{|cz|, |d|} for c, d ∈ A.
We need to show that the series
(2.13)
∑′
c,d∈A
χt(c)
iχt(d)
l−i
(cz + d)l
converges for any i such that 0 ≤ i ≤ l.
If |cz| < |d|, then∣∣∣∣χt(c)iχt(d)l−i(cz + d)l
∣∣∣∣ = |c|iǫ|d|(l−i)ǫ|d|l < 1|z|ǫi |d|(ǫ−1)l.
Since |cz| < |d| implies that |c| → ∞ ⇒ |d| → ∞, the last quantity tends to 0 as
|c| → ∞ or |d| → ∞. A similar argument shows that when |cz| > |d| if |c| → ∞ or
|d| → ∞ we have ∣∣∣∣χt(c)iχt(d)l−i(cz + d)l
∣∣∣∣→ 0.
We conclude that for |z| ≥ 1, |t| = qǫ, ǫ < 1, the series (2.13) converges. Since every
z ∈ Ω is equivalent under the action of Γ to an element in F = {z ∈ Ω : |z|i = |z| ≥ 1}
and El satisfies (2.11) under the action of Γ (i.e., the action of Γ permutes the
components of El), the result for |z| ≥ 1 implies that for all z ∈ Ω. 
Property (2.11) and the previous proposition show that El ∈ M
l+1
l,0 (
TRρ−1t,l , q). By
definition
(2.14) Gl,k = (τ
kEl) · Φl,
where the dot denotes the usual inner product of vectors. The modular properties
of El and Φl imply that for k ≥ 0,
Gl,k ∈M
1
lqk−l,0(1, q
qk),
where 1 is the trivial representation.
Next we recall the theory of τ -recurrent sequences as described in [11, Section 2].
Let K be a field together with an infinite order automorphism τ . The fixed field of
τ will be denoted by Kτ . Let L = A0τ
0 + · · ·+ Asτ
s ∈ K[τ ] be a τ -linear operator
such that A0 6= 0, As 6= 0 (s is the order of L). Given a sequence G = {Gk}k∈Z with
elements in K, we write L(G) for the sequence
{A0τ
0Gk + · · ·+ Asτ
sGk−s}k∈Z.
The sequence G is a τ -recurrent sequence for L if L(G) ≡ 0. The space of all τ -
recurrent sequences for L is a finite-dimensional K-vector space, which we denote
by V (L). The space of solutions to the associated τ -difference equation
(2.15) A0τ
0X + · · ·+ Asτ
sX = 0
is denoted by V τ (L). Any solution x to (2.15) gives an element of V (L) by simply
taking the constant sequence {x}k∈Z. Pellarin shows (see [11, Propositions 10, 11])
that if x1, . . . , xs are K
τ -linearly independent elements of K, then there exists an
explicit procedure for computing a τ -linear operator L of order s (unique if we
assume the normalization As = 1; else L is unique up to left multiplication) such that
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{xi : 1 ≤ i ≤ s} is a basis of V
τ (L). In addition, for any vector E = (e1, . . . , es) ∈ K
s
the sequence G, defined by
Gk = (τ
kE) · (x1, . . . , xs),
belongs to V (L) and any G ∈ V (L) is of this form for a unique E ∈ Ks.
Applying this to K = L, (x1, . . . , xs) = (d
l
1, d
l−1
1 d2, . . . , d
l
2) we have
Proposition 2.16. The sequence {Gl,k}k∈Z, defined by
Gl,k := (τ
kEl) · Φl, k ∈ Z,
is a τ -recurrent sequence that satisfies the unique normalized τ -difference equation
Ll satisfied by d
l
1, d
l−1
1 d2, . . . , d1d
l−1
2 , d
l
2.
Note that the linear independence of {dl1, d
l−1
1 d2, . . . , d1d
l−1
2 , d
l
2} over K
τ = Fq(t)
is also part of the result (see [11, Lemmas 14 & 20]).
Examples: The sequence {G1,k}k∈Z is a τ -recurrent sequence for
L1 := τ
0 − gτ 1 −△(t− θq)τ 2
and {G2,k}k∈Z is a τ -recurrent sequence for:
(2.17)
L2 := τ
0 − g1−q(g1+q +△(t− θq))τ 1
−△(t− θq)(g1+q +△(t− θq))τ 2 + g1−q△1+2q(t− θq)(t− θq
2
)2τ 3.
In [13, Theorem 4] Pellarin determines {G1,k}k∈Z completely by computing its first
two non-negative terms: G1,0 = −1 and G1,1 = −g. Our main theorem (Theorem 1.3)
shows that Gl,k = (−1)
l+1Gl1,k.
It follows from the following proposition that Gl1,k is part of a basis for V (Ll).
Proposition 2.18. Let {(Gk), (Hk)} be a basis of V (L1), then for any l ≥ 1,
{(GikH
l−i
k ) : 0 ≤ i ≤ l}
forms a basis of V (Ll), where Ll is the unique normalized τ -difference equation
satisfied by dl1, d
l−1
1 d2, . . . , d1d
l−1
2 , d
l
2.
Proof. According to [11, Proposition 11], there exist a, b, c, d ∈ C∞[t] such that
(2.19) Gk = a
(k)d1 + b
(k)d2, Hk = c
(k)d1 + d
(k)d2.
We thus get
(2.20) GikH
l−i
k =
l∑
m=0
C
(k)
mi d
m
1 d
l−m
2 ,
where
Cmi =
i∑
j=0
(
i
j
)(
l − i
m− j
)
ajbi−jcm−jdl−m−(i−j).
Thus, again by the same proposition from [11], we see that (2.20) is equivalent
to (GikH
l−i
k ) ∈ V (Ll). The linear independence of (Gk) and (Hk) is equivalent to
ad− bc 6= 0. However, we have the following equality of matrices
(Cmi)0≤i,m≤l = Sym
l
(
a b
c d
)
,
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which yields
det (Cmi) = (ad− bc)
l2+l
2 6= 0,
again implying the linear independence of our proposed basis. This proves the result
as V (Ll) has dimension at most l + 1. 
2.3. Using Shadowed Partitions to Approximate d2. In this subsection, we
give a new formula (2.23) for the sequence G1,k, k ≥ 1. This formula can be used
to give a method for computing the u-expansion of d2 which, in contrast with the
original computation of Pellarin, is not recursive in the coefficients of d2. This is done
via shadowed partitions as in [3]. If S ⊂ Z and j ∈ Z, then let S+j := {i+j : i ∈ S}.
Let r, n ∈ N. We define the order r index-shadowed partition of n by
Pr(n) :=
{
(S1, S2, . . . , Sr) : Si ⊂ {0, 1, . . . , n− 1},
and {Si + j : 1 ≤ i ≤ r, 0 ≤ j ≤ i− 1} form a partition of {0, 1, . . . , n− 1}
}
.
Theorem 2.21. For k ≥ 1, we have
(2.22) d2 −
∑
(S1,S2)∈P2(k)
∏
j∈S1
∏
i∈S2
gq
j
(t− θq
i+1
)△q
i
∈ uq
k−1(q−1)
Fq[θ, t][[u]].
Proof. According to Lemma 3.3 from [3], for k ≥ 1 we have
(2.23) G1,k = −
∑
(S1,S2)∈P2(k)
∏
j∈S1
∏
i∈S2
gq
j
(t− θq
i+1
)△q
i
.
Using this we see that G1,1 = −g, G1,2 = −g
q+1 − (t − θq)△. By comparing the
u-expansions of d2 (2.8) with the u-expansions of G1,1 and G1,2 we see that
d2 + G1,1 ∈ u
q−1
Fq[θ, t][[u]] and d2 + G1,2 ∈ u
q(q−1)
Fq[θ, t][[u]].
Since G1,k is a τ -recurrent sequence for L1 and L1(d2) = 0, it follows by induction
that d2 + G1,k ∈ u
qk−1(q−1)
Fq[θ, t][[u]]. 
3. The Proof of Theorem 1.3
We start the proof of Theorem 1.3 with several lemmas.
Lemma 3.1.
1 +
∑
u∈Fq
X + u
Y + u
=
Y q −X
Y q − Y
.
Proof. It is well-known that
∏
u∈Fq
(Y −u) = Y q−Y . By logarithmic differentiation:∑
u∈Fq
1
Y + u
=
−1
Y q − Y
.
If 1 ≤ l ≤ q − 1, then
∑
u∈Fq
Y l
Y − u
−
∑
u∈Fq
ul
Y − u
=
∑
u∈Fq
l−1∑
j=0
Y jul−1−j =
l−1∑
j=0
Y j
∑
u∈Fq
ul−1−j = 0.
Hence, for 1 ≤ l ≤ q − 1,∑
u∈Fq
ul
Y + u
= (−1)l
∑
u∈Fq
ul
Y − u
= (−1)l
∑
u∈Fq
Y l
Y + u
=
(−1)l+1Y l
Y q − Y
.
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Now the result is a simple computation
∑
u∈Fq
X + u
Y + u
=
∑
u∈Fq
X
Y + u
+
∑
u∈Fq
u
Y + u
= −
X
Y q − Y
+
Y
Y q − Y
=
Y q −X
Y q − Y
− 1. 
Next, we recall Lucas’ Theorem [10] which states that for prime p, positive e, and
0 ≤ n0, n1, . . . , nm, i0, i1, . . . , im ≤ p
e − 1 we have(
n0 + n1p
e + . . . nmp
em
i0 + i1pe + . . . impem
)
≡
(
n0
i0
)(
n1
i1
)
· · ·
(
nm
im
)
(mod p).
We will use Lucas’ Theorem in the proof of the next lemma.
Lemma 3.2. For 1 ≤ l ≤ q,
1 +
∑
u∈Fq
(
X + u
Y + u
)l
=

1 +∑
u∈Fq
(
X + u
Y + u
)
l
Proof. According to Lemma 3.1, we have

1 +∑
u∈Fq
(
X + u
Y + u
)
l
=
(
Y q −X
Y q − Y
)l
.
Consider
P (X) := 1 +
∑
u∈Fq
(
X + u
Y + u
)l
as a polynomial in X . If X = Y q, then
P (Y q) = 1 +
∑
u∈Fq
(
Y q + u
Y + u
)l
= 1 +
∑
u∈Fq
(Y + u)l(q−1)
= 1 +
∑
u∈Fq
l(q−1)∑
i=0
(
l(q − 1)
i
)
Y l(q−1)−iui = 1− 1−
l−1∑
i=1
(
l(q − 1)
i(q − 1)
)
Y (l−i)(q−1)
= 1− 1 = 0.
We have used that for 1 ≤ i ≤ l − 1,
(
l(q−1)
i(q−1)
)
≡ 0 in Fq, which follows by Lucas’
Theorem since in Fq we have(
l(q − 1)
i(q − 1)
)
=
(
(l − 1)q + (q − l)
(i− 1)q + (q − i)
)
=
(
l − 1
i− 1
)(
q − l
q − i
)
= 0
as q − l < q − i. Thus X = Y q is a root of P (X).
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Next, we show that this root repeats l times. To that end, we compute for any
1 ≤ j ≤ l − 1
djP
dXj
(Y q) = l(l − 1) · · · (l − j + 1)
∑
u∈Fq
(Y + u)(l−j)q−l
= l(l − 1) · · · (l − j + 1)
∑
u∈Fq
(l−j)q−l∑
i=0
(
(l − j)q − l
i
)
Y (l−j)q−l−iui
= −l(l − 1) · · · (l − j + 1)
l−⌈ jq
q−1
⌉∑
i=1
(
(l − j)q − l
i(q − 1)
)
Y (l−j)q−l−i(q−1) = 0,
since all the binomial coefficients vanish by Lucas’ Theorem.
This shows that P (X) and
(
Y q−X
Y q−Y
)l
are equal up to a constant. Substituting
X = Y shows that the constant is 1 and finishes the proof. 
Lemma 3.3. Let F be a field that contains Fq. Let V1, . . . , Vn be arbitrary elements
of F and W1, . . . ,Wn be a set of Fq-linearly independent elements of F . For 1 ≤ l ≤
q,
∑′
u1,...,un∈Fq
(
u1V1 + · · ·+ unVn
u1W1 + · · ·+ unWn
)l
= (−1)l+1

 ∑′
u1,...,un∈Fq
u1V1 + · · ·+ unVn
u1W1 + · · ·+ unWn


l
.
Proof. We will use induction on n. If n = 1, then we have
∑′
u∈Fq
(
uV1
uW1
)l
=
(
V1
W1
)l ∑′
u∈Fq
1 = −
(
V1
W1
)l
.
While
(−1)l+1

∑′
u∈Fq
uV1
uW1


l
= (−1)l+1
(
V1
W1
)l∑′
u∈Fq
1


l
= −
(
V1
W1
)l
.
Assume that the result holds for n− 1. Until the end of the proof, let u1, . . . , un
be elements of Fq.
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First, assume that Vn 6= 0. Set V
′
i :=
Vi
Vn
,W ′i :=
Wi
Wn
. We have
∑′
u1,...,un
(
u1V1 + · · ·+ unVn
u1W1 + · · ·+ unWn
)l
=
∑′
u1,...,un−1
∑
un
(
u1V1 + · · ·+ unVn
u1W1 + · · ·+ unWn
)l
+
∑′
un
(
unVn
unWn
)l
=
(
Vn
Wn
)l(
−1 +
∑′
u1,...,un−1
∑
un
(
u1V
′
1 + · · ·+ un
u1W
′
1 + · · ·+ un
)l)
,
=
(
Vn
Wn
)l ∑′
u1,...,un−1
(∑
un
(
u1V
′
1 + · · ·+ un
u1W ′1 + · · ·+ un
)l
+ 1
)
=
(
Vn
Wn
)l ∑′
u1,...,un−1
(∑
un
(
u1V
′
1 + · · ·+ un
u1W ′1 + · · ·+ un
)
+ 1
)l
, by Lemma 3.2
=
(
Vn
Wn
)l ∑′
u1,...,un−1
(
u1V
′′
1 + · · ·+ un−1V
′′
n−1
u1W
′′
1 + · · ·+ un−1W
′′
n−1
)l
, by Lemma 3.1
where V ′′i = (W
′
i )
q − V ′i ,W
′′
i = (W
′
i )
q −W ′i . Note that the linear independence over
Fq of W
′′
i for 1 ≤ i ≤ n − 1, is equivalent to the linear independence over Fq of Wj
for 1 ≤ j ≤ n. By the induction hypothesis the last expression is equal to
(−1)l+1
(
Vn
Wn
)l( ∑′
u1,...,un−1
u1V
′′
1 + · · ·+ un−1V
′′
n−1
u1W
′′
1 + · · ·+ un−1W
′′
n−1
)l
.
On the other hand,( ∑′
u1,...,un
u1V1 + · · ·+ unVn
u1W1 + · · ·+ unWn
)l
=
(
Vn
Wn
)l( ∑′
u1,...,un
u1V
′
1 + · · ·+ un
u1W ′1 + · · ·+ un
)l
=
(
Vn
Wn
)l( ∑′
u1,...,un−1
u1V
′′
1 + · · ·+ un−1V
′′
n−1
u1W ′′1 + · · ·+ un−1W
′′
n−1
)l
,
where the last equality follows from Lemma 3.1.
Finally, assume that Vn = 0. We compute∑′
u1,...,un
(
u1V1 + · · ·+ unVn
u1W1 + · · ·+ unWn
)l
=
∑′
u1,...,un−1
∑
un
(
u1V1 + · · ·+ un−1Vn−1
u1W1 + · · ·+ un−1Wn−1 + unWn
)l
=W−ln
∑′
u1,...,un−1
∑
un
(
u1V1 + · · ·+ un−1Vn−1
u1W ′1 + · · ·+ un−1W
′
n−1 + un
)l
=W−ln
∑′
u1,...,un−1
(∑
un
u1V1 + · · ·+ un−1Vn−1
u1W ′1 + · · ·+ un−1W
′
n−1 + un
)l
= (−1)lW−ln
∑′
u1,...,un−1
(
u1V1 + · · ·+ un−1Vn−1
u1W
′′
1 + · · ·+ un−1W
′′
n−1
)l
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The second to last equality is the equality of Goss polynomials
∑
u∈Fq
(
1
Y+u
)l
=(∑
u∈Fq
1
Y+u
)l
. On the other hand,
(−1)l+1
( ∑′
u1,...,un
u1V1 + · · ·+ un−1Vn−1
u1W1 + · · ·+ un−1Wn−1 + unWn
)l
= (−1)l+1W−ln
( ∑′
u1,...,un−1
∑
un
u1V1 + · · ·+ un−1Vn−1
u1W
′
1 + · · ·+ un−1W
′
n−1 + un
)l
= (−1)2l+1W−ln
( ∑′
u1,...,un−1
u1V1 + · · ·+ un−1Vn−1
u1W ′′1 + · · ·+ un−1W
′′
n−1
)l
.
Thus the result for n follows from the result for n− 1, completing the proof. 
Lemma 3.3 gives a new proof of the following relations between some values of
Pellarin L-functions, which are special cases of Theorem 1.3 in [15].
Corollary 3.4. Let 1 ≤ l ≤ q. We have
L(χlt, l) = L(χt, 1)
l.
Proof. Let A(n) = {a =
∑n−1
i=0 aiθ
i: ai ∈ Fq}. Applying Lemma 3.3 with Wi = θ
i−1
and Vi = t
i−1 we see that
∑′
a∈A(n)
χt(a)
l
al
=

 ∑′
a∈A(n)
χt(a)
a


l
.
But we have
−L(χlt, l) =
∑′
a∈A
χt(a)
l
al
= lim
n→∞
∑′
a∈A(n)
χt(a)
l
al
,
and a short calculation gives the result. 
We are ready to complete the proof of Theorem 1.3:
Proof. As in the proof of Theorem 3.4, let A(n) = {a ∈ A : deg(a) < n}. Applying
Lemma 3.3 with
Vi =
{
d1t
i−1 if 1 ≤ i ≤ n,
d2t
i−n−1 if n + 1 ≤ i ≤ 2n,
and
Wi =
{
zθi−1 if 1 ≤ i ≤ n,
θi−n−1 if n+ 1 ≤ i ≤ 2n,
we have
(3.5)
∑′
c,d∈A(n)
(
χt(c)d1 + χt(d)d2
(cz + d)qk
)l
= (−1)l+1

 ∑′
c,d∈A(n)
χt(c)d1 + χt(d)d2
(cz + d)qk


l
.
But
Gl,k =
1
τkL(χlt, l)
lim
n→∞
∑′
c,d∈A(n)
(
χt(c)d1 + χt(d)d2
(cz + d)qk
)l
.
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By Theorem 3.4 we have L(χlt, l) = L(χt, 1)
l, combining this with (3.5), we see that
Gl,k = (−1)
l+1Gl1,k.

4. Consequences of Theorem 1.3
Theorem 4.1. Let 1 ≤ l ≤ q, 0 ≤ j ≤ l. For (z, t) ∈ Ω× Bq we have
∑
c∈A+
∑
d∈A
χt(c)
l−jχt(d)
j
(cz + d)l
=

∑
c∈A+
∑
d∈A
χt(c)
cz + d


l−j
∑
c∈A+
∑
d∈A
χt(d)
cz + d


j
.
Proof. By Theorem 1.3, if 1 ≤ l ≤ q, then
Gl,k = (−1)
l+1Gl1,k, ∀k ∈ Z.
Since Gl,k = (τ
kE) ·Φl for a unique vector E (see [11, Proposition 10]) it follows that
∑′
c,d∈A
χt(c)
l−jχt(d)
j
(cz + d)l
= (−1)l+1
(∑′
c,d∈A
χt(c)
cz + d
)l−j (∑′
c,d∈A
χt(d)
cz + d
)j
.
The proof is complete by observing that for 0 ≤ j ≤ l:∑′
c,d∈A
χt(c)
l−jχt(d)
j
(cz + d)l
= −
∑
c∈A+
∑
d∈A
χt(c)
l−jχt(d)
j
(cz + d)l
.

Remark 4.2. Since Gl,k is completely determined by El one sees that Theorem 4.1
is in fact equivalent to Theorem 1.3.
The result of Theorem 4.1 when j = 0 actually holds for |t| < qq as long as z is
in the neighborhood of ‘infinity’ Ω1 = {z ∈ Ω : |z|i > 1}.
Corollary 4.3. Let 1 ≤ l ≤ q. For (z, t) ∈ Ω1 ×Bqq , we have
∑
c∈A+
∑
d∈A
χt(c)
l
(cz + d)l
=

∑
c∈A+
∑
d∈A
χt(c)
(cz + d)


l
.
Proof. According to [4, (5.5)] and (2.1) for z ∈ Ω1
|π˜u(cz)| =
∣∣∣∣∣
∑
d∈A
1
cz + d
∣∣∣∣∣ ≤ q−|c|.
If, in addition, |t| < qq, then |χt(c)| < q
|c| and therefore the series
π˜
∑
c∈A+
χt(c)u(cz) =
∑
c∈A+
∑
d∈A
χt(c)
(cz + d)
converges. The same estimates and properties of Goss polynomials show that for
(z, t) ∈ Ω1 × Bqq the series
π˜l
∑
c∈A+
χt(c)
lu(cz)l =
∑
c∈A+
∑
d∈A
χt(c)
l
(cz + d)l
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converges. By Theorem 4.1 we know that for |t| < q, 1 ≤ l ≤ q,
∑
c∈A+
∑
d∈A
χt(c)
l
(cz + d)l
=

∑
c∈A+
∑
d∈A
χt(c)
cz + d


l
,
and so by analytic continuation this equality extends to |t| < qq provided that
z ∈ Ω1. 
Recall that we have defined E as hd
(1)
2 . Corollary 5 from [11] shows that for |t| < q
q
we have the following series expansion
E =
∑
c∈A+
χt(c)uc,
where uc : Ω→ C∞ is the function uc := eπ˜A(π˜cz)
−1.
As a special case of Theorem 4.1 we obtain the following generalization, which
was first conjectured in [16, Remark 3.7].
Theorem 4.4. Let 1 ≤ l ≤ q. For (z, t) ∈ Ω1 × Bqq , we have
E
l =
∑
c∈A+
χt(c)
lulc.
Proof. This follows immediately from Corollary 4.3. 
Remark 4.5. The range 1 ≤ l ≤ q is natural because of properties of Goss polyno-
mials, since in this range the l-th Goss polynomial is just X l (see [4, (3.4)]). It is
not difficult to find counterexamples to possible extensions of Theorem 4.4 if we go
beyond l = q.
Remark 4.6. Theorem 4.4 also provides examples of deformations of Drinfeld mod-
ular forms with A-expansions. That is expansions of the form∑
c∈A+
ac(t)Gn(uc),
where ac(t) ∈ A[t] = Fq[θ, t], Gn is the n-th Goss polynomial of the lattice π˜A as
defined in [6, Proposition 2.17]. It is natural to wonder if there are more examples
of these, just as in the case of Drinfeld modular forms (see [16, Theorem 1.3]).
Computations with SAGE [17] suggest that this is indeed the case. For example,
our computations suggest that for
fs =
∑
c∈A+
c1+s(q−1)uc ∈M2+s(q−1),1,
we have
fs := fsd2 =
∑
c∈A+
χt(c)c
s(q−1)uc,
for s = 1, . . . , q, q + 2, q + 3, . . . , q2. We hope to return to this topic in future work.
Next, we turn to applications of Theorem 4.4 to Drinfeld modular forms with
A-expansions (see [9], [16]). We assume throughout that 1 ≤ l ≤ q. For ν ∈ N,
define
fl,ν :=
∑
c∈A+
clq
ν
ulc ∈Mlqν+l,l.
We will use Theorem 4.4 to give a recursive formula for fl,ν .
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Theorem 4.7. We have fl,1 = h
l, fl,2 = h
lglq and the recursive formula for ν ≥ 2
fl,ν =
(
gq
hq−1
f q2,ν−1 −
[ν − 2]q
2
hq−1
f q
2
2,ν−2
)l
.
Proof. Let Frob be the qth power Frobenius map acting on C∞((t)). Then(
(Frob ◦ τ−1)νEl
)
|t=θ
= fl,ν .
Pellarin has shown ([12, Proposition 9]) that
E =
gq
hq−1
τE−
(u− θq
2
)
hq−1
τ 2E.
Therefore
E
l =
(
gq
hq−1
τE−
(t− θq
2
)
hq−1
τ 2E
)l
.
Applying (Frob ◦ τ−1)ν to both sides and plugging in t = θ finishes the proof. 
Corollary 4.8. For ν ∈ N, we have the eigenproduct identity of Drinfeld modular
forms f l1,ν = fl,ν .
Proof. Indeed, both f1,ν and fl,ν are eigenforms according to [16, Theorem 2.3]. 
References
1. Vincent Bosser and Federico Pellarin, Drinfeld A-quasi-modular forms, SMF Colloques,
Se´minaires et Congre´s (2012), to appear.
2. Ahmad El-Guindy and Matthew Papanikolas, Explicit formulas for Drinfeld modules and their
periods, J. Number Theory 133 (2013), 1864 – 1886.
3. Ahmad El-Guindy and MatthewA. Papanikolas, Identities for Anderson generating functions
for Drinfeld modules, Monatsh. Math. (2013), DOI:10.1007/s00605–013–0543–9.
4. Ernst-Ulrich Gekeler, On the coefficients of Drinfeld modular forms, Invent. Math. 93 (1988),
667–700.
5. David Goss, Modular forms for Fr[t], J. Reine Angew. Math. (1980), 16–39.
6. , pi-adic Eisenstein series for function fields, Compositio Math. (1980), 3–38.
7. , Basic structures of function field arithmetic, Ergebnisse der Mathematik und ihrer
Grenzgebiete, vol. 35, Springer, 1998.
8. , On the L-series of F. Pellarin, J. Number Theory 133 (2013), no. 3, 955–962.
9. Bartolome´ Lo´pez, A non-standard Fourier expansion for the Drinfeld discriminant function,
Archiv der Mathematik 95 (2010), 143–150.
10. E. Lucas, Sur les congruences des nombres eule´riens et des coefficients diffe´rentiels des fonction
trigonome´triques, suivant un module premier, Bull. Soc. Math. France (1878), 49–54.
11. Federico Pellarin, τ-recurrent sequence and modular forms, arXiv:1105.5819v3 (2011), preprint.
12. , Estimating the order of vanishing at infinity of Drinfeld quasi-modular forms,
J. Reine Angew. Math. (2012), to appear.
13. , Values of certain L-series in positive characteristic, Ann.Math. 176 (2012), 2055–2093.
14. , Personal communication, (2013).
15. Rudolph Perkins, Explicit formulae for L-values in finite characteristic, arXiv:1207.1753v1
(2012), preprint.
16. Aleksandar Petrov, A-expansions of Drinfeld modular forms, J. Number Theory 133 (2013),
no. 7, 2247 – 2266.
17. W.A. Stein et al., Sage Mathematics Software (Version 4.8), The Sage Development Team,
2012, http://www.sagemath.org.
18. Dinesh Thakur, Function field arithmetic, World Scientific Publishing, 2004.
16 AHMAD EL-GUINDY AND ALEKSANDAR PETROV
Ahmad El-Guindy, Department of Mathematics, Faculty of Science, Cairo Uni-
versity, Giza 12613, Egypt
Current address : Ahmad El-Guindy, Texas A&MUniversity at Qatar, Science Program, Doha 23874,
Qatar.
E-mail address : a.elguindy@gmail.com
Current address : Aleksandar Petrov, Texas A&MUniversity at Qatar, Science Program, Doha 23874,
Qatar.
E-mail address : aleksandar.petrov@qatar.tamu.edu
