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The result can be written 
(3) 
if we define ho = 1 and I,,+1 = Crzol knkm_i_n. (These values (LO = 1, Ici = l,kz = 
2, ks = 5, R4 = 14, k5 = 42, . ..) appear on p. 149 of [l]). Equation (3) represents the function 
of interest by use of the A, polynomials, thus it is analogous to a Fourier expansion. Note 
the limit of y and z + 00 is 2, i.e., in the region 1 < z < co and the limit of y as t --+ 0 is 
x2, i.e., 0 < x < 1. In [l] it is shown that the smallest root of a quadratic (or higher degree 
polynomial) is obtained first and we see the smallest root values in 0 < x 5 1 are from the 
y = z2 section. While in the 1 < x < co region, the smallest root values are from y = x. 
The farther apart the roots are, the faster the convergence will be. 
The second root of y2 - (x + x2)y + z3 = 0 is obtained by dividing this by the root already 
obtained, e.g., if we consider only 41, a one-term approximant of the first root or 41 = & 
we have 
{Y2 - (x+x2)y+x3) = o 
s 
Thus, neglecting the remainder, the second root is 
X2 
Y = (x + x2) - (1 + x) 
whose limit for small z is I and whose limit for large z is z2. If the first root is fi(z), the 
second root is w or 
y=(x2+x-f1)+ (x3 - fl(X:” + x - fl)) 
Y - fl 
which is solvable by decomposition using the A,, for the y-l term as in [l]. 
Returning to (3), we can do numerica. calculations to see how well (3) approximates the 
function of interest so we choose one value of x in each region and one at the discontinuity. 
We know at 2 = 3, we must have y = a. At x = 1, we should have y = 1. At z = 2 we 
must have y = 2, i.e., lim,,, &, = CEO yi gives exactly those values. 
x=3 x=2 
& = .10X667 41 = 1.3333333 
42 = .2037037 42 = 1.6296296 
d3 = .22OlG46 43 = 1.7613169 
44 = .229309G 44 = 1.8344764 
4s = .2349998 45 = 1.879998 
46 = .2387932 46 = 1.9103456 
47 = .2414426 47 = 1.9315408 
4s = .2433561 4a = 1.94682485 
&, = .2447734 49 = 1.9581875 
410 = .2458444 410 = 1.9667548 
lim,,, 4m = i lim,,, 4m = 2 
1.6% error by 410 16% error by 410 
c=l 
41 = .5000000 
~$2 = .6250000 
43 = .6875000 
4z, = .7265625 
45 = .7539063 
46 = .7744141 
47 = .79052174 
48 = .8036194 
49 = .8145294 
410 = .8238030 
limm--roo 4m = 1 
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It is interesting to see from observation of the values at x = 1 that the expansion in the A, 
polynomials does not display the Gibbs phenomenon which we see in Fourier series. Instead, 
we get a blending effect at the point of discontinuity in the derivative - a further advantage 
of the decomposition method. 
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