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HOMOLOGY OPERATIONS REVISITED
ANSSI LAHTINEN
Abstract. The mod p homology of E∞-spaces is a classical topic in algebraic topol-
ogy traditionally approached in terms of Dyer–Lashof operations. In this paper, we
offer a new perspective on the subject by providing a detailed investigation of an alter-
native family of homology operations equivalent to, but distinct from, the Dyer–Lashof
operations. Among other things, we will relate these operations to the Dyer–Lashof
operations, describe the algebra generated by them, and use them to describe the
homology of free E∞-spaces. We will also investigate the relationship between the
operations arising from the additive and multiplicative E∞-structures on an E∞–ring
space. The operations have especially good properties in this context, allowing for
a simple and conceptual formulation of “mixed Adem relations” describing how the
operations arising from the two different E∞-structures interact.
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1. Introduction
Many spaces of fundamental importance in topology and algebra are homotopy equiv-
alent to E∞-spaces, i.e. spaces carrying a multiplication that is associative and commu-
tative up to an infinite sequence of coherent homotopies. One source of examples of such
spaces are the classifying spaces of small symmetric monoidal categories, with product in-
duced by the symmetric monoidal product of the category; examples of this form include
the disjoint unions
⊔
k≥0BΣk,
⊔
k≥0BAut(Fk), and
⊔
k≥0BGLk(R) of classifying spaces
of symmetric groups, automorphism groups of free groups, and general linear groups over
a ring R, respectively, with multiplications arising from disjoint union of finite sets, free
products of finitely generated free groups, and direct sums of free R-modules. Another
(and overlapping) source of examples of E∞-spaces are infinite loop spaces, i.e. spaces
of the form Ω∞X for a spectrum X. Indeed, grouplike E∞-spaces—ones whose set of
components form a group under the multiplication induced by the E∞-structure—are es-
sentially the same thing as connective spectra; see e.g. [Ada78, Pretheorem 2.3.2] and the
references there. Interesting examples of infinite loop spaces include Eilenberg–Mac Lane
spaces and other spaces representing generalized cohomology theories, as well as many
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spaces fundamental for the homotopy theoretic study of manifolds such as the classifying
spaces BO, BPL, BTOP , and BF of stable vector bundles, PL microbundles, topo-
logical microbundles, and spherical fibrations, respectively, with multiplications arising
from Whitney sum of bundles, and the associated “coset spaces” such as F/PL and
PL/O. Moving beyond E∞-spaces, many spaces of interest are in fact homotopy equiv-
alent to spaces carrying not just one, but two compatible E∞-structures, an “additive”
and a “multiplicative” one. Examples of such spaces, called E∞–ring spaces, include⊔
k≥0BΣk, with multiplications arising from disjoint union and direct product of finite
sets;
⊔
k≥0BGLk(R) for a commutative ring R, with multiplications arising from direct
sum and tensor product of free R-modules; and the infinite loop space Ω∞R of an E∞–
ring spectrum R, with multiplications arising from the infinite loop space structure on
Ω∞R and the ring multiplication on R.
This paper is devoted to a new perspective on a very classical topic in algebraic
topology, namely the study of the mod p homology of E∞-spaces. Traditionally, the
mod p homology of these spaces has been studied in terms of a set of natural operations
called Dyer–Lashof operations [DL62], originally due, in the case p = 2, to Kudo and
Araki [KA56]. For a detailed treatment of the mod p homology of E∞-spaces in terms
of the Dyer–Lashof operations, we refer the reader to the monograph of Cohen, Lada
and May [CLM76]. The aim of this paper is to develop the foundations of the mod p
homology of E∞-spaces in terms of another set of natural operations on the homology
of E∞-spaces. We call these operations E-operations. Along the way, we will, among
other things, relate the E-operations to the Dyer–Lashof operations; describe the algebra
E generated by the E-operations; use the E-operations to describe the homology of the
free E∞-space generated by a space; and describe how the E-operations arising from the
additive and multiplicative E∞-structures of an E∞–ring space interact.
While the E-operations and the Dyer–Lashof operations encode essentially the same
information—simple formulas involving Steenrod operations explain how to pass back
and forth between the two—the two sets of operations have markedly different properties.
One difference is that, unlike the Dyer–Lashof algebra, the algebra E generated by the
E-operations is graded commutative. Another is that the E-operations are defined in a
straightforward way in terms of a homomorphism induced by a continuous map, making
the behaviour of the E-operations transparent with respect to all manner of constructions
natural with respect to maps of spaces. For example, unlike the Dyer–Lashof algebra, the
algebra E turns out to be an algebra over Aopp , the opposite of the mod p Steenrod algebra
(Proposition 26), and instead of Nishida relations, the interaction of the E-operations
and the Steenrod operations on the homology of an E∞-space is governed by a Cartan
formula (Proposition 27).
The E-operations have especially good properties in the context of E∞–ring spaces.
For example, forX an E∞–ring space, the relationship between the additive E-operations
on the mod p homology H∗(X) and the multiplication on H∗(X) induced by the mul-
tiplicative E∞-structure on X is governed by an associativity formula which contrasts
with the more complicated formulas required in the context of Dyer–Lashof operations.
See Corollary 83 and Remark 84. Moreover, and more substantially, we obtain a simple
and conceptual statement of “mixed Adem relations” (Theorem 86) explaining how the
operations arising from the multiplicative and additive E∞-structures interact. The sim-
plicity of the statement of this result stands in vivid contrast with the complexity of the
analogous result for Dyer–Lashof operations [CLM76, Theorem II.3.3].
The action of the ring E extends to, and completely determines, a natural action of a
larger ring on the homology of E∞-spaces, namely that of the direct sum
⊕
k≥0H∗(Σk)
of mod p homology groups equipped with the multiplication ◦ arising from Cartesian
products of finite sets. It is useful to consider the action of E in the context of this
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extended action; indeed, the simple form of the “mixed Adem relations” of Theorem 86
depends crucially on us doing so. See Remark 92. The action of (
⊕
k≥0H∗(Σk), ◦) on the
homology of E∞-spaces is the analogue, in the context of not-necessarily-grouplike E∞-
spaces, of the action of the homology H∗(QS
0) (with the product induced by composition
of based maps of spheres) on the homology of infinite loop spaces [CLM76, Theorem I.1.4].
This paper is structured as follows. In section 2, we will define the E-operations, and
relate them to the Dyer–Lashof operations (Propositions 6 and 8). In section 3, we will
study the algebra E generated by the E-operations. We will show that E embeds into the
ring (
⊕
k≥0H∗(Σk), ◦) (Proposition 18) and, relying on the work of Turner [Tur97] and
Chơn [Chơ16], describe the ring structure of E (Theorems 32, 33 and 42). In section 4, we
will describe the homology of free E∞-spaces in terms of the E-operations (Theorems 43
and 45). In section 5, we will study the action of the larger ring (
⊕
k≥0H∗(Σk), ◦) on
the homology of E∞-spaces using the language of coalgebraic algebra. We will see that⊕
k≥0H∗(Σk) has the structure of a commutative coalgebraic semiring (Example 55),
describe the structure of this coalgebraic semiring (Theorem 58), and show that the ho-
mology of an E∞-space is a coalgebraic semimodule over
⊕
k≥0H∗(Σk) (Theorem 59).
Section 6 is devoted to relating the E-operations (indeed, the (
⊕
k≥0H∗(Σk), ◦)-module
structures) on H∗(X) and H∗(ΩX) when X is an E∞-space. We will show that the
operations commute with the homology suspension map (Theorem 69) and that they
are compatible with the transgression in the Serre spectral sequence of the path–loop
fibration of X (Theorem 70). Finally, in section 7, we will study the homology of E∞–
ring spaces with an emphasis of relating the structures arising from the additive and
multiplicative E∞-structures. We will show that the homology of an E∞–ring space X
is a coalgebraic semiring (Theorem 78), and that this homology receives a coalgebraic
semiring map from
⊕
k≥0H∗(Σk) which allows one to express the operations arising from
the additive E∞-structure on X in terms of the product induced by the multiplicative
E∞-structure on X (Theorem 82). Moreover, we prove the aforementioned result on
“mixed Adem relations” (Theorem 86) and also establish a “mixed Cartan formula” re-
lating the operations arising from the multiplicative E∞-structure to the product arising
from the additive one (Theorem 87). As a companion to Theorem 86, we also explain
how to evaluate explicitly the products r ♯ s featuring in the statement of the theorem
for all r, s ∈
⊕
k≥0H∗(Σk) (Remark 89 and Theorem 90).
While the E-operations seem, surprisingly, to have eluded previous detailed study, they
do make an appearance in [CLM76], where they are defined in terms of the formula of
equation (9) and are used to state the “mixed Adem relations” for Dyer–Lashof operations.
See [CLM76, Definition II.3.2 and Theorem II.3.3]. Independent of the author, they have
also been studied recently by Weinan Lin, as the author learned after the main part of
this research at the prime 2 had been completed [Lin]. Also taking the formula of
equation (9) as the definition of the operations, Lin has independently proved some of
the results contained here in the case p = 2; these include Theorem 37, Corollary 83,
and the “mixed Cartan formula” of equation (84). Lin’s results also include a version of
“mixed Adem relations,” although formulated differently from Theorem 86.
Notations and conventions. Throughout the paper, p will be a fixed prime. When
the case p = 2 requires special attention, we will indicate the changes required for this
case inside square brackets [ ]. Unless otherwise indicated, homology and cohomology
is with mod p coefficients. We write Ap for the mod p Steenrod algebra, and P
k for
the k-th Steenrod reduced power operation. [When p = 2, we define P k to be the k-th
Steenrod square: P k = Sqk.] We write β for the Bockstein operation both in homology
and cohomology. All spaces are assumed to be compactly generated and weak Hausdorff.
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We write Top for the category of such spaces and continuous maps, and Top∗ for the
category of pointed such spaces and basepoint-preserving continuous maps.
By a coalgebra, we mean a graded graded cocommutative coassociative counital coalge-
bra over Fp. We will usually write ψ for the coproduct and ε for the counit of coalgebras,
and will make frequent use of the Sweedler notation
ψ(x) =
∑
ψ(x)
x′ ⊗ x′′ =
∑
x′ ⊗ x′′
ψn−1(x) =
∑
ψn−1(x)
x(1) ⊗ · · · ⊗ x(n) =
∑
x(1) ⊗ · · · ⊗ x(n)
for coproducts and iterated coproducts. We write Coalg for the category of coalgebras
and homomorphisms of such, and note that passing to homology groups gives a functor
H∗ : Top → Coalg: the coproduct on ψ : H∗(X) → H∗(X) ⊗ H∗(X) for a space X is
given by the map induced by the diagonal map of X, while the counit ε : H∗(X) → Fp
is given by the map induced by the unique map from X to the one-point space pt.
Given elements of (multi)graded objects are implicitly assumed to be homogeneous
with respect to all the gradings present. For a ring R, we write FR(S) for the free graded
commutative R-algebra generated by a graded set or a graded R-module S.
2. The E-operations
In this section, we will define the E-operations, and relate them to the Dyer–Lashof
operations. Let us first fix our definition of an E∞-space, however. We assume that
the reader is familiar with operads. In this paper, an operad O will always mean an
operad in Top, and we require our operads to be reduced in the sense that O(0) equals
the one-point space pt. We remind the reader that associated to an operad O, there is
a monad O : Top → Top such that an O-algebra structure Z on a space is equivalent
data to an O-algebra structure on Z, and such that a continuous map is a morphism of
O-algebras precisely when it is a morphism of O-algebras. Explicitly,
OZ =
⊔
n≥0
O(n)×Σn Z
n
for a space Z. We will usually write γ for the composition maps in an operad, and
θ : O(n) ×Σn Z
n → Z and θ : OZ → Z for O- and O-algebra structure maps of an
O-algebra (or equivalently, O-algebra) Z.
Definition 1. By an E∞-operad, we mean an operad C such that for all n ≥ 0, the
space C(n) is contractible, the action of Σn on C(n) is free, and C(n) is Σn-equivariantly
homotopy equivalent to a Σn-CW complex.
Remark 2. Assuming the last property in Definition 1 is somewhat nonstandard, but
harmless: for any operad O satisfying the first two properties, an application of the
product-preserving CW approximation functor |Sing•(−)| to O yields an operad C sat-
isfying all three properties as well as an operad map C → O via which any O-algebra
acquires the structure of a C-algebra.
For an E∞-operad C with associated monad C, we have a canonical homotopy equiv-
alence
C(pt) =
⊔
k≥0
C(k)/Σk ≃
⊔
k≥0
BΣk
which we will use to identify H∗(C(pt)) with
⊕
k≥0H∗(Σk).
From now on until the beginning of section 7, we will work with an arbitrary but fixed
E∞-operad C, and will write C for the associated monad.
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Definition 3. By an E∞-space we mean an algebra over C, and by an E∞-map between
E∞-spaces, we mean a map of C-algebras.
We will not broach the topic of maps between E∞-spaces over different E∞-operads in
this paper.
If X is an E∞-space, then the map θ : pt = C(0) × X
0 → X gives X a basepoint
1 invariant under the C-action on X. Moreover, fixing c2 ∈ C(2), we obtain on X a
multiplication
· : X ×X −−→ X, x · y = θ(c2;x, y)
which, up to homotopy, is independent of the element c2 ∈ C(2) chosen. The multiplica-
tion · and the unit 1 make X into a commutative monoid in Ho(Top), and consequently
induce on H∗(X) the structure of a graded commutative ring. We continue to write ·
and 1 for the multiplication and the unit for this ring structure as well.
As preparation for the definition of the E-operation, let us now recall the homology of
the symmetric group Σp. Let π be the cyclic group of order p, and choose a distinguished
generator t ∈ π. We remind the reader that the homology of π is one-dimensional in
each degree. As in [May70, Definition 1.2], from the standard resolution
· · · // Fp[π]e3
d
// Fp[π]e2
d
// Fp[π]e1
d
// Fp[π]e0
ε
// Fp
of Fp by free Fp[π]-modules where
d(e2i+2) = (1 + t+ · · · t
p−1)e2i+1, d(e2i+1) = (t− 1)e2i, and ε(e0) = 1
for all i ≥ 0, we obtain for each n ≥ 0 a distinguished generetor en ∈ Hn(π). These
generators satisfy
β(e2n) = e2n−1
for all n ≥ 1, where β denotes the Bockstein operation, and
ψ(e2n) =
∑
i+j=n
e2i ⊗ e2j and ψ(e2n+1) =
∑
i+j=n
(e2i+1 ⊗ e2j + e2i ⊗ e2j+1) (1)
for n ≥ 0 when p odd,
ψ(en) =
∑
i+j=n
ei ⊗ ej (2)
for n ≥ 0 when p = 2, and
ε(en) =
{
1 if n = 0
0 otherwise
(3)
for all p, where ψ is the coproduct on H∗(π) induced by the diagonal map π → π×π and
ε : H∗(π)→ Fp is the counit induced by the map from π to the trivial group. (To match
our statement about ψ with [May70, Definition 1.2], notice that the map ψ defined there
is a diagonal approximation; cf. [Bro82, Exercise for section V.1].) Writing x ∈ H1(π)
for the dual of e1 and y ∈ H
2(π) for the dual of e2, we have
H∗(π) =
{
F2[x] if p = 2
Λ(x)⊗ Fp[y] if p is odd
and e2n is the dual of y
n and e2n+1 is the dual of xy
n for all n ≥ 0 [en is the dual of x
n
for all n ≥ 0 when p = 2]. Finally, equipping H∗(π) with the ring structure induced by
the multiplication of π, we have
H∗(π) =
{
Γ
F2
(u) if p = 2
Λ(u) ⊗ Γ
Fp
(v) if p is odd
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where u = e1 and v = e2, and
e2n = v
[n] and e2n+1 = uv
[n]
for all n ≥ 0 [en = u
[n] for all n ≥ 0 when p = 2] where a[n] denotes the n-th divided
power of a.
The homology of the symmetric group Σp is now easily understood in terms of the
homology of π. Embed π into Σp by sending the chosen generator to the p-cycle (12 . . . p),
say. An easy transfer argument then shows that the inclusion of π into Σp induces an
isomorphism
H∗(Σp)
≈
−−→ H∗(π)GL1(Fp)
where GL1(Fp) = F
×
p acts on π via the Fp-vector space structure on π. Moreover, it is
easy to check that
H∗(π)GL1(Fp) =
{
F2[x] if p = 2
Λ(xyp−2)⊗ Fp[y
p−1] if p is odd
Dualizing, we see that the map induced on homology by the inclusion of π into Σp factors
as an epimorphism followed by an isomorphism
H∗(π) −−→ H∗(π)GL1(Fp)
≈
−−→ H∗(Σp)
where the first map is an isomorphism when p = 2 and an isomorphism in degrees of the
form 2(p− 1)n − ǫ for ǫ ∈ {0, 1} and n ≥ ǫ and zero in all other degrees when p is odd.
Definition 4. For p = 2, write E0n for the image of en in H∗(Σp), and for p odd, write
E0n for the image of e2(p−1)n in H∗(Σp) and E
1
n for the image of e2(p−1)n−1 in H∗(Σp).
Notice that
E1n = βE
0
n. (4)
We are now ready to define the operations of our interest.
Definition 5. Let X be an E∞-space. Let k ≥ 0, and consider the maps
(C(k)/Σk)×X
δ
−−→ C(k)×Σk X
k θ−−→ X
where δ is induced by the diagonal map X → Xk and θ is given by the action of C on
X. Observe that C(k)/Σk is a model for BΣk, and define a pairing ◦ as the composite
◦ : H∗(Σk)⊗H∗(X)
×
−−→ H∗((C(k)/Σk)×X)
θ∗δ∗−−−−→ H∗(X). (5)
The E-operations on H∗(X) are the maps
E0n◦ : H∗(X) −−→ H∗+2n(p−1)(X)
[E0n◦ : H∗(X) −−→ H∗+n(X) if p = 2]
(6)
for n ≥ 0 and, when p is odd,
E1n◦ : H∗(X) −−→ H∗+2n(p−1)−1(X) (7)
for n ≥ 1 obtained by taking k = p and fixing the first variable in (5).
Clearly the pairings (5) are natural with respect to maps of E∞-spaces, wherefore the
E-operations are.
Our next goal is to show how to express the E-operations Eǫn◦ in terms of the Dyer–
Lashof operations Qn and the Bockstein β and vice versa. Recall that we write Ap for the
mod p Steenrod algebra, and notice that dualizing the left action of Ap on cohomology
yields a left action of the opposite algebra Aopp on homology. We write a∗ for the action
of an element a ∈ Aopp on homology, so that
〈φ, a∗(x)〉 = (−1)
deg(a) deg(φ)〈aφ, x〉 (8)
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where x is a homology class, φ is a cohomology class, and 〈,〉 denotes the pairing between
homology and cohomology. We denote by Pn the n-th Steenrod reduced p-th power
operation when p is odd and the n-th squaring operation Sqn when p = 2, and write χ
for the Hopf algebra antipode of Aopp .
Proposition 6. For any E∞-space X, we have
(−1)nE0n ◦ x =
∑
k≥0
Qn+kP k∗ (x) (9)
Qn(x) =
∑
k≥0
(−1)n+kE0n+k ◦ (χP
k)∗(x) (10)
and, for p odd,
(−1)nE1n ◦ x =
∑
k≥0
βQn+kP k∗ (x)−
∑
k≥0
Qn+kP k∗ β(x) (11)
βQn(x) =
∑
k≥0
(−1)n+kE1n+k ◦ (χP
k)∗(x) +
∑
k≥0
(−1)n+kE0n+k ◦ β(χP
k)∗(x) (12)
for all x ∈ H∗(X) and n.
Proof. Observe that E0n ◦ x may alternatively be described in terms of the maps
(C(p)/π) ×X
δ
−−→ C(p)×π X
p θ−−→ X
where δ is induced by the diagonal X → Xp and θ is given by the action of C on X as
E0n ◦ x = θ∗δ∗(e2n(p−1) × x).
[When p = 2, replace e2n(p−1) by en.] Equation (9) now follows from [May70, Proposition
9.1] and the definition of the Dyer–Lashof operations [CLM76, p.7]. Equation (10) follows
formally from (9) using the properties of the antipode χ. Equation (11) follows from the
identity
β(E0n ◦ x) = E
1
n ◦ x+E
0
n ◦ β(x)
and (9). Finally, equation (12) follows by applying β to (10). 
Proposition 6 shows in particular that the Dyer–Lashof operations and the E-operations
encode essentially the same information. We will now recast Proposition 6 into power
series form which, as the proof makes clear, in fact contains some more information.
Notation 7. Define the formal power series
Q(s) =
∑
n≥0
Qnsn, P∗(s) =
∑
n≥0
Pn∗ s
n, P inv∗ (s) =
∑
n≥0
(χPn)∗s
n
and, for ǫ ∈ {0, 1},
Eǫ(s) =
∑
n≥ǫ
Eǫns
n.
By the defining property of χ, we have the power series identity
P∗(s)P
inv
∗ (s) = P
inv
∗ (s)P∗(s) = 1.
Proposition 8. We have
E0(−s) ◦ x = Q(s)P∗(s
−1)x (13)
Q(s)x = E0(−s) ◦ P inv∗ (s
−1)x (14)
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and, for p odd,
E1(−s) ◦ x = βQ(s)P∗(s
−1)x−Q(s)P∗(s
−1)βx (15)
βQ(s)x = E1(−s) ◦ P inv∗ (s
−1)x+ E0(−s) ◦ βP inv∗ (s
−1)x (16)
for all x ∈ H∗(X).
Proof. As in the proof of Proposition 6, (14), (15) and (16) follow from (13), so it is
enough to show (13). Expanding the right hand side of (13), we get
Q(s)P∗(s
−1)x =
∑
a,b≥0
QaP b∗ (x)s
a−b =
∑
n∈Z
∑
b≥max{0,−n}
Qn+bP b∗ (x)s
n (17)
It follows from (9) that the coefficients of sn on the left and right hand sides of (13) agree
when n ≥ 0. It remains to show that the coefficient of sn in (17) is 0 when n < 0.
Let α and u be commuting formal variables, and write
v = αu, s = u(1− α−1)p−1 = u
(
1−α
α
)p−1
and t = v(1− α)p−1 = uαp
(
1−α
α
)p−1
.
By Steiner’s formulation of the Nishida relations [Ste83, equation (3a)], we then have
P∗(u
−1)Q(v)x = Q(t)P∗(s
−1)x.
Expanding the left and right hand sides gives
P∗(u
−1)Q(v)x =
∑
k,ℓ≥0
P k∗Q
ℓ(x)u−kvℓ =
∑
k,ℓ≥0
P k∗Q
ℓ(x)uℓ−kαℓ
=
∑
n∈Z
∑
ℓ≥max{0,n}
P ℓ−n∗ Q
ℓ(x)unαℓ
and
Q(t)P∗(s
−1)x =
∑
a,b≥0
QaP b∗ (x)t
as−b =
∑
a,b≥0
QaP b∗ (x)u
a−b
(
1− α
α
)(p−1)(a−b)
αpa
=
∑
n∈Z
∑
b≥max{0,−n}
Qn+bP b∗ (x)u
n
(
1− α
α
)(p−1)n
αp(n+b)
in H∗(X)((α, u)). Comparing the coefficients of u
n, we see that
∑
b≥max{0,−n}
Qn+bP b∗ (x)
(
1− α
α
)(p−1)n
αp(n+b) =
∑
ℓ≥max{0,n}
P ℓ−n∗ Q
ℓ(x)αℓ
in H∗(X)((α)) for all n ∈ Z. Multiplying by (1− α)
−(p−1)n now yields∑
b≥max{0,−n}
Qn+bP b∗ (x)α
p(n+b)−(p−1)n =
∑
ℓ≥max{0,n}
P ℓ−n∗ Q
ℓ(x)αℓ(1− α)−(p−1)n.
When n < 0, the left and right hand sides are polynomials in α. Substituting α = 1, we
see that ∑
b≥max{0,−n}
Qn+bP b∗ (x) = 0
when n < 0, as desired. 
Notice that from equations (1), (2) and (3), we obtain the following power series
description of the coproduct and counit on H∗(Σp) induced by the diagonal map of Σp
and the the homomorphism onto the trivial group, respectively:
ψE0(s) = E0(s)⊗ E0(s) and εE0(s) = 1 (18)
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for all p and
ψE1(s) = E1(s)⊗ E0(s) + E0(s)⊗ E1(s) and εE1(s) = 0 (19)
for p odd.
Our next goal is to derive external and internal Cartan formulas for the E-operations.
If X and Y are E∞-spaces, we equip the product X × Y with the structure of an E∞-
space via the coordinate-wise action of C. In terms of algebra structures over the monad
C, the E∞-structure on X × Y is given by the map
C(X × Y )
(CprX ,CprY )−−−−−−−−−−→ CX × CY
θX×θY−−−−−−→ X × Y
where prX and prY are the projections from X × Y onto X and Y , respectively, and θX
and θY are the C-algebra structures on X and Y , respectively.
Proposition 9 (External Cartan formula). Suppose X and Y are E∞-spaces. Then
E0(s) ◦ (x× y) = (E0(s) ◦ x)× (E0(s) ◦ y)
and, for p odd,
E1(s) ◦ (x× y) = (E1(s) ◦ x)× (E0(s) ◦ y) + (−1)deg(x)(E0(s) ◦ x)× (E1(s) ◦ y)
in H∗(X × Y )JsK for all x ∈ H∗(X) and y ∈ H∗(Y ).
Proof. The E∞-structure on X × Y is given by the maps
θ : C(n)× (X × Y )n −−→ X × Y, (c, (xi, yi)
n
i=1) 7→ (θX(c, (xi)
n
i=1), θY (c, (yi)
n
i=1)) (20)
where θX and θY are given by the C-actions on X and Y , respectively. In particular, the
composite
C(n)/Σn × (X × Y )
δ
−−→ C(n)×Σn (X × Y )
n θ−−→ X × Y
agrees with the composite
C(n)/Σn × (X × Y )
∆×1
−−−−→ C(n)/Σn × C(n)/Σn ×X × Y
1×τ×1
−−−−−→ C(n)/Σn ×X × C(n)/Σn × Y
θXδ×θY δ−−−−−−−→ X × Y
where τ denotes the map exchanging the two coordinates. The claim now follows from
equations (18) and (19) by taking n = p. 
Remark 10. The proof of Proposition 9 in fact proves the following stronger result:
Suppose X and Y are E∞-spaces. Then
r ◦ (x× y) =
∑
(−1)deg(x) deg(r
′′)(r′ ◦ x)× (r′′ ◦ y)
for all x ∈ H∗(X), y ∈ H∗(Y ), and r ∈ H∗(Σn), n ≥ 0.
Lemma 11. Let X be an E∞-space. Then the multiplication · : X × X → X on X is
compatible with the pairing ◦ of Definition 5 in the sense that the square
C(k)/Σk × (X ×X)
θδ
//
id×·

X ×X
·

C(k)/Σk ×X
θδ
// X
(21)
commutes up to homotopy for every k ≥ 0.
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Proof. The composites through the top right hand and bottom left hand corners in (21)
are the maps
([c], a, b) 7→ θ(c2; θ(c; a
k), θ(c; bk)) = θ(γ(c2; c
k, ck); ak, bk) = θ(γ(c2; c
k, ck)σ; (a, b)k)
and
([c], a, b) 7→ θ(c; θ(c2; (a, b))
k) = θ(γ(c; cp2); (a, b)
k),
respectively, where c2 ∈ C(2) is some fixed element, γ refers to composition in the operad
C, and σ ∈ Σ2k is the permutation corresponding to the coordinate interchange bijection
{1, . . . , p} × {1, 2}
≈
−−→ {1, 2} × {1, . . . , k}
under the identification of the source and target with the set {1, . . . , 2k} via lexicographic
ordering of elements. The two maps C(k)→ C(2k) given by
c 7−→ γ(c2; c
k, ck)σ and c 7−→ γ(c; ck2)
are both φ-equivariant for the same homomorphism φ : Σk → Σ2k, namely the composite
Σk −−→ Σ{1,...,k}×{1,2}
≈
−−→ Σ2k
where the first map is given by σ 7→ σ× id and the second is induced by the lexicographic
ordering on {1, . . . , k} × {1, 2}. By the assumption that C is an E∞-operad, it follows
that the two maps are Σk-equivariantly homotopic. The claim follows. 
From Proposition 9 and Lemma 11, we obtain
Proposition 12 (Internal Cartan formula). Suppose X is an E∞-space. Then
E0(s) ◦ (xy) = (E0(s) ◦ x)(E0(s) ◦ y)
and, for p odd,
E1(s) ◦ (xy) = (E1(s) ◦ x)(E0(s) ◦ y) + (−1)deg(x)(E0(s) ◦ x)(E1(s) ◦ y)
in H∗(X)JsK for all x, y ∈ H∗(X). 
Remark 13. Later, in Theorems 69 and 70, we will show that the E-operations are
stable in the sense that they commute with the homology suspension map, and that the
operations commute with transgression in the Serre spectral sequence of the path–loop
fibration
ΩX −−→ PX −−→ X
of a simply-connected E∞-space X. Compare with [CLM76, Theorem I.1.1.(7)].
For later reference, we record here the (well-known) action of Aopp on H∗(Σp).
Notation 14. Write
E˜0(s) = E0(sp−1)
and, for p odd,
E˜1(s) = s−1E1(sp−1).
The following proposition follows easily by dualizing the well-known action of Ap on
H∗(π), using Aopp -linearity of the map H∗(π)→ H∗(Σp), and making use of equation (4).
Proposition 15. For p = 2, the action of Aopp on H∗(Σp) is determined by the identity
P∗(t)E˜
0(s) = E˜0(s+ s2t).
For p odd, it is determined by the identities
P∗(t)E˜
ǫ(s) = E˜ǫ(s+ spt), βE˜0(s) = sE˜1(s) and βE˜1(s) = 0
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for ǫ ∈ {0, 1}. Explicitly, for all p,
P k∗ E
0
ℓ =
(
(p − 1)(ℓ− k)
k
)
E0ℓ−k
and, for p odd,
P k∗ E
1
ℓ =
(
(p− 1)(ℓ− k)− 1
k
)
E1ℓ−k, (22)
βE0n =
{
E1n if n ≥ 1
0 if n = 0
and βE1n = 0 (23)
for all ℓ, k and n. 
Our convention is that
(n
k
)
= n!k!(n−k)! when 0 ≤ k ≤ n and
(n
k
)
= 0 otherwise.
3. The algebra of E-operations
Let X be an E∞-space. The E-operations E
ǫ
n◦ of Definition 5 make H∗(X) into a
module over the free algebra TH∗(Σp) =
⊕
k≥0H∗(Σp)
⊗k generated by H∗(Σp). We
define the ring E to be the quotient of TH∗(Σp) by the relations that hold for the action
of TH∗(Σp) on the homology of all E∞-spaces. In other words, E is the quotient of
TH∗(Σp) by the ideal ⋂
X an E∞-space
Ker
(
TH∗(Σp) −−→ End∗(H∗(X))
)
where End∗(H∗(X)) denotes the graded endomorphism ring of H∗(X) and the map
TH∗(Σp) → End∗(H∗(X)) is given by the TH∗(Σp)-module structure on H∗(X). By
construction, the ring E acts naturally on the homology of all E∞-spaces; it is the ana-
logue, in the context of E-operations, of the Dyer–Lashof algebra. Our goal in this
section is to describe the algebra E . A description of the ring structure on E is given by
Theorems 32, 33 and 42 below.
Our first aim is to identify E as a subring of
⊕
k≥0H∗(Σk) with respect to a ring
structure we now describe. It is easily verified that the homomorphisms
◦ : Σm × Σn −−→ Σmn, m, n ≥ 0, (24)
obtained by choosing bijections
{1, . . . ,m} × {1, . . . , n}
≈
−−→ {1, . . . ,mn} (25)
define on the direct sum
⊕
k≥0H∗(Σk) a product ◦ making
⊕
k≥0H∗(Σk) into a ring;
notice that the homomorphisms (24) are, up to conjugacy, independent of the choice
of the bijections (25), wherefore in particular the maps they induce on homology are
independent of the choices made. The unit of the ring, denoted [1], is the canonical
generator of H0(Σ1).
Proposition 16. Suppose X is an E∞-space. Then the pairings of equation (5) make
H∗(X) into a module over the ring (
⊕
k≥0H∗(Σk), ◦).
Proof. We need to verify the unitality and associativity of the pairings. The composite
(C(1)/Σ1)×X
δ
−−→ C(1) ×Σ1 X
θ
−−→ X
is homotopic to projection onto the second factor. Therefore [1]◦x = x for all x ∈ H∗(X),
showing unitality. Expanding definitions, we see that the composite
H∗(Σm)⊗H∗(Σn)⊗H∗(X)
1⊗◦
−−−−→ H∗(Σm)⊗H∗(X)
◦
−−→ H∗(X)
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is induced by the map
(C(m)/Σm)× (C(n)/Σn)×X −−→ X, ([c1], [c2], x) 7−→ θ(c1, θ(c2, x
n)m).
By the axioms of operad actions, this map agrees with the map
([c1], [c2], x) 7−→ (θ(γ(c1, c
m
2 ), x
mn))
where γ denotes composition in the operad C. On homology, the latter map induces the
composite
H∗(Σm)⊗H∗(Σn)⊗H∗(X)
◦⊗1
−−−−→ H∗(Σmn)⊗H∗(X)
◦
−−→ H∗(X),
proving associativity. 
Proposition 17. Consider the free E∞-space
C(pt) =
⊔
k≥0
C(k)/Σk
generated by the one-point space pt. Let x0 ∈ H∗(C(pt)) be the canonical generator of
H0(C(1)/Σ1) ⊂ H∗(C(pt)). Then the (
⊕
k≥0H∗(Σk), ◦)-module structure on H∗(C(pt))
is free of rank 1 with basis x0.
Proof. For every k ≥ 0, the map
H∗(Σk) −−→ H∗(C(pt)), r 7−→ r ◦ x0
is induced by the composite
C(k)/Σk ≈ C(k)/Σk × pt
1×x˜0−−−−→ C(k)/Σk × C(pt)
δ
−−→ C(k)×Σk C(pt)
k θ−−→ C(pt)
where x˜0 ∈ C(pt) is a point representing the class x0. But as x˜0, we may choose the
point given by the unit of the operad C, in which case the above composite equals the
inclusion map C(k)/Σk →֒ C(pt). The claim follows. 
Write E ′ for the subring of (
⊕
k≥0H∗(Σk), ◦) generated by H∗(Σp), and notice that
E ′ can equivalently be described as the image of the ring homomorphism TH∗(Σp) →
(
⊕
k≥0H∗(Σk), ◦) induced by the inclusion of H∗(Σp) into
⊕
k≥0H∗(Σk). By restriction
of the module structure of Proposition 16, E ′ acts naturally on the homology of every
E∞-space.
Proposition 18. There exists an isomorphism E ′
≈
−−→ E of rings under TH∗(Σp) under
which the actions of E and E ′ on the homology of E∞-spaces agree.
Proof. Consider the diagram
TH∗(Σp)
}}④④
④④
④④
④④
!!❇
❇❇
❇❇
❇❇
❇
E ′ //❴❴❴❴❴❴❴❴
!!❈
❈❈
❈❈
❈❈
❈ E
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
End∗(H∗(X))
(26)
where X is an E∞-space, the maps from TH∗(Σp) are the canonical epimorphisms, and
the maps into End∗(H∗(X)) are given by the E- and E
′-module structures on H∗(X). The
square of solid arrows commutes since the two composites of solid maps from TH∗(Σp)
to End∗(H∗(X)) agree when restricted to H∗(Σp). By the construction of E , there results
a ring epimorphism E ′ → E making both of the triangles in the diagram commute for
every E∞-space X. By Proposition 17, the map E
′ → End∗(H∗(X)) in diagram (26) is
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a monomorphism when X = C(pt), so the epimorphism E ′ → E is also a monomorphism
and hence an isomorphism. 
In view of Proposition 18, we will from now on identify the ring E with E ′, and consider
E as a subring of (
⊕
k≥0H∗(Σk), ◦).
Remark 19. By Proposition 18, the action of E on the homology of E∞-spaces ex-
tends to an action of the larger ring (
⊕
k≥0H∗(Σk), ◦). We will return to the action
of (
⊕
k≥0H∗(Σk), ◦) on the homology of E∞-spaces later in section 5. At this point, it
suffices to say that the action of the larger ring is completely determined by that of E .
See Remark 60.
The ring E has more structure than the structure of a ring. First, notice that the ring
E is bigraded with respect to homological degree and length, the elements of degree d
and length ℓ being those belonging to E ∩Hd(Σpℓ). We write deg(r) and len(r) for the
degree and length of an element r ∈ E , respectively, and E [n] for the subspace of length
n elements of E , so that E [n] = E ∩ H∗(Σpn). As the ring (
⊕
k≥0H∗(Σk), ◦) is graded
commutative with respect to homological degree, so is E : we have
r ◦ s = (−1)deg(r) deg(s)s ◦ r
for all r, s ∈ E . To discuss further structure on E , we digress for a moment to discuss
bialgebras.
Definition 20. Recall that by a coalgebra, we mean a graded graded cocommutative
coassociative counital coalgebra over Fp. By a (commutative) bialgebra we mean a (com-
mutative) monoid in the category Coalg of coalgebras, where the monoidal structure on
Coalg is given by tensor product.
Thus a bialgebra B consists of a graded Fp vector space B together with a coproduct
and counit
ψ : B −−→ B ⊗ B and ε : B −−→ Fp
as well as a product and unit
µ : B ⊗ B −−→ B and η : Fp −−→ B
such that ψ and ε make B into a (cocommutative, coassociative and counital) coalgebra,
µ and η make B into an (associative and unital, but not necessarily commutative) algebra,
and such that µ and η are homomorphisms of coalgebras (or, equivalently, ψ and ε are
homomorphisms of algebras).
Example 21. The mod p Steenrod algebra Ap is a noncommutative bialgebra, as is its
opposite Aopp .
Example 22. Suppose X is an E∞-space. Then the product · and unit 1 given by the
E∞-structure on X as well as the coproduct ψ and counit ε induced by the diagonal
map of X and the map from X to the one-point space make H∗(X) into a commutative
bialgebra.
If B is a bialgebra, then the tensor product of the tensor product M⊗N of two graded
B-modules also has the structure of an B-module, with product given by
r ◦ (x⊗ y) =
∑
(−1)deg(r
′′) deg(x)(r′ ◦ x)⊗ (r′′ ◦ y) (27)
for r ∈ B, x ∈M and y ∈ N .
Definition 23. Suppose B is a bialgebra. By a B-algebra we mean an Fp-algebra A such
that A is a B-module and such that the product A⊗ A→ A and unit Fp → A of A are
B-module maps. Similarly, by a B-bialgebra, we mean a bialgebra A which is a module
over B and whose product, unit, coproduct, and counit are B-module maps.
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Example 24. Let X be an E∞-space. As all of the bialgebra structure maps on H∗(X)
in Example 22 are induced by maps of spaces and hence are Aopp -linear, H∗(X) is an
Aopp -bialgebra.
We return to our discussion of the ring E .
Example 25. The diagonal maps Σk → Σk × Σk and the unique homomorphism from
Σk to the trivial group induce on
⊕
k≥0H∗(Σk) a coalgebra structure making it into a
bialgebra (with product given by ◦). It is readily checked that E ⊂
⊕
k≥0H∗(Σk) is
a subbialgebra. Concretely, the coproduct ψ and the counit ε on E are determined on
generators by equations (18) and (19) and on products of generators by multiplicativity
of ψ and ε. Moreover, E is closed under the action of the opposite Steenrod algebra Aopp
on
⊕
k≥0H∗(Σk), and all of the bialgebra structure maps on E are A
op
p -linear (as they
are ultimately induced by space level maps). Thus E is an Aopp -bialgebra.
In particular, we have
Proposition 26. Let r1, r2 ∈ E. Then for all a ∈ A
op
p
a∗(r1 ◦ r2) =
∑
a′∗r1 ◦ a
′′
∗r1.
In particular, for all k ≥ 0
P k∗ (r1 ◦ r2) =
∑
k1+k2=k
P k1∗ r1 ◦ P
k2
∗ r2.
and, when p is odd,
β(r1 ◦ r2) = β(r1) ◦ r2 + (−1)
deg r1r1 ◦ β(r2) 
We now turn to the action of E on the homology of an E∞-space X. As the product
◦ : E ⊗H∗(X)→ H∗(X) also ultimately arises from space level maps, it too is A
op
p -linear.
Thus we also have
Proposition 27. Let X be an E∞-space, and let r ∈ E and x ∈ H∗(X). Then for all
a ∈ Aopp
a∗(r ◦ x) =
∑
a′∗r ◦ a
′′
∗x.
In particular, for all k ≥ 0
P k∗ (r ◦ x) =
∑
k1+k2=k
P k1∗ r ◦ P
k2
∗ x.
and, when p is odd,
β(r ◦ x) = β(r) ◦ x+ (−1)deg rr ◦ β(x) 
Remark 28. Propositions 26 and 27 contrast with the properties of the Dyer–Lashof
operations: the Dyer–Lashof algebra is not an algebra over Aopp , and instead of the for-
mulas of Proposition 27, the interaction of the Dyer–Lashof operations with the Steenrod
operations is described by the Nishida relations.
The following result follows from Proposition 9.
Proposition 29. Let X and Y be E∞-spaces. Then the E-action on H∗(X) ⊗ H∗(Y )
arising from the induced E∞-space structure on X × Y agrees with the tensor product
action described in equation (27) 
The following proposition augments Example 22.
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Proposition 30. Let X be an E∞-space. Then H∗(X) is an E-bialgebra, so that
r ◦ (xy) =
∑
ψ(r)
(−1)deg(r
′′) deg(x)(r′ ◦ x)(r′′ ◦ y) (28)
r ◦ 1 = ε(r)1 (29)
ψ(r ◦ x) =
∑
ψ(r)
∑
ψ(x)
(−1)deg(r
′′) deg(x′)(r′ ◦ x′)⊗ (r′′ ◦ x′′) (30)
ε(r ◦ x) = ε(r)ε(x) (31)
for all r ∈ E and x, y ∈ H∗(X).
Proof. Our task is to show that the bialgebra structure maps on H∗(X) are all E-linear.
Observe that the one-point space is trivially a C-algebra. The basepoint inclusion map
pt→ X, the unique map X → pt, and the diagonal map X → X ×X are all maps of C-
algebras, implying the E-linearity of the unit, counit, and coproduct maps of H∗(X). On
the other hand, the E-linearity of the product map on H∗(X) follows from Proposition 12.
Equations (28) through (31) follow. 
To aid our study of the ring E , we will now introduce a closely related ring Eˆ which
surjects onto E . Write Vn = π
n for the rank n elementary abelian p-group, and consider
the free algebra
TH∗(π) =
⊕
n≥0
H∗(π)
⊗n =
⊕
n≥0
H∗(Vn)
generated by H∗(π) on H∗(X), where the second identification is provided by the Kün-
neth theorem. The ring TH∗(π) is also bigraded, with the the two gradings given
by homological degree and the direct sum decomposition above, and the epimorphism
H∗(π)→ H∗(Σp) induces an epimorphism
TH∗(π) −−→ E (32)
of bigraded rings. On H∗(Vn), the epimorphism is induced by the composite
Vn = π
n −֒→ Σnp −֒→ Σpn (33)
where the first homomorphism is an n-fold product of the inclusion of π into Σp, and the
second one is obtained by iterating homomorphisms of equation (24). Alternatively, the
composite (33) can be described (up to conjugacy) as the composite
Vn −֒→ ΣVn
≈
−−→ Σpn (34)
where the first map is the Cayley embedding sending an element v ∈ Vn to the bijection
given by multiplication by v, and where the second map is induced by the choice of
a bijection between elements of Vn and the set {1, 2, . . . p
n}. From this point of view,
it is clear that the image of Vn in Σpn is normalized by a copy of GLn(Fp) sitting
inside Σpn , with GLn(Fp) acting on Vn as the automorphism group of Vn. Thus, on
H∗(Vn) ⊂ TH∗(π), the map of equation (32) factors through the GLn(Fp)-coinvariants
H∗(Vn)GLn , and we obtain a factorization of (32) into a composite
TH∗(π) =
⊕
n≥0
H∗(Vn) −−→
⊕
n≥0
H∗(Vn)GLn −−→
⊕
n≥0
E [n] = E (35)
of two epimorphism.
Definition 31. We let
Eˆ =
⊕
n≥0
H∗(Vn)GLn and Eˆ [n] = H∗(Vn)GLn .
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It is easy to verify that the bigraded ring structure on TH∗(π) induces on Eˆ the
structure of a bigraded ring making both of the morphisms in (35) into morphisms of
bigraded rings. In particular, we have a bigraded ring epimorphism
Eˆ −−→ E
induced by the homomorphisms of equation (34). As in E , we write ◦ and [1] for the
product and the unit of Eˆ , respectively, and we refer to the two gradings as length and
degree. At length 1, the map Eˆ → E is an isomorphism, and via this isomorphism, we
interpret the generators Eǫn ∈ E as elements of Eˆ .
When p = 2, the map Eˆ → E is an isomorphism—see e.g. [MM79, Corollary 3.28].
For p odd, the two rings are not isomorphic, however. The following two results follow
from the arguments of [Tur97, Section 4] for p = 2 and [Chơ16, Section 4] for p odd.
In essence, one uses the transformation T = ( 1 10 1 ) ∈ GL2(Fp) to show that the claimed
relations hold in H∗(V2)GL2 , and the fact that Σn ≤ GLn(Fp), T ⊕ In−2 and a⊕ In−1 for
a ∈ F×p generate GLn(Fp) to show that no further relations are necessary. Here ⊕ refers
to block sum of matrices: A⊕B =
(
A 0
0 B
)
.
Theorem 32. When p = 2, the ring E = Eˆ is the polynomial algebra
F2[E
0
n | n ≥ 0]
modulo all relations implied by the power series identity
E0(s) ◦ E0(t) = E0(s) ◦E0(s+ t). (36)

Theorem 33. When p is odd, the ring Eˆ is the free graded commutative algebra
FFp(E
ǫ
n | ǫ ∈ {0, 1}, n ≥ ǫ)
modulo all relations implied by the power series identities
E˜0(s) ◦ E˜0(t) = E˜0(s) ◦ E˜0(s+ t) (37)
E˜0(s) ◦ E˜1(t) = E˜0(s) ◦ E˜1(s+ t) (38)
E˜1(s) ◦ E˜0(t) = E˜1(s) ◦ E˜0(s+ t) + E˜0(s) ◦ E˜1(s + t) (39)
E˜1(s) ◦ E˜1(t) = E˜1(s) ◦ E˜1(s+ t). (40)

Remark 34. Chơn omits relation (39) in the statement of [Chơ16, Proposition 4.7]. The
relation is not a consequence of (37), (38) and (40), however, as is easily seen e.g. by
considering H7(V2) in the case p = 3. The relation follows by comparing the coefficients
of ǫ on the two sides of the equation on p. 367, line −12 of [Chơ16].
Definition 35. We define on Eˆ a third grading, the Bockstein grading, by declaring the
Bockstein degree of each generator Eǫn of Eˆ to be ǫ. We write degβ(r) for the Bockstein
degree of an element r ∈ Eˆ .
Notice that the Bockstein degree of an element is bounded from above by the length
of the element. In view of Theorems 32 and 33, Definition 35 does yield a well-defined
grading on Eˆ since the relations imposed are homogeneous with respect to Bockstein
degree. Of course, the Bockstein degree is only interesting for odd primes p; for p = 2,
the whole ring Eˆ is concentrated in Bockstein degree 0.
We now proceed to describe additive bases for E and Eˆ .
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Definition 36. Consider a sequence of pairs of integers
I = ((ǫ1, i1), . . . , (ǫn, in)). (41)
We call I legitimate if ǫs ∈ {0, 1} for every s [if ǫs = 0 for all s when p = 2] and is ≥ ǫs
for all s. For such I, we write EI for the product
EI = E
ǫ1
i1
◦ · · · ◦Eǫnin
(which we will interpret as an element of either E or Eˆ depending on context). Taking
our cue from the terminology for elements of E and Eˆ , we call n the length of I, and the
sum ǫ1 + · · · + ǫn, denoted degβ(I), the Bockstein degree of I. We define the minimum
of I, denoted min(I), to be the minimum min{i1, . . . in}, and define
m(I) =
{
1 if ǫs = 1 for some 1 ≤ s ≤ n
0 otherwise
and
b(I) =
{
ǫ1 if n > 0
0 if n = 0
We call I ascending if
i1 ≤ i2 ≤ · · · ≤ in.
In particular, and by convention, the empty sequence ∅ is an ascending legitimate se-
quence having length 0, minimum +∞, Bockstein degree 0, and m(∅) = 0. We interpret
E∅ = [1].
For I as above, we write 〈I〉 for the sequence
〈I〉 =
(
(ǫ1, i1), (ǫ2, pi2 − ǫ2), . . . , (ǫn, p
n−1in − ǫn
pn−1−1
p−1 )
)
.
A sequence J is called allowable if J = 〈I〉 for some legitimate ascending sequence I. In
particular, the empty sequence is allowable.
The following result can be read off from [Chơ16, Theorem 3.6 and Proposition 3.7]
for p odd and from [Tur97, Theorem 3.10] for p = 2. We remind the reader that Eˆ = E
when p = 2.
Theorem 37.
(1) For every n ≥ 0, the elements EJ ∈ Eˆ [n] for J an allowable sequence of length n
satisfying min(J) ≥ m(J) form a basis for Eˆ [n] as an Fp-vector space.
(2) For every n ≥ 0, the elements EJ ∈ E [n] for J an allowable sequence of length n
satisfying min(J) ≥ degβ(J)/2 form a basis for E [n] as an Fp-vector space. 
Corollary 38. The ring E is the quotient of the ring Eˆ obtained by imposing the relation
EJ = 0 for all allowable J with m(J) ≤ min(J) < degβ(J)/2. 
As the relations imposed in Corollary 38 are homogeneous with respect to Bockstein
degree, we conclude that the Bockstein grading on Eˆ passes to a grading on the quotient
E of Eˆ . We refer to this grading as the Bockstein grading, and write degβ(r) for the
Bockstein degree of an element r ∈ E .
Our next aim is to obtain a more flexible description of E as a quotient of Eˆ . This
description is given in Theorem 42 below. Recall that by properties of Steenrod power
operations, for any space Z and class z ∈ H∗(Z), P
ℓ
∗ (z) 6= 0 implies 2pℓ ≤ deg(z)
[2ℓ ≤ deg(z) if p = 2]. For elements of E , it is possible to obtain a better bound.
We remind the reader of our convention that given elements of multigraded objects are
assumed to be homogeneous with respect to all gradings in sight.
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Proposition 39. Suppose r ∈ E. Then P ℓ∗ (r) 6= 0 implies
2pℓ ≤ deg(r)− degβ(r) [2ℓ ≤ deg(r) when p = 2].
Proof. When p = 2, there is nothing to prove. Suppose p is odd. It is enough to consider
elements r of the form
r = E1i1 ◦ · · · ◦E
1
ik
◦ r′
where k = degβ(r), 1 ≤ i1, . . . , ik, and r
′ ∈ E . For such an r, we have
P ℓ∗ (r) = P
ℓ
∗ (E
1
i1 ◦ · · · ◦E
1
ik
◦ r′)
=
∑
ℓ1,...,ℓk+1≥ 0
ℓ1+···+ℓk+1= ℓ
P ℓ1∗ E
1
i1 ◦ · · · ◦ P
ℓk
∗ E
1
ik
◦ P
ℓk+1
∗ r
′
=
∑
ℓ1,...,ℓk+1≥ 0
ℓ1+···+ℓk+1= ℓ
((p−1)(i1−ℓ1)−1
ℓ1
)
E1i1−ℓ1 ◦ · · · ◦
((p−1)(ik−ℓk)−1
ℓk
)
E1ik−ℓk ◦ P
ℓk+1
∗ r
′,
where the second equality holds by Propositions 26 and 27 and the last equality follows
from Proposition 15. If P ℓ∗ (r) 6= 0, the above sum must contain a term with
ℓs ≤ (p− 1)(is − ℓs)− 1 for 1 ≤ s ≤ k and 2pℓk+1 ≤ deg(r
′).
or, what is the same,
pℓs ≤ (p− 1)is − 1 for 1 ≤ s ≤ k and 2pℓk+1 ≤ deg(r
′).
Therefore
2pℓ = 2p(ℓ1 + · · ·+ ℓk+1)
≤ 2(p − 1)(i1 + · · ·+ ik)− 2k + deg(r
′)
= deg(E1i1 ◦ · · · ◦E
1
ik
)− k + deg(r′)
= deg(r)− degβ(r).
as desired. 
Proposition 40. Suppose X is an E∞-space. Let x ∈ H∗(X) and r ∈ E, and suppose
ǫ ∈ {0, 1} and
ǫ ≤ n ≤
degβ(r) + deg(x)
2
[ǫ = 0 and 0 ≤ n ≤ deg(x) when p = 2]. Then
(−1)nEǫn ◦ r ◦ x ≡

(P
ℓ
∗ (r) ◦ x)
p if ǫ = 0, degβ(r) + deg(x) = 2n
and deg(r)− degβ(r) = 2pℓ
0 otherwise
when p is odd and
E0n ◦ r ◦ x ≡
{
(P ℓ∗ (r) ◦ x)
2 if deg(x) = n and deg(r) = 2ℓ
0 otherwise
when p = 2, where the congruences are modulo elements of the form s ◦ a∗x with s ∈ E
and a ∈ Aopp , deg(a) > 0.
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Proof. We present the proof in the case of an odd prime p, leaving the minor modifications
required in the case p = 2 to the reader. Consider first the case ǫ = 0. By Propositions 6
and 27, we have
(−1)nE0n ◦ r ◦ x
=
∑
ℓ≥0
Qn+ℓP ℓ∗ (r ◦ x)
=
∑
ℓ1,ℓ2≥0
Qn+ℓ1+ℓ2(P ℓ1∗ (r) ◦ P
ℓ2
∗ (x))
=
∑
ℓ≥0
Qn+ℓ(P ℓ∗ (r) ◦ x) +
∑
ℓ1≥0, ℓ2≥1
Qn+ℓ1+ℓ2(P ℓ1∗ (r) ◦ P
ℓ2
∗ (x))
=
∑
ℓ≥0
Qn+ℓ(P ℓ∗ (r) ◦ x) +
∑
ℓ1≥0, ℓ2≥1, t≥0
E0n+ℓ1+ℓ2+t ◦ (χP
t)∗(P
ℓ1
∗ (r) ◦ P
ℓ2
∗ (x))
=
∑
ℓ≥0
Qn+ℓ(P ℓ∗ (r) ◦ x) +
∑
ℓ1≥0, ℓ2≥1
t1,t2≥0
E0n+ℓ1+ℓ2+t1+t2 ◦ (χP
t1)∗P
ℓ1
∗ (r) ◦ (χP
t2)∗P
ℓ2
∗ (x)
≡
∑
ℓ≥0
Qn+ℓ(P ℓ∗ (r) ◦ x).
(42)
By Proposition 39 and properties of Dyer–Lashof operations,
Qn+ℓ(P ℓ∗ (r) ◦ x) 6= 0
implies the inequalities
2pℓ ≤ deg(r)− degβ(r) and 2(n+ ℓ) ≥ deg(r)− 2(p− 1)ℓ+ deg(x),
which we may rewrite as
deg(r) + deg(x) ≤ 2n+ 2pℓ ≤ 2n+ deg(r)− degβ(r). (43)
Thus the sum on the last line of (42) contains no nonzero terms when 2n < deg(x) +
degβ(r). Moreover, in the case 2n = deg(x) + degβ(r), (43) is satisfied precisely when
2pℓ = deg(r)− degβ(r)
in which case
Qn+ℓ(P ℓ∗ (r) ◦ x) = (P
ℓ
∗ (r) ◦ x)
p
by properties of Dyer–Lashof operations. This concludes the proof in the case ǫ = 0.
Applying β to the congruence derived in the case ǫ = 0, using Propositions 26 and 27,
and making use of the case ǫ = 0 again, we obtain the string of congruences
0 ≡ β(E0n ◦ r ◦ x) ≡ E
1
n ◦ r ◦ x+ E
0
n ◦ β(r) ◦ x ≡ E
1
n ◦ r ◦ x,
proving the claim when ǫ = 1. Notice that degβ β(r) = degβ(r) + 1 by Propositions 15
and 26. 
We note the following application of Proposition 40 to the basis elements of Theo-
rem 37.
Proposition 41. Let X is an E∞-space, let x ∈ H∗(X), and let
J =
〈
((ǫ1, i1), . . . , (ǫn, in))
〉
be an allowable sequence. Then
EJ ◦ x ≡
{
(−1)min(J)(EJ ′ ◦ x)
p if 2min(J) = deg(x) + degβ(J) and b(J) = 0
0 if 2min(J) < deg(x) + degβ(J)
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when p is odd and
EJ ◦ x ≡
{
(EJ ′ ◦ x)
2 if min(J) = deg(x)
0 if min(J) < deg(x)
when p = 2, where J ′ denotes the allowable sequence J ′ =
〈
((ǫ2, i2), . . . , (ǫn, in))
〉
and the
congruences are modulo elements of the form s◦a∗x with s ∈ E and a ∈ A
op
p , deg(a) > 0.
Proof. In view of Proposition 40, it is enough to show that
P ℓ∗ (E
ǫ2
pi2−ǫ2
◦ · · · ◦Eǫn
pn−1in−ǫn(pn−1−1)/(p−1)
) = EJ ′
for ℓ =
∑n
a=2 p
a−2((p−1)ia− ǫa) when 2min(J) = deg(x)+degβ(J) and b(J) = 0 [when
min(J) = deg(x)]. By Propositions 26 and 15, we have
P ℓ∗ (E
ǫ2
pi2−ǫ2
◦ · · · ◦ Eǫn
pn−1in−ǫn(pn−1−1)/(p−1)
)
=
∑
ℓ2+···+ℓn=ℓ
P ℓ2∗ (E
ǫ2
pi2−ǫ2
) ◦ · · · ◦ P ℓn∗ (E
ǫn
pn−1in−ǫn(pn−1−1)/(p−1)
))
=
∑
ℓ2+···+ℓn=ℓ
(
(p − 1)(pi2 − ǫ2 − ℓ2)− ǫ2
ℓ2
)
· · ·
(
(p− 1)(pn−1in − ǫn
pn−1−1
p−1 − ℓn)− ǫn
ℓn
)
·Eǫ2pi2−ǫ2−ℓ2 ◦ · · · ◦ E
ǫn
pn−1in−ǫn(pn−1−1)/(p−1)−ℓn
.
For the binomial coefficients to be nonzero, we must have
ℓa ≤ (p− 1)(p
a−1ia − ǫa
pa−1−1
p−1 − ℓa)− ǫa
or, what is the same,
ℓa ≤ p
a−2((p − 1)ia − ǫa) (44)
for all 2 ≤ a ≤ n, and the condition ℓ2 + ·+ ℓn = ℓ then implies that equality must hold
in (44) for all a. Thus
P ℓ∗ (E
ǫ2
pi2−ǫ2
◦ · · · ◦ Eǫn
pn−1in−ǫn(pn−1−1)/(p−1)
) = Eǫ2i2 ◦ · · · ◦ E
ǫn
pn−2in−ǫn(pn−2−1)/(p−1)
as desired. 
Together with Theorem 33, the following theorem gives a full description of the ring
E in terms of generators and relations for p odd. We remind the reader that in the case
p = 2, the ring E was already described in Theorem 32.
Theorem 42. For p odd, the ring E is the quotient of the ring Eˆ obtained by imposing
the relation
Eǫn ◦ r = 0 (45)
for all r ∈ Eˆ, ǫ ∈ {0, 1} and ǫ ≤ n < 12(ǫ+ degβ(r)).
Proof. Let C(pt) and x0 be as in the statement of Proposition 17. Then by Proposi-
tion 17, the map
E −−→ H∗(C(pt)), r 7−→ r ◦ x0.
is an embedding. By Proposition 40, Eǫn ◦r◦x0 = 0 in H∗(C(pt)) and hence E
ǫ
n ◦r = 0 in
E for all r ∈ E , ǫ ∈ {0, 1} and ǫ ≤ n < 12(ǫ+degβ(r)), showing that the claimed relations
hold in E . To see that the relations are sufficient to reduce Eˆ into E , it is enough to
observe that the relations of Corollary 38 are special cases of the relations considered
here. 
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4. The homology of free E∞-spaces
We continue to assume that C is an E∞-operad and that C is the associated monad.
One of the main features of the Dyer–Lashof operations is that it is possible to use them
to give an explicit description of the homology of the “free E∞-space”
CZ =
⊔
n≥0
C(n)×Σn Z
n
generated by a space Z as a functor of H∗(Z). Our goal in this section is to give such a
description H∗(CZ) in terms of the E-operations E
ǫ
n◦. In fact, we will work in slightly
greater generality and describe the homology of the free E∞-space C˜(Z, z0) generated
by a pointed space (Z, z0). The free E∞-space generated by an unpointed space Z is
recovered as CZ = C˜(Z+).
Let us describe the space C˜(Z, z0). Writing C[Top] for the category of C-algebras in
Top, the space C˜(Z, z0) can be understood formally by observing that the adjunction
Top
C
//
C[Top]
forget
oo
factors through the category Top∗ of pointed spaces as a composite adjunction
Top
(−)+
//
Top∗
forget
oo
C˜
//
C[Top].
forget
oo (46)
(We remind the reader that the basepoint of a C-algebra X is the image of the map
pt = C(0) × X0 → X given by the action of C on X.) Concretely, the space C˜(Z, z0)
is the quotient of CZ by the identifications [c, siz] ∼ [σi(c), z] for c ∈ C(n), z ∈ Z
n−1
and 1 ≤ i ≤ n, where si : Z
n−1 → Zn the map inserting z0 as the i-th coordinate and
σi : C(n)→ C(n− 1) is given by
σi(c) = γ(c; (1C)
i−1, ∗, (1C)
n−i)
where 1C ∈ C(1) denotes the identity element of C, ∗ is the unique element in C(0), and
γ denotes composition in C. See e.g. [May09c, Section 4 and p. 274].
We will offer two descriptions of H∗(C˜Z), given in Theorems 43 and 45 below. The
first, more invariant, takes into account the E- and Aopp -bialgebra structures on H∗(C˜Z),
while the second, simpler, only considers the ring structure and describes H∗(C˜Z) as a
free graded commutative algebra on certain explicitly given generators.
To prepare for the first description, let us start by equipping the free graded commu-
tative ring FFp(E ⊗H∗(Z)) by E- and A
op
p -bialgebra structures. The coalgebra structures
on E and H∗(Z) induce a coalgebra structure on E ⊗H∗(Z), and the bialgebra structure
on FFp(E ⊗H∗(Z)) is obtained by extending the coproduct and counit from E ⊗H∗(Z)
onto all of FFp(E ⊗ H∗(Z)) by multiplicativity. To describe the E and A
op
p -actions on
FFp(E ⊗ H∗(Z)), notice first that E ⊗ H∗(Z) is in an evident way a E-module, and
that the Aopp -module structures on E and H∗(Z) induce on E ⊗ H∗(Z) the structure
of a Aopp -module via the Cartan formula. It follows formally that FFp(E ⊗ H∗(Z)) =⊕
k≥0((E ⊗H∗(Z))
⊗k)Σk is an E- and A
op
p -algebra, with the E- and A
op
p -actions obtained
by extending the ones on E ⊗ H∗(Z) via the Cartan formula. Observing first that the
the coproduct and counit on E ⊗ H∗(Z) are E- and A
op
p -linear, one can verify that the
bialgebra structure maps on FFp(E ⊗ H∗(Z)) also are. We are now ready to state our
first description of H∗(C˜Z).
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Theorem 43. Let Z be a pointed space with basepoint z0 ∈ Z, and write i : Z → C˜Z for
the unit of the rightmost adjunction in equation (46). Then the ring homomorphism
FFp(E ⊗H∗(Z)) −−→ H∗(C˜Z) (47)
defined by the assignment r ⊗ z 7→ r ◦ i∗(z) for r ⊗ z ∈ E ⊗ H∗(Z) is a morphism of
E-bialgebras and Aop-bialgebras. Moreover, it is onto, and its kernel is the ring ideal
generated by the relations
r ⊗ [z0] = ε(r)1 (48)
for r ∈ E,
(−1)nE0n ◦ x =
{
xp −
∑
k≥1(−1)
n+kE0n+k ◦ (χP
k)∗(x) if deg(x) = 2n
−
∑
k≥1(−1)
n+kE0n+k ◦ (χP
k)∗(x) if deg(x) > 2n
(49)
for n ≥ 0 and x ∈ E ⊗H∗(Z), and
(−1)nE1n ◦x = −
∑
k≥1
(−1)n+kE1n+k ◦ (χP
k)∗(x)−
∑
k≥0
(−1)n+kE0n+k ◦β(χP
k)∗(x) (50)
for n ≥ 1 and x ∈ E ⊗ H∗(Z) satisfying deg(x) ≥ 2n. Here [z0] ∈ H0(Z) is the class
represented by z0 ∈ Z. [For p = 2, omit (50) and replace 2n by n on the right hand side
of (49).] 
In the proof of Theorem 43, we will need the following lemma.
Lemma 44. Let Z be a pointed space with basepoint z0 ∈ Z, and let Q be the ring quotient
of the free graded commutative ring FFp(E ⊗H∗(Z)) by the relations of Theorem 43. Let
{zα}α∈Λ be a basis for H∗(Z) such that zα0 = [z0] for some α0 ∈ Λ. Then Q is generated
as a ring by the classes represented by the elements
EJ ⊗ zα ∈ E ⊗H∗(Z)
where α ∈ Λ \ {α0} and J is an allowable sequence satisfying
degβ(J)− b(J) + deg(zα) < 2min(J)
[deg(zα) < min(J) when p = 2].
Proof. Let S ⊂ Q be the subring generated by the claimed generators for Q. Our task
is to show that S = Q. Of course, Q is generated by the classes [r ⊗ z] ∈ Q where r ∈ E
and z ∈ H∗(Z), so it is enough to show that each such class belongs to S. By induction
on the degree of z, we may assume that [r′ ⊗ z′] ∈ S for all r′ ∈ E and z′ ∈ H∗(Z) such
that deg(z′) < deg(z). Write S1 ⊂ S for the subring generated by such [r
′ ⊗ z′] ∈ Q. By
a further induction on the length of r, we may further assume that [r′ ⊗ z′] ∈ S for all
r′ ∈ E and z′ ∈ H∗(Z) such that deg(z
′) = deg(z) and len(r′) < len(r). Write S2 ⊂ S
for the subring generated by S1 and such [r
′ ⊗ z′] ∈ Q.
Writing r in terms of the basis of Theorem 37 and z in terms of the basis {zα}α∈Λ, we
see that it is enough to consider the case where r = EJ and z = zα for some allowable
sequence J and α ∈ Λ. If α = α0, relation (48) implies that [EJ ⊗ zα] = ε(EJ )1S ∈ S.
Suppose α 6= α0. If
degβ(J)− b(J) + deg(zα) < 2min(J)
[deg(zα) < min(J) when p = 2],
[EJ ⊗ zα] ∈ S by the definition of S. Assume
degβ(J)− b(J) + deg(zα) ≥ 2min(J)
[deg(zα) ≥ min(J) when p = 2].
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Writing n = min(J) and ǫ = b(J), we then have EJ ⊗ zα = E
ǫ
n ◦ (r1 ⊗ zα) where r1 ∈ E ,
len(r1) = len(J)− 1, and ǫ ≤ n ≤
1
2(degβ(r1) + deg(zα)) [0 ≤ n ≤ deg(zα) when p = 2].
Thus to complete the proof, it is sufficient to show that [Eǫn ◦ (r1⊗ zα)] ∈ S2 for all such
ǫ, n, and r1.
Let us consider first the case ǫ = 0. For x ∈ E ⊗H∗(Z) and m ≥ 0, write
Qˆm(x) =
∑
k≥0
(−1)m+kE0m+k ◦ (χP
k)∗(x) ∈ E ⊗H∗(Z),
and observe that relation (49) implies that
[Qˆm(x)] =
{
[xp] if deg(x) = 2m
0 if deg(x) > 2m
(51)
in Q, mimicking the properties of Dyer–Lashof operations. [When p = 2, replace 2m by
m on the right hand side of (51).] By the defining property of the antipode χ, we have
(−1)nE0n ◦ (r1 ⊗ zα) =
∑
ℓ,k≥0
(−1)n+ℓ+kE0n+ℓ+k ◦ (χP
k)∗P
ℓ
∗ (r1 ⊗ zα)
=
∑
ℓ≥0
Qˆn+ℓP ℓ∗ (r1 ⊗ zα)
in E ⊗ H∗(Z), and the argument in the proof of Proposition 40 goes through to show
that modulo elements in S1, (−1)
n[E0n ◦ (r1 ⊗ zα)] is either 0 or [P
ℓ0
∗ (r1)⊗ zα]
p for some
ℓ0. In either case, we have [E
0
n ◦ (r1 ⊗ zα)] ∈ S2.
It remains to consider the case ǫ = 1. Observe that the ideal of FFp(E ⊗ H∗(Z))
generated by the relations of Theorem 43 is closed under the action of the Bockstein
β ∈ Aopp , as for each of the relations in Theorem 43, applying the Bockstein to it yields
either a relation equivalent to another such relation or a trivial relation. It follows that
the Bockstein on FFp(E ⊗ H∗(Z)) induces a Bockstein operation β on the quotient Q.
Observe also that the subring S2 of Q is closed under the action of this Bockstein, as
follows by considering the action of the Bockstein on generators [r′⊗ z′] of S2. As in the
proof of Proposition 40, the case ǫ = 0 already proven now implies that
0 ≡ β[E0n ◦ (r1 ⊗ zα)] ≡ [E
1
n ◦ (r1 ⊗ zα)] + [E
0
n ◦ (β(r1)⊗ zα)] ≡ [E
1
n ◦ r1 ◦ zα]
where the congruences are modulo S2 (considered as an additive subgroup of Q). The
claim follows. 
Proof of Theorem 43. By Proposition 30, in particular equations (30) and (31), the map
E ⊗H∗(Z) −−→ H∗(C˜Z), r ⊗ z 7→ r ◦ i∗(z)
is a map of coalgebras. It follows formally that (47) is a map of bialgebras. Evidently
the above map is E-linear, and by Proposition 27 it is also Aopp -linear. E-linearity and
Aopp -linearity of (47) now follow from the Cartan formulas for the E- and A
op
p -actions on
H∗(C˜Z).
It remains to show that (47) is an epimorphism with the indicated kernel. By [CLM76,
Theorem I.4.1], the ring H∗(C˜Z) is generated by elements of the form Q
I i∗(z), where
z ∈ H∗(Z) and Q
I is an iterated Dyer–Lashof operation. Using Proposition 6, it follows
that (47) is an epimorphism. Moreover, the claimed relations hold in H∗(C˜Z): (48) holds
since i∗[z0] is the unit for C˜Z, and in view of Proposition 6, (49) and (50) reduce to
basic properties of Dyer–Lashof operations. Thus (47) induces an epimorphism φ : Q→
H∗(C˜Z), where Q is the ring of Lemma 44. Our task is to show that φ is an isomorphism.
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By Lemma 44, the ring Q receives an epimorphism θ : FFp(S) −−→ Q where
S =
{
EJ ⊗ zα
∣∣∣∣∣
α ∈ Λ \ {α0}, J an allowable sequence
with degβ(J) − b(J) + deg(zα) < 2min(J)
[with deg(zα) < min(J) if p = 2]
}
.
Thus we have an epimorphism
φθ : FFp(S) −−→ H∗(C˜Z).
To prove the claim, it is enough to show that φθ is an isomorphism, which we will do by
a dimension comparison.
By passing to a CW approximation and filtering Z by finite subcomplexes, we may
without loss of generality assume that H∗(Z) is finite. By the description of H∗(C˜Z) in
terms of Dyer–Lashof operations [CLM76, p. 42], H∗(C˜Z) is a free graded commutative
ring where the generators of degree d are in bijection with the set
Td =
{
(α, I)
∣∣∣ α ∈ Λ \ {α0}, I an admisible sequence satisfying
e(I) + b(I) > deg(zα) and deg(I) + deg(zα) = d
}
.
See [CLM76, Definition I.2.1]) for the definition of an admissible sequence, the functions
e and b, and the degree of an admissible sequence; notice that the b of [CLM76] agrees
with the b of Definition 36, so that there is no clash in notation.
It is straightforward to verify that the maps(
α, ((ǫ1, i1), . . . , (ǫn, in))
) 7−→←−[ E〈((ǫ1,k1),...,(ǫn,kn))〉 ⊗ zα
for n ≥ 0 where
ks = is − (p− 1)
n∑
ℓ=s+1
iℓ +
n∑
ℓ=s+1
ǫℓ
and
is = ks +
n∑
ℓ=s+1
(pℓ−s − pℓ−s−1)kℓ −
n∑
ℓ=s+1
pℓ−s−1ǫℓ
for 1 ≤ s ≤ n give inverse bijections between Td and the set of degree d elements of
S. Moreover, the assumption that H∗(Z) is finite implies that the latter set is finite. It
follows that the source and target of φθ are of finite type and have the same Poincaré
series. Thus the epimorphism φθ must be an isomorphism, as desired. 
The proof of Theorem 43 also shows
Theorem 45. Let Z be a pointed space with basepoint z0 ∈ Z, and write i : Z → C˜Z for
the unit of the rightmost adjunction in equation (46). Let {zα}α∈Λ be a basis for H∗(Z)
such that zα0 = [z0] for some α0 ∈ Λ. Then, as rings,
H∗(C˜Z) = FFp

EJ ◦ i∗(zα)
∣∣∣∣∣
α ∈ Λ \ {α0}, J an allowable sequence
with degβ(J)−b(J)+deg(zα) < 2min(J)
[with deg(zα) < min(J) if p = 2]

 . 
Remark 46. The homology of any E∞-space X can be expressed as an E- and A
op
p -
bialgebra quotient of the homology of a free E∞-space. To see this, it suffices to notice
that the map θ : CX → X providing the C-algebra structure onX is a map of C-algebras,
and that this map has a section given by the unit of C.
We conclude the section by pointing out that Theorems 43 and 45 can also be used to
provide descriptions of the homology of the free infinite loop space
QZ = colimnΩ
nΣnZ
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generated by a pointed space Z. The space QZ is an algebra over certain E∞-operad C∞
(the infinite little cubes operad), and there exists a map of C∞-algebras α∞ : C˜∞Z → QZ
where C˜∞ : Top∗ → C∞[Top] is the functor induced by C∞. See [May72, Theorem 5.2].
By [CLM76, Theorems I.4.1 and I.4.2] and the diagram on page 41 of [CLM76], the map
(α∞)∗ : H∗(C˜∞Z) −−→ H∗(QZ)
amounts to localization with respect to the subset π0(Z) ⊂ H0(Z), so that α∞ induces
an isomorphism
(α∞)∗ : H∗(C˜∞Z)[π0(Z)
−1]
≈
−−→ H∗(QZ).
Thus we have, for example, from Theorem 45
Theorem 47. Let Z be a pointed space with basepoint z0 ∈ Z, let {zα}α∈Λ be a basis
for H∗(Z) containing all elements of π0(Z) ⊂ H0(Z), let Λ0 ⊂ Λ consist of the elements
α ∈ Λ such that zα ∈ π0(Z), and let α0 ∈ Λ0 be the element such that zα0 = [z0]. Let
i : Z → QZ be the natural map. Then
H∗(QZ) = FFp
(
EJ ◦ i∗(zα) | (α, J) ∈ S
)
⊗ Fp
[
i∗(zα)
±1 | α ∈ Λ0 \ {α0}
]
,
where
S =

(α, J)
∣∣∣∣∣
α ∈ Λ\Λ0, J an allowable sequence with
degβ(J) − b(J) + deg(zα) < 2min(J)
[with deg(zα) < min(J) if p = 2]

 . 
5. The coalgebraic perspective
As we pointed out in Remark 19, the action of the ring E on the homology of E∞-spaces
extends to the action of the larger ring (
⊕
k≥0H∗(Σk), ◦). Our aim in this section is to
study the action of this larger ring. To do so, we will borrow concepts from coalgebraic
algebra. See e.g. [RW77, HT98] and the survey [Wil00]. It turns out that
⊕
k≥0H∗(Σk)
has the structure of a coalgebraic semiring (also called a Hopf semiring), and that the
aforementioned action of
⊕
k≥0H∗(Σk) on the homology of an E∞-space X makes H∗(X)
into a coalgebraic semimodule over
⊕
k≥0H∗(Σk). We start by recalling the notions of a
commutative semiring and a semimodule over such. Informally, these notions are what
one obtains from the notions of a commutative ring and a module over such by dropping
the requirement that additive inverses exist.
Definition 48. A commutative semiring R = (R,+, 0, ·, 1) consists of a set R together
with binary operations +, · on R and distinguished elements 0 ∈ R and 1 ∈ R such that
the following axioms are satisfied for all r, s, t ∈ R:
(i) (R,+, 0) and (R, ·, 1) are commutative monoids
(ii) r(s+ t) = rs+ rt
(iii) r0 = 0.
Definition 49. A semimodule over a commutative semiring R = (R,+, 0R, ·, 1R) consists
of a commutative monoid M = (M,+, 0M ) together with a map · : R ×M → M such
that the following axioms are satisfied for all r, s ∈ R and x, y ∈M :
(i) (rs)x = r(sx)
(ii) 1Rx = x
(iii) r(x+ y) = rx+ ry
(iv) r0M = 0M
(v) (r + s)x = rx+ sx
(vi) 0Rx = 0M
It is straightforward to rephrase Definitions 48 and 49 in terms of commutative dia-
grams. For example, axioms (ii) and (iii) of Definition 48 amount to the commutativity
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of the diagrams
R×R×R
id×+
//
∆×id×id

R×R
·
##❋
❋❋
❋❋
❋❋
❋❋
R×R×R×R
id×τ×id

R
R×R×R×R
·×·
// R×R
+
<<①①①①①①①①①
and
R× pt
id×0
//

R×R
·

pt
0
// R
respectively, where τ denotes the coordinate interchange map. The resulting diagrams
can be interpreted in any category with finite products, and doing so yields the definitions
of a commutative semiring object and a semimodule object in a category with finite
products. (We will usually write ·, 1, ◦ and [1] in place of +, 0, · and 1 in the context of
semiring and semimodule objects, however.)
The important categories with finite products for us will be Ho(Top) and, crucially,
the category Coalg of Fp-coalgebras (which, we remind the reader, we assume to be
graded, graded cocommutative, coassociative, and counital). The categorical product of
objects A1, A2 ∈ Coalg is given by the tensor product A1 ⊗ A2. The coproduct and
counit on A1 ⊗A2 are given by the composites
ψ : A1 ⊗A2
ψ⊗ψ
−−−−→ A1 ⊗A1 ⊗A2 ⊗A2
id×τ×id
−−−−−−→ A1 ⊗A2 ⊗A1 ⊗A2
and
ε : A1 ⊗A2
ε⊗ε
−−−−→ Fp ⊗ Fp
≈
−−→ Fp,
respectively, the projections A1⊗A2 → A1 and A1⊗A2 → A2 are given by the composites
A1 ⊗A2
id⊗ε
−−−−→ A1 ⊗ Fp
≈
−−→ A1 and A1 ⊗A2
ε⊗id
−−−−→ Fp ⊗A2
≈
−−→ A2,
and the map (f1, f2) : B → A1 ⊗ A2 induced by maps fi : B → Ai, i = 1, 2, in Coalg is
the composite
B
ψ
−−→ B ⊗B
f1⊗f2
−−−−−→ A1 ⊗A2.
In particular, the diagonal map ∆: A→ A×A of an object A ∈ Coalg is the coproduct
ψ : A → A⊗ A. The terminal object in Coalg is Fp, with the counit ε : A → Fp giving
the unique map from an object A ∈ Coalg to Fp.
By a commutative coalgebraic semiring (resp. a coalgebraic semimodule) we mean a
commutative semiring object (resp. a semimodule object) in the category Coalg. As
these notions will be important for us, we expand out the definitions in detail.
Definition 50. A commutative coalgebraic semiring R = (R,ψ, ε, ·, 1, ◦, [1]) consists of
a coalgebra (R,ψ, ε) together with homomorphisms ·, ◦ : R⊗ R→ R and 1, [1] : Fp → R
of coalgebras such that
(i) (R,ψ, ε, ·, 1) and (R,ψ, ε, ◦, [1]) are commutative bialgebras (see Definition 20)
(ii) r ◦ (st) =
∑
(−1)deg(r
′′) deg(s)(r′ ◦ s)(r′′ ◦ t)
(iii) r ◦ 1 = ε(r)1
for all r, s, t ∈ R.
Definition 51. A coalgebraic semimodule over a commutative coalgebraic semiring R =
(R,ψ, ε, ·, 1R , ◦, [1]) is a commutative bialgebra M = (M,ψ, ε, ·, 1M ) together with a
homomorphism ◦ : R⊗M →M of coalgebras such that
(i) (r ◦ s) ◦ x = r ◦ (s ◦ x)
(ii) [1] ◦ x = x
(iii) r ◦ (xy) =
∑
(−1)deg(r
′′) deg(x)(r′ ◦ x)(r′′ ◦ y)
(iv) r ◦ 1M = ε(r)1M
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(v) (rs) ◦ x =
∑
(−1)deg(s) deg(x
′)(r ◦ x′)(s ◦ x′′)
(vi) 1R ◦ x = ε(x)1M
for all r, s ∈ R and x, y ∈M .
There are also evident notions of homomorphisms of commutative semirings/semiring
objects/coalgebraic semirings and semimodules/semimodule objects/coalgebraic semi-
modules. The details are safely left to the reader.
Remark 52. By axioms (i) and (ii) of Definition 51, a coalgebraic semimodule M over
a commutative coalgebraic semiring R is in particular a module over the ring (R, ◦, [1]).
We will generally view this module structure as the part of M that is of primary interest
while the rest of coalgebraic semimodule axioms provide useful additional information.
Notation 53. For a commutative coalgebraic semiring R and n ≥ 0, we write [n] for
the element [n] = [1]n ∈ R. In particular, [0] = 1 ∈ R. For all m,n ≥ 0, we have
[m][n] = [m + n] and [m] ◦ [n] = [mn]. If M is a coalgebraic semimodule over R, then
axioms (v), (ii) and (vi) of Definition 51 imply that [n] ◦ x =
∑
x(1) · · · x(n) for all n ≥ 0
and x ∈M (where the right hand side should be interpreted as ε(x)1 ∈M when n = 0).
Example 54. Suppose A and B are categories with finite products, and assume F : A →
B is a functor preserving finite products. Then F takes commutative semiring objects
in A to commutative semiring objects in B, and similarly for semimodule objects. In
particular, if R is a commutative semiring object in Ho(Top), its homology H∗(R) is a
commutative coalgabraic semiring, and if M ∈ Ho(Top) is a semimodule object over R,
the homology H∗(M) is a coalgebraic semimodule over H∗(R).
Example 55. The direct sum
⊕
k≥0H∗(Σk) admits the structure of a commutative
coalgebraic semiring. The coproduct ψ and counit ε were described in Example 25, and
the product ◦ and the unit [1] were described around equation (24). The product · is
induced by the homomorphisms
· : Σm × Σn −−→ Σm+n, m, n ≥ 0 (52)
obtained by choosing bijections
{1, . . . ,m} ⊔ {1, . . . , n}
≈
−−→ {1, . . . ,m+ n}; (53)
notice that again, the homomorphisms (52) are, up to conjugacy, independent of the
choice of the bijections (53), so in particular the maps they induce on homology are
independent of the choices made. The unit 1 is the canonical generator of H0(Σ0). More
generally, the element [n] ∈
⊕
k≥0H∗(Σk) is the canonical generator of H0(Σn).
Example 56. The commutative coalgebraic semiring structure of the previous exam-
ple lifts to a commutative semiring object structure on the disjoint union
⊔
k≥0BΣk ∈
Ho(Top): the products ◦ and · are induced by the homomorphisms (24) and (52), re-
spectively, and the units [1] and 1 are given by the inclusions of the subspaces BΣ1 ≈ pt
and BΣ0 ≈ pt into
⊔
k≥0BΣk. The coalgebraic semiring
⊕
k≥0H∗(Σk) is recovered
by applying homology to the semiring object
⊔
k≥0BΣk ∈ Ho(Top). We will give an
alternative perspective on this commutative semiring object structure in terms of the
canonical homotopy equivalence
⊔
k≥0BΣk ≃ C(pt) and a commutative semiring object
structure on C(pt) ∈ Ho(Top) in Proposition 64 below.
Example 57. Suppose B = (B, ψ, ε, ◦, [1]) is a commutative bialgebra. Then the free
graded commutative ring FFp(B) is a commutative coalgebraic semiring. The product ·
and the unit 1 are those of the usual ring structure on FFp(B), the coproduct and counit
on FFp(B) are obtained by extending the coproduct and counit on B by multiplicativity,
the unit [1] on FFp(B) is given by the unit [1] ∈ B ⊂ FFp(B), and the product ◦ on FFp(B)
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is determined by the product ◦ on B via the distributivity and nullity axioms (ii) and
(iii) of Definition 50 and the commutativity of ◦.
We have the following description of the coalgebraic semiring structure on
⊕
k≥0H∗(Σk).
Theorem 58. With the coalgebraic semiring structures on the source and target given
by Examples 57 and 55, respectively, the ring map
FFp(E) −−→
(⊕
k≥0
H∗(Σk), ·
)
(54)
induced by the inclusion of E into
⊕
k≥0H∗(Σk) is an epimorphism of commutative coal-
gebraic semirings. Moreover, its kernel is the ring ideal generated by the relations
EJ = (−1)
min(J)(EJ ′)
p (55)
for admissible sequences J satisfying 2min(J) = degβ(J) and b(J) = 0 [for admissible
sequences J satisfying min(J) = 0 when p = 2], where
J ′ =
〈
((ǫ2, i2), . . . , (ǫn, in))
〉
for J =
〈
((ǫ1, i1), . . . , (ǫn, in))
〉
.
The following theorem is the main takeaway from this section.
Theorem 59. Let X be an E∞-space. Then the (
⊕
k≥0H∗(Σk), ◦)-module structure of
Proposition 16 and the bialgebra structure of Example 22 make H∗(X) into a coalgebraic
semimodule over the commutative coalgebraic semiring
⊕
k≥0H∗(Σk).
Remark 60. Let X be an E∞-space. In view of Theorem 58 and the distributiv-
ity axiom (v) of Definition 51, it follows from Theorem 59 that the action of the ring
(
⊕
k≥0H∗(Σk), ◦) on H∗(X) is completely determined by the action of the subring (E , ◦)
of (
⊕
k≥0H∗(Σk), ◦) on H∗(X), as asserted in Remark 19. In view of the relations (55)
and the distributivity axiom (v) of Definition 51, the fact that the E-action on H∗(X)
extends to a coalgebraic semimodule structure over
⊕
k≥0H∗(Σk) places constraints on
the E-action, however.
We will postpone the proof of Theorem 58 until after Proposition 64 and the proof
of Theorem 59 until after Proposition 66. Along the way, we will construct on C(pt) ∈
Ho(Top) a commutative semiring object structure recovering the coalgebraic semiring
structure of Example 55, and show that every E∞-space is a semimodule object over
C(pt) in a way that recovers the module structure of Proposition 16. Some of the
required work can be done in the generality of an arbitrary operad in Top.
We will from now on take the liberty of indexing our operads by finite sets instead
of just natural numbers, with O(n) working as a shorthand for O({1, . . . , n}). In this
perspective, an operad O consists of a functor
O : Fin −−→ Top
from the category Fin of finite sets and bijections together with a unit 1O ∈ O(1) and
composition maps
γ : O(A)×
∏
a∈A
O(Ba) −−→ O
(⊔
a∈A
Ba
)
natural in the finite sets A and Ba, a ∈ A, such that the evident unitality and associativity
axioms are satisfied. Moreover, an O-algebra structure on a space Z consists of maps
θ : O(A)× ZA −−→ Z
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for A ∈ Fin such that the diagram
O(A)× ZB
O(f)×id
//
id×f∗

O(B)× ZB
θ

O(A)× ZA
θ
// Z
commutes for all bijections f : A→ B of finite sets. For a space Z, the value at Z of the
monad O associated to O can now be computed as a coend:
OZ =
⊔
n≥0
O(n)×Σn Z
n =
∫ A∈Fin
O(A)× ZA.
Theorem 61. Suppose O : Top→ Top is the monad associated to an operad O in Top.
For X,Y ∈ Top, let
O⊗ : O(X)×O(Y ) −−→ O(X × Y )
be the map, natural in X and Y , defined by the maps
(O(A) ×XA)× (O(B)× Y B) −−→ O(A×B)× (X × Y )A×B
(oA, (xa)a∈A, oB , (yb)b∈B) 7−→ (γ(oA; o
A
B), (xa, yb)(a,b)∈A×B)
(56)
for finite sets A and B, where γ denotes composition in O. Moreover, let
OI : pt −−→ O(pt)
be the map given by the unit of O. Then the maps O⊗ and OI make O into a lax monoidal
functor (Top,×)→ (Top,×). Furthermore, if O is an E∞-operad, the composite
(Top,×)
O
−−→ (Top,×) −−→ (Ho(Top),×) (57)
of O with the projection from Top to Ho(Top) is a lax symmetric monoidal functor.
Proof. Write O¯⊗ for the maps of equation (56), and notice that the map OI : pt→ O(pt)
is induced by the map
O¯I : pt −−→ O(pt)× pt
pt, pt 7−→ (1O,pt) (58)
where 1O is the unit of the operad O. The monoidality of the functor O : (Top,×) →
(Top,×) follows in a straightforward way from the operad axioms of O. For example,
verifying right unitality of O, i.e. the commutativity (for all X) of the square
O(X)× pt
ρ
≈
//
1×OI

O(X)
O(X) ×O(pt)
O⊗
// O(X × pt)
O(ρ)≈
OO
where ρ denotes the right unit constraint for (Top,×), reduces to checking the commu-
tativity for all finite sets A of the square
(O(A) ×XA)× pt
≈
ρ
//
1×O¯I

O(A)×XA
(O(A) ×XA)× (O(pt)× ptpt)
O¯⊗
// O(A× pt)× (X × pt)A×pt
≈
OO
(59)
where the right hand vertical map is given by the evident bijection A × pt
≈
−→ A and
homeomorphism ρ : X×pt
≈
−→ X; and the commutativity of (59) follows from one of the
unit axioms for the operad O.
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Suppose now O is an E∞-operad. To verify that the composite (57) is symmetric
monoidal, we must verify that the diagram
O(X)×O(Y )
τ
//
O⊗

O(Y )×O(X)
O⊗

O(X × Y )
O(τ)
// O(Y ×X)
(60)
commutes up to homotopy for all X and Y . Here τ denotes the coordinate interchange
map. Suppose A and B are finite sets, and consider the diagram
(O(A)×XA)× (O(B)× Y B)
O¯⊗

≈
τ
// (O(B)× Y B)× (O(A)×XA)
O¯⊗

O(B ×A)× (Y ×X)B×A
O(A×B)× (X × Y )A×B
≈
id×τA×B
// O(A×B)× (Y ×X)A×B
≈
O(t)×(t−1)∗
::✈✈✈✈✈✈✈✈✈
(61)
underlying (60) where t : A × B
≈
−−→ B × A is the coordinate interchange map. Notice
that the slanted arrow commutes with the maps from its source and target into O(Y ×X).
The composite map from the top left hand corner into O(B×A)× (Y ×X)B×A through
the top right hand corner sends a point
(oA, (xa)a∈A, oB , (yb)b∈B) ∈ (O(A)×X
A)× (O(B)× Y B)
to the point
(γ(oB ; o
B
A), (yb, xa)(b,a)∈B×A) ∈ O(B ×A)× (Y ×X)
B×A
while the composite through the bottom left hand corner sends the same point to the
point
(O(t)γ(oA; o
A
B), (yb, xa)(b,a)∈B×A).
Here the two maps O(A)×O(B) −−→ O(B ×A) given by
(oA, oB) 7−→ γ(oB ; o
B
A) and (oA, oB) 7−→ O(t)γ(oA; o
A
B)
are both φ-equivariant for the evident homomorphism φ : ΣA × ΣB → ΣB×A. Con-
sequently, by the assumption that O is an E∞-operad, the two maps are ΣA × ΣB-
equivariantly homotopic. Thus diagram (61) commutes up to a ΣA × ΣB-equivariant
homotopy. A choice for each pair (m,n) of natural numbers of such a homotopy for the
sets A = {1, . . . ,m} and B = {1, . . . , n} now defines a homotopy between the two com-
posites from the top left hand corner to the bottom right hand corner in diagram (60). 
Remark 62. Suppose O is an operad in Top and O is the associated monad. By
Theorem 61, the (trivial) monoid structure on the one-point space pt induces on O(pt) a
monoid structure which is commutative up to homotopy if O is an E∞-operad. Explicitly,
the multiplication on O(pt) is given by the composite
◦ : O(pt)×O(pt)
O⊗
−−−→ O(pt× pt)
≈
−−→ O(pt) (62)
where the latter map is induced by the isomorphism pt×pt ≈ pt, and the unit for O(pt)
is given by the map
[1] : pt
OI−−−→ O(pt).
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It is not difficult to show (compare with the proof of Proposition 16) that for every
O-algebra X, the composite map
◦ : O(pt)×X
1×η
// O(pt)×O(X)
O⊗
// O(pt×X)
≈
// O(X)
θ
// X (63)
makes X into a module over O(pt). Here η denotes the unit of the monad O, θ is given
by the O-algebra structure on X, and the third morphism is induced by the canonical
isomorphism pt×X ≈ X. For the argument, it is helpful to observe that (63) is the map
induced by the composites
O(A)×X
1×∆
// O(A)×XA
θ
// X (64)
for finite sets A where ∆ denotes the diagonal map and θ is given by the O-algebra
structure on X.
Remark 63. Suppose O is an operad in Top and let O be the associated monad. For
a space Z, we now have two O(pt)-module structure on OZ in evidence, namely the
module structure of Remark 62 given by the composite (63) (with X = OZ), and the
module structure arising from the pt-module structure on Z as the composite
O(pt)×OZ
O⊗
−−−→ O(pt× Z)
≈
−−→ OZ
where the second map is induced by the isomorphism pt×Z ≈ Z. Fortunately, it is easy
to see that the two module structures agree: an inspection of the definitions reveals that
both are induced by the maps
O(A)×O(B)×XB −−→ O(A×B)×XA×B
(oA, oB , (xb)b∈B) 7−→ (γ(oA, o
A
B), (xb)(a,b)∈A×B)
for finite sets A and B. In particular, the O(pt)-module structure on O(pt) obtained by
taking X = O(pt) in (63) agrees with the one given by the monoid structure of O(pt).
We now return to working with our E∞-operad C and its associated monad C. From
Remark 62, we have a homotopy commutative multiplication ◦ on C(pt) with unit [1].
Moreover, the E∞-structure on C(pt) gives us another homotopy commutative product
· on C(pt), well defined up to homotopy, with unit 1.
Proposition 64. The products and units ·, 1, ◦ and [1] make C(pt) into a commutative
semiring object in Ho(Top) isomorphic via the homotopy equivalence C(pt) ≃
⊔
k≥0BΣk
to the one of Example 56. In particular, under the identification
⊕
k≥0H∗(Σk) =
H∗(C(pt)), the commutative coalgebraic semiring structure on
⊕
k≥0H∗(Σk) is induced
by the commutative semiring object structure on C(pt). 
Proof. It suffices to show that under the homotopy equivalence C(pt) ≃
⊔
k≥0BΣk,
each of the products and units on C(pt) corresponds to the one with the same name in
Example 56. To see this for ◦, observe that ◦ on C(pt) is induced by the maps
C(A) × C(B) −−→ C(A×B), (cA, cB) 7−→ γ(cA, c
A
B)
for finite sets A and B, and that these maps are φ-equivariant for the evident homo-
morphisms φ : ΣA × ΣB → ΣA×B; and to see the same for ·, observe that · on C(pt) is
induced by the maps
C(A)× C(B) −−→ C(A ⊔B), (cA, cB) 7−→ γ(c2; cA, cB)
for finite sets A and B (with c2 ∈ C(2) a fixed element), and that these maps are φ-
equivariant for the evident maps ΣA × ΣB → ΣA⊔B. 
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Proof of Theorem 58. That (54) is a morphism of commutative coalgebraic semirings
follows formally from the fact that the inclusion of E into (
⊕
k≥0H∗(Σk), ◦) is a morphism
of bialgebras. It remains to show that (54) is a ring epimorphism with the indicated
kernel, or what is the same, that the composite
FFp(E) −−→
(⊕
k≥0H∗(Σk), ·
) ≈
−−→
(
H∗(C(pt)), ·
)
(65)
of (54) and the isomorphism induced by the homotopy equivalence
⊔
k≥0BΣk ≃ C(pt)
is. By inspecting the proof of Proposition 17, we see that the latter map in (65) agrees
with the isomorphism ⊕
k≥0H∗(Σk)
◦x0
≈
// H∗(C(pt))
implied by Proposition 17. Thus the composite (65) is the ring map induced by the map
E −−→ H∗(C(pt)), r 7→ r ◦ x0.
The claimed relations now belong to the kernel of (65) by Proposition 41. Moreover,
Theorems 37 and 45 imply that these relations suffice to generate the kernel, and that
(65) is onto. 
Proposition 65. Let X be an E∞-space. Then the C(pt)-module structure of Remark 62
and the product · : X × X → X and unit 1: pt → X given by the E∞-structure on X
make X into a semimodule object in Ho(Top) over C(pt).
Proof. We will verify the distributivity axiom (iii) of Definition 51 as a model and leave
the verification of the other axioms to the reader. Our task is to check the commutativity
of the diagram
C(pt)×X ×X
id×·
//
∆×id×id

C(pt)×X
◦
$$■
■■
■■
■■
■■
■
C(pt)× C(pt)×X ×X
id×τ×id

X
C(pt)×X × C(pt)×X
◦×◦
// X ×X
·
::✉✉✉✉✉✉✉✉✉✉
(66)
in Ho(Top) where τ denotes the coordinate interchange map. To do so, it is enough to
verify that the diagram
C(A) ×X ×X
id×·
//
∆×id×id

C(A) ×X
m
$$❍
❍❍
❍❍
❍❍
❍❍
❍
C(A)× C(A)×X ×X
id×τ×id

X
C(A)×X × C(A)×X
m×m
// X ×X
·
::✈✈✈✈✈✈✈✈✈✈
(67)
commutes up to ΣA-equivariant homotopy for all finite sets A. Here m denotes the
composite map (64) for O = C. Let c2 ∈ C(2) be the element defining the product
· : X ×X → X. In diagram (67), the composite map from C(A)×X ×X to X along the
top and the bottom of the diagram are then given by
(c, x, y) 7−→ θ(c, θ(c2;x, y)
A) = θ(γ(c; cA2 ), (x, y)
A)
and
(c, x, y) 7−→ θ(c2; θ(c, x
A), θ(c, yA)) = θ(γ(c2; c, c), x
A, yA) = θ(C(t)γ(c2; c, c), (x, y)
A)
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respectively, where t : {1, 2} ×A
≈
−→ A× {1, 2} is the coordinate interchange map. Here
the two maps
C(A) −−→ C(A× {1, 2})
given by
c 7−→ γ(c; cA2 ) and c 7−→ C(t)γ(c2; c, c)
are both φ-equivariant for the evident homomorphism ΣA → ΣA×{1,2}. Since C is an
E∞-operad, it follows that the two maps are ΣA-equivariantly homotopic. The claim
follows. 
In view of the description of the C(pt)-module structure on an E∞-space X given in
equation (64), we have the following proposition.
Proposition 66. Let X be an E∞-space. Under the identification
⊕
k≥0H∗(Σk) =
H∗(C(pt)), the (
⊕
k≥0H∗(Σk), ◦)-module structure of Proposition 16 on H∗(X) is in-
duced by the map ◦ : C(pt)×X → X of equation (63). 
Proof of Theorem 59. In view of Propositions 64 and 66, the theorem follows from Propo-
sition 65 by applying homology. 
Remark 67. It might be interesting to understand the structures induced by the monoid
and module structures of Remark 62 on homology even for non-E∞-operads O. We will
not pursue such a study here, however.
Remark 68. Suppose X is a grouplike E∞-space, i.e. an E∞-space such that π0X
equipped with the multiplication induced by the E∞-structure is a group. (Equivalently,
X is an infinite loop space.) Then it is known that the homology H∗(X) is a coalgebraic
module (not just a coalgebraic semimodule) over the coalgebraic ring (not just a coalge-
braic semiring) H∗(QS
0). See e.g. [HT98, p. 299]. Theorem 59 is simply the expected
analogue of this result in the context of not-necessarily-grouplike E∞-spaces.
6. The stability and transgression properties
If X is an E∞-space, the mapping spaces X
I , PX = {α ∈ XI | α(0) = x0} ⊂ X
I and
ΩX = Ω(X,x0) ⊂ PX become E∞-spaces under pointwise actions of our E∞-operad
C. Here x0 = 1 ∈ X is the basepoint given by the E∞-structure on X. In this section,
our aim is to investigate the relationship of the (
⊕
k≥0H∗(Σk), ◦)-module structures on
H∗(ΩX) and H∗(X). We will prove the following two results; compare with [CLM76,
Theorem I.1.1.(7)].
Theorem 69 (Stability). Suppose X is an E∞-space. Then the homology suspension
map
σ : H˜∗(ΩX) −−→ H˜∗+1(X)
is a map of (
⊕
k≥0H∗(Σk), ◦)-modules.
Theorem 70 (Transgression property). Let X be a simply connected E∞-space, and
consider the Serre spectral sequence of the path–loop fibration
ΩX −−→ PX
ev1−−−→ X
where ev1 denotes the evaluation map α 7→ α(1). Suppose in the spectral sequence x ∈
Hs(X) is a transgressive element with transgression y ∈ Hs−1(ΩX). Then for every
r ∈
⊕
k≥0H∗(Σk), the element r ◦ x ∈ H∗(X) is transgressive with transgression r ◦ y ∈
H∗(ΩX).
HOMOLOGY OPERATIONS REVISITED 34
We remind the reader that for a pointed space Z, the homology suspension is the map
σ : H˜∗(ΩZ) −−→ H˜∗+1(Z)
given by the composite of the suspension isomorphism H˜∗(ΩZ) ≈ H˜∗+1(ΣΩZ) and the
map induced by the counit
ΣΩZ −−→ Z, α ∧ t 7−→ α(t) (68)
of the (Σ,Ω)-adjunction. In Theorem 69, the
⊕
k≥0H∗(Σk)-module structure on the
reduced homology H˜∗(Y ) of an E∞-space Y is obtained by viewing H˜∗(Y ) as the quotient
H˜∗(Y ) = H∗(Y )/H∗(y0)
of
⊕
k≥0H∗(Σk)-modules, where y0 ∈ Y is the basepoint given by the E∞-structure
on Y .
Proof of Theorems 69 and 70. As the functor
(−)+ : (Top,×) −−→ (Top∗,∧)
adjoining a disjoint basepoint is symmetric monoidal, it sends the monoid C(pt) in
(Top,×) to a monoid C(pt)+ in (Top∗,∧) and C(pt)-modules in (Top,×) to C(pt)+-
modules in (Top∗,∧). In particular, an E∞-space Y gives rise to an C(pt)+-module
Y+ in Top∗. If Z is a C(pt)+-module in Top∗, then applying H˜∗, we obtain on H˜∗(Z)
a module structure over H˜∗(C(pt)+) = H∗(C(pt)) =
⊕
k≥0H∗(Σk); in the case where
Z = Y+ for an E∞-space Y , this recovers the usual
⊕
k≥0H∗(Σk)-module structure on
H˜∗(Y+) = H∗(Y ). Noting that for an E∞-space Y , the basepoint y0 of Y is invariant
under the C(pt)-module structure on Y , we see that the C(pt)+-module structure on Y+
also induces one on the quotient Y = Y+/{y0}+. On reduced homology, this structure
recovers the
⊕
k≥0H∗(Σk)-module structure we imposed on H˜∗(Y ) = H∗(Y )/H∗(y0).
Observe now that if µ : C(pt)+ ∧ Z −−→ Z makes Z ∈ Top∗ into a C(pt)+-module,
then for any A ∈ Top∗, the map
µ ∧A : C(pt)+ ∧ Z ∧A −−→ Z ∧A
makes Z ∧A into a C(pt)+-module. In particular, taking A = S
1, we see that Σµ makes
ΣZ = Z ∧ S1 into a C(pt)+-module. By construction, the suspension isomorphism
H˜∗(Z) ≈ H˜∗+1(ΣZ) is then an isomorphism of
⊕
k≥0H∗(Σk)-modules. Theorem 69 now
follows by taking Z = ΩX and noticing that the counit
ΣΩX 7−→ X, α ∧ t 7−→ α(t)
is a map of C(pt)+-modules.
It remains to prove Theorem 70. By [McC01, Theorem 6.6], the transgression (which
we take to be defined in terms of the differentials E∗,0 → E0,∗−1 in the spectral sequence)
is given by the diagram
H∗(PX,ΩX)
∂
//
(ev1)∗

H∗−1(ΩX)
H∗(X)
j∗
// H∗(X,x0)
(69)
HOMOLOGY OPERATIONS REVISITED 35
as the additive relation ∂(ev1)
−1
∗ j∗, where j : X →֒ (X,x0) is the inclusion. Underlying
diagram (69) is the diagram
Cone((ΩX)+ →֒ (PX)+)
q
//
ev1

Σ((ΩX)+)
X+
j
// Cone((x0)+ →֒ X+)
(70)
where Cone(f) denotes the mapping cone of f and q is the quotient map collapsing the
base (PX)+ of Cone((ΩX)+ →֒ (PX)+); diagram (69) is obtained from diagram (70)
by applying H˜∗ and using the suspension isomorphism to identify H˜∗(Σ((ΩX)+)) with
H∗−1(ΩX). The claim will therefore follow once we verify that the two mapping cones
in diagram (70) carry C(pt)+-module structures making all maps in the diagram into
maps of C(pt)+-modules.
Observe that given a zigzag
Z1 Z0oo // Z2
of C(pt)+-modules and maps of such, the pushout Z1 ∪Z0 Z2 in Top∗ has the structure
of a C(pt)+-module making the maps Z1 → Z1∪Z0 Z2 and Z2 → Z1 ∪Z0 Z2 into C(pt)+-
module maps; explicitly, the C(pt)+-module structure on Z1 ∪Z0 Z2 is given by the
composite
C(pt)+ ∧ (Z1 ∪Z0 Z2) ≈ (C(pt)+ ∧ Z1) ∪C(pt)+∧Z0 (C(pt)+ ∧ Z2) −−→ (Z1 ∪Z0 Z2)
where the second map is induced by the C(pt)+-module structures on Z0, Z1 and Z2 and
the homeomorphism arises from the fact that as a left adjoint, the functor C(pt)+ ∧ (−)
commutes with colimits.
As a special case, we deduce that for f : Z1 → Z2 a map of C(pt)+-modules, the
mapping cone Cone(f) = Z2 ∪Z1 (Z1 ∧ (I, 1)) has the structure of a C(pt)+-module such
that the inclusion of Z2 into Cone(f) is a C(pt)+-module map. Thus the two mapping
cones in diagram (70) are C(pt)+-modules, and the map j is a C(pt)+-module map.
Moreover, as the C(pt)+-module structure on Cone(f) is clearly functorial in f , the map
ev1 in diagram (70) is a C(pt)+-module map.
As another special case, we deduce that for Z a C(pt)+-module and B ⊂ Z an C(pt)+-
invariant subspace containing the basepoint, the quotient Z/B = Z ∪B pt has the struc-
ture of a C(pt)+-module making the quotient map Z → Z/B a map of C(pt)+-modules.
Thus the suspension Σ((ΩX)+) in diagram (70) has the structure of a C(pt)+-module
such that the map q is a C(pt)+-module map. By inspection, the C(pt)+-module struc-
ture on Σ((ΩX)+) obtained this way agrees with the one induced from the C(pt)+-module
structure on (ΩX)+. The claim follows. 
7. The homology of E∞–ring spaces
In this section, we turn our attention to E∞–ring spaces, with a focus on relating the
structures on the homology of an E∞–ring space X induced by the additive and multi-
plicative E∞-structures on X. The main results are Theorem 82 (together with Corol-
lary 83) relating the additive (
⊕
k≥0H∗(Σk), ◦)-module structure on H∗(X) to the prod-
uct onH∗(X) induced by the multiplicative E∞-structure, and Theorem 86 giving “mixed
Adem relations” relating the (
⊕
k≥0H∗(Σk), ◦)-module structures on the homology of an
E∞–ring space arising from the additive and multiplicative E∞-structures. We also prove
a “mixed Cartan formula,” Theorem 87, explaining how the E-operations induced by the
multiplicative E∞-structure on X interact with the product on H∗(X) induced by the ad-
ditive E∞-structure. The key result underlying Theorems 82 and 87 is, via Corollary 81,
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Proposition 80, motivating in part our approach to the (
⊕
k≥0H∗(Σk), ◦)-module struc-
ture on the homology of an E∞-space via the C(pt)-module structure of equation (63).
We begin by recalling the definition of an E∞–ring space. For more information on E∞–
ring spaces, we refer the reader to the sequence of papers [May09c, May09a, May09b].
Definition 71. Let C and G be operads. An action of G on C consists of maps
λ : G(A) ×
∏
a∈A
C(Ba) −−→ C(
∏
a∈ABa) (71)
for finite sets A and Ba, a ∈ A, satisfying the axioms set out in [May09a, Definition 4.2].
An operad pair (C,G) consists of operads C and G and an action of G on C. An operad
pair (C,G) is called an E∞-operad pair if C and G are both E∞-operads.
Suppose (C,G) is an operad pair, and write C and G for the monads associated to C
and G, respectively. The axioms required of the action of G on C imply that the monad
C in Top lifts in a unique way to a monad C in the category G[Top] of G-algebras,
so that for a G-algebra X, the space C(X) has the structure of a G-algebra, and the
unit X → C(X) and the multiplication CC(X) → C(X) of the monad C are maps of
G-algebras. See [May09a, Proposition 10.1].
Definition 72. Suppose (C,G) is an operad pair. By a (C,G)-space, we mean a C-algebra
in G[Top], and by a map of (C,G)-spaces, we mean a map of C-algebras in G[Top].
The definition above agrees with May’s definition of the same notions by [May09a,
Proposition 10.1]. More explicitly, a (C,G)-space consists of a space X with a C-algebra
structure (denoted by θ) and a G-algebra structure (denoted by ξ) such that the diagram
G(A)×
∏
a∈A(C(Ba)×X
Ba)
1×θA
//
ξ

G(A)×XA
ξ

C(
∏
a∈ABa)×X
∏
a∈ABa
θ
// X
(72)
encoding distributivity relations commutes for all finite sets A and Ba, a ∈ A. Here the
map ξ on the left is given by
ξ
(
g,
(
ca, (xa,b)b∈Ba
)
a∈A
)
=
(
λ
(
g, (ca)a∈A
)
,
(
ξ(g, (xa,ba)a∈A)
)
(ba)a∈A∈
∏
a∈ABa
)
. (73)
From now on, we assume that (C,G) is a fixed E∞-operad pair, and write C and G for
the monads associated to C and G, respectively.
Definition 73. By an E∞–ring space, we mean a (C,G)-space for our E∞-operad pair
(C,G). If X is an E∞–ring space, we call the C-algebra structure the additive E∞-
structure and the G-algebra structure the multiplicative E∞-structure on X. By a map
of E∞–ring spaces, we mean a map of (C,G)-spaces.
We note parenthetically that E∞–ring spaces might more appropriately be called E∞–
semiring spaces, as the definition does not require additive inverses to exist in any sense.
We do not wish to deviate from the established terminology, however.
Remark 74. In our definition of an E∞-operad O (Definition 1), we included the some-
what nonstandard assumption that for every n, the space O(n) is Σn-homotopy equiv-
alent to a Σn-CW complex. This assumption is harmless in the context of spaces with
operad pair actions as well: if (O,K) is an operad pair such that O and K satisfy all
the other requirements for being E∞-operads, then, as in Remark 2, an application of
the product-preserving CW approximation functor |Sing•(−)| to O and K yields an E∞-
operad pair (O′,K′) such that any (O,K)-space has an induced (O′,K′)-space structure.
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Example 75. As pt is evidently a G-algebra, C(pt) is an E∞–ring space.
Notation 76. For an E∞–ring space X, the two E∞-structures on X give rise to two
commutative monoid structures on X considered as an object of Ho(Top). We continue
to write · and 1 for the multiplication and unit of the monoid structure coming from the
additive E∞-structure, and write ◦ and [1] for the multiplication and unit coming from
the multiplicative E∞-structure. We also use the same notation for the induced products
and units on H∗(X).
Notation 77. Continuing to assume that X is an E∞–ring space, the two E∞-structures
make H∗(X) into a coalgebraic semimodule over
⊕
k≥0H∗(Σk) in two different ways. We
continue to write ◦ for the (
⊕
k≥0H∗(Σk), ◦)-module structure on H∗(X) arising from
the additive E∞-structure on X, and write ♯ for the (
⊕
k≥0H∗(Σk), ◦)-module structure
arising from the multiplicative E∞-structure on X.
The first part of the following result can be viewed as a sanity check on the definition
of an E∞–ring space.
Theorem 78. Suppose X is an E∞–ring space. Then (X, ·, 1, ◦, [1]) is a commutative
semiring object in Ho(Top). Consequently, (H∗(X), ψ, ε, ·, 1, ◦, [1]) is a commutative
coalgebraic semiring.
Proof. Only the analogues of the distributivity axiom (ii) and nullity axiom (iii) of Def-
inition 48 require further comment. To check distributivity, we must check that the
diagram
X ×X ×X
id×◦
//
∆×id×id

X ×X
◦
##●
●●
●●
●●
●●
X ×X ×X ×X
id×τ×id

X
X ×X ×X ×X
◦×◦
// X ×X
·
;;✇✇✇✇✇✇✇✇✇
commutes up to homotopy, where τ denotes the coordinate interchange map. Let g2 ∈
G(2) and c2 ∈ C(2) be the elements defining ◦ and ·, respectively, and let 1C ∈ C(1) be
the unit of C. The required commutativity now follows from the following instance of
diagram (72)
G(2) × (C(1) ×X)× (C(2) ×X2)
id×θ2
//
ξ

G(2) ×X2
ξ

C(2) ×X2
θ
// X
by considering the image of a point (g2, 1C , x1, c2, x2, x3) under the two different com-
posites from G(2) × (C(1) × X) × (C(2) × X2) into X, and using the fact that C(2) is
contractible. To verify the nullity axiom, we must check that the diagram
pt×X

1×id
// X ×X
◦

pt
1
// X
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commutes up to homotopy, which follows by observing that this diagram is homotopy
equivalent to the following instance of diagram (72):
G(2) × (C(0) ×X0)× (C(1) ×X)
id×θ2
//
ξ

G(2) ×X2
ξ

C(0) ×X0
θ
// X
The proof is complete. 
Remark 79. The commutative semiring object structure on C(pt) given by Theorem 78
agrees with the one of Proposition 64. To see this, observe that the multiplication ◦ of
Theorem 78 on C(pt) is induced by the maps
C(A)× C(B) −−→ C(A×B), (cA, cB) 7−→ λ(g2; cA, cB), (74)
for finite sets A and B where λ is the map of equation (71) and g2 is a fixed element of
G(2), and that (74) is φ-equivariant for the evident map φ : ΣA × ΣB → ΣA×B.
The following proposition, through Corollary 81, is the key result underlying Theo-
rems 82 and 86.
Proposition 80. When X and Y are G-algebras, the maps
CI : pt −−→ C(pt) and C⊗ : C(X)× C(Y )→ C(X × Y )
of Theorem 61 are morphisms of G-algebras.
Proof. CI is a morphism of G-algebras since it is given by the unit of the monad C and
the space pt is a G-algebra. To show that C⊗ is a morphism of G-algebras, we must
verify that the square
G(CX × CY )
ξ

GC⊗
// GC(X × Y )
ξ

CX × CY
C⊗
// C(X × Y )
commutes. For this, it suffices to show that the diagram
G(A)×
∏
a∈A(C(Ba)×X
Ba × C(B′a)× Y
B′a)
id×
∏
a∈A C¯⊗
,,❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳

G(A)×
∏
a∈A(C(Ba ×B
′
a)× (X × Y )
Ba×B′a)
ξ


 G(A) ×
∏
a∈A(C(Ba)×X
Ba)
×
G(A) ×
∏
a∈A(C(B
′
a)× Y
B′a)


ξ×ξ


 C
(∏
a∈A(Ba ×B
′
a)
)
×
(X × Y )
∏
a∈A(Ba×B
′
a)



 C(
∏
a∈ABa)×X
∏
a∈ABa
×
C(
∏
a∈AB
′
a)× Y
∏
a∈AB
′
a


C¯⊗
,,❳❳❳❳
❳
C(
∏
a∈ABa ×
∏
a∈AB
′
a)× (X × Y )
∏
a∈ABa×
∏
a∈AB
′
a
≈
GG
✍✍✍✍✍✍✍✍✍
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commutes for all finite sets A, Ba and B
′
a, a ∈ A. Here C¯⊗ is as in the proof of
Theorem 61, the isomorphism in the lower right hand corner is induced by the evident
bijection ∏
a∈A
Ba ×
∏
a∈A
B′a
≈
−−→
∏
a∈A
(Ba ×B
′
a),
and the unlabeled vertical morphism on the left is given by(
g, (ca, (xa,b)b∈Ba , c
′
a, (ya,b′)b′∈B′a)a∈A
)
7→
(
g, (ca, (xa,b)b∈Ba)a∈A, g, (c
′
a, (ya,b′)b′∈B′a)a∈A
)
.
The commutativity of the latter diagram follows from axiom (ii) of [May09a, Definition
4.2]. 
Corollary 81. Suppose X is an E∞–ring space. Then the map ◦ : C(pt) ×X → X of
equation (63) is a morphism of G-algebras.
Proof. By Proposition 80, all of the maps in equation (63) are morphisms of G-algebras.

Theorem 82. Suppose X is an E∞–ring space. Then the composite
φ : C(pt)
≈
// C(pt)× pt
1×[1]
// C(pt)×X
◦
// X (75)
is a map of E∞–ring spaces making the triangle
C(pt)×X
φ×id
//
◦
%%❏
❏❏
❏❏
❏❏
❏❏
❏
X ×X
◦
{{✇✇
✇✇
✇✇
✇✇
✇
X
(76)
commute up to homotopy. Consequently, the map
φ∗ :
⊕
k≥0
H∗(Σk) −−→ H∗(X), r 7−→ r ◦ [1]
is a homomorphism of commutative coalgebraic semirings, and
r ◦ x = φ∗(r) ◦ x (77)
for all r ∈
⊕
k≥0H∗(Σk) and x ∈ H∗(X).
Proof. To show that φ is a morphism of E∞–ring spaces, we need to verify that it
is a morphism of G- and C-algebras. By Corollary 81, all of the morphisms in the
equation (75) are morphisms of G-algebras, so φ is a morphism of G-algebras. To verify
φ is a morphism of C-algebras, we must show that the square
CC(pt)
Cφ
//
θ

CX
θ

C(pt)
φ
// X
(78)
commutes. Unpacking definitions, we see that φ is induced by the morphisms
φ¯ : C(A) −−→ X, c 7−→ θ(c, [1]A)
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for finite sets A, and checking the commutativity of (78) reduces to verifying that the
square
C(A) ×
∏
a∈A C(Ba)
id×
∏
a∈A φ¯
//
γ

C(A)×XA
θ

C(
⊔
a∈ABa)
φ¯
// X
commutes for all finite sets A and Ba, a ∈ A. The commutativity of the latter square
follows from the associativity of the C-action on X.
To check that the triangle (76) commutes up to homotopy, consider the square
C(pt)×X
id
**❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
α
// (C(pt)×X)× (C(pt)×X)
◦×◦
//
◦

X ×X
◦

C(pt)×X
◦
// X
where the product ◦ in the central column arises from the G-algebra structure on C(pt)×
X and α is the map (c, x) 7→ ((c, [1]), ([1], x)) Then the triangle on the left commutes
up to homotopy by properties of the unit, and Corollary 81 implies that the square on
the right commutes up to homotopy. The commutativity of (76) up to homotopy now
follows by observing that the composite of the maps in the top row is φ× id. 
Corollary 83. Suppose X is an E∞–ring space. Then
r ◦ (x ◦ y) = (r ◦ x) ◦ y (79)
for all r ∈
⊕
k≥0H∗(Σk) and x, y ∈ H∗(X).
Proof. With the notation of Theorem 82, we have
r ◦ (x ◦ y) = φ∗(r) ◦ (x ◦ y) = (φ∗(r) ◦ x) ◦ y = (r ◦ x) ◦ y
where the first and last equalities hold by Theorem 82 and the middle one holds by
associativity of ◦ on H∗(X). 
Remark 84. Corollary 83 explains in particular how the E-operations onH∗(X) induced
by the additive E∞-structure onX (the first ◦’s on the two sides of equation (79)) interact
with the product on H∗(X) induced by the multiplicative E∞-structure on X (the second
◦’s on the two sides of the equation). In the context of Dyer–Lashof operations, the
analogue of (79) is given by the markedly more complicated equations
Qs(x) ◦ y =
∑
i≥0
Qs+i(x ◦ P i∗y) (80)
and
βQs(x) ◦ y =
∑
i≥0
βQs+i(x ◦ P i∗y)−
∑
i≥0
(−1)deg(x)Qs+i(x ◦ P i∗βy) (81)
for x, y ∈ H∗(X). See [CLM76, Proposition II.1.6].
Via the identificationH∗(C(pt)) =
⊕
k≥0H∗(Σk), the (
⊕
k≥0H∗(Σk), ◦)-module struc-
ture ♯ on H∗(C(pt)) yields a product
♯ :
⊕
k≥0
H∗(Σk)⊗
⊕
k≥0
H∗(Σk) −−→
⊕
k≥0
H∗(Σk). (82)
making (
⊕
k≥0H∗(Σk), ψ, ε, ◦, [1]) into a coalgebraic semimodule over
⊕
k≥0H∗(Σk).
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Remark 85. Let us work out a more concrete description of the product (82). By
Proposition 66, the module structure ♯ on H∗(C(pt)) is induced by the map
G(pt)× C(pt) −−→ C(pt) (83)
constructed in equation (63). Unpacking definitions and taking into account the descrip-
tion given in equation (64), we see that (83) is induced by the maps
G(A) × C(B)
1×∆
−−−−→ G(A)× C(B)A
λ
−−→ C(BA)
for finite sets A and B. These are φ-equivariant for the obvious homomorphisms ΣA ×
ΣB → ΣBA . Thus (82) is induced by the homomorphisms, well defined up to conjugacy,
Σm × Σn −−→ Σnm , m, n ≥ 0
given by the evident homomorphisms
Σm × Σn −−→ Σ{1,...,n}{1,...,m}
and a choice of bijections
{1, . . . , n}{1,...,m} ≈ {1, . . . , nm}.
The following result describes how the ♯-module structure interacts with ◦-module
structure on the homology of E∞–ring spaces.
Theorem 86 (Mixed Adem relations). Suppose X is an E∞–ring space. Then for all
r, s ∈
⊕
k≥0H∗(Σk) and x ∈ H∗(X), we have
r ♯ (s ◦ x) =
∑
(−1)deg(s) deg(r
′′)(r′ ♯ s) ◦ (r′′ ♯ x)
Proof. Immediate from Proposition 66, Corollary 81 and Remark 10. 
The products r ♯ s can (in principle at least) be evaluated explicitly for all r, s ∈⊕
k≥0H∗(Σk). See Remark 89.
Theorem 87 (Mixed Cartan formula). Suppose X is an E∞–ring space, and let x, y ∈
H∗(X). Then for all r ∈ H∗(Σp)
r ♯ (xy) =
∑
ψp(r⊗x⊗y)
T0((r ⊗ x⊗ y)(0)) · · · Tp((r ⊗ x⊗ y)(p))
where the maps Ti : H∗(Σp)⊗H∗(X)⊗H∗(X)→ H∗(X) are defined by
Ti(s⊗ z ⊗ w) =


ε(w)(s ♯ z) if i = 0[
1
p
(p
i
)]
◦ s ◦ ([p − i] ♯ z) ◦ ([i] ♯ w), if 0 < i < p
ε(z)(s ♯ w) if i = p
for s ∈ H∗(Σp) and z, w ∈ H∗(X). In particular, when p = 2,
E0k ♯ (xy) =
∑
a+b+c=k
∑
ψ(x)
∑
ψ(y)
(E0a ♯ x
′)(E0b ◦ x
′′ ◦ y′)(E0c ♯ y
′′). (84)
Remark 88. The ♯-products [p − i] ♯ z and [i] ♯ w in the definition of Ti for 0 < i < p
could be expanded further by using the identity [n] ♯ x =
∑
x(1) ◦ · · · ◦ x(n) for x a class
in the homology of an E∞–ring space. See Notation 53.
Proof of Theorem 87. One possible approach to the proof would be to adapt the proof
of the analogous result for Dyer–Lashof operations [CLM76, Theorem II.2.5]. Another,
which we will adopt here, is to use the statement of [CLM76, Theorem II.2.5] as the
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starting point and use Proposition 8. Write Q˜k for the k-th Dyer–Lashof operation on
H∗(X) arising from the multiplicative E∞-structure on X, and define
Q˜ki (z ⊗ w) =


ε(w)Q˜k(z) if i = 0[
1
p
(p
i
)]
◦Qk
(
([p − i] ♯ z) ◦ ([i] ♯ w)
)
if 0 < i < p
ε(z)Q˜k(w) if i = p
for k ≥ 0, 0 ≤ i ≤ p and z, w ∈ H∗(X). For 0 ≤ i ≤ p, write Q˜i(t) =
∑
k≥0 Q˜
k
i t
k and
define an operation ♯i by setting s ♯i (z ⊗ w) = Ti(s ⊗ z ⊗ w). Using Proposition 8, it is
straightforward to verify that
E0(−t) ♯i (z ⊗ w) = Q˜i(t)P∗(t
−1)(z ⊗ w) (85)
for all z, w ∈ H∗(X), 0 ≤ i ≤ p. Now
E0(−t) ♯ (xy) = Q˜(t)P∗(t
−1)(xy)
= Q˜(t)(P∗(t
−1)xP∗(t
−1)y)
=
∑
ψp(P∗(t−1)x⊗P∗(t−1)y)
p∏
i=0
Q˜i(t)
((
P∗(t
−1)x⊗ P∗(t
−1)y
)
(i)
)
=
∑
ψp(x⊗y)
p∏
i=0
Q˜i(t)P∗(t
−1)
(
(x⊗ y)(i)
)
=
∑
ψp(x⊗y)
p∏
i=0
E0(−t) ♯i
(
(x⊗ y)(i)
)
=
∑
ψp(E0(−t)⊗x⊗y)
p∏
i=0
Ti
(
(E0(−t)⊗ x⊗ y)(i)
)
where the first equality follows from Proposition 8; the second holds by the Cartan
formula; the third follows from [CLM76, Theorem II.2.5]; the fourth holds by the com-
putation
ψp(P∗(t
−1)x⊗ P∗(t
−1)y) = P∗(t
−1)ψp(x⊗ y)
=
∑
ψp(x⊗y)
P∗(t
−1)((x⊗ y)(0))⊗ · · · ⊗ P∗(t
−1)((x⊗ y)(p));
the fifth follows from equation (85); and the last follows from the computation
ψp(E0(−t)⊗ x⊗ y) =
∑
ψp(x⊗y)
E0(−t)⊗ (x⊗ y)(0) ⊗ · · · ⊗ E
0(−t)⊗ (x⊗ y)(p)
and the definition of ♯i. This proves the claim when r = E
0
k for some k. In the case
r = E1k , the claim follows by a lengthy computation from the case already proven by
using the identity
E1(t) ♯ (xy) = β(E0(t) ♯ (xy))− E0(t) ♯ (β(x)y)− (−1)deg(x)E0(t) ♯ (xβ(y)). 
Remark 89. Let X be an E∞–ring space. We summarize the behaviour of ♯ with respect
to the various products and units on H∗(X) and
⊕
k≥0H∗(Σk). For all r, s ∈ H∗(Σk)
and x, y ∈ H∗(X), we have
(i) (r ◦ s) ♯ x = r ♯ (s ♯ x)
(ii) [1] ♯ x = x
(iii) r ♯ (x ◦ y) =
∑
(−1)deg(r
′′) deg(x)(r′ ♯ x) ◦ (r′′ ♯ y)
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(iv) r ♯ [1] = ε(r)[1]
(v) (rs) ♯ x =
∑
(−1)deg(s) deg(x
′)(r ♯ x′) ◦ (s ♯ x′′)
(vi) 1 ♯ x = ε(x)[1]
(vii) r ♯ (xy): described in Theorem 87 for r ∈ H∗(Σp)
(viii) r ♯ 1 = ε(r)1
Here (i) through (vi) follow from the axioms of a coalgebraic semimodule, and (viii)
follows from Remark 85 when X = C(pt) and from Theorem 82 for general X. The
above formulas in particular suffice to reduce the evaluation of r ♯ s for arbitrary r, s ∈⊕
k≥0H∗(Σk) to the case where r = E
ǫ
m and s = E
δ
n for some m, n and ǫ, δ, in which
case the product r ♯ s is computed in Theorem 90 below.
Theorem 90. The ♯-products between the generators Eǫn of
⊕
k≥0H∗(Σk) are determined
by the identity
E0(s) ♯ E0(t) = E0(s+ t)E0(t) (86)
when p = 2 and by the identities
E˜0(s) ♯ E˜0(t) =
(
[pp−2 − 1] ◦ E˜0(s) ◦ E˜0(t)
) p−1∏
c=0
E˜0(cs + t) (87)
E˜0(s) ♯ E˜1(t) =


(
[pp−2 − 1] ◦ E˜0(s) ◦ E˜1(t)
) p−1∏
c=0
E˜0(cs+ t)
+
(
[pp−2 − 1] ◦ E˜0(s) ◦ E˜0(t)
) p−1∑
k=0
p−1∏
c=0
E˜δc,k(cs+ t)

 (88)
E˜1(s) ♯ E˜0(t) =


(
[pp−2 − 1] ◦ E˜1(s) ◦ E˜0(t)
) p−1∏
c=0
E˜0(cs+ t)
+
(
[pp−2 − 1] ◦ E˜0(s) ◦ E˜0(t)
) p−1∑
k=0
k
p−1∏
c=0
E˜δc,k(cs+ t)

 (89)
E˜1(s) ♯ E˜1(t) =


(
[pp−2 − 1] ◦ E˜1(s) ◦ E˜1(t)
) p−1∏
c=0
E˜0(cs+ t)
−
(
[pp−2 − 1] ◦ E˜0(s) ◦ E˜1(t)
) p−1∑
k=0
k
p−1∏
c=0
E˜δc,k(cs+ t)
+
(
[pp−2 − 1] ◦ E˜1(s) ◦ E˜0(t)
) p−1∑
k=0
p−1∏
c=0
E˜δc,k(cs+ t)
−
(
[pp−2 − 1] ◦ E˜0(s) ◦ E˜0(t)
) ∑
0≤ℓ<k≤p−1
(k − ℓ)
p−1∏
c=0
E˜δc,k+δc,ℓ(cs+ t)


(90)
when p is odd, where δi,j is the Kronecker delta.
Remark 91. Equation (86) is the special case p = 2 of equation (87).
Proof of Theorem 90. Let A = B = {1, . . . , p}. As discussed in Remark 85, the map
♯ : H∗(Σp)⊗H∗(Σp) −−→ H∗(Σpp)
is induced by the composite
ΣA × ΣB −−→ ΣBA
≈
−−→ Σpp (91)
where the first map is the evident homomorphism and the second is induced by an
identification of BA with {1, . . . , pp}. Recall that π denotes the cyclic group of order p,
and that we have fixed an inclusion π →֒ Σp = ΣA = ΣB giving a free and transitive
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action of π on A and B. Let us write i for this inclusion. We will analyze (91) by
decomposing BA into (π × π)-orbits under the action given by the composite
π × π
i×i
−−−→ ΣA × ΣB −−→ ΣBA .
In formulas, the (π × π)-action on BA is given by
(g, h) · (ba)a∈A =
(
h(bg−1a)
)
a∈A
for (g, h) ∈ π × π and (ba)a∈A ∈ B
A.
Suppose (ba)a∈A ∈ B
A belongs to a non-free (π × π)-orbit. Then(
h0
(
bg−1
0
a
))
a∈A
=
(
ba
)
a∈A
(92)
for some non-identity element (g0, h0) ∈ π×π. If h0 = e, then g0 6= e by the assumption
that (g0, h0) is not the identity element, and if h0 6= e, it is necessary to have g0 6= e
for (92) to hold. Thus in either case g0 6= e, so that g0 generates π. The stabilizer of
(ba)a∈A contains the subgroup 〈(g0, h0)〉 ≤ π × π, which by the above analysis is equal
to the graph
Γ(φ) = {(g, φ(g)) | g ∈ π} ≤ π × π
of the homomorphism φ : π → π characterized by φ(g0) = h0. Moreover, since (e, h) for
h 6= e acts nontrivially on (ba)a∈A, the stabilizer of (ba)a∈A is not all of π × π, and we
may conclude that the stabilizer of (ba)a∈A is precisely Γ(φ).
Since π× π is abelian, stabilizers of elements are constant along orbits. Thus, writing
S for the set of non-free orbits in the (π × π)-action on BA, we have a well-defined map
Φ: S −−→ Hom(π, π)
sending the orbit of an element (ba)a∈A to the homomorphism φ : π → π such that the
stabilizer of (ba)a∈A is Γ(φ). Notice that given φ : π → π, the elements (ba)a∈A ∈ B
A
whose stabilizer is Γ(φ) are precisely the φ-equivariant maps A→ B. As for any φ there
exists a φ-equivariant map A→ B, the map Φ is surjective; and as any two φ-equivariant
maps A → B are related by the action of an element of the form (e, h) ∈ π × π, the
map Φ is injective. Thus Φ is a bijection. We conclude that as a (π × π)-set, BA is
isomorphic to the disjoint union of the (π× π)-sets (π × π)/Γ(φ) for φ ∈ Hom(π, π) and
a number of copies of the free (π× π)-set (π× π)/1. For n ∈ Z, write φn : π → π for the
homomorphism g 7→ gn. Then φn = φm if n ≡ m mod p, and we have
Hom(π, π) = {φn | n ∈ Z/p}.
Counting points, we conclude that the number of copies of (π × π)/1 occurring in BA is
pp−2 − 1.
As a (π × π)-set, (π × π)/1 is isomorphic to the one given by the composite
α : π × π
i×i
−−−→ Σp × Σp
◦
−−→ Σp2 ,
where the last map is the one inducing the ◦-product on homology, while (π × π)/Γ(φn)
is isomorphic to the one given by the composite
βn : π × π
sn−−−→ π
i
−−→ Σp
where sn is the homomorphism (g, h) 7→ g
−nh. Thus the composite
π × π
i×i
−−−→ ΣA × ΣB −−→ ΣBA
≈
−−→ Σpp (93)
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of i× i and (91) agrees, up to conjugacy, with the composite
π × π
∆
// (π × π)× (π × π)p
α×
∏p−1
c=0 β−c
// Σp2 × Σ
p
p
∆×1
// Σp
p−2−1
p2
× Σpp
·
// Σpp
(94)
where the last map is the one inducing iterated ·-product on homology.
We now aim to understand the map induced by the composite (94) on homology. For
ǫ ∈ {0, 1}, let
eǫ(s) =
∑
k≥0
e2k+ǫs
k ∈ H∗(π)JsK
and observe that i∗(e
ǫ(s)) = E˜ǫ(s) ∈ H∗(Σp)JsK. [When p = 2, let e
0(s) =
∑
k≥0 eks
k
and observe that i∗(e
0(s)) = E0(s) ∈ H∗(Σ2)JsK.] For c ∈ Z, the map induced by β−c on
homology is given by
eǫ1(s)⊗ eǫ2(t) 7−→
{
0 if ǫ1 = ǫ2 = 1
cǫ1E˜ǫ1+ǫ2(cs+ t) otherwise
while the map induced by α is given by
eǫ1(s)⊗ eǫ2(t) 7−→ E˜ǫ1(s) ◦ E˜ǫ2(t).
Moreover, the composite
Σp2
∆
−−→ Σp
p−2−1
p2
·
−−→ Σpp−p2
induces on homology the map r 7→ [pp−2− 1] ◦ r. Finally, on homology, the map induced
by the diagonal map
∆: π × π −−→ (π × π)× (π × π)p (95)
satisfies
e0(s)⊗ e0(t) 7−→ (e0(s)⊗ e0(t))⊗
p−1⊗
c=0
(e0(s)⊗ e0(t))
e0(s)⊗ e1(t) 7−→
(
(e0(s)⊗ e1(t)) ⊗
⊗p−1
c=0(e
0(s)⊗ e0(t))
+(e0(s)⊗ e0(t)) ⊗
∑p−1
k=0
⊗p−1
c=0(e
0(s)⊗ eδc,k(t))
)
e1(s)⊗ e0(t) 7−→
(
(e1(s)⊗ e0(t)) ⊗
⊗p−1
c=0(e
0(s)⊗ e0(t))
+(e0(s)⊗ e0(t)) ⊗
∑p−1
k=0
⊗p−1
c=0(e
δc,k(s)⊗ e0(t))
)
Equations (86), (87), (88), and (89) now follow by using the aforementioned calculations
to compute the map induced by the composite map (94) on homology, and by observing
that the map i× i in (93) induces on homology the map
eǫ1(s)⊗ eǫ2(t) 7−→ E˜ǫ1(s)⊗ E˜ǫ2(t)
[the map e0(s) ⊗ e0(t) 7→ E0(s) ⊗ E0(t) when p = 2]. Equation (90) could be proven
similarly by first working out the image of e1(s)⊗ e1(t) under the map induced by (95),
but it seems slightly simpler to derive (90) from equation (88) (or (89)) by applying the
Bockstein operation to both sides. 
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Remark 92. Suppose X is an E∞–ring space. As the subsring E of
⊕
k≥0H∗(Σk) is not
closed under the ♯-product, our statement of the “mixed Adem relations” in Theorem 86
makes use of the ◦-action of the larger ring
⊕
k≥0H∗(Σk) on H∗(X) even when r and
s belong to the subring E . Using Theorem 90 and the distributivity property (v) of
Definition 51, it would be straightforward to derive from Theorem 86 “mixed Adem
relations” for evaluating expressions of the form
Eǫm ♯ (E
δ
n ◦ x), x ∈ H∗(X),
only featuring the action of the subring E . For example, when p = 2, one obtains the
identity
E0(s) ♯ (E0(t) ◦ x) =
∑(
E0(s+ t) ◦ (E0(s) ♯ x′)
)(
E0(t) ◦ (E0(s) ♯ x′′)
)
.
Especially for odd primes, the resulting formulas are very complicated, however, and,
we feel, not as illuminating as the aforementioned ingredients for their derivation. The
simplicity of the “mixed Adem relations” of Theorem 86 is one of our main motivations
for studying the action of the larger ring
⊕
k≥0H∗(Σk).
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