to respondents and to ask how much the respondents are willing to pay in taxes or donations. Applications have covered a variety of cultural organizations, such as the national Museum of Sculpture in Valladolid, Spain (Sanz et al, 2003) , the Napoli Musei Aperti in Italy (Santagata and Signorello, 2000) , and Lincoln Cathedral in England (Pollicino and Maddison, 2001) .
Revealed preference techniques, on the other hand, look at behavioural data, usually visitors' travel behaviour. Commonly, visitors' travel distances are multiplied by a wage rate and summed as an expression of willingness to pay. Travel cost applications are less common, but examples include the Quebec Muse¨e de la Civilisation in Canada (Martin, 1994) , the historic St. Mary's City site in Maryland, United States (Poor and Smith, 2004) , and a comparison of the relative worth of multiple museums in the Netherlands (Boter et al, 2005) .
While they do address relevant issues from a (cultural) economics perspective, these studies are less helpful in guiding city planners. First, none of the previous studies mentioned distinguishes between the potentially different spatial reach of museums. The summed willingness to travel may be equal for two museums, but one may be based on a few visitors far away and the other on a large group of local residents. From a planning perspective, it is important to understand more precisely which museums have what particular function; which museums primarily serve a local or regional community; and which museums are better at attracting visitors from elsewhere. In other words, what is the distance-decay function in attractiveness when moving away from a museum? And are there particular types of museums in terms of different types of distance-decay functions?
Second, with the exception of Boter et al (2005) who use a discrete choice approach, hitherto all studies have looked only into the value of single organizations. None of the studies considers the potential interdependency between museums and their spatial context, which might lead to suboptimalization in planning and funding decisions. Museums in a city are likely to compete with each other or strengthen each other's position (such as those museums that form local clusters of museums). More indirectly, museums may even jointly contribute to the attractiveness of the city as a whole, and, vice versa, the city may contribute to the attractiveness of the museums. While these different drivers of spatial context effects are hard to separate, spatial dependence as a whole should be accounted for to assess a museum's attractiveness more accurately. Furthermore, evidence of such spatial dependence effects may serve as an important signal to city planners when not to consider particular museums in isolation.
One possibility to address such issues would be to use the approach of Fotheringham and O'Kelly (1989) which, in our case, assumes that visitors first choose a cluster of alternatives, and subsequently choose one museum within that cluster. Although this approach is attractive in that it needs only one additional coefficient to describe competition or agglomeration effects, it assumes that all alternatives in a given cluster have the same deterministic part of the utility function. Since there appears to be substantial heterogeneity of museums in a given region or country, we propose to address these issues in a more general way.
The remainder of the paper is structured as follows. First, we develop a model dealing with visitor flows from regions to museums on the basis of a reduced-form gravity model which allows for the possibility of spatial dependence between museums. We basically consider two versions of the model. The first one measures the variance between museums. The second one segments the museums in such a way that most of this variation is captured within these segments. Thereafter, we illustrate our model by using transaction data on the visiting behaviour of a large number of Dutch Museum Card holders. We conclude with a discussion.
2 Modelling the attractiveness of museums As noted above, we are interested in the number of visitors that specific museums attract over a certain distance. We focus specifically on two extensions of this problem. First, we are interested in whether the distance between museums matters. (1) Thus, do neighbouring museums display similar properties in terms of attractiveness, and to what extent? This is known as spatial autocorrelation, and is usually explained by some kind of spatial process, such as the presence of spillovers or direct linkages between the spatial units (Florax and Nijkamp, 2005) . In this case, this would mean that visitors who have visited a particular museum are more likely to visit other museums nearby. Significant spatial autocorrelation may also be caused by spatially correlated omitted variables, such as specific (local) subsidy regimes and policies, characteristics of the local population, or other amenities in the municipality. Not correcting for spatial autocorrelation might result in biased outcomes. Therefore, while the interpretation of a spatial autocorrelation parameter might be difficult, our model should correct for such effects.
Secondly, because museums usually display heterogeneous characteristics, we aim to identify homogeneous groups of museums. We expect these groups to display more or less similar behaviour in terms of the relationship, both between distance and attractiveness and with other museums close by.
To do so, first section 2.1 displays our basic model of attractiveness in the form a reduced-form gravity model. Section 2.2 continues with modelling spatial dependence and shows how to identify possible heterogeneity among museums. Finally, section 2.3 tackles this possible heterogeneity by identifying more or less homogeneous groups of museums using a finite mixture approach.
A gravity model for the attractiveness of museums
Suppose that there are M museums in a country. In reality, these museums are not uniformly distributed over space, but display clustered patterns, especially in densely populated areas. Further, suppose that there are R municipalities in this country. Some of these municipalities contain one or more museums; others do not. In such a setting we are able to define visitor flows, say y mr , to museum m (m P f1, F F F , Mg) from region r (r P f1, F F F , Rg) as the number of visitors to museum m who come from region r. As well as explaining all sorts of region-specific and museum-specific characteristics, spatial interaction theory suggests that a major determinant of these visitor flows y mr is the travel time between museum m and region r (denoted by t mr ). (2) Usually, this relationship is not linearly decreasing in time but displays some kind of nonlinearity. Often, this is captured by using some decreasing nonlinear function, such as a decreasing exponential or power function. [For a study on different specifications of distance decay functions see, eg, de Vries et al (2004).] A natural way to model these visitor flows is to use a gravity model, which in a general form can be written as: (3) y mr P
(1) Some recent references that have dealt with similar problems in a Bayesian framework are LeSage and Kelley Pace (2008) and LeSage and Llano (2006) .
(2) Note that we use time and distance here interchangeably and that time does not indicate frequency or hour of the day. The final results show that the use of distance or time does not matter greatly. For a combined space^time analysis we refer to Baker (2000) . (3) There are other approaches to model spatial dependence between destinations as well, such as the translog approach (see Lo, 1990 ) and the multinomial logit approach (see Borgers and Timmermans, 1987) . However, because we explicitly want to focus on spatial autocorrelation as well as on heterogeneity on an aggregate level, a gravity model seems to be most appropriate. For an individual multinomial logit model that focuses only on heterogeneity amongst the destinations we refer to Boter et al (2005) .
where b 1 and b 2 are parameters to be estimated; P m and P r are the total visitors to museum m and those who come from region r, respectively; and f(t mr ) denotes a general form of a distance-decay function. We here assume a negative power distance-decay function, and, under the assumption that the visitor flows are imperfectly measured, we may rewrite our gravity model (1) as:
where d is hypothesized to be negative; and e denotes the error component. Note that additional exogenous variables can be easily added by incorporating a term X mr b X in equation (2), where X mr can be any set of region-specific or museumspecific characteristics. This then results in an extended gravity model. [For further details on gravity models, we refer to Fotheringham and O'Kelly (1989) and Linders (2006) .] In gravity models, the flow variable y mr often displays a large number of zeros (conditional on the spatial scale of the regions). This is essentially a measurement error: because demand in region r for museum m may be very low, the market share may be measured as zero, although it is in fact small, but positive. However, the lefthand side of equation (2) is undefined when visitor flows are zero. Moreover, the logarithmic transformation causes a bias, because the expectation of the logarithm is not equal to the logarithm of the expectation. Sen and Soot (1981) report an elegant way to solve both problems by assuming that ö in our case ö museum visits follow a Poisson distribution. Then, from a Taylor approximation around E[y mr ], they show that E[ ln (y mr 1 2 )] % ln [E(y mr )] (see also de Vries et al, 2004) . Thus, adding one half to the observed flows of museum visits reduces the bias and tackles the problem of zero flows.
The errors (e) are assumed to be normally distributed. Obviously, it is rather probable that the errors of specific groups of museums are correlated, because they are likely to include museum-specific effects that may be related to size, exposition, focus, geographical location, etc. To allow for such an effect we first adopt an error-component approach. More specifically, we assume that the error is the sum of a museum-specific component (m) and an independently distributed term (n): e mr m m n mr . Basically, m m captures the effect of unobserved museum characteristics, and n mr represents measurement errors of the natural logarithm of visitor flows. Both error terms are assumed to be normally distributed. (4) Note that this means that s 2 s 2 m s 2 n .
Spatial dependence between museums
If visitor flows to museums are spatially correlated ö that is, museums close to each other display correlated behaviour in attracting visitorsö then it is very likely that the error term, e, and the vector of visitor flows, ln y, are correlated. The econometric model introduced in the previous section does not take such spatial dependence into account. If it is nevertheless present, regression yields biased results. We therefore now extend the model so as to be able to take this spatial dependence into account.
To do so, we introduce a spatial lag into the model. More specifically, we assume that visitor flows to museums A and B are related in a way relative to the inverse distance, 1ad AB , between museums A and B. Doing this for all museums 1, F F F , M, (4) Ideally, one would like to introduce another error term (that is, between regions) to capture the measurement error in the flow of visits. However, for reasons of focus and clarity, we omit this extension.
we end up with an inverse distance matrix W M with size M Â M and with zeros on the diagonal. Using the assumed distribution of equation (2) for visitor flows to all museums 1, F F F , M from region r yields the following spatial lag model:
where the parameter vector is now h (l, b, d, s m , s n ) T , with the parameters for the error components included, where l denotes the strength and nature of the spatial correlation between museums, and where superscript T denotes the matrix transpose. If l is positive, visitor flows to neighbouring museums display similar patterns, which might point to clustering or spillover processes or point to spatially correlated omitted variables, as explained above. Conversely, a negative l indicates that visitor flows to neighbouring museums are negatively correlated, which might indicate competition effects.
To capture museum visitor flows from all regions, we use specification (3) R times, resulting in the following expression:
where the sizes of ln y, P m , P r , t, and e are RM Â 1. Here, I R denotes the identity matrix with size R Â R; is the Kronecker product; and A I N À lW M . Following a spatiotemporal approach as in Baltagi et al (2003) , we order our observations with r being the slow running index and m the fast running index, that is,
The error term, e, can now be rewritten as in Anselin (1988) :
with i R a vector of 1s with its index indicating its order. Now the error structure (5) resembles an error component model. Note that the additional error component is observed along the slow running index, r, whichöin combination with a spatial lag modelöcreates a full variance^covariance matrix with size RM Â RMöthat, under the assumptions made above, takes the following form:
which yields the following log-likelihood function, apart from a constant:
with
Although W has a rather simple structure, its sheer size (RM Â RM) often makes its inverse and determinant incomputable. Therefore, we adopt a classical trick from Wansbeek and Kapteyn (1982) . First, let J be a square of 1s, its index indicating its order, and let o be s 2 m as 2 n . Subsequently, define " J R J R aR and " J M J M aM. Note that these matrices are idempotent. Finally, define the following centring operator C I À " J, where the corresponding index indicates its order.
We can now rewrite the covariance matrix as:
( 1 0 ) where n i and M i are shorthand notations. Basically, equation (10) is a spectral decomposition, with n i as the eigenvectors, as M i are mutually orthogonal, symmetric idempotent, and sum up to the unit matrix. This leads us to the very useful result that W a 4 i 1 n a i M i , or:
( 1 1 ) which immediately follows from the properties of the M i matrices. Finally, the determinant can be calculated as:
or, using equation (10):
( 1 2 ) which leaves us with the complete (and computable) likelihood.
Creating homogeneous groups of museums
We introduce a final complication into our model. Specification (4) is still restrictive, in that it assumes that the parameters explaining the flows of visitors are equal for all museums. In other words, equation (2) assumes that, conditional on the size of museums and regions, and on the distance between them, all museums more or less behave similarly in the attraction of visitors. It is, however, conceivable that for some types of museums the effect of distance or of the total number of visitors is different than for others. Indeed, this seems probable, given the wide range in types of museums in our dataset, such as art, artisan, technical, maritime, or (natural) history museums, in addition to the particular function of the museums, their location, and their success in attracting subsidies. We will allow for this possibility by adopting a latent class approach as introduced by Dempster et al (1977) . Therefore, we divide our population of museums into an, a priori unknown, number of different subpopulations of museums. Thus, assume that observations on ln y arise from a population that is a mixture of S segments in proportions p 1 , F F F , p S , where we do not know in advance from which segment observations on ln y arise. Then, the unconditional density function of the vector of (logarithmic) visitor flows ln y as expressed in specification (4) can now be decomposed into its various segments as follows:
where the vector of parameters is now denoted for each segment s as
( 1 4 ) In this case, the distance-decay, museum-specific, and spatial-dependence parameters are assumed to be segment specific, whereas the variance term is assumed to be common to all segments. Instead of merely measuring, we want to explain the variation between museums. Therefore, from now on, we drop the specific museum error term, s m . Note that different forms of segmentation are possible. It is even possible to make all parameters segment specific.
To estimate the log likelihood of (13), we apply the expectation maximization (EM) algorithm, made popular by the seminal contribution of Dempster et al (1977) . The EM algorithm was originally constructed to deal with missing observations and proceeds as follows. [For a more elaborate and detailed description, see Wedel and Kamakura (2000) .] First, introduce unobserved data, z ms , indicating whether observation vector y m (y ms ) on museum m belongs to segment s. That is, z ms 1 if m comes from segment s, and z ms 0 otherwise. The z ms are assumed to be distributed as follows:
where z m (z m1 , F F F , z mS ) T . Now denote the matrix (z 1 , F F F , z M ) by Z, and the vector f m as the conditional distribution of ln y m , given z m . With z s considered as missing data, the complete log-likelihood function can be formed as follows:
( 1 6 ) In the E step, we first estimate the segment probabilities for each museum (see Leisch, 2004) . Thus, the probability that museum m belongs to segment s is:
This means that all z ms are evaluated at current parameter estimates and can be inputed in the log likelihood of equation (16).
The M step now consists of estimating the parameter vector h s for each segment s. First, the probabilities for each segment are derived as:
( 1 8 ) Secondly, inserting p s enables the estimation of the complete log likelihood of equation (16) by conventional maximum-likelihood procedures. The E and M steps are repeated until the log likelihood of equation (16) stops improving.
The actual number of segments is a priori unknown and must be inferred from the data. To this end we may use information criteria, which balance the increase in fit against the larger number of segments öand thus more parameters öused. Basically, these criteria impose a penalty on the likelihood, which is related to the number of parameters estimated: C À2 ln L Pr. Here, P is the number of parameters estimated, and r is some constant, reflecting the penalty imposed on the likelihood. For our purposes, we use the common information criterion: namely, the Bayesian information criterion (BIC), where r ln N, with N being the number of observations. Note that this criterion penalizes the use of additional parameters.
The next section illustrates the model described above with an application. It first describes the data and then gives the results for both the (unsegmented) spatial error component model as in equation (4) and the fully segmented spatial model as in equation (16).
Empirical results

Data
The basis of our dataset is the transaction data of Dutch National Museum Card holders constructed and used by Boter et al (2005) . This Museum Card is an important tool in promoting museum attendance in the Netherlands. In return for an annual fee of 25 for adults or 12.50 for anyone younger than 26 years, card holders get free access to almost all museums in the Netherlands; the only remaining cost per visit being the cost of travelling. In the Netherlands 334 institutions are officially recognized as museums and are members of the Dutch Museum Association (figures for 2001). One large museum does not give free access for museum card holders: the Kro« ller-Mu« ller Museum, situated in the Hoge Veluwe National Park in the centre of the Netherlands and particularly well known for its large collection of Van Gogh paintings. At the 150 largest participating museums, card-holder visits are logged electronically. These data are collected and stored on a central server to aid reimbursement to the museums. The dataset provided by the organization contains information about customer number, type of card (youth or adult), the museum, the data and time of the visit, and the zip codes of both museum and visitor. We combined it with a GIS database that contains travel time by road for every zip code combination in the Netherlands, in order to add travel time to each recorded visit. (5) Similar to Boter et al (2005), we use the visits of one full year (2002) to exclude seasonal effects on demand. Also, museums with missing data or that faced incidental closure were excluded. The remaining 108 museums offer a representative variety size, type of collection, and location, although they are by far the largest and most important museums in the Netherlands (using total visitor figures of 2001, our sample of museums represents 79% of card-holder visits and 73% of total visits to all participating and nonparticipating museums).
To capture visitor flows, we calculate the aggregate visitor flows to the 108 museums from each of the 496 municipalities in the Netherlands. Thus, our full dataset comprises 53 568 observations on visitor flows to museums. However, as table 1 shows, most of these visitor flows are zero (about 60%). This is a direct consequence of the small size of some of the Dutch municipalities and some of the museums in our dataset. So, most of the (smaller) museums are never visited by residents with a Museum Card of small municipalities within one year.
On the other hand, the size of the dataset has the distinct advantage that it captures a wide range of different museums, regions, competitive situations, and travel distances. As table 1 shows, on average, 717 citizens from each municipality are recorded as having visited a museum in 2002. A preliminary analysis of the dataset reveals that, within the average observed travel time of 44.19 minutes, the average card (5) As one referee remarked correctly; if non-card-holders visit local museums less frequently than card holders, then the distance-decay parameters are likely to be overestimated when applied to the total population. holder has 29 out of 108 museums to choose from. This implies that the majority of the card holders had a number of museums to choose from within a reasonable distance and the museums visited are therefore likely to reflect a real utility to the card holder. However, some complications have to be taken into account. The model assumes that observed museum visits are the result of trips that have a museum visit as their singleöor at least the most importantöpurpose, so that total travel costs can indeed be regarded as (part of ) the price of this visit. On the other hand, as Boter et al (2005) argue, museum visits may be combined with other visits. Thus, museum's attractiveness would be obscured by the attractiveness of the particular city in which the museum is located. Therefore, we also need to take the overall attractiveness of a city (for all kinds of leisure activities) into account.
Implementation
To reduce the bias created by the logarithmic transformation and to remove the zero flows of museum visits, we transform the endogenous variable by adding a half to each flow of visits, as discussed in section 2.1.
We also have to make some implementational choices for the exogenous variables, especially for the museum and region`size' variables: P m and P r . If they were exogenous, we could just use the total observed visits to each museum m and those from each region r. However, because these are in part caused by the sum of the flows of museum visits, y mr , there is an endogeneity problem.
We can solve the problem of measuring the`size' of the region by using the total number of inhabitants of a region as a measure for the number of potential museum card holders. For the size of museums, however, not many suitable measurements are readily available. (6) Therefore, we use the total visits to each museum in the year before, that is, 2001. These might be argued to be exogenous, although, usually, there is a large correlation between the number of museum visits in successive years.
To account as much as possible in the specification for the variety in museums, we add four museum-type dummies: arts, cultural history, natural history, and transport and technical. Finally, we include a variable that measures the attractiveness of the municipality in which the museum is located. This variable is constructed by adding the number of all cultural facilities, shops, bars, restaurants, and houses built before 1900 within a city. This variable is then divided by the size (in hectares) of the municipality in order to obtain a density of attractiveness. This results in an attractiveness variable that is highest in the largest Dutch cities (Amsterdam, Utrecht, and Groningen) and in some smaller cities (Haarlem, Leiden, Maastricht). For a further discussion of this variable, we refer to Hilferink and Rietveld (1999) . This concludes our specification. The following section 3.3 deals with the results concerning both the unsegmented and the segmented case.
Estimation results
As a baseline model, we first estimate the`ordinary' gravity specification (2). To capture spatial dependence, we subsequently estimate the log likelihood of the spatial model (8) with and without the additional error component m (ECM). Finally, we estimate the log likelihood of the mixture model (16) for an increasing number of segments in order to explain the specific variation in visits between museums until the information criteria show that the mode is able to correct sufficiently (6) Ideally, one wants a measure of the size of a museum, such as the number of square metres or the number of exhibits. Unfortunately, those measurements do not exist or are very unreliable.
for heterogeneity. Theoretically, this means that the variances of the ECM model and the mixture model should be comparable. Table 2 presents the estimation results for the nonsegmented case, both for the nonspatial (the`ordinary' gravity specification) and the spatial case (with and without the museum-specific error component term, s m ), by applying the ECM model as in specification (8). Table 2 clearly shows that there is considerable variation in parameter values between the three models. Most notably, the nonspatial model attributes rather high values to the total museum visits from the previous year and the total number of inhabitants within a city, while the distance-decay parameter is large and negative. These values decrease substantially when correcting for spatial dependence. This positive correlation between spatial dependence and the distance-decay parameter has already been documented by Curry (1972) . Not surprisingly, a large amount of the variation can be attributed to the differences between museums, as the spatial ECM model shows. Because the drops in the log likelihoods are very significant between the three models, the last model (spatial ECM) is our preferred one.
The gravity model and spatial dependence
Because the visitor flows and distance variables are specified as logarithmic transformations the coefficient may be considered as an elasticity. Thus, a 1% increase in travel distance causes a 0.3% decrease in museum visits. This elasticity seems to be highly significant, although it is considerably smaller than measured by the nonspatial model. Thus, visitor flows are determined largely by the distance between the museum and residential locationöbut for a correct measurement it is essential to take spatial autocorrelation into account.
The final coefficients all conform to expectations, although the coefficients for the impact of the size of museums are smaller than in more traditional gravity model applications, such as the modelling of trade flowsöeven when taking into account that we use only unidirectional flows. If a museum is an arts museum, it will attract the largest number of visitors. The category of museum types left out comprises some general history museums, maritime museums, and`other' museums. This remaining group of museum types seems to attract more visitors than natural and cultural history museums and technical museums. When taking into account spatial dependence and the heterogeneity of museums, the attractivity of a municipality increases significantly. This is probably caused by different behaviour between groups of museums. Some museums might benefit from an attractive city centre, while others might experience some competition from it. Moreover, some museums display large temporal fluctuations in the number of visitors, due to temporary exhibitions. Therefore, to research (spatial) differences in the attractiveness of museums, it is necessary to account as much as possible for differences between museums. The next section, 3.3.2, does so specifically by implementing a finite mixture model.
Finite mixture modelling with spatial dependence
The traditional approach is to expand the number of segments until the log likelihood and the information criteria stop improving. To that end, we specifically use the BIC. Because we want to explain the variation between museums, we leave the specific museum error component (m) out of the analysis Figure 1 shows the change in the BIC when increasing the number of segments. Clearly, after about five segments the BIC flattens out. Moreover, the variance of a model with five segments is rather close to the variance measured by the error component model in table 2. Actually, the variance is even slightly lower. This indicates that the variance which might be attributed to museums can be sufficiently captured by using a relatively small number of segments. (7) Thus, five segments seem to be adequate to explain most variation between museums without adding too many variables.
The top half of table 3 presents the results of an estimation with five segments. Obviously, there is a large variation present between the segments in the distance and spatial dependence parametersöjust as the spatial ECM model predicted. Figure 1 . Bayesian information criterion (BIC) and sigma over increasing number of segments.
(7) Actually, the log likelihood and the information criteria do not stop decreasing. This is because we have a large number of observations. Note that we segment over 108 museums, but that each museum has 496 observations. This also means that we cannot use too many segments, because the museum-specific parameters then might become perfectly correlatedöespecially if some segments contain only a few museums.
The distance-decay parameter, varying from À0X13 to À0X52, indicates that some museums draw visitors more locally, while others have a more nationwide`pool' of visitors. The spatial dependence parameter shows that there is considerable positive spatial dependence between museum visitor flows. Table A1 in the appendix lists typical museums in each segment. The lower half of table 3 reports on some of the characteristics of each segment, derived post hoc. Furthermore, we calculated the visits in percentages to each segment for each municipality in the Netherlands. These percentages, together with the estimated posterior probabilities of the museum, are depicted in figure 2. On the basis of the figures above, the estimation results, and post hoc descriptives, we may finally characterize the five segments as follows: Segment 1 comprises the largest museums (11 451 visits on average), with a traditional 17th-century to 19th-century arts and cultural history profile. In addition to size and genre profile, most of these museums also featured a blockbuster exhibition in the year of our dataset. For instance, the Royal Palace Het Loo (Apeldoorn) captured popular sentiment surrounding the royal wedding of the crown prince of the Netherlands at the beginning of that year, with an exhibition of the wedding dresses of four queens past and present. Other large exhibitions, such as``Glamour of the Tsars'' in the St. Catherine's Convent (Utrecht), similarly drew large numbers of people. These exhibitions may in part also explain the higher percentage of repeat visits (20.7% of the visits) that year. These museums benefit the most from the attractiveness of the municipality they are located in, as well as from other museums [the spatial dependence parameter (l s ) is the largest of all five segments]. Segment 2 consists of all other museums that, regardless of genre profile, are large and well known: ranging from the Van Gogh Museum (Amsterdam) to the Dutch Railway Museum (Utrecht). With 5147 visits on average per museum, this segment constitutes a good third of all card-holder visits (118 378 of the 346 978 visits in total). These museums, too, will likely have featured some exhibitions in addition to their regular displays. A relatively strong distance decay (ln t s 0X41) and low average travel time (38.3 minutes), however, suggest a more regional function than segment 1; it is primarily drawing its visitors from the metropolitan area of the Randstad, in which most are situated. While for these museums a location in such densely populated areas seems ideal (ln P r 0X22), they also seem prone to competition of the attractive (other) features that these large cities may have for their inhabitants (À1X64). Segment 3 lacks famous names such as the Van Gogh Museum in segment 2. While also substantially smaller in size (1932 visits per museum on average), these museums share a similar pattern with segment 2 in the low average travel time of visitors (36.0 minutes) and strong competition with other features in the city of location (À1X50). However, in serving their own region, they seem better at attracting a steady flow of visits over the years (ln P m 0X29). In addition to a few historic museums in the Randstad, this group of small museums includes many castles and historic homes (eg, Castle Loevestein, Muiderslot, Castle Groeneveld, Castle Huis Doorn), set in more rural, but easily accessible areas in the centre of the Netherlands (Randstad). Segment 4 stands out by its strong emphasis on cultural history (60.2%). Typical museums in this segment comprise smaller municipality and maritime museums. As may be witnessed in the relatively high average travel time per museum (51.9 minutes), the higher percentage of visits during school holidays (34.2%), and their location in recreational areas outside the Randstad, these museums likely serve as a typical tourist attraction. Moreover, museums in this segment seem to be hampered relatively less by the attractiveness of the municipality (À1X03), but benefit less as well from other museums nearby (l s 0X64). Together with the small number of repeat visits, this points again to the more touristic purpose of these museums. Segment 5 represents the smallest museums in number of visitors (529 card-holder visits on average), scattered across the country. Like segment 4, this segment, too, lists a substantial number of Cultural History museums. Here, however, it particularly refers to themes of general (hobby) interest rather than (local) history, such as a`school museum', a`bakery museum', a`clockwork museum', or a`mill museum'. Second, compared with other segments, this segment shows a strong emphasis on natural history (21.6%), such as the`Nature Museum, Groningen',`Fries Nature Museum', Nature Museum Rotterdam', etc. All museums in this segment can be considered (particularly) educational in value and perhaps therefore seem better at attracting a younger audience (16.7% youth card holders), in addition to attracting incidental visitors from all over the country (ln t s 0X13). While municipal attractiveness, as defined by the number of historic houses, pubs and restaurants, retail and cultural amenities negatively affects museums of both segment 4 and 5, this segment seems far less affected (À0X39).
Discussion
Museums have an important role both in serving local inhabitants as leisure-time amenities and in attracting visitors from elsewhere. From a planning perspective, it is therefore important to understand which of these roles each museum may have, as well as the relationships between museums located near to each other. The first issue concerns the potential differences in the spatial reach of museums. The second relates to spatial effects, such as competition or synergy effects generated by museums nearby. In this paper we have attempted to shed some light on both issues by estimating several models. Starting with the familiar reduced-form gravity equation, we proposed several modifications to capture the heterogeneity of museums, as well as spatial relationships. We showed that these modifications make a substantial contribution in capturing both heterogeneity and spatial relationships.
Our empirical application uses an extensive database on the museum visiting behaviour of Dutch Museum Card holders. The basic specification of our gravity equation indicates substantial differences in the attractiveness of museum types, with art museums apparently being the most popular ones. Moreover, we found a strong distance-decay effect: a 1% increase in travel time implies a 0.6% decrease in the number of visitors.
The first extension of the basic model we considered was the introduction of a spatial lag to account for spatial context effects. This spatial lag turned out to be very significant and highly positive, which might point to agglomeration or spillover effects (or the presence of unobserved spatial heterogeneity in the nonspatial model). For instance, the presence of a number of museums in a city may strengthen each other's position. More indirectly, a group of museums in a city may also jointly contribute to the attractiveness of the city as a whole, and, vice versa, the city may contribute to the attractiveness of the museums. While these different drivers of spatial context effects are hard to separate, accounting for spatial dependence may provide a more accurate explanation of a muesum's attractiveness. We do indeed find positive and strongly significant spatial-lag parameters. Such evidence of spatial context effects should serve as an important warning to city planners not to consider particular museums in isolation.
The second extension of the model concerns the heterogeneity of museums. Museums may differ from each other in ways not adequately reflected in the available data. While particularly relevant to our dataset, which only distinguishes a limited number of museums genres, the issue is a general one. Some museums are more attractive to visitors than others for reasons that are difficult to measure or quantify. Often, these differences in attractiveness manifest themselves for all groups of visitors in more or less the same way. This motivates the inclusion of a museum-specific component of attractiveness in the gravity equation. Since we cannot relate it to measured characteristics of the museums, we included this museum-specific factor into the error term as a specific error component that is common for the flows of visitors to the museum from every destination. This extension of the model resulted in a substantial increase of the log likelihood. Indeed, the increase was much larger than with the introduction of the spatial lag. Apparently, there is considerable heterogeneity in the attractiveness of Dutch museums. This conclusion is perhaps not too surprising, but its importance must nevertheless be stressed. Planning a museum on the basis of the average number of visitors to museums with different characteristics can lead to serious mistakes, even if attention is restricted to the largest museums of a country like the Netherlands.
To analyze the heterogeneity of museums further, we investigated the presence of a number ofömore or less homogeneous and a priori unknown ösegments of museums. In this version of the model we still allowed for a spatial lag, but we abandoned the museum-specific error component. Instead, we allowed the parameters of the gravity equation, such as the distanced-decay parameter, to differ between the segments. The estimation results suggested that five segments (as discussed in the previous section) of museums can be distinguished in our data. It appeared indeed to be the case that museums differ substantially in their spatial reach. Although popular beliefs holds that large museums attract visitors over large distances (Frey, 1998) , our results show that, when accounting for spatial dependence, this does not hold. Firstly, segment 2, which includes some of the larger museums in the Netherlands, particularly seem to serve a more local function and, secondly, segment 1, which includes the largest museums in the Netherlands, does not attract visitors from a longer distance than, for example, the museums in segment 4, which serve more as a tourist attraction. One possible explanation of this somewhat surprising finding is a relationship between the location of households interested in these museums and the museums themselves. For instance, Dutch residents who are interested in the Rijksmuseum tend to be located close to Amsterdam.
The error component and finite mixture models both confirm our conjecture that heterogeneity of museums is of considerable importance, but both models do so in different ways. The error component model merely measures the amount of heterogeneity present, whereas the finite mixture model actually models the heterogeneity by assigning the museums to different segments on the basis of their characteristics.
The findings of the present paper stress the importance of the careful modelling of the attractiveness of museums. It is important to account for observed and unobserved differences in museum valuations by visitors. We found substantial differences in attractiveness in the parameters of the gravity model. Moreover, the spatial interactions between museums are important and appear to differ between classes of museums. All this suggests that the planning of museums on the basis of general relationships can lead to seriously misleading results. The effects of opening (or closing) a particular museum depend to a considerable extent on the specific characteristics of that museum and the visitors it attracts, as well as on the spatial context. Finally, we would like to recall that our analysis refers only to Dutch visitors, whereas some of the largest museums have an international reputation and are probably able to attract foreigners to the Netherlands. It is probable that heterogeneity and spatial effects are as important for international visitors as they are for Dutch inhabitants. It would therefore certainly be of interest to apply the techniques used in the present paper to this group as well.
