Gain-cost quantised, fixed but arbitrarily programmable rate discrete cosine transformed ( D C T ) video codecs, vector-quantised (VQ) and quad-tree (QT) coding algorithms are proposed and their video quality, complexity, compression ratio and error resilience trade-offs are comparatively analysed under identical conditions. O u r candidate codecs are compared to the standard H261 and M:PEG2 benchmark codecs. The proposed codecs facilitate wireless videophony for quarter c o m m o n intermediate format (QCIF) video sequences scanned at 10 frames/s at rates around 10 kbps in second-generation mobile systems.
B A C K G R O U N D
Most video sequence codecs typically rely on exploiting both temporal and spatial redundancy inherent in the source signal. If there is an increased motion activity in the video scene encoded, conventional codecs ususally generate a higher number of bits and rely on the transmission system's ability to accommodate a variable bitrate. This may be possible in third-generation wireless systems, but existing systems, such as the Pan-European GSM, the Japanese PDC or the American IS-54 and IS-95 schemes impose a fixed bitrate constraint. In this contribution we report on the findings of a research project, comparing a range of 176x144 pixel head-and-shoulder Quarter Common Intermediate Format (QCIF) video codecs specially designed for videotelephony over existing and future mobile radio speech systems [l, 2, 31. These codecs were contrived to operate at a framerate of 10 frames/s and at bitrates around 10 kbits/s (kbps).
The outline of the paper is as follows. Section 2 describes the gain-cost quantised motion compensation principle employed, which is followed by the portrayal of the discrete cosine transformed (DCT) video codec investigated. Section 4 highlights the features of the proposed vectorquantised (VQ) and quad-tree (QT) coded schemes, while Section 5 concludes our discussions. the optimum search window size in terms of overall entropy reduction is between 2 x 2 and 3 x 3 pels, while the adequate number of active motion vectors is below 100 in case of QCIF images. When using more active MVs in our fixedrate codecs, the number of bits assigned to their encoding will reduce the number of bits available for the encoding of the MCER. Returning to Figure 1 , constrained by the fixed birate, the intra-frame mode is based on simply transmitting the coarse block-averages, in order to support the operation of the inter-frame mode [l] . The incoming video sequence is then motion compensated in the MC block and the resulting MCER is encoded using DCT-, VQ-or QT-based compression [l, 2, 31. The active / passive decisions carried out during both the MC and MCER encoding stages are cost gain controlled within the allocated constant, but programmable bit rate budget. The optional table compression algorithm printed in broken lines in Figure 1 will be described at a later stage in the next Section, and it is incorporated in order to reduce the amount of redundancy associated with the transmission of the 396-entry motion-and DCT-activity tables. Finally, a partial forced update (PFU) algorithm [l] is included in order to ensure that a realignment of the encoder's and decoder's reconstructed buffers becomes possible, while operating under high error-rate channel conditions. In the forthcoming Sections we will detail the role of each block in Figure 1 . 
Active / Passive Table Compression
The adaptive bitrate control algorithm of Figure 1 selects the specific number of most efficient MVs according to the available bitrate budget. The remaining MVs are set to zero, before subtracting the current motion translated reconstructed block from the incoming one, which corresponds to simple frame differencing. As mentioned, the conceptually simplest solution to convey the motion-and DCTactivity information would be to transmit a nine-bit address along with every active block of the 396-block QCIF frame. Assuming for example a total of 50+50=100 motion-and DCT active blocks, 900 bits/frame would be necessary only to identify their locations, which would nearly exhaust the targeted bitrate budget without encoding the MCER. The channel capacity requirement of this scheme is represented by the 'No Tables' curve in Figure 4 . As alluded to before, it is a more convenient approach to establish an active / passive table, containing for each of the 396 blocks a one bit flag marking the corresponding block either as 'active' or 'passive'. In this case the total number of bits conveying the active / passive block information for a whole frame is 396, irrespective of the actual motion-or DCT-activity. The bitrate requirement of this scenario is characterised by the 'Fixed Table' legend in Figure 4 . The coding efficiency of the above scenario can be further improved bearing in mind that the relative frequency of active blocks for very low bit rate applications is usually below 15 %, in which case most of the entries of the active / passive table will be marked as 'zero'. This implies predictability or redundancy, which can be removed by run length or entropy encoding. Hence we decided to scan a certain number of the activity flag bits from left-to-right and topto-bottom into symbols, which we then Huffman encoded. We found that the optimum number of bits per symbol was around five. This bit to symbol conversion exploits most of the latent redundancy inherent in the bit-by-bit representation, while preventing US from optimising the code words of the symbol-based Huffman codec for a certain activity rate. The 'Active/Passive Table compressed' curve of Figure 4 shows the required bitrate of this technique.
However, this technique does not exploit the fact that increased motion activity often covers a group of several blocks rather than a single block. Therefore we further developed the above approach, such that the motion activity flags were grouped into two-by-two blocks, covering four original 8x8 pixel blocks. For those groups that did contain active motion flags, we assigned a four-bit activity symbol, reflecting its activity-flag contents. These symbols were then Huffman coded. This concept of only transmitting information regarding those groups of vectors which were active required a second active / passive (A/P) table. This second table reflected, which of the grouped motion activity flags were active. It contained 396/4 = 99 entries, which we again packetised to three entries per symbol, a value that was found to guarantee best coding efficiency, and Huffman encoded. This method was found superior to the previous technique, in particular, when the proportion of active blocks was constrained to below 10% or 40 blocks per frame, as demonstrated by the 'Two-way compression for A/P Table' curve of Figure 4 . Observe in the Figure that for example at 50 active blocks less than 250 bits is required to convey the A/P block information for the whole frame, corresponding to a total of less than 500 bits for motionand DCT-activity.
The Gain/Cost Controlled Inter Frame Codec
For the sake of best coding efficiency, the motion detector stores the best motion vector for each of the 396 blocks as well as the corresponding motion compensation gain. Now the bit rate control unit marks inefficient motion vectors as passive and determines the corresponding active / passive tables as described in Section 2.2 and computes the resulting overall bit rate requirement for the MVs. The codec then estimates how many encoded MVs can be accommodated by the available bit rate budget and relegates some of the active motion vectors to the motion passive class. Then the bit rate requirement is updated and compared to the bit rate limit. This de-activation of motion vectors continues until we reach a predetermined maximum bit rate for the MC. Finally, motion compensation takes place for the motion active blocks, while for the passive blocks simple frame differencing is applied.
DCTCODECS
The MCER is passed on to the 'cost-gain motivated' DCT [l] , QT [2] or VQ [3] scheme, which follow the philosophy of the cost-gain quantised MC scheme. In the DCT-codec each block is transformed to the frequency domain, quantised and then transformed back to the time domain in order to assess the potential benefit of the DCT coding in terms of overall Peak Signal-to-Noise Ratio (PSNR) or mean squared error (mse) contribution. Four DCT-quantisers were trained and each is tentatively invoked in order to evaluate their mse performance. Now, the bit rate control unit determines the number of available bits for the DCT codec, remaining from the total budget for the frame after reserving the required capacity for PFU, MC and the so-called frame alignment word (FAW). Again, the active / passive (A/P) DCT tables are determined and blocks attaining low mse gains are not encoded in order to meet the overall bit rate requirement. The bitallocation scheme of the DCT-, VQ-and QTbased codecs is summarised in Table 1 , which will be detailed throughout our further discourse. Given our fixed bitrate constraint of about 10 kbps, the best subjective and objective videophone quality was achieved, when the number of active blocks for the MC and MCER coding was roughly the same, although not necessarily the same blocks were processed by the two independent algorithms. The encoding of the motion vectors requires only 4 bits per active block for a MC scope of f 2 , while for example that of the DCT coefficients needs 1% bits/block, including the two-bit DCT quantiser classifier mentioned above. Hence we earmarked between 1/2 and 2/3 of the available bit rate budget to the DCT activity table and DCT coefficients, while the remaining bits were used for the MC and PFU. The PFU was typically configured to refresh 22 out of the 396 blocks in each frame. Therefore 4 x 22 = 88 bits were reserved for the PFU. The actual number of encoded DCT blocks and MVs depended on the selected bit rate and typically varied between 30 and 50 for bit rates between 8 and 12 kbps at a scanning rate of 10 frames/s.
The output of the codec contains two classes of bits. Namely, the entropy encoded MC-and DCT-activity tables on one hand, which constitute the more vulnerable Class 1, and the less sensitive Class 2 MV, DCT and PFU bits on the other hand. The first class of information is, due to the reliance of the encoding procedure on Huffman coding, extremely vulnerable against any corruption. A corrupted bit is likely to create a code associated with a different length and, as a result, the entire frame may have to be dropped or re-transmitted. In our further discourse we will refer to this DCT codec as DCTC1.
However, since the high vulnerability of the Huffmancoded DCTCl to channel errors is unacceptable in some applications, we also contrived another, more robust codec, which sacrifices coding efficiency and abandons the activity table compression concept for the sake of improved error resilience. Explicitly, in DCTC2 we decided to transmit the index of each active DCT block and MV, requiring 9 bits to identify one of the 396 indices using the so-called enumerative method. The increased robustness of the codec is associated with an approximately 35 % increased bit rate.
The video PSNR and bitrate versus frame index performance of our DCTC2 candidate codec is shown in Figures 5 and 6 , respectively, in comparison to those of the other benchmarker codecs, namely the VQ-and QT-based schemes, which will be described in the next Section. Only the Type 2 codecs are featured, which constitute the worstcase scenario, since the Type 1 codecs achieve higher PSNRs at 10 kbps, or require an approximately 35% lower bitrate in order to achieve a similar PSNR. Also shown are the corresponding curves of the H.261 and the MPEG2 standard codecs. We will return to these curves after highlighting the features of the VQ-and QT-based codecs. Observe in these Figures that our proposed codecs maintain a constant 10 kbps bitrate, while that of the standard codecs fluctuates. The standard codecs, however, maintain a near-constant PSNR, irrespective of the motion dynamics of the video sequence, while the PSNR curves of the ked-rate schemes temporarily caves in, when there is more motion activity in the source scene. The PSNR degradation versus bit error rate (BER) performance of the candidate schemes is plotted in Figure 7 , where the robustness difference of the Type 1 and Type 2 codecs becomes explicit. DCTCZ is better suited for example for mobile applications over Rayleigh fading channels. Further issues of un-equal protection FEC and ARQ schemes are discussed in reference [l] . Having studied the algorithmic and performance issues of DCTbased codecs let us now concentrate our attention on a similar performance study of VQ-and QT-based codecs.
VQ AND QT CODECS
Algorithmic aspects of the proposed VQ scheme were detailed in Reference [3] , while those of the corresponding QT scheme in 121. Due to lack of space here we simply concentrate on their performance comparison. The VQ and QT codecs' schematic is akin to that of the DCT codec shown in Figure 1 , with the exception of encoding the MCER differently. In the VQ codec a specially trained 256-entry codebook, using an 8-bit address was employed for representing the 8 x 8 pixel MCER blocks instead of encoding the corresponding DCT coefficients. In the Q T codec the entire 176x144-pixel MCER frame was represented by finding its lDCTC1-and DCTC2-coded sequences at various bit rates can be viewed under the WWW address http://wwwmobile.ecs.soton.ac.uk Figure 7 : PSNR degradation versus BER for the proposed codecs regions, over which it was considered sufficiently uniform in order to be adequately described simply by means of the averages of these regions. The structure of these regions was then decsribed by the help of the so-called variable-length QT-code [3] .
Similarly to the previously proposed DCT-based codecs, we contrived two VQ schemes, VQCl and VQC2. VQCl achieved a higher compression ratio due to using the previously proposed table compression algorithms, while VQC2 exhibited a higher innate robustness against channel errors. Both codecs are based on the so-called classified VQ principle, using a codebook size of 256, which leads to an overall codec complexity of around 15 Mflops, when employing the previously described active / passive block classification. The MCER was generated for all 396 8 x 8 blocks and a bit-rate constrained fraction of the highest-energy 20-50 % MCER blocks were vector quantised. The PSNR and bitrate versus frame index performance of the VQC2 scheme is portrayed in Figures 5 and 6 , respectively, while the robustness of VQCl and VQC2 is characterised by the help of Figure 7 for comparison with the other candidate codecs. Their bit allocation schemes are summarised in Table 1 in contrast to our other prototype codecs. A :range of associated transmission issues were investigated in Reference [3] for wireless videophony.
By contrast, since the variable-length QT-code is inherently vulnerable against transmission errors, we could not contrive a higher-robustness Type 2 Q T codec. The QT codec's performance is also characterised by Figures 5-7 , while its bitallocation is portrayed in Table 1 . A range of matching wireless video transceivers were studied in [2] 
DISCUSSION AND CONCLUSIONS
We summarised the video PSNR, bitrate and robustness of five different fixed-rate QCIF video codecs suitable for wireless videotelephony. Matching wireless transceiver schemes for these codecs were proposed in References [1]- [3] . The various performance aspects of these codecs were summarised in Figures 5, 6 and 7, which suggest the following conclusions:
2VQC1 and VQC2 encoded sequences at various bit rates can be viewed under the WWW address http://wwwmobile.ecs.soton.ac.uk 3Examples of QT-coded sequences can be viewed under the following WWW address: http:/www-mobile.ecs.soton.ac.uk 0 The proposed codecs at 10 kbps exhibit a similar PSNR performance to the MPEG-2 codec at 28 kbps. The H-261 codec at 22 kb/s has a PSNR of about 2 dB higher than the 110 kbps codecs.
0 The inherent latency of the H-261 codec and that of the 10 kbps codecs is one frame or 100 ms due to MC. The latency of the H.263 and MPEG-2 codecs may become significantly higher due to using so-called predicted or P-frames, relying on a number of previously received frames.
0 The robustness of the Type 1 codecs that employ active / passive table compression is quite limited, as is that of the standard codecs. The slightly less bandwidth efficient Type 2 schemes exhibit an improved error resilience.
0 Overall, the vector quantised codecs VQCl and VQC2 constitute the best compromise in terms of video quality, compression ratio and computational demand, closely followed by the DCTCl and DCTC2 candidate codecs. The QT codec does not lend itself to Type 2 implementations, since the QT code is rather vulnerable to channel errors, as it is evidenced by Figure 7 . In our concluding comparative test we input the artificial test pattern depicted in the top left corner of Figure 8 to the DCT, VQ and Q T inter-frame codecs and portrayed the evolution of the reconstruction error's PDF as a function of the frame index. The reconstruction error's PDF is spread over the widest range in case of the Q T codec, which gradually clusters around smaller error magnitudes, as time elapses, but it never reaches the lower error variance of the DCT or VQ codecs.
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