Readability criteria have been commonly used to measure the quality of graph visualizations. In this paper we argue that readability criteria, while necessary, are not sufficient. We propose a new kind of criterion, generically termed faithfulness, for evaluating graph layout methods. We propose a general model for quantifying faithfulness, and contrast it with the well established readability criteria. We use examples of multidimensional scaling, edge bundling and several other visualization metaphors (including matrix-based and map-based visualizations) to illustrate faithfulness.
Introduction
Graphs become larger and more complex. Graph visualization techniques, to cope with this, are getting more sophisticated and involving complex parameter settings to turn graphs into drawings. Thus, the challenge is to justify how reliable visualizations methods and models are.
Graph drawing algorithms developed over the past 30 years aim to produce "readable" pictures of graphs. Here "readability" is measured by aesthetic criteria, such as: (a) Crossings: the picture should have few edge crossings, (b) Bends: the picture should have few edge bends, (c) Area: the area of a grid drawing should be small. Algorithms that attempt to optimise aesthetic criteria have been successfully embedded in systems for analysis in a wide variety of domains, from the finance industry to biotechnology.
In this paper, we argue that readability criteria for visualizing graphs, though necessary, are not sufficient for effective graph visualization. We introduce another kind of criterion, generically called "faithfulness", that we believe is necessary in addition to readability. Intuitively, a graph drawing algorithm is "faithful" if it maps different graphs to distinct drawings. Using mathematical terms, a faithful graph drawing algorithm encodes an injective function.
Faithfulness criteria are especially relevant for modern methods that handle very large and complex graphs. Information overload from very large data sets means that the user can get lost in irrelevant detail, and methods have been developed to increase readability by decreasing detail in the picture. While this information reduction increases readability, it can decrease faithfulness.
As an example, edge concentration [35] , confluent drawing [12, 16] and edge bundling [21, 23, 37, 47] simplify edge connections in the picture to increase readability with respect to some tasks. Figure 1 shows two pictures of a bipartite graph; Figure 3a is a simple drawing with straight-line edges and Figure 1b is another drawing with "concentrated" edges. Figure 1b has less edge crossings and is more readable. However, Figure 1b would also give a viewer at the first sight: a graph comprising of ten circle nodes and two boxes connected together by twelve lines. This demonstrates a lack of faithfulness of edge concentration. [35] For our second example, Figure 2a shows another bipartite graph; the confluent drawing of the graph is depicted in Figure 2b . Confluent drawings may be not faithful. For example, there is no link connecting the two red circles in Figure 2a . In contrast, in Figure 2b there is a curve connecting the two red circles. This is clearly an inconsistency in the confluently drawn graph.
As a third example, edge bundling and its variants [10, 21, 23, 24, 29, 32, 37, 41, 47] simplify edge connections in the picture. Figure 3 shows two pictures of the same graph; Figure 3a is a simple circular layout with straight-line edges and Figure 3b has the same node positions but with "bundled" edges. Edge bundling increases readability with respect to some tasks, such as finding whether there is a connection between two groups of nodes. However, bundling often sacrifices faithfulness, in that it may not be possible to reconstruct the original network from the edge bundled picture.
There are several notions along the lines of faithfulness in scientific visualization; these include fidelity of the picture [33] and visual reconstructability for flow visualization [28] . However, there is no model of faithfulness for graph visualization.
In order to describe the faithfulness concept, we present a general model 1 of the graph visualization process in Sec- Figure 2 : Example of confluent drawing [17] . tion 3. A general model of the faithfulness of a graph visualization method is described in Section 4. Here we divide the general concept into three kinds of faithfulness: information faithfulness, task faithfulness, and change faithfulness. Suggestions for quantifying faithfulness are in Section 5. We illustrate faithfulness with three examples in Sections 6, 7 and 8: multidimensional scaling, edge bundling and several selected visualization metaphors (such as matrix-based and map-based graph visualizations). Section 9 concludes the paper with some general remarks and suggestions for future work.
Related work
Evaluation of Visualization: Recent years have witnessed an increase of interests in evaluative research methodologies and empirical work [8, 9, 31, 39, 44] . For instance, numerous quality metrics have been recently proposed for evaluating high-dimensional data visualization [3] ; for parallel coordinates [11] ; for judging distracting elements (or so-called "chartjunk") [26] or for the story-line [27] . This previous research has focused much on information visualization in a broad sense, while our research addresses quality of graph visualizations. Readability in Graph Visualization: The aesthetic criteria in the graph drawing literature aim to increase the readability of the drawing and to achieve "nice" drawings. The readability criteria ranges from small number of crossings, small number bends, good node distribution, to small total area used.
Readability is measured by the degree of understanding that the user has from viewing the picture. In contrast, faithfulness is measured by the consistency between the data and the picture. Mental map preservation in Graph Visualization: An important criterion for dynamic graph drawings is mental map preservation [15] or stability [38] . Mental map preservation measures the extent to which a users perception changes in response to a change in the picture. In contrast, our paper defines "change faithfulness"; this measures the sensitivity of the picture to changes in the data.
Visualizing dynamic graphs aim for the statistical trends and changes over time, while preserving user's mental map [34] . The most common techniques are via animation and the "small multiples" display (see [2] ). This previous work has focused on the space dimension; e.g., with readability and mental map preservation in 2D/3D drawings. In contrast, our paper addresses the faithfulness in both the space and the time dimensions. A graph G = (N, E) consists a set of nodes N and a set of edges E. In practice, the nodes and edges may have multiple attributes, ranging from textual labels to timestamps, and the visualization varies over time. Figure 4 shows our visualization model. It is an extension of the van Wijk model [44] . Our model encapsulates the whole knowledge discovery process, from data to visualization to human. Unlike the van Wijk model, our model includes tasks.
The main processes of the model are "visualization" V , "perception" P , and "task" T , and described as follows. Visualization: The visualization process maps a data item d ∈ D (an attributed graph) to a layout item (sometimes called a "picture") ℓ = V (d) ∈ L according to a specification s ∈ S. We write this as follows 2 :
The type of data D to be visualized can vary from a simple list of nodes and edges to a time-varying graph with complex attributes on nodes and edges. The specification S includes, for example, a specification of the hardware used such as the size and the resolution of the screen. The layout space L may consist of graph drawings in the usual sense, but more generally consists of structured objects in a multidimensional geometric space. Sometimes it is convenient to regard the layout space as the screen; in this case, using the language of Computer Graphics, it is an image space.
For incremental algorithms, the visualization process may use the previous layout when computing the current layout. The capability of modelling incremental algorithms as well as dynamic graphs makes our visualization model more general than the van Wijk model [44] . In this case, the general form of visualization process becomes:
where the previous layout is the input for computing the current layout. This is necessary, for example, when a layout algorithm attempts to preserve the user's mental map. However, unless otherwise stated we take the simpler model in equation (1) . Perception: The perception process maps a picture from the layout space L to the knowledge space K. We write this as follows:
In this model we use the term knowledge -sometimes called insight or mental picture -to denote the effect on the human of his/her observation of the picture. Again, in time-varying situation, the human's perception can depend on the previous picture, and perhaps it is better to write:
However, we use the simpler model (2) unless otherwise stated. Of course, it is difficult to formally model human knowledge or insight, and it is difficult to assess its value. In particular, in some situations such as exploratory visualization, the information that is contained in the data is not known a priori, and we make pictures to get serendipitous insight. Task: Visualizations are a useful means for exploration and examination of data using visual representations or pictures. In many practical cases, visualizations are developed to serve for domain-specific tasks. To understand faithfulness, it is important to model these tasks.
Examples of common tasks include identifying important actors and communities in a social network, or exploring possible pathways in a biological network. Domain case studies (see, for example, [4, 45] ) can be used to identify such tasks. Further, there are low-level tasks that are relevant across a wide variety of domains; such tasks have been identified and classified by psychologists (see, for example, [46] ). This paper models the task process as a triple of functions that map the data space D, the layout space L, and the knowledge space K to a result space R. The result space R may be a simple boolean space {true, false}; more commonly it is a multidimensional space, with each dimension modelling a separate subtask. Thus, the task is T = (TD, TL, TK ), where TD, TL and TK are three functions:
The most common notion for tasks is a process that is executed by users, who decide on results depending on the knowledge that they gain from the picture. This common notion is represented by our function TK .
We extend this common notion with two less common notions TD and TL . These functions are more abstract; they do not take the users perception or knowledge into account. The function TD returns a result directly from the data. Intuitively, one can imagine that TD is computed by a "data oracle", who can extract a result perfectly from the data.
Similarly, one can think of the function TL as returning a result directly from the picture. Again, one can imagine a "picture oracle", who extracts perfect results from the picture. If the visualization mapping creates a picture that is not entirely consistent with the data, then it is possible for the picture oracle to return a different result from the data oracle. In this way, the picture oracle may be limited by the faithfulness of the visualization mapping.
This task model is perhaps over-simplistic; for ex-ample, it does not model the a priori knowledge of the human. However, the simple model is sufficient to demonstrate the concept of task faithfulness.
Faithfulness Model
Informally, a graph visualization is faithful if the underlying network data and the visual representation are logically consistent. This section develops this intuition into a semiformal model. In fact, we distinguish three kinds of faithfulness: information faithfulness, task faithfulness, and change faithfulness. Then we discuss the difference between faithfulness and correctness, and between faithfulness and readability. Information faithfulness: The simplest form of faithfulness is information faithfulness. This is based on the idea that the visual representation of a data set should contain all the information of the data set, irrespective of tasks. In terms of the notation developed above, a visualization V is information faithful if V is an injective function.
As an example, consider the classical barycenter visualization function that takes as input a planar graph G = (N, E), places nodes from a specified face on the vertices of a convex polygon, and places every other node at the barycenter of its neighbors (see [14] ). This function is information faithful on internally triconnected planar graphs. However, if the input graph is not internally triconnected, then same picture can result from several input graphs (each internal triconnected components is collapsed onto a line), and the method is not information faithful. Task faithfulness: The intuition behind task faithfulness is that the visualization should be accurate enough to correctly perform tasks. In terms of the functions V and T defined above, a visualization V is task faithful with respect to specification s ∈ S if
for every data item d ∈ D.
If a visualization is information faithful, then it is task faithful because the "picture oracle" can extract all information from the picture to perform tasks. However, the converse may not hold.
Consider, for example, a visualization function Vcir that draws all nodes a graph G on the circle. Clearly, Vcir is information faithful; Figure 3a is an example, in which we can find all nodes and edges in the drawing. Further, Vcir is task-faithful: all the data is represented in the drawing, and so all tasks can be performed correctly using the drawing.
On the other hand, consider a task to determine if there is a link connecting groups of nodes. Edge bundled drawings are faithful for this task. However, it is not information faithful, as the original graph is no longer reconstructable from the bundled layout. Change faithfulness: The intuition behind change faithfulness is that a change in the visual representation should be consistent with the change in the original data. Note that this is a different concept to the mental map [15] or stability [38] ; while these concepts are concerned with the user's interpretation of change, the concept of change faithfulness is concerned with the geometry of change.
Change faithfulness is important in dynamic settings, such as interactive or streamed graph drawing. However, it is also valid in static settings, because the difference between two pictures should be consistent with the difference between the two data items that they represent.
Consider, for example, a function Vgroups that visualizes the interaction networks d that occur between European Science in Society researchers in Health 3 . Suppose that Vgroups uses a force directed algorithm to draw the connected components of a graph d ∈ D separately, and arranges these components horizontally across the screen, as in Figure 5 . Note that Vgroups is information faithful. However, Vgroups is not change faithful, because a small change in the graph d (such as adding an edge) can result in a large change in the picture. Remarks -faithfulness and correctness: We should stress that faithfulness is a different concept to the classical idea of correctness of an algorithm. An algorithm is correct if it does what it is required to do; correctness is an essential property of every algorithm. However, a visualization 
It measures the quality of the perceptual and cognitive interpretation of the picture by the viewer. Readability depends on how the graphical elements are organised and positioned. It does not depend on whether the picture is a faithful representation of the data. We can divide the readability concept into three subconcepts in the same way as we divided faithfulness:
1. Information readability: A drawing is informationreadable if the perception function P is one-one; that is, if two pictures appear the same to the user, then they are pictures of the same graph. Effectively, this is saying that all the information from the picture can be perceived by the human.
Task readability:
A visualization is task-readable for a task T = (TD, TL, TK ) if TK (P (ℓ)) = TL(ℓ) for every layout ℓ ∈ L.
3. Change readability is the classical mental map.
A good graph visualization method should achieve both faithfulness and readability; in practice, however, there may be a trade-off between the two ideals. This is especially true with large graphs, when the data size is too large for the visualisation to be information-faithful; indeed, the number of pixels may be smaller than the graph size. In such cases, faithfulness is sometimes be sacrificed for readability. In specific domains, there are important tasks for which the visualization can be both readable and task-faithful. Remarks -faithfulness vs. determinism: Faithfulness is a different concept than the idea of determinism. Determinism refers to the requirement that applying the same visualization process to the same graph should give the same picture. For example, many tree drawing algorithms are deterministic, whereas most spring-embedders are notoriously non-deterministic. Determinism is an important criterion for visual exploration and navigation of graphs. However, a visualization method may either be deterministic or nondeterministic while aiming for faithfulness. Remarks -faithfulness in space and time: The concepts of faithfulness (e.g., information-, task-and changefaithfulness) are mostly concerned with the "space" dimension. The visual mapping from data d ∈ D to image l = V (d) ∈ L does not (explicitly) consider the "time" dimension. We can extend the faithfulness concepts to integrate the time dimension. Let t be a time point in the time domain T .
A graph d at time t can be presented by a two-dimensional data item (d, t) of the graph d and the time t. The visualization process V transforms the two-dimensional data item into:
• a drawing V (d, t) in which the drawing of V (d) is placed at a location in space determined by t (small-multiple display).
• a drawing V (d) at a time frame V (t) (animation).
Dynamic graph visualization often considers the sequential number of the graph d in the sequence of input graphs as the time t; in other words, V (t)=t is an identity function. Thus, the faithfulness concepts may disregard the time factors in these cases without loss of accuracy.
However, when time t is considered in a general setting, we should concern the followings. First, consider the faithfulness in the small-multiple approaches. The information faithfulness should consider the reversibility of the time t; for example, placing graph elements of d at a time t close together and avoid mixing elements of different times. Task faithfulness should consider the accuracy of task performance regarding the time attributes. For example, the picture oracle should correctly identify if two data elements belong to the same time or not. Change faithfulness should further consider the change in time in the final visualizations. For example, two graphs d at time t and d ′ at time t ′ are placed close together if |t − t ′ | is small; or placed far if |t − t ′ | is large. Second, consider faithfulness in the animation approaches. The transformation of time t to V (t) can be, for example, the identity function, a linear function, a sequence-based function, or a non-linear function. The information faithfulness should consider the inversibility of the time t; for examples, place graph elements of d at a time t in a separate frame t. Task faithfulness should consider the accuracy of task performance regarding the time attributes. For example, the picture oracle should correctly identify whether or not a graph element exists at time t. Change faithfulness should further consider the change of graphs together with the change in time in the animation. For example, two graphs d at time t and d ′ at time t ′ appear at frames V (t) and V (t ′ ) that are close/far in the animation if |t − t ′ | is small/large.
Faithfulness metrics
Faithfulness is not a boolean concept; a visualization method may be less than 100% faithful.
The classical concept of readability of a graph drawing can be evaluated using a number of metrics; these include, for example, the number of edge crossings, the number of edge bends, and the area of a grid drawing. These readability metrics have been developed over a timescale of 30 years. They are formal enough that the problem of constructing a readable graph drawing can be stated as a number of optimisation problems; thus optimisation algorithms can be used.
We aim to define a list of faithfulness metrics that play the same role. In this section we develop a framework for such metrics, and give some simple and generic examples of functions for measuring information faithfulness, task faithfulness and change faithfulness.
For these examples, we assume that the spaces D, L and R each have a norm, denoted by · . Further, we assume that each of these spaces has a distance function ∆ that assigns a positive real number ∆(a, b) to each pair a, b of elements of the space.
Information faithfulness metrics:
A simple way to measure the information faithfulness of a graph visualization function V with a specification s, is to measure its "ambiguity".
For each data d and visualization
| denote the number of elements in V −1 (ℓ). Then we can define an information faithfulness function f info for V by:
The metric can have a value ranging from 1 (very faithful) to 0 (unfaithful). A more subtle approach is to measure the information faithfulness of a graph visualization function V as the information loss in the channel. The loss of information during the visualization process is defined as entropy in information theory. The information loss is easier to measure than the total information content of a data set. There are several techniques for measuring information content and information loss (for a full discussion, see [39] ). Task faithfulness metrics: We can measure task faithfulness as the difference between the result from the data d and the result from the visualization ℓ = V (d, s). This distance can be defined as:
with respect to the task T = (TD, TL, TK ) and specification s ∈ S. Thus one could define a normalized task faithfulness function f task for V by:
The metric can have values ranging from 1 (very taskfaithful) to 0 (task-unfaithful).
Change faithfulness metrics: Tufte [43] defines the "liefactor" as the ratio of change in a graphical representation to the change in the data. We can express Tufte's concept in terms of our model. Then, for a visualization V with specification s ∈ S, the lie factor for two distinct data
′ is defined by:
Tufte's aim is to measure the quality of static visualizations in terms of the liefactor, but we can apply the same principle in a dynamic setting. In the ideal case (no "lie"), the lie metric has the value of 1.
Intuitively, the lie factor increases as change faithfulness decreases, and so for two distinct data elements d ′ and d we can measure the change faithfulness (normalized) as:
The value of this change metric can vary from 1 (very change-faithful) to 0 (change-unfaithful).
6 Example 1: Multidimensional scaling and force directed approaches This section discusses multidimensional scaling (MDS) [6] and force directed [13, 18, 19, 22, 25, 40] approaches to Graph Drawing in terms of faithfulness.
The MDS approach takes as input a graph G = (N ,E) , and an |N | × |N | matrix of dissimilarities δu,v. The goal is to map each node u ∈ N to a point pu ∈ R k such that the given dissimilarities δu,v are well-approximated by the distances du,v= pu − pv . The set of points pu forms the layout ℓ = V (G) of G; and k is commonly 2 or 3. In most applications, δu,v is chosen to be the graph theoretic distance between nodes u and v.
To measure the success of an MDS function, a "stress" [30] function is commonly used to compute the distortion between dissimilarities δu,v and fitted distances du,v in a layout ℓ ∈ L:
MDS can be seen as an optimisation problem where the goal is to minimise this stress function. Force directed algorithms have a similar flavour, but view the problem as finding equilibrium in a system of forces. Information faithfulness: For most MDS approaches, there is a likelihood that vertices overlap in the "optimal" layout. In these cases, it is not information faithful, and different MDS methods would produce the same result from different data sets.
Task faithfulness: The stress formula (8) can be seen in terms of our task faithfulness framework. Suppose that T is a task that depends on the graph theoretic distance between nodes; let R be the set of real-valued matrices indexed on the node set. For a graph G = (N, E) ∈ D, let TD(G) be the matrix [δu,v]u,v∈N . Suppose that the visualization V places node u at location pu; let TL(V (G)) be the matrix
where · 2 is the Frobenius norm. Clearly, minimising task faithfulness is equivalent to minimising the stress defined by equation (8) .
Change faithfulness: Further, we can evaluate the change faithfulness of an MDS method. In fact, MDS methods have been used extensively in dynamic settings, using stress to preserve the mental map. Suppose that at time t, we have a graph G (t) , and the visualization function places node u at point p (t) u at time t. A stress function can calculate the difference between the layout ℓ (t) ∈ L at time t and the layout ℓ (t ′ ) ∈ L at an earlier time t ′ :
In the so-called "anchoring" approach, t ′ is zero; in the "linking" approach, t ′ is the previous time frame before t (see [5] ). These measures, however, aim for the mental map preservation -or change readability -rather than change faithfulness. For example, they aim to ensure that if the change in the graph is small, then the change in the layout is small. They do not ensure that if the change in the graph is large, then the change in the layout is large.
However, we can use the stress approach to define the lie factor as:
where ∆(d
; and δ (t) u,v denotes the graph theoretic distance between u and v in G (t) . Then the normalized change faithfulness can be measured in terms of the distortion of the data change relative to the layout change:
Remark: The connection between MDS methods and faithfulness suggests that the commercial success of these approaches may be partly due to the fact that they have explicit and validated faithfulness goals. This leads us to suggest that better graph drawing methods could be designed by optimising faithfulness.
Example 2: Edge bundling
Edge bundling has been extensively investigated to reduce visual clutter in graph visualizations. Many edge bundling techniques have been proposed, including hierarchical edge bundling [23] , geometry-based edge clustering [10, 32, 47] , force-directed edge bundling [24, 29, 37, 41] and multi-level agglometive edge bundling [21] . Edge bundling seems to increase task readability with respect to some tasks; e.g., the classic bundling of air traffic routes in the USA (see [10, 21, 24, 42] ) seems to make it easier for a human to identify the main hubs and flight corridors. Figure 6 shows an edge bundling example of the US airline network.
However, some readability metrics are sacrificed; for example, the number of bends is increased, making individual paths difficult to follow (the authors are not aware of any human experiments that measure readability for edge bundling). We make some remarks about the faithfulness of edge bundling. Information faithfulness: As noted in Section 1, edge bundling reduces information faithfulness: as more edges are bundled together, it becomes harder to reconstruct the network data from a bundled layout. We can propose a roughand-ready metric for this reduction based on the model presented in Section 5. Given an input graph G = (N, E), an edge bundling visualization process V partitions E into bundles E = B1 ∪ B2 ∪ . . . ∪ B k . Let Gi denote the subgraph of G with edge set Bi and node set Ni consisting of endpoints of edges in Bi. Edge bundling methods ensure that Gi is bipartite; suppose that Ni = Xi ∪ Yi is the bipartition of Gi. In the bundled layout, Gi is indistinguishable from a complete bipartite graph on the parts Xi and Yi. This representation has inherent information loss. The number of (labeled) bipartite graphs with parts Xi and Yi is 2
|Xi| · |Yi|, then there are 2 q graphs that have the same layout as G. This can be used as a simple model for computing the information faithfulness of V . Task faithfulness: Most bundling methods use a compatibility function; roughly speaking, a compatibility function C assigns a real number C(e, e ′ ) to each pair e, e ′ of edges. Two edges e and e ′ are more likely to be bundled together if the value of C(e, e ′ ) is large. A number of compatibility functions have been proposed and tested; these include spatial compatibility [24] (from length, position, angle and visibility between edges), semantic compatibility [29] (for bundling multi-attributed edges), connectivity compatibility [41] , importance compatibility and topology compatibility in TGI-EB [37] . Some of these functions depend only on the input graph G, and some depend also on the layout of G. Figure 6: Visualization of US airline network using edge bundling For a number of tasks, such as identifying hubs in a network, highly compatible edges are equivalent; the correct performance of such tasks does not depend of distinguishing between them. Here we show that stress functions can be used to define metrics for computing the task faithfulness of the edge bundled layout relative to such tasks.
Given a pair of edges e and e ′ in an input graph G, let C(e, e ′ ) denote their compatibility. We assume that this compatibility function depends only on G and not on its layout. Let ℓ ∈ L be the layout of G. For two edges e and e ′ , let d(e, e ′ ) be the distance between the curves representing e and e ′ in ℓ. We can choose from a number of distance functions for curves, such as the Fréchet distance [1] and several distance measures for point sets [7] . The stress in ℓ is then defined as:
Remarks: Despite the plethora of recent papers in edge bundling, there are few evaluations of effectiveness. Using the formal models outlined above, one can begin to evaluate faithfulness and compare bundling methods. For example, one can test the following hypotheses: (1) Forcedirected edge bundling [24] and its variants [29, 37, 41] are task-faithful. (2) Force-directed edge bundling methods become more task-faithful when using more control points per edge. Our initial studies (see [36] ) using the metrics above have shown a confirmation of these two hypotheses.
Example 3: Visualization metaphors
This section discusses our new notions of faithfulness for several representative graph visualization metaphors. Matrix representation: Besides node-link diagrams, visualization of graphs as matrices form is also popular. Generally speaking matrix metaphor is faithful, as all the nodes and edges are explicitly represented in the visualization. A number of methods aim to improving readability of the matrix metaphor. Reordering columns/rows to show highly connected groups of nodes increases readability without sacrificing faithfulness. However, the information-reduction methods such as collapsing rows and columns in-crease readability and sacrifice faithfulness. Cartography representations: Map-based visualization is increasingly popular. The music land visualization [20] is an appealing example. These map-based approaches increase task faithfulness for many tasks, such as identifying clusters of similar topics. However, they can sacrifice information faithfulness. Links with small weights may be discarded to focus on more important links and to create appealing maps with more readable boundaries.
Conclusion
This paper has introduced the concept of faithfulness for graph visualization. We believe that the classical readability criteria are necessary but not sufficient for quality graph drawing; faithfulness is the generic criterion that is missing. The paper has described the faithfulness concept in a semi-formal model and has presented a model for faithfulness metrics.
We then illustrate the faithfulness concept with three examples. The first example is multidimensional scaling / force-directed methods. We believe that future directions of these methods would need to balance the aims of readable outputs versus faithful representations. The second example is edge bundling. Despite the current upsurge of interest in edge bundling, there are very few evaluations; we show that faithfulness metrics may prove the key to evaluation. The last example includes matrix metaphors and map-based visualizations graph visualizations. These methods are useful for large graphs; we show that future directions of these methods would need to balance between global / local readability versus global / local faithfulness.
We conclude with a remark about 3D graph drawing. The occlusion problem for 3D means that, even with binocular displays, some part of the graph is hidden. This can be seen as a lack of not only readability but also information faithfulness. We remark that perhaps the lack of commercial impact of 3D graph drawing is partially due to its inherent lack of faithfulness.
