Evaluating the eff ectiveness of undergraduate MD programs is a key responsibility of all faculties of medicine and an even more challenging task for expanding and/ or geographically distributed programs. In addition to the need for continuous quality improvement, ongoing program evaluation is required for accreditation by the Committee on the Accreditation of Canadian Medical Schools (CACMS ® ) in Canada and the Liaison Committee on Medical Education (LCME ® ) in the United States. Th e Association of American Medical Colleges Graduation Questionnaire (AAMC GQ), fi rst administered in 1978, was developed as a tool for medical schools to use in program evaluation ( https://www.aamc.org/data/gq/ ) and to monitor compliance with accreditation standards ( LCME, 2015 ) .
Item development and survey structure have been developed and updated over time under the direction of the AAMC Research and Data Services and an AAMC Graduation Questionnaire Working Group. Th e AAMC Canadian Graduation Questionnaire (CGQ), the counterpart to the GQ, was pilot-tested between 2000 and 2005 and, similar to the U.S. version, is administered nationally. Both surveys have a common core group of items that are conceptually grouped into sections. Th e questions address curricular content areas, quality of individual clinical learning experiences (clerkships), and the program as a whole; a range of physician competencies and professionalism that are common to all clinical disciplines (e.g., taking a history); academic, career, and debt management counselling; responsiveness of the faculty (academic and student aff airs); student mistreatment; student health; and other student services. Th e individual clerkship items focus on the quality of teaching, assessment, and supervision provided; provision of feedback; faculty observation of student's clinical skills; and access to patients and responsibility given for patient care. Th e same set of items is asked for each core clerkship. Th e physician competency items are physician tasks that the graduate should be able to do at the time of graduation. Th e core common questions generally use the same format (e.g., Likert-type response scales). Th e CGQ is longer than the GQ, as items have been added to refl ect the context of Canadian medical schools.
Th e questionnaires are administered electronically to students at the end of their fi nal year of medical school by the AAMC in collaboration with the Association of Faculties of Medicine of Canada (AFMC). A summary report, provided to each school, contains frequencies and means (where appropriate) for each individual item. Schools use the data to benchmark the current status of their program and initiate improvements where needed. With approximately 300 items on the survey, the interpretation of individual items can be daunting and limits the utility of information provided by this survey.
As noted by several researchers ( Churchill, 1979 ; McIver & Carmines, 1981 ; Nunnally & Bernstein, 1994 ; Spector, 1992 ) , basing conclusions and decisions on the results of single items is problematic for two key reasons. One, individual items have considerable random measurement error; that is, they are unreliable. Two, they are limited in scope. Single items fail to address the full complexity of a concept. We would add a third limitation of using multiple single items: for evaluators and decision-makers, subjective integration of these single pieces of information is cumbersome and subject to bias.
It is because of these concerns that multi-item measures are recommended ( Churchill, 1979 ; McIver & Carmines, 1981 ; Nunnally & Bernstein, 1994 ; Spector, 1992 ) . Multi-item measures (i.e., scales) decrease the measurement error inherent in any one item by averaging this error across multiple items (i.e., reliability increases). By using multiple items to assess the same general concept (e.g., overall perceived quality of the internal medicine rotation/clerkship) rather than a single item, one is less likely to be infl uenced by aspects that are unique to one particular item. Scales also provide more breadth of coverage of a concept, which takes into account the complexity of a concept and increases confi dence in the validity of interpretations that can be made from the scores. Finally, scales make large amounts of information easier to manage and interpret by condensing it into smaller chunks, and they provide evaluators and decision-makers with a higher level and more robust understanding of student perceptions in a particular area (e.g., internal medicine). However, single items (with acceptable psychometric properties) can be used to guide decision-making if the item is of relevance to a particular stakeholder group (faculty representing a specifi c discipline) or accreditation standard. However, for high-level stakeholder groups, such as associate deans or committee chairs, the use of scales provides a broader and more succinct summary of overall program eff ectiveness.
Th e purpose of this study was to (a) combine selected items of the CGQ into scales that can each be averaged to a total score to aid in the use and interpretation of CGQ data for the purpose of program evaluation, and (b) examine the internal structure and reliability of these scales through factor analysis. Using these scales, in lieu of individual items, will aid users in analyzing and interpreting data by providing more robust information on outcomes and student experiences that is manageable and more easily communicated. Furthermore, they can be used as a source of evidence of compliance for accreditation purposes. We provide two examples of how these scales have been used to address questions related to the evaluation of an undergraduate medical education program.
METHOD

Scale Development
In developing potential scales, we reviewed the CGQ survey in its entirety and selected 158 items from the sections on clinical learning experiences, physician competencies (e.g., take a history, interpret laboratory results, discuss a prescription error I made with a patient), and student services. Th is represents about 50% of the total number of items in the CGQ. Th ese items were selected because, in our experience as evaluators, they represent the areas of most interest and relevance to curriculum and student aff airs planners and administrators (see the Appendix for the items used in this study). Although these items are routinely scored individually, related items are grouped into sections within the CGQ. Each section has a general set of instructions (e.g., "Please indicate whether you agree or disagree with the statements about the following clerkship rotations at your medical school"). Th is is followed by a list of items that students respond to (e.g., Pediatrics: "Th e supervision I received was adequate"). To form the scales, all items within a section were grouped together. Th is resulted in 14 scales: (a) Clinical Clerkships Global 
Participants and Procedure
Data were provided by 539 University of British Columbia (UBC) undergraduate medical education students who completed the CGQ in 2010 ( n = 165, 76%), 2011 ( n = 182, 73%), or 2012 ( n = 192, 74%). Th ere were no substantial changes to the curriculum during these three years, so these cohorts were collapsed to increase the overall sample size for the analyses. Because of large amounts of missing responses to items (> 50%), 22 participants were excluded from analyses, resulting in a total sample size of 517. All graduating students were provided online access to the CGQ in the spring of their fi nal year of study. Items in the instrument are rated on a 5-point scale, whereby students rate their agreement with, their satisfaction with, or the quality of the program component, experience, or service described in each statement. We accessed student data through the AAMC in compliance with the requirements of the American Institutes for Research Institutional Review Board. Ethics approval for the study was obtained from the UBC Behavioural Research Ethics Board.
Analyses
To determine whether the items could be combined into the proposed scales, we conducted a series of factor analyses using Mplus version 6 ( Muthen & Muthen, 2001 ) . Analyses were conducted in Mplus so that we could correctly model the data as ordered categorical data. Missing data were handled via pairwise deletion for each scale ( Muthen & Muthen, 2001 ) . Because of the large number of items being tested, separate analyses were conducted for each scale to ensure adequate sample sizes for the analyses ( Beavers et al., 2013 ) .
Strict unidimensionality (only one construct being measured in the scale) was fi rst assessed by conducting a confi rmatory factor analysis (CFA) separately for each scale using a weighted least-squares estimator (WLSMV). Model fi t was assessed using the following fi t statistics: chi-square, the root mean square error of approximation (RMSEA), the weighted root mean square residual (WRMR), the comparative fi t index (CFI), and the Tucker-Lewis index (TLI). Good model fi t is achieved when chi-square is nonsignifi cant, RMSEA is equal to or less than .06, WRMR is equal to or less than 1.00, and CFI and TLI are equal to or greater than .95 ( Hu & Bentler, 1999 ) . We judged the model as acceptable if at least three of the fi ve fi t statistics criteria were met.
If strict unidimensionality was not met, essential unidimensionality ( Nandakumar, 1991 ) was tested. Essential unidimensionality tests for one dominant construct (and allows for the presence of one or more secondary and minor constructs), rather than the more strict requirement of one, and only one, construct. Although the test of strict unidimensionality is a more rigorous test of the factor structure, it has been noted that this may be an unrealistic requirement for many constructs, and essential unidimensionality is the suffi cient condition to average items into a total score ( Slocum-Gori, Zumbo, Michalos, & Diener, 2009 ). Testing for essential unidimensionality can help determine whether the poor fi t of the strict unidimensional model was due to the scale being truly multidimensional or whether the secondary factor(s) were minor and could be ignored. Essential unidimensionality was tested using exploratory factor analysis (EFA) with a weighted least-squares estimator (WLSMV) and a GEOMIN rotation. Th e number of factors to retain was based on the scree plot, a parallel analysis, and the ratio of fi rst to second eigenvalue greater than 3 ( Davison & Sireci, 2000 ; Fabrigar, Wegener, MacCallum, & Strahan, 1999 ; Gessaroli & De Champlain, 1996 ; Slocum-Gori & Zumbo, 2011 ) . For the parallel analysis, random sets of uncorrelated data were generated on the basis of the same number of items and persons as in the real data set. Th en the eigenvalues from the real data set were compared to the eigenvalues in the generated data. Factors were retained if the eigenvalues in the real data set were greater than the largest eigenvalue produced by the random data sets ( Reise, Waller, & Comrey, 2000 ) . Factor loadings of .40 or greater were considered meaningful ( Stevens, 1992 ) . Table 1 presents the results of each of the CFA models. Th e Student Health scale was the only model that met the criteria for strict unidimensionality, with three of the fi ve fi t statistics (WRMR, CFI, and TLI) supporting the unidimensionality of this scale (see Table 2 for factor loadings). Coeffi cient alpha for this subscale was .82.
RESULTS
We then conducted tests of essential unidimensionality on the remaining scales using EFA. For the Academic and Student Affairs Administration Note. RMSEA = root mean square error of approximation; WRMR = weighted root mean square residual; CFI = comparative fi t index; TLI = Tucker-Lewis index. * p < .001.
scale, both the scree plot and parallel analysis suggested two factors. The ratio of first to second eigenvalue (3.76) suggested one dominant factor. Both the one-and two-factor solutions were explored, with the two-factor solution providing the better fit and showing a clear separation of the items related to Student Affairs (SA) from the items related to Undergraduate Medical Education (UME; see Table 2 ). Coefficient alpha for the SA scale was .89 and for the UME scale was .94. For the Student Counselling Services (SCS), Career Planning (CP), and Other Student Services (OSS) scales, the scree plots, parallel analyses, and ratios of first to second eigenvalue (SCS = 4.98; CP = 5.87; OSS = 4.84) each suggested one dominant factor. See Table 2 for the factor loadings. Coefficient alpha for these scales were as follows: SCS = .88; CP = .89; OSS = .87. For the Clinical Clerkships Global Rating (CCGR) scale, the scree plot suggested a one-or four-factor structure and the parallel analysis suggested two factors, although the second factor just met the cut-off to be classifi ed as a second factor. Th e ratio of fi rst to second eigenvalue was 3.13, showing support for an essentially unidimensional solution. Inspection of the factor loadings for the one-, two-, and four-factor solutions revealed that the one-factor solution provided the most parsimonious solution, with all items loading meaningfully on this factor. See Table 3 for the factor loadings. Coeffi cient alpha for this scale was .79.
For each of the Quality of Clerkship scales (QFM, QIM, QOG, QPD, QPS, QGS, and QEM), the scree plots, parallel analyses, and ratios of fi rst to second eigenvalues (QFM = 10.99, QIM = 7.66, QOG = 9.92, QPD = 9.73, QPS = 11.26, QGS = 8.15, QEM = 7.46) each suggested one dominant factor. See Table 4 for the factor loadings. Coeffi cient alphas for these scales were as follows: QFM = .96, QIM = .92, QOG = .93, QPD = .94, QPS = .94, QGS = .92, QEM = .94. Correlations were conducted to assess the consistency between each Quality of Clerkship scale and an individual global item measuring the overall quality of the educational experience in the corresponding clerkship (i.e., relevant items from the CCGR scale). Large correlations were found between each of the Quality of Clerkship scales and its corresponding global item in that clerkship: QFM = .50, QIM = .67, QOG = .60 for obstetrics and .56 for gynecology, QPD = .68, QPS = .63, QGS = .61 and QEM = .53.
For the Physician Competency (PC) scale, the scree plot showed one dominant factor with one to fi ve secondary factors, the parallel analysis suggested four factors, and the ratio of fi rst to second eigenvalue (3.63) suggested the presence of one dominant factor. Exploration of one-to fi ve-factor solutions showed that a one-factor solution provided the best fi t to the data, with all items but one ("request permission for an autopsy") loading above the .40 cutoff (see Table 5 ). Coeffi cient alpha for this scale was .90. 
DISCUSSION
To facilitate the interpretation and use of data from the AAMC CGQ for evaluation studies, we sought to combine selected items into 14 proposed scales and used factor analysis to examine the appropriateness of calculating a total score for each scale. Analyses supported the essential unidimensionality of each of these scales with one exception: the Academic and Student Aff airs Administration subscale was divided into two separate scales (Student Aff airs Administration and Undergraduate Medical Education Administration). Th us, 158 items were reduced into 15 scales. Th e 15 scales developed in this study have the potential to aid decisionmakers in answering questions regarding program outcomes and student learning and support experiences, and can be used to provide evidence of compliance for accreditation standards relating to continuous quality improvement, program evaluation, use of student evaluation data, comparability of educational experiences, and student services ( LCME, 2015 ) . We describe below two ways in in which we have applied the scales to address evaluation questions about the UBC undergraduate medical education program.
We have been using CGQ data to address questions related to maintenance of quality during a substantial phase of program expansion and the creation of a fully distributed medical education program in two new program sites. Th e number of students in the UBC undergraduate MD program increased from 128 students to 200 students in the academic year 2004/05 ( Bates et al., 2005 ) . Students entering the fi rst year of medical school at the main site in Vancouver increased from 128 to 152, and 24 students each were admitted to the two new sites in the province (Victoria and Prince George).
Th is expansion represented a greater demand on the faculty to accommodate a larger number of students for core clerkships and electives. Th e large increase in the number of students required greater eff ort to sustain the quality of the educational experience and support services. Th is raised the following question: Did expansion have a negative impact on students' experiences in medical school? To answer this question, the CGQ subscales were used to examine diff erences among three groups (pre-expansion, partial expansion, post-expansion) . Th e graduating class of 2006 was the last class to graduate before expansion moved into the clinical years; it served as the pre-expansion group. Th e class of 2007 was partially impacted by expansion because of the increase in the number of Year 3 students competing for clinical placements that would have been available to either Year 3 or Year 4 students and was used as the partial expansion group. Th e class of 2008 was the fi rst fully expanded class and acted as the post-expansion group. Comparisons across these three groups showed only two signifi cant diff erences on the set of scales, providing evidence that expansion was not having a negative impact on student experiences. By comparing the mean ratings on the CGQ scale scores rather than individual items, we were able to provide data on the impact of expansion on the quality of the educational program and student support services in a more comprehensive manner by summarizing and interpreting 15 pieces of information instead of 158. doi: 10.3138/cjpe.224
Th e second example illustrates our use of CGQ scales to demonstrate comparability across distributed educational sites. As noted previously, our students complete their medical training at either the main campus or one of the distributed campuses. Accreditation standards require the monitoring of educational experiences and student support services across these campuses, and an analysis of the CGQ scales provides one source of such information. We use annual data from the CGQ scales to evaluate comparability of educational experiences and student services across program sites. As the purpose of the analysis is to show comparability, we use equivalency testing to establish the equivalence of scale scores across the sites. When results show that program sites are not comparable on a scale (e.g., the Student Health scale), these results are fl agged and brought to the attention of leadership in the form of recommendations. To date, the results of these analyses have provided a higher level and a more robust snapshot of students' medical school experiences and have identifi ed areas of nonequivalence among the program sites.
Th ere are limitations to this study that should be noted. Data are from a single institution, and additional research is needed to examine the reproducibility of the factorial structure of these scales in other institutions. Furthermore, although the same program aspects are evaluated by the CGQ and the GQ and the surveys administered between 2010 and 2012 were highly comparable, when comparing the CGQ scale items to the corresponding sections in the GQ, the former included additional items on all but two of the scales (Student Counselling Services and Student Health scales). Th erefore, for those who wish to use similar scales with GQ data, the process outlined in this study needs to be applied to the relevant GQ items to establish whether the same, or similar, scales can be used. In addition, as the CGQ develops over time, the scales will need to be reexamined. Finally, this study provides only one source of validity evidence for the newly formed scales. Th e Standards for Educational and Psychological Testing ( American Educational Research Association, American Psychological Association, & National Council on Measurement in Education, 2014 ) present fi ve sources of validity evidence (i.e., evidence based on test content, internal structure, relationships to other variables, response processes, and consequences of testing) that should be accumulated and integrated into an overall evaluation of the proposed interpretations and uses of scale scores ( Kane, 2006 ) . Th erefore, more research is needed to investigate these other sources of validity evidence in promoting the use of the CGQ scales.
In conclusion, we collapsed 158 CGQ items into 15 scales. Th ese scales have an acceptable internal structure and reliability and represent the key areas of relevance for program evaluation. It is recommended that medical schools use these scales to aid in interpreting CGQ data for evaluating undergraduate medical education. Based on our experience, we have found the use of these scales facilitates interpretation, increases data utility, and is a powerful way to evaluate program eff ectiveness and comparability across program training sites. Th e scales have provided a more robust understanding of student perceptions about the program and greatly reduce the burden and limitations of interpreting many individual items into broad judgements regarding eff ectiveness. 
