ABSTRACT. We introduce a simple method for determining pulsation velocities of Cepheid variables; namely, the matching of observed spectral line profiles in both shape and absolute position with model profiles. This approach avoids the ambiguous meaning of radial velocity for asymmetric lines, and it avoids the awkward projection factor (the "p" factor) used to expand radial velocities to pulsation velocities. In this investigation, we employ a simple pure-geometry model that reproduces all the major features in the observations. We illustrate the method using spectroscopic observations of z Gem, h Aql, and d Cep taken at the Elginfield Observatory, and derive the absolute radius changes.
INTRODUCTION
The radial pulsation of Cepheid variables is interesting on several fronts. The complex nature of the pulsations, their interactions with convection and granulation, and the differential rotation induced during the cycle pique our interest and offer difficult challenges to our understanding. Cepheids offer through their period changes one of the few ways to observe changes in stellar structure during our lifetime. In another arena, Cepheids are used to help set up the fundamental distance scale of the universe by combining the measured radius change in absolute units, obtained by integrating the radial velocity over a pulsation cycle, with the angular change that varies inversely with the distance. The angular radius and its changes can be measured photometrically by using magnitudes and color indices, as done in the original Baade-Wesselink method (Baade 1926; Wesselink 1946) , or by fitting energy distributions (Gray 1967 (Gray , 2005 , or directly, by using interferometers (Kervella et al. 2001; Lane et al. 2002) . In this investigation, we address only the determination of the radius change in kilometers.
Classical methods for determining the radius change start with observed radial velocities expressed as a function of pulsation cycle phase. Fortunately, the physical attributes of Cepheids seem to be reproducible cycle after cycle, so constructing the phase diagram presents no obstacle. Unfortunately, serious ambiguity occurs in the meaning of radial velocity, because the star's pulsation produces asymmetric line profiles. How does one define the Doppler shift of an asymmetric line? One can measure the position of the line core, the position midway between the continuum and the core, the position of the centroid, and so on. Differences can amount to several km s
Ϫ1
. This question has been addressed in several publications (Kraft 1967; Wallerstein et al. 1992; Sasselov & Lester 1990; Butler 1993; Kiss & Vinkó 2000; and Nardetto et al. 2006, among others) , and although various recipes have been suggested, the essential ambiguity remains. The method we present here completely sidesteps this issue by modeling the absolute position of the whole line, asymmetries included.
The next step in the classical method is to expand the observed radial velocities by a projection factor, typically ∼1.35, to allow for the fact that the radial (on the star) pulsation velocities are only along our line of sight for the center of the stellar disk and decline to zero at the limb. The net Doppler shift in the observed spectra is therefore considerably smaller than the pulsation velocity. These projection factors range from 1.2 to 1.5, depending on who computes them and what technique is used to measure the radial velocities. Furthermore, the projection factor varies with phase, although this detail is often ignored. More recent discussions and calculations of projection factors can be found in Hindsley & Bell (1986) , Sasselov & Lester (1990) , Sabbey et al. (1995) , and Nardetto et al. (2004 Nardetto et al. ( , 2006 . The method we present here does not use projection factors. The pulsation velocity is a fundamental parameter of the models; when the computed profile matches the observations, we have the pulsation velocity directly, without the intermediary of a projection factor.
Another of our goals is to see how far simple geometry can be used to explain the line profiles and their changes. No radiation transfer is included. We are quite aware of many of the extensive hydrodynamical modeling efforts toward understanding Cepheid spectral lines and their variations, such as Karp (1975) , Sasselov & Karovska (1994) , Sabbey et al. (1995) , Fokin et al. (1996) , Marengo et al. (2003) , and Nardetto et al. (2004) . None of these endeavors adequately include rotation and its likely variation with pulsation phase. Although hydrodynamical computations are certainly necessary for the understanding of how pulsations work, they can be involved and uncertain. Instead of pushing toward more complexity, we concentrate on the geometrical effects, and as we show here, such models turn out to be remarkably effective, although certainly not perfect. Naturally, the geometrical model tells us very little about the physics of the pulsation.
Although the use of line profiles is a significant improvement over simple radial velocities in determining pulsation velocities, there is a cost. Our method requires considerably more observing time and reduction effort. The relatively high spectral resolution required with our approach means that it will be limited to the Cepheids brighter than ∼10th magnitude; the classical radial velocity technique will likely continue to be used for the fainter ones.
OBSERVATIONS AND PROFILE SELECTION
Three bright Cepheids were chosen to test our ideas: z Gem (HR 2650), h Aql (HR 7570), and d Cep (HR 8571). Tables  1, 2 , and 3 summarize the observations, all taken at the Elginfield Observatory at the University of Western Ontario. The coudé spectrograph has been described elsewhere (e.g., Gray 1986). The resolving power of ∼100,000, or ∼3 km s Ϫ1 , is much smaller than the profile widths of ∼20 km s Ϫ1 , so the observed asymmetries are not compromised by limited spectral resolution. The dispersion is 0.013 mÅ pixel Ϫ1 . Our exposure times are no longer than 2 hr, corresponding to 0.8% of a cycle for z Gem, 1.2% for h Aql, and 1.5% for d Cep. Signal-tonoise ratios in the continuum, as estimated from the photon count, range from 140 to 350. Figure 1 shows a typical exposure, while Figure 2 shows the l6252.57 profile at a selection of phases to illustrate the changes in shape, strength, and position. The absolute wavelength positions are determined using telluric absorption inside the spectrograph, as described in a previous paper (Gray & Brown 2006) . Barycentric corrections are applied to the wavelength scale using the precepts of Stumpf (1979 Stumpf ( , 1980 . The wavelength scale is established with errors of ∼25 m s Ϫ1 (smaller than the symbol size in Fig. 2) .
We selected the profiles of six iron lines for analysis: Fe i ll6230. 74, 6232.65, 6252.57, 6265.16 and Fe ii ll6238.39, 6247.56 . Reasoning that the profile shapes are dominated by the Doppler-shift distributions of pulsation, macroturbulence, and rotation, not the thermal profile of each line, we averaged the six profiles from each exposure. Figure 3 illustrates sets of profiles from two exposures. The stellar lines change their depths with phase in the cycle, but we normalize them to their central depth in order to focus on the Doppler-shift distribution that shapes them, while playing down the absolute changes in strength. Although there are small differences that are real, they are relatively small compared to the variations shown during the pulsation cycle. An exception is the blending with adjacent weaker lines that occurs in the far wings. We have attempted to manually correct these, but the adequacy of the corrections does not seriously affect the derived pulsation velocities.
THE MODELS
The models consist of computed Doppler-shift distributions, where disk integration of the line-of-sight components of pulsation, rotation, and an isotropic Gaussian are combined. The Gaussian is meant to simulate the aggregate effects of macroturbulence, velocity gradients within the line-forming layers, unresolved line splitting, and the thermal profile. Its center is displaced to the Doppler shift given by the combined pulsation and rotation velocities appropriate to each point on the stellar disk. There are then three free parameters: (1) the pulsation velocity , (2) the projected rotation velocity , and V v sin i puls (3) the Gaussian dispersion z, which we adjust to get agreement with the observations. The pulsation velocity is the fundamental number we seek, but the others are also of some interest (e.g., Kraft 1966; Breitfellner & Gillet 1993; Bersier & Burki 1996; Gillet et al. 1999) .
The model stellar disk is divided on a sector-radius format, with 0.5Њ chosen for the sector step. The radius step is scaled to give dimensions that are comparable to the sector dimension. This results in some 111,000 subareas on the disk. The individual Doppler-shift distributions are weighted by the subarea size and the limb darkening and then summed to get the full Doppler-shift distribution for the whole model star. Figure 4 shows some basic variations in Doppler-shift distributions (cast as absorption lines) as a function of pulsation Figure 5 illustrates this role. In order to keep the model simple, we have used only rigid rotation. In the real star, rotation may well show complex variations. Typical radius changes of Cepheids are 10% between maximum and minimum. If the photosphere is weakly coupled to deeper layers, as seems likely, then conservation of angular momentum of photospheric material would imply ∼10% faster equatorial rotation at minimum radius than at maximum radius. Since the pulsation is radial, the change in moment of inertia will vary with the latitude on the star, producing significant differential rotation. Consequently, the physical meaning of rotation in our analysis should be treated with caution, and the derived values should be considered v sin i characteristic but not definitive. As noted below, the pulsation velocities we derive are nearly independent of uncertainties in . We also make the approximation of constant limb dark-
ening with phase. We use a limb-darkening coefficient of in a linear law , where v is the 0 p 0.7 I /I p 1 Ϫ ϩ cos v n n usual limb distance. Our models are not unduly sensitive to this parameter. In most cases, more darkening toward the limb can be compensated by increasing the broadening parameters, while the pulsation velocity one deduces is hardly affected. The worst case is when the asymmetry is largest. Figure 6 illustrates the change for this kind of profile. In this example, the greater limb darkening can be compensated by increasing from v sin i 8.0 to 8.5 km s Ϫ1 and decreasing the pulsation velocity from 25.0 to 24.5 km s Ϫ1 , or Ϫ2%.
ANALYSIS
In order to properly interpret the observations, we must place the stellar profiles on a center-of-mass velocity scale. That is, the space motion or so-called g-velocity must be removed. Since we have no way of knowing this when we start, we fall back on the standard condition that the net radius change across a full cycle must be zero. Although Sabbey et al. (1995; see also Böhm-Vitense et al. 1989 ) have pointed out how a simple application of this principle might introduce errors of ∼1 km s Ϫ1 through velocity gradients, this seems unlikely for our stars, as we argue below in § 5. We iterate by starting with a guess at the g-velocity based on inspection of the profiles and their asymmetries, then we analyze the observations to get pulsation velocities, integrate the pulsation-velocity curve, and readjust the g-velocity to meet the constraint.
Models were matched to the six-line mean profiles for each exposure. Examples are given in Figures 7, 8 , and 9. Most observed profiles are reasonably well matched by the models, with deviations rarely larger than the scatter among the six profiles entering the mean. There is a tendency for the top portion of the left wing to be lower in the observations than in the models, which might well result from inadequate corrections for line blending. The models are well constrained by the observations. When the pulsation velocity and the asymmetry are large, the amount of asymmetry depends on the rotational broadening, allowing us to fix to ∼0.5 km s Ϫ1 .
v sin i
Reducing the model's by this amount increases the mag-
nitude of the deduced pulsation velocity by only 0.1 km s Ϫ1 , or 0.4%. At the opposite extreme, when the pulsation velocity and the asymmetry are small, there is ∼2 km s Ϫ1 cross talk between the macroturbulence dispersion z and the projected rotation rate , because without the pulsation velocity, both v sin i rotation and macroturbulence produce symmetric broadening. Once a choice has been made for a rotation rate, z can be fixed to ‫3.0ע‬ km s Ϫ1 , or vice versa. The deduced pulsation velocity for this symmetric case is independent of any such trade-off.
The statistical error on individual pulsation velocities arises mainly from the limitation of the signal-to-noise ratio in the observed line profiles. We find from experience that we can see a pulsation-velocity mismatch of ∼0.3 km s Ϫ1 between observed line profiles and the models, and we take this value to be the error in our derived pulsation velocities.
Figures 10, 11, and 12 show the pulsation velocity curves. The line connecting our measurements is a weighted leastsquares smoothing of our data. The periods we use are shown on the abscissa labels. They are taken from Kholopov et al. (1998 ) or Szabados (1991 . Because the observations, both ours and those of others, were taken over relatively short time intervals, we do not need a particularly precise period. The measurements from a few other sources are shown in the figures for comparison. Small phase shifts originating in those authors' choice of reference time have been applied to justify them with ours. We arbitrarily scaled the radial velocities of the published data to fit our pulsation velocities. This is equivalent to applying our choice of projection factor ("p" factor) to these data. The agreement is generally rather good.
Integration of the pulsation-velocity curves then gives the radius change. We integrate the absolute value of the pulsation velocity across the full 0-1 phase interval, and then divide by 2. This minimizes any residual error in the g-velocity, especially for h Aql and d Cep, where the expansion and contraction phases are of almost identical duration. The results are z Gem: km; h Aql: km; and 6 6 DR p 4.88 # 10 DR p 4.59 # 10 d Cep:
km.
6 DR p 3.43 # 10 Although the power of our method should make these de- terminations the best available, their accuracy is limited by our imperfect phase coverage and by other factors, such as limb darkening, that are common to all methods. The estimated 0.3 km s Ϫ1 error on individual pulsation-velocity measurements implies ∼1% formal error on the radius changes. Another estimate of the precision on comes from comparing the values DR derived from our data alone to a similar solution using all the observations shown in Figures 10, 11 , and 12. For z Gem, the difference is 2.1%, for h Aql it is 5.0%, and for d Cep there is no difference, or 0.0%. The mean of the three is 2.4%.
DISCUSSION
By avoiding the ambiguity of the meaning of a radial velocity for asymmetric lines, and by avoiding the application of projection factors, we expected our analysis to show significant differences from previous analyses. Aside from ordinate scaling, our expectation is apparently not fulfilled. Instead, the agreement with previous studies is remarkably close.
There may be a slight divergence for h Aql near phase 0.5, although our data are too few to argue the case. However, we note that the mean profile we do have near this phase is slightly asymmetric, the blue wing being deeper than the red wing, even though the pulsation velocity is very near zero. Consequently, a classical radial velocity measurement is likely to give too low a pulsation velocity at this phase. On the other hand, with our model, there is no way to account for the asymmetry at this phase; further investigation is needed.
As a point of comparison, the scaling factors (which amount to empirical p-factors) used to fit published data in Figures 10,  11 , and 12 are as follows. For z Gem, Nardetto et al. (2006) radial velocities are expanded by 1.48, compared to their p-value of 1.40. We found a factor of 1.42 was appropriate for the Bersier et al. (1994) Butler (1993) velocities is 1.36, for Bersier et al. (1994) it is 1.38, and for Barnes et al. (2005) it is 1.40. Note that since previously published observations scale very well to ours, the deduced 's change almost exactly with these scaling factors. DR Rotation and its variations during the cycle make important contributions to the shaping of the line profiles. Our geometrical model shows that rotation may have been treated too casually in the past. Even elaborate hydrodynamical models that ignore rotation may well fall short of explaining the observations. The rotation rates we deduce are consistent with those found for similar nonvariable Ib supergiants (Gray & Toner 1987) . We find the rotational broadening is larger at the expected phase (i.e., when the radius shrinks to a minimum), although better phase coverage is needed to make this a definitive statement. However, we do not have a firm handle on how low the rotation may go at maximum radius, since, as we remarked above, rotational broadening can be traded for macroturbulence broadening with considerable impunity. The deduced range in the parameter is slightly larger than the simple angular-mov sin i mentum considerations we noted above. Naturally, our models have no depth dependence for any of the parameters. Clearly, this is an approximation. However, except for the small contribution of thermal broadening, it is the usual approximation, successfully used in the analysis of the spectral lines of nonvariable stars. The issue to focus on here is therefore the differential pulsation or velocity gradients. The existence of velocity gradients is not in question (e.g., Sanford 1956; Wallerstein et al. 1992; Butler 1993) . Rather, we ask whether the velocity gradients produce significant differential shifts in the main portion of the photosphere where our lines are formed. To investigate this, we compared all individual profiles to the six-line means, as in Figure 3 , and estimated systematic differences in velocity position. As can be seen in Figure 3 , these differences are not large. In most cases, when the differences are plotted as a function of phase, any signal is below the noise level of 0.1-0.2 km s Ϫ1 . In one case, we believe there is a detectable signal with an amplitude of ∼0.2 km s Ϫ1 ; namely, for our strongest line, Fe i l6231 in z Gem. Based on average line-core depths, this line is ∼1.6 times stronger than the weakest of the six. While this test does not prove that velocity gradients are irrelevant in the formation of our lines, it does show that systematic differences in the pulsation velocity arising from gradients are so small compared to the pulsation amplitude that they can be neglected. This is consistent with our model.
A natural expansion and improvement of our method is to replace the pure-geometry model with a hydrodynamical one that includes rotation while retaining the concepts of fitting the profiles in shape and position and directly yielding the expansion velocity. Likewise, although our model is not applicable to line profiles showing splitting or other complex behavior, the approach we take would still yield the pulsation velocity if more advanced models were able to reproduce the more complicated profiles. The same approach should also be considered for other types of variables.
