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Abstract 
Simulating a realistic condensed phase reaction (e.g., charge transfer in solution) is a notoriously 
demanding task.  These reactions often involve thousands of strongly coupled atoms.  This 
coupling is complex and extremely non-trivial.  Additionally, despite the rapid movement of the 
atoms themselves, these reactions are usually very slow.  A vast majority of chemistry and 
biology takes place in condensed environments.  A method that can accurately simulate these 
reactions would be invaluable.  To that end, we focus on improving the efficiency of a pair of 
preexisting path integral methods. 
The first method we discuss treats the entire problem quantum mechanically.  While extremely 
accurate, the computational cost of quantum simulations grows exponentially with the size of the 
system.  To help prevent this, we use an efficient spatial grid as the starting point for an iterative 
Monte Carlo calculation.  Although good methods can mitigate exponential cost, they are still 
limited to simulations containing only a few atoms.   
The second method uses a quantum-classical approximation.  In these approximations, the 
majority of the system is simulated using (cheep) classical methods; the (expensive) quantum 
calculations are reserved for the excessively quantum portions of the system, which tend to be 
small.  The quantum-classical path integral (QCPI) approach handles the interaction between the 
quantum and classical portions of the system rigorously.  By only reducing part of the total 
system, this QCPI approach introduces nonlocal temporal effects into the simulation.  This 
nonlocality can only be treated by standard iterative-QCPI algorithms, if the coupling between 
the quantum and classical portions is weak or the simulation time is short.  We introduce a 
scheme that can reduce the effective span of the temporal nonlocality.  We employ our new 
accelerated-QCPI approach to perform an exceedingly accurate simulation of the ferrocene-
ferrocenium charge transfer reaction in liquid hexane.     
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Chapter 1. Introduction and Background 
 
Unlike its classical counterpart, quantum mechanics is nonlocal in space.  This spatial 
nonlocality is fundamentally incompatible with Newton’s equations of motion as well as our 
physical intuition.  In Schrödinger’s description, this nonlocality is built into the wavefunctions.  
Numerically, wavefunctions are stored on grids.  As with most grid based methods, the storage 
needed for a faithful representation grows exponentially with the size of the system.  Using 
Schrödinger’s description to study quantum systems containing many degrees of freedom is, 
thus, computationally prohibitive.  The path integral description [1,2] accounts for the 
nonlocality of space by including all possible paths.  Each path describes a unique way of taking 
the system from its initial to its final configuration.  Although individual paths are local in space, 
their sum is not.  Integrating over paths requires almost no storage, however, the number of 
possible paths increases exponentially in both time and system size.  
It would seem that both descriptions are relegated to the realm of small systems.  Either the 
required storage or the number of calculations increases exponentially with system size.  
However, in the path integral description, many of the paths are superfluous and can be ignored.  
They are unrealistic.  They have: atoms passing through each other, molecules flying apart, etc.  
(Here, the physical intuition afforded by the local nature of the paths can be incredibly useful.)  
Removing all the unphysical paths manually would be extremely time consuming and 
unpleasant; fortunately, automatic procedures for omitting unnecessary paths exist, and are easy 
to implement.  Path integral Monte Carlo [3,4] (PIMC) uses Metropolis Monte Carlo [5] to 
sample only the most important paths.  By using only these paths, PIMC is able to make the cost 
of the integral manageable even when the system is not small.  Iterative Monte Carlo [6-9] 
(IMC) is a newer hybrid method which uses both path and grid descriptions to make the path 
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integral even more efficient.  With it, systems containing 10-20 degrees of freedom can be 
studied with minimal computational cost.   
Discretizing the path integral using an efficient spatial grid can reduce the cost of its direct 
evaluation by orders of magnitude.  Grids based on the discreet variable representation [10-13] 
(DVR) are excellent at describing the dynamics of thermally averaged molecular systems.  Still, 
the size of the grids (number of paths) grows exponentially with the size of the system, so this 
improved efficiency is only useful when the system is limited to a few degrees of freedom.  For 
multidimensional integrals (i.e., path integrals), the use of Monte Carlo methods cannot be 
avoided.  In Chapter 2, we investigate the benefits of using an efficient grid to discretize the path 
integral, before using IMC to evaluate the resulting path sum.  We find that this approach 
improves Monte Carlo convergence.  There is no unique way of applying Monte Carlo 
techniques to a grid.  In Chapter 3, we describe, in detail, two different methods for performing 
Monte Carlo integration on a lattice.            
Interesting many-body systems generally contain several thousand degrees of freedom.  Clearly, 
these systems are well beyond the scope of exact quantum methods.  This gap won’t be closed 
anytime soon.  Approximations are necessary to investigate systems of such complexity.  
Classical mechanics, which scales linearly with system size, is often a suitably accurate tool for 
simulating the dynamics of systems with thousands of atoms.  However, its results are 
meaningless for particles that are sufficiently quantum (e.g., Hydrogen atoms, electrons).  These 
quantum particles, though, account for an exceedingly small fraction of the total degrees of 
freedom.  Everything else can be treated classically.  i.e., the initial system can be split into a 
large classical part (called the solvent) and a small quantum part (called the system).  By 
restricting the demanding fully quantum calculations to only the degrees of freedom that require 
it, tremendous savings can be realized with minimal cost to the overall accuracy.  
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To date, several quantum-classical approximations have been developed [14-20].  These methods 
use wavefunctions, which, as mentioned earlier, are fundamentally incompatible with classical 
mechanics.  Thus, they cannot describe the interaction of the quantum system with the classical 
solvent without the use of uncontrolled approximations or ad hoc assumptions.  The recently 
developed quantum-classical path integral [21-24] (QCPI) approach uses the local nature of the 
paths to rigorously describe the system-solvent interaction.  Each system path contributes a 
unique set of forces to the solvent, and it, in turn, contributes a phase to the path.  The QCPI 
approach has already proven itself to be both extremely accurate and efficient.                   
In principle a QCPI calculation can be used to obtain information about every degree of freedom.  
This is rarely done in practice, however, because most of them do not exhibit interesting or 
instructive behavior.  Observations are usually restricted to the quantum system.  In this reduced 
representation the details of the solvent are unimportant; all that matters is how it influences the 
system (i.e., the influence functional [25]).  From the perspective of the system, the solvent 
introduces a coupling that spans through time.  Although seemingly counterintuitive, this 
temporal nonlocality is common when treating reduced representations.  While it is not present 
in the full description, it is introduced when only a portion of the degrees of freedom are 
integrated over.                    
The true power of the QCPI formulation is that it makes no restrictions on the form of the solvent 
or its coupling to the system.  Thus, QCPI simulations can be used to investigate the behavior of 
realistic condensed phase processes.  Electron transfer reactions [26], for example.  In an 
electron transfer reaction, the electron transfers from the donor to the acceptor state.  In the 
absence of a solvent, there is nothing to dissipate the reaction, so the electron oscillates 
coherently between the two states forever.  In solution, the electron transfer complex couples to 
the solvent in a complex and highly nontrivial fashion.  This coupling to the solvent causes 
dissipation and the reaction proceeds irreversibly toward its equilibrium value.  
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Electron transfer reactions are interesting because they exist in a regime where it is generally 
considered safe to replace the exact solvent with a harmonic approximation [27] (i.e., linear 
response is valid).  This assumes that we are not interested in the details of the solvent, but 
instead are focused on its influence on the system.  Obviously a harmonic approximation will 
never be able to approximate the highly anharmonic solvent, but in this regime, it can accurately 
capture the influence the solvent has on the system [28].  This harmonic representation of the 
solvent is often referred to as the bath.  The interaction between the system and this bath is 
completely described by the analytic Feynman-Vernon influence functional [25].   
The standard analytical expression for the Feynman-Vernon influence functional cannot be 
directly applied to electron transfer reactions.  For these reactions, the bath is initially in 
equilibrium with the system’s donor state, but the standard influence functional assumes that the 
bath is initially isolated from the system.  In Chapter 4, we discuss two equivalent procedures for 
generalizing the influence functional approach to situations where the bath is initially in 
equilibrium with a localized system state (e.g., donor acceptor).  The first procedure [29] 
involves rederiving the influence expression with a shifted bath.  The alterative, second approach 
consists of shifting the system’s coordinate to bring its initial state in equilibrium with the 
isolated bath.  This requires no modification of the influence functional and has already been 
used in earlier work by our group [30].  
As an alternative to the analytic Feynman-Vernon approach, QCPI simulations can also be used.  
They automatically capture the effect equilibrating the bath with a localized state of the system.  
The bath’s spectral density is often used as a starting point for both Feynman-Vernon and QCPI 
methods.  A harmonic bath can be described completely by its spectral density.  It is not always 
easy to obtain the spectral density, especially if the solvent is large and sluggish.  In Chapter 5, 
we discuss a way of obtaining the necessary information for a QCPI simulation without 
calculating the spectral density.         
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Strictly speaking, the solvent couples all of the systems time points.  When all time points are 
coupled, iterative methods, which mitigate the exponential time scaling, cannot be implemented, 
and the number of paths as well as solvent trajectories increases exponentially with the number 
of steps.  The interaction of the solvent with the system can be described by (multi-) time 
correlation functions of the solvent [28].  In condensed media, correlation functions decay 
irreversibly.  Thus, distant time points will be negligibly coupled by the solvent.  The memory 
(or decoherence) time is the time beyond which two system points can be considered uncoupled.  
With this insight, it is not hard to develop iterative methods for system-solvent Hamiltonians, 
and several people have [31-36].  Iterative methods have even been applied to the QCPI 
methodology [22].  In the iterative QCPI methodology, reference propagators [23] can be used to 
increase the spacing of the time points, and thus, allow fewer points to span longer times.  If too 
many points are required to span the memory time, the problem once again becomes intractable.   
In Chapter 6, we investigate the convergence of iterative QCPI calculations with sluggish 
solvents strongly coupled to the quantum system.  This regime is chosen because it is known to 
be extremely demanding for iterative calculations.  The strong coupling to the system 
necessitates a short path integral time step, and the sluggish nature of the solvent implies that 
many thousand time steps are required to span the memory time.  To cure this situation we 
introduce a modified QCPI algorithm, which is capable of decreasing the effective memory time.  
Further, we introduce a dynamically consistent state hopping (DCSH) procedure that 
incorporates some of the quantum decoherence effects into the reference propagator.  These 
improvements can dramatically reduce the number of time steps required, accelerating the 
calculations by orders of magnitude, even in the most challenging regimes.                   
Finally, in Chapter 7, we utilize the QCPI methodology to simulate ferrocene-ferrocinum 
electron transfer in a solution of liquid hexane to an unprecedented level of accuracy.  These 
calculations are extremely demanding and would be impossible without the conceptual and 
methodological advances described in Chapter 6.  These results represent the first of their kind.  
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Additionally, we map the solvent onto an effective harmonic bath and simulate the dynamics.  
We then compare these results with those from the all-atom simulation to investigate the 
accuracy of linear response in this system.  
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Chapter 2. Iterative Monte Carlo for Time Correlation 
Functions with Discrete Variable Representations 
 
2.1 Introduction: Equation Chapter 1 Section 2 
There are many fully quantum methods available to calculate the dynamics of small quantum 
systems or the equilibrium properties of large systems.  A method that can calculate the 
dynamics of many-bodied quantum systems, however, remains elusive.  Basis set methods are 
highly efficient for simple systems, but the size of the basis and the memory needed to store it 
increases exponentially with the size of the system.  This memory penalty can be avoided by 
expressing the problem as a multidimensional path integral.  Methods based on path integral 
Monte Carlo (PIMC) can calculate the equilibrium properties of systems containing several 
degrees of freedom [1-3].  Unfortunately, for dynamic systems, the integrand is highly 
oscillatory and the number of Monte Carlo points required for convergence increases 
exponentially with dimension [4,5].  The exponential increase in computational resources is a 
major hindrance preventing the calculation of dynamic properties for large many-bodied 
quantum systems. 
Iterative Monte Carlo [6-9] (IMC) is a recently developed methodology for evaluating thermally 
averaged correlation functions in the continuous position basis.  It uses an iterative basis set 
method to evaluate the correlation functions, but the basis it uses is selected with PIMC based 
methods.  This type of hybrid method is capable of dramatically reducing both the time and the 
memory required to calculate the dynamics of large quantum systems.  This method is a 
powerful tool that can produce converged results for systems of 10-20 degrees of freedom using 
only modest-sized grids of 410  points. 
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Many systems can be described using only a few well-chosen states; therefore, it is advantageous 
to apply this methodology to a discrete basis.  These states effectively coarse-grain the position 
space.  By minimizing the size of the starting space, the number of unique points selected during 
the Metropolis walk and the size of the IMC basis can be reduced.  Additionally, these bases 
often have an underlying structure that can be used to dramatically reduce the cost of IMC 
calculations.  
First, in Section 2.2 we express the IMC method in terms of a discrete basis.  Next, in Section 2.3 
a particularly useful discrete basis will be described.  In Section 2.4 two different techniques for 
applying Metropolis Monte Carlo to a lattice will be discussed.  In Section 2.5 we present some 
concluding remarks   
 
2.2 Iterative Monte Carlo:  
Consider the symmetrized position autocorrelation function [10] 
 
    
*ˆ1 ˆˆ ˆTr c ciHt iHtZG t e e
x x x x  (2.1) 
 
where Hˆ  is the Hamiltonian of the system, xˆ  is the position operator, 2ct t i  is a 
complex time ( 1/ BTk  ), and  
*ˆ ˆ
Tr c ciHt iHtZ e e  is the canonical partition function.  For 
numerical calculations, the complex time evolution operator 
ˆ
ciHte  is often preferred over its 
real time counterpart
ˆiHte , because the imaginary term helps dampen the oscillatory nature of 
the time evolution operator.  Figure 2.1 shows the effect this damping has on the propagator of a 
simple harmonic system.  This symmetrized form is related to the more traditional real time 
form,  
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    ˆ ˆ ˆ1 ˆ ˆTr ,i t iH tH HC t e e eZ   x x x x  (2.2) 
 
in frequency space  
 
    (1/2) ,C e G   x x x x  (2.3) 
 
where 
 
      
1/2
2 i tG G t e dt 





  x x x x  (2.4) 
 
is the Fourier transform of  .G tx x   
The most straightforward way to evaluate  G tx x  is to first express all the operators in terms of 
some basis (e.g. the eigenbasis of the Hamiltonian) and then use simple matrix operations.   
 
  
*1 ˆ ˆˆ ˆc c
N N N N
iHt iHt
N N N N N N N NG t Z e e


  

 
      x x
s s s s
s x s s s s x s s s  (2.5) 
 
These basis set methods are highly accurate for simple systems, but the size of the basis and the 
memory needed to store it increases exponentially with the size of system.   
This memory penalty can be avoided by evaluating the matrix elements on the fly.  
Unfortunately, the exact matrix elements 
*ˆ
ciHt
N Ne s s  and 
ˆ
ciHt
N Ne
 s s  are not readily 
available for non-trivial systems, and their evaluation is computationally prohibitive.  When the 
magnitude of the complex time is small, reasonable approximations to the matrix elements are, 
however, readily available.  These approximations become exact in the limit 0ct  .  ct  is 
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often too large for these approximations to be valid, so the propagator must be split into a series 
of short time propagators.  
 
 
ˆ ˆ ˆ
  termsc c ciHt iH t iH te e e N       (2.6) 
 
where c ct t N   is small enough for the short time approximation to be valid.  In terms of a 
complete basis set  
 
 1 1 2 2 1 1
ˆ ˆ ˆ
1 2 1
, , ,
ˆ ˆ ˆ
1 1 1 2 1
c c c
N N
c c c
iHt iH t iH t
N N N N
iH t iH t iH t
N N
e e e
e e e
 
    

     
     

     
     
 
s s s s s s
s s s s s s
s s s s s s
, (2.7) 
 
with  1 2N N  .  It is clear that the number of operations required to evaluate this grows 
exponentially with the number of time steps.  Eq. (2.7) is the discretized path integral 
representation [11,12] of the complex time propagator.  In this representation, the memory 
penalty is avoided, but many more operations are required to obtain accurate results. 
To evaluate the symmetrized position autocorrelation function in the path integral representation, 
a summation must be performed over an astronomically large number of terms.  A direct 
evaluation of this sum is impossible.  Fortunately, many of the terms have negligible 
contributions and can be neglected without affecting the accuracy.  Therefore,  G tx x  can be 
easily evaluated using Metropolis Monte Carlo integration [2], i.e., PIMC.  PIMC uses 
 
*ˆ ˆ
1 1, , , , , , ,
c ciHt iHt
N N N N N N Ne e
     s s s s s s s s s  as its Metropolis weighting 
function, and is commonly utilized to calculate the equilibrium properties of large systems.  For 
dynamic systems ( 0)t  , the integrand is highly oscillatory, so many extra terms must be 
included to achieve the same accuracy. 
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The key to IMC methods is that in Eq. (2.7) only nearest-neighbor terms are coupled; therefore, 
the large summation can be replaced by an iterative series of smaller ones.  This can be seen by 
moving all constant terms outside of the summation in Eq. (2.7) to obtain  
 
 
1 1 2 2
1 1
ˆ ˆ ˆ
3 2 2 3
, ,
ˆ ˆ ˆ
2 1 1 1 1 2
,
c c c
N N
c c c
iHt iH t iH t
N N
iH t iH t iH t
e e e
e e e
 
    
   
     
 
     
     
 

s s s s
s s
s s s s s s
s s s s s s
 (2.8) 
 
In Eq. (2.8) the term Δ
ˆ
1
/
1
cH te s s  depends on no variables other than 1s  and 1s , so it can be 
evaluated separately.   
 
   Δ /1 1 1 1
ˆ
1,
cH teR     s ss s  (2.9) 
 
In a similar manner, the term  
1 1
Δ / Δ /
1 1 1
ˆ ˆ
2 1 21,
,c cH t H tRe e         s s ss sss s  can be evaluated at all 
values of 2 2, s s  to obtain  2 2 2,R  s s .  In general  
 
 
   
1 1
Δ / Δ /
1 1 11
,
1
ˆ ˆ
, , 
2  , ,
,
,  
k
c c
k
k k k k k
H t H t
k k k kkR Re e
k N

 
   



       




s s
s ss ss s s s
 (2.10) 
 
which has the same form as matrix vector multiplication.  It is easy to show that the vectors 
 * ,k k kR s s  corresponding to 
*ˆ
ciHt
N Ne s s  have a similar form.  By preforming the sum 
iteratively, the discretized path integral is effectively being evaluated with a basis set method.   
Although the computational effort no longer grows exponentially with the number of time slices, 
we must now store the kR  vector.  The length of kR  grows exponentially with the system size, 
but many of the terms make only small contributions to 
ˆ
ciHt
N Ne
 s s , so they can be 
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neglected.  The summand for the individual iterations Eq. (2.10) is less oscillatory than the total 
summand of Eq. (2.7).  Therefore, Monte Carlo can be used during the iteration even when 
PIMC cannot be used.  To select the important points a Metropolis walk is performed in the full 
space using   
*ˆ ˆ
1 1, , , , , , ,
c ciHt iHt
N N N N N N Ne e
     s s s s s s s s s  as the weighting 
function.  This walk is identical to the one used during PIMC, but instead of storing the sampled 
points as paths through the 4N  dimensional space they are stored as 2N  different vectors.  For 
each of these vectors, the selected points are multiplied by a weight, the value of which depends 
on which lattice Monte Carlo method is used.   G tx x  is finally obtained by iteratively 
preforming the matrix vector multiplication.  Figure 2.2 shows a graphical representation of how 
this procedure is used to calculate 
ˆ
ciHt
N Ne
 s s , a precursor to  G tx x .  The traditional 
position autocorrelation function  C tx x  can be obtained in a similar manner.  In this case, the 
short time propagator is not damped, so it is much more oscillatory. 
Figure 2.2 shows the symmetrized position autocorrelation function of a d-dimensional harmonic 
oscillator with unit mass and frequency for 7  , 3.5t   and 4N   as a function of the 
number d of spatial degrees of freedom.  The total number of grid points employed in the IMC 
caculation was increased linearly with d as the function 5000d.  The discretized IMC results are 
shown along with those obtained using PIMC and IMC.  The PIMC results were obtained using 
the same Monte Carlo points that were selected during the IMC calculation.  The exact results 
are also shown.  From this figure it is evident that discretized IMC converges faster than is 
predecessor.       
 
2.3 The Discrete Variable Representation Basis:  
The discrete variable representation [13-17] (DVR) basis is an excellent basis for describing the 
dynamics of thermally averaged molecular systems.  The standard DVR is produced by 
diagonalizing the position operator xˆ  in the basis of a reference Hamiltonian’s lowest M  energy 
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eigenstates  
M
n .  The resulting eigenfunctions  
M
s  are localized in space about their 
corresponding eigenvalues (DVR points)  Mx .  The key approximation of the DVR is that in it 
the operator  ˆf x  is diagonal with   Mf x  as its eigenvalues.  This approximation becomes 
exact as M  , but can be nearly exact for much smaller values of M .  This is because, high-
energy eigenstates are negligibly populated at finite temperatures and can be omitted without 
affecting accuracy.  A d -dimensional DVR can be built by forming a direct product of several 
one-dimensional DVRs  I II i ds s s s   s .  When the short time propagator is 
expressed in a direct product basis, a fast algorithm can be used for the iterative matrix vector 
multiplication [13]. 
The eigenfunctions of the reference Hamiltonian often correspond to a set of orthonormal 
polynomials   n x , with 
 
       .n n nx A w x p x   (2.11) 
 
Here,  w x  is a positive weight function and  np x is an nth  degree polynomial which is 
orthonormal with respect to  nA w x , i.e. 
 
       ,  .
b
n m n m n m
a
A A p x w x p x dx   (2.12) 
 
If this is the case, then it has been shown in Refs. [15,16] that the resulting DVR points  Mx  
are equivalent to those of an M point Gaussian quadrature and that 
 
 
 
    ,n n n n
W
s n W A p
w
x x
x

   

  T x x  (2.13) 
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where W
x  is the Gaussian weight associated with the point x  and nT  is the transition matrix 
that expresses the eigenfunctions  
M
n  in the DVR basis.   
In this basis, Eq. (2.5) becomes  
 
  
ˆ1
d d
c
N N N N
N N
M M
iHt
cG t Z e   
 

 

 x x x x s s  (2.14) 
 
and  
 
 
   
    
   2'
1
*ˆ
i t V Vc iE tcn
c
M
iH x
n
t
n
x
n
W W
e
w w
e e
 

 
 
   
  
  





 
x x
s s x x
x x
, (2.15) 
 
where 0Hˆ  is the reference Hamiltonian, V  is a position dependent potential and nE  is the 
eigenvalue associated with the n
th
 eigenfunction of the reference Hamiltonian.  Thus, the DVR 
basis can be thought of as a quadrature rule with weights  x MW   and nodes  Mx , and  Eq. 
(2.7) can be thought of as a quadrature approximation to a multidimensional integral.   
 
2.4 Lattice Monte Carlo:  
In a continuous space, Metropolis Monte Carlo integration can be thought of as a quadrature 
rule.  The nodes of this rule are ix  (unique values of x  sampled by the walk) and the effective 
weights  
 
 
 
MC
i
i
i
m L
W
A
x
x
. (2.16) 
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A  is a normalization constant that is equivalent to the integral of   x  over all space.  L  is the 
length of the walk and im  is the number of times the point ix  was sampled during the walk 
(multiplicity).  On a lattice, there are two different ways to express the normalized probability 
density.  Lattice Monte Carlo (LMC) uses the continuous density evaluated at each sampled 
lattice-point.  The effective LMC weights are identical to Eq. (2.16).  Alternatively, quadrature-
lattice Monte Carlo (QLMC) estimates the density directly from the walk. 
 
 
 
i
i i
i im L
A W
P
W

 
x
x x
x
 (2.17) 
 
i
Px  is the probability of landing on ix  and iWx  is the effective grid spacing at that point i.e. the 
weight of the underling quadrature rule.  The effective QLMC weights are identical to those of 
the underling quadrature rule.  Both methods omit unimportant points from the grid, but only 
LMC alters the weights to account for these holes in the lattice.  In the infinite walk limit, both 
methods become identical.      
As long as the lattice is capable of accurately reproducing the integrand and its variance, LMC is 
nearly identical to Metropolis Monte Carlo.  The total error is dominated by a statistical error 
that scales like / L , where   is the variance of the integrand.  The LMC integral estimate 
will converge when the walk is long enough to make / L  small compared to the estimate.  If 
the function is highly oscillatory, the walk will need to be very large in order for the results to be 
accurate.   
Unlike LMC, QLMC is highly dependent on the specific details of the lattice.  Grids that have a 
large number of closely spaced points (e.g. a high dimensional direct product basis) will tend to 
have a large number of points omitted by the walk.  QLMC has no way to account for this lost 
area, so the estimate will have a large systematic error.  The QLMC estimate has a statistical 
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error that is dominated by points that are only sampled half of the time. Once the walk is long 
enough to always sample all the grid’s important points, the estimate will be accurate.   
These methods have different criteria for convergence, so they are not equally applicable to all 
problems.  If the integrand is predominately oscillatory, QLMC is optimal, but if the integrand is 
dominated by its high dimensionality then LMC should be used.  This relationship is 
demonstrated by Figures 2.4 and 2.5.  Figure 2.4 shows the symmetric position autocorrelation 
function  cG tx x  of a 4-dimentional uncoupled harmonic oscillator with unit mass and 
frequency.  Figure 2.5 shows the standard single partial position autocorrelation function  1 1x xC t  
for the same system.  It is much better to use LMC to calculate the smooth integrals of  cG tx x , 
but QLMC must be used to evaluate the oscillatory integrals of  1 1x xC t . 
 
2.5 Concluding Remarks: 
We have shown that the IMC methodology can be formulated using an efficient spatial 
discretization of the path integral.  We have also shown that when the DVR basis is used as a 
starting point, the corresponding discretized path sum can be thought of as a quadrature 
approximation to the path integral.  The discretized IMC method can converge to the correct 
results using fewer Monte Carlo points the standard IMC approach.  This formulation of IMC 
requires that a Monte Carlo walk be performed on a lattice.  
LMC and QLMC are two different ways of applying Metropolis Monte Carlo on a lattice.  Both 
methods will sample the same grid points, but after that, they treat the points differently.  Both 
LMC and QLMC have very different convergence requirements.  LMC is optimal for relatively 
smooth integrands with high dimensionality.  QLMC can handle oscillations, but not high 
dimensionality.              
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2.6 Figures: 
 
Figure 2.1: Real part of 
ˆ
0iHtx e  in complex time (red) and real time (black) for a harmonic 
oscillator at 1  , 0.5t   and  0.4  .   
 
 
 
Figure 2.2: Graphic representation of IMC with five time steps.  The different colors correspond 
to different iterative steps.  Time increases to the left.  The lighter nodes are points that were not 
sampled by the random walk. 
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Figure 2.3: Symmeterized position correlation function for a d-dimensional harmonic oscillator.  
Red circles: PIMC results.  Blue circles: IMC results.  Green circles: discretized IMC.  Black 
line: exact results. 
  
20 
 
 
 
 
Figure 2.4:  cG tx x  of a 4-dimentional uncoupled harmonic oscillator with unit mass and 
frequency. 7  , 0.5ct   and a walk length of 20,000.  Red dots: QLMC. Black dots: LMC. 
Solid blue line: exact results.  Error bars calculated from 10 runs. 
 
 
 
 
 
Figure 2.5:  
1 1
tC
x x  
of a 4-dimentional uncoupled harmonic oscillator with unit mass and 
frequency. 2  , 0.5t   and a walk length of 3 million.  Red dots: QLMC. Black dots: LMC. 
Solid blue line: exact results.  Error bars calculated from 4 runs. 
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Chapter 3. On the Convergence of Lattice Monte Carlo 
Methods 
 
3.1 Introduction: Equation Chapter 1 Section 3 
Metropolis Monte Carlo [1] is a form of numerical integration that is commonly employed by 
PIMC techniques [2,3].  It uses importance sampling to select the points that contribute the most 
to the integral.  The selected points are then used, along with information about the walk, to 
evaluate the integral.  By finding the most important points, this method attempts to build an 
optimal quadrature rule/discrete variable representation [4-6] (DVR).  The random nature of the 
selection prevents these points from being truly optimal, but they can be a good approximation.  
Metropolis Monte Carlo is primarily useful when the true optimal points are not readily 
available, and there is a natural way of choosing the important points.   
As is well known, Monte Carlo methods converge very rapidly when the integrand is localized 
and smooth (i.e., has a small variance).  To make this statement more precise, consider the n-
dimensional integral  
 
 
2 2 4 4
1 1( ) ( )
1
n nx x x x
n nI dx dx e e
 
     
 
    (3.1) 
 
which is to be evaluated without taking advantage of its simple factorizable form.  Let ( )nr L  be 
the error in the result obtained with a method that uses L integrand evaluations (i.e., samples the 
integrand at L n-dimensional points).  In one dimension ( 1n  ) 1( )r L  drops very quickly (i.e., 
pretty small with L~20) if a quadrature is used, but requires much larger values of L if Monte 
Carlo is used.  For quadrature rules, ( )nr L  increases rapidly with the number of dimensions, but 
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with Monte Carlo, ( )nr L  is nearly constant.  In this chapter, we focus on the different 
characteristics of Monte Carlo and quadrature methods.   
 
3.2 Monte Carlo vs. Quadrature Weights:  
We focus on the integral 
 
 ( )
D
I f x dx   (3.2) 
 
where  f  is a function of (one or more) variable(s) x and D is the domain of integration.  
Metropolis Monte Carlo employs a random walk generated by a sampling function  , which is 
usually chosen as a positive definite, normalizable factor of the integrand.  Multiplying and 
dividing by this factor, the integral becomes 
 
 
 
( )  
( )
D
f x
I x dx
x


   (3.3) 
  
 
For a random walk of length L, the Metropolis Monte Carlo approximation to the integral is 
given by the average value of the integrand (not including the sampling function), 
 
 MC
1 (
)(
)
L
j
L
j j
f z
I
L z


   (3.4) 
 
where , 1, ,jz j L  are the coordinates of the points visited by the random walk, and 
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   
D
x dx  
                                                                
(3.5) 
 
is the normalization constant of the sampling function.  Eq. (3.4) can also be written as  
 
MC
1
( )
( )
S
i
L i
i i
f x
I m
L x


 
                                                    
 (3.6) 
 
where S L  is the number of distinct points ix  sampled and im  is the number of times the point 
ix  was sampled during the walk.  Below we refer to im  
as the multiplicity of point ix .  Usually 
the above procedure is repeated b times, with each new random walk referred to as a “block”.  
The mean of the b block averages is reported as the Monte Carlo estimate of the integral (from a 
total of bL samples) and the standard deviation of the block averages is used as an estimate of 
statistical error.   
In the rest of this chapter, we focus on Monte Carlo on a lattice.  There are several potential 
advantages to lattice versions of the standard Metropolis Monte Carlo algorithm:  First, Lattice 
Monte Carlo (LMC) methods may be necessary when the integrand is available on a grid, and 
interpolation is costly.  Second, if storage of the sampled points is required at a subsequent step 
(as in IMC [7-10]), LMC reduces the number of stored points dramatically (see multiplicities 
below).  Third, the use of a judiciously chosen lattice allows for better distribution of the points 
and for a smooth connection with quadrature methods, which could offer significant advantages 
in situations with oscillatory integrands. 
If the Monte Carlo random walk is performed in continuous space, no point will be visited more 
than once in a random walk of finite length.  In this case multiplicities greater than unity arise 
only because of rejected moves.  If, however, the random walk is performed on a lattice of 
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discrete points , 1, ,ix i N , the random walk may land on each lattice point multiple times.  In 
particular, if the length L of the random walk is much greater than the number N of lattice points, 
the multiplicities im  will generally be large.  Below we focus on the Metropolis Monte Carlo 
procedure on a lattice containing N points.   
On such a lattice, quadrature integration rules have the general form 
 
 quad
1
( )
N
N i i
i
I w f x

  (3.7) 
 
where iw  is the quadrature weight of point ix .  The quadrature weights can be thought of as 
effective length (\area\volume\etc.) elements of the lattice. I.e.,  
 
 
1
N
i
i D
w dx

  . (3.8) 
 
To account for the discrete nature of the lattice, the Metropolis weight of each lattice point is the 
product of the sampling function and the quadrature weight  ( )i iw x .  On the lattice, the 
Metropolis Monte Carlo estimate, Eq. (3.6), can be viewed as a quadrature rule, 
 
MC quad
1
( )
N
MC
L N i i
i
I I w f x

                                                            (3.9) 
 
with weights  
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 
MC  .ii
i
m
w
L x


  (3.10) 
 
where 0im   if the point ix  is never visited in a particular random walk. 
In the limit L , the Monte Carlo multiplicities are distributed as the sampling function, i.e., 
  ( )i i im L x w  , such that 
MC
i iw w  for all i.  By virtue of Eq. (3.9), the Monte Carlo 
estimate becomes 
 
MC
1
)(
N
L i i
i
I w f x

 ,                                                              (3.11) 
i.e., the Metropolis Monte Carlo prescription reproduces the quadrature rule approximation to the 
integral on the given lattice.  For finite walks and if the number of lattice points is large, such 
that / 1L N , most of the points will rarely be revisited, if they’re visited at all.  For these 
points, the multiplicities are of order 1, and MC 1( )i iw x
 .  There is, however, a small fraction 
of points (near the center) that will be frequently revisited.  These points have multiplicities 
much greater than 1, and MC iiw w .  One sees that points in the wings ( ( ) 1x ) of the sampling 
function are assigned large weights.  Because such points are rarely visited by the random walk, 
Monte Carlo compensates for differences in sampling density by increasing their weights.  This 
behavior is clearly shown in Figure 3.1, in which we plot the ratio between MCiw and iw  for a 
representative calculation.  These adaptive weights are crucial to the convergence of Metropolis 
Monte Carlo. 
Since the normalization integral of the sampling function   is not necessarily equal to a 
quadrature rule approximation, the Monte Carlo estimate must be renormalized.  Specifically, 
Eq. (3.6) is replaced by 
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where  
 
1
( )
N
N ii
i
xw 

 .                                                              (3.13) 
 
Eq. (3.12) is referred to as the lattice Monte Carlo (LMC) estimate.   
The LMC expression, Eq. (3.12), is obtained by dividing the integrand by the normalized 
sampling function ( ) /ix  ,  which in the infinite random walk limit is equal to the probability 
density of the sampled points.  In this limit, the probability of sampling a point on the lattice is 
( ) /iix w  .  (The quadrature weight is required to convert the probability density into a 
probability.)  If, however, the actual probability  iiP m L  of the sampled points is used in place 
of ( ) /iix w  , one arrives at the new estimate 
 
quad-MC
1
)(L i i
S
i
I w f x

 .                                                         (3.14)  
 
This equation will be referred to as the quadrature-lattice Monte Carlo (QLMC) estimate of the 
integral.  Like LMC, it can also be expressed in terms of a quadrature rule for the lattice  
 
 quad-MC quad quad-MC
1
)( ,
N
L N i i
i
I I w f x

   (3.15) 
 
where quad-MCi iw w  if the point was sampled during the walk, and 
quad-MC 0iw   if it wasn’t. 
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If the random walk is sufficiently long to sample all the lattice points (i.e., S N ), Eq. (3.14) 
produces exactly the quadrature result.  For shorter random walks, S N , Eq. (3.14) effectively 
omits the unsampled lattice points from the quadrature.  Unlike LMC, QLMC does not change 
the quadrature weight of the points that it samples; it makes no attempt to account for the points 
that it doesn’t sample.  LMC and QLMC have very different convergence criteria. 
Figure 3.2 shows the area plots corresponding to a representative short random walk for both 
QLMC and LMC.  In an area plot, each lattice point is represented by a rectangle of height 
)( if x  and width 
quad-MC
iw  (
MC
iw ).  In the sparsely sampled regions, LMC accounts for the 
missing points by increasing the weight (width) of the points that it does sample.  This can only 
be accurate if the integrand is slowly varying in these regions.  As the length of the walk 
becomes large, both methods reproduce the quadrature integration (i.e., quad-MC MCi i iw w w   for 
all i).  Figure 3.3 shows the area plots corresponding to a representative long random walk for 
both QLMC and LMC.         
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3.3 Figures: 
 
Figure 3.1: Ratio between MCiw and iw  for the points sampled by the walk (black dots).  Lattice 
points not sampled by the walk are indicated by red dots.   
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Figure 3.2: Area plots corresponding to a representative short random walk for both QLMC 
(left) and LMC (right).  The solid black line represents the integrand. 
 
 
Figure 3.3: Area plots corresponding to a representative long random walk for both QLMC (left) 
and LMC (right).  The solid black line represents the integrand. 
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Chapter 4. Path Integral Calculations for a System 
Interacting with a Shifted Dissipative Bath 
 
4.1 Introduction: Equation Chapter 1 Section 4 
This chapter is based on the paper [Peter L. Walters, Tuseeta Banerjee, Nancy Makri. “On 
iterative path integral calculations for a system interacting with a shifted dissipative bath” The 
Journal of Chemical Physics 143, 074112 (2015)].  
System-bath models, where the effects of a condensed phase or molecular environment on the 
dynamics of a system are described in terms of a bath of harmonic oscillators linearly coupled to 
the system [1-4] continue to find widespread use.  Apart from inviting analytical treatments, the 
harmonic bath model allows calculation of system properties using numerically exact quantum 
mechanical methods.  In particular, the iterative quasi-adiabatic propagator path integral (i-
QuAPI) methodology [5-26] offers an efficient approach for treating continuous or discrete 
dissipative systems, which may interact with external time-dependent fields [27-30], over 
extremely long time lengths.  Because of its iterative nature, the i-QuAPI algorithm circumvents 
the exponential proliferation of quantum paths with propagation time, as well as the Monte Carlo 
sign problem associated with the phase of the real-time path integral.  The methodology has been 
employed for generating accurate benchmark results and has found numerous applications in 
chemical and condensed matter physics (for example, see [31-43]); it has also been extended to 
fermionic environments [44-46].  
The i-QuAPI methodology employs a path integral [47-48] representation of the system’s 
reduced density matrix in terms of localized system states [7].  Many generic studies (e.g., 
investigations of “spin-boson” dynamics [1,2,4]) assume that the bath is initially isolated from 
the system of interest.  However, in many chemical processes, the system is described in terms of 
such a localized state (the “donor” in the case of charge transfer), and the dissipative 
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environment is initially in equilibrium with this localized state of the system.  Such an initial 
condition requires a modification of the influence functional [49] employed in the i-QuAPI 
methodology.  
In this chapter, we discuss two equivalent procedures for generalizing the i-QuAPI algorithm to 
situations where the harmonic bath is initially in equilibrium with the localized state of the 
system.  The first approach [50] involves evaluation of the influence functional with a shifted 
bath.  This shift augments the system amplitude via a time-local phase, which is given in terms 
of the spectral density.  The alternative, second approach consists of shifting the coordinate of 
the system to bring its initial state in equilibrium with the unshifted bath.  This approach requires 
no modification of the influence functional and has already been used in earlier work by our 
group [32].  We show that the two approaches are entirely equivalent in the full path integral 
expression. 
However, we point out that the first approach must be implemented rather cautiously in iterative 
path integral calculations.  Specifically, the phase supplied by the shifted bath must be subject to 
memory truncation consistent with that employed in the iterative decomposition of the influence 
functional, otherwise spurious memory effects lead to very slow convergence.  The second 
approach does not require particular caution.   
In Section 4.2, we derive the influence functional for a shifted bath using a simple classical 
procedure.  We also consider the alternative approach of shifting the system coordinate while 
retaining the influence functional in terms of an unshifted bath and show that it leads to the same 
modification of the phase of the system.  In Section 4.3, we consider the use of the shifted bath 
influence functional in the iterative decomposition of the path integral.  We show that failure to 
implement proper memory truncation of this phase leads to slow convergence.  In Section 4.4, 
we present some concluding remarks. 
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4.2 Influence Functional for Bath Initially in Equilibrium with Donor:    
In the QuAPI formulation, the Hamiltonian describing the system is written in the general form  
 
 0
,
ˆ
M
nm n m
n m
H h   ,      (4.1) 
 
where n  represent localized discrete states or a DVR [51-52] obtained from continuous 
coordinates, i.e. the system position operator is [7]  
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It is assumed that the system interacts with bath of harmonic oscillators via bilinear coordinate 
coupling terms, such that the combined bath and interaction Hamiltonian has the form 
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The characteristics of the bath pertaining to the dynamics of the system can be specified 
collectively via the spectral density function [1] 
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The reduced density matrix of the system,  , is given by the expression 
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where F is the Feynman-Vernon influence functional.  It is often assumed that the bath is 
initially at equilibrium, i.e., its initial density matrix is b b/Tr
H H
e e
    with  
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With this initial condition, which is illustrated in Figure 4.1a, the influence functional is given by 
the expression 
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where  
 
  
2
1
2
( ) coth cos ( ) sin ( )
2
j
j j j
j j j
c
t t t t i t t
m
    

                          (4.8) 
 
is the response function of the bath.  Taking the classical limit  
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The last exponential in Eq. (4.7) arises from the counterterms [1] included in the system-bath 
Hamiltonian.  (This particular form, Eq. (4.3), is necessary in order for the equilibrated donor-
acceptor energy difference to be equal to 2 .)  Eq. (4.7) can also be written in the form 
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where s s s     and 1
2
( )s s s   .  With the QuAPI propagator factorization [5], where the 
system path coordinates are specified by 
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the influence functional takes the form 
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where the coefficients k k    have been given in earlier publications [12,13].   
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However, when one is modeling a particular chemical process, such as electron or proton 
transfer, the bath is initially in equilibrium with the populated system state (the “donor”).  This 
can be achieved either by shifting the bath initial state and calculating the influence functional 
that arises from that change, or by shifting the Hamiltonian of the system, to bring the initially 
populated right state in equilibrium with the unshifted bath.  These two arrangements are 
illustrated in Figures 4.1b and 4.1c. 
There are several ways to proceed in order to calculate the influence functional for this shifted 
initial condition of the bath.  For example, one may follow the original procedure of Feynman 
and Vernon [49].  It is instructive to follow a simpler procedure, motivated by our analysis [53] 
in the context of the quantum-classical path integral (QCPI) formulation [53-55], where the 
influence functional from a complex polyatomic environment is obtained in terms of classical 
trajectories within a forward-backward semiclassical [56,57] or quasiclassical [58] 
approximation.  The starting point for the latter is expression of the influence functional in the 
form  
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j j ji x p
j j j j j
j
F dx dp W x p e

    ,                                     (4.13) 
 
where j  is the forward-backward classical action along a bath trajectory that experience the 
average of the forces exerted by the system along its forward and backward quantum paths, and 
jW  is the Wigner function [59] of the bath.  Eq. (4.13) derives from the linearized initial value 
representation [60] or linearized path integral approximation [61].  In the case of a harmonic bath 
experiencing the averaged system force, the forward-backward action is 
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The Wigner function is given by the expression 
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Use of these expressions in Eq. (4.13), leads to the exact Feynman-Vernon influence functional. 
For clarity, we focus below on a system consisting of just two ( 2M  ) “right” and “left” states, 
denoted R  and L , respectively.  The resulting TLS Hamiltonian has the form 
 
   0ˆ x zH R L L R R R L L                                    (4.16) 
 
where    is the coupling (tunneling) matrix element, the left-right energy difference is 2 , 
and ,x z   are the usual Pauli spin matrices.    
 
(a)  Influence functional for shifted bath 
Setting the position operator as ˆ zs  , i.e., with 1,2 1    in Eq. (4.2), one can bring the initial 
state of the bath in equilibrium with the donor by shifting the Hamiltonian that defines the initial 
condition of the bath, i.e., redefining the initial bath Hamiltonian as 
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The corresponding Wigner function can be obtained from Eq. (4.15) via the substitution 
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Note, however, that the trajectories are not affected by the shift of the equilibrium density.  
Changing integration variables to ,0 ,0j j jy x   , it is easy to see that the influence functional for 
this shifted initial condition is given by the expression 
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Noting that when ˆ zs  , the last term in Equations (4.7) vanishes because 
2 2
1 2 1   , Eq. 
(4.19) becomes 
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Finally, Eq. (4.19) can be rewritten in terms of the response functions classical limit  
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or in terms of the spectral density, 
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Eq. (4.22) is the result obtained in Ref. [50].  Thus, to bring the initial state of the bath in 
equilibrium with the initial state of the system, use the modified influence functional given in 
Eq. (4.20). 
 
(b)  Shiftng the system Hamiltonian 
An attractive alternative [32] that does not require any additional calculations is to shift the 
initial state of the system, to place it in equilibrium with the unshifted harmonic oscillator bath, 
as illustrated in Figure 4.1c.  This is achieved by shifting the coordinates of the system to 
1 20, 2    , i.e., setting ˆ zs  , where  
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Note that the phase from the counterterms in Eq. (4.7) no longer vanishes.  Because the bath 
Hamiltonian and initial state are unchanged, the influence functional is still given by Eq. (4.10) 
by replacing the system position s by 1s  .  This substitution leaves s  unchanged but replaces 
s  by 1s  .  Thus the influence functional becomes 
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Comparison to Eq. (4.10) shows that shifting the system coordinate introduces the factor 
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Performing the inner integral of the first term leads to the result 
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which agrees with the shift factor in Eq. (4.20). 
Alternatively, we can apply the system coordinate shift to the discretized form, Eq. (4.12), 
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To summarize this approach, by shifting the coordinates of the system, one can bring the initial 
state of the system in equilibrium with an unshifted bath.  This way one does not need to alter the 
expression for the influence functional. 
 
4.3 Memory Truncation for Iterative Decomposition: 
The expressions derived in the previous section may be used in a full path integral calculation 
with a bath initially in equilibrium with a localized state of the system, such as the donor in a 
charge transfer reaction.  However, long time calculations require an iterative decomposition of 
the path integral [9,11,12].  The iterative algorithm exploits the decay of the bath response 
function with time, which implies the system coordinates ( )s t   and ( )s t   become uncoupled 
when t t  .  The bath’s response function ( )t t    tends to zero as t t     increases.  
Truncating the double integral in Eq. (4.10) at some max  restricts the range of nonlocality of the 
influence functional allowing iterative propagation via a matrix-vector procedure, after 
discretization.   
Shifting the system’s Hamiltonian and performing the truncated inner integral leads to following 
memory consistent shift factor 
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which in terms of the response functions classical limit equals 
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If 
max  is sufficiently large, the contribution from this shift term negligible.  The influence of the 
shift is accounted for in its entirety during the first iteration (when 
maxt  ).   
If we don’t truncate the inner integral of the shift term, we obtain the memory inconsistent shift 
factor  
 
  0exp ( ) ( ) .cl
t
i s t t dt     (4.30) 
 
This is identical to the term that is obtained from the first approach.  Unlike the memory 
consistent shift, this term cannot be minimized by increasing max .  If max mt   , where m  is 
the decoherence time of the system, then the initial distribution of the bath should be irrelevant, 
and the expression for the shifted influence functional should be identical to that of the unshifted 
one.  Thus, the behavior of Eq. (4.30) is unphysical.         
 
4.4 Concluding Remarks: 
Modeling condensed phase environments via a harmonic bath coupled to the system of interest is 
a common approach that allows numerically exact calculation of dynamical properties.  In many 
such situations, the bath is initially in equilibrium with a localized state of the system, such as the 
state of the electron donor in the case of charge transfer.  We have discussed two straightforward 
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procedures for generalizing the QuAPI methodology to these shifted bath situations.  The first 
approach involves an additional phase, which augments the action (or propagators) of the 
system, and which is given in terms of time integrals of the spectral density, or, equivalently, in 
terms of the coefficients that enter the standard influence functional.  The second approach 
consists of shifting the coordinate of the system, to bring the donor state in equilibrium with the 
unshifted bath.  This latter approach requires no additional phase factors. 
Iterative decomposition of the path integral with the first approach requires consistent memory 
truncation in the evaluation of the shift phase, otherwise the spurious memory effects can lead to 
very slow convergence.  The second approach (shifting the system coordinate) automatically 
employs consistent memory truncation and requires no modification of the i-QuAPI 
methodology.  
While the i-QuAPI methodology with an analytic influence functional is applicable to systems in 
contact with harmonic baths, the ideas and subtleties pointed out in the previous sections have 
implications for the simulation of quantum mechanical processes in complex polyatomic 
environments using the QCPI formulation, where the influence functional is obtained from 
information extracted via classical molecular dynamics calculations.   
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4.5 Figures: 
 
 
 
 
Figure 4.1: Schematic representation of the bath potential and the initial state in the case of a 
TLS.  From top to bottom, (a) TLS coordinates set to 1  and bath undisplaced.  (b) TLS 
coordinates set to 1  and bath in equilibrium with TLS right (donor) state.  (c)  TLS coordinates 
set to 2,0  and bath undisplaced, yet in equilibrium with TLS right (donor) state. 
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Chapter 5. Direct Determination of Discrete Harmonic Bath 
Parameters from Numerical Time Correlation Functions 
 
5.1 Introduction:Equation Chapter 1 Section 5 
It is well known that under certain conditions commonly referred to as linear response, the 
effects of a system’s environment on a process of interest can be successfully described in terms 
of a fictitious bath of harmonic oscillators coupled linearly to the system.  Such a harmonic bath 
has the simple form 
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where M is the number of harmonic bath degrees of freedom, s is the coordinate of the 
observable system, and jc  are the coupling coefficients.  The suitability of Eq. (5.1) for 
describing the effects of a complex environment on the system of interest has been rigorously 
demonstrated within the path integral formulation, by proving [1] that (under appropriate 
conditions) the influence functional [2] from a complex polyatomic environment reduces to that 
of Eq. (5.1).  It is of course clear that the bath dynamics predicted by this quadratic Hamiltonian 
are completely fictitious and generally bear little resemblance to the behavior of the actual 
polyatomic environment.  
The bath can be fully specified either through the parameters ( , ,j j jm c ) of all its modes, or 
collectively through the spectral density function [3],  
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The mapping described above is achieved by matching the force autocorrelation function (or 
response function) of the harmonic bath to that of the system’s environment.  In terms of the 
spectral density, the mapping relation is 
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where B1/ k T   is the inverse temperature in units of the Boltzmann constant, the brackets 
indicate the thermal average with respect to the isolated environment, and f  is the force exerted 
by the environment on the system. 
Working with a harmonic bath, whenever possible, amounts to a dramatic simplification, 
because the dynamics in harmonic environments can be followed by numerically exact 
procedures.  Traditionally, one inverts Eq. (5.3) (by evaluating a Fourier integral) to obtain the 
bath spectral density, from which the influence functional may be constructed, and proceeds to 
evaluate the path integral expression [2,4] that yields the system’s reduced density matrix or 
equivalent information. 
However, there are situations where it is advantageous to work with a bath comprised explicitly 
by discrete harmonic oscillators, rather than the continuous spectral density representation.  Most 
commonly this situation arises when classical trajectory methods are to be used for following the 
system-bath dynamics, either approximately (via a semiclassical [5,6] or quasiclassical [7] 
treatment of all degrees of freedom, including the quantum system) or exactly via the quantum-
classical path integral (QCPI) methodology [8-10].  Because QCPI is exact in the case of a 
harmonic bath, it offers an alternative approach for simulating the process of interest.  Recent 
work has shown that QCPI accounts automatically for all classical decoherence processes [11], 
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which amount to phonon absorption and stimulated emission and which often constitute the 
dominant effects of the solvent on the system.  For this reason, QCPI calculations often converge 
faster than other path integral methods.    
Obtaining a bath of discrete modes usually follows a particular procedure for discretizing the 
spectral density.  In this chapter, we present an alternative, direct procedure for generating a 
discrete bath, which is based on the response function, bypassing the spectral density 
determination.  Besides its simplicity, this procedure offers several numerical advantages. 
 
5.2 Methodology: 
We begin by reviewing the harmonic bath discretization using the spectral density function.  
Given the desired value of the maximum frequency, 
max , the most straightforward procedure 
(which has been employed many times in the literature) involves a uniform spacing of the 
modes, i.e., max( / )j j M  .   Makri has proposed [1] a more efficient distribution of the 
modes, which is physically motivated by the deformation potential approximation [12], 
j j jc m   where   is a constant.  Replacing the delta function in Eq. (5.2) by the mode density 
( )  , defined to satisfy 
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    ,                                                                     (5.4) 
 
gives ( ) ( )J      where   is a constant with units of energy.  Using this relation in 
Eq. (5.4), one obtains 
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Since the mode density must integrate to the total number M of bath degrees of freedom, we find 
 
 max1
0
J
dM

 


                                                                      (5.6) 
 
In the case of a two-state electron transfer reaction, the bath reorganization energy is (assuming 
the highest contributing frequency is max ) is 
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Using this, we obtain / 2M  .  Thus Eq. (5.5) may be rewritten as 
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Eq. (5.8) fully specifies the discrete frequencies j .  The second part of Eq. (5.7) gives 
/M  , which specifies the values of the coupling coefficients jc . 
We now focus on situations where the only available information on the harmonic bath is the 
approximate response function of the system’s environment, obtained from molecular dynamics 
simulations.  The latter yield the classical limit of the response function,  
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to arrive at a direct procedure for determining the discrete frequencies j , we invert this relation, 
obtaining  
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Substitution in Eq. (5.8) gives 
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We now observe that the frequency integral may be performed analytically to give sin /jt t .  
Thus we obtain the expression 
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which gives implicitly the frequencies of the discrete bath modes.  
Finally, we note that  
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and the only information required in (5.12) is the classical response function. 
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5.3 Model Calculation: 
For an Ohmic bath [13], the spectral density is has the form 
   c/ .
2
eJ  

    (5.14) 
 
Using Eq. (5.9) we obtain the following response function in the classical limit, 
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From Eq. (5.8) one finds [1] 
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The coupling constants are found to be 
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This is identical to eq. (5.16), if max  is taken to be  . 
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Chapter 6. Iterative Quantum-Classical Path Integral with 
Dynamically Consistent State Hopping 
 
6.1 Introduction: Equation Chapter 1 Section 6 
This chapter is based on the paper [Peter L. Walters and Nancy Makri. “Iterative quantum-
classical path integral with dynamically consistent state hopping” The Journal of Chemical 
Physics 144, 044108 (2016)].  
As full quantum mechanical calculations require computational effort that scales exponentially 
with the number of particles, simulations of condensed phase processes often utilize classical 
trajectories for the majority of degrees of freedom.  Classical molecular dynamics simulations 
with appropriate potential fields are known to yield satisfactory results in many situations.  
However, classical descriptions are not meaningful in cases of tunneling or nonadiabatic 
transitions.  Fortunately, such strictly quantum mechanical effects typically involve just one or 
only a few degrees of freedom (often represented in terms of discrete quantum mechanical 
states), suggesting the use of mixed quantum-classical methods.  The simplest and oldest 
quantum-classical method is the Ehrenfest approximation [1], where each classical trajectory of 
the environment experiences a force averaged with respect to the wavefunction of the quantum 
system.  Because of this mean field-type assumption, the simple Ehrenfest model is known to 
lead to incorrect products and branching ratios [2].  Much effort has been devoted to the 
development of mixed quantum-classical methods that do not suffer from the shortcoming of the 
simple Ehrenfest model [3-8]. These methods are powerful and intuitive but include uncontrolled 
approximations.  Recent attempts to develop rigorous quantum-classical methods include the 
quantum-classical Liouville dynamics formalation [9,10] and the quantum-classical path integral 
[11-15].  A very attractive alternative involves mapping each quantum state on a pair of action-
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angle variables [16-19], thus replacing discrete states by continuous degrees of freedom and 
allowing classical trajectory-based treatments for all degrees of freedom.   
In this chapter, we present recent developments on the quantum-classical path integral (QCPI), a 
rigorous formulation for calculating the time evolution of a discrete system interacting with a 
polyatomic environment described in terms of classical trajectories.  Unlike common quantum-
classical treatments, QCPI is free of approximations, besides the classical trajectory description 
of the environment.  As such, important quantum mechanical interference effects are fully 
accounted for, leading to correct branching ratios and product distributions.  This is achieved by 
treating the quantum system in terms of Feynman paths [20,21], which – just like the trajectories 
that describe the dynamics of the environment – are local, allowing accurate treatment of the 
system-environment interaction and avoiding the mean field requirement of the original 
Ehrenfest approximation.  The QCPI formulation is rather simple: the solvent experiences a force 
determined by the state of the system along a particular quantum path, which determines its 
trajectory.  In turn, the solvent supplies a phase to the system, which alters the quantum 
mechanical amplitude along the given path.   
In spite of the exponential proliferation of quantum paths (and, consequently, of classical 
trajectories) with propagation time, QCPI simulations of realistic systems are possible.  The 
feasibility of such calculations stems from the realization [22] that the bulk of the effects of the 
environment (the classical decoherence [14]) can be accounted for by a time-local procedure, 
which may be chosen to utilize classical trajectories.  These effects are built into the single-step 
system propagator employed in the path integral representation of a dynamical observable [13], 
providing an excellent starting point that allows large time steps, and the remaining quantum 
decoherence [14] (which is associated with the “back-reaction” [11]) is captured via phase 
factors that modify the action of the quantum paths.  Further, the exponential growth of classical 
trajectories is avoided by taking advantage of the memory quenching role of the environment to 
evaluate the path sum via an iterative procedure [12] similar in spirit to the iterative quasi-
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adiabatic propagator path integral (i-QuAPI) algorithm [23,24].  The iterative decomposition of 
the path integral in the case of a general environment of anharmonic, coupled degrees of freedom 
stems from a cumulant analysis of the influence functional [25], and a general algorithm has 
been presented [26]. Test calculations on model dissipative two-level systems have demonstrated 
the convergence and favorable scaling of the i-QCPI methodology. 
Still, application of the i-QCPI methodology on many problems of interest requires very 
demanding calculations.  For example, charge transfer processes in solution are associated with a 
large reorganization energy, which implies very strong interactions between system and solvent 
particles.  Accurate treatment of these strong couplings necessitates small path integral time 
steps, such that thousands of steps may be required for completion of the reaction.  At the same 
time, sluggish motions lead to memory kernels that can be extremely long-lived, apparently 
preventing a breakup into short segments.  Even with the aid of filtering schemes [27-30], which 
eliminate the vast majority of paths whose weights are negligible, i-QCPI calculations can 
become extremely demanding in these cases.  Such regimes can be challenging even to the i-
QuAPI methodology, which benefits from the availability of the influence functional in analytic 
form [31].  An attractive alternative in the latter case is the blip decomposition [14,32], which 
under favorable conditions allows full summation of the Feynman paths (even with hundreds of 
time steps) without requiring memory truncation.  It is clear that additional advances are 
essential in order to investigate such processes in the absence of a harmonic bath assumption.   
The present chapter presents a significant advance in this direction.  First, classical memory, 
which is associated with trajectories of the isolated solvent in the absence of forces that depend 
on the instantaneous state of the system, is incorporated in the system propagators and thus 
automatically accounted for in the i-QCPI algorithm [15].  Thus the main challenge is the 
treatment of the quantum memory, which is a manifestation of the “back-reaction” [14], i.e., the 
perturbation of the solvent trajectories by the force exerted by the system along each quantum 
path.  Even though the quantum memory may be extremely long-lived, the effective memory that 
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needs to be treated may be rather short.  This is so because quantum memory manifests itself as a 
phase, and the contributions from its long tail tend to average to zero in the full path sum.  We 
point out that the memory truncation procedure in the original i-QCPI algorithm, which involves 
randomly selecting a single trajectory branch prior to the onset of full memory treatment [12], 
retains some quantum memory along the small subset of the paths that are kept during the period 
preceding the memory interval, within which such memory is treated explicitly.  This treatment 
implies that the cumulative effects of this memory do not vanish, preventing convergence.  To 
cure this situation, we introduce a modified iterative QCPI algorithm which is designed to 
eliminate quantum memory over the propagation interval that precedes the explicit memory 
length.  Further, we introduce a dynamically consistent state hopping (DCSH) procedure that 
incorporates some of the quantum decoherence effects in the reference propagator.  We show 
that even in the most challenging regimes discussed above, this procedure reduces the need for 
explicit memory treatment to a small number of time steps, accelerating calculations by orders of 
magnitude. 
Section 6.2 gives an overview of the QCPI formulation, with emphasis on the surviving memory 
effects that are of a quantum mechanical nature.  Sections 6.3 and 6.4 focus on optimizing 
trajectory selection in the pre-memory interval, in order to capture as much as possible of this 
remaining quantum mechanical memory into the system propagators, thus accelerating 
convergence.  Specifically, Section 6.3 discusses how spurious memory can be eliminated, in a 
way analogous to our recent analysis in the special case of a harmonic bath [33].  Section 6.4 
presents a probabilistic state hopping procedure for selecting the solvent trajectory branch in 
accord with instantaneous state populations.  Representative calculations on test models are 
shown in Section 6.5, and some concluding remarks are given in Section 6.6. 
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6.2 Quantum-Classical Path Integral and Quantum Memory: 
The QCPI formulation combines a fully quantum mechanical path integral description of a few 
degrees of freedom with a classical trajectory treatment of the environment.  As discussed in the 
introduction, conventional quantum-classical approaches, which employ a wavefunction 
description of the quantum degrees of freedom, are inherently tied to Ehrenfest (i.e., mean field) 
approximations, as a result of the fundamental incompatibility of Newton’s (local) and 
Schrödinger’s (nonlocal) formulations.  No such assumptions need to be made in QCPI, because 
the quantum paths are local in space.   
The QCPI algorithm treats the quantum system in terms of a finite number of discrete states in a 
discrete variable representation (DVR) [34].  The matrix representation of the system guarantees 
that the method captures the system’s quantum dynamics exactly and efficiently.  The site 
representation is essential to a position-like path integral description of the time evolution [35].  
Within this formulation, classical trajectories of the solvent experience a force from the 
instantaneous position of the system along a particular quantum mechanical path.  In turn, each 
of these trajectories supplies a phase that modifies the quantum mechanical amplitude of the 
system along the given path.  Summing with respect to all discrete paths of the quantum system 
and integrating over the phase space of the classical variables leads to the exact result.   
The Hamiltonian describing the isolated M-state system is written in the form  
 
 0
,
ˆ
M
nm n m
n m
H h   , (6.1) 
 
where n  represent discrete states or a system-specific DVR [36], i.e. the system position 
operator is  
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The total Hamiltonian has the form 
 
0 sol
ˆ ˆ ˆ ˆˆ( , , )H H H s  q p ,                                                      (6.3) 
 
where ,q p  are the coordinates and momenta of the particles comprising the system’s 
environment (the “solvent”).  Observables pertaining to the quantum system are conveniently 
obtained from the reduced density matrix, 
 
ˆ ˆ/ /
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ˆ( ; ) Tr (0)iHt iHtN N Ns N t s e e s 
     ,                                      (6.4) 
 
where t  is the path integral time step.  The QCPI expression for the reduced density matrix of 
the system takes the form 
 
red 0 0 0 0 0 0( ; ) ( , ) ( , , ; )N Ns N t d d P Q s N t
    q p q p q p                                    (6.5) 
 
where P is the initial phase space density of the environment and Q is the quantum influence 
function [11,12], which contains all the dynamical effects due to the interaction of the solvent 
with the quantum system, which modify the phase space density of the solvent. 
Eq. (6.5) is quite general and allows either a semiclassical [37-39] or a quasiclassical [40,41] 
treatment of the environment.  A forward-backward semiclassical treatment of the solvent 
dynamics [37-39] leads to separate forward and backward trajectories, while quasiclassical 
expressions [40,41] employ trajectories that experience the average of the forces exerted by the 
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system at its instantaneous forward and backward configurations.  In the quasiclassical form, 
with time-dependent reference propagators [13], the quantum influence function is given by the 
path sum  
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where refU  is the time evolution operator for the time-dependent Hamiltonian, 
 
 ref refref 0 0 0 solˆ ˆ ˆ( ; , ) , ( ), ( )H t H V s t t q p q p ,                                          (6.7) 
 
along the particular trajectory, and  
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with sol refHV H  .  The reference Hamiltonian refH  augments the system by the external 
time-varying field solV  generated by a classical trajectory 
ref ref,q p of the solvent; the latter is 
propagated subject to the forces of the pure solvent that are independent of the state of the 
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system along each particular system path.  In the simplest form, the “classical path 
approximation”, the solvent trajectories are obtained by solving the classical equations of motion 
with the system coordinate fixed.  Each solvent initial condition gives rise to a different reference 
Hamiltonian.  The corresponding propagator is obtained by solving the time-dependent 
Schrödinger equation in the basis of system states, 
 
   ref 0 0 0 ref ref 0 0 0ˆ ˆ ˆ; ; , ( ) ; ; ,i U t t H t U t t
t
   

   

q p q p .                           (6.9) 
 
Each sequence of system coordinates 0 1, , , Ns s s
    in Eq. (6.6) specifies a pair of forward-
backward paths of the quantum system.  Thus, the quantum influence function involves NM such 
path pairs.  A classical trajectory of the solvent experiences a force exerted by the system along 
each of these forward-backward paths.  Specifically, in the forward-backward semiclassical 
formulation [37,38] the forward and backward system paths give rise to distinct solvent 
trajectories, while the quasiclassical treatment [40,41] employs trajectories that experience the 
average of the forces along the forward and backward paths of the system.  For simplicity and 
higher efficiency we restrict attention to the quasiclassical version of the QCPI expression, where 
the phase space density in Eq. (6.5) is given by the Wigner transform of the initial density 
operator, i.e., 
 
 0 0 /1 10 0 0 0 0 0 02 2ˆ( , ) (2 ) , (0) ,
inP d s s e          
p q
q p q q q q q . (6.10) 
 
where n is the number of solvent degrees of freedom.  (We note that the full evaluation of the n-
dimensional Fourier-type integral in Eq. (6.10) represents an extremely challenging task in itself, 
because the oscillatory phase in the integrand leads to a Monte Carlo sign problem.  
Approximate methods used for evaluation of the Wigner function are mostly based on Gaussian 
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approximations [41-45] or imaginary time semiclassical propagation [46].  An approximate but 
quite accurate trajectory-based method for evaluating the Wigner transform of the density 
operator has recently become available [47].  This method, which exploits the classical adiabatic 
theorem, is entirely trajectory-based, thus simple and ideally suited for use within the QCPI 
framework.)  In the quasiclassical version, the NM  system path pairs give rise to an equal 
number of solvent trajectories from each initial condition 0 0,q p . 
Eq. (6.6) also contains a phase  , which is given by the difference in the net forward-backward 
action along the forced trajectory and the reference trajectory from the same initial condition.  In 
the limit of a single path integral step ( 1N  ) and for diagonal endpoints ( 0 0s s
  , N Ns s
  ), the 
forward and backward system paths are identical, thus the net forward-backward phase vanishes 
and Eq. (6.6) reduces to the ensemble-averaged classical path (EACP) approximation [11,12].  It 
has been shown [12,14] that in the case of a harmonic environment, the EACP approximation 
captures all the effects associated with stimulated phonon events (the “classical decoherence”), 
as well as a portion of spontaneous phonon emission (the “quantum decoherence mechanism”).  
Corrections to the EACP approximation are related to the “back-reaction”, i.e., the deviations of 
solvent trajectories from the system-independent reference via forces exerted by the system 
along each quantum path.  These corrections enter through the phase factors in Eq. (6.6) and 
require evaluation of the full path sum, which contains 2NM  terms.   
The exponential proliferation of trajectories with propagation time makes the full evaluation of 
the QCPI expression impractical in most cases.  This proliferation is the quantum-classical 
manifestation of nonlocality in the influence functional from the solvent, which is seen most 
transparently in the analytical Feynman-Vernon expression [31] for a harmonic bath.  However, 
this nonlocality is related to (multi-) time correlation functions of the environment [25] and thus 
tends to die out eventually, as correlation functions decay irreversibly in condensed media.  
These ideas led to the development of iterative path integral methods for system-bath 
Hamiltonians [48-52], which was initially developed for harmonic environments and recently 
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extended to fermionic baths [53-55]; they have also been formulated for general, nonlinear 
environments [26], and recently exploited to devise an iterative QCPI methodology [12].  The 
latter proceeds by regarding two solvent trajectories as identical if they were obtained from the 
same system path in the recent past, i.e., over a time interval m  equal to the “memory length”.  
By dropping the branches of the system paths that precede this time interval, one maintains a 
constant number of trajectories as time progresses.  If the memory time spans L  path integral 
time steps, i.e., m L t   , the i-QCPI algorithm requires the generation and storage of 
2LM  
trajectories from each initial phase space point.  Since even in its zeroth-order (EACP) limit the 
QCPI formulation accounts for the classical part of the decoherence mechanism in its entirety, 
the relevant value of m  is associated with the quantum mechanical part of the decoherence 
process, i.e., the net phase in Eq. (6.6), which arises from the forces exerted on the environment 
by the system along each Feynman path (the so-called “back reaction”).   
To fully understand the issues associated with this quantum memory, consider a quantum system 
and its reduced density matrix at the time N t .  We refer to the time interval preceding the time 
( )N L t   as the “pre-memory interval” and to the interval comprising the last time length L t  
as the “memory interval”.  According to the ideas described in the previous paragraph, the details 
of the system-solvent interaction prior to the onset of the full path sum treatment are irrelevant; 
thus for each initial phase space point, the original i-QCPI algorithm selects and retains 
randomly one of the 2( )N LM   system path branches within this pre-memory interval.  The 
solvent configuration resulting from that particular randomly chosen system path is then 
continued within the memory interval, where all memory effects are treated explicitly by 
summing the QCPI phases over all possible forward/backward path pairs of the quantum system.  
Figure 6.1 illustrates this procedure in the case of a two-level system (TLS).  The coordinates of 
a few representative forward/backward system path pairs during the memory interval are shown 
in Figure 6.1 as solid red/blue line segments, while the coordinates of the single, randomly 
chosen path pair within the pre-memory interval are shown as dashed red/blue lines.   
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6.3 Removal of Spurious Memory: 
It is instructive to analyze this situation in light of our understanding of harmonic bath dynamics.  
In this case, the memory lies in the double sum form of the influence functional, which for a bath 
initially at equilibrium has the form 
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0 0
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k k k k k k k k
k k
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 
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 
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where k k    are the QuAPI-discretized [56] influence functional coefficients [49] derived from 
the bath response function, whose imaginary part is the phase in the QCPI expression.  
Truncating the memory to L time steps in the i-QuAPI algorithm implies neglecting the 
contribution of the sum 
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This includes a real exponential 
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which is associated with the classical decoherence, and which is captured in its entirety in the 
QCPI reference propagators.  As a consequence, i-QCPI often converges with smaller values of 
L than i-QuAPI.  (Note, however, that QCPI requires evaluation of individual bath trajectories 
and the associated phase space integral, which are avoided in QuAPI.) 
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The contribution to Eq. (6.12) of the (neglected) imaginary part of the response function, 
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is the quantum contribution to decoherence.  This phase is captured only along a single trajectory 
branch in the i-QCPI algorithm, which in the original version of the method is chosen randomly.  
The lack of a sum over all branches (which would give the exact, full-memory result) tends to 
exaggerate this phase in i-QCPI, introducing a spurious phase that does not appear in the i-
QuAPI algorithm.  This spurious phase leads to an apparent quantum memory which tends to be 
longer than that required to converge the QuAPI expression.  This situation is similar to that 
encountered in the case of a shifted bath initial condition [33].  To arrive at an i-QCPI algorithm 
which will converge with the same quantum memory length as the i-QuAPI scheme, we need to 
eliminate this spurious memory.  The simplest way of achieving this is to set 0s   in Eq. (6.14), 
i.e., to evolve the classical trajectories in the pre-memory interval subject to no force from the 
system (rather than a force dictated by the state of the system along the randomly chosen 
forward/backward path branch).  
In the case of an initially shifted bath, i.e., if the bath is initially in equilibrium with one of the 
localized system states (the “reactant”), the above analysis suggests that the bath trajectories 
should be propagated during the pre-memory interval according to the same Hamiltonian (that of 
the solvent in equilibrium with the reactant state).  This simple procedure is intuitive, at least for 
the early part of the dynamics, since the solvent is still in a state that closely resembles the state 
in equilibrium with the initial state of the quantum system.  
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6.4 Dynamically Consistent State Hopping (DCSH) Scheme: 
As time progresses, propagation of the classical trajectories on the potential surface associated 
with the initial state of the system (the “reactant”) gradually becomes less meaningful, as the 
solvent shifts and eventually equilibrates with other states (e.g., the “product”).  Thus, to further 
accelerate the convergence, we seek to modify the pre-memory treatment to make it consistent 
with the ensuing dynamics.  We specialize to the physically relevant situation where the solvent 
is initially equilibrated with a localized state of the quantum system.  Motivated by the ideas 
discussed so far, it is desirable for the solvent trajectories to evolve, initially, on the reactant 
potential surface, then, at later times, to be distributed between the potential surfaces of the 
reactant and the product, and eventually, (in the case of an asymmetric reaction) to be governed 
primarily by the state of the product.  Below we describe a probabilistic scheme for achieving 
this task.  The scheme is based on the value of the quantum influence function 
0 0( , , ; ) ( )k i iiQ s k t Q k t
    q p , i.e., the value of the reduced density matrix prior to averaging 
with respect to the phase space of the solvent. iiQ  is real-valued and tends to be distributed 
primarily between zero and unity, although the tails of this distribution lie outside of this 
interval [11].  
The DCSH scheme we develop here proceeds as follows:  Trajectories are launched and begin to 
evolve on the potential surface associated with the initial state of the system, the reactant.  The 
value of iiQ  at the end of each time k t  step serves to determine which of all solvent trajectories 
should be retained over the time step [ , ( 1) ]k t k t    for use at times ( )k L t   or later.  
Specifically, when 0 1iiQ  , the potential surface of state i is selected with probability iiQ .  The 
potential surface associated with state i is always chosen when 1iiQ  , and never chosen when 
0iiQ  .  The trajectory is then integrated for one time step subject to the force from the quantum 
system in the chosen state.  The solvent trajectory ref ref( ), ( )t tq p  determined this way for use as 
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the pre-memory trajectory also serves as the reference trajectory ref ref( ), ( )t tq p  that is included in 
the system propagator. 
Thus, the reference trajectory hops between the various states of the quantum system.  At early 
times, when the system is mostly in the reactant state, the reference trajectory tends to evolve 
subject to the forces on the potential energy surface associated with the reactant, thus the DCSH 
scheme reverts to the reactant branch selection discussed in the previous section.  As the system 
population is transferred to the product state, the reference trajectory hops back and forth 
between reactant and product.  Once the system has settled on the product and the solvent 
equilibrates with respect to that state, the reference trajectory have a high probability of evolving 
on the product potential surface, in accord with the solvent reorganization that accompanies the 
dynamics. 
The above procedure for determining the solvent reference trajectory is somewhat reminiscent of 
surface hopping algorithms [3-5], but the details differ in several important ways.  First, our state 
selection criterion is based strictly on populations.  Second, no velocity rescaling to satisfy 
energy conservation is performed in our method.  This is so because the reference trajectory is 
simply one of all the trajectory branches developing under the force exerted by all system paths, 
and while these trajectories are continuous in phase space, hopping from state to state leads to 
sudden energy jumps. Third (and perhaps most important), the probabilistic state hopping 
scheme is used solely for the purpose of optimizing the reference trajectory, and thus 
accelerating convergence to the full QCPI result, which is free of approximations. 
 
6.5 Convergence Tests: 
We illustrate the branching reference QCPI methodology with application to two TLS models 
interacting with harmonic baths.  The TLS Hamiltonian has the usual form, 
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   0ˆ 1 1 1 1 1 1 1 1H            ,                                     (6.15) 
 
where 1  and 1 , 1  are localized states with coordinates 1 21, 1    .  The solvent is 
modeled in terms of a dissipative harmonic bath linearly coupled to the TLS, 
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The system-bath interaction is captured in the spectral density function  
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for which we choose the common Ohmic form, 
 
/
( )
2
cJ e
     .                                                           (6.18) 
 
The bath is initially in equilibrium with state 1.  Numerically exact results were obtained using 
the blip sum method [14,32] (which amounts to a full evaluation of the path sum with the 
Feynman-Vernon influence functional [31]) and its iterative variant.  In addition, path integral 
Monte Carlo calculations were performed on the asymmetric model to obtain the exact 
equilibrium value.  The i-QCPI calculations employed the same time step and the convergence 
with increasing memory length was investigated. 
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For the first model we choose a symmetric TLS ( 0  ) coupled to a bath with c  , 2   at 
a temperature c 1   .  Accurate calculations employing the blip sum methodology [14,32] 
were performed with the time step 0.125t  .  Full-memory QCPI calculations were also 
performed with 0.125t   for 1t   and 0.25t   for 1t  .  (The use of a larger time 
step was possible because of the inclusion of the solvent reference in the QCPI propagators.)  In 
Figure 6.2 we compare the convergence of QCPI calculations with three different choices of the 
pre-memory trajectory.  The left panel shows results obtained with the original treatment [12], 
which chooses the pre-memory trajectory branch at random.  This scheme shows the slowest 
convergence with memory length included.  In this case the 0L   result is the EACP 
approximation with the solvent trajectory evolving according to the mean of the reactant and 
product forces (i.e., 0s  ).  The right panel shows results obtained with the pre-memory 
treatment suggested in Section 6.3, which eliminates the spurious memory by always choosing 
the reactant (state 1) branch.  Here the 0L   result corresponds to the EACP approximation with 
the solvent trajectory evolving subject to the force from the reactant state.   Finally, the lower 
middle panel shows the results of the DCSH treatment.  At intermediate times, these results are 
seen to differ more from the exact results than those obtained with the reactant branch, because 
the latter fully removes the spurious memory when the system is still in the reactant state.  
However, the DCSH scheme performs better at long times, converging most rapidly as a function 
of memory length.  The state sequence associated with five representative DCSH trajectories is 
shown in Figure 6.3.   
For the second model we choose an asymmetric TLS ( 5   ) coupled to a bath with 
c 2   , 4   at a temperature c 0.2   .  The bath reorganization energy is 16  , and this 
strongly dissipative environment gives rise to a slow decay to the equilibrium value eq11 0.27  .  
Path integral calculations with the Feynman-Vernon influence functional converged with a time 
step 0.075t  .  A combination of full and iterative blip sum calculations with memory 
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100L   generated results up to 50t , i.e., these calculations employed 650N  path integral 
time steps.   
In Figure 6.4 we compare the convergence of QCPI calculations on this asymmetric, strongly 
dissipative TLS with the same three choices of the pre-memory trajectory.  These calculations 
converged with 0.125t  .  As in the case of the symmetric TLS, the random branch criterion 
employed in the calculations shown in the left panel leads to the slowest convergence with 
memory length, and the population is seen to decrease very slowly toward the correct value.  The 
0L  , mean-surface EACP result leads to equal reactant and product populations ( 11 0.5  ) at 
long times.  This is consistent with the understanding that the free-bath trajectories capture only 
the classical decoherence, which coincides with the infinite temperature limit.  The reactant 
(state 1) branch criterion used in the calculations displayed in the right panel leads to much faster 
convergence.  However, the reactant branch EACP result also predicts equal reactant and product 
populations at long times.  Last, the DCSH treatment again leads to much faster convergence 
than the other pre-memory branch schemes.  The corresponding 0L   results, obtained from the 
DCSH trajectories, lead to long-time results that favor the product state.  The state sequence 
associated with five representative DCSH trajectories is shown in Figure 6.5.   
 
6.6 Concluding Remarks: 
The main computational expense in QCPI calculations stems from the branching of classical 
trajectories that follow the multiple paths of the quantum system.  In the iterative version of the 
algorithm, each phase space point branches into 2LM  trajectories within a memory interval that 
spans L time steps.   To maintain a constant number of trajectories as the propagation progresses, 
one must retain only one of the trajectory branches prior to the onset of the memory time.  A 
judicious choice of the retained branch is essential for reaching converged results with small 
values of L.   
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The first and simplest selection criterion we discussed in Section 6.3 aims at eliminating spurious 
memory.  We showed that this is achieved by choosing the branch associated with the reactant 
state.  The spurious memory removal achieved this way parallels the treatment of an initially 
shifted bath discussed in Chapter 4.  
As time progresses, it is clear that the branch associated with the reactant is no longer optimal, 
thus the pre-memory trajectory branch needs to hop between states.  We have introduced a 
probabilistic criterion for these hops, which is based on the instantaneous value of the state 
population along the particular trajectory.  The criterion is designed to select primarily the 
branch associated with the most populated state and to hop back and forth when multiple states 
are substantially populated.  The chosen pre-memory branch also serves as a physically 
motivated reference trajectory, whose dynamics is incorporated in the reference propagator.  
Numerical tests on symmetric and asymmetric two-level systems in contact with strongly 
dissipative, sluggish harmonic environments show that the DCSH selection of the pre-memory 
branch and solvent reference leads to a substantial acceleration of convergence as a function of 
memory length, and thus to exponential reduction of the number of trajectories.  We emphasize 
that the DCSH criterion is not unique; however, this criterion is used exclusively for accelerating 
convergence and does not constitute an approximation.  It is clear that with sufficiently long 
memory and small time step, the method converges to the full, rigorous QCPI result regardless of 
one’s choice of pre-memory branch and solvent reference.   
The DCSH-accelerated QCPI methodology will find application to many interesting processes in 
chemical and biological systems.  In the next chapter, we show converged results for a fully 
atomistic simulation of the ferrocene-ferrocenium charge transfer in solution.  
 
  
73 
 
6.7 Figures: 
 
 
 
Figure 6.1: Schematic representation of paths included in the original, random-branch i-QCPI 
procedure with a memory time that spans three time steps.  Blue and red colors indicate forward 
and backward path components.  Four of the 2
6
 forward-backward system path pairs that span 
the memory interval are shown as solid lines.  The forward-backward path coordinates along the 
single, randomly chosen branch during the pre-memory time interval are shown as dotted lines.   
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Figure 6.2: Population of state 1 for a symmetric TLS coupled to a harmonic dissipative bath 
with c  , 2   at a temperature c 1   , initially in equilibrium with the populated TLS 
state.  Solid circles: full QCPI results with a time step 0.125t   (for 1t  ) and 0.25t   
(for 1t  ).  Blip sum results obtained with 0.125t   are indistinguishable.  The red and 
blue lines show QCPI results with various choices of the pre-memory trajectory branch.  Dashed 
red line: 2L  .  Dashed blue line: 4L  .  Solid red line: 6L  .  Blue solid line: 8L  .  Left 
panel: random branching scheme.  The unforced (mean surface) bath trajectory is used as the 
reference.  The black solid line shows EACP results with the same, unforced bath trajectory.  
Right panel: reactant branch.  This branch is also used as the solvent reference.  The black solid 
line shows EACP results with the same bath trajectory.  Lower middle panel: DCSH branching 
scheme.  The chosen branch is also used as the solvent reference.  The black solid line shows 
EACP results with the same bath trajectory. 
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Figure 6.3: DCSH sequence for five sampled trajectories in the case of the symmetric TLS QCPI 
calculation. 
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Figure 6.4: Population of state 1 for an asymmetric TLS 5    with coupled to a harmonic 
dissipative bath with c 2   , 4   at a temperature c 0.2   , initially in equilibrium with 
the populated TLS state.  Solid circles: exact results obtained via a full path sum (early times) 
and full blip sum (later times) with a time step 0.075t  .  The red and blue lines show QCPI 
results with various choices of the pre-memory trajectory branch.  Dashed red line: 2L  .  
Dashed blue line: 4L  .  Solid red line: 6L  .  Blue solid line: 8L  .  Left panel: random 
branching scheme.  The unforced (mean surface) bath trajectory is used as the reference.  The 
black solid line shows EACP results with the same, unforced bath trajectory.  Right panel: 
reactant branch.  This branch is also used as the solvent reference.  The black solid line shows 
EACP results with the same bath trajectory.  Lower middle panel: DCSH branching scheme.  
The chosen branch is also used as the solvent reference.  The black solid line shows EACP 
results with the same bath trajectory.  The equilibrium value (obtained via path integral Monte 
Carlo calculations) is 0.27. 
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Figure 6.5: DCSH sequence for five sampled trajectories in the case of the asymmetric TLS 
QCPI calculation. 
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Chapter 7. Quantum-Classical Path Integral Simulation of 
Ferrocene-Ferrocenium Charge Transfer in Liquid Hexane 
Equation Chapter 1 Section 7 
This chapter is based on the paper [Peter L. Walters, and Nancy Makri. “Quantum-classical path 
integral simulations of ferrocene-ferrocenium charge transfer in liquid hexane” The Journal of 
Physical Chemistry Letters 6, 4959 (2015)]. 
As quantum mechanical calculations in condensed phase environments continue to pose serious 
challenges, valuable insights are obtained from simplified theoretical treatments and simulations 
based on various approximations.  In spite of the usefulness of simple models and approximate 
treatments, the development of accurate, yet realistically efficient simulation tools is highly 
desirable and timely.  Such tools would allow a quantitative assessment of approximate methods, 
and could reveal important mechanistic features that may not be captured faithfully in more 
economical calculations.   
Of widespread importance are processes that involve a quantum mechanical system described by 
discrete states in an environment (solvent or biological molecule) that may be treated by classical 
dynamics.  The most direct and obvious approach is Ehrenfest’s approximation [1], in which the 
wavefunction of the quantum system experiences a force from its classical environment, while 
the solvent trajectories are subject to the mean force from the quantum system, i.e., the force 
averaged with respect to the system’s wavefunction.  This mean-field assumption of the 
Ehrenfest model, which is known to lead to incorrect product distributions [2,3], is intimately 
tied to the delocalized nature of the quantum wavefunction, which is incompatible with the local 
character of classical trajectories.  Much effort has been devoted to the development of methods 
that address the flaws of the simple Ehrenfest model [4-9].  A very appealing alternative to the 
quantum-classical dilemma is to map [10-12] the n-state quantum system onto one described by 
n continuous degrees of freedom, which is amenable to a unified trajectory-based treatment 
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along with the classical solvent particles.  Formulations that retain the discrete state 
representation of the quantum system, yet do not invoke mean-field approximations or ad hoc 
assumptions include quantum-classical Liouville dynamics [13,14] and the quantum-classical 
path integral [15-20] (QCPI) developed recently in our group.  If these formulations could be 
evaluated to convergence, they would lead to rigorous results, free of any approximations.  
Recently, our group has made considerable progress toward this goal within the QCPI 
framework.   
QCPI combines a path integral [21,22] representation of a discrete quantum system with a 
classical trajectory treatment of its environment.  The local nature of the quantum paths allows a 
faithful treatment of the system-solvent interaction, free of approximations.  The feedback 
between system and environment is particularly simple:  A classical trajectory of the solvent 
experiences the force exerted by the quantum system at the site it occupies at the given time 
along a particular quantum path.  In turn, the solvent trajectory supplies a phase which modifies 
the quantum mechanical amplitude of the system.  Summing with respect to all system paths and 
evaluating the ensemble average with respect to the initial density of the solvent leads to the 
QCPI result.  Since no approximations are involved, the main question is feasibility.  Evaluation 
of the full QCPI expression requires summing with respect to all system paths, whose number 
grows exponentially with the number of time steps, and each of these quantum paths gives rise to 
a distinct solvent trajectory from the same phase space initial condition.  Given that hundreds or 
thousands of time steps are often required to reach the desired simulation time, the full 
evaluation of the QCPI expression appears an impossible task. However, recent conceptual and 
methodological advances [15-20] have brought this goal within reach.  Indeed, test calculations 
on model systems coupled to harmonic baths (for which numerically exact results are available 
using the i-QuAPI methodology [23-28]) have demonstrated that convergence of the full QCPI 
expression is possible without the need for any uncontrolled approximations.   
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In this chapter, we report the first rigorous dynamical simulation of a prototype electron transfer 
reaction in solution, which treats the solvent at the full atomistic level and its interaction with the 
charge states without approximation.  We compare the all-atom QCPI results to those obtained 
with a harmonic bath treatment of the solvent in order to assess the accuracy of the linear 
response approximation.  The system we chose is the symmetric ferrocene-ferrocenium charge 
transfer pair immersed in liquid hexane at 300 K.  We monitor the charge transfer process 
directly, following the donor population to equilibrium.   
Ferrocene and ferrocenium were parameterized in a manner consistent with the CHARMM 
General Force Field (CGenFF) [29].  The obtained partial charges are shown in Table 7.1.  The 
total charge on the cyclopentadienyl ring is 0.755  in ferrocene and 0.090  in ferrocenium.  
Following the prescribed CGenFF workflow [29], Gaussian09 [30] was used to optimize the 
geometries of both molecules at the MP2/6-31G(d) level.  The resulting geometries are 
reasonably close to the experimental results [31-34].  Using the same level of theory, the Hessian 
matrix was also calculated for these geometries.  The VMD [35] (Visual Molecular Dynamics) 
plugin Paratool was also used to generate the bonded parameters, extracting all the necessary 
information from the Hessian matrix.  The carbon and hydrogen Lennard-Jones parameters were 
taken from the CHARMM 27 [36,37]   force field, while the Lennard-Jones parameters for the 
iron were obtained from the Universal Force Field [38].  The Force Field Toolkit (ffTK) [39], 
was used to assign partial charges.   
Earlier calculations [40] have identified a single  energetically favorable configuration of the 
charge transfer pair, which is shown in Figure 7.1.  In this configuration the two molecules adopt 
a face-to-face alignment with a Fe-Fe distance of 7.0 Å, and the computed diabatic coupling 
matrix element value is 32  cm-1.  We used three different charge configurations for the 
electron transfer complex: the donor (D), the acceptor (A) and the mean (M).  The latter assigns 
identical charges to both molecules, which are given by the arithmetic mean of the donor and 
acceptor charge configurations, i.e., each of the molecules has a total charge of / 2e .  Each time 
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the electron was moved between ferrocene and ferrocenium, the charges of the complex were 
reassigned.  The molecular dynamics software that we used to generate the classical trajectories 
does not allow reassignment of the other (bonding and Lennard Jones) potential parameters.  For 
this reason we held the electron transfer complex fixed in space with all atoms fixed at the 
ferrocene-ferrocenium average structure [40].  Thus, our simulation ignores the inner sphere 
reorganization, and we were unable to obtain a reliable estimate of the inner sphere contribution 
to the charge transfer dynamics.  Because the structural change associated with the electron 
transfer within the ferrocene-ferrocenium complex is very small, the inner sphere contribution to 
the charge transfer dynamics is considered negligible [41].  
The electron transfer complex was surrounded on all sides by a 13.0 Å thick layer of hexane that 
includes 66 hexane molecules, or 1,320 atoms.  Thicker solvent layers did not alter the results 
enough to justify their added computational burden.  Periodic boundary conditions were applied, 
with an initial box size of 322.0 22.0 27.0Å  .  A snapshot of the simulation cell (containing the 
transfer complex, the solvent and the periodic images) is shown in Figure 7.2. 
The electron transfer process is described in terms of the two charge states, D and A.  The total 
Hamiltonian is given by 
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where 1 1( , , ), ( , , )n nq q p p q p  are the Cartesian coordinates and momenta of the atoms, 
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are the Hamiltonians that describe the motion of the solvent nuclei in the D and A charge 
configurations, respectively.  The Hamiltonian 
M
H  for the mean charge configuration was also 
obtained.  The nuclear coordinates are initially in equilibrium with the donor charge 
configuration at a temperature 300 KT  .                           
The charge transfer dynamics was monitored directly by calculating the population of the D state 
(i.e., the reduced density matrix 
DD ), for which the QCPI expression has the form 
 
DD 0 0 0 0 DD 0 0( ) ( , ) ( , ; )t d d P Q t   q p q p q p  ,                                             (7.3) 
 
where P is the phase space density of the nuclear degrees of freedom and DDQ  is the quantum 
influence function [15,16].  The latter involves a double sum with respect to all forward and 
backward paths (discretized to the path integral time step /t t N  ) of propagators (electron 
amplitudes) ,i jK  multiplied by a phase   given by the net electron-solvent action along the 
particular trajectory: 
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The state (D or A) of the quantum system along each of these paths determines whether the 
classical trajectory from 0 0,q p  evolves subject to the force on DH  on AH , or (when the forward 
and backward components differ) the forces corresponding to the mean charge configuration 
M .H   Since the force fields employed in the calculation of the classical forces account to some 
extent for quantum mechanical effects in the solvent, the phase space density P was given by the 
classical Boltzmann function.  Solvent phase space points were generated from a constant 
temperature, constant pressure trajectory.  The number of classical trajectories from each 
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sampled phase space point is equal to the number of forward-backward quantum paths, i.e., 22 N .  
The dependence of a classical trajectory on the entire path of the system is the quantum-classical 
manifestation of memory, familiar from reduced-space formulations [42,43].  Small values of the 
time step t  must be employed for accuracy.  Typically, charge transfer processes require 
2 310 10N   time steps.  Thus the required number of trajectories appears astronomical.   
A few critical developments in the QCPI methodology led to acceleration by many orders of 
magnitude and allowed convergence of the ferrocene-ferrocenium charge transfer simulation.  
The key idea is to exploit the mechanism of decoherence, which has two distinct 
contributions [18].  The “classical” mechanism of decoherence, which is dominant at high 
temperatures, involves a single solvent trajectory from each initial condition (the “classical 
path”) which evolves on DV .  The solvent-driven fluctuation of the energy gap between DV  and 
AV  gives rise to phonon absorption and stimulated emission [18].  This ensemble-averaged 
classical path (EACP) approximation accounts for the bulk of the solvent-induced dissipative 
effects on the electron dynamics.  The other, “quantum” mechanism of decoherence, is related to 
the “back reaction”, i.e., the change of a trajectory’s course in response to the hops of the 
electron between the two charge states.  This process leads to spontaneous phonon emission 
[18,19] and is less prominent.  All effects associated with the classical decoherence mechanism 
can be captured through propagators that incorporate the energy gap fluctuations associated with 
solvent trajectories propagated on the D surface [17], providing an excellent starting point which 
allows convergence with much larger time steps.  Next, the path integral expression is 
decomposed into a series of iterative operations [15], taking advantage of the fact that the course 
of a trajectory at a particular time does not depend critically on the location of the electron many 
time steps earlier.  This reduces the number of trajectories from 22 N  to 22 L , where L t N t    
is the relevant memory length.  Last, by including some electron state switching in the classical 
path, one can capture some of the back reaction through the memory-free, zeroth order 
description.  This is achieved by allowing the zeroth order trajectories to incur dynamically 
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consistent state hops (DCSH) [20].  No assumptions or empirical parameters are introduced in 
any of the steps described above.  Once convergence is achieved with respect to the phase space 
integral, the value of t  and the included memory length L, one obtains the rigorous QCPI value 
of the donor population.   
All classical atomistic simulations were carried out using NAMD 2.9 [44] with a ~ 2  fs 
integration time step.  We used the SHAKE algorithm to constrain all CH stretching vibrations 
and the CGenFF v. 2b7 [29] parameters for hexane.  The particle mesh Ewald (PME) 
method [45] was implemented to treat the full long-range electrostatic interactions.  The QCPI 
calculation converged with the time step 24.2t   fs, which equals  12 classical trajectory steps.  
The charges of the electron transfer complex were altered during the calculation each time an 
electron state change occurred.  At the end of each path integral step, the electron-solvent phase 
was obtained by calculating the interaction energy between the hexane and the electron transfer 
complex in the D and A charge configurations.  The phase space integral in Eq. (6.5) was 
evaluated using 6,000 phase space points in the case of the EACP and short-memory QCPI 
calculations, and 1,000 phase space points with the more demanding, longer memory 
calculations.  These points were obtained from an equilibrium trajectory on the donor surface.  
The longest memory QCPI calculations were performed on Blue Waters [46]. 
QCPI calculations were performed to follow the population of the donor state for 5 ps, i.e., 
200N  path integral time steps.  Figure 7.3 shows the convergence of the all-atom QCPI 
results as a function of memory length, along with the EACP approximation, which captures the 
effects from the classical decoherence mechanism.  The latter is seen to reproduce the electron 
transfer dynamics in a semi-quantitative fashion.  However, the hopping of the trajectories 
between the D and A surfaces along all possible electron state paths, which amounts to 
spontaneous phonon emission, is seen to play an important role as well, accelerating the 
population decay.  The inclusion of DCSH in the zeroth order trajectories captures much of the 
back reaction, reducing the quantum memory necessary for convergence to only a few path 
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integral steps.  Within the statistical error of the calculation, the QCPI calculations converged 
with 3L .  The ensemble average of the DCSH trajectories reproduces the converged 
population dynamics rather faithfully.  Figure 7.4 shows a snapshot of the simulation and the 
superposition of quantum-classical paths, whose phases are responsible for quantum mechanical 
decoherence by means of spontaneous phonon emission.   
Electron transfer reactions represent the most favorable situation for linear response theory, and 
the free energy surfaces of the donor and acceptor are assumed parabolic in Marcus theory [47].  
This is the case because the long-range Coulomb interaction leads to Gaussian response [48].  
Indeed, the energy gap has been shown to obey Gaussian statistics. (see, for example, Ref. 
[49,50])  Within the path integral formulation, the transition to the linear response regime is 
clearly seen via a cumulant expansion of the influence functional from a complex polyatomic 
environment [51].  In the present case, the small polarity of hexane suggests the conditions for 
linear response are ideal. 
According to the linear response approximation, the effects of the solvent should be equivalent to 
those arising from a bath of fictitious harmonic degrees of freedom linearly coupled to the 
system,  
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i.e. the donor and acceptor potential energy surfaces are replaced by the shifted parabolas 
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The collective effects of the nuclear coordinates on the charge transfer pair are captured in the 
correlation function 
DA ( )C t  of the energy gap fluctuations about its equilibrium value. We 
evaluated this function through a molecular dynamics simulation with the ferrocene-ferrocenium 
pair in the mean charge configuration.  This charge configuration was chosen because according 
to the influence functional derivation of the linear response approximation [51] it should give 
rise to the best effective harmonic bath.  The energy gap correlation function is shown in 
Figure 7.5.   
Mapping the solvent dynamics on a harmonic bath is possible by Fourier transforming the energy 
gap correlation function (obtained from classical trajectories on the mean surface) to obtain the 
spectral density, 
1
D
0
A4
( ( )cos) ( )J C t t dt  

  .                                                    (7.7) 
This function is shown in Figure 7.6.  The most prominent peak (at ~1450 cm
-1
) arises from  CH3 
and CH2 bending vibrations while the peak near 750 cm
-1
 is associated with the CH2 rock [52]. 
Figure 7.7 shows the QCPI results for the donor population within the harmonic bath model.  
These calculations employed 600,000 phase space samples in order to shrink the statistical error.  
The harmonic bath calculations matched the all-atom results for each value of included memory 
length within the statistical uncertainty.  Because of its relatively low cost, this calculation was 
performed for 500N  path integral time steps ( 12t  ps), until the donor population had 
reached its equilibrium value of 0.5.  Convergence was verified by increasing the memory length 
to 6L  .  We note that the QCPI expression is exact in the case of a harmonic bath. 
The converged harmonic bath results are compared to the all-atom results in Figure 7.8.  The 
agreement is seen to be excellent.  These calculations provide the first dynamical verification of 
the accuracy of the linear response approximation by rigorous calculations free of 
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approximations.  The validity of the linear response picture in solvents with large reorganization 
energies, or in proton transfer reactions, will be examined in future publications. 
Interestingly, the population dynamics displays a considerable non-exponential character.  This 
behavior, which is clearly seen from the curvature of the logarithmic plot in Figure 7.9, arises 
from the long-lived solvent memory.  Flux formulations of reaction rates [53,54] are designed to 
produce the rate coefficient at long times, when the process has settled into an exponential decay.  
In the present case, exponential behavior is observed only after the charge transfer process is 
nearly complete, with a corresponding 1/e time (extracted from the linear portion of 
DDln[(2 1)]  ) of  4.08 ps.  However, the full simulation shows that the charge transfer reaction 
is considerably faster, with a 1/e time of 0.83 ps.  For comparison, use of the Marcus expression 
gives a rate estimate closer to the initial decay rate, with a 1/e  time of 0.53 ps.  The exponential 
decay curves corresponding to these rate coefficients are shown in Figure 7.8. 
In conclusion, the simulation presented in this chapter demonstrates the feasibility of rigorous 
quantum-classical simulations at full atomistic level without the need for any uncontrolled 
approximations.  In the chosen solvent, the ferrocene-ferrocenium charge transfer occurs in a few 
picoseconds, and the donor population was seen to exhibit significant deviations from 
exponential decay.  The all-atom results were found to be in excellent agreement against those 
obtained by replacing the solvent by an effective harmonic bath, demonstrating the accuracy of 
the linear response approximation for this process. 
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7.1 Figures and Tables: 
 
 
 ferrocene ferrocenium 
C -0.213 -0.140 
H  0.062  0.122 
Fe  1.510  1.180 
 
Table 7.1: Atomic charges in ferrocene and ferrocenium. 
 
 
 
 
Figure 7.1: The minimum energy ferrocene-ferrocenium structure.  The Fe-Fe distance is 7.0 Å. 
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Figure 7.2: Snapshot of the simulation box.  C and H atoms are shown in cyan and white.  The 
2Fe   and 3Fe   ions are shown in blue and red, respectively.  The atoms in the periodic images 
are shaded darker. 
  
92 
 
 
0.5
0.6
0.7
0.8
0.9
1
0 1 2 3 4 5
t, ps
 D
D
 
 
Figure 7.3: Donor population from the all-atom QCPI calculation.  Black line: EACP result.  
This curve shows the solvent effects by means of phonon absorption and stimulated emission.  
Orange line: Memory-free simulation using DCSH trajectories, which include some of the 
effects of the electron hopping on the solvent.  The magenta, green and red lines show QCPI 
results with 1,2L   and 3, respectively. 
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Figure 7.4: A close-up snapshot of the simulation showing the solvent configurations arising 
from the superposition of three quantum-classical paths.  C and H atoms are shown in cyan and 
white.  The 2Fe   and 3Fe   ions are shown in blue and red, respectively. 
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Figure 7.5: Energy gap correlation function. 
 
 
 
 
0
0.05
0.1
0.15
0.2
0.25
0 200 400 600 800 1000 1200 1400 1600
J
(e
V
)
 (cm
-1
)  
 
Figure 7.6: Solvent spectral density obtained from the energy gap correlation function.    
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Figure 7.7: Donor population from the harmonic bath model.  Black line: EACP result.  Orange 
line: Memory-free simulation using DCSH trajectories, which capture some of the back reaction.  
The magenta, green, red and blue lines show QCPI results with 1,2,4L   and 6, respectively. 
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Figure 7.8: Comparison of converged all-atom results for the donor population (red markers) 
against those obtained with the harmonic bath model (black line).  Also shown are exponential 
decay curves with the rate coefficient extracted from the long-time exponential behavior of the 
population (dashed violet line) and the Marcus expression (dashed blue line), respectively.  The 
green line shows the donor population in the absence of the solvent. 
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Figure 7.9: Logarithmic plot of the population decay from the harmonic bath calculation (black 
line), along with the linear fit to the data at long times (dashed violet line).  A line with slope 
given by the Marcus rate is also shown (dashed blue line). 
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Chapter 8. Conclusions 
 
Quantum dynamic simulations of large many-body systems, using either Schrödinger’s or the 
path integral’s description, are exceedingly demanding.  Wavefunctions are inherently 
delocalized in space, and are thus hard to represent classically.  On the other hand, individual 
paths can easily be represented classically, as they are local in space.  Therefore, it is possible to 
use classical intuition to decrease the computational burden of path integral calculations.  A lot 
of effort has been placed into minimizing the cost of these simulations, and many improvements 
have been made.  However, the simulation of realistic many-body systems using exact quantum 
methods is well beyond our reach.   
The QCPI approach reduces the computational cost tremendously, but its effect on the accuracy 
is minimal.  It is a quantum-classical method that uses the path integral description to rigorously 
capture the interaction between the quantum system and the classical solvent.  Interaction with 
the solvent introduces a nonlocal coupling between the system’s time points.  Due to the 
decohering effect of the solvent, not all time points are coupled, making iteration possible.  
Realistic condensed phase processes often have a sluggish solvent that is strongly coupled to the 
system.  This regime is known for being computationally prohibitive for most iterative methods.  
Our DCSH-accelerated QCPI methodology, however, can simulate this regime with relative 
ease.  Thus, it is the perfect tool for studying charge transfer reactions. 
In the linear response approximation, the anharmonic solvent is replaced by an effective bath 
comprised of harmonic oscillators bilinearly coupled to the system.  In this case, the system-bath 
coupling can be exactly described by the Feynman-Vernon influence functional.  This expression 
assumes that the bath is initially isolated from the system, which is not the case when describing 
charge transfer reactions.  It is possible to obtain the influence functional for which the bath is 
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initially in equilibrium with the system’s donor configuration.  If this is not implemented 
correctly, spurious memory effects can be introduced. 
The QCPI method is extremely powerful especially when accelerated with DCSH, and can be 
used to simulate a wide array of important condensed phase processes.  With it, we are able to 
simulate the ferrocene-ferrocinum electron transfer reaction in a solution of liquid hexane to an 
unprecedented level of accuracy.  By comparing the all-atom results with those obtained using an 
effective harmonic bath, we see that for this system the linear response approximation is 
extremely accurate.          
 
