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On equivalence and emptiness problems of multi-letter
(measure-many) quantum finite automata∗
T. Lin
Abstract
In this paper, we study some decision problems both for multi-letter quantum finite au-
tomata and measure many multi-letter quantum finite automata. We first show that given a
k1-letter quantum finite automaton A1 and a k2-letter quantum finite automaton A2 over the
same input alphabet Σ, they are equivalent if and only if they are (n21 + n
2
2 − 1)|Σ|
k−1 + k-
equivalent where ni, i = 1, 2, are the number of states in Ai respectively, and k = max{k1, k2}.
By applying a method, due to the author, used to deal with the equivalence problem of mea-
sure many one-way quantum finite automata, we also show that a k1-letter measure many
quantum finite automaton A1 and a k2-letter measure many quantum finite automaton A2
are equivalent if and only if they are (n21 + n
2
2 − 1)|Σ|
k−1 + k-equivalent where ni, i = 1, 2,
are the number of states in Ai respectively, and k = max{k1, k2}.
Next, we study the emptiness problem of those two kinds of quantum finite automata.
We show that whether the language recognized by a k-letter quantum finite automaton with
non-strict cut-point is empty is undecidable, but we leave open the emptiness of language
reorganized by a k-letter quantum finite automaton with strict cutpoint. We also show that
whether the languages recognized by a k-letter measure many quantum finite automaton with
both nonstrict and strict cutpoints are undecidable. And the direct consequences of the above
outcomes are summarized in the paper.
Keywords: Multi-letter (measure-many) quantum finite automata, Equivalence, Empti-
ness, Undecidability
1 Introduction
Due to the excitement of the discoveries of the polynomial-time quantum algorithm for factoring
integers [36] by Shor and the O(√n) quantum algorithm for searching an item in a collection (of
size n) [24] by Grover, the theory of quantum computing, initialized by the pioneering scientists
such as Feynman [37] and Deutsh [13], has gained a huge development (Which is reflected by some
excellent monographs: [33] by Nielsen et al., [27] by Hirvensalo, [23] by Gruska, and others which
are failed to cite here) and has split mainly into two subfields: quantum complexity (For example,
[16] by Bernstein et al., [26] by Adleman et al., and [9] by Yao), as well as the theory of quantum
counterpart of finite automata—quantum finite automata, which is initialized by Kondacs et al.
[8] and by Moore et al. [12].
As indicated by the title, the focus of the paper is mainly on quantum finite automata. Many
interesting problems about quantum finite automata have been suggested and deeply investigated
in existing literature [1, 28, 29, 30, 4, 5, 6, 2, 3]. For example, Yakaryilmaz et al. have shown that
measure many one-way quantum finite automata recognize all and only the stochastic languages
in the unbounded error setting [3, 2]; And, the impacts of quantum theory on computation have
been examined by Hirvensalo [29], who also introduced in [30] a model for finite automata with
an open quantum evolution, whose basic properties are studied in the same article; Brodsky et al.
have obtained some characterizations of one-way quantum finite automata in [4]; A new model
∗To anonymous academic mentors, and mathematical teachers
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called two-way finite automata with quantum and classical states was suggested in [6] by Ambainis
et al., and so forth.
We pay our attention mainly on the so-calledmulti-letter quantum finite automata (abbreviated
to multi-letter QFAs)—first introduced by Belovs et al. [7]— which can be viewed as a quantum
extension of the one-way multihead deterministic finite automata, suggested by Hromkovicˇ [20].
Or equivalently, it also can be considered as a simple extension of the measure once quantum finite
automata [12] by allowing multi-letter rather than just one letter. It has been shown by Belovs
et al. [7] that multi-letter quantum finite automata can recognize the regular language (a+ b)∗a
which is a classical example of a language not recognizable by measure once one-way quantum
finite automata or measure many one-way quantum finite automata. In this paper, we further
apply the measure strategy of measure many one-way quantum finite automata to multi-letter
quantum finite automata, which leads to an another kind of quantum finite automata, i.e. the
what we called multi-letter measure many quantum finite automata (abbreviated to multi-letter
MMQFAs).
In classical automata theory, deciding two automata of the same type, which are over the sample
input alphabet —the equivalence problem of automata—is very important and interesting, see for
example [21] by Hopcroft, [38] by Eilenberg, [18] by Grigorian et al., and [39] by Harju et al..
So, many researchers are interested in investigating equivalence problem about quantum finite
automata. For example, the equivalence problem of multi-letter QFAs was studied in [14] by Qiu
et al. and Li et al. also investigated the equivalence problem for quantum sequential machines
[25].
The author has presented a much simpler approach to the equivalence problem of measure many
one-way quantum finite automata [41], in which the equivalence problem for enhanced version of
measure many one-way quantum finite automata—the so-called enhanced one-way quantum finite
automata, first introduced by Nayak [10]—also has been addressed. We note that, on the other
hand, the procedure coping with the equivalence of multi-letter quantum finite automata in [14] is
not very simple and clear and can be further improved. As one of our goals, we combine some old
and new techniques appearing in [22] by Carlyle, [25] by Li et al., and the construction presented
in [2] by Yakaryilmaz et al. to deal with the equivalence of multi-letter quantum finite automata.
We present a theorem which improve the previous result as follows. Note that in the statement of
the main results, we use some notations whose exact definition has been postponed until Section
2.
Theorem 1.1. Let Ai = (Qi, Qacc,i, |ϕi0〉,Σ, µ′i), i = 1, 2, be ki-letter QFA where ki are positive
integers. Then A1 and A2 are equivalent if and only if they are (n21+n22− 1)|Σ|k−1+ k-equivalent
where n1 = |Q1|, n2 = |Q2|, and k = max{k1, k2}.
As mentioned in the abstract, this uper-bound is also true for the equivalence problem of multi-
letter measure many quantum finite automata whose definition will be given in Section 2. Beside
the measure strategy of measure many one-way quantum finite automata we impose to multi-letter
quantum finite automata, we also add two additional symbols to designate the starting and ending
of an input word. The main result for equivalence issue of (enhanced)1 multi-letter measure many
quantum finite automata is summarized as follows
Theorem 1.2. Let Ai = (Qi, Qacc,i, |ϕi0〉,Σ, µ′i,Oi), i = 1, 2, be ki-letter MMQFA where ki are
positive integers. Then A1 and A2 are equivalent if and only if they are (n21 + n22 − 1)|Σ|k−1 + k-
equivalent where n1 = |Q1|, n2 = |Q2|, and k = max{k1, k2}.
We now turn our attention to the emptiness problem for those quantum finite automata. To
our knowledge, emptiness problem on quantum finite automata was considered first by Amano
et al. [32], where it has been observed that the emptiness problem is undecidable for 1.5-way
quantum finite automata. And then, Blondel et al. [42] proved that the emptiness problem of
1The so-called enhanced multi-letter measure many quantum finite automata are the enhanced one-way quantum
finite automata [10] with multi-letter. Since the essential method tackling the equivalence issue is the same, the
result is similar.
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non-strict cut-point languages recognized by measure once one-way quantum finite automata is
undecidable too. Motivated by study of equivalence of languages recognized by measure many
one-way quantum finite automata, we restudied the emptiness problems for measure many one-
way quantum finite automata both for non-strict cutpoint and strict cutpoint languages in [40].
Here, we show by reduction from Blondel et al.’s result (Undecidability of emptiness of non-strict
language recognized by measure once quantum finite automata) to emptiness of non-strict language
recognized by multi-letter quantum finite automata that
Theorem 1.3. Let A be a k-letter quantum finite automata over Σ. Then it is undecidable that
whether L≥λ(A) is empty where 0 < λ ≤ 1. Further, let Ai, i = 1, 2, be ki-letter quantum finite
automata. Then it is undecidable whether L≥λ(A1) = L≥λ(A2).
The strict case of the relevant problems for multi-letter quantum finite automata are left open.
We continue to extend the relevant results from [40] to multi-letter measure many quantum finite
automata, whose main results are summarized as follows.
Theorem 1.4. Let A be a k-letter measure many quantum finite automata. Then it is undecidable
that whether L>λ(A) is empty and that whether L≥λ(A) is empty. Further, given ki-letter measure
many quantum automata Ai, i = 1, 2, it is undecidable that whether L>λ(A1) = L>λ(A2) and that
whether L≥λ(A1) = L≥λ(A2) where 0 ≤ λ ≤ 1.
Theorem 1.3 and Theorem 1.4 obviously imply the following Corollary about containment
problem (For the similar definition, see [17] by Hunt III et al.), whose classical counterparts are
useful in Formal Verification.
Corollary 1.5. Given ki-letter quantum finite automata Ai, i = 1, 2, over Σ, it is undecidable
whether or not L≥λ(A1) ⊲⊳1 L≥λ(A2) where ⊲⊳1∈ {⊂,⊆}. Given ki-letter measure many quantum
finite automata Ai, i = 1, 2, over Σ. Then it is undecidable whether or not L⊲⊳2λ(A1) ⊲⊳1 L⊲⊳2λ(A2)
where ⊲⊳2∈ {>,≥}.
The rest of the paper is structured as follows. We fix some useful notations and review some
basic definitions needed in the sequel in the next Section; The proof of Theorem 1.1 and Theorem
1.2 are put into the Sections 3; Sections 4 is devoted to the proof of Theorem 1.3 and Theorem
1.4. The conclusions are put into the last Section.
2 Notations and Definitions
2.1 Basic Notations
For any finite set S, |S| denotes the cardinality of S. Throughout this paper, Σ denotes the
non-empty finite alphabet, Σ∗ denotes the set of all finite words (including empty word ǫ) over Σ,
and Σ+ = Σ∗ \ {ǫ}. Let w be a word in Σ∗, then |w| will denote the length of w. For example, let
Σ = {0, 1}, then |ǫ| = 0 and |001101| = 6.
Let C be the complex field, M a complex matrix, i.e., (aij)m×n with aij ∈ C for all i and j.
Particularly, 1×n (resp. n×1) complex matrix is called an n dimensional row vector (resp. column
vector). M is called a complex square matrix of order n if m = n. The transpose of M and
conjugate-transpose of M are denoted as M ′ and M † respectively. Mn(C) denotes the set of all
n-order complex matrices. For any H ∈ Mn(C), H is said to be Hermitian if H† = H , and is
said to be Unitary if H†H = HH† = In where In is the n−order identity matrix. Suppose A and
B are m− and n−order complex matrices respectively, then the “diagonal sum” of A and B is
denoted by
A⊕B ,
(
A 0
0 B
)
which is an (m + n)−order complex matrix. Let V be a finite dimensional vector space over C,
and B = {η1, η2, · · · , ηn} a basis for V over C. This means that for any vector α ∈ V , it has
3
an unique expression as a linear combination: α = c1η1 + c2η2 + · · · + cnηn where ci ∈ C. The
dimension of V , denoted by dimV , is the cardinal number of B. Usually, we write span{B} (i.e.
V ) for the vector space generated by the vectors in B. Additionally, Mn(C) is a vector space over
C with the dimension n2.
In quantum theory, the unit-length column (resp. row) vector in a fixed (finite dimensional)
Hilbert Space H will be denoted as |ϕ〉 (resp. 〈ϕ|). |ϕ〉 and 〈ϕ| are satisfied the relation |ϕ〉† = 〈ϕ|
where † denotes the conjugate-transpose of complex matrices. The inner product of two vectors
|ϕ〉 and |ψ〉 is denoted as 〈ϕ|ψ〉. The length of the vector |ϕ〉, denoted by ‖|ϕ〉‖, is defined to be
‖|ϕ〉‖ =√〈ϕ|ϕ〉.
2.2 Basic Definitions
Definition 2.1 (Belovs et al. [7]). A k-letter quantum finite automata (k-letter QFA) is defined by
a quintuple A , (Q,Qacc, |ϕ0〉,Σ, µ′) where Q is a set of states, Qacc ⊆ Q is the set of accepting
states, |ϕ0〉 is the initial state superposition obeying normalization condition, Σ is a finite input
alphabet, and µ′ is a function that assigns an unitary transition matrix µ′(ω) on Cn for each word
ω ∈ ({Λ} ∪Σ)k.
The computation of a k-letter QFA works in the same way as the computation of an measure
once QFA, except that it applies unitary transformations corresponding not only to the last letter
received but the last k letters received. For instance, with an input ω = x1x2 · · ·xn ∈ Σ∗, A
is in the initial state |ψ0〉. Then, according to the last k number of letters received, A moves
successively into the states |ψ1〉 = µ′(Λk−1x1) |ψ0〉, |ψ2〉 = µ′(Λk−2x1x2) |ψ1〉, · · · The final state
is described as follows
|ψn〉 =
{
µ′(Λk−nx1 · · ·xn) · · ·µ′(Λk−1x1)|ψ0〉, when n < k;
µ′(xn−k+1 · · ·xn) · · ·µ′(x1 · · ·xk) · · ·µ′(Λk−1x1)|ψ0〉, otherwise.
It is a convenience to denote, for any ω ∈ Σ∗, that
Uω =
{
µ′(Λk−nω) · · ·µ′(Λk−1x1), when n < k;
µ′(xn−k+1 · · ·xn) · · ·µ′(Λk−1x1), when n ≥ k. (1)
Let Pacc denote the projector on the subspace spanned by Qacc, i.e. Pacc =
∑
q∈Qacc
|q〉〈q|. Then,
the accepting probability of the word ω for A is given by
PA(ω) = ‖Pacc Uω|ψ0〉‖2. (2)
For two multi-letter QFA A1 and A2, we define the diagonal sum of them, which is useful, as
Definition 2.2. Let Ai = (Qi, Qacc,i, |ϕi0〉,Σ, µ′i) be ki-letter QFA, i = 1, 2. The diagonal sum of
A1 and A2, denoted by A1 ⊕A2, is a k-letter QFA (k = max{k1, k2})
A1 ⊕A2 , (Q,Qacc, |ϕ0〉,Σ, µ′)
where Q = Q1 ∪ Q2 with Q1 ∩ Q2 = ∅, µ′ = µ′1 ⊕ µ′2, and |ϕ0〉 is of dimension n1 + n2 where
ni = |Qi|.
Remark 1. By µ′ = µ′1⊕µ′2 we mean that the function µ′ assigns any γ = σ1 · · ·σk ∈ {Σ∪{Λ}}k
to an n1 + n2-order unitary matrix µ
′(γ) in way of
µ′(γ) ,
(
µ′1(σk−k1+1 · · ·σk) 0
0 µ′2(σ1 · · ·σk)
)
where we assume that k1 ≤ k2. It is clear that µ′ defines, for any ω ∈ Σ∗, the unitary matrix
U ′ω ,
(
U1ω 0
0 U2ω
)
.
4
We proceed to define multi-letter measure many quantum finite automata.
Definition 2.3. A k-letter measure many quantum finite automaton (k-letter MMQFA) over Σ
is a 7-tuple A , (Q,Qacc, Qrej , |ϕ0〉,Σ, µ′,O = {Pacc, Pnon, Prej}) where Q is the set of states,
Qacc ⊆ Q the accepting states and Qrej ⊆ Q the rejecting states (Qacc ∩Qrej = ∅), |ϕ0〉 the initial
state superposition, Σ the finite input alphabet, µ′ a function that assigns a unitary transition
matrix µ′(ω) on C|Q| for each ω ∈ ({Λ,£, $} ∪ Σ)k where Λ, £ and $ are the blank symbol,
leftmost and rightmost end-markers. O is the observable where Pacc =
∑
q∈Qacc
|q〉〈q|, Pnon =∑
q∈Qnon
|q〉〈q|, and Prej =
∑
q∈Qrej
|q〉〈q| with Qnon = Q \ (Qacc ∪Qrej).
Then the input of an multi-letter measure many quantum finite automaton is of the form
ω = £x1 · · ·xn$. The computing procedure is similar to an measure many one-way quantum
finite automata [8], except that it applies unitary transformations corresponding not only to the
last letter received but the last k letters received. Let ω = x1x2 · · ·xn ∈ Σ∗ be an arbitrary word.
For each xi in ω, we denote
Uωxi =


µ′(Λk−1£), i = 0;
µ′(Λk−ix1 · · ·xi), 1 ≤ i ≤ k − 1;
µ′(xi−(k−1) · · ·xi), i ≥ k
µ′(xn−k+2 · · ·xn$), i = n+ 1
(3)
Then, the accepting probability of ω for A can be written as
PA(x1x2 · · ·xn) =
n+1∑
k=0
∥∥∥∥∥PaccUωxk
(
0∏
i=k−1
(PnonU
ω
xi
)
)
|ψ0〉
∥∥∥∥∥
2
(4)
where
∏0
i=−1(PnonU
ω
xi
) = I, i.e. the |Q|-order identity matrix, x0 = ‘£’ and xn+1 = ‘$’.
The auxiliary definition of diagonal sum of two multi-letter MMQFAs Ai, i = 1, 2, pays the
same role as the diagonal sum of two multi-letter QFAs in the sequel.
Definition 2.4. Let Ai = (Qi, Qacc,i, Qrej,i, |ϕi0〉,Σ, µ′i,Oi = {P iacc, P inon, P irej}) be ki-letter
MMQFAs, i = 1, 2. The diagonal sum of A1 and A2, denoted by A1 ⊕A2, is a k-letter MMQFA
(k = max{k1, k2})
A1 ⊕A2 , (Q,Qacc, Qrej , |ϕ0〉,Σ, µ′,O)
where Q = Q1 ∪ Q2(Q1 ∩ Q2 = ∅), |ϕ0〉 is an arbitrary vector of dimension |Q|, µ′ , µ′1 ⊕ µ′2 is
defined according to Remark 1 except that γ = σ1 · · ·σk ∈ (Σ ∪ {Λ,£, $})k, and O = O1 ⊕ O2 =
{P 1acc ⊕ P 2acc, P 1non ⊕ P 2non, P 1rej ⊕ P 2rej}.
Remark 2. Noting that, in the Definitions of diagonal sum for both multi-letter QFAs and multi-
letter MMQFAs, we require no other restriction on the initial state vector |ϕ0〉. However, of
particular importance are the following two
|ρ〉 =
(
|ψ(1)0 〉
0
)
, |π〉 =
(
0
|ψ(2)0 〉
)
. (5)
2.3 Statement of Problems
As the term suggests, the equivalence problem of two quantum finite automata is to ask, given
two quantum finite automata Ai, i = 1, 2, of the same type, over the same alphabet, whether they
are equivalent. Formally, the equivalence of multi-letter (measure many) quantum finite automata
are defined as
Definition 2.5. Given two multi-letter QFAs (multi-letter MMQFAs) A1 and A2 over Σ, they
are said to be equivalent (resp. t-equivalent) if PA1(ω) = PA2(ω) for all ω ∈ Σ∗ (resp. for all
ω ∈ Σ∗ with |ω| ≤ t).
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Let A be a k-letter (measure many) QFA. We now define the language recognized by A with
nonstrict and strict cutpoint λ : 0 ≤ λ ≤ 1 as follows
L≥λ(A) , {ω ∈ Σ∗|PA(ω) ≥ λ}
and
L>λ(A) , {ω ∈ Σ∗|PA(ω) > λ}
Then the (non-)strict emptiness problem is to ask whether (L≥λ(A) = ∅) L>λ(A) = ∅ or not. And
the equivalence of (non-)strict cutpoint languages recognized by two quantum finite automata A1
and A2 respectively is to ask whether (L≥λ(A1) = L≥λ(A2)) L>λ(A1) = L>λ(A2)). While the
(non-)strict containment problem is to ask whether (L⊲⊳λ(A1) ⊆ L⊲⊳λ(A2)) L⊲⊳λ(A1) ⊂ L⊲⊳λ(A2))
where ⊲⊳∈ {>,≥}.
3 Proofs of Theorem 1.1 and Theorem 1.2
3.1 Equivalence of multi-letter QFAs
Let A = (Q,Qacc, |ϕ0〉,Σ, µ′) be a k-letter QFA. Denote the set {U †ωPaccUω | |ω| ≤ i} by HA(i)
and VA(i) = span{HA(i)} for any i ≥ 0. Observe Eq. (1) that when |ω| ≥ k,
Uω =
(
µ′(xn−k+1 · · ·xn) · · ·µ′(x1 · · ·xk)
)
µ′(Λx1 · · ·xk−1) · · ·µ′(Λk−1x1)
Denote µ′(xn−k+1 · · ·xn) · · ·µ′(x1 · · ·xk) by η(ω)
= η(ω)µ′(Λx1 · · ·xk−1) · · ·µ′(Λk−1x1)
This leads us to denote by KA(i) the set {η(ω)†Paccη(ω) | k ≤ |ω| ≤ k + i} and SA(i) =
span{KA(i)} for all i ≥ 0. Then
HA(i) ⊆ HA(i + 1), VA(i) ⊆ VA(i + 1)
KA(i) ⊆ KA(i + 1), SA(i) ⊆ SA(i + 1)
Remark 3. If A is the diagonal sum of A1 and A2, then it is easy to verify that
U †ωPaccUω =
(
U1 †ω Pacc,1U
1
ω 0
0 U2 †ω Pacc,2U
2
ω
)
(6)
and
η(ω)†Paccη(ω) =
(
η1(ω)
†Pacc,1η1(ω) 0
0 η2(ω)
†Pacc,2η2(ω)
)
(7)
Hence, it is clear to see that dimVA(i) ≤ n21 + n22 and dimSA(i) ≤ n21 + n22 for all i ≥ 0, where
n1 and n2 are the number of states in A1 and A2 respectively.
We are now paying special attention on SA(i). Let η(ω)
†Paccη(ω) ∈ KA(i) and y ∈ Σ. Consider
the following relation
η(yω)†Pacc η(yω) = µ
′(yx1 · · ·xk−1)†
(
η(ω)†Paccη(ω)
)
µ′(yx1 · · ·xk−1) (8)
where ω = x1 · · ·xk−1xk · · ·xn.
Remark 4. Let k = 1, then Eq. (8) degenerates into
η(yω)†Pacc η(yω) = µ
′(y)†
(
η(ω)†Pacc η(ω)
)
µ′(y)
which was used to deal with the equivalence of quantum sequential machine by Li et al.[25].
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In similarity to the idea of [41] (See, Lemma 9 in [41]), if we can find an integer l such that
SA(0) ⊂ · · · ⊂ SA(l) = SA(l + 1) = · · ·
then, we can easily show that
VA(0) ⊂ · · · ⊂ VA(l) = VA(l + 1) = · · ·
by employing the similar technique presented in [41].
Remark 5. Let us return back to Eq. (8). It also implies that if there is common integer l such
that
η(x1 · · ·xk−1ω)†Pacc η(x1 · · ·xk−1ω) =
∑
i
ai
(
η(x1 · · ·xk−1ωi)†Pacc η(x1 · · ·xk−1ωi)
)
(|x1 · · ·xk−1ωi| ≤ l)
for any x1 · · ·xk−1ω ∈ Σ∗ with |x1 · · ·xk−1ω| ≥ l, then the above equation will be true for any
word ω′ ∈ Σ with |ω′| ≥ l.
Hence, we further denote the set {η(νω)†Pacc η(νω) | k ≤ |νω| ≤ k + i} by KA(ν, i) and
SA(ν, i) = span{KA(ν, i)} for any ν ∈ Σk−1. We investigate a property of Cartensian prod-
uct of SA(νj , i), which is inspired by the construction of Matrix E in [2] by Yakaryilmaz et al.
(See, Fig. 1 of [2]). The following fact is well-known in Linear Algebra.
Proposition 3.1. Let Vi, i = 1, 2, · · ·n, be a family of vector spaces over field F. Let V =
V1 × V2 × · · · × Vn. Then V is a vector space over F with respect to “+” and scalar multiply “·”
of λ ∈ F given by
(α1, · · · , αn) + (β1, · · · , βn) , (α1 + β1, · · · , αn + βn)
λ · (α1, · · · , αn) , (λα1, · · · , λαn).
Moreover, dimV =
n∑
i=1
dimVi.
We show first the following
Lemma 3.1. Suppose that |Σ| ≥ 1. Let Ai = (Qi, Qacc,i, |ϕi0〉,Σ, µ′i), i = 1, 2, be ki-letter QFAs
and A = A1 ⊕ A2. For all i ≥ 0, define S(i) to be the Cartesian product: SA(ν1, i) × · · · ×
SA(ν|Σ|k−1 , i). Then
(1). dimS(i) =
∑
ν∈Σk−1
dimSA(ν, i) ≤ (n21 + n22)|Σ|k−1;
(2). There is an integer l < (n21 + n
2
2 − 1)|Σ|k−1 + 1 such that S(l) = S(l + 1);
(3). SA(ν, l) = SA(ν, l + j) for all ν ∈ Σk−1, which further implies that S(l) = S(l + j) for all
j ≥ 1
where ni, i = 1, 2, is the number of states in Ai.
Proof. As dimSA(ν, i) ≤ n21 + n22 for any ν ∈ Σk−1 and any i, item (1) follows from Proposition
3.1.
Similarly to the proof of Lemma 6 in [41], suppose that there is no such an integer l, then
S(i) ⊂ S(i+ 1) for any i ≥ 0, which means that
S(0) ⊂ · · · ⊂ S((n21 + n22 − 1)|Σ|k−1 + 1) ⊂ · · · ⊂
⋃
j≥0
S(j)
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Since dimSA(ν, 0) ≥ 1 for any ν ∈ Σk−1, we get dimS(0) ≥ |Σ|k−1. Thus
dimS((n21 + n
2
2 − 1)|Σ|k−1 + 1) ≥ |Σ|k−1 + (n21 + n22 − 1)|Σ|k−1 + 1
= (n21 + n
2
2)|Σ|k−1 + 1,
contradicting dim(
⋃
j≥0
S(j)) ≤ (n21 + n22)|Σ|k−1. Item (2) follows.
Suppose that S(ν1, l) 6= S(ν1, l + 1). Then there is a β ∈ S(ν1, l + 1) such that β 6∈ S(ν1, l),
implying that
S(l+ 1) = S(l) 6∋ (β, 0, · · · , 0) ∈ S(l + 1)
contradicting item(2). By applying Eq. (8) and the first part of item (3), S(l) = S(l + j) for all
j ≥ 1. 
Remark 6. Personally, the proof of the above Lemma has some common senses to that of Fit-
ting’s Lemma, (Cf. [34], p. 93; also [35], p. 155), which states that a group with operator set
Ω satisfies two chain conditions of normal Ω-subgroup and ϕ is a normal Ω-endomorphism, then
there exists an integer m such that G = Gϕ
m ×Kerϕm.
By virtue of Lemma 3.1, we prove the following
Lemma 3.2. Let Ai = (Qi, Qacc,i, |ϕi0〉,Σ, µ′i), i = 1, 2, be ki-letter QFAs and A = A1⊕A2. Then
VA
(
(n21 + n
2
2 − 1)|Σ|k−1 + k
)
= VA
(
(n21 + n
2
2 − 1)|Σ|k−1 + k + j
)
for all j ≥ 1, where ni = |Qi|
and k = max{k1, k2}.
Proof. For any ν = x1 · · ·xk−1 ∈ Σk−1, denote ϕ(ν) = µ(Λx1 · · ·xk−1) · · ·µ(Λk−1x1). Then, for
any ω = νxk · · ·xn ∈ Σ∗ with |ω| = (n21 + n22 − 1)|Σ|k−1 + k + j where j ≥ 1, we find that
U
′ †
ω PaccU
′
ω = (η(ω)ϕ(ν))
†
Pacc (η(ω)ϕ(ν))
= ϕ(ν)†
(
η(ω)†Paccη(ω)
)
ϕ(ν)
(by Lemma 3.1, we have )
= ϕ(ν)†
(∑
i
ai
(
η(νωi)
†Paccη(νωi)
))
ϕ(ν) (|νωi| ≤ (n21 + n22 − 1)|Σ|k−1 + k)
=
∑
i
ai
(
U
′ †
νωi
PaccU
′
νωi
)
∈ VA
(
n21 + n
2
2 − 1)|Σ|k−1 + k
)
which completes the proof. 
The proof of Theorem 1.1 is described as follows.
Proof of Theorem 1.1. The proof proceeds along similar lines presented in [41]. First, we
define the equivalence (resp. t-equivalence) between vectors |ρ〉 and |π〉, described in Eqs. (5),
with respect to A (the diagonal sum of A1 and A2) as follows. We say that |ρ〉 and |π〉 are
equivalent (resp. t-equivalent) with respect to A if
‖PaccUω|ρ〉‖2 = ‖PaccUω|π〉‖2
for all ω ∈ Σ∗ (resp. for all ω ∈ Σ∗ with |ω| ≤ t), essentially implying that PA1(ω) = PA2(ω) for
all ω ∈ Σ∗ (resp. for all ω ∈ Σ∗ with |ω| ≤ t).
Then, that |ρ〉 and |π〉 are equivalent surely implies that they are (n21 + n22 − 1)|Σ|k−1 + k-
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equivalent. Inversely, assume that |ρ〉 and |π〉 are (n21 + n22 − 1)|Σ|k−1 + k-equivalent. Then
〈ρ|U ′ †ω PaccU ′ω|ρ〉 = 〈ρ|
(∑
i
ai
(
U
′ †
ωi
PaccU
′
ωi
))
|ρ〉 (by Lemma 3.2)
=
∑
i
ai
(
〈ρ|
(
U
′ †
ωi
PaccU
′
ωi
)
|ρ〉
)
(|ωi| ≤ (n21 + n22 − 1)|Σ|k−1 + k)
=
∑
i
ai
(
〈π|
(
U
′ †
ωi
PaccU
′
ωi
)
|π〉
)
(by Assumption)
= 〈π|
(
U
′ †
ωi
PaccU
′
ωi
)
|π〉
Namely, |ρ〉 and |π〉 are equivalent with respect to A, further meaning that PA1(ω) = PA2(ω) for
all ω ∈ Σ∗ if and only if PA1(ω) = PA2(ω) for all ω ∈ Σ∗ with |ω| ≤ (n21 + n22 − 1)|Σ|k−1 + k. By
definition, A1 and A2 are equivalent if and only if they are (n21 + n22 − 1)|Σ|k−1 + k-equivalent.

3.2 Equivalence of multi-letter MMQFAs
We proceed along similar lines presented in [41], together with the method to equivalence of multi-
letter quantum finite automata, to solve the equivalence of multi-letter measure many quantum
finite automata.
It is very convenient to give some auxiliary definitions first. So we transform the probability
function (4) to the following
FA(ω) =
{ PA(x1x2 · · ·xn)− PA(x1x2 · · ·xn−1), if ω = x1x2 · · ·xn;
PA(ǫ), if ω = ǫ. (9)
Definition 3.1. Let Ai, i = 1, 2, be ki-letter MMQFAs over Σ. Then A1 and A2 are said to be
β-equivalent (resp. t-β-equivalent) if FA1(ω) = FA2(ω) for all ω ∈ Σ∗ (resp. for all ω ∈ Σ∗ with
|ω| ≤ t).
The following Proposition is a characterization of equivalence of multi-letter measure many
quantum finite automata with respect to their β-equivalence, whose proof is similar to that of
Theorem 4 in [41].
Proposition 3.2. Let Ai, i = 1, 2, be ki-letter measure many quantum finite automata over Σ.
Then A1 and A2 are equivalent (resp. t-equivalent) if and only if they are β-equivalent (resp.
t-β-equivalent). 
Due to Proposition 3.2, the equivalence problem of multi-letter measure many quantum finite
automata is reduced to their β-equivalence problem.
Denote PnonU
ω
xi
by Aω(xi) for each xi ∈ £ω$. Note that P 2acc = Pacc, P †acc = Pacc. Let us
expand Eq. (9) as follows
FA(ω) = 〈ψ0|θA(ω)|ψ0〉
where θA(ω) is an abbreviation of
θA(ω) ,


(
0∏
i=n−1
Aω(xi)
)†
ξ(xn)
(
0∏
i=n−1
Aω(xi)
)
, ω = x1x2 · · ·xn ∈ Σ∗;
U
ω †
£
PaccU
ω
£
+Aω(£)†Uω †$ PaccU
ω
$ A
ω(£), ω = ǫ
where ξ(xn) = U
ω †
xn
PaccU
ω
xn
+Aω(xn)
†U
ω †
$ PaccU
ω
$ A
ω(xn)− Uω †$ PaccUω$ .
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Denote the set {θA(ω) |ω ∈ Σ∗, |ω| ≤ i} by HA(i) for any i ≥ 0, and VA(i) = span{HA(i)}.
The next notations are also very convenient. Note that
θA(ω) = A
ω(x0)
† · · · (Aω(xk)† · · ·Aω(xn−1)†ξ(xn)Aω(xn−1) · · ·Aω(xk)) · · ·Aω(x0)
Denote Aω(xn−1) · · ·Aω(xk) by ϑA(ω)
= Aω(x0)
† · · ·Aω(xk−1)
(
ϑA(ω)
†ξ(xn)ϑA(ω)
)
Aω(xk−1) · · ·Aω(x0)
where x0 = £, for any ω = x1x2 · · ·xn ∈ Σ∗ with |ω| ≥ k. We develop a relation which pay the
same role as Eq. (8) to multi-letter quantum finite automata:
ϑA(yω)
†ξ(xn)ϑA(yω) = A
yω(xk−1)
†
(
ϑA(ω)
†ξ(xn)ϑA(ω)
)
Ayω(xk−1) (10)
Hence denote the set {ϑA(ω)†ξ(xn)ϑA(ω) |ω = x1 · · ·xn ∈ Σ∗, k ≤ |ω| ≤ k + i} by KA(i) and
SA(i) = span{KA(i)} for each i ≥ 0.
Remark 7. Let ω = x1 · · ·xk−2xk−1xk · · ·xn and y ∈ Σ. Then in Eq. (10), Ayω(xk−1) is diverse
from Aω(xk−1) generally. To see so, recall that A
yω(xk−1) = Pnonµ
′(yx1 · · ·xk−1), Aω(xk−1) =
Pnonµ
′(£x1 · · ·xk−1). However, when i ≥ k, Ayω(xi) is indeed identical with Aω(xi). Further, if
A is the diagonal sum of A1 and A2, then
θA(ω) =
(
θA1(ω) 0
0 θA2(ω)
)
and ϑA(ω) =
(
ϑA1(ω) 0
0 ϑA2(ω)
)
Clearly, HA(i) ⊆ HA(i+1) (Hence VA(i) ⊆ VA(i+1)) and KA(i) ⊆ KA(i+1) (Thus SA(i) ⊆
SA(i + 1)) for any i.
For any ν ∈ Σk−1 and i ≥ 0, let KA(ν, i) denote the set {ϑA(νω)†ξ(xn)ϑA(νω) |ω =
xk · · ·xn ∈ Σ∗, k ≤ |νω| ≤ k + i} and SA(ν, i) = span{KA(ν, i)}.
In similarity to the proof of Lemma 3.1, we have the following
Lemma 3.3. Suppose that |Σ| ≥ 1. Let Ai = (Qi, Qacc,i, Qrej,i, |ϕi0〉,Σ, µ′i,Oi =
{P iacc, P inon, P irej}), i = 1, 2, be ki-letter MMQFAs and A = A1 ⊕ A2. For all i ≥ 0, define
S(i) to be the Cartesian product: SA(ν1, i)× · · · × SA(ν|Σ|k−1 , i). Then
(1). dimS(i) =
∑
ν∈Σk−1
dimSA(ν, i) ≤ (n21 + n22)|Σ|k−1;
(2). There is an integer l < (n21 + n
2
2 − 1)|Σ|k−1 + 1 such that S(l) = S(l + 1);
(3). SA(ν, l) = SA(ν, l + j) for all ν ∈ Σk−1, which further implies that S(l) = S(l + j) 2(for all
j ≥ 1
where ni, i = 1, 2, is the number of states in Ai. 
By Lemma 3.3, the following important property concerning the vector space VA(i) can be
proved similarly to that of Lemma 3.2
Lemma 3.4. Let Ai = (Qi, Qacc,i, Qrej,i, |ϕi0〉,Σ, µ′i,Oi = {P ia, P ig, P ir}), i = 1, 2, be ki-letter
MMQFAs, and A = A1⊕A2. Then VA
(
(n21+n
2
2−1)|Σ|k−1+k
)
= VA
(
(n21+n
2
2−1)|Σ|k−1+k+j
)
for all j ≥ 1, where ni = |Qi| and k = max{k1, k2}. 
Remark 8. When k = 1, i.e. in the case of measure many one-way quantum finite automata,
adding an additional end-marker ‘£’ indeed raises the degree of difficulty to dispose of the equiv-
alence of them, which is the reason why we require an auxiliary lemma (Lemma 9 in [41]) to deal
successfully with the equivalence of enhanced one-way quantum finite automata. However, if k > 1,
this is not the case, because when k > 1, there is already an blank symbol ‘Λ’ paying the same role
of ‘£’. Also, the case of k > 1 increases much difficulty in dealing with equivalence issue, reflected
by necessity of auxiliary Lemma 3.1 and Lemma 3.3.
2This can be proved by Item (2) and Eq. (10), which is similar to Lemma 3.1.
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Let Ai = (Qi, Qacc,i, Qrej,i, |ϕi0〉,Σ, µ′i,Oi = {P ia, P ig, P ir}), i = 1, 2, be ki-letter MMQFAs, and
A = A1 ⊕A2. Observe that 〈ρ|θA(ω)|ρ〉 = FA1(ω) and 〈π|θA(ω)|π〉 = FA2(ω) where |ρ〉 and |π〉
are defined in Eqs. (5). It is natural to say that |ρ〉 and |π〉 are equivalent (resp. t-equivalent) with
respect to A, if
〈ρ|θA(ω)|ρ〉 = 〈π|θA(ω)|π〉 (11)
for all ω ∈ Σ∗ (resp. for all ω ∈ Σ∗, with |ω| ≤ t).
With the above technical definition, we give the following
Proof of Theorem 1.2. It is obvious, by definition and Eq. (11), that A1 and A2 are β-equivalent
(resp. t-β-equivalent) if and only if |ρ〉 and |π〉 are equivalent (resp. t-β-equivalent) with respect
A. So the rest is to decide, under what conditions, |ρ〉 and |π〉 are equivalent with respect to A.
It is clear that if |ρ〉 and |π〉 are equivalent with respect to A, then they are (n21 + n22 −
1)|Σ|k−1+k-equivalent with respect to A where ni is the number of states in Ai, k = max{k1, k2}.
Assume now that they are (n21+ n
2
2− 1)|Σ|k−1 + k-equivalent with respect to A. Let ω ∈ Σ∗ with
|ω| > (n21 + n22 − 1)|Σ|k−1 + k. By Lemma 3.4,
θA(ω) =
∑
i
aiθA(ωi) (|ωi| ≤ (n21 + n22 − 1)|Σ|k−1 + k)
from which we can derive that
〈ρ|θA(ω)|ρ〉 = 〈ρ|
(∑
i
aiθA(ωi)
)
|ρ〉 (|ωi| ≤ (n21 + n22 − 1)|Σ|k−1 + k)
=
∑
i
ai〈ρ|θA(ωi)|ρ〉
=
∑
i
ai〈π|θA(ωi)|π〉 (By hypothesis)
= 〈π|θA(ω)|π〉
which means that they are equivalent with respect to A. By Proposition 3.2, the proof of Theorem
1.2 is complete. 
4 Proofs of Theorem 1.3 and Theorem 1.4
4.1 Non-strict emptiness of multi-letter QFAs
As defined in Subsection 2.3, the non-strict emptiness for a multi-letter quantum finite automaton
A is to decide whether the language L≥λ(A) is empty or not. We quote an important result
obtained by Blondel et al. [42], which was proved by reduction from Post Corresponding Problem
[15]
Proposition 4.1 (Corollary 2.4 of [42] by Blondel et al.). For any rational 0 < λ ≤ 1, there
is no algorithm that decides if a given measure once quantum finite automaton A has a word ω
such that PA(ω) ≥ λ.
The following lemma is very obvious
Lemma 4.1. For any k-letter quantum finite automata A over Σ, A is a measure once quantum
finite automaton if k = 1. In other words, measure once quantum finite automata are k-letter
quantum finite automata whose k is 1. 
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Proof of Theorem 1.3. Let A be a k-letter quantum finite automaton over Σ. By Proposition
4.1 and Lemma 4.1, we readily have that it is undecidable whether L≥λ(A) is empty or not where
0 < λ ≤ 1.
To show the second part of the Theorem, we use the method from [40] to construct an measure
once quantum finite automata
A′ = ({q1, q2}, {I}σ∈Σ, Pacc = diag(1, 0), |π〉 = (
√
λ− c,√1− λ+ c)′)
where 0 < c < λ. It is easy to see that PA′(ω) = λ − c < λ. Hence, L≥λ(A′) = ∅. Now assume
that it is decidable that L≥λ(A1) = L≥λ(A2). Replacing A2 with A′ whose L≥λ(A′) is empty, we
find that it is decidable whether L≥λ(A1) = ∅ or not. Thus, an algorithm for deciding whether
L≥λ(A1) = L≥λ(A2) will lead to an algorithm to decide whether L≥λ(A) is empty. 
Remark 9. We refer the reader to [40] for more references about it. And the strict case of these
problems, to the author’s knowledge, are unknown.
4.2 Nonstrict and strict emptiness of multi-letter MMQFAs
4.2.1 Non-strict case
First, we prove an auxiliary lemma, which is similar to Proposition 3.1 in [40], saying that each
k-letter quantum finite automaton is a k-letter measure many quantum finite automaton.
Lemma 4.2. Let A = (Q,Qacc, |ϕ0〉,Σ, µ′) be a k-letter QFA. Then there is a k-letter MMQFA
A′ = (Q′, Q′acc, Q′rej, |ϕ′0〉,Σ, µ′′,O = {Pacc, Pnon, Prej}) such that
PA′(ω) = PA(ω)
for all ω ∈ Σ∗.
Proof. Suppose n = |Q| and |Q′acc| = |Q′rej | = 13 |Q′| with (Qacc ∪ Qrej) ⊂ Q′. For each
γ ∈ {Λk−ix1 · · ·xi |x1 · · ·xi ∈ Σi, 1 ≤ i ≤ k}, let
µ′′(γ) =

 In 0 00 µ′(γ) 0
0 0 In

 and µ′′(Λk−1£) = µ′′(τ$) =

 0 In 0In 0 0
0 0 In


where τ ∈ ({Λ,£} ∪ Σ)k−1. Moreover, we can assume that
|ϕ′0〉 =

 |ϕ0〉0
0

 , Pacc =

 Pacc 0 00 0 0
0 0 0

 , Pnon =

 0 0 00 In 0
0 0 0

 , Prej =

 In − Pacc 0 00 0 0
0 0 In


where Pacc =
∑
q∈Qacc
|q〉〈q|. It is easy to find that, for any γ ∈ {Λk−ix1 · · ·xi |x1 · · ·xi ∈ Σi, 1 ≤
i ≤ k},
Paccµ
′′(γ) =

 Pacc 0 00 0 0
0 0 0



 In 0 00 µ′(γ) 0
0 0 In

 =

 Pacc 0 00 0 0
0 0 0


Pnonµ
′′(γ) =

 0 0 00 In 0
0 0 0



 In 0 00 µ′(γ) 0
0 0 In

 =

 0 0 00 µ′(γ) 0
0 0 0


Hence, for any ω = x1x2 · · ·xn ∈ Σ∗,
PA′(x1x2 · · ·xn) =
n+1∑
k=0
∥∥∥∥∥PaccUωxk
(
0∏
i=k−1
(PnonU
ω
xi
)
)
|ϕ′0〉
∥∥∥∥∥
2
=
n∑
i=0
0 + ‖Paccµ′(ω)|ϕ0〉‖2
= PA(x1x2 · · ·xn) 
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Proposition 4.2. Let A be a k-letter measure many quantum finite automaton. Then, it is
undecidable whether L≥λ(A) is empty. Further, it is undecidable whether L≥λ(A1) = L≥λ(A2) or
not where Ai, i = 1, 2, are ki-letter measure many quantum finite automata over Σ.
Proof . By Lemma 4.2, the proof is reduced to Theorem 1.3. 
4.2.2 Strict case
Since k-letter measure many quantum finite automata are just measure many one-way quantum
finite automata when k = 1. So, if strict emptiness of measure many quantum finite automata is
undecidable, then the strict emptiness of multi-letter measure many quantum finite automata can
be reduced to strict emptiness of measure many quantum finite automata. Fortunately, we can
quote the following important
Lemma 4.3 (Yakaryilmaz et al. [2]). Any language recognized with cutpoint (or nonstrict cupoint)
1
2 by a RT-PFA with n internal states can be recognized with cutpoint (or nonstrict)
1
2 by a RT-
KWQFA with O(n) internal states.
Remark 10. Here, the RT-PFAs are just probabilistic finite automata, see [2]. And the RT-
KWQFAs are also just measure many one-way quantum finite automata, see [2].
It is well known that the emptiness problem of (non-)strict cut-point languages recognized by
probabilistic automata are undecidable (See, for example, [11] by Paz, [43] by Blondel et al., and
[31] by Hirvensalo. Or, for more convenience, see [19] by Gimbert et al.). Hence, by Lemma 4.3,
the undecidability of strict emptiness of measure many one-way quantum finite automata follows,
which further implies, together with constructing a multi-letter quantum finite automata A′ whose
L>λ(A′) is ∅, that
Proposition 4.3. Let A be a k-letter measure-many quantum finite automata. Then it is unde-
cidable whether L>λ(A) is empty or not where 0 < λ ≤ 1. Further, given ki-letter measure-many
quantum finite automata, i = 1, 2, it is undecidable whether L>λ(A1) = L>λ(A2) or not. 
Remark 11. The ideal using Lemma 4.3 to deal with undecidability of strict emptiness of measure-
many quantum finite automata is due to Yakaryilmaz. It is also applicable to deal with undecidabil-
ity of nonstrict emptiness of multi-letter measure-many quantum finite automata. But we prefer
the one presented in previous Subsection, because it is much easier to derive Lemma 4.2 than
Lemma 4.3, personally. We refer the reader to [40] for more backgrounds and more references.
Proof of Theorem 1.4. By Proposition 4.2 and Proposition 4.3, the Theorem follows. 
5 Conclusions
We have studied equivalence and emptiness problem of multi-letter (measure-many) quantum finite
automata in this paper. Specifically, we have shown that, give a k1-letter and a k2-letter quantum
finite automataA1 and A2 over Σ, they are equivalent if and only if they are (n21+n22−1)|Σ|k−1+k-
equivalent where ni is the number of states in Ai and k = max{k1, k2}, which improves the previous
result. We have further shown that this bound is also true for multi-letter measure-many quantum
finite automata. Regarding the emptiness, we have shown that the nonstrict emptiness problem for
multi-letter quantum finite automata is undecidable, which further implies that the equivalence of
languages recognized by multi-letter quantum finite automata is undecidable. However, we do not
know the strict case for it. We have also shown that both strict and nonstrict emptiness problems
for multi-letter measure-many quantum finite automata are undecidable, further implying that the
equivalence of languages recognized by multi-letter measure-many quantum finite automata with
nonstrict and strict cutpoints are undecidable. Moreover, the results of containment problems for
these two kinds of quantum finite automata are summarized.
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