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Abstract
Relief based algorithms have often been claimed to uncover feature interac-
tions. However, it is still unclear whether and how interaction terms will be
differentiated from marginal effects. In this paper, we propose IMMIGRATE
algorithm by including and training weights for interaction terms. Besides
applying the large margin principle, we focus on the robustness of the con-
tributors of margin and consider local and global information simultaneously.
Moreover, IMMIGRATE has been shown to enjoy attractive properties, such
as robustness and combination with Boosting. We evaluate our proposed
method on several tasks, which achieves state-of-the-art results significantly.
1. Introduction
Feature selection is one of the most fundamental problems in machine learn-
ing [Fukunaga, 2013]. Due to the simplicity and effectiveness, the Relief
algorithm by Kira and Rendell [1992] has been proven to be one of the most
successful feature selection algorithms. Following the large margin princi-
ple, it is interpreted to be an online learning algorithm that solves a convex
optimization problem with a margin-based cost function. Compared with
exhaustive or heuristic combinatorial searches, Relief decomposes a complex,
global and nonlinear classification task into a simple and local one. Relief is
the first algorithm that uses hypothesis-margin to calculate feature weights
for the purpose of classification. See Gilad-Bachrach et al. [2004] for a for-
mal definition of the hypothesis-margin. Besides, the same idea are shared
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among early Relief-based algorithms, namely a margin is defined by the fixed
1-nearest-neighbor. Kononenko [1994] extended Relief to ReliefF, which uses
multiple nearest neighbors to adjust feature weights. Gilad-Bachrach et al.
[2004] proposed Simba, which updates the nearest neighbors every time when
the feature weights are updated. Sun and Wu [2008] extended Relief from
feature selection to feature extraction using local information. Some compet-
itive feature selection methods have also been proposed based on the large
hypothesis-margin principle [Crammer et al., 2003; Yang et al., 2008]. In
particular, Sun and Li [2006] developed a Relief-based framework to include
global information. Based on this framework, IM4E was proposed by Bei and
Hong [2015] to balance margin-quantity maximization and margin-quality
maximization. Besides Relief-based algorithms, the large margin method
has been widely discussed in machine learning [Weinberger and Saul, 2009;
Hariharan et al., 2010; Zhu et al., 2016].
However, although feature interactions are indirectly considered in the Relief-
based algorithms by normalizing the feature weights, natural effects of asso-
ciation cannot be reflected by feature weights of Relief. For example, Relief
and many of its extensions do not tell us whether the cause of a high feature
weight is from its linear effect or its interaction with other features [Urbanow-
icz et al., 2018]. In addition, these methods cannot clearly reveal the influence
of interaction terms on the generation capabilities of Relief-based classifiers
and in particular, the degree of such influence, which is the motivation of our
work.
To this end, IterativeMax-MIn entropy marGin-maximization with inteRAction
TErms algorithm (IMMIGRATE, henceforth) is proposed in this paper. It
has the following novelties. (1) Taking the stability of margin contributors’
distribution into account, generalized quadratic form distance (gd(~xi, ~xj) =∣∣~xi − ~xj∣∣TW∣∣~xi − ~xj∣∣, W ≥ 0, ‖W‖2F = 1) based framework is proposed
to capture interaction terms. (2) An iterative optimization method is de-
signed for minimizing the cost function efficiently with a closed-form solution
for matrix update. (3) A novel prediction method is proposed to apply the
weight matrix by expected generalized distance. (4) A new classifier(Boosted
IMMIGRATE) with stronger generation capability is formed by applying
Boosting algorithm. Finally, to efficiently implement IMMIGRATE on high-
dimensional dataset, IM4E-IMMIGRATE algorithm is designed for effective
selection of interaction terms on them. Gene expression datasets are used to
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demonstrate the effectiveness of the IM4E-IMMIGRATE algorithm. What’s
more, the computation time of IMMIGRATE is comparable to other popular
feature selection method with interaction terms. Experimental results show
that IMMIGRATE achieves state-of-the-art results compared with most clas-
sifiers. Meanwhile, Boosted IMMIGRATE outperforms other Boosting clas-
sifiers significantly. Moreover, proposed IMMIGRATE and distance metric
learning [Xing et al., 2003; Weinberger and Saul, 2009] share the similar dis-
tance metric form. However, our method is quite different. Besides different
frameworks, in particular, we use generalized quadratic form distance instead
of distance metric, where W does not have to be positive defined. And the
normalized W represents weights for corresponding features or interactions,
where more important terms have larger weights. Thus, IMMIGRATE can
be regarded as generalized metric learning.
The rest of the paper is organized as follows. Section 2 explains the mathe-
matical foundation of Relief algorithms. IMMIGRATE algorithm is proposed
in Section 3. Section 4 summarizes and discusses the experiments on differnt
datasets. The paper is concluded in Section 5.
2. Review: Relief Algorithm
The Relief algorithm [Kira and Rendell, 1992] provides a framework for cal-
culating feature weights using a fixed number of instances. Feature weights
are usually referred to as feature “scores” and range from -1 to 1. After
calculating the feature weights, a certain threshold is set to select relevant
features and discard irrelevant features. Relief can be viewed as a convex
optimization problem with a cost function whose mathematical expression is
shown in Eq. 2.1 if the threshold is set to be 0. Relief minimizes
C =
M∑
n=1
(
~w T
∣∣~xn −NH(~xn)∣∣− ~w T ∣∣~xn −NM(~xn)∣∣),
subject to : ~w ≥ 0 and ‖~w‖22 = 1,
(2.1)
where NH(x) is the nearest “hit” (from the same class) of x; NM(x) is the
nearest “miss” (from a different class) of x;
∣∣~xn−NH(~xn)∣∣ calculates the ab-
solute element-wise differences; ~w T
∣∣~xn−NH(~xn)∣∣ is the weighted Manhattan
distance. Denote ~u =
∑M
n=1
(∣∣~xn−NH(~xn)∣∣− ∣∣~xn−NM(~xn)∣∣). Minimizing
3
Algorithm 1 Original Relief Algorithm
State : Feature selection for binary classification
N ← number of training instances
A ← number of features(i.e. attributes)
M ← number of randomly chosen instances out of M to update weight ~w
initial all features weights to 0: ~w := 0
for i := 1 to M do
randomly select a “target” instance xi
find its NH(xi) and NM(xi) in Eq. 2.1
for a := 1 to A do
w[a] := w[a]− (xi[a]−NH(xi)[a])2/M + (xi[a]−NM(xi)[a])2/M
end for
end for
return the vector W of feature scores that estimate the quality of features
Eq. 2.1 can be solved using the Lagrange multiplier method and the Karush-
Kuhn-Tucker condition by Kuhn and Tucker [2014], the solution is straight-
forward: ~w = (−~u)+/‖(−~u)+‖2, where (~a)+ = [max(a1, 0),max(a2, 0), · · · ,max(aA, 0)].
This solution to the original Relief algorithm is fundamental to understand-
ing the Relief-based algorithms. The pseudo code of the Relief algorithm is
listed in Algorithm 1.
3. IMMIGRATE Algorithm
The framework of IMMIGRATE algorithm is established in this section.
Let D = {zn|zn = (~xn, yn) ∈ RA+1, ~xn ∈ RA, yn ∈ {−1, 1}}Nn=1, where
N is the number of instances; A is the number of features; ~xn represents
feature vector and yn is class. Only binary classification is considered in
this formulation. Since binary classification is the basic classification task
in machine learning, it is often used to test the performance of feature se-
lection algorithms. The definitions in our margin-based framework (e.g.,
hits and misses) make it easy to extend a binary classification formulation
to a multiple classification problem. Our IMMIGRATE implementation in
R is applicable for multiple classification tasks. Here, we define the fol-
lowing notations Hn = {j ∈ {1, 2, · · · , N}|zj ∈ D, yj = yn and j 6= n},
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Mn = {j ∈ {1, 2, · · · , N}|zj ∈ D, yj 6= yn}, where Hn andMn represent the
index sets of hits and misses of the instance zn, respectively.
3.1. Max-Min Entropy Principle
Given a distance metric d(~xi, ~xj) between two instances ~xi and ~xj, a hypothesis-
margin [Gilad-Bachrach et al., 2004] is defined as ρn,h,m = d(~xn, ~xm) −
d(~xn, ~xh), where ~xh, h ∈ Hn and ~xm,m ∈ Mn represent the nearest hit
and nearest miss for instance ~xn and Hn,Mn are the index sets for hits and
misses separately. Since the generalized distance metric is unknown due to
the unknown feature weights, the nearest hit and nearest miss are undeter-
mined under such a framework. Hence, the method proposed in Sun and
Li [2006], Sun and Wu [2008], Sun et al. [2010] and Bei and Hong [2015] is
adopted, where the margin is defined as follows.
ρn =
∑
m∈Mn
βn,md(~xn, ~xm)−
∑
h∈Hn
αn,hd(~xn, ~xh) (3.2)
where αn,h ≥ 0, βn,m ≥ 0,
∑
h∈Hn αn,h = 1,
∑
m∈Mn βn,m = 1, for ∀n ∈{1, · · · , N}. As in the above design, hidden random variable αn,h represents
the probability that ~xh is the nearest hit of instance ~xn, while hidden variable
βn,m indicates the probability that ~xm is the nearest miss of instance ~xn. The
derivations of αn,h and βn,m are closely related to the generalized distance
metric.
As proposed, the probabilities {αn,h} and {βn,m} represent some distribution
of hits and misses. The stability of margin contributors’ distribution of ~xn
can be defined using its hit probabilities {αn,h} and miss probabilities {βn,m}.
Thus, the hit entropy and miss entropy are respectively defined as Ehit =
−∑h∈Hn αn,h logαn,h and Emiss = −∑m∈Mn βn,m log βn,m.
The following two scenarios help to explain the intuition of using the hit
entropy and miss entropy. Scenario A: all neighbors are distributed evenly
around the target instance; Scenario B: the neighbor distribution is highly
uneven. In particular, one instance is quite close to the target and the rest
are quite far away from the target. An easy experiment to test the stability of
margin contributors’ distribution is to discard one instance from the system
and to check the change degree. In scenario A, if the nearest hit is discarded,
the margin changes slightly since there are many other hits evenly distributed
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around target. However, in scenario B, the disappearance of the nearest hit
can largely reduce the margin since its hit probabilities are concentrated
at a few hits. Thus, hit probabilities prefer large entropy, such as scenario
A. Meanwhile. The miss probabilities prefer small entropy (e.g., scenario
B) because the disappearance of the nearest miss can largely increase the
margin. In such a max-min entropy framework, the hit entropy should be
maximized and the miss entropy should be minimized. This max-min entropy
principle [Bei and Hong, 2015] is an extension of the large margin principle
and the hit entropy and miss entropy are optimized to be consistent with the
large margin principle.
3.2. IMMIGRATE Algorithm
Here, we extend the margin in Eq. 3.2 by using generalized distance metric.
To capture feature interactions, the IMMIGRATE algorithm is developed by
choosing the distance metric in framework Eq. 3.2 as generalized quadratic
form distance. The “IMMIGRATE” stands for Iterative Max-MIn entropy
marGin-maximization with inteRAction TErms algorithm.
The generalized quadratic form distance for instances zi and zj with a weight
matrix W is defined as
gd(~xi, ~xj) =
∣∣~xi − ~xj∣∣TW∣∣~xi − ~xj∣∣, (3.3)
where W ≥ 0 and ‖W‖2F = 1. The weight matrix is a natural extension
of the weight vector since a weight vector can be represented as a diagonal
matrix. The cost function Eq. 3.4 is designed to maximize the generalized
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margin under max-min entropy principle.
C =
N∑
n=1
( ∑
h∈Hn
αn,h
∣∣~xn − ~xh∣∣TW∣∣~xn − ~xh∣∣
−
∑
m∈Mn
βn,m
∣∣~xn − ~xm∣∣TW∣∣~xn − ~xm∣∣)
+ σ
N∑
n=1
[Emiss(zn)− Ehit(zn)],
subject to : W ≥ 0 and ‖W‖2F = 1,∑
h∈Hn
αn,h = 1 ,
∑
m∈Mn
βn,m = 1 ∀ n,
αn,h ≥ 0 βn,m ≥ 0 ∀ n,
(3.4)
where Emiss(zn) = −
∑
m∈Mn βn,m log βn,m, Ehit(zn) = −
∑
h∈Hn αn,h logαn,h
and σ, λ are both tune parameters.‖W‖2F is the Frobenius norm of W.
‖W‖2F =
∑
i,j w
2
i,j =
∑
i λ
2
i , with λi’s are eigenvalues of matrix W.
Now an iterative optimization framework is proposed and three steps are
included to iteratively minimize the cost function. The framework starts
from a randomly generated weight matrix as the prior one and ends up until
the change of cost reaches a preset limit, and then the posterior one is used
as the final output.
Step 1: The optimization of cost function Eq. 3.4 starts from a randomly
initialized W (satisfying W ≥ 0 and ‖W‖2F = 1). Then following two steps
are iterated to minimize the cost function. Step 2: Fix W, update {αn,h}
and {βn.m}. Step 3: Fix {αn,h} and {βn,m}, update W.
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3.2.1. Fix W, Update {αn,h} and {βn.m}
Fixing W, αn,h and βn,m can be obtained from Eq. 3.5, where gd(~xi, ~xj) =∣∣~xi − ~xj∣∣TW∣∣~xi − ~xj∣∣ is the newly defined distance metric.
αn,h = exp(
−gd(~xn, ~xh)
σ
)/
∑
j∈Hn
exp(
−gd(~xn, ~xj)
σ
),
βn,m = exp(
−gd(~xn, ~xm)
σ
)/
∑
k∈Mn
exp(
−gd(~xn, ~xk)
σ
),
(3.5)
The derivative of the cost function with respect to (αn,h, βn,m) is
∂2C
∂(αn,h, βn,m)
=
(
σ/αn,h ∂
2C/∂βn,mαn,h
∂2C/∂βn,mαn,h −σ/βn,m
)
, (3.6)
∣∣∣∣ ∂2C∂(αn,h, βn,m)
∣∣∣∣ = − σ2(αn,hβn,m) − ( ∂
2C
∂βn,mαn,h
)2 < 0. (3.7)
Therefore, when fixing W, a saddle point in (αn,h, βn,m) space can be found.
3.2.2. Fix {αn,h} and {βn,m}, Update W
Fixing αn,h and βn,m, the derivation of W is a little computationally arduous.
However, a closed form solution for W is derived in Theorem 1.
Theorem 3.1. Fixing {αn,h} and {βn,m}, the cost function Eq. 3.4 has a
closed-form solution for updating W.
Σ =
N∑
n=1
Σn,H − Σn,M , Σ ψi = µi ψi, (3.8)
where Σn,H =
∑
h∈Hn αn,h
∣∣~xn − ~xh∣∣∣∣~xn − ~xh∣∣T , Σn,M = βn,m∣∣~xn − ~xm∣∣∣∣~xn −
~xm
∣∣T , and ‖ψi‖22 = 1, µ1 ≤ µ2 ≤ · · · ≤ µA. ψi’s and µi’s are the eigenvectors
and eigenvalues of Σ separately.
W = Φ ΦT , (3.9)
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where Φ = (
√
η1ψ1,
√
η2ψ2, · · · ,√ηAψA), √ηi =
√
(−µi)+/
√∑A
i=1((−µi)+)2.
The proof of Theorem 1 is in the supplementary material.
Under the iterative optimization framework, start with Step 1, the optimiza-
tion algorithm iteratively executes Steps 2 and 3 until convergence. The
hyperparameter σ is tuned by cross-validation. In application, when the
change of objective cost function is less than the preset limit, the iterative
optimization will stop. This procedure is shown computationally efficient for
IMMIGRATE algorithm.
Algorithm 2 IMMIGRATE Algorithm
State : Feature selection for binary classification
N ← number of training instances
A ← number of features(i.e. attributes)
Input : a training dataset {zn = (~xn, yn)}n=1,··· ,N
Initialize: Let t = 0, randomly initialize W(0) satisfying nonnegative
W(0) ≥ 0, and ‖W(0)‖2F = 1
1: repeat
2: Calculate {α(t+1)n,h } and {β(t+1)n,m } using Eq. 3.5 with gd(~xi, ~xj) =
∣∣~xi −
~xj
∣∣TW(t)∣∣~xi − ~xj∣∣
3: Calculate W(t+1) using Theorem 1 and Eq. 5.15.
4: until the change of C in Eq. 3.4 is small enough or the iteration indicator
t reaches a preset limit
Return W(t)
3.2.3. Weight Pruning
The previous Relief-based algorithms remove weights that are lower than
a preset threshold. The remaining features are used in K-nearest neighbor
classifier to classify new samples. IMMIGRATE adopts a similar method and
adds an optional step to prune small weights: Step 4 - Set elements in W,
which are smaller than a preset threshold (empirically, the preset threshold
is chosen to be 1/A, where A is the number of features), to 0, and normalize
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the W so that its Frobenius norm is 1. Here, we set that Step 2, 3, 4 are
iterated to minimize the cost function after half of the maximum iteration
number(preset limit).
3.2.4. New Prediction Approach
The prediction method is improved by the learned weight matrix W as ex-
pected generalized distance.
y′ = arg min
c
∑
yn=c
αcn(~x
′)gd(~x ′, ~xn), (3.10)
where c denotes the class, and
αcn(~x
′) =
exp
(− gd(~x ′, ~xn)/σ)∑
yk=c
exp
(− gd(~x ′, ~xk)/σ) , (3.11)
For a new sample z′ = (~x ′, y ′), the learned weight matrix W is used to
select a class for z′ using Eq. 3.10 and Eq. 3.11, where gd(~x ′, ~xn) =
∣∣~x ′ −
~xn
∣∣TW∣∣~x ′ − ~xn∣∣.
Here, the new samples are divided in the class of the shortest expected gener-
alized distance. Compared with original Relief-based algorithm, the obtained
weights for features and interaction terms are exploited by the expected gen-
eralized distance in Eq. 3.10 and Eq. 3.11.
Actually, this new prediction method is to maximize the margin contribution
of ~x ′ (Eq. 3.2): where H~x ′ and M~x ′ are the index sets of hits and misses
of the new sample ~x ′ separately. In Eq. 3.10, a class c whose corresponding
index set of hits isH~x ′ is chosen. For other classes except c, the corresponding
samples are included in the misses. To minimize Eq. 3.10, a class is selected to
minimize the second term and maximize the first term, in which the margin
contribution of ~x ′ is maximized.
3.3. Boosting IMMIGRATE
Boosting [Schapire, 1990] has been widely applied in practice by using a set
of weak learners to create a strong learner. Meanwhile, Bagging [Breiman,
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1996] is also used to improve the performance of classifiers. There are three
widely used algorithms, including Boosting based: Ada Boost Freund et al.
[1996]; Freund and Mason [1999], XgBoost Chen and Guestrin [2016] and
Bagging based: Random Forest Liaw et al. [2002]. They have been shown
competitive in many applications in terms of prediction accuracy. To use
IMMIGRATE as the base classifier in the AdaBoost algorithm Freund et al.
[1996], the cost function of IMMIGRATE is changed from Eq. 3.4 to Eq. 3.12
with the same constraints, where D(x) is the corresponding sample weight for
sample x. In the BOOSTED IMMIGRATE Algorithm (BIM, Algorithm 3),
the maximum iteration number is limited for each IMMIGRATE classifier to
create relatively weak learners. Also, according to the experiments, different
hyperparameter σ can provide different capabilities for IMMIGRATE classi-
fiers. Thus, for chosen σmax > σmin and T (number of classifiers for boosting),
BIM algorithm uses σt, where σt starts from σmax and gradually decreases to
σt × (σmin/σmax)1/T each time until it is not greater than σmin.
C =
N∑
n=1
D(~xn)
( ∑
h∈Hn
αn,h
∣∣~xn − ~xh∣∣TW∣∣~xn − ~xh∣∣
−
∑
m∈Mn
βn,m
∣∣~xn − ~xm∣∣TW∣∣~xn − ~xm∣∣)
+ σ
N∑
n=1
D(~xn)[Emiss(zn)− Ehit(zn)],
subject to :
N∑
n=1
D(~xn) = 1, D(~xn) ≥ 0, ∀ n,
W ≥ 0 and ‖W‖2F = 1, αn,h ≥ 0 βn,m ≥ 0 ∀ n,∑
h∈Hn
αn,h = 1 ,
∑
m∈Mn
βn,m = 1 ∀ n,
(3.12)
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Algorithm 3 BIM Algorithm
State : Boosted IMMIGRATE for binary classification
N ← number of training instances
A ← number of features(i.e. attributes)
T ← number of classifiers for BIM
Input : a training dataset {zn = (~xn, yn)}n=1,··· ,N
Initialize : for each ~xn, set D1(~xn) = 1/N
1: for t := 1 to T do
2: Limit Max Iteration of IMMIGRATE less than preset
3: Train weak IMMIGRATE classifier ht(x) using a chosen σt and weights
Dt(x) by Eq. 3.12
4: Compute the error rate t as
t =
N∑
i=1
Dt(xi)I[yi 6= ht(xi)]
5: if t ≥ 1/2 or t = 0 then
6: Discard ht, T = T − 1 and Continue
7: end if
8: Set αt = 0.5× log((1− t)/t)
9: Update D(xi): For each xi,
Dt+1(xi) = Dt(xi) exp(αtI[yi 6= ht(xi)])
10: Normalize Dt+1(xi), so that
∑N
i=1Dt+1(xi) = 1
11: end for
Output:
hfinal(x) = arg max
y∈{0,1}
∑
t:ht(x)=y
αt
3.4. Apply IMMIGRATE to high-dimensional data
When applied to high-dimensional, IMMIGRATE can incur high computa-
tional complexity as it considers the interactions every feature pair. To reduce
computational costs, we designed a pipeline IM4E-IMMIGRATE. Firstly,
IM4E is applied to learn a weight vector and based to the learned weight
vector, we choose features whose corresponding weights are above a preset
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threshold (empirically, the preset threshold is chosen to be 2/A, where A is
the number of features). The selected weights are used to initialize the diag-
onal elements in the weight matrix of IMMIGRATE. Finally, IMMIGRATE
is executed. IM4E-IMMIGRATE is a sub-optimal, however, effective and
efficient solution to apply IMMIGRATE to high dimensional data. It can
also be boosted to produce a stronger algorithm.
4. Experiments
IMMIGRATE has been compiled in R and the corresponding R package can
be found on CRAN and Github.
4.1. Results on Synthetic Dataset
In this experiment, the robustness of IMMIGRATE algorithm is tested using
synthesized dataset where two features are purposely designed for interaction
term selection. A feature selection algorithm is called robust if the results
obtained from original dataset are consistent with the ones from datasets with
noises. We generate dataset1 with 200 samples as follows. 100 samples with
class 0 and 100 samples with class 1 are randomly generated from Gaussian
distributions with mean [4,2], variance diag[1,1] and with mean[6,0], variance
diag[1,1] separately. Noises with class 0 and class 1 are randomly generated
from a Gaussian distribution with mean [8,-2], variance diag[8,8] and with
mean[2,4], variance diag[8,8], respectively. The scatter plot of dataset with
10% noise is shown in Fig. 1. The noises are designed to disturb the detection
of the interaction term. The level of noises starts from 0.05, and gradually
increases 0.05 each time until greater than 0.5. IMMIGRATE and LFE
are run on the synthesized dataset and the weights corresponding to the
interaction term between features 1 and 2 are collected. Interaction weights
learned by IMMIGRATE and LFE are plotted in Fig. 2, which clearly shows
that IMMIGRATE is more robust than LFE.
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Figure 1: Synthesized Dataset1 with 10% noise.
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Figure 2: IMMIGRATE is more robust than LFE when learning the weights of interaction
from noisy datasets
4.2. Results on Real Datasets
IMMIGRATE is also compared with several existing popular methods us-
ing real datasets from UCI database. Cross validation is used to test the
performance. The following existing algorithms are used in this experiment:
Support Vector Machine [Soentpiet et al., 1999] with Sigmoid Kernel (SV1),
with Radial basis function Kernel (SV2), LASSO [Tibshirani, 1996] (LAS),
Decision Tree [Freund and Mason, 1999] (DT), Naive Bayes Classifier [John
and Langley, 1995] (NBC), Radial basis function Network [Haykin, 1994]
(RBF), 1-Nearest Neighbor [Aha et al., 1991] (1NN), 3-Nearest Neighbor
(3NN), Large Margin Nearest Neighbor [Weinberger and Saul, 2009] (LMN),
Relief [Kira and Rendell, 1992] (REL), ReliefF [Kononenko, 1994; Robnik-
Sˇikonja and Kononenko, 2003] (RFF), Simba [Gilad-Bachrach et al., 2004]
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Table 1: Summarizes the accuracies on five high-dimensional gene expression datasets.
Data SV1 SV2 LAS DT NBC 1NN 3NN SOD RF XGB IM4 EGT B4G
GLI 85.1 86.0 85.2 83.8 83.0 88.7 87.7 88.7 87.6 86.3 87.5 89.1 89.9
COL 73.7 82.0 80.6 69.2 71.1 72.1 77.9 78.1 82.6 79.5 84.3 78.6 82.5
ELO 72.9 90.2 74.6 77.3 76.3 85.6 91.3 86.9 79.2 77.9 88.9 88.6 88.4
BRE 76.0 88.7 91.4 76.4 69.4 83.0 73.6 82.6 86.3 87.3 88.1 90.2 91.5
PRO 71.3 69.9 87.9 86.4 68.0 83.2 82.7 83.2 91.8 90.5 88.0 89.5 89.7
W,T,L1 0,0,5 1,0,4 0,1,4 0,0,5 0,0,5 0,0,5 1,0,4 0,0,5 1,1,3 1,0,4 1,1,3 -,-,- -,-,-
1 The last row shows the number of times each method W,T,L (win,tie,loss) com-
pared with Boosted IM4E-IMMIGRATE(B4G) by paired t-test.
(SIM), Linear Discriminant Analysis [Fisher, 1936] (LDA). In addition, sev-
eral methods designed for detecting interaction terms are included: LFE
[Sun and Wu, 2008], Stepwise conditional likelihood variable selection for
Discriminant Analysis [Li and Liu, 2018] (SOD), hierNet [Bien et al., 2013]
(HIN). What’s more, for the comparison among Boosting methods, three
most widely used and competitive ones are used: Adaptive Boosting Freund
et al. [1996]; Freund and Mason [1999] (ADB), Random Forest Liaw et al.
[2002] (RF), and XgBoost Chen and Guestrin [2016] (XGB). In the discus-
sion of the experimental results, IM4E is abbreviated as IM4, IMMIGRATE
as IGT, BIM as BIM and Boosted IM4E-IMMIGRATE as B4G.
These methods are set in the same way suggested in original papers: LMNN
uses 3-NN classifier; Relief and Simba use Euclidean distance and 1-NN clas-
sifier; ReliefF use Manhattan distance and k-NN classifier (k=1,3,5 is decided
by internal cross-validation); in SODA, gam (=0,0.5,1) is determined by in-
ternal cross-validation and logistic regression is used for prediction. The
IM4E algorithm owns two hyperparameters λ and σ, where we fix λ as 1
since it has no actual contribution and tune σ as suggested in Bei and Hong
[2015]. The IMMIGRATE algorithm has one hyperparameter σ. When tun-
ing σ, σ starts from σ0 = 4 and gradually decreases to half each time until
it is not larger than 0.2. For large-scale datasets, we choose σ which gives
us the best results. The BIM algorithm uses σt, σmax = 4, σmin = 0.2 are
chosen, the number of classifiers: T = 100, σt starts from σmax and gradually
decreases to σt × (σmin/σmax)1/T each time until it is not greater than σmin.
The preset threshold in IM4E-IMMIGRATE is 1/A, where A is the number
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of features.
4.2.1. Results on Gene Expression Datasets
Gene expression datasets typically have thousands of features. Comparison
on five publicly available gene expression datasets are carried out: GLI[Freije
et al., 2004], Colon[Alon et al., 1999](COL), Myeloma[Tian et al., 2003](ELO),
Breast[Van’t Veer et al., 2002](BRE), Prostate[Singh et al., 2002](PRO). All
five datasets have more than ten thousand features. Feature selection meth-
ods are widely tested in these high-dimensional datasets.
10-fold cross-validation is performed for ten times, namely 100 trials are car-
ried out. The average accuracy is reported on the corresponding datasets in
Table 1. The last row “(W,T,L)” indicates the number of times each algo-
rithm W,T,L (win,tie,loss) when compared with Boosted IM4E-IMMIGRATE
(B4G) by the paired Student’s t-test with the significance level of α = 0.05.
Algorithm A is significantly better than (i.e. win) another algorithm B on
a dataset C if the p-value of the paired Student’s t-test with corresponding
null hypothesis is less than α = 0.05.
As shown in Table 1, although Boosted IM4E-IMMIGRATE (B4G) is not
always the best, it outperforms other methods in most cases. In particu-
lar, when comparing IM4E-IMMIGRATE(EGT) with other methods, it also
outperforms in most cases.
4.2.2. Results on UCI Datasets
UCI datasets from Frank and Asuncion [2010] are used to compare the
performance of a cohort of algorithms. The used datasets include Breast
Cancer Wisconsin (Prognostic) (BCW), Cryotherapy (CRY), Wholesale cus-
tomers (CUS), Ecoli (ECO), Glass Identification (GLA), Haberman’s Sur-
vival (HMS), Immunotherapy (IMM), Ionosphere (ION), Lymphograph (LYM),
MONK’s Problems (MON), Parkinsons (PAR), Pima-Indians-Diabetes (PID),
Connectionist Bench (Sonar, Mines vs. Rocks) (SMR), Statlog (Heart) (STA)
Urban Land Cover (URB), User Knowledge Modeling (USE) and Wine (WIN).
For datasets with more than two classes, the largest two classes are used in
this experiment. In addition, we use three large-scale data with respect
to the sample size: Waveform Database Generator (WAV∗, 3304 samples),
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Crowdsourced Mapping (CRO∗, 9903 samples) and Electrical Grid Stability
Simulated (ELE∗, 10000 samples).
10-fold cross-validation is also performed for ten times. Tables 2 and 3 show
the average accuracy on the corresponding datasets. The last row “(W,T,L)”
indicates the number of times each algorithm W,T,L (win,tie,loss) when com-
pared with IMMIGRATE(IGT) in Table 2 and BIM in Table 3 separately by
using the paired Student’s t-test with the significance level of α = 0.05.
Although IMMIGRATE or BIM is not always the best, it outperforms other
methods significantly in most cases in terms of Cross Validation classification
accuracy. Based on Table 2, IMMIGRATE and BIM achieve state-of-the-art
performance as base classifier and booster version separately.
Moreover, in view of generalized metric learning, compared with LMNN,
better generalized metric for classification is obtained via IMMIGRATE in
most cases. To show the results of feature weights, the heat maps of four
datasets: GLA, LYM, SMR and STA are supplemented.
5. Conclusion & Discussion
In this paper, a novel feature selection algorithm IMMIGRATE is proposed
for detecting and weighting interaction terms, including the extended version
of Boosted IMMIGRATE(BIM) and IM4E-IMMIGRATE. Large margin and
max-min entropy principle are used to present a generalized quadratic form
distance based framework for feature learning. Non-linear margin-based cost
function is proposed. To minimize the cost function, an iterative optimiza-
tion framework is designed for implementing the IMMIGRATE algorithm
and the close-form of matrix update is derived in Theorem 1. IMMIGRATE
outperforms most methods in tasks and achieve state-of-the-art results. And
BIM outperforms other Boosting algorithms. Its robustness is clearly demon-
strated on synthetic dataset where we know the ground truth. In conclusion,
compared with other Relief-based algorithms, IMMIGRATE mainly has the
following advantages: (1) both local and global information are considered;
(2) interaction terms are used; (3) robust and less prone to noise; (4) state-
of-the-art generalization capabilities; (5) easily boosted. What’s more, the
computation time of IMMIGRATE is comparable to other feature selection
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Table 2: Summarizes the accuracies on UCI datasets.
Data SV1 SV2 LAS DT NBC RBF 1NN 3NN LMN REL RFF SIM LFE LDA SOD hIN IM4 IGT
BCW 61.4 66.6 71.4 70.5 62.4 56.9 68.2 72.2 69.5 66.4 67.1 67.7 67.1 73.9 65.2 71.8 66.4 74.5
CRY 72.9 90.6 87.4 85.3 84.4 89.7 89.1 85.4 87.8 73.8 77.2 79.7 86.0 88.6 86.0 87.9 86.2 89.8
CUS 86.5 88.9 89.6 89.6 89.5 86.8 86.5 88.7 88.8 82.1 84.7 84.3 86.4 90.3 90.8 90.3 87.5 90.1
ECO 92.9 96.9 98.6 98.6 97.8 94.6 96.0 97.8 97.8 89.0 90.7 91.2 93.1 99.0 97.9 98.7 97.5 98.2
GLA 64.2 76.7 72.3 79.4 69.5 73.0 81.1 78.1 79.4 64.1 63.5 67.1 81.2 72.0 75.3 75.0 78.0 87.5
HMS 63.8 64.5 67.7 72.5 67.2 66.8 66.0 69.3 71.2 65.3 66.0 65.7 64.9 69.0 67.4 69.4 66.6 69.2
IMM 74.3 70.6 74.4 84.1 77.9 67.3 69.4 77.9 76.7 69.9 71.8 69.0 75.0 75.2 72.3 70.2 80.7 83.8
ION 80.5 93.5 83.6 87.4 89.4 79.9 86.7 84.1 84.5 85.8 86.2 84.2 91.0 83.3 90.3 92.6 88.3 92.9
LYM 83.6 81.5 85.2 75.2 83.6 71.1 77.2 82.8 86.6 64.9 71.0 70.4 79.6 85.2 79.3 84.8 83.3 87.2
MON 74.4 91.7 75.0 86.4 74.0 68.2 75.1 84.4 84.9 61.4 61.8 65.0 64.8 74.4 91.9 97.2 75.6 99.5
PAR 72.7 72.5 77.1 84.8 74.1 71.5 94.6 91.4 91.8 87.3 90.3 84.6 94.0 85.6 88.2 89.5 83.2 93.8
PID 65.6 73.1 74.7 74.3 71.2 70.3 70.3 73.5 74.0 64.8 68.0 67.0 67.8 74.5 75.7 74.1 72.1 74.7
SMR 73.5 83.9 73.6 72.3 70.3 67.1 86.9 84.7 86.1 69.5 78.3 81.0 84.3 73.1 70.5 83.0 76.4 86.5
STA 69.8 71.6 70.8 68.9 71.0 69.5 67.8 70.8 71.3 59.7 64.0 63.0 66.7 71.3 71.8 69.2 70.8 75.9
URB 85.2 87.9 88.1 82.6 85.8 75.3 87.2 87.5 87.9 81.9 83.2 73.0 87.9 73.0 87.9 88.3 87.4 89.9
USE 95.7 95.2 97.2 93.2 90.6 84.9 90.5 91.5 92.0 54.5 63.7 69.5 85.8 96.9 96.2 96.5 94.1 96.4
WIN 98.3 99.3 98.6 93.1 97.3 97.2 96.4 96.6 96.5 87.2 95.0 95.0 93.8 99.7 92.9 98.9 98.2 99.0
CRO∗ 75.4 97.5 89.9 91.0 88.8 75.4 98.4 98.5 98.6 98.5 98.7 95.1 98.6 89.1 95.2 95.5 81.9 98.2
ELE∗ 72.3 95.7 79.9 80.0 82.5 70.8 81.1 83.9 89.7 64.6 75.4 76.2 79.8 79.9 93.7 93.6 83.2 93.7
WAV∗ 90.0 91.9 92.2 86.2 91.4 84.0 86.5 88.3 88.8 77.6 80.0 83.6 84.7 91.8 92.0 92.1 91.1 92.4
W,T,L10,0,202,2,161,4,151,3,160,1,190,0,201,2,170,2,181,3,160,1,190,1,190,1,190,2,181,4,153,4,131,7,121,0,19 -,-,-
1 The last row shows the number of times each method W,T,L (win,tie,loss) compared with IMMIGRATE (IGT) by
paired t-test.
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Table 3: Summarizes the accuracies on UCI datasets.
Data ADB RF XGB BIM
BCW 78.2 78.6 78.6 78.3
CRY 90.4 92.9 89.9 91.5
CUS 90.8 91.1 91.4 91.0
ECO 98.0 98.9 98.2 98.6
GLA 85.0 87.0 87.9 86.8
HMS 65.8 72.1 70.0 72.0
IMM 77.2 84.2 81.7 86.1
ION 92.1 93.5 92.5 93.1
LYM 84.8 87.0 87.4 88.1
MON 98.4 95.8 99.1 99.7
PAR 90.5 91.0 91.9 93.2
PID 73.5 76.0 75.1 76.2
SMR 81.4 82.8 83.3 86.6
STA 69.0 71.3 69.5 74.1
URB 87.9 88.6 88.8 91.4
USE 96.0 95.3 94.9 96.1
WIN 97.5 99.1 98.2 99.1
CRO∗ 97.3 97.4 98.5 98.6
ELE∗ 91.1 92.3 95.2 94.1
WAV∗ 89.5 91.2 90.8 93.3
W,T,L1 0,3,17 1,8,11 2,4,14 -,-,-
1 The last row shows the number
of times each method W,T,L
(win,tie,loss) compared with
Boosted IMMIGRATE(BIM) by
paired t-test.
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methods with interaction terms, such as SODA, hierNet. The well compiled
codes for IMMIGRATE and BIM are matrix-based, where parallel computing
can be implemented to accelerate.
Several points are required to be further explored in this work. (1) For large-
scale datasets, the computation is not quite efficient, which is a common
problem for metric learning. Training with well selected prototype [Garcia
et al., 2012] might work efficiently. (2) Since the margin-based framework is
not restricted to binary classification scenarios, multiple class classification
can be achieved easily based on this work. (3) IMMIGRATE only con-
siders pair-wise interactions between features. Interactions among multiple
features also play an important role in many cases. Our work provides a
basis for exploring new algorithms for detecting interactions among multiple
features. (4) In section 3.2.3, small weights are removed to obtain sparse so-
lution. Imposing l0 or l1 penalties might also work well to get sparse matrix.
l1-regularization has been shown by Ng [2004] to have advantages on find-
ing sparse solutions, which is quite valuable for high-dimensional data. (5)
Strategy of selecting σ is remaining open to solve. Based on the experimen-
tal results, to achieve our best results, different σ’s are chosen for different
datasets.
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Figure: Heat Maps of Feature Weights Learned by IMMIGRATE.
The color bar shows the value of corresponding colors.
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Proof of Theorem 3.1
min
~w T
C =
N∑
n=1
( ∑
h∈Hn
αn,h
∣∣~xn − ~xh∣∣TW∣∣~xn − ~xh∣∣− ∑
m∈Mn
βn,m
∣∣~xn − ~xm∣∣TW∣∣~xn − ~xm∣∣),
+ σ
N∑
n=1
[Emiss(zn)− Ehit(zn)],
subject to : W ≥ 0 and ‖W‖2F = 1,∑
h∈Hn
αn,h = 1 ,
∑
m∈Mn
βn,m = 1 ∀ n,
(5.13)
where ‖W‖2F is the Frobenius norm of W. ‖W‖2F =
∑
i,j w
2
i,j =
∑
i λ
2
i , with
λis are eigenvalues of matrix W.
Theorem 1. Fixing {αn,h} and {βn,m}, the cost function eq.3.4 has a closed-
form solution for updating W.
Σ =
N∑
n=1
Σn,H − Σn,M , Σ ψi = µi ψi, (5.14)
where Σn,H =
∑
h∈Hn αn,h
∣∣~xn − ~xh∣∣∣∣~xn − ~xh∣∣T , Σn,M = βn,m∣∣~xn − ~xm∣∣∣∣~xn −
~xm
∣∣T , and ‖ψi‖22 = 1, µ1 ≤ µ2 ≤ · · · ≤ µA. ψi’s and µi’s are the eigenvectors
and eigenvalues of Σ separately.
W = Φ ΦT , (5.15)
where Φ = (
√
η1ψ1,
√
η2ψ2, · · · ,√ηAψA), √ηi =
√
(−µi)+/
√∑A
i=1((−µi)+)2.
Proof of Thm. 3.1
1. Since W is distance metric matrix, it is symmetric and positive-semidefinite.
Eigenvalue decomposition of W is
W = PΛP T = PΛ1/2Λ1/2P T ,
= [
√
λ1 p1, · · · ,
√
λA pA][
√
λ1 p1, · · · ,
√
λA pA]
T ,
(5.16)
22
where P is orthogonal matrix. Thus, 〈pi, pj〉 = 0.
Let Φ = [φ1, · · · , φA] = [
√
λ1p1, · · · ,
√
λApA], where 〈φi, φj〉 = 0 and λ1 >
λ2 > · · · > λA.
2. The constraint ‖W‖2F = 1 can be simplified since W can be decomposed
to be some orthogonal vectors.
‖W‖2F =
∑
i,j
w2i,j =
∑
i
(φTi φi)
2 = 1 (5.17)
3. Let us rearrange the Eq. 5.13.∑
h∈Hn
αn,h
∣∣~xn − ~xh∣∣TW∣∣~xn − ~xh∣∣ = tr(W ∑
h∈Hn
αn,h
∣∣~xn − ~xh∣∣∣∣~xn − ~xh∣∣T ),
tr(WΣn,H) = tr(Σn,H
A∑
i=1
φiφ
T
i ) =
A∑
i=1
φTi Σn,H φi,
(5.18)
Then, Eq. 5.13 can be simplified as follows.
min
~w T
C =
A∑
i=1
φTi Σ φi,
subject to :‖W‖2F =
∑
i
(φTi φi)
2 = 1, 〈φi, φj〉 = 0,
(5.19)
where Σ =
∑N
n=1 Σn,H − Σn,M and Σn,H =
∑
h∈Hn αn,h
∣∣~xn − ~xh∣∣∣∣~xn − ~xh∣∣T ,
Σn,M = βn,m
∣∣~xn − ~xm∣∣∣∣~xn − ~xm∣∣T .
The orthogonal condition will be ignored by us when deriving the closed form
solution because as we can notice at the last step, this condition has already
been satisfied.
4. The Lagrangian of Eq. 5.19 is easy to obtain.
L =
A∑
i=1
φTi Σ φi + λ(
A∑
i=1
(φTi φi)
2 − 1), (5.20)
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Derive L with respect to φi,
∂L/∂φi = 2Σφi + 4λφ
T
i φiφi = 0, (5.21)
Denote φi/‖φi‖2 := ψi. From Eq. 5.21,
Σ ψi = µi ψi, (5.22)
where µi = −2λ‖φi‖22. ψi and µi are the eigenvector and eigenvalue of Σ
separately.
5. Let φi =
√
ηiψi, ηi ≥ 0. Thus, C =
∑A
i=1
√
ηiψ
T
i Σ
√
ηiψi =
∑A
i=1 ηiµiψ
T
i ψi =∑A
i=1 ηiµi, and ‖W‖2F =
∑
i(
√
ηiψ
T
i
√
ηiψi)
2 =
∑
i(ηi)
2 = 1,
Then, Eq. 5.19 can be simplified to be
min
~w T
C =
A∑
i=1
ηiµi, subject to
A∑
i=1
(ηi)
2 = 1, ηi ≥ 0 (5.23)
6. It is excited to notice Eq. 5.23 is exactly the same as the original Relief
Algorithm.
~η = (−~µ)+/‖(−~µ)+‖2, (5.24)
where (~a)+ = [max(a1, 0),max(a2, 0), · · · ,max(aI , 0)]. And φi = √ηiψi
Using Φ = [φ1, · · · , φA] = [
√
λ1p1, · · · ,
√
λApA],
W = ΦΦT (5.25)
The orthogonal condition is achieved here because ‖W‖2F =
∑
i(φ
T
i φi)
2 = 1
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