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Com a popularização da banda larga os usuários domésticos pas-
saram a consumir diversos serviços multimídia pela Internet: Telefonia
IP, rádio, vídeo sob demanda. Por enquanto, em se tratando de vídeos,
os principais serviços disponíveis na rede não oferecem as característi-
cas presentes na TV, ou seja, não são ao vivo e necessitam de buferiza-
ção, gerando portanto atraso. Eles também requerem uma grande largura
de banda nos servidores, linearmente crescente com número de clientes.
Através das redes sobrepostas (orientadas a dados) pode-se remediar a
falta de suporte ao IP Multicast, que seria uma solução para essa classe
de aplicação, sem os problemas com a largura de banda. Entretanto tais
redes não especificam o tratamento das perdas de pacotes, de modo que
ou estas são ignoradas, ou são recuperadas em qualquer situação.
Este trabalho faz uma análise dos recursos do padrão de compres-
são de vídeo digital H.264 e apresenta critérios claros para retransmissão
a partir dos diferentes tipos de codificação presentes nesse formato. Es-
tabelece prioridades a partir desses tipos e define três algoritmos para a
escolha de partes perdidas para a recuperação. Um deles (SeRViSO4) ob-
serva uma meta fixa levando em conta as prioridades, em termos de quanto
dos dados deve retransmitir. O segundo (Adaptativo) usa uma meta variá-
vel, buscando inicialmente a retransmissão de todas as partes perdidas de
um segmento, mas a cada vez que a retransmissão de partes do mesmo
segmento for solicitada a meta diminui. O último algoritmo ((m,k)-Firm)
também tem metas fixas, mas uma para cada tipo de codificação, e não
tolera perdas de partes com o mesmo tipo de codificação muito próximas.
Todos eles são definidos dentro do escopo da proposta da rede sobreposta
SeRViSO. As vantagens de um tratamento claro das perdas são óbvias:
maior adaptação às condições da rede e perdas menos importantes, ou
seja, que não redundem em propagação de erro por muitos quadros. Os
resultados dos testes com um protótipo confirmam isso, de forma que a
perda de partes do tipo mais importante foi consistentemente menor que
a perda média.
4Selective Retransmission Video Streaming Overlay
xPalavras chave: P2P, Multicast, Transmissão de Video, Redes So-
brepostas.
Abstract
With the wide spread adoption of broadband Internet access, home
users have started to consume several multimedia services: IP Telephony,
radio, video on demand. Meanwhile, available video services do not of-
fer the characteristics present in TV, because they are not live and need
buffering, having delay. They also require a great server bandwidth, line-
arly associated to the number of clientes. Through (data-oriented) over-
lay networks it is possible to overcome the lack of IP Multicast support,
which would be a solution to this application class, without the bandwidth
problem. Nonetheless, these networks do not specify packet loss han-
dling, in a way that either it is ignored, or recovery always happen.
This work does an analysis on the properties of the H.264 standard
for digital video compression, and presents clear criteria for retransmis-
sion based on the several different types of coding found in this format.
It establishes priorities from these types and defines three algoritms for
the selection of lost parts for recovery. On of the them (SeRViSO) there is
a firm target regarding the priorities, in the matter of how much data it
should retransmit. The second (Adaptive) uses a movable target, initially
seeking every lost part of a segment, but lowering the target each time the
segment has parts selected for retransmission. The last algoritm ((m,k)-
Firm) also has firm targets, but one for each type of coding, and does not
tolerate nearby losses of parts of the same type. All of them are defined in
the scope of the proposed SeRViSO overlay network. The advantages of a
clear loss handling are obvious: greater adaptation to the network condi-
tions and less important losses, which means they do not propagate error
for many frames. The results of tests performed with a prototype confirm
that the loss of parts of the most important type was consistently lower
than the average loss.
Keywords: P2P, Multicast, Video Streaming, Overlay Networks.
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A oferta de banda larga aos usuários residenciais tem aumentado
em todo o mundo, ao ponto de atender aos requisitos da transmissão de
multimídia em tempo real. Preços mais acessíveis e maior velocidade
também ajudam a popularizar esse serviço. Entre as novas tecnologias
oferecidas estão as sem-fio, que oferecem amplas áreas de cobertura,
como WiMax e 3G, esta última oferecendo também mobilidade.
Chegou-se a um ponto onde a Telefonia IP e o rádio já estão dis-
poníveis, visto que seus requisitos em termos de largura de banda já são
atendidos a contento. Entretanto, a programação multimídia (áudio e ví-
deo) oferecida apresenta diferenças significativas ao paradigma televisivo.
Enquanto a mídia tradicional é ao-vivo, os serviços de vídeo na internet12
consistem de vídeos disponíveis sob-demanda, com transmissão confiável
que leva a grande buferização.
Um problema que parece afetar o vídeo digital mais que o áudio é
a necessidade de largura de banda. Mesmo que os mais recentes padrões
ofereçam cada vez maior compressão – as técnicas são mais avançadas e a
maior capacidade de processamento dos dispositivos de hoje permite que
sejam computacionamente mais complexos – as expectativas dos usuários
por imagens com resolução cada vez maior tornam esse problema sem
solução definitiva à vista.
Em geral, as arquiteturas tradicionais para distribuir conteúdo en-
frentam problemas de escalabilidade porque a largura de banda necessária
nos servidores cresce linearmente com o número de clientes. Se o serviço
usa poucos dados, o crescimento do seu custo é pago pelo aumento da
receita, mas quando é data-intensive a conta não fecha tão fácil e dificul-
dades de crescimento surgem mais cedo e mais frequentemente. Embora




mantém desabilitado. Resta a criação de protocolos de multicast na ca-
mada de aplicação, em arquiteturas em que os clientes assumem parte da
responsabilidade de distribuir o conteúdo, semelhantes às redes peer-to-
peer.
1.2 Objetivos, Metodologia, Limitações
O objetivo deste trabalho é propor um mecanismo de distribuição
de vídeo digital escalável que realize retransmissão seletiva dos pacotes
perdidos. Assim, este trabalho realiza uma análise das perdas e formas de
recuperação, problemas que não vinham sendo tratadas em redes sobre-
postas anteriores [Tran, Hua e Do 2003, Zhang et al. 2005, Wang, Xiong
e Liu 2007, Zhang et al. 2005].
Para isso, adotou-se a seguinte metodologia:
1. Estudar as técnicas para transmissão de multimídia em tempo real,
principalmente nas redes sobrepostas.
2. Outro estudo é feito para determinar características do mais recente
padrão de vídeo digital – o H.264 – que permitam definir critérios
que auxiliem na criação de um mecanismo inteligente de recupera-
ção de perdas. Neste contexto, inteligente significa que as perdas
que impactariam mais severamente a qualidade do vídeo teriam pri-
oridade na recuperação.
3. O mecanismo de retransmissão é especificada na forma de algo-
ritmos que controlem a escolha dos pacotes para recuperação. As
condições para a execução dos algoritmos também são descritas.
São três os algoritmos propostos, com diferentes graus de flexibili-
dade no tratamento das perdas, a fim de determinar o que se encaixa
melhor a cada situação.
4. Um protótipo da proposta foi então implementado para comparar os
algoritmos de retransmissão propostos com uma recuperação Tradi-
cional que ignora o conteúdo do vídeo.
Espera-se que a retransmissão seletiva aceite perdas mais altas em
relação ao modo tradicional. Mas isso deve ser compensado por dois
benefícios: menor tráfego com retransmissões e perdas ‘inteligentes’, isto
é, que afetem o mínimo possível a qualidade.
Este trabalho apenas estuda critérios para retransmissão de vídeo,
de modo que os pacotes contendo áudio ou outros dados recebam um tra-
tamento padrão e não são investigados a fundo. Sendo o H.264 o padrão
mais recente e avançado de compressão de vídeo, foi o único adotado, de
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modo que as prioridades são definidas tendo por base os tipos dos dados
declarados nos cabeçalhos das partes do vídeo. Embora facilmente possa-
se definir uma função que ofereça suporte a outros formatos, mantendo-se
os algoritmos propostos aqui. Também, a rede sobreposta apresentada é
orientada a dados pura – isto é, não-híbrida, pois segue a abordagem de
PULL [Zhang et al. 2005] – deste modo o trabalho foca principalmente
nos critérios de retransmissão. Entretanto, a organização da rede é orto-
gonal à forma de transmissão, de forma que o protocolo pode ser comple-
mentado com mecanismos PUSH.
1.3 Estrutura do Trabalho
A sequência deste trabalho foi organizada nas seguintes divisões:
• Os conceitos básicos da representação digital de vídeo em geral e o
H.264 em particular são apresentados em Vídeo Digital – Capítulo
2, junto de alguns requisitos específicos à transmissão de multimí-
dia.
• Em seguida, Arquiteturas para Sistemas de Vídeo em Rede –
Capítulo 3 analisa algumas arquiteturas de sistemas distribuídos,
apresentado também os inconvenientes de cada uma delas para o ce-
nário de uso alvo, ou seja: TV pela Internet. A lista inclui: cliente-
servidor, CDNs, P2P, IP Multicast e outras.
• Trabalhos Relacionados – Capítulo 4 trata das redes sobrepostas
para vídeo ao vivo pela Internet, incluindo as baseadas em árvore
de distribuição e as orientadas a dados, e também as híbridas, que
suportam PUSH e PULL. Também são incluídas duas técnicas de
retransmissão seletiva, não voltadas para redes sobrepostas.
• A proposta é apresentada a seguir, em Rede Sobreposta SeRViSO –
Capítulo 5, contendo a motivação para superar as técnicas anterio-
res, a arquitetura, os tipos de nós e seus relacionamentos, a organi-
zação e construção da rede, o mecanismo de transmissão (incluindo
a retransmissão), algoritmos e os tipos de mensagens empregados.
• A rede proposta é avaliada em Avaliação – Capítulo 6, incluindo
as características do protótipo e a metodologia dos testes, e termi-
nando por apresentar os resultados – trazendo os gráficos (e tabelas)
do tráfego gerado, mensagens de NACK e perdas – junto das inter-
pretações dos mesmos.
• Finalmente, Conclusão – Capítulo 7 apresenta as conclusões finais
deste estudo e o resumo do pontos mais importantes, incluída uma
perspectiva sobre trabalhos futuros neste tema e/ou relacionados.
Capítulo 2
Vídeo Digital
Desde os primeiros métodos criados para gravação e reprodução
de vídeo, este consistiu de sequências de imagens estáticas que, quando
apresentadas uma após a outra com pequeno intervalo, apresentam sensa-
ção de movimento ao sistema visual humano. Tais imagens têm muitas
semelhanças, isto é, duas imagens consecutivas possuem quase todos os
objetos em posições muito próximas na cena, de outra forma os objetos
‘saltariam’ de posição quando exibido o vídeo. Outras semelhanças ocor-
rem dentro de cada imagem, num céu azul, em nuvens, numa camisa, etc.
Todo o processo de compressão de vídeo digital pode ser resumido
na divisão do mesmo em partes menores de forma que os padrões re-
petidos, e portanto redundantes, possam ser detectadas. Essa redundân-
cia pode ser tanto dentro de uma mesma imagem quanto entre imagens
consecutivas. Como uma compressão sem perdas não atingiria os níveis
necessários, a compressão com perdas é adotada, mas utilizando meca-
nismos que minimizem as perdas perceptíveis à visão humana. O estudo
apresentado nesse trabalho serve de base para os algoritmos propostos no
capítulo 5, pois somente explorando a representação digital do vídeo eles
poderão ser seletivos, como é o objetivo deste trabalho.
A divisão do vídeo em partes menores é um processo básico que
é semelhante em todos os padrões baseados em blocos, embora detalhes
como o tamanho dos blocos possam variar. Na figura 2.1 tem-se uma
visão geral das partes nas quais um vídeo é quebrado para codificação
no MPEG-2. Os padrões MPEG-1, MPEG-2, H.263 e MPEG-4, entre
outros, são resultados dos trabalhos do grupo JVT12, formado pelos espe-
cialistas em codificação de vídeo da ISO3 (MPEG4) e da ITU-T5 (VCEG6).
1Joint Video Team
2http://www.itu.int/ITU-T/studygroups/com16/jvt/
3International Organization for Standardization
4Motion Picture Experts Group
5International Telecommunication Union - Telecomuncation Standardization Sektor
6Video Coding Experts Group
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Os padrões são publicados pelas duas organizações com nomes diferentes
(MPEG-x e H.26x). Os conceitos apresentados abaixo correspondem a











Figura 2.1: MPEG-2 – Visão Geral.
1. Grupo de Figuras (GOP7): embora explorar as repetições entre di-
ferentes figuras permita aumentar a taxa de compressão, quando
ocorrem perdas os erros se acumulam – chamado efeito à deriva
(drift) – de modo que é importante inserir pontos de sincronização
(figuras auto-contidas). Neste ponto há a garantia que as imagens
anteriores não serão mais usadas na compressão das posteriores. As
figuras do grupo compartilham uma relação de dependência com a
figura de sincronização (a primeira) – visto necessitar de seus dados
direta ou indiretamente – e entre si;
2. Figura (Picture): é uma das imagens individuais que compõem o
vídeo quando exibidas em sequência. Além de figuras que permi-




Para a criação dos primeiros padrões da televisão analógica, algu-
mas adaptações foram feitas voltadas à tecnologia da época: tubos
de raios catóticos que de início não tinham frequência de varredura
muito alta. A solução encontrada foi: em vez de capturar e exi-
bir da primeira à última linha a cada quadro – vídeo progressivo
– são usadas duas figuras (chamadas campos) em sequência, cada
uma contendo uma parte da cena, uma com as linhas pares e outra
as impares – vídeo entrelaçado (figura 2.2). Desta forma a quanti-
dade de informações necessária é a metade e ainda que a frequência
de varredura seja a mesma, apenas metade das linhas precisam ser
atualizadas a cada varredura. Ainda que isso não faça mais sentido
para a tecnologia digital presente nos televisores e monitores LCD e
plasma, seu legado persiste na opção por vídeo entrelaçado presente
nos padrões atuais de vídeo digital. Também existe a possibilidade
de separar um imagem em campos capturados no mesmo instante,
o que não torna o vídeo entrelaçado;
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Fig. 5. Progressive and interlaced frames and fields.
picture that can be decoded without decoding any previous pic-
tures in the NAL unit stream, and the presence of an IDR access
unit indicates that no subsequent picture in the stream will re-
quire reference to pictures prior to the intra picture it contains
in order to be decoded.
A NAL unit stream may contain one or more coded video
sequences.
IV. VCL
As in all prior ITU-T and ISO/IEC JTC1 video standards
since H.261 [3], the VCL design follows the so-called block-
based hybrid video coding approach (as depicted in Fig. 8), in
which each coded picture is represented in block-shaped units of
associated luma and chroma samples called macroblocks. The
basic source-coding algorithm is a hybrid of inter-picture pre-
diction to exploit temporal statistical dependencies and trans-
form coding of the prediction residual to exploit spatial statis-
tical dependencies. There is no single coding element in the
VCL that provides the majority of the significant improvement
in compression efficiency in relation to prior video coding stan-
dards. It is rather a plurality of smaller improvements that add
up to the significant gain.
A. Pictures, Frames, and Fields
A coded video sequence in H.264/AVC consists of a sequence
of coded pictures. A coded picture in [1] can represent either an
entire frame or a single field, as was also the case for MPEG-2
video.
Generally, a frame of video can be considered to contain two
interleaved fields, a top and a bottom field. The top field contains
even-numbered rows 0, 2,…,H/2–1 with H being the number of
rows of the frame. The bottom field contains the odd-numbered
rows (starting with the second line of the frame). If the two fields
of a frame were captured at different time instants, the frame is
referred to as an interlaced frame, and otherwise it is referred to
as a progressive frame (see Fig. 5). The coding representation in
H.264/AVC is primarily agnostic with respect to this video char-
acteristic, i.e., the underlying interlaced or progressive timing of
the original captured pictures. Instead, its coding specifies a rep-
resentation based primarily on geometric concepts rather than
being based on timing.
B. YCbCr Color Space and 4:2:0 Sampling
The human visual system seems to perceive scene content in
terms of brightness and color information separately, and with
greater sensitivity to the details of brightness than color. Video
transmission systems can be designed to take advantage of this.
(This is true of conventional analog TV systems as well as dig-
ital ones.) In H.264/AVC as in prior standards, this is done by
using a YCbCr color space together with reducing the sampling
resolution of the Cb and Cr chroma information.
The video color space used by H.264/AVC separates a color
representation into three components called Y, Cb, and Cr. Com-
ponent Y is called luma, and represents brightness. The two
chroma components Cb and Cr represent the extent to which
the color deviates from gray toward blue and red, respectively.
(The terms luma and chroma are used in this paper and in the
standard rather than the terms luminance and chrominance, in
order to avoid the implication of the use of linear light transfer
characteristics that is often associated with the terms luminance
and chrominance.)
Because the human visual system is more sensitive to luma
than chroma, H.264/AVC uses a sampling structure in which
the chroma component has one fourth of the number of samples
than the luma component (half the number of samples in both
the horizontal and vertical dimensions). This is called 4:2:0 sam-
pling with 8 bits of precision per sample. The sampling structure
used is the same as in MPEG-2 Main-profile video. (Proposals
for extension of the standard to also support higher-resolution
chroma and a larger number of bits per sample are currently
being considered.)
C. Division of the Picture Into Macroblocks
A picture is partitioned into fixed-size macroblocks that each
cover a rectangular picture area of 16 16 samples of the luma
component and 8 8 samples of each of the two chroma compo-
nents. This partitioning into macroblocks has been adopted into
all previous ITU-T and ISO/IEC JTC1 video coding standards
since H.261 [3]. Macroblocks are the basic building blocks of
the standard for which the decoding process is specified. The
basic coding algorithm for a macroblock is described after we
explain how macroblocks are grouped into slices.
D. Slices and Slice Groups
Slices are a sequence of macroblocks which are processed
in the order of a raster scan when not using FMO which is de-
scribed in the next paragraph. A picture maybe split into one or
several slices as shown in Fig. 6. A picture is therefore a col-
lection of one or more slices in H.264/AVC. Slices are self-con-
tained in the sense that given the active sequence and picture
parameter sets, their syntax elements can be parsed from the
bitstream and the values of the samples in the area of the picture
that the slice represents can be correctly decoded without use of
data from other slices provided that utilized reference pictures
are identical at encoder and decoder. Some information from
other slices maybe needed to apply the deblocking filter across
slice boundaries.
Figura 2.2: Vídeo Progressivo e Entrelaçado [Wiegand et al. 2003].
3. Opção por codifi ar uma Figura como um Quadro ou dois Cam-
pos: a relação estatística entre duas linhas adjacentes é menor
quando há movimentação, numa situação onde pode ser vantajoso
utilizar campos como num vídeo entrelaçado, já com cenas paradas
ocorre o inverso. Por isso, o programa codificador deve usar o modo
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campo ou modo quadro de acordo com a presença de movimento na
cena – recurso chamado Adaptive Frame/Field Coding. Mas como
é comum as cenas conterem regiões com e sem movimento, existe o
Macroblock-Adaptive Frame/Field, que partes menores da imagem
(um macrobloco no MPEG-2 ou um par deles no H.264) escolham
o modo de codificação mais apropriado;
4. Fatia: as figuras são quebradas em fatias independentes entre si
(mas possivelmente dependentes de fatias de outras figuras), limi-
tando assim a predição espacial. Geralmente os macroblocos que
compõem a fatia são tomados em ordem de varredura (figura 2.3).
São as fatias que podem ser armazenadas e transmitidas individual-
mente, não as partes menores (macroblocos e blocos);
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Fig. 6. Subdivision of a picture into slices when not using FMO.
Fig. 7. Subdivision of a QCIF frame into slices when utilizing FMO.
FMO modifies the way how pictures are partitioned into
slices and macroblocks by utilizing the concept of slice groups.
Each slice group is a set of macroblocks defined by a mac-
roblock to slice group map, which is specified by the content
of the picture parameter set and some information from slice
headers. The macroblock to slice group map consists of a slice
group identification number for each macroblock in the picture,
specifying which slice group the associated macroblock be-
longs to. Each slice group can be partitioned into one or more
slices, such that a slice is a sequence of macroblocks within
the same slice group that is processed in the order of a raster
scan within the set of macroblocks of a particular slice group.
(The case when FMO is not in use can be viewed as the simple
special case of FMO in which the whole picture consists of a
single slice group.)
Using FMO, a picture can be split into many macroblock
scanning patterns such as interleaved slices, a dispersed mac-
roblock allocation, one or more “foreground” slice groups and
a “leftover” slice group, or a checker-board type of mapping.
The latter two are illustrated in Fig. 7. The left-hand side
macroblock to slice group mapping has been demonstrated
for use in region-of-interest type of coding applications. The
right-hand side macroblock to slice group mapping has been
demonstrated useful for concealment in video conferencing
applications where slice group #0 and slice group #1 are
transmitted in separate packets and one of them is lost. For
more details on the use of FMO, see [14].
Regardless of whether FMO is in use or not, each slice can
be coded using different coding types as follows.
• I slice: A slice in which all macroblocks of the slice are
coded using intra prediction.
• P slice: In addition to the coding types of the I slice, some
macroblocks of the P slice can also be coded using inter
prediction with at most one motion-compensated predic-
tion signal per prediction block.
• B slice: In addition to the coding types available in a P
slice, some macroblocks of the B slice can also be coded
using inter prediction with two motion-compensated pre-
diction signals per prediction block.
The above three coding types are very similar to those in pre-
vious standards with the exception of the use of reference pic-
tures as described below. The following two coding types for
slices are new.
• SP slice: A so-called switching P slice that is coded such
that efficient switching between different pre-coded pic-
tures becomes possible.
• SI slice: A so-called switching I slice that allows an exact
match of a macroblock in an SP slice for random access
and error recovery purposes.
For details on the novel concept of SP and SI slices, the reader is
referred to [5], while the other slice types are further described
below.
E. Encoding and Decoding Process for Macroblocks
All luma and chroma samples of a macroblock are either
spatially or temporally predicted, and the resulting prediction
residual is encoded using transform coding. For transform
coding purposes, each color component of the prediction
residual signal is subdivided into smaller 4 4 blocks. Each
block is transformed using an integer transform, and the
transform coefficients are quantized and encoded using entropy
coding methods.
Fig. 8 shows a block diagram of the VCL for a macroblock.
The input video signal is split into macroblocks, the association
of macroblocks to slice groups and slices is selected, and then
each macroblock of each slice is processed as shown. An effi-
cient parallel processing of macroblocks is possible when there
are various slices in the picture.
F. Adaptive Frame/Field Coding Operation
In interlaced frameswith regions ofmoving objects or camera
motion, two adjacent rows tend to show a reduced degree of
statistical dependency when compared to progressive frames in.
In this case, it may be more efficient to compress each field
separately. To provide high coding efficiency, the H.264/AVC
design allows encoders to make any of the following decisions
when coding a frame.
1) To combine the two fields together and to code them as
one single coded frame (frame mode).
2) To not combine the two fields and to code them as sepa-
rate coded fields (field mode).
3) To combine the two fields together and compress them as
a single frame, but when coding the frame to split the pairs
of two vertically adjacent macroblocks into either pairs of
two field or frame macroblocks before coding them.
The choice between the three options can be made adaptively
for each frame in a sequence. The choice between the first two
options is referred to as picture-adaptive frame/field (PAFF)
coding. When a frame is coded as two fields, each field is parti-
tioned into macroblocks and is coded in a manner very similar
to a frame, with the following main exceptions:
• motion compensation utilizes reference fields rather than
reference frames;
• the zig-zag scan of transform coefficients is different;
Figura 2.3: Fatias [Wiegand et al. 2003].
5. Macroblocos: são as unidades básicas para as operações de codi-
ficação. Eles são preditos, ou seja, (de)codificados baseados em
outros macroblocos – de outros quadros (predição temporal) ou de
macroblocos anteriores na mesma fatia (predição espacial). Esta úl-
tima também é chamada de compensação de movimento, visto que
entre dois instantes do mesmo vídeo um objeto pode ter se “mo-
vido” na cena. As amostras de cores não seguem o sistema RGB8
(com componentes vermelho, verde e azul), mas o Y CbCr9. Origi-
8Red, Green, Blue
9Y é lumma (brilho), e Cb e Cr são componentes de chroma – o quanto a cor se aproxima
do azul e do vermelho e se afasta do tom de cinza original gerado pelo lumma
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nalmente são 8 bits por amostra de cada um dos componentes Y ,Cb
e Cr, mas padrões mais recentes podem suportar, por exemplo, 10
bits para uso em aplicações profissionais de altíssima fidelidade vi-
sual. Além disso, cada macrobloco (que representa uma parte qua-
drada da figura) tem mais amostras de lumma do que de chroma,
visto que a visão humana é mais precisa quanto ao brilho. Ou mais
precisamente: 16× 16 amostras de lumma e 8× 8 de chroma. Essa
amostragem é chamada de 4:2:0 e usa um terço do espaço em rela-
ção à amostragem 4:4:4, que tem quantidade de amostras igual para
todos os componentes. A figura 2.4 traz essas e algumas das outras
subamostragens possíveis;
Figura 2.4: Subamostragem de Chroma [Basics of Video 2010].
6. Bloco: as diferenças entre os valores da predição e as cores originais
sofrem uma codificação especial, e para isso são usados os blocos
(são menores que os macroblocos). Eles sofrem uma transformada
de cosseno (que possui uma transformação inversa para decodifica-
ção) e tomados em zigzag para a aplicação de um método de co-
dificação por entropia, aproveitando o fato de que os coeficientes
importantes (isto é, diferentes de zero) foram concentrados no iní-
cio da sequência. A figura 2.5 mostra como funciona a codificação
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zigzag em imagens JPEG.
Figura 2.5: Codificação Zigzag em imagens JPEG [JPEG, Entropy Encoding 2010].
Um grupo de figuras inclui quadros codificados com diferentes pro-
cessos de predição (figura 2.6) para melhorar a compressão:
I PB B B IBBPB
Figura 2.6: Grupo de Figuras
1. Intra: esse tipo de quadro é inteiramente autocontido. Permite ape-
nas predição espacial (entre macroblocos da mesma fatia). Atinge a
menor compressão mas realiza a sincronização, por isso sua perda
afeta a reprodução do grupo inteiro. Todos os macroblocos da fatia
devem usar predição I;
2. Preditiva: predito com auxílio de quadro anterior I ou P. No mo-
mento da codificação pode-se determinar quantos deles ocorrem en-
tre dois quadros I. Oferece compressão média e tem custo (em ter-
mos de uso de buffers e complexidade computacional) inferior aos
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quadros B. Neste tipo de fatia, alguns dos macroblocos também po-
dem usar predição I, se for conveniente. Quando é perdida, afeta a
reprodução dos quadros B vizinhos, do P seguinte (diretamente) e
possivelmente dos subsequentes (indiretamente);
3. Bidirecional: predito com auxílio de um quadro anterior e outro
posterior (ambos I ou P). Podem existir vários em sequência, depen-
dendo dos parâmetros de codificação. Permite a maior compressão
dos dados e sua perda não afeta a decodificação de outras figuras.
Os macroblocos da fatia podem usar qualquer tipo de predição.
2.1 H.264
A especificação do MPEG-4 foi concluída em 1999. Ela é dividida
em diversas partes, e cada uma delas detalha um aspecto, como: parte 1
– Sincronização e multiplexação Áudio/Vídeo, parte 2 – Vídeo[Ebrahimi
e Horne 2000], parte 3 – Áudio, etc. O objetivo desse padrão é permitir
a codificação de vídeo de forma mais comprimida que o MPEG-2, man-
tendo a qualidade. Assim poderia alcançar taxas de bits que permitissem
a transmissão na Internet. Mas o desenvolvimento não parou e a parte
10 – AVC10 foi acrescentada em 2003, permitindo maior compressão de
vídeo em relação à parte 2. O nome H.264 corresponde à denominação
dada pelo ITU-T.
Comparando o AVC em relação à “Parte 2 - Visual” e aos padrões
anteriores, muitas das melhorias consistiram em flexibilizar o uso de pro-
cedimentos já existentes, de forma que os programas de codificação pu-
dessem alcançar maiores taxas de compressão. Como apenas o processo
de decodificação de entradas válidas foi especificado, os codificadores
tem liberdade para buscar formas mais eficientes, contanto que emitam
conteúdo H.264 válido. Recursos avançados [Wiegand et al. 2003]:
1. Sequência (anteriormente Grupo) de Figuras: não precisa mais se-
guir regras tão rígidas como as da figura 2.6, de forma que não ape-
nas a figura anterior pode ser usada para a predição como qualquer
figura anterior da sequência, ou mesmo uma lista de figuras (figura
2.7). O codificador pode usar a predição do tipo P quantas vezes
quiser, deixando o tipo B para quando isso realmente aumentar a
taxa de compressão. O gerenciamento do buffer de figuras anterio-
res que podem ser usadas para predição ficou mais complexo;
2. Predição ponderada: útil para tratar de sombras e objetos cuja
iluminação incidente mude durante a cena;
10Advanced Video Coding
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The prediction values for the chroma component are always
obtained by bilinear interpolation. Since the sampling grid of
chroma has lower resolution than the sampling grid of the luma,
the displacements used for chroma have one-eighth sample po-
sition accuracy.
The more accurate motion prediction using full sample, half
sample and one-quarter sample prediction represent one of the
major improvements of the present method compared to earlier
standards for the following two reasons.
1) The most obvious reason is more accurate motion repre-
sentation.
2) The other reason is more flexibility in prediction filtering.
Full sample, half sample and one-quarter sample predic-
tion represent different degrees of low pass filteringwhich
is chosen automatically in the motion estimation process.
In this respect, the 6-tap filter turns out to be amuch better
tradeoff between necessary prediction loop filtering and
has the ability to preserve high-frequency content in the
prediction loop.
A more detailed investigation of fractional sample accuracy is
presented in [8].
The syntax allows so-called motion vectors over picture
boundaries, i.e., motion vectors that point outside the image
area. In this case, the reference frame is extrapolated beyond
the image boundaries by repeating the edge samples before
interpolation.
The motion vector components are differentially coded using
eithermedian or directional prediction from neighboring blocks.
No motion vector component prediction (or any other form of
prediction) takes place across slice boundaries.
The syntax supports multipicture motion-compensated pre-
diction [9], [10]. That is, more than one prior coded picture can
be used as reference for motion-compensated prediction. Fig. 14
illustrates the concept.
Multiframemotion-compensated prediction requires both en-
coder and decoder to store the reference pictures used for inter
prediction in a multipicture buffer. The decoder replicates the
multipicture buffer of the encoder according to memory man-
agement control operations specified in the bitstream. Unless
the size of the multipicture buffer is set to one picture, the index
at which the reference picture is located inside the multipic-
ture buffer has to be signalled. The reference index parameter is
transmitted for each motion-compensated 16 16, 16 8, 8 16,
or 8 8 luma block. Motion compensation for smaller regions
than 8 8 use the same reference index for prediction of all
blocks within the 8 8 region.
In addition to the motion-compensated macroblock modes
described above, a P macroblock can also be coded in the
so-called P_Skip type. For this coding type, neither a quantized
prediction error signal, nor a motion vector or reference index
parameter is transmitted. The reconstructed signal is obtained
similar to the prediction signal of a P_16 16 macroblock type
that references the picture which is located at index 0 in the
multipicture buffer. The motion vector used for reconstructing
the P_Skip macroblock is similar to the motion vector predictor
for the 16 16 block. The useful effect of this definition of
the P_Skip coding type is that large areas with no change or
Fig. 14. Multiframe motion compensation. In addition to the motion vector,
also picture reference parameters are transmitted. The concept is also
extended to B slices.
constant motion like slow panning can be represented with very
few bits.
2) Inter-Frame Prediction in B Slices: In comparison to
prior video coding standards, the concept of B slices is gener-
alized in H.264/AVC. This extension refers back to [11] and
is further investigated in [12]. For example, other pictures can
reference pictures containing B slices for motion-compensated
prediction, depending on the memory management control
operation of the multipicture buffering. Thus, the substantial
difference between B and P slices is that B slices are coded
in a manner in which some macroblocks or blocks may use a
weighted average of two distinct motion-compensated predic-
tion values for building the prediction signal. B slices utilize
two distinct lists of reference pictures, which are referred to
as the first (list 0) and second (list 1) reference picture lists,
respectively. Which pictures are actually located in each refer-
ence picture list is an issue of the multipicture buffer control
and an operation very similar to the conventional MPEG-2 B
pictures can be enabled if desired by the encoder.
In B slices, four different types of inter-picture prediction
are supported: list 0, list 1, bi-predictive, and direct prediction.
For the bi-predictive mode, the prediction signal is formed by a
weighted average of motion-compensated list 0 and list 1 pre-
diction signals. The direct prediction mode is inferred from pre-
viously transmitted syntax elements and can be either list 0 or
list 1 prediction or bi-predictive.
B slices utilize a similar macroblock partitioning as P slices.
Beside the P_16 16, P_16 8, P_8 16, P_8 8, and the intra
coding types, bi-predictive prediction and another type of pre-
diction called direct prediction, are provided. For each 16 16,
16 8, 8 16, and 8 8 partition, the prediction method (list 0,
list 1, bi-predictive) can be chosen separately. An 8 8 partition
of a B macroblock can also be coded in direct mode. If no pre-
diction error signal is transmitted for a direct macroblock mode,
it is also referred to as B_Skip mode and can be coded very
efficiently similar to the P_Skip mode in P slices. The motion
vector coding is similar to that of P slices with the appropriate
modifications because neighboring blocks may be coded using
different prediction modes.
I. Transform, Scaling, and Quantization
Similar to previous video coding standards, H.264/AVC uti-
lizes transform coding of the prediction residual. However, in
H.264/AVC, the transformation is applied to 4 4 blocks, and
Figura 2.7: H.264 – Múltiplos quadros como referência [Wiegand et al. 2003].
3. Codificação I: antes uma figura I indicava que as figuras anteriores
não eram mais necessárias, mas agora esse papel é das fatias IDR
(Instantaneous Decoding Refresh). As fatias I ainda são autoconti-
das, mas não delimitam as sequências porque uma figura posterior
pode ser predita com base em fatias anteriores à ela;
4. Codificação B: tais fatias podem ser usadas como referência na pre-
dição;
5. T ansformação Inteira: não gera rro por arredondamento na hora
de aplicar a transf rmação inversa, nem diferença entre implemen-
tações (como na transformação de cosseno). Pode ser implementada
usando apenas adição e deslocamento de inteiros de 16 bits;
6. Ordenação de Macroblocos Flexível: usa grupos de fatias para
“mesclar” vídeos de difer ntes origens ou mesmo eparar macro-
blocos djacentes em grupos diferentes, respectivamente os dois
exemplos da figura 2.8. Desse modo, caso um seja perdido, téc-
nicas de recuperação pode ser adotadas para cada macrobloco, a
partir dos dados dos macroblocos vizinhos no grupo de fatias que
não foi perdido;
7. Codificação de Entropia: Todos os elementos de sintaxe do pa-
drão (exceto os coeficientes da transformada) são codificados numa
única tabela que comprime as sequências em palavras-chave de ta-
manho variável. Duas codificações que se adaptam ao contexto
estão disponíveis para os coeficientes da transformada: CAVLC e
CABAC (que não está disponível em todos os perfis);
8. Filtro Removedor de “Blocos”: devido ao algoritmo ser baseado
22
566 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 13, NO. 7, JULY 2003
Fig. 6. Subdivision of a picture into slices when not using FMO.
Fig. 7. Subdivision of a QCIF frame into slices when utilizing FMO.
FMO modifies the way how pictures are partitioned into
slices and macroblocks by utilizing the concept of slice groups.
Each slice group is a set of macroblocks defined by a mac-
roblock to slice group map, which is specified by the content
of the picture parameter set and some information from slice
headers. The macroblock to slice group map consists of a slice
group identification number for each macroblock in the picture,
specifying which slice group the associated macroblock be-
longs to. Each slice group can be partitioned into one or more
slices, such that a slice is a sequence of macroblocks within
the same slice group that is processed in the order of a raster
scan within the set of macroblocks of a particular slice group.
(The case when FMO is not in use can be viewed as the simple
special case of FMO in which the whole picture consists of a
single slice group.)
Using FMO, a picture can be split into many macroblock
scanning patterns such as interleaved slices, a dispersed mac-
roblock allocation, one or more “foreground” slice groups and
a “leftover” slice group, or a checker-board type of mapping.
The latter two are illustrated in Fig. 7. The left-hand side
macroblock to slice group mapping has been demonstrated
for use in region-of-interest type of coding applications. The
right-hand side macroblock to slice group mapping has been
demonstrated useful for concealment in video conferencing
applications where slice group #0 and slice group #1 are
transmitted in separate packets and one of them is lost. For
more details on the use of FMO, see [14].
Regardless of whether FMO is in use or not, each slice can
be coded using different coding types as follows.
• I slice: A slice in which all macroblocks of the slice are
coded using intra prediction.
• P slice: In addition to the coding types of the I slice, some
macroblocks of the P slice can also be coded using inter
prediction with at most one motion-compensated predic-
tion signal per prediction block.
• B slice: In addition to the coding types available in a P
slice, some macroblocks of the B slice can also be coded
using inter prediction with two motion-compensated pre-
diction signals per prediction block.
The above three coding types are very similar to those in pre-
vious standards with the exception of the use of reference pic-
tures as described below. The following two coding types for
slices are new.
• SP slice: A so-called switching P slice that is coded such
that efficient switching between different pre-coded pic-
tures becomes possible.
• SI slice: A so-called switching I slice that allows an exact
match of a macroblock in an SP slice for random access
and error recovery purposes.
For details on the novel concept of SP and SI slices, the reader is
referred to [5], while the other slice types are further described
below.
E. Encoding and Decoding Process for Macroblocks
All luma and chroma samples of a macroblock are either
spatially or temporally predicted, and the resulting prediction
residual is encoded using transform coding. For transform
coding purposes, each color component of the prediction
residual signal is subdivided into smaller 4 4 blocks. Each
block is transformed using an integer transform, and the
transform coefficients are quantized and encoded using entropy
coding methods.
Fig. 8 shows a block diagram of the VCL for a macroblock.
The input video signal is split into macroblocks, the association
of macroblocks to slice groups and slices is selected, and then
each macroblock of each slice is processed as shown. An effi-
cient parallel processing of macroblocks is possible when there
are various slices in the picture.
F. Adaptive Frame/Field Coding Operation
In interlaced frameswith regions ofmoving objects or camera
motion, two adjacent rows tend to show a reduced degree of
statistical dependency when compared to progressive frames in.
In this case, it may be more efficient to compress each field
separately. To provide high coding efficiency, the H.264/AVC
design allows encoders to make any of the following decisions
when coding a frame.
1) To combine the two fields together and to code them as
one single coded frame (frame mode).
2) To not combine the two fields and to code them as sepa-
rate coded fields (field mode).
3) To combine the two fields together and compress them as
a single frame, but when coding the frame to split the pairs
of two vertically adjacent macroblocks into either pairs of
two field or frame macroblocks before coding them.
The choice between the three options can be made adaptively
for each frame in a sequence. The choice between the first two
options is referred to as picture-adaptive frame/field (PAFF)
coding. When a frame is coded as two fields, each field is parti-
tioned into macroblocks and is coded in a manner very similar
to a frame, with the following main exceptions:
• motion compensation utilizes reference fields rather than
reference frames;
• the zig-zag scan of transform coefficients is different;
Figura 2.8: H.264 – Ordenação de Macroblocos Flexível [Wiegand et al. 2003].
em blocos, as bordas destes podem ficar destacadas, piorando a qua-
lidade da imagem. Quando o filtro detecta este problema ele suaviza
a borda, senão o bloco não é alterado. Outro benefício é que a pre-
dição usa os blocos após o filtro, que tem mais qualidade;
9. Partições: permitem dividir os dados de uma fatia. Existem três
tipos, apresentados aqui em ordem crescente de tamanho e decres-
cente de i portância:
(a) A Contém os cabeçalhos e permite a reprodução parcial;
(b) B Contém as texturas de codificação I;
(c) C Contém as texturas de predição P ou B.WIEGAND et al.: OVERVIEW OF THE H.264/AVC VIDEO CODING STANDARD 561
Fig. 2. Structure of H.264/AVC video encoder.
of H.264/AVC coded video data. The video coding layer (VCL)
is described in Section IV. Section V explains the profiles sup-
ported by H.264/AVC and some potential application areas of
the standard.
II. APPLICATIONS AND DESIGN FEATURE HIGHLIGHTS
The new standard is designed for technical solutions in-
cluding at least the following application areas
• Broadcast over cable, satellite, cable modem, DSL, terres-
trial, etc.
• Interactive or serial storage on optical and magnetic de-
vices, DVD, etc.
• Conversational services over ISDN, Ethernet, LAN, DSL,
wireless and mobile networks, modems, etc. or mixtures
of these.
• Video-on-demand or multimedia streaming services over
ISDN, cable modem, DSL, LAN, wireless networks, etc.
• Multimedia messaging services (MMS) over ISDN, DSL,
ethernet, LAN, wireless and mobile networks, etc.
Moreover, new applications may be deployed over existing and
future networks. This raises the question about how to handle
this variety of applications and networks.
To address this need for flexibility and customizability, the
H.264/AVC design covers a VCL, which is designed to effi-
ciently represent the video content, and a NAL, which formats
the VCL representation of the video and provides header infor-
mation in a manner appropriate for conveyance by a variety of
transport layers or storage media (see Fig. 2).
Relative to prior video coding methods, as exemplified by
MPEG-2 video, some highlighted features of the design that en-
able enhanced coding efficiency include the following enhance-
ments of the ability to predict the values of the content of a pic-
ture to be encoded.
• Variable block-size motion compensation with small
block sizes: This standard supports more flexibility in the
selection of motion compensation block sizes and shapes
than any previous standard, with a minimum luma motion
compensation block size as small as 4 4.
• Quarter-sample-accurate motion compensation: Most
prior standards enable half-samplemotion vector accuracy
at most. The new design improves up on this by adding
quarter-sample motion vector accuracy, as first found in
an advanced profile of the MPEG-4 Visual (part 2) stan-
dard, but further reduces the complexity of the interpola-
tion processing compared to the prior design.
• Motion vectors over picture boundaries:While motion
vectors in MPEG-2 and its predecessors were required to
point only to areas within the previously-decoded refer-
ence picture, the picture boundary extrapolation technique
first found as an optional feature in H.263 is included in
H.264/AVC.
• Multiple r ference picture motion compensation: Pre-
dictively coded pictures (called “P” pictures) in MPEG-2
and its predecessors used only one previous picture to pre-
dict the values in an incoming picture. The new design ex-
tends upo the enhanced reference picture selection tech-
nique found in to enable efficient coding by al-
lowing an encoder to select, for motion compensation pur-
poses, among a larger number of pictures that have been
decoded and stored in the decoder. The same extension
of referencing capability is also applied to motion-com-
pensated bi-prediction, which is restricted in MPEG-2 to
using two specific pictures only (one of these being the
previous intra (I) or P picture in display order and the other
being the next I or P picture in display order).
• Decoupling of referencing order from display order:
In prior standards, there was a strict dependency between
the ordering of pictures for motion compensation refer-
encing purposes and the ordering of pictures for display
purposes. In H.264/AVC, these restrictions are largely re-
moved, allowing the encoder to choose the ordering of
pictures for referencing and display purposes with a high
degree of flexibility constrained only by a total memory
capacity bound imposed to ensure decoding ability. Re-
moval of the restriction also enables removing the extra
delay previously associated with bi-predictive coding.
• Decoupling of picture representation methods from
picture referencing capability: In prior standards,
pictures encoded using some encoding methods (namely
bi-predictively-encoded pictures) could not be used as
references for prediction of other pictures in the video
sequence. By removing this restriction, the new standard
provides the encoder more flexibility and, in many cases,
an ability to use a picture for referencing that is a closer
approximation to the picture being encoded.
• Weighted prediction: A new innovation in H.264/AVC
allows the motion-compensated prediction signal to be
weighted and offset by amounts specified by the encoder.
This can dramatically improve coding efficiency for
scenes containing fades, and can be used flexibly for
other purposes as well.
• Improved “skipped” and “direct” motion inference: In
prior standards, a “skipped” area of a predictively-coded
picture could not motion in the scene content. This had
a detrimental effect when coding video containing global
motion, so the new H.264/AVC design instead infers mo-
tion in “skipped” areas. For bi-predictively coded areas
(called B slices), H.264/AVC also includes an enhanced
motion inference method known as “direct” motion com-
pensation, which improves further on prior “direct” pre-
diction designs found in and MPEG-4 Visual.
Figura 2.9: H.264 – Camadas [Wiegand et al. 2003].
O H.264 permite o particionamento dos dados que são codifica-
dos de forma a acomodar os requisitos da aplicação. Como a figura 2.9
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mostra, diferentes formas de encapsulamento podem ser usadas. Esses as-
pectos permitem atender aos requisitos da transmissão de vídeo e do mero
armazenamento, que podem entrar em conflito quanto a:
1. Tamanho dos pacotes;
2. Mecanismos de correção de erro;
3. Controle de fluxo.
A camada de abstração de rede foi introduzida para permitir a co-
dificação segundo padrões anteriores de transmissão de vídeo ao mesmo
tempo que uma nova representação em mais baixo nível é usada. São




3. Conjunto de parâmetros de figura ou de sequência: são informa-
ções pertinentes à decodificação de uma figura ou de uma sequência
inteira. É mais importante que uma partição A ou uma figura I.
Ele possui um cabeçalho (figura 2.10) simples de um byte com o
seguinte formato:
1. Tipo de dados: 5 bits;
2. Importância para referências: 2 bits. O codificador indica o
quanto outros NALUs precisarão deste;
3. Falha: 1 bit. Equipamentos de rede que encontrarem erros na vali-
dação de pacotes e entendam o H.264 podem entregar o pacote com
o bit marcado, de forma que a aplicação pare de esperar por ele e o
decodificador saiba que deve descartá-lo.
No padrão também existem variantes das fatias I e P que permitem
usar diferentes figuras como referência. Esses aspectos não são usados
neste trabalho; as variantes são tratadas como os tipo originais. Os algo-
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specification itself [12], and send it. Ideally, the VCL should
never generate NALUs that are bigger than the MTU size,
in order to avoid IP-layer fragmentation. This can easily be
achieved by employing slices. However, as long as the NALUs
are smaller than 64 kbytes, IP performs the fragmentation and
the recombination of fragmented packets—hence even by using
simple packetization most pre-recorded NALU streams can be
conveyed.
At the receiver’s side, duplicated packets, as identified by the
RTP sequencing information, are discarded, and the NALUs are
extracted from the RTP packets. The timing information of the
RTP packets is also required for a time-exact rendering, and
overwrites the timing information that can be part of an SEI
NALU. The baseline and extended profiles allow the out-of-
order decoding of slices. Thus, re-ordering of packets in the
jitter buffer is not required.When themain profile is used (which
implies that out-of-order slices are not allowed) the re-ordering
of packets, by using the RTP sequencing information, is re-
quired. The introduction of a decoding order number (DON)
concept is currently under discussion in the IETF. This would
formalize the reaction of the receiver to the out-of-order recep-
tion of NALUs that belong to different pictures.
When uneven protection schemes are available in the net-
work, using data partitioning is a very efficient way to improve
the error resilience without adding much overhead [34]. The
data partitions are protected according to their importance for
reconstruction—partition A is protected better than partition B,
and partition C is sent best-effort. The partitions B andC are use-
less when the corresponding type A partition is missing. Hence,
an RTP receiver could discard RTP packets containing lonely
type B and/or C partitions. This feature is particularly useful for
media-aware gateways. When a gateway senses a type A parti-
tion is being lost, it is free to discard type B and C partitions be-
longing to the same slice and, hence, lowers the network burden
and eases the congestion of the network.
D. NALU Fragmentation
There may be cases, e.g., when using pre-encoded content,
where the encoder cannot react to the MTU size demands of the
underlying networks and many NALUs bigger than the MTU
size would have to be transmitted. IP layer fragmentation is
available to handle this case for NALU sizes up to 64 kbytes.
However, when relying on IP fragmentation, obviously no ap-
plication layer protection of the fragments can be used. This
would render most of the concepts related to uneven protection
schemes, e.g., those based on data partitioning or to the use of
nonreferenced NALUs, inefficient or even counter-productive.
For this reason, and for the sheer fact that (without IP-V6
Jumbograms) UDP datagrams cannot be bigger than 64
kbytes—a coded slice size that may simply be too small for
applications such as digital cinema—an application layer
fragmentation scheme is part of the RTP packetization scheme.
The fragmentation scheme is currently undergoing
fine-tuning in the IETF. The following basic features are
expected to be part of the ratified RFC.
• The fragments of a fragmented NALU are transmitted
in ascending order of RTP sequence numbers—no RTP
Fig. 2. NALU header.
packets containing (parts of) other NALUs are allowed be-
tween the fragments of a given NALU.
• A signaling mechanism exists which indicates the first and
the last fragment of a fragmented NALU.
• Another signaling mechanism is available that allows the
detection of a sequence of lost fragments between NALU
boundaries.
E. NALU Aggregation
Some H.264 NALUs, e.g., SEI NALUs, or the parameter set
NALUs are typically very small—a few bytes at most. It would
be helpful to aggregate them with other NALUs into a single
RTP packet so to reduce the overhead for the IP/UDP/RTP
headers. For this reason, an aggregation scheme has been
introduced.
Two basic types of aggregation packets exist:
• single-time aggregation packets (STAPs) contain NALUs
with identical timestamp;
• multi-time aggregation packets (MTAPs) can contain
NALUs with different timestamps.
STAPs are normally used in low-delay environments, where
any form of interleaving of information belonging to multiple
pictures is undesirable. They are of a relatively simple design—a
1-byte header of the same format as the NALU header (see
Fig. 2), indicating that this packet is an STAP, is followed by one
or more STAP aggregation units. Each aggregation unit consists
of a length indication of the following NALU, and is followed
by the NALU itself. The use of STAPs is assumed in some of
the simulations in Section V.
MTAPs are more useful in high delay environments such
as streaming. They allow for some sophisticated packetization
schemes that greatly enhance the performance of H.264 based
streaming—see, for example, [33]. The basic structure of an
MTAP is similar to an STAP; however, the aggregation unit also
contains a timestamp (coded relative to the RTP timestamp in
order to save bits), and a decoding order number that is used to
indicate the decoding order of the NALUs in the MTAP. Since
the mechanisms behind both concepts are still undergoing
design changes, no further discussion seems to be appropriate
at this time.
V. CURRENT PERFORMANCE FIGURES
This section contains the results of some simulations per-
formed with the current release of the TML software, JM 1.0
[35] and JM 1.7 in case of the FMO simulations [36], and a set
of network simulation tools that are generally used by JVT. Note
that JM 1.0 and JM 1.7 are roughly equivalent in the R-D perfor-
mance, and therefore, it is believed the comparisons made later
are valid.
Figura 2.10: H.264 – Cabeçalho NALU [Wenger 2003].
2.2 Transmissão de multimídia
O capítulo 3 apresenta arquiteturas que podem ser adotadas para
a construção de sistemas em rede. Esta seção traz apenas características
específicas que influenciam na escolha da arquitetura e protocolos comu-
mente usados para a transmissão de multimídia.
A transmissão de vídeo digital exige uma quantidade de dados con-
siderável (maior que outras classes de aplicação) e uma taxa de bits apro-
ximadamente constante. Em redes com reserva de recursos (ISDN12, por
exemplo) esses recursos são automaticamente atendidos (arcando com o
s u custo), mas quando a garantia de entrega é por m lhor-esforço ocor-
rem variações na largura de banda disponível, devido à competição pelos
recursos com outras aplicações. Já o provisionamento de recursos [Bra-
den et al. 1997, Nichols et al. 1998] não é uma solução disponível para
todos os clientes de um serviço aberto na Internet. Algumas preocupações
relacionadas à qualidade de serviço percebida pelo usuário são derivadas
desse problema:
1. Atraso: uma rede que não suporta a vazão requerida atrasa a en-
trega dos pacotes, que passam a se acumular nas filas do roteadores,
e uma p rte é ev ntualmente descartada. Se a transmissão for com
garantia de entrega (TCP13) eles serão re-enviados, mas toda a trans-
missão é atrasada porque a entrega é por ordem. Em transmissões
sem garantia de entrega (UDP14) o ideal é usar protocolos com con-
trole de congestionamento (seção 2.2.2). Em qualquer situação a
aplicação p ecisará realizar a buferização para manter a continui-
dade quando da exibição, aumentando a latência (tempo de espera)
para a exibição;
2. Variação de Atraso (jitter): quando os pacotes chegam com atrasos
diferentes, essa variação deve ser compensada, seja por um período




de bufferização inicial preventivamente mais longo, ou através de
uma parada durante a exibição, ou aceitando a perda de parte dos
dados;
3. Sincronização entre Mídias: ocorre quando as mídas são transmi-
tidas em pacotes separados. Existe um limite de tolerância da per-
cepção humana quanto a eventos relacionados, como o movimento
dos lábios e o som. Dessa forma, existe uma pequena tolerância
em que não ocorre perda nem o usuário percebe a falta de sincronia
entre as mídias (vídeo, áudio, legenda).
4. Perdas: vídeo digital comprimido reage a perdas de igual volume
com diferentes graus de intensidade, dependendo do lugar onde
ocorrem, sejam cabeçalhos, vetores de movimento, coeficientes das
transformadas, etc. Os erros se propagam com maior ou menor im-
pacto dependendo do tipo do quadro, até o próximo ponto de sin-
cronização.
As perdas precisam ser consideradas inclusive para decidir a taxa
de bits usada na compressão do vídeo. Foi demonstrado que o au-
mento da taxa não necessariamente aumenta a qualidade percebida
pelo usuário, devido às perdas geradas quando o limite do canal é
excedido [Verscheure, Frossard e Hamdi 1999].
Esses fatores estão inter-relacionados. Por exemplo, as técnicas de
recuperação de perdas afetam um canal já sobrecarregado aumentando a
variação do atraso momentaneamente. Assim, elas são melhor aplicadas
quando a degradação da qualidade devida à perda for maior que a devida
ao atraso. Isso porque a percepção de perda de qualidade é semelhante
nos dois casos [Claypool e Tanner 1999].
2.2.1 Protocolos
Vídeo sob Demanda geralmente é feito sobre o TCP, com buferiza-
ção para buscar maior continuidade, como faz o YouTube e outros serviços
similares. Entretanto, para limitar o atraso, o streaming de áudio ou mul-
timídia ao vivo é geralmente feito sobre UDP.
Como as aplicações com transmissão de multimídia têm requisitos
em comum, o RTP foi definido para fornecer esses mecanismos básicos
em redes IP. Esse protocolo é adaptado por especificações e aplicações
mais específicas dependendo do tipo de mídia (áudio e/ou vídeo), codec
(MPEG-1 Layer 3, MPEG-2, H.264, etc), e aplicação (streaming, audio/-




1. Baseado em sessão, identificada pela porta UDP e endereço IP onde
os dados são recebidos. Cada mídia deve ser transmitida em uma
sessão própria;
2. Pode funcionar com multicast para conferências, por exemplo;
3. Algumas aplicações como VoIP usam codecs de taxa de bits fixa
(constant bit rate) e intervalo entre pacotes constante. Já vídeo é
mais eficiente quanto codificado a taxa variável (variable bit rate).
O RTP é indiferente ao tamanho dos pacotes e não especifica formas
para garantir do canal de comunicação a taxa necessária;
4. Cabeçalho com 12 bytes, além dos 8 e 20 bytes dos cabeçalhos UDP
e IP (figura 2.11). Entre os campos estão o tipo do payload, o nú-
mero de sequência e o timestamp, de forma que áudio e vídeo pos-


























UDP Payload = RTP Packet 
1165 byte IP Packet 
IP Payload = UDP Packet 
Figura 2.11: Exemplo de pacote RTP [MacAulay, Felts e Fisher 2005].
5. Requer um protocolo de controle associado (RTCP16), operando
numa sessão separada. Ele é usado para fornecer feedback perio-
dicamente a respeito da qualidade da transmissão. Todos os partici-
pantes são avisados em conferências, de modo que cada um possa
descobrir se os problemas são locais ou globais. A partir dessas in-
formações os emissores podem determinar a troca do codec ou de
seus parâmetros, a fim de reduzir as perdas;
6. A configuração e controle de chamada deve ser definida por ou-
tro protocolo de acordo com as necessidades da aplicação, como
16RTP Control Protocol
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o RTSP17 [Schulzrinne, Rao e Lanphier 1998] para Vídeo sob De-
manda, e o SIP18 [Rosenberg et al. 2002] ou o H.323 para telefonia
[Schulzrinne e Rosenberg 1998].
Uma especificação [Wenger et al. 2005] define o formato do pay-
load para vídeo H.264. De fato, esse padrão foi concebido também le-
vando em conta a transmissão por RTP [Wenger 2003]:
1. Os NALUs podem ser transmitidos cada um em um pacote RTP, ou
ser quebrados (quando maiores que o MTU) ou unidos (quando pe-
quenos), mesmo se tiverem timestamps diferentes;
2. Os “conjuntos de parâmetros” podem ser transmitidos previamente
através de algum protocolo de controle com garantia de entrega,
dada a sua importância para vários pacotes.
2.2.2 Controle de Congestionamento e TFRC
Os protocolos mais importantes para os usuários da Internet são
baseados no TCP [Postel 1981]: HTTP19 [Fielding et al. 1997], SMTP20
[Postel 1982], IMAP21 [Crispin 2003], etc. Seguem as regras do TCP para
uso dos recursos da rede, adaptando, portanto, o volume de dados que
pode ser transferido pela aplicação à taxa de erros do canal de comuni-
cação, valores que variam. A taxa de erros é influenciada pelo volume
de dados transferido, de modo que quando este se aproxima do limite do
canal, mensagens passam a ser perdidas e a taxa sobe. O TCP dispõe de
um mecanismo que ajusta a vazão em função da taxa de erro e, portanto,
buferiza mensagens. Como cada canal de comunicação possui seu limite
físico (ou contratado), permitir vazão além do limite piora a comunicação
exponencialmente.
A especificação do TFRC22 [Handley et al. 2003] oferece um me-
canismo de controle de congestionamento, para uso em comunicação uni-
cast. Mas não há um protocolo TFRC definido, de forma que duas imple-
mentações sejam interoperáveis. Por exemplo, os formatos das mensa-
gens transferidas são definidos apenas conceitualmente, isto é, que infor-
mações são necessárias, mas não a representação das mesmas.
Visto que o fluxo TCP é tão importante para a Internet, quando
aplicado à transmissões em tempo real, o mecanismo do TFRC oferece um
17Real Time Streaming Protocol
18Session Initiation Protocol
19Hypertext Transfer Protocol
20Simple Mail Transfer Protocol
21Internet Message Access Protocol
22TCP Friendly Rate Control
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controle de congestionamento próximo do funcionamento do TCP. Mas,
como seu objetivo é controlar transmissões de tempo real como as de te-
lefonia e distribuição de mídia (seção 2.2), ele não responde perdas de
pacotes individuais, mas sim a eventos de perda: qualquer quantidade de
perdas dentro de um intervalo de tempo igual ao atraso fim-a-fim conta um
evento de perda. Desta forma, o TFRC pode responder mais suavemente
às perdas. Seu mecanismo foi projetado para aplicações que utilizem pa-
cotes de tamanho fixo (ou aproximadamente fixo) e desejem responder ao
congestinamento através da diminuição da taxa de transmissão.
O controle mais complexo ocorre no lado receptor: as últimas men-
sagens devem ser guardadas e os eventos de erro calculados, a fim de
calcular a taxa de perda que é informada numa mensagem de feedback.
Essa característica determina a utilização de mais ciclos de CPU23 no nó
cliente, economizando o servidor, que normalmente já controla múltiplas
conexões. Além da taxa de erro, o TFRC mede e usa o atraso fim-a-fim
para determinar a taxa de emissão permitida.
A fórmula simplificada da vazão (throughput) que o TFRC aplica












p (1 + 32p2)
onde:
• s: tamanho (médio) dos pacotes;
• p: taxa de perda;
• R: atraso fim-a-fim.
Os itens do cabeçalho da mensagem de dados do emissor do con-
teúdo e o conteúdo das mensagens de feedback do receptor são detalhados
na seção 5.8.
Como o TFRC é baseado em mensagens unicast, para usá-lo para
multicast, cada destino deve ser controlado individualmente, tanto no re-
ceptor quanto no emissor.
23Central Processing Unit
Capítulo 3
Arquiteturas para Sistemas de Vídeo em Rede
Em [Coulouris, Dollimore e Kindberg 2001], os autores definem
sistema distribuído como “aquele no qual componentes localizados em
computadores em rede se comunicam e coordenam ações apenas pela pas-
sagem de mensagens”. Eles também apresentam o compartilhamento de
recursos como a principal motivação para sua construção. Em relação
às dificuldades para sua construção, incluem “heterogeneidade dos com-
ponentes, abertura, que permite que componentes sejam adicionados ou
substituídos, segurança, escalabilidade – a habilidade de trabalhar quando
o número de usuários cresce – tratamento de falhas, concorrência dos
componentes e transparência.”
Existem diversas formas de se construir um sistema distribuído,
cada uma delas mais voltada a um tipo diferente de aplicação. Na sequên-
cia deste capítulo serão apresentadas algumas destas formas, de modo que
fique claro como as características de cada uma a tornam mais ou menos
adequadas ao objetivo deste trabalho, ou seja, transmitir vídeo ao vivo
pela Internet visando economia de recursos. Os itens foram ordenados de
forma que cada um deles oferece uma alternativa mais próxima do dese-
jado que o anterior.
3.1 Arquitetura Cliente-Servidor
É a forma mais simples de organização de um sistema distribuído,
por isso também a mais comum. Existem dois papéis: o servidor fornece
e o cliente acessa um serviço. Em aplicações mais complexas um servidor
pode ser cliente de outro serviço, numa espécie de composição de servi-
ços, por exemplo: um servidor web que obtém os arquivos de um sistema
de arquivos em rede e executa chamadas a um servidor de aplicações, que
por sua vez acessa um banco de dados.
Visto que essa arquitetura lida com questões de projeto de uma
forma que “combina de forma bem próxima o fluxo dos dados com o
fluxo de controle” – promovendo modularidade, flexibilidade e extensi-
bilidade – ela favorece a divisão de aplicações em serviços. Mas essa
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visão restrita baseada na requisição de serviços individuais por clientes
torna-se inconveniente quando são muitos os serviços que precisam ser
coordenados [Adler 1995].
Não é o caso de uma aplicação de TV pela Internet, que tem uma
interface simples, mas que transfere muitos dados. Um outro problema
dessa arquitetura é que o servidor é um ponto único de falha (diminuindo
a disponibilidade) e possivelmente o gargalo no desempenho. A solu-
ção é a replicação, que oferece “multiplas cópias consistentes dos dados
em processos sendo executados em diferentes computadores” [Coulouris,
Dollimore e Kindberg 2001]. Isso normalmente é feito através de servido-
res no mesmo data center, sendo que ao cliente é transparente o acesso ao
servidor virtual, isto é, ele não sabe qual máquina efetivamente responde
às suas requisições.
Entretanto, mesmo com maior disponibilidade, a largura de banda
permanece um problema, como se vê na figura 3.1. Ela (junto do número
de servidores) deve ser provisionada para o volume máximo de dados
esperado. Desse modo, se ocorrerem picos de acesso não esperados, parte


































Figura 3.1: Largura de banda – TV pela Internet.
3.2 CDNs
Essas redes oferecem servidores de réplicas (do conteúdo) com a
função de entregar o conteúdo em vez dos servidores de origem, podendo

























Figura 3.2: Componentes de uma CDN1 [Peng 2004].
gares, como um serviço contratado [Krishnamurthy, Wills e Zhang 2001].
Elas permitem tratar o problema da latência de acesso aos dados na Inter-
net colocando os servidores de réplicas mais próximos dos clientes. Desta
forma, não só o desempenho melhora, mas também diminui a quantidade
de tráfego que precisaria atravessar caminhos mais longos na rede. Dentre
os componentes das CDNs (apresentados na figura 3.2), os aspectos mais
importantes para o seu melhor funcionamento são [Peng 2004]:
1. Localização dos Replica Servers. O Akamai [Kontothanassis et al.
2004] utiliza data centers com servidores espalhados pelo globo ter-
restre. Obviamente essa distribuição é de acordo com o interesse de
seus Clientes em atender essas áreas, de modo que clientes distantes
das regiões obterão um serviço pior;
2. Distribution System: duas formas de distribuição do conteúdo às ré-
plicas são comuns, através de uma árvore ou rede sobreposta sobre
a própria Internet; ou usando um satélite de broadcast;
3. Request Routing System: deve levar em conta a distância entre o
cliente e os servidores de réplica que possuem o item desejado e a
carga dos mesmos para direcionar as requisições para o mais apro-
priado.
Como as CDN são gerenciadas por uma equipe especializada con-
tratada para isso, o provedor do conteúdo pode abstrair esses problemas
de escalabilidade. Mas os custos permanecem, embora uma CDN possa
distribuir os recursos não usados por uma aplicação ou empresa cliente
para os que necessitam nos picos de acesso, o que permite um crescimento
mais “controlável”. Isso pode trazer uma pequena redução no custo para o
32
provedor do conteúdo, dependendo de como a controladora da CDN avalia
o valor agregado (value-added) por seu serviço. O consumo de largura de
banda na ponta (servidor de réplica) não diminui, de modo que nenhum
cliente agrega capacidade ao sistema, como nas redes Peer-to-Peer.
3.3 Redes P2P
O propósito das redes P2P2 é permitir o compartilhamento de con-
teúdo, e considerando que a Internet oferece desafios – p.ex, escalabili-
dade, nós com conexões intermitentes ou que abandonam a aplicação ou
o serviço) – e existem objetivos secundários – roteamento e busca efici-
ente, anonimicidade, confiança, etc – diversas propostas foram feitas. O
survey [Lua et al. 2005] oferece detalhes mais específicos que os aqui pre-
sentes, que pretendem apenas apresentar os detalhes e a contextualização
relevantes à distribuição de vídeo.
Nas redes P2P a transferência de dados também ocorre entre os cli-
entes, de modo que o servidor ou a origem do conteúdo não precisa prover
o conteúdo inteiro a cada cliente individualmente. Deste modo, um cli-
ente opera como servidor ao espelhar o conteúdo já recebido para outros
clientes. Essas redes podem ser divididas em dois grupos – estruturadas
e não-estruturadas – que dizem respeito à topologia e como o conteúdo
é distribuído. Também devido à forma de construção de cada grupo, eles
oferecem características distintas em termos de roteamento e pesquisa por
conteúdo, por exemplo.
3.3.1 Redes P2P Estruturadas
Para tornar as buscas mais eficientes, a topologia desse tipo de rede
P2P é controlada e o conteúdo deve ser colocado em lugares determinís-
ticos, de acordo com a Tabela de Espalhamento Distribuída (Distributed
Hash Table). Seu funcionamento se baseia nos IDs dos nós e nas chaves
dos objetos armazenados, ambos únicos. Os IDs devem ser aleatórios e
uniformemente distribuídos na faixa de valores válidos. A partir do valor
da chave, o mapeamento determina um nó como sendo o responsável pelo
armazenamento do objeto correspondente.
A escalabilidade é atingida pelo encaminhamento das mensagens –
tanto de armazenamento quanto de consulta – através da topologia (grafo
de ligações na rede P2P estruturada) até que cheguem ao nó responsável
pela chave. As DHTs garantem que ocorram em média O(log N) (sendo
N o número de nós na rede) saltos nas buscas, o que não evita uma alta
latência nessa operação, devido à geografia. Essas redes não foram apli-
cadas tão extensamente quanto as não-estruturadas. Outros problemas
2Peer-to-Peer
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intrínsecos ao modelo são:
1. A topologia física é ignorada, podendo aumentar o tráfego de longa
distância e o atraso;
2. No mapeamento das chaves em nós as diferenças em capacidades
de rede são ignoradas, de modo que os objetos cujas chaves forem
armazenadas nos nós mais lentos terão pior tempo de acesso.
3. Pesquisas complexas não são possíveis.
3.3.2 Redes P2P Não-Estruturadas
Surgiram voltadas ao compartilhamento de arquivos, de modo que
à medida que os nós se juntam à rede e recebem o conteúdo, aumentam
também a capacidade da rede como um todo. As pesquisas devem ser por
inundação, uma vez que não há estrutura definida na ligação entre os nós,
e cada nó que recebe uma pesquisa encaminhada responde diretamente
quando possui o conteúdo desejado.
Diferente das redes estruturadas, isso gera menos sobrecarga para
conteúdos populares, ocasionando crescimento no custo das pesquisa li-
near à sua quantidade e ao tamanho do sistema. Conteúdos pouco repli-
cados também oferecem resultados piores, visto que grande parte dos nós
precisa receber a pesquisa para esta produzir resultados. É desta forma
que o Gnutella [Ripeanu e Foster 2001] originalmente operava, mas os
Ultra-Peers [Rasti, Stutzbach e Rejaie 2006] foram adicionados para me-
lhorar o desempenho ao realizar o cacheamento das informações dos nós
que se associam a ele como folhas (i.e, não são outros Ultra-Peers).
O BitTorrent [Pouwelse et al. 2005] segue uma abordagem dife-
rente, na qual não há suporte direto à pesquisa, mas os algoritmos de
troca entre os nós são especificados visando a justiça, de modo que cada
nó busque contribuir com quem lhe está oferecendo algo, limitando os
free-riders que prejudicam outras redes P2P [Adar e Huberman].
Os metadados sobre o conteúdo estão presentes no arquivo .tor-
rent, que inclui tamanho, nome, URL3 do tracker e hashes SHA4-1 dos
pedaços de tamanho fixo nos quais o arquivo foi dividido. Não há pes-
quisa por torrents no protocolo, esse serviço é oferecido por servidores
como o The Pirate Bay5. O tracker é um elemento centralizado que re-





clientes do mesmo torrent. Nesse ponto os clientes passam a se comu-
nicar diretamente, informando as partes que possuem (e já verificaram o
hash) e pedindo as que necessitam. Para obter melhor desempenho os
dados são enfileirados, parte no buffer do TCP e parte na memória. Os
dados da memória pode ser descartados devido ao critério de justiça, num
processo chamado estrangulamento (choking). Assim, para obter recipro-
cidade, um nó pode se recusar temporariamente a enviar dados se não está
recebendo. Mas é importante não fibrilar (estrangular e normalizar muito
rápido) e também testar eventualmente novas conexões para verificar se
elas são melhores.
Embora seja um bom mecanismo para distribuição de arquivos de
vídeo, o BitTorrent não oferece entrega dos pedaços em sequência, de
modo que, em geral, um cliente deve esperar o download completo do
arquivo.
3.4 Comunicação em Grupo e Multicast
Num sistema distribuído os processos podem se organizar em gru-
pos para oferecer ou usar um serviço ou recurso [Liang, Chanson e Neu-
feld 1990]. Desse modo, a comunicação entre os membros do grupo deve
ser por mensagens endereçadas ao grupo como um todo. Isto significa que
ou os membros se conhecem entre si (menos transparente) ou o endereço
do grupo por si só permite a entrega para todos os membros.
Existem grupos abertos e fechados, significando respectivamente
que qualquer nó pode enviar mensagens ou apenas os membros do grupo.
Os grupos também podem ser simétricos ou assimétricos, quando há um
processo coordenador organizando os outros. Existem outros critérios de
classificação para os grupos, sendo que a ordenação das mensagens na
entrega é um deles: sem ordem, FIFO6 (para as mensagens de cada nó),
causal (FIFO mais ordenação entre o recebimento de uma mensagem e o
envio das próximas) e ordenação total – se a ordem for cronológica exige
um relógio global. A ordenação total pode ser combinada com a FIFO ou
a causal [Défago, Schiper e Urbán 2004]. A transmissão de um vídeo,
por exemplo, pode ser realizada num grupo fechado e hierárquico, onde o
emissor do vídeo é também o gerente. Neste caso a própria aplicação po-
deria ordenar as partes do vídeo, sem que as mensagens fossem entregues
em ordem.
As mensagens multicast são destinadas a múltiplos nós, em opo-
sição às mensagens unicast – que tem um único destino – e broadcast,
onde todos os nós da rede local recebem a mensagem. Já as mensagens
multicast são recebidas por nós em diferentes sub-redes. Geralmente a
6First In First Out
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comunicação em grupo é construída sobre protocolos multicast, embora a
falta de um protocolo nativo que alcance todos os nós possa ser remediada
através de múltiplas mensagens unicast, quando os endereços dos nós são
conhecidos.
3.4.1 IP Multicast
Multicast já existia em nível de redes locais mas o protocolo IP, que
é usado para rotear dados entre redes diferentes, não possuía esse recurso.
Dois benefícios principais do multicast a nível de rede local justificam a
sua inclusão no nível inter-redes [Deering e Cheriton 1990]:
1. É mais eficientes que múltiplas mensagens de unicast;
2. É mais simples que gerenciar em cada nó os membros do grupo (que
seriam destino de mensagens unicast).
O IP Multicast foi desenvolvido com as seguintes características
[Deering 1989]:
1. Grupos abertos e dinâmicos;
2. Endereço IP de destino pertencente à classe “D” (os primeiros bits
são 1110) que identifica o grupo;
3. Garantia de entrega: melhor esforço;
4. Encaminhamento entre redes por roteadores multicast, que podem
ser os mesmos gateways inter-redes. Se o time-to-live do datagrama
for maior que 1, o roteador da rede local o encaminha para as outra
redes que tem membros do grupo destino da mensagem;
5. O IGMP7 é usado para que os nós avisem aos roteadores os grupos
dos quais são membros;
6. Os roteadores devem se comunicar usando protocolos específicos
para construir as árvores de distribuição dos grupos que ficam ma-
nifestas nas suas tabelas.
Para acelerar os testes com o IP Multicast enquanto os equipamen-
tos de rede em uso não o suportavam foi criado o MBone [Eriksson 1994].
Para isso, um nó em cada rede deve executar um processo daemon que
assuma um papel semelhante ao roteador multicast. Esse processo encap-
sula as mensagens multicast e encaminha para os processo corresponden-
tes em outras redes, formando túneis entre essas redes por onde passa o
tráfego multicast.
7Internet Group Management Protocol
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Entretanto o IP Multicast não foi adotado em larga escala. Alguns
motivos foram apontados em [Diot et al. 2000]:
1. Migração de Roteadores: normalmente os ISPs acrescentam os ro-
teadores recém-comprados ao backbone, e quando um Cliente con-
trata um link mais robusto, o roteador de borda que o atendia é subs-
tituído por um mais potente tirado do backbone, que é substituído
por um novo, ainda mais potente. A empresa poderia ser obrigada
a aposentar um roteador do backbone sem suporte para o recurso –
não inteiramente depreciado – para oferecer o recurso ao Cliente;
2. Independência de Domínio: para aplicações com muitas fontes de
baixo tráfego, não justifica o uso de árvores de distribuição indivi-
duais pela carga imposta sobre os roteadores. Os problemas surgem
quando os protocolos que suportam árvores compartilhadas – base-
ados em RP8s – são usados com fontes em diferentes domínios:
(a) Tráfego externo pode carecer de controle de taxa ou congesti-
onamento;
(b) Se o RP estiver em outro domínio o ISP9 não tem controle sobre
o serviço que é oferecido aos seus Clientes;
(c) Não interessa a um ISP oferecer um RP se não tiver nem fontes
nem destinos, seria desperdiçar recursos;
(d) Publicação escalável e de baixa latência do endereço do ponto
de encontro.
3. Dificuldades de Gerenciamento: relacionadas com legados, como
NAT10 e firewalls, exigindo configuração manual para cada nó quando,
por exemplo, não há suporte para endereços IP da classe “D”;
4. Pagando os custos: como os custos de implantação e gerencia-
mento são mais altos, a adoção do IP Multicast acontece quando a
economia no uso da rede justifica esses custos.
3.4.2 Multicast Confiável
Esses protocolos buscam garantir a entrega de todas as mensagens
a todos os receptores, recuperando as perdas que ocorrem pela entrega
dos pacotes na rede ser do tipo “melhor-esforço”. Outro problema que





necessárias para retransmissão. As estratégias para a construção desses
protocolos podem ser encaixadas nas seguintes categorias, de acordo com
o sistema de retransmissão [Levine e Garcia-Luna-Aceves 1998]:
1. Iniciada pelo Emissor: baseada na recepção de ACKs (unicast)
para as mensagens recebidas sem erro de todos os receptores, de
forma que mantém o estado de cada um a fim de descartar as men-
sagens já recebidas por todos, num funcionamento que surgiu para
comunicações por satélite [Mase et al. 1983]. As retransmissões
também podem ser controladas no próprio emissor associando a es-
pera por cada ACK11 a um timeout. Ou no receptor, que manda um
NACK ao emissor quando a espera por um pacote termina num time-
out. Este último mecanismo acelera as retransmissões. Levando em
conta que a mensagem perdida pode ser a última, o responsável pela
detecção das perdas deve também realizar polling. O principal pro-
blema com essa estratégia é a implosão do número de mensagens
ACK, limitando a escalabilidade dos protocolos;
2. Iniciada pelo Receptor: não utiliza confirmações por ACKs, ape-
nas NACKs são enviados pelos receptores quando ocorre o timeout
ou perdas são detectados [Floyd et al. 1995]. Não é possível ao
emissor liberar memória, visto que nunca terá certeza de que todos
os receptores tem algum pacote. Para evitar um implosão de men-
sagens de NACK, essas também são enviadas por multicast e apenas
após um timeout aleatório, de modo que seu envio seja cancelado se
for recebido de outro nó um NACK para a mesma mensagem;
3. Baseada em Árvore: divide os receptores em grupos locais organi-
zados numa árvore. Os receptores se comunicam apenas com o líder
de seu grupo, e este também com o grupo acima. Os líderes são res-
ponsáveis por receber as mensagens e encaminhar para os membros
do grupo. Desse modo, os ACKs são controlados dentro do grupo, e
apenas quando todos os receptores do grupo enviaram ACKs que o
grupo acima é avisado, e assim eventualmente o emissor é avisado.
NACKs locais podem ser usados para acelerar a restransmissão, de
modo que ela seja independente para cada grupo, permitindo aos
caminhos mais lentos atrasar apenas o seu próprio grupo local. A
árvore elimina o problema da implosão de ACKs, em relação à pri-
meira categoria;
4. Baseada em Anel: esses protocolos foram desenvolvidos para apli-
cações que necessitem ordenação total das mensagens.
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O RMTP [Lin e Paul 1996] é baseado em árvore, e usa controle
de fluxo e congestionamento para evitar sobrecarregar receptores lentos
e caminhos com pouca largura de banda. Ele entrega as mensagens em
sequência de um emissor para um grupo de receptores. Os dados são divi-
dos em pacotes numerados sequencialmente, com tamanho fixo, exceto o
último. Os ACKs são periódicos, consistindo em um número L e um bit-
map V . O bitmap especifica os pacotes perdidos com zeros, e a primeira
posição corresponde a L, sendo que todos os pacotes anteriores já foram
recebidos corretamente. A figura 3.3 ilustra como os Receptores Designa-
dos (líderes dos grupos locais) evitam que o emissor seja sobrecarregado
com ACKs.
Sender Router Receiver ACK




ACK TXNOW ACK - immediate transmission req.
DATA Data packet
DATA EOF Last data packet
RESET Packet to terminate a connection
RTT MEASURE Packet to measure round-trip time
RTT ACK ACK to RTT MEASURE packet
SND ACK TOME Packet for selecting an AP
Table 1: RMTP packet types
3.1 Designated Receivers
ACKs are needed from receivers in order to determine which pack-
ets need to be retransmitted. However, ACKs from a large number
of receivers may overwhelm the sender (i.e., the ACK implosion
problem). Furthermore, large number of ACK packets destined for
the sender and retransmitted data packets generated from the sender
may congest the sender’s neighboring routers and local networks.
In order to avoid this situation, RMTP uses Designated Receivers
(DRs) [16]. The DRs assist the sender in processing ACKs and in
retransmitting data. The concept of using DRs is best illustrated
by Figures 2 and 3. Figure 2 shows a multicast tree with 14 re-
ceivers and a sender. In the absence of DRs, the sender processes
ACKs from all 14 receivers. Figure 3 shows the same multicast
tree with DRs. The multicast tree is partitioned into three subtrees,
and the receiver rooted at each subtree has been selected as the DR
of the subtree. In this case, the sender processes ACKs from only
2 receivers.
A DR is a special receiver; it caches received data, emits ACKs,




Figure 3: Using Designated Receivers to assist the sender in pro-
cessing ACKs
Connection Parameters
receive window size in packets
send window size in packets
delay after sending the last packet
time interval to process retx requests
time interval to measure RTT
time interval to send SND ACK TOME
time interval to send data packets
data packet size in octets
sender’s in-memory data cache size
congestion avoidance threshold
multicast retransmission threshold
Table 2: RMTP connection parameters
a DR hides a subtree of receivers from its up-tree DR or the sender.
Note that when a DR multicasts retransmissions, only the receivers
in the DR’s subtree receive the retransmissions. Thus, using DRs
not only reduces the number of ACKs the sender has to process,
but also improves the usage of network resources.
A DR serves the dual function of emitting ACKs (like any other
receiver) and processing ACKs (like the sender). In order to refer
to the entities that receive ACKs and process them, we will use the
termAP (ACKProcessor) fromnowon. Thus, anAP denotes either
the sender or a DR. The term receiver refers to either a designated
receiver or a normal receiver. Subsection 3.10 describes how a
receiver selects its AP.
3.2 Connection and Connection Parameters
An RMTP connection is identified by a pair of endpoints: a
source endpoint and a destination endpoint. The source endpoint
consists of the sender’s network address and a port number; the
3
Figura 3.3: RMTP [Lin e Paul 1996].
Nem sempre o multicast confiável é necessário. Em aplicações
multimídia, por exemplo, o atraso que ele causa pode ser pior que a perda
de eventuais pacotes.
3.4.3 Multicast Semanticamente Confiável
Enquanto as garantias oferecidas pelos protocolos de Multicast Con-
fiável são desejáveis para várias aplicações, os problemas de desempenho
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não são. Visto que os nós devem manter as mensagens recebidas até que
todos os nós tenham reconhecido seu recebimento, basta um nó lento para
que os buffers encham e o emissor seja avisado para diminuir a vazão,
prejudicando o grupo como um todo. A lentidão também pode acontecer
devido à variação temporária de tráfego em um componente de rede entre
qualquer par de membros do grupo. A solução é atenuar (weaken) a con-
fiabilidade sem que as mensagens sejam perdidas livremente, escolhendo
quais mensagens devem ser recuperadas e até que ponto. Isso funciona
porque certas mensagens, ao serem enviadas, tornam mensagens anteri-
ores obsoletas, podendo ser descartadas. Esses conceitos foram apresen-
tados em [Pereira, Rodrigues e Oliveira 2003], junto de dois protocolos
que suportam a obsolescência de mensagens, de forma que ao ser enviada
pela aplicação, uma mensagem multicast informa (através de um bitmap)
quais das mensagens anteriores do mesmo processo tornam-se obsoletas.
Esses protocolos, entretanto, não são voltados à transmissão de ví-
deo. Em vídeo, embora existam quadros de sincronização que tornam
irrelevantes os quadros anteriores (codificação intra), não é apenas a in-
formação mais recente que é mais importante, mas a continuidade entre os
quadros que oferece sensação de movimento ao sistema visual humano.
Outro problema é que os quadros de sincronização são em número redu-
zido para permitir maior compressão. Também, a obsolencência entre os
outros tipos de quadros não é especificada, tornando o multicast equiva-
lente ao confiável nestes casos, ou é especificada de forma muito relaxada,
permitindo perdas consecutivas. Um protocolo mais apropriado é o apre-
sentado em [Queiroz et al. 2009], que adapta a técnica de escalonamento
(m, k) − firm para avaliar as sequências de quadros de vídeo transmi-
tidas. Ele é parametrizável quanto ao nível de confiabilidade desejado,
de forma que m mensagens entre cada janela contendo k (originadas do
mesmo emissor) podem ser perdidas no máximo, mas nunca duas con-
secutivas. Quando essa restrição é violada, a retransmissão deve ocorrer.
Desta forma as perdas não se acumulam entre os quadros de sincroniza-
ção, o que levaria a uma maior percepção por parte do usuário.
3.4.4 Protocolos Fofoqueiros
Frente à necessidade de oferecer comunicação de grupo para apli-
cações na Internet, os limites de escalabilidade dos mecanismos tradicio-
nais (seção 3.4) foram atacados. Os protocolos fofoqueiros, como ferra-
mentas para oferecer multicast a grupos massivos e geograficamente dis-
persos, baseiam-se na teoria matemática das epidemias para disseminar
as mensagens probabilisticamente, usada pela primeira vez em [Demers
et al. 1987], sendo que a ênfase em escalabilidade veio em [Golding e
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Long 1992]. Neles, cada nó envia suas mensagens a um subconjunto ale-
atório de nós do grupo – não é necessário que cada nó conheça o grupo
inteiro – de modo que a medida que o grupo cresce em tamanho, a carga
sobre os nós cresce logaritmicamente. Cada mensagem recebida é tam-
bém repassada a um subconjunto aleatório, mas apenas para a primeira
cópia recebida. Protocolos fofoqueiros lidam bem com ambientes onde
os nós eventualmente ficam indisponíveis, mas onde o grupo como um
todo varia pouco. Para oferecer determinismo, sistemas de recuperação
podem ser combinados para oferecer a confiabilidade que falta ao mul-
ticast probabilístico. Mas para manter alta a probabilidade de todos os
nós receberem cada mensagem disseminada, é necessário que cada nó te-
nha uma visão parcial do grupo com um tamanho mínimo em função do
tamanho do grupo. De outra forma, o multicast não funcionaria a con-
tento, e nós deixariam de receber mensagens mais frequentemente que o
desejável.
Além dessas características, o SCAMP12 [Ganesh, Kermarrec e Mas-
soulié 2003] foi desenvolvido para permitir aos nós criarem as suas visões
parciais (locais) do grupo sem depender de conhecimento global sobre to-
dos os nós do mesmo. Desta forma, cada visão parcial obedece à premissa
de estar relacionada ao tamanho do grupo – para alcançar alta probabili-
dade de que todos os nós recebam as mensagens – mesmo que este seja
desconhecido. Suas propriedades:
• Escalabilidade: crescimento lento da visão parcial.
• Confiabilidade: alta probabilidade que todos nós recebam mensa-
gens.
• Descentralização: sem servidores nem conhecimento do tamanho
do grupo.
• Recuperação de Isolamento: é necessário porque cada nó mantém
sua própria visão parcial.
Protocolo básico
1. Inscrição. Um nó entra no grupo mandando uma requisição a
um contato (por exemplo, de uma lista pública). Este encami-
nha (forward) a mensagem a todos os membros de sua visão
parcial. Envia também c cópias a membros escolhidos aleato-




Ao receber uma inscrição encaminhada, um nó pode acrescen-
tar à sua visão parcial com uma probabilidade que depende do
tamanho de sua visão parcial, ou encaminhá-la mais uma vez,
o que acontece até que algum nó finalmente aceite a inscrição.
Mas enquanto o grupo é pequeno é possível que a inscrição
seja encaminhada infinitamente, por isso quando um nó recebe
pela décima-primeira vez a mesma requisição, ela é simples-
mente descartada.
A visão parcial (PartialView) contém os membros para os quais
o nó deve encaminhar as mensagens do grupo, mas também é
necessária uma visão de entrada (InView), contendo os mem-
bros dos quais o nó recebe mensagens. Ao aceitar uma inscri-
ção, o nó informa ao novo membro para que este o adicione
em sua visão de entrada.
2. Cancelamento (unsubscription). Para deixar a rede, um nós
informa a todos na sua visão de entrada para substituí-lo, onde
cada um recebe um nó da visão parcial. Se a visão de entrada
do nó for maior que a visão parcial, os nós que sobrarem são
avisados para remover o nó que está deixando a rede.
3. Detecção de Isolamento. Com auxílio de marca-passo (he-
artbeat), o nó detecta que está isolado (quando para de receber
mensagens hearbeat) e precisa se re-inscrever usando um dos
nós da sua visão parcial. As mensagens do marca-passo são
enviadas aos membros da visão parcial do nó.
Balanceamento do grafo. Visto que não existe um lista global com to-
dos os nós do grupo, geralmente alguns nós podem ser tornados
públicos para a inscrição. Isso nem sempre gera visões parciais do
tamanho correto, prejudicando o funcionamento do grupo, visto que
as novas inscrições não distribuem uniformemente a escolha do nó
de contato. Por isso, além do protocolo básico existem mecanismos
que permitem rebalancear o grafo.
1. Indireção. Muda o processo de encaminhamento de inscri-
ções, de modo que elas sejam encaminhadas enquanto um con-
tador é decrementado até que atinja zero, quando é aceita. A
escolha do membro dentro da visão parcial para quem a inscri-
ção é encaminhada é dada de acordo com probabilidades base-
adas nos pesos das arestas do grafo (mais detalhes no trabaho
[Ganesh, Kermarrec e Massoulié 2003]). Um nó que receba
um pedido de inscrição a repassa para um dos nós na visão
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parcial, a partir das probabilidades calculadas para cada nó.
Esse processo é encerrado por um contador decrescente pre-
sente na mensagem.
2. Arrendamento (lease). As inscrições tem validade, por isso
os nós devem se re-inscrever periodicamente com um nó alea-
tório de sua visão parcial. Diferente da inscrição, aqui a visão
parcial não é modificada.
3.5 Comparativo
A tabela 3.1 avalia as técnicas apresentadas neste capítulo sob qua-
tro aspectos. A importância de cada um deles é:
• Se os dados forem entregues em qualquer ordem será necessária a
buferização da mídia inteira antes que exibição seja possível sem
interrupção.
• Transmissão confiável pode gerar atrasos piores que perdas contro-
ladas.
• Se os nós não contribuírem a capacidade dos servidores limita o
número de clientes.
• Se algum nó depende exclusivamente (direta ou indiretamente) de
um nó fixo para receber o conteúdo ou parte pré-definida dele, a sua
desconexão provoca a perda de parte do conteúdo até que uma nova
associação seja estabelecida.
Entre as observações, destaca-se ver que o (m,k)-Firm não faz dis-
tinção entre quadros dos tipos I , P e B. Já os protocolos fofoqueiros
usam mensagens repetidas, recebidas de diferentes fontes, para garantir a























































































































































































































































































































































O modelo Cliente/Servidor (seção 3.1) simplesmente não é facil-
mente escalável ao nível necessário a serviços populares na Internet, o
crescimento nos custos de rede é linear e gerência torna-se complexa. Já
com a adoção de CDNs (seção 3.2) a curva do crescimento dos custos é
amenizada (por eles serem compartilhados entre todos os clientes da CDN)
e o crescimento pode ser melhor gerenciado (terceirizado), mas ainda as-
sim o provedor do serviço acaba pagando por cada byte consumido por
um cliente. Já as redes P2P transferem apenas arquivos, cujas partes são
entregues fora de ordem, por isso não permitem transmissões ao vivo.
Dentre as alternativas de multicast mostradas no capítulo 3, o IP
Multicast (seção 3.4.1) apresenta custos e riscos para toda a Internet, mo-
tivos pelos quais não foi habilitado nos roteadores da rede. No caso do
MBone, a solução foi transferir o custo e o risco para as sub-redes que
decidissem adotá-lo, mas sem tratar os problemas que os ISPs têm com o
IP Multicast. Já os protocolos de multicast construídos sobre a camada
de aplicação (Application Layer Multicast) apresentam outros inconveni-
entes. Visto que vídeo é uma mídia temporizada, protocolos confiáveis
(seção 3.4.2) acabam transmitindo informações que já perderam sua ne-
cessidade por terem sido substituídos por imagens e áudio mais recentes.
Os protocolos semi-confiáveis (seção 3.4.3) tratam este ponto, ainda as-
sim eles estão mais preocupados com a corretude da comunicação, do
ponto de vista de um grupo, do que com a capacidade (em termos de
rede) de cada nó e da taxa de abandono1, que refletem na qualidade da
experiência do usuário.
1Churn rate. Quando há o abandono num grupo de multicast, após o tempo de detecção
(que serve para diferenciar abandono de um problema temporário), exige-se um tempo para
que o roteamento das mensagens nas áreas afetadas seja re-direcionado. Como o vídeo requer




A idéia de redes sobrepostas é que sobre o protocolo IP seriam
construídos outros protocolos (de multicast na camada de aplicação) para
fornecer seu próprio roteamento de mensagens, de modo que os clientes
sejam responsáveis por repassar os dados para outros clientes, comparti-
lhando seus recursos de rede. Os primeiros trabalhos na literatura adotam
a nomenclatura Application Layer Multicast (seção 4.1.1.1), o que já de-
monstra sua proximidade das técnicas de multicast não-confiável. Traba-
lhos posteriores passaram a adotar Data-Driven Overlay Network (seção
4.1.2.1), num momento em que as técnicas deixaram de ter todas as apli-
cações do multicast convencional.
4.1.1 Redes PUSH
As primeiras abordagens para streaming de vídeo distribuído –
também chamadas de ALM – ainda eram muito próximas das técnicas de
multicast, adaptadas a uma realidade um pouco diferente: apenas o servi-
dor poderia ser origem de mensagens. À medida que essas técnicas eram
testadas, os primeiros problemas foram apontados, de forma que novas
técnicas foram apresentadas para oferecer maior robustez. Características
comuns:
1. Uma árvore é criada contendo o servidor na raiz e todos os clientes
nos nós internos e nas folhas.
2. O vídeo flui em mensagens periódicas da raiz até as folhas, de modo
que os dados são “empurrados” (PUSH) por cada nó logo que são
recebidos.
4.1.1.1 ZIGZAG
Visto que árvores de muita profundidade levariam a um atraso ex-
cessivo, o ZIGZAG [Tran, Hua e Do 2003] procura manter os clientes
em grupos (clusters) e construir a árvore a partir deles, de forma que a
profundidade final da árvore é limitada.
4.1.1.1.1 Organização Administrativa Numa aplicação onde os nós
entram e saem do grupo a todo instante, muitas vezes sem uma aviso
prévio, a árvore de multicast sofre modificações constantes. Para acelerar
a sua adaptação e delimitar o fluxo de mensagens de controle existe a
Organização Administrativa (figura 4.2), à qual todos os clientes devem
pertencer. Com o auxílio da figura pode-se observar que:
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Figura 4.2: ZIGZAG – Exemplo de Organização Administrativa [Tran, Hua e Do
2003].
2. Cada grupo contém entre k e 3k nós, exceto na camada do topo
(H − 1), cujo tamanho mínimo é 2.
3. A camada mais baixa (L0), contém todos os nós em algum dos seus
grupos.
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4. Um nó de cada grupo é o chefe (head).
5. Cada nó da rede pertence a grupos em várias camadas em sequência.
Desse modo, se ele pertence à camada Lx, ele também pertencerá a
um grupo em cada uma das camadas Lx−1,x−2 ... 0. A exceção são
os nós que estão apenas na camada L0.
6. Na camada mais alta em que está presente, um nó não é chefe, ex-
ceto para o servidor na camada do topo.
7. Nas camadas abaixo o nó é sempre o chefe de seu grupo.
Baseados nas camadas e grupos da organização administrativa e na
figura dos chefes, alguns novos papéis são derivados:
1. Subordinado (subordinate): Os outros nós de um grupo são subor-
dinados ao chefe.
2. Chefe-Estrangeiro (foreign head): Um nó não-chefe de um nível
j assume esse papel com os subordinados de seu chefe no grupo de
nível inferior.
3. Subordinado-Estrangeiro (foreign subordinate): associado ao pa-
pel anterior.
4. Grupo-estrangeiro (foreign cluster): é o grupo dos subordinados
estrangeiros do chefe estrangeiro.
4.1.1.1.2 Árvore de Multicast Com a ajuda da árvore definida pela
organização administrativa, mesmo não seguindo sua topologia, a árvore
de multicast (figura 4.3) é construída de acordo com algumas regras:
1. Um nó não possui ligações, nem de entrada nem de saída, exceto na
camada mais alta.
2. Suas ligações de saída só podem ser para subordinados-estrangeiros.
As ligações entre o servidor e seus subordinados na camada do topo
são a única exceção à regra.
3. A ligação de entrada de um nó vem de um de seus chefes-estrangeiros.
As nomenclaturas nós pai e filho permanecem válidas e são usa-
das a seguir se referindo à árvore de multicast, mas não à organização
administrativa. Ao receber dados do vídeo de seu pai na árvore, o nó
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Figura 4.3: ZIGZAG – Exemplo de árvore de multicast (H = 3, k = 4) [Tran, Hua
e Do 2003].
interrupções o servidor deve continuar gerando continuamente as novas
partes do vídeo.
Visto que os grupos limitam a profundidade da árvore, o atraso e a
variação (entre os diferentes nós) do atraso médio são reduzidos, conside-
rando o número de clientes.
4.1.1.1.3 Protocolo de Controle As informações necessárias para cons-
truir e manter tanto a organização administrativa quanto a árvore de mul-
ticast são enviadas periodicamente pelos nós. Dependendo do tipo de
informação há um destinatário diferente:
1. Aos vizinhos de grupo: o seu grau (número de arestas de nós filhos
na árvore de multicast).
2. Chefe: número de nós atendidos em cada grupo estrangeiro (cada
grupo é identificado pelo seu Chefe).
3. Nó-Pai: dois indicadores booleanos. Tomando essas informações
de todos os nós filhos, um nó determina o valor a retornar ao seu pai
através de uma operação booleana de agregação.
(a) Alcançável (reachable): há um caminho na árvore de multicast
até algum cliente na camada 0? Agregação: “E”.
(b) Adicionável (addable): existe algum caminho até um nó na ca-
mada 0 cujo grupo aceite a adição de um novo nó? Agregação:
“OU”.
49
4.1.1.1.4 Funcionamento As informações do protocolo de controle
são usadas tanto na adição e remoção de clientes como na reconfiguração
da organização e da árvore para alcançar uma operação mais otimizada.
Na adição de um nó o servidor é contatado primeiro, podendo acei-
tar e adicionar o nó ao grupo ou repassar o pedido ao Chefe de um dos
subordinados no grupo da camada mais alta. Essa busca continua sendo
redirecionada até que o nó seja aceito em um grupo da camada mais baixa,
seguindo o algoritmo 4.1:
Algoritmo 4.1 Adição no ZIGZAG.
1: when folha =⇒ acrescenta nó ao grupo, sendo que deve ter o
mesmo pai.
2: when adiciona´vel =⇒ encaminha a um filho adicionável.
3: when alcança´vel =⇒ encaminha a um filho alcançável.
4: OBS: O redirecionamento seleciona o filho que obtém menor atraso
fim-a-fim na propagação dos dados entre o servidor e o novo nó.
Como esse algoritmo não trata o momento em que os grupos es-
touram o tamanho máximo estabelecido, um algoritmo de divisão (split)
é executado (figura 4.4), para dividir o grupo em dois e eleger como Chefe
do novo grupo o nó com menor grau (Y na figura). Como este nó precisa
ser incluído na camada acima, seus antigos filhos na árvore são repassados
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Figura 4.4: ZIGZAG – Antes e depois do split [Tran, Hua e Do 2003].
Na saída (ou falha), o Chefe do grupo da camada mais alta à qual
o nó pertence seleciona o subordinado de menor grau como pai dos novos
órfãos (figura 4.5). Para recompor a organização administrativa, um dos
subordinados do nó que falhou na camada mais baixa é escolhido aleato-
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riamente e passa a substituí-lo em todos os grupos, sendo Chefe em todos
exceto no de camada mais alta. Com esse procedimento e com o de en-
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Figura 4.5: ZIGZAG – Saída ou falha [Tran, Hua e Do 2003].
No entando, muitas saídas podem fazer que um grupo acabe com
tamanho menor que o especificado, de forma que periodicamente pode
ocorrer uma junção (merge), semelhante no caso da divisão. Igualmente
periódico é o processo de otimização da árvore de multicast, de modo
que a otimização pode buscar aproximar o grau dos nós de um grupo ou
deixar o grau desigual, mas de acordo com a capacidade (especificamente
a largura de banda) de cada um.
4.1.1.2 Problemas das Redes PUSH
1. É sensível ao abandono ou falha nos nós. Mesmo com as melhorias
propostas para amenizar esse problema ainda há um atraso entre
uma falha e o funcionamento da árvore ser completamente corri-
gido.
2. Variações na carga de rede de um nó não passam despercebidas pe-
los nós descendentes na árvore.
3. As folhas não contribuem, aumentando a carga sobre os nós inter-
nos.
4.1.2 Redes PULL
Mais recentes que as redes PUSH originais, as redes PULL tem
características diferentes, que visam eliminar os problemas das anteriores:
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1. Não empregar árvore ou qualquer outro tipo de topologia para pro-
pagar as mensagens, deixando que os nós se associem e dados fluam
entre os nós da forma que for mais conveniente. A estrutura resul-
tante foi rotulada como malha (mesh) em um trabalho [Wang, Xiong
e Liu 2007].
2. Como não é escalável que os nós conheçam todos uns aos outros,
um protocolo adicional é usado para informar quais membros fazem
parte da rede, de forma que os nós precisem conhecer apenas um
subconjunto dos participantes (figura 4.6).
3. Os nós estabelecem parcerias entre si para a transmissão dos dados.
4. Para evitar repetições desnecessárias os dados não podem mais ser
transmitidos automaticamente, devendo ser solicitados explicitamente
(PULLed).
5. Os dados são divididos em partes de tamanho estabelecido nessa co-
municação, sendo que cada parte pode ser solicitada de um parceiro
diferente.
6. Para permitir as solicitações, os nós devem enviar relatórios perió-
dicos das partes disponíveis.
7. Em relação aos problemas das redes PUSH: Como os dados são
requisitados explicitamente, a tolerância a falhas é automática. E
por não haverem folhas, a largura de banda dos nós é compartilhada













Figura 4.6: Nós conhecidos em redes em malha.
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4.1.2.1 CoolStreaming/DONet
O DONet [Zhang et al. 2005] lançou vários mecanismos adotados
posteriormente. Muito do seu modo de operação e filosofia foi mantido
em trabalhos posteriores, enquanto os novos recursos eram adaptados. O
diagrama da figura 4.7 ilustra os componentes do modelo e ajuda a enten-
der seu funcionamento como detalhado a seguir.
 
                        Network Interface









   Manager
Figura 4.7: DONet – Componentes [Zhang et al. 2005].
4.1.2.1.1 Entrada e Saída Para entrar na rede sobreposta, um nó con-
tata o servidor, que o redireciona a um representante (deputy). Este re-
torna uma lista de nós, que o novo nó insere em sua lista de conhecidos.
Para ser mantido na rede o nó difunde periodicamente uma mensagem de
membresia (membership) através do protocolo fofoqueiro (gossip proto-
col) SCAMP (seção 3.4.4). No recebimento, essas mensagens são usadas
para atualizar a lista de nós conhecidos. Para sair o nó difunde uma men-
sagem por fofoca, e no caso de falha, a mensagem é enviada pelo parceiro
que a detectou.
4.1.2.1.2 Parcerias Os nós procuram estabelecer um número mínimo
delas. Para tanto, escolhem aleatoriamente alguns nós entre os que co-
nhece e fazem o pedido, que é atendido se não houver esgotado o número
máximo de parcerias.
4.1.2.1.3 BufferMap As partes nas quais o vídeo é dividido são cha-
madas segmentos, e devem ter tamanho fixo. É adotado um tamanho
equivalente a um 1 segundo de vídeo, de acordo com a taxa de bits do
mesmo. Mas nem todos os segmentos são importantes para os nós, ape-
nas os que serão exibidos dentro em pouco, por isso o BufferMap detalha
apenas os segmentos delimitados numa pequena faixa de segmentos ao re-
dor do segmento em exibição no momento, metade antes e metade depois.
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then obtain a list of partner candidates from the deputy,
and contacts these candidates to establish its partners in
the overlay.
This process is generally viable because the origin
node persists during the lifetime of streaming and its
identifier/address is universally known. The redirection
enables more uniform partner selections for newly joined
nodes, and greatly minimized the origin node’s load. We
will discuss several further enhancements to this basic
algorithm in the end of this section.
A key practical issue here is how to create and
update the mCache. To accommodate overlay dynamics,
each node periodically generates a membership message
to announce it existence; each message is a 4-tuple
<seq num, id, num partner, time to live>, where
seq num is a sequence number of the message, id is
the node’s identifier, num partner is its current number
of partners, and time to live records the remaining valid
time of the message. We employ the Scalable Gossip
Membership protocol, SCAM, to distribute membership
messages among DONet nodes. A detailed description
of SCAM can be found in [21]. Here we only high-
light its three desired properties: scalable, light-weight,
and uniform partial view at each node. Upon receiv-
ing a message of a new seq num, the DONet node
updates its mCache entry for node id, or create the
entry if not existing. The entry is a 5-tuple <seq num,
id, num partner, time to live, last update time>,
where the first four components are copied from the
received membership message, and the fifth is the local
time of the last update for the entry.
The following two events also trigger updates of an
mCache entry: (1) the membership message is to be
forwarded to other nodes through gossiping; and (2) the
node serves as a deputy and the entry is to be included in
the partner candidate list. In either case, time to live is
decreased by current local time-last update time. If the
new value is less than or equal to zero, the entry will be
removed while not forwarded or included in the partner
list; otherwise, num partner will be increased by one in
the deputy case.
B. Buffer Map Representation and Exchange
An example of the partnership in DONet is shown
in Fig. 2 As said, neither the partnerships nor the
data transmission directions are fixed in DONet. More
explicitly, a video stream is divided into segments of
uniform length, and the availability of the segments in
the buffer of a node can be represented by a Buffer Map
(BM). Each node continuously exchange its BM with
the partners, and then schedules which segment is to be
fetched from which partner accordingly.
 
Fig. 2. Illustration of the partnership in DONet (origin node: A).
As we target live media streaming, the playback pro-
gresses of the DONet nodes are semi-synchronized. Our
analytical results demonstrate that the average segment
delivery latency is bounded in DONet, and the experi-
mental results further suggest that the time lags between
nodes are unlikely higher than 1 minute. Assume each
segment contains 1-second video, a sliding window of
120-segment can effectively represent the buffer map of a
node, because a partner is not interested in the segments
that are outside of the window. As such, in our prototype,
we use 120 bits to record a BM, with bit 1 indicating that
a segment is available and 0 otherwise. The sequence
number of the first segment in the sliding window is
record by another two bytes, which can be rolled back
for extra long video programs (>24 hours).
C. Scheduling Algorithm
Given the BMs of a node and that of its partners, a
schedule is to be generated for fetching the expected
segments from the partners. For a homogenous and
static network, a simple round-robin scheduler may work
well, but for a dynamic and heterogeneous network, a
more intelligent scheduler is necessary. Specifically, the
scheduling algorithm strikes to meet two constraints:
the playback deadline for each segment, and the hetero-
geneous streaming bandwidth from the partners. If the
first constraint cannot be satisfied, then the number of
segments missing deadlines should be kept minimum.
This problem is a variation of the Parallel machine
scheduling, which is known NP-hard [25]. It is thus not
easy to find an optimal solution, particularly considering
that the algorithm must quickly adapt to the highly
dynamic network conditions. Therefore, we resort to a
simple heuristic of fast response time.
Our heuristic algorithm first calculates the number of
potential suppliers for each segment (i.e., the partners
containing in their buffers). Since a segment with less
potential suppliers is more difficult to meet the deadline
constraints, the algorithm determines the supplier of each
segment starting from those with only one potential
supplier, then those with two, and so forth. Among the
Figura 4.8: DONet – Parcerias [Zhang et al. 2005].
O tamanho sugerido para esta janela deslizante é 120 ou 60. O BufferMap
é enviado por cada nó aos seus parceiros, sendo que um bit por segmento
é o suficiente, visto que apenas sua disponibilidade ou não é informada.
4.1.2.1.4 E c lonamento De posse da lista d segmentos disponíveis
em cada parceiro, o ó precisa buscar os segmentos que não possui no seu
BufferMap. Para isso há um algoritmo de escalonamento (figura 4.9) que
segue a heurística de selecionar primeiro os segmentos de menor disponi-
bilidade, e frente a alternativas, privilegiar o parceiro com maior largura
de banda e tempo disponível.
4.1.2.1.5 Transmissão A requisição usa o mesmo formato do relató-
rio do BufferMap, usando um bit por segmento. Para o envio dos dados
dos segmentos, que deve ser por ordem (de posição na mídia), um pro-
tocolo de tempo real deve ser usado, tendo sido adotado o TFRC (seção
2.2.2).
4.1.2.2 Problemas das Redes PULL
Comparando a forma de funcionamento das Redes PUSH e PULL,
pode-se verificar o principal problema das últimas: maior atraso, que leva
a maior necessidade de bufferização.
4.1.3 Redes Híbridas PULL/PUSH
Pensando em remediar os problemas das redes PUSH e das PULL,
alguns trabalhos propuseram redes híbridas, que procurem operar por
PUSH a maior parte do tempo, mas que usem o PULL quando neces-
sário. Elas são constituídas de malhas para PULL, mas adotam cada uma
delas algum mecanismo extra para permitir o PUSH.
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multiple potential suppliers, the one with the highest
bandwidth and enough available time is selected. A
pseudo code of the scheduling algorithm at each node is
shown in Fig. 3. Its complexity is bounded by O(W ·B ·
M) , and in our implementation, each execution requires
15ms only, implying that the computation overhead is
quite low. The algorithm thus can be frequently executed
to update the schedule.
Input:
band(k) : bandwidth from partner k;
bm[k] : buffer map of partner k;
deadlin[i] : deadline of segment i;
seg size : segment size;
num partners : number of partners of the node;
set partners : set of partners of the node;
expected set : set of segments to be fetched.
Scheduling:
for segment i ∈ expected set do
n← 0
for j to num partners do
T [j, i]← deadline[i]− current time;
//available time for transmitting segments till i;
n← n+ bm[j, i];
//number of potential suppliers for segment i;
end for j;
if n = 1 then //segments with only one potential supplier;
k ← argr{bm[r, i] = 1};
supplier[i]← k;
for j ∈ expect set, j > k do
t[k, j]← t[k, j]− seg size/band[k];
end for j;
else




for n = 2 to num partners do
for each i ∈ dup set[n] do




band(r) > band(r′)|t[r, i] > seg size/band[r],
t[r′, i] > seg size/band[r′], r, r′ ∈ set partners
}
;
if k %= null then
supplier[i]← k;
for j ∈ expected set, j > k do






supplier[i] :supplier for unavailable segment i ∈ expected set.
Fig. 3. Scheduling algorithm at a DONet node.
Given a schedule, the segments to be fetched from
the same supplier are marked in a BM-like bit sequence,
which is sent to that supplier, and these segments are
then delivered in order through a real-time transport
protocol. DONet does not specify a particular protocol;
currently, we adopted the TCP-Friendly Rate Control
(TFRC) protocol [31], as in many other systems. The BM
and scheduling results can also be piggybacked by the
data packets to achieve fast and low-overhead updates.
Note that the origin node severs as a supplier only,
and it always has all the segments available. Provided
the adaptive scheduling algorithm, it will not be over-
whelmed by requests from its partners . If needed,
it can also proactively control its load by advertising
conservative buffer maps. For example, assume there are
M partners, the origin node can set its BM advertising
to the k-th partner as
BM [idorigin node, i] =
{
0, if i mod M != k
1, if i mod M = k
that is, only the (i modM)th partners will request seg-
ment i from the origin node, and the remaining segments
will then be retrieved from other partners.
D. Failure Recovery and Partnership Refinement
In DONet, a node can depart either gracefully or
accidentally due to crash. In either case, the departure
can be easily detected after an idle time of TFRC or
BM exchange, and, as the probability of concurrent
departures is rather small, an affected node can quickly
react through re-scheduling using the BM information
of the remaining partners. Besides this built-in recovery
mechanism, we propose the following operations to
further enhance resilience:
Graceful departure: the departing node should issue
a departure message, which has the same format as the
membership message, except that the num partner filed
is set to -1.
Node failure: a partner that detects the failure will
issue the departure message on behalf the failed node.
The departure message is gossiped similarly to the
membership message. In the node failure case, dupli-
cated departure messages may be generated by different
partners, but only the first received will be gossiped by a
node and others will be suppressed. Each node receiving
the message will flush the entry for the departing node,
if available, from its mCache.
Finally, we let each node periodically establish new
partnerships with nodes randomly selected from its
mCache. This operation serves two purposes: first, it
helps each node maintain a stable number of partners
in the presence of node departures; second, it helps
each node explore partners of better quality. In our
implementation, a node i calculates a score for its partner
node j using function max{s¯i,j , s¯j,i}, where s¯i,j is the
average number of segments that node i retrieved from
Figura 4.9: DONet – Algoritmo [Zhang et al. 2005].
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4.1.3.1 mTreebone
O mTreebone [Wang, Xiong e Liu 2007] foi motivado por uma
análise dos autores que indicou que, mesmo numa malha, a maior parte
dos dados flui por uma ou mais árvores implícitas. Portanto ela acrescenta
um árvore para realizar o push dos dados. Assim, os nós considerados
estáveis pertencem à arvore realizando push, enquanto os outros ficam
na borda (outskirts) e só enviam dados em resposta a requisições pull
(Figura 4.10(a)). A figura b ilustra a adaptação necessária quando nós da
árvore saem da rede. Para manter a malha, o mTreebone adota mecanismo
semelhante ao DONet (seção 4.1.2.1), inclusive na escolha do protocolo
fofoqueiro, mas o pull não é realizaado a menos que seja necessário. O
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Figura 4.10: mTreebone – Rede Híbrida (a) e Dinâmica dos nós (b) [Wang, Xiong e
Liu 2007].
4.1.3.1.1 Árvore Treebone Para a eficiência da árvore, a escolha dos
nós estáveis deve ser cuidadosa, e o critério usado é escolher nós presen-
tes na rede há mais tempo, o que é melhor do que escolher nós recém-
chegados. Um limiar de escolha foi atribuído – idade igual ou superior a
30% do tempo restante da sessão – de forma que não restrinja o cresci-
mento da árvore nem inclua muitos nós instáveis.
A árvore começa contendo apenas o servidor (origem do vídeo).
Cada nó entra na rede contatando o servidor e obtendo: uma lista de nós,
a duração e o tempo já decorrido da sessão. Dentre os nós estáveis na lista
recebida (deve haver pelo menos um), o novo nó se conecta como filho
de um deles. Assim o nó permanece como cliente da árvore, e periodica-
mente verifica se sua idade já permite se considerar estável, momento no
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qual o nó se auto-promove (nós com tempo de chegada 10 na figura 4.11).
4.1.3.1.2 Promoção Antecipada Visto que antes de 30% do tempo
de sessão nenhum nó poderia se considerar estável, mantendo apenas o
servidor como fonte de push para todos os nós, há um mecanismo que
permite aos nós se tornarem estáveis antes do seu limiar de idade. A cada
unidade de tempo, o nó tem probabilidade de 1/(tlimiar−nr_tentativa+

















Figura 4.11: mTreebone – Evolução da árvore Treebone [Wang, Xiong e Liu 2007].
4.1.3.1.3 Otimizações A figura 4.12 ilustra duas árvores
não-otimizadas criadas pelo procedimento descrito anteriormente. Para
melhorar tais árvores, os nós checam periodicamente suas condições em
comparação aos nós acima na árvore, começando com seu pai.
1. High-Degree-Preemption (figura 4.12(a)): se o nó tiver mais filhos
que algum nó acima eles trocam de posição.
2. Low-Jump-Delay (figura 4.12(b)): se houver um nó acima de seu
pai que tiver possibilidade de receber mais um filho, o nó assume
esse lugar.
4.1.3.1.4 Detecção de falhas Os dados são esperados continuamente
(Tree-push Pointer na figura 4.13), e quando não chegam, seja por perdas
– temporárias ou pela saída de um nó da árvore – são detectadas pela
janela mesh-pull, que faz os dados serem buscados pela malha. Os filhos





















Figure 5. Design of the push/pull
switch buffer.
Startup latency, which is the time taken by a node
between its requesting to join the session and receiving
enough data blocks to start playback;
Transmission delay, which is the time to deliver a data
block from the source to the node. Due to the buffer-and-
relay nature in overlay networks, the end-to-end transmis-
sion delay is orders of magnitude higher than that in IP mul-
ticast, thus we use second as the unit, as for startup latency;
Data loss rate, which is defined as the fraction of the
data blocks missing their playback deadlines, i.e., either lost
during transmission or experienced excessive delays.
We adopt a dynamic scenario for the evaluation, where
the overlay nodes arrive at different times and may also
leave or fail before the session ends. As discussed in Section
4.1, we use the Pareto distribution to model the durations of
the nodes in a session, which is also suggested by many em-
pirical trace studies [2][17]. The default parameters of the
distribution are adopted from the recently modeling work
for peer-to-peer streaming in [4] as well as trace studies of
PPLive, a popular commercial peer-to-peer streaming sys-
tem [9][20]. We also investigate the impact of other param-
eter settings, in particular, that for the skew factor k, which
reflects the churn rate of the clients.
6.1. Simulation Results
Unless otherwise specified, the following default param-
eters are used in our simulation, most of which follow the
typical values reported in [2][9][20]. The session length L
is set to 6000 seconds and each data block is of 1-second
video; there are 5000 overlay nodes; the maximum end-to-
end delay is 1000 ms between two overlay nodes, and the
maximum upload bandwidth is uniformly distributed from
4 to 12 times of the bandwidth required for a full streaming.
For comparison, the number of partners in CoolStreaming
is set to 5 and the number of substreams in ChunkySpread is
set to 16. The details about these two parameters and their
setting guidelines can be found in [23][19], respectively.
We set the default age threshold T (t) to 30% of the resid-
ual session length, which corresponds to the optimal setting
(see Section 4.1) when k is close to 1. We will also examine
other settings of T (t) as well as the impact of k.
Fig. 6 shows the CDF of the startup latency. We can see
that mTreebone has the lowest latency, followed by Cool-
Streaming and then by ChunkySpread. This is because,
when two events (join and leave) occur closely, the tree re-
pair process in ChunkySpread may delay the newly joined
node from receiving data. In addition, the new node needs
to receives sub-streams across multiple trees to assemble
the original stream, which further increases the delay. A
CoolStreaming node, however, has to locate multiple mesh
neighbors and establish relations, and the data pull oper-
ation also slows down the process. On the other hand, a
new node in mTreebone can receive data in the tree struc-
ture even before establishing the mesh neighborship, and
the high-degree-preemption and low-delay-jump minimize
the delay of the treebone. Similar reasons also explain the
results of transmission delay in Fig. 7. The data loss rate
for the three systems are given by Fig. 8. mTreebone also
outperforms CoolStreaming and ChunkySpread, validating
the advantage of the hybrid design.
Fig. 9 shows the data loss rate in mTreebone with dif-
ferent age threshold. Although the data loss rates are gener-
ally below 1% for a wide range of thresholds, the minimal
appears at 30% of the residual session length, which cor-
responds to the optimal threshold setting. Also, we have
conducted simulations with different k values. In general,
a larger k means the overlay is of a higher churn rate, i.e.,
more dynamic. We show the data loss rate of mTreebone as
a function of k in Fig. 10. When k is no greater than 1.5,
our mTreebone is fairly stable, and the default value of 1 is
thus representative for performance evaluation. It is worth
noting that, although the data loss rate noticeably increases
for k over 1.5, it remains less than 2%, implying that our
hybrid design resists to node dynamics well.
6.2. PlanetLab-based Experimental Results
To further investigate the performance of mTreebone, we
have implemented a prototype and conducted experiments
on the PlanetLab. Besides the three typical metrics for over-
lay nodes, we also examine the cost of the whole system
in such a real network, i.e., the message overhead to con-
struct, maintain, and repair the overlay. When a mesh is ap-
plied, the overhead also includes the messages to exchange
data availability and to request blocks from neighbors. Such
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Figure 5. Design of the push/pull
switch buffer.
Startup latency, which is the time taken by a node
between its requesting to join the session and receiving
enough data blocks to start playback;
Transmission delay, which is the time to deliver a data
block from the source to the node. Due t th buffer-and-
relay nature in overlay etworks, the end-to-end transmis-
sion delay is orders of magnitude higher than that in IP mul-
ticast, thus we use second as the unit, as for startup latency;
Data loss rate, which is defined as the fraction of the
data blocks missing their playback deadlines, i.e., either lost
during transmission or experienced excessive delays.
We adopt a dynamic scenario for the evaluation, where
the overlay nodes arrive at different times and may also
leave or fail before the session ends. As discussed in Section
4.1, we use the Pareto distribution to model the durations of
the nodes in a session, which is also suggested by many em-
pirical trace studies [2][1 ]. The efault parameters of the
distribution are adopted from the cently modeling work
for peer-to-peer streaming in [4] as well as trace studies of
PPLive, a popular commercial peer-to-peer streaming sys-
tem [9][20]. We also investigate the impact of other param-
eter settings, in particular, that for the skew factor k, which
reflects the churn rate of the clients.
6.1. Simulation Results
Unless otherwise specified, the following default param-
eters are used in our simulation, most of which follow the
typical values reported in [2][9][20]. The session length L
is set to 6000 seconds and each data block is of 1-second
video; there are 5000 overlay nodes; the maximum end-to-
end delay is 1000 ms b tween two overlay nodes, and the
maximum upload bandwidth is uniformly distributed from
4 to 12 times of the ba dwidth required for a full streaming.
For comparison, the number of partners in CoolStreaming
is set to 5 and the number of substreams in ChunkySpread is
set to 16. The details about these two parameters and their
setting guidelines can be found in [23][19], respectively.
We set the default age threshold T (t) to 30% of the resid-
ual session length, which corresponds to the optimal setting
(see Section 4.1) when k is close to 1. We will also examine
other settings of T (t) as well as the impact of k.
Fig. 6 shows t CDF the startup latency. We can see
that mTreebone has the lowest latency, followed by Cool-
Streaming and then by ChunkySpread. This is because,
when two events (join and leave) occur closely, the tree re-
pair process in ChunkySpread may delay the newly joined
node from receiving data. In addition, the new node needs
to receives sub-streams across multiple trees to assemble
the original stream, which further increases the delay. A
CoolStreaming node, however, has to locate multiple mesh
neighbors and establish relations, and the data pull oper-
ation also slows down the process. On the other hand, a
new node in mTreebone can receive data in the tree struc-
ture even before establishing the mesh neighborship, and
the high-degree-preemption and low-delay-jump minimize
the delay of the treebone. Similar reasons also explain the
results of transmission delay in Fig. 7. The data loss rate
for the three systems are given by Fig. 8. mTreebone also
outperforms CoolStreaming and ChunkySpread, validating
the advantage of the hybrid design.
Fig. 9 shows the data loss rate in mTreebone with dif-
ferent age threshold. Although the data loss rates are gener-
ally below 1% for a wide range of thresholds, the minimal
appears at 30% of the residual session length, which cor-
responds to the optimal threshold setting. Also, we have
conducted simulations with different k values. In general,
a larger k means the overlay is of a higher churn rate, i.e.,
more dynamic. We show the data loss rate of mTreebone as
a function of k in Fig. 10. When k is no greater than 1.5,
our mTreebone is fairly stable, and the default value of 1 is
thus representative for performance evaluation. It is worth
noting that, although the data loss rate noticeably increases
for k over 1.5, it remains less than 2%, implying that our
hybrid design resists to node dynamics well.
6.2. PlanetLab-based Experimental Results
To further investigate the performance of mTreebone, we
have implemented a prototype and conducted experiments
on the PlanetLab. Besides the three typical metrics for over-
lay nodes, we also examine the cost of the whole system
in such a real network, i.e., the message overhead to con-
struct, maintain, and repair the overlay. When a mesh is ap-
plied, the overhead also includes the messages to exchange
data availability and to request blocks from neighbors. Such
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Figure 5. Design of the push/pull
switch buffer.
Startup latency, which is the time taken by a node
between its requesting to join the session and receiving
enough data blocks to start playback;
Transmission delay, which is the time to deliver a data
block from the source to the node. Due to the buffer-and-
relay nature in overlay networks, the end-to-end transmis-
sion delay is orders of magnitude higher than t at in IP mul-
ticast, thus we use second as the unit, as for startup latency;
Data loss rate, which is defined as the fraction of the
data blocks missing their playback deadlines, i.e., either lost
during transmission or experienced excessive delays.
We adopt a dynamic scenario for the evaluation, where
the overlay nodes arrive at different times and may also
leave or fail before the session ends. As discussed in Section
4.1, we use the Pareto distribution to model the durations of
the nodes in a session, which is also suggested by many em-
pirical trace studies [2][17]. The default parameters of the
distribution are adopted from the recently modeling work
for peer-to-peer streaming in [4] as well as trace studies of
PPLive, a popular commercial peer-to-peer treaming sys-
tem [9][20]. We also investigate the impact of other param-
eter settings, in particular, that for the skew factor k, which
reflects the churn rate of the clients.
6.1. Simulation Results
Unless otherwise specified, the following default param-
eters are used in our simulation, most of which follow the
typical values reported in [2][9][20]. The session length L
is set to 6000 seconds and each data block is of 1-second
video; there are 5000 overlay nodes; the maximum end-to-
end delay is 1000 ms between two overlay nodes, and the
maximum upload bandwidth is uniformly distributed from
4 to 12 times of the bandwidth required for a full streaming.
For comparison, the number of partners in CoolStreaming
is set to 5 and the number of substreams in ChunkySpread is
set to 16. The details about these two parameters and their
setting guidelines can be found in [23][19], respectively.
We set the default age threshold T (t) to 30% of the resid-
ual session length, which corresponds to the optimal setting
(see Section 4.1) when k is close to 1. We will also examine
other settings of T (t) as well as the impact of k.
Fig. 6 shows the CDF of the startup latency. We can see
that mTreebone has the lowest latency, followed by Cool-
Streaming and then by ChunkySpread. This is because,
wh n two ev nts (j in and l ve) occur closely, the tree re-
pair process in ChunkySpread may delay the newly joined
node from receiving data. In addition, the new node needs
to receives sub-streams across multiple trees to assemble
the original stream, which further increases the delay. A
CoolStreaming node, however, has to locate multiple mesh
neighbors and establish relations, and the data pull oper-
ation also slows down the process. On the other hand, a
new node in mTreebone can rec ive data n the tree struc-
ture ev n befor establishing the mesh n ighborship, and
the high-degree-preemption and low-delay-jump minimize
the delay of the treebone. Similar reasons also explain the
results of transmission delay in Fig. 7. The data loss rate
for the three ystems are given by Fig. 8. mTreebone also
outperforms CoolStreaming and ChunkySpread, v lidating
the advantage of the hybrid design.
Fig. 9 shows the data loss rate in mTreebone with dif-
ferent age thres old. Although the data oss rates ar gener-
ally below 1% for a wide range of thresholds, the minimal
appears at 30% of the residual session length, which cor-
responds to the optimal threshold setting. Also, we have
conducted simulations with different k values. In general,
a larger k means the overlay is of a higher churn rate, i.e.,
more dynamic. We show the data loss rate of mTreebone as
a function of k in Fig. 10. When k is no greater than 1.5,
our mTreebone is fairly stable, and the default value of 1 is
thus representative for performance evaluation. It is worth
noting that, although the data loss rate noticeably increases
for k over 1.5, it remains less than 2%, implying that our
hybrid design resists to node dynamics well.
6.2. PlanetLab-based Experimental Results
To further investigate the performance of mTreebone, we
have implemented a prototype and conducted experiments
on the PlanetLab. Besides the three typical metrics for over-
lay nodes, we also examine the cost of the whole system
in such a real network, i.e., the message overhead to con-
struct, maintain, and repair the overlay. When a mesh is ap-
plied, the overhead also includes the messages to exchange
data availability and to request blocks from neighbors. Such
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Figura 4.13: mTreebone – Chaveam nto PUSH/PULL [Wang, Xiong e Liu 2007].
4.1.3.2 GridMedia
Ao contrário do mTr ebone, o GridMedia [Zh ng et al. 2005]
oferece push sem o uso d um árvore, mas apena a malha não-
estrutur da.
O processo de registro (login) acontece através e um ponto d
encontro (Rendezvous Point) – usado apenas para ajudar na construção da
rede – que retorna uma lista de nós. Nesse momento o relógio também é
sincronizado.
Alguns dos nós obtidos no registro são escolhidos aleatoriamente
como vizinho . Os nós conhecidos e os vizinhos são mantidos u a ta-
bela de membros que contém o tempo decorrido da última mensagem
recebida do mesmo. Este valor tem um limite máximo que controla a ex-
clusão do nó. Se um vizinho sair ou falhar, outro nó é escolhido como
novo vizinho. Os vizinhos também trocam entre si periodicamente suas
tabelas de membros, além de operar como os parceiros do DONet du-
rante o pull. Isto é, el s enviam as informações do BufferMap e enviam
o dados quando s licitados.
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Logo que entre na rede, o nó só pode operar por pull, tendo que
esperar o próximo intervalo – por isso o relógio dos nós foi sincronizado
no início – para usar o push. A cada intervalo os nós devem se inscrever
com os vizinhos para receber os pacotes por push. A escolha dos vizinhos
é através de uma roleta, cuja probabilidade de escolher um nó é igual
ao percentual de tráfego recebido do vizinho no último intervalo. Essa
mesma roleta é usada no pull. Desta forma as conexões ruins são punidas,
mas não completamente eliminadas.
Os pacotes correspondentes a um intervalo são divididos em P par-
tes, de modo que os vizinhos distinguam quais enviar por push. A função
de hash que mapeia pacotes em partes é simples: mod P , de forma que a
cada P pacotes, 1 pertencerá a cada parte. Na inscrição de cada intervalo,
os nós enviam aos vizinhos o PPMAP2, similar ao BufferMap por empregar
um bit para cada parte. Deste modo um nó tem dois PPMAPs para cada
vizinho, um de recepção e outro de envio.
4.2 Retransmissão Seletiva
Existem técnicas que ponderam a retransmissão em função do tipo
de dados perdidos. Elas se baseiam no fato que os padrões atuais de vídeo
digital (seção 2) aplicam técnicas de codificação temporal. Ao mesmo
tempo que aumentam a compressão, criam uma hierarquia entre os qua-
dros, isto é, pode-se considerar mais importantes os quadros que mais
forem necessários para a decodificação de quadros relacionados. Essas
técnicas, entretanto, não foram aplicadas a redes sobrepostas, mas um
multicast mais convencional, onde o servidor é o principal responsável
por entregar o vídeo a cada cliente.
4.2.1 Técnica Baseada no Tipo do Quadro
O trabalho [Bortoleto 2005] desenvolve um protocolo multicast
semi-confiável baseado na hierarquia de quadros do MPEG-4 [Ebrahimi
e Horne 2000]. Ele também utiliza os receptores vizinhos no grupo para
realizar a retransmissão, aliviando a carga do emissor.
Ele assume um multicast não-confiável e que os membros do grupo
se conheçam. Cada mensagem contém um quadro (I, P ou B) apenas, seu
número de sequência e tipo. Contém também os tipos dos oito quadros
anteriores, informação que é usada para descobrir o tipo dos quadros per-
didos.
Tanto o envio inicial dos dados, como as mensagens de NACK e as
retransmissões são difundidas no grupo por multicast. Dessa forma, os
nós que não perderam certo quadro, recebem sua retransmissão mesmo
2Pushing Packets Map
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sem solicitar, o que significa mensagens duplicadas. Também antes de
cada mensagem de NACK ou retransmissão o nó (seja emissor ou recep-
tor) espera um tempo aleatório. Do contrário haveria uma explosão de
mensagens repetidas.
Na chegada de um pacote de dados, o receptor verifica se existem
lacunas na sequência de quadros recebidos. Detectada a perda, a retrans-
missão ocorre de acordo com o tipo do quadro e a taxa de perda medida
nos últimos 50 pacotes:
• I (independente da taxa de perda);
• P ∧ taxa_de_perda < 65%;
• B ∧ taxa_de_perda < 35%.
4.2.2 Técnica para Redes Sem-Fio Sobrecarregadas
Essa proposta [Huszák e Imre 2008] trata do controle da retrans-
missão apenas. A transmissão é realizada pelo protocolo DCCP3 [Kohler
et al. 2006], que oferece as informações que a técnica necessita: detecção
dos pacotes perdidos e a capacidade atual do canal. O DCCP pode utilizar
vários protocolos para o transporte, mas nem todos são interessantes para
rede sem fio. O TFRC, por exemplo, não distingue a perda da rede, que é
naturalmente alta em redes sem fio, da perda por congestionamento. Isso
o torna indesejável, por subestimar a capacidade de redes sem fio. Já o
ARC4 [Akan e Akyildiz 2004] e o WLED5-ARC [Singh K.D. 2006] não so-
frem desse mal. Como a relação dos pacotes perdidos e a capacidade do
canal são conhecidos pelo emissor no DCCP, a retransmissão é controlada
inteiramente nele e de acordo com sua capacidade. Isto é, o cliente não
precisa enviar NACKs, apenas implementar o protocolo DCCP correta-
mente.
A partir da detecção de perdas, é verificado se a vazão (o through-
put de um protocolo do transporte com controle de congestionamento in-
dica a capacidade real do canal) é maior que a taxa de bits do vídeo so-
mada às retransmissões. Se a retransmissão iria inevitavelmente levar a
novas perdas por congestionamento pela exaustão dos recursos do canal,
parte das retransmissões não é realizada. Sendo p a taxa de perdas e µ a
3Datagram Congestion Control Protocol
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taxa de bits do vídeo, as fórmulas:
µ′I = ρI × p× µ
ρI =
tamanho dos quadros I no GOP
tamanho do GOP
estimam a sobrecarga devida para retransmitir os quadros do tipo I , sendo
as formulas para quadros P análogas. Se não for possível determinar a
frequência dos tipos de quadros pode-se adotar 0.33, por exemplo. Sendo
Xcc a vazão (throughput) do canal de comunicação, seguem as fórmulas
para determinar se ocorre a retransmissão:
µ < Xcc < µ+ µ
′
I =⇒ retransmitir I
µ+ µ′I < Xcc < µ+ µ
′
I+P =⇒ retransmitir I+P
Xcc > µ+ µ
′
all =⇒ retransmitir todos
Capítulo 5
Rede Sobreposta SeRViSO
Alguns serviços de vídeo sob demanda pela Internet1 têm restri-
ções folgadas de tempo, visto que o vídeo pode ser obtido inteiramente
antes da exibição. Já no caso de transmissões ao vivo, onde uma bufferi-
zação muito alta é indesejável por atrasar a exibição, a recepção a tempo
torna-se mais importante que a completa confiabilidade. Isso acontece
porque o olho humano não percebe pequenas falhas num contexto de 24
ou 30 quadros por segundo. Assim a confiabilidade – expressa no pro-
cotolo TCP, por exemplo – implica retransmissão e portanto, atraso. Isso
significa que dados perdidos ou quase, acabam atrasando pacotes poste-
riores, possivelmente provocando a perda daqueles que teriam melhores
chances de chegar a tempo.
As redes sobrepostas anteriores (seção 4.1), reconhecendo isso, uti-
lizaram o UDP com sua metodologia de não retransmitir pacotes. Por isso
não há nenhuma garantia de entrega nesses trabalhos. O assunto retrans-
missão foi, entretanto, ignorado. Certos trabalhos (seção 4.2) propuseram
mecanismos de recuperação seletiva, mas nenhum propôs um sistema vi-
sando escalabilidade ao nível da Internet. Desta forma, pode-se consi-
derar as seguintes opções naturais para agregar tratamento de perdas às
redes sobrepostas:
1. Ignorar as perdas. Isso equivale a negar a existência ou importân-
cia das perdas. Na prática, entretanto, a confiabilidade da Internet
não pode ser garantida.
2. Retransmitir cada perda. Esta opção contraria o princípio exposto
acima, que a recepção a tempo é mais importante que a confiabili-
dade completa.
3. Escolher partes para a recuperação. É a linha proposta neste
trabalho. Visto que podem existir inúmeras formas de priorizar re-
1Por exemplo: http://www.youtube.com
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transmissões, este trabalho propõe uma alternativa baseada em ca-
racterísticas do H.264 (seção 2.1).
À técnica proposta foi dado o nome de SeRViSO2. Os nós que
desejam receber o vídeo se conectam a uma rede sobreposta em ma-
lha e começam a trocar mensagens informando segmentos disponíveis e
requisitando-os uns dos outros. Quando pedaços forem perdidos, o algo-
ritmo de seleção controla para quais deles a retransmissão é solicitada.
Este capítulo explica o funcionamento do SeRViSO. A seção se-
guinte (5.1) mostra os principais componentes. A forma como a mídia
é dividida é assunto da seção 5.2. Os diferentes tipos de nós presentes
na rede são categorizados na seção 5.3, e a construção da rede é expli-
cada depois (5.4), seguida do processo de transmissão de dados (5.5). Os
diferentes algoritmos usados para a seleção de dados para retransmissão
são apresentados na seção 5.6 e o modo “desespero” na 5.7. Finalmente,
a seção 5.8 encerra detalhando as informação contidas em cada tipo de
mensagem empregada no SeRViSO.
5.1 Arquitetura
Os problemas dos modelos em árvore (seção 4.1.1) não combinam
com a expectativa de perdas que está no escopo deste trabalho. Por isso,
a rede proposta adota um modelo em malha semelhante ao já detalhado
(seção 4.1.2) – devido à sua flexibilidade no trato dos nós, que oferece
resistência a falhas. Cada nó conhece um subconjunto dos nós presentes
em toda a rede sobreposta, sendo que com partes deles são estabelecidas
parcerias visando a obtenção do vídeo.
Uma visão geral com os principais componentes que compõem a
arquitetura pode ver vista na figura 5.1. A função de cada um deles é:
• Aplicação: componente de integração com um tocador de mídia
externo. Um novo segmento deve ser enviado para exibição a cada
segundo. Após o primeiro segmento ser recebido, o componente
espera alguns segundos (quantidade fixa, definida na seção 6.1) para
permitir que um buffer seja formado, e então inicia a exibição.
• Buffer de Segmentos: este componente armazena os segmentos
que já foram recebidos, total ou parcialmente. É indexado pelo nú-
mero do segmento e, dentro deste, pelo endereço do elemento.
• Controle de NACK: componente que detecta as perdas, avalia a ne-
cessidade de retransmissão de acordo com os algoritmos propostos
(seção 5.6) e envia mensagens NACK (seção 5.5.8).












• Disponibilidade: há uma troca constante de informações sobre a
disponibilidade de segmentos entre os parceiros. Este componente
deve enviar essas informações frequentemente (seção 5.5.1).
• Escalonador: para receber os dados, os parceiros devem ser acio-
nados; por isso, esse componente escolhe entre os que dispõem de
cada segmento necessário (seção 5.5.3).
• Gerente de Parcerias: controla para que o número de parcerias (e
de nós conhecidos) esteja dentro dos limites desejados, solicitando e
respondendo solicitações quando necessário (seções 5.4.2 e 5.4.3).
Um exemplo de como esse componente enxerga esses conjuntos de
nós pode ser visto na figura 5.2.
– Nós Conhecidos: o subconjunto dos nós presentes na rede
sobreposta que são conhecidos (seção 5.4.2).
– Parceiros: o subconjunto dos nó conhecidos com os quais fo-
ram estabelecidas parcerias (seção 5.4.3).
• Camada de Comunicação: cuida do envio e recebimento de men-
sagens e dados. São suas responsabilidades:
1. Armazenar as informações de disponibilidade recebidas dos





Figura 5.2: Visão do Gerente de Parcerias.
2. A partir das requisições recebidas e mensagens NACK, pre-
parar as mensagens contendo os segmentos solicitados (seção
5.5.4), colocando-os na fila para entrega (seção 5.5.5). Os me-
tadados de cada segmento são enviados em paralelo.
3. Na recepção de dados e metadados, eles são armazenados no
Buffer (seção 5.5.7).
4. As mensagens de dados precisam ser encapsuladas e contro-
ladas pelo controle de congestionamento do protocolo TFRC
(seções 5.5.5 e 5.5.10). Já as mensagens de controle (requisi-
ções, NACK, etc) são enviadas diretamente.
Existem componentes restritos aos nós especiais (Rendezvous e
servidores), omitidos na figura 5.1 mas descritos abaixo:
• Rendezvous: nos nós Rendezvous há apenas um componente, que
responde às mensagens de entrada e saída da rede (seções 5.3.1,
5.4.1 e 5.4.4).
• Carregador de Mídia: o nó servidor não necessita de um Esca-
lonador, em vez disso ele precisa de um componente que carregue
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a cada segundo um segmento de vídeo. Este segmento é armaze-
nado no Buffer e a partir daí seus parceiros são avisados através das
mensagens de Disponibilidade.
5.2 Segmentação da Mídia
Para transferir o vídeo, ele precisa ser quebrado em partes meno-
res (figura 5.3), da mesma forma que em trabalhos relacionados (seção
4.1.2.1). Esse processo se chama segmentação, que gera segmentos de




• Elemento: como este trabalho se refere a pedaço da mídia que pode
ser um H.264 NALU (seção 2.1), um pacote de áudio ou outro des-
conhecido.
Mas se a segmentação ocorressem igual às técnicas anteriores, fa-
talmente os elementos seriam quebradas ao meio, o que aumenta a perda
no caso de um segmento perdido. Isto porque no começo e no fim do seg-
mento haveriam elementos que começam/terminam nos segmentos an-
terior e posterior, e seriam imediatamente descartados pelo tocador por
estarem incompletos. Por isso, se um segmento terminar no meio de uma
unidade, ele é extendido até o fim da mesma. A figura 5.4 ilustra como o
tamanho dos segmentos pode variar.
Tamanho: 900BTamanho: 1100BTamanho: 1040B
Tamanho médio: 1000B
Figura 5.4: Segmentos de tamanho variável.
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5.3 Nós
Caracterização dos nós que são necessários para o funcionamento









Figura 5.5: Diferentes tipos de nó da rede sobreposta.
5.3.1 Rendezvous
Este é um tipo especial de nó que ajuda na construção e manuten-
ção da rede. Para isso, ele mantém uma lista de nós ativos. Ele não é
um dos nós interessados no vídeo e, portanto, não participa da sua trans-
missão. É considerado estar “fora” da rede sobreposta, visto que não
estabelece parcerias, etc.
Podem haver um ou vários nós cumprindo este papel, seja devido
ao tamanho da rede, seja para oferecer tolerância a faltas. Caso sejam
vários eles devem trabalhar de forma replicada, com sincronizações fre-
quentes entre as listas de nós ativos. Pequenas discrepâncias (alguns nós
a mais e a menos) eventuais (entre uma sincronização e outra) num con-
junto grande de nós não afetam o funcionamento da rede sobreposta, visto
serem estatisticamente irrelevantes e cada nó não depender de um (ou pou-
cos) nós para sua conectividade à rede.
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5.3.2 Clientes
É um nó que se conecta à rede sobreposta enquanto estiver interes-
sado no recebimento do vídeo. Pode sair da rede a qualquer momento,
seja de forma controlada avisando a partida, seja devido a uma falha, o
que exige detecção por parte dos outros nós clientes e/ou Rendezvous.
5.3.3 Servidor
O nó servidor (que fornece o vídeo) se comporta na rede sobre-
posta quase da mesma forma que os clientes. Sua comunicação com o
Rendezvous é igual, de modo que este não pode diferenciá-lo. Quanto à
comunicação com os clientes, ele apenas “oferece” o vídeo, nunca “so-
licitando”. Se for desejável “mascarar” o servidor, de modo que clientes
“espertos” ou mal intensionados, não possam detectá-lo a fim de prio-
rizar o seu uso, é possível fazê-lo solicitando segmentos eventualmente.
Como também pode falhar, pode ser replicado como o Rendezvous, onde
as cópias devem procurar sincronizar a oferta dos segmentos.
5.4 Construção da Rede
5.4.1 Entrada e Saída da Rede
Para se conectar à rede sobreposta, cada nó envia uma mensagem
ENTER a um Rendezvous. Esta mensagem precisa ser repetida, como
num marca-passo, para demonstrar que o nó continua ativo.
Numa saída controlada, o próprio nó envia uma mensagem LEAVE
ao Rendezvous, e também a cada parceiro (seção 5.4.3). Entretanto, após
um timeout tpartner sem receber mensagens de um nó pode detectar a
falha de um parceiro. Neste caso, ele envia uma mensagem LEAVE no
nome do ex-parceiro ao Rendezvous. A figura 5.6 demonstra o processo
de entrada e saída da rede.
5.4.2 Nós conhecidos
Cada nó precisa conhecer apenas um subconjunto entre todos os
nós presentes na rede sobreposta. Para isso, ele deve manter uma lista
com os nós por ele conhecidos. Esta lista é limitada em tamanho (seção
6.1), de forma que os nós mais antigos da lista podem ser removidos. Nós
podem ser acrescentados nesta lista de diversas formas:
1. Uma mensagem de qualquer tipo é recebida do nó.
2. Através de uma lista de nós presente numa mensagem NODES re-
cebida numa das seguintes condições:
(a) Cada mensagem ENTER enviada por um nó ao Rendezvous é










Figura 5.6: Entrada e saída da rede.
(b) Se a lista de nós conhecidos não possui o tamanho necessário
(seção 6.1), o nó envia uma mensagem NODES vazia a algum
nó de sua lista. Essa mensagem é interpretada como requisição
pelo endereço de alguns nós. O nó que a recebe responde um
conjunto de nós como se fosse o Rendezvous.
O Rendezvous nunca é incluído na lista de nós conhecidos, visto
não participar da transferência dos dados. Para o caso de operarem na
mesma máquina um processo Rendezvous e outro servidor ou cliente,
os nós são armazenados como endereço de rede e porta de comunicação
(UDP), de forma a diferenciar os diferentes processos.
5.4.3 Parcerias
Nem todos os nós conhecidos são usados para transferência de da-
dos, apenas alguns com os quais são estabelecidas parcerias. Desta forma,
cada nó busca estabelecer uma lista de nós parceiros, subconjunto da lista
de nós conhecidos, dentro dos limites superior e inferior de tamanho (se-
ção 6.1). Enquanto o limite inferior não for alcançado o nó busca entre os
nós conhecidos os que aceitem formar parceria. Como a parceria leva a
transferência de dados é apresentado na seção 5.5. Mensagens PARTNER
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são usadas para realizar a requisição e confirmação de parcerias, diferen-
ças por um bit de marcação. Enquanto a lista de nós ativos de um nó não
atingir seu limite superior, este vai confirmar todas as parcerias solicita-
das. Quando um nó já tem sua lista cheia e não pode mais aceitar novas
parcerias, ele para de responder às mensagens PARTNER. Dessa forma,
após o timeout da espera pela resposta o nó requisitante procura parceria
com outro nó.
5.4.4 Controle da lista de nós ativos pelo Rendezvous
Toda vez que recebe uma mensagem ENTER o Rendezvous acres-
centa o nó na lista de ativos, se ele ainda não estiver. Um nó sai da lista
quando uma das seguintes alternativas acontecer:
1. Uma mensagem LEAVE for recebida, não importando se a mensa-
gem foi enviada pelo próprio nó ou por um de seus ex-parceiros.
2. Depois que um timeout trendezvous sem que o nó tenha enviado
nenhuma mensagem ao Rendezvous para demonstrar que continua
ativo.
5.5 Transmissão
A transmissão dos dados segue através de um diálogo entre parcei-
ros que envolve as fases descritas nos itens desta seção. As etapas são
apresentadas na ordem em que ocorrem, tendo em vista a transferência
de um segmento. Como múltiplos segmentos são requisitados simultane-
amente e o processo de transmissão de cada um deles é independente, as
etapas podem ser executadas em paralelo.
5.5.1 Disponibilidade de Segmentos
A partir do estabelecimento das parcerias, os nós começam a trocar
mensagems BMAP entre si. Seu propósito é informar os segmentos da
mídia disponíveis, de forma que possam ser solicitados uns dos outros
(figura 5.7).
Disponibilidade não significa que o segmento está completo, mas
que o algoritmo de seleção para NACK (seção 5.6) parou de solicitar
qualquer elemento, o que significa que está satisfeito com as partes do
segmento que possui.
5.5.2 Janelas
Dentre todos os segmentos nos quais o vídeo foi dividido, é conve-
niente definir “janelas” para delimitar sequências de segmentos sobre as






Figura 5.7: Mensagem BMAP.
vistas na figura 5.8, sendo os detalhes de cada uma delas apresentados a





1. Buffer: uma sequência ampla de segmentos, usada para delimitar as
mensagens BMAP (seção 5.5.1). É definido em torno do ponteiro
do tocador, sendo metade da janela antes e a outra metade depois
dele. Normalmente são usados intervalos de um ou dois minutos,
como em trabalhos anteriores (seção 4.1.2.1.3);
2. Escalonador: uma sequência menor que limita sobre quais seg-
mentos o algoritmo escalonador (seção 5.5.3) vai atuar. Apenas
segmentos à frente do tocador fazem parte desta janela;
3. “Desespero”: um sequência anterior à janela do escalonador, mas
ainda assim alguns segundos à frente do tocador. Usada pelo modo
homônimo descrito na seção 5.7.
5.5.3 Escalonamento
Antes de solicitar os segmentos necessários à exibição do vídeo,
um nó primeiro deve fazer uma seleção que busque os de maior interesse
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entre os que tiveram sua disponibilidade avisada pelos parceiros (seção
5.5.1). Algumas restrições podem ser estabelecidas, que são a razão do
estabelecimento de uma janela mais restrita (seção 5.5.2).
1. Segmentos pelos quais o tocador já passou já foram perdidos ou
exibidos total ou parcialmente, portanto não interessam.
2. Segmentos muito à frente do tocador podem esperar que os mais
próximos, e portanto mais urgentes, sejam obtidos.
3. Segmentos muito próximos do momento de exibição correm grande
risco de não ser obtidos a tempo, além de possivelmente atrasar os
posteriores que teriam chance de chegar a tempo.
O algoritmo adotado pelo escalonador do SeRViSO é o mesmo des-
crito na seção 4.1.2.1.4, apenas com a imposição de uma janela mais res-
trita. A escolha do escalonador é ilustrada na figura 5.9. A partir das listas
de segmentos que o algoritmo retorna, cada uma destinada a um parceiro,


























Figura 5.9: Exemplo de escalonamento.
5.5.4 Envio
Quando um nó recebe a requisição por um ou mais segmentos de
um parceiro, ele se prepara para atendê-la se possuir os segmentos solici-
tados (o que acontece se está de acordo com a mensagem BMAP enviada).
Os elementos do segmento são divididos em sequências, e cada uma de-
las é encapsulada em uma mensagem DATA, que é inserida numa fila de
mensagem para entrega (seção 5.5.5). As sequências seguem os limites
dos elementos, como no exemplo da figura 5.10.
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Segmento
Sequência A Sequência C
Sequência B Sequência D
Elementos
Figura 5.10: Os elementos são agrupados em sequências, cada uma encapsulada
numa mensagem DATA.
5.5.5 Filas de mensagens
Para cada parceiro, um nó deve manter um fila de mensagens sepa-
rada. Essas filas podem ter duas categorias de mensagens:
1. Controle: são mensagens pequenas, enviadas diretamente na pri-
meira oportunidade. Somadas, o uso da rede é pequeno, comparado
ao próximo tipo (medições na seção 6.3.1.1).
2. Dados: são maiores e representam a maior parte dos dados transfe-
ridos. Carregam partes do vídeo. Pelo seu potencial para sobrecar-
regar a rede, são encapsuladas num protocolo de controle de con-
gestionamento que controla o uso da rede (seção 5.5.10). Por isso,
se o canal de comunicação entre os dois nós estiver congestionado,














Figura 5.11: Fila contendo mensagens de vários tipos (tamanhos proporcionais às
larguras das barras).
Para exemplificar uma fila com mensagens das duas categorias,
veja a figura 5.11. As mensagens de dados são ordenadas pelo ende-
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reço da sequência de elementos contida, de modo que sejam entregues
primeiro as mensagens relativas aos dados mais urgentes, como no caso
das retransmissões (seção 5.5.8). As mensagens de controle são coloca-
das no início da fila porque sempre são enviadas logo que lidas da fila,
sem o controle de congestionamento.
Quando um nó envia uma nova mensagem de escalonamento, dei-
xando de solicitar determinado segmento, todos as mensagens relativas a
tal segmento são removidas da fila.
5.5.6 Metadados
Em cada mensagem DATA o nó receptor obtem uma sequência de
segmentos, mas apenas os dados e seus limites (início e fim). Então não há
como saber onde estão localizados os elementos ali contidos. Como essas
informações serão necessárias nos algoritmos de seleção para retransmis-
são (seção 5.6), faz-se necessária uma mensagem adicional, denominada
METADATA.
Assim, toda vez que um segmento é requisitado, em meio às men-
sagens DATA é enviada uma mensagem METADATA, contendo detalhes
sobre todos os elementos no segmento (mais detalhes na seção 5.8). Essa
mensagem também indica os elementos que o parceiro não possui. Tais
informações são importantes para o Controle de NACK, visto que de ou-
tra forma não há como saber a importância dos elementos perdidos. Por
isso, se a mensagem METADATA não for recebida (devido a uma perda,
por exemplo), uma mensagem de sinalização é enviada para que ela seja
retransmitida.
5.5.7 Recepção
Ao serem recebidos, os segmentos presentes numa mensagemDATA
são armazenados no Buffer, de modo que permanecem lacunas no seg-
mento enquanto faltarem mensagens relativas ao mesmo. As informações
da mensagem METADATA também são salvas, de modo que o algoritmo
de seleção (seção 5.6) possa avaliar os elementos que faltam (mensagens
perdidas) em relação aos que já chegaram. Devem ser armazenados ti-
mestamps com o tempo de chegada da última mensagem DATA de cada
segmento, a fim de controlar o disparo do processo de restransmissão.
5.5.8 Controle de NACK
De posse dos timestamps da recepção dos segmentos, o compo-
nente Controle de NACK determina para quais segmentos disparar o pro-
cesso de NACK (algoritmo 5.1). Esse disparo ocorre quando o timestamp
é muito antigo ou um segmento posterior recebido do mesmo parceiro tem
timestamp mais recente (linha 2).
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Algoritmo 5.1 Gatilho do Controle de NACK para o segmento i.
1: when now − timestamp(i) > TIMEOUT
2: when ∃ segment j > i | timestamp(j) > timestamp(i)
∧ provider_node(j) = provider_node(i)
Quando disparado, o processo de NACK (algoritmo 5.2) chama o
algoritmo de seleção (seção 5.6), verifica se o segmento já pode ser consi-
derado disponível (linha 3), senão verifica os elementos que o fornecedor
do segmento não possui (linha 5), que devem ser requisitados de outro
parceiro, escolhido aleatoriamente (linha 6). Finalmente, a rotina para
envio das mensagens é chamada (linhas 7 e 9).
Algoritmo 5.2 Processo de NACK.
1: selected← selectMissingElements(segment(i))
2: if selected = ∅ then
3: avaliable← available ∪ {i}
4: else
5: missing ← {∀ element ∈ selected |
marked_missing(element)}
6: partner ← choose_random{∀ p ∈
partners | has_segment(p, i)}
7: send_NACK(missing, other_partner,QNACK)
8: selected← {∀ element ∈ selected | element /∈ missing}
9: send_NACK(selected, provider_node(i), NACK)
10: end if
Para mandar uma mensagem de NACK (algoritmo 5.3), primeiro
os segmentos desejados devem ser separados em sequências contínuas, a
fim de reduzir a quantidade de dados transferidos (linha 4). Mas é im-
portante distinguir as mensagens dirigidas a outro parceiro que não o que
originalmente enviou o resto do segmento. Neste caso, é usada um men-
sagem QNACK, que pode ser ignorada total ou em parte caso o parceiro
escolhido também não possua algum elemento. Quando isso acontece,
posteriormente outro parceiro pode ser escolhido aleatoriamente. A única
diferença entre mensagens NACK e QNACK é o código da mensagem, no
seu cabeçalho (seção 5.8).
75
Algoritmo 5.3 Envio de NACK.
1: procedure send_NACK(selected, node, msg_code)
2: if selected 6= ∅ then
3: sort(selected)
4: sequences← find_contiguous_sequences(selected)




Ao receber uma mensagem NACK o nó prepara uma mensagem
DATA para cada intervalo solicitado. Se for uma mensagem QNACK,
serão mensagens QDATA, que tem apenas o código no cabeçalho para
fazer diferenciação, como ocorre entre as mensagens de NACK.
Existem casos em que o intervalo não corresponde à posição dos
elementos. Nestes casos, o intervalo retornado é ajustado de forma a ape-
nas envolver elementos completos. Como pode ser visto na figura 5.12,
o início do intervalo é avançado para coincidir com o início de um ele-
mento, e o fim abrange o último elemento por completo. Esse mecanismo





Figura 5.12: Ajuste do intervalo para retransmissão.
5.5.10 Uso do TFRC
As transferências de dados representam a quase totalidade dos da-
dos transferidos, e têm potencial para ocupar totalmente a largura de
banda da rede disponível. Desta forma, é importante adotar um meca-
nismo de controle de congestionamento, de modo que a rede seja usada
de acordo com sua disponibilidade. Se o tráfego passa pela Internet isso
se torna ainda mais imperativo. Assim, a medida que houver outros tipos
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de tráfego competindo pelo uso da rede, as transferências terão sua taxa
de transmissão reduzida ao serem detectados erros e atrasos. Na seção
2.2.2 foi descrito um modelo de protocolo para atender esses requisitos.
Este protocolo foi usado em trabalhos relacionados (seção 4.1.2.1)
e foi adotado também pelo SeRViSO. Este protocolo usa dois tipos de men-
sagens:
• TFRC_SEND. Encapsulam mensagens de dados.
• TFRC_FEEDBACK. Enviadas periodicamente pelo lado receptor
dos dados. Contém as informações que são necessárias para que o
emissor ajuste sua taxa de transferência.
Assim, como cada nó (não apenas os parceiros) tem uma fila de
mensagens para entrega (seção 5.5.5), cada fila é controlada pelo TFRC
individualmente. Esse tratamento individual leva em conta as mensagens
TFRC_FEEDBACK que aquele parceiro específico enviou para deter-
minar a taxa de transferência para ele apenas, visto que a conexão dos
outros parceiros tem suas próprias características de largura e utilização
de banda, taxa de erro, etc.
Já as mensagens de controle são muito menores e em menor quan-
tidade que as de dados e frequentemente são necessárias sem atraso (por
exemplo: REQUEST), motivos pelos quais elas estão dispensadas do en-
capsulamento pelo TFRC.
5.5.11 Mensagens MULTI
Pelo modo de funcionamento do TFRC e devido à equação que ele
usa para determinar a taxa de transferência, mensagens pequenas redu-
zem a taxa de transmissão permitida, podendo impossibilitar a obtenção
de vídeo em tempo real. As mensagens DATA, fruto da divisão de um seg-
mento, podem ser ajustadas a fim de atingir um tamanho razoável, tendo
em vista essa característica do TFRC. Mas mensagens DATA geradas em
resposta a NACKs podem não ter essa opção, devido às sequências re-
quisitadas serem muito pequenas. Neste caso, um grupo de mensagens
DATA pode ser encapsulado em uma mensagem MULTI, de forma que
esta nova mensagem seja posta na fila (seção 5.5.5) e posteriormente envi-
ada através do TFRC sem diminuir a taxa de transferência. Na recepção,
as mensagens DATA são extraídas e tratadas como se tivessem sido rece-
bidas individualmente, exceto pelo TFRC.
5.6 Algoritmos de Controle de Erro
O propósito de um algoritmo de seleção no SeRViSO é selecionar
elementos dentre os faltantes de um segmento para solicitar a retransmis-
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são através de mensagens de NACK. Neste trabalho, são propostos três
algoritmos, cada um seguindo determinada heurística. Um aspecto im-
portante é que eles sejam adaptáveis ao momento da rede e aos elementos
perdidos, visto que nem todos eles tem a mesma importância para a deco-
dificação, segundo o H.264 (seção 2.1). Para verificar isso os algoritmos
foram testados através dos experimentos apresentados no capítulo 6. To-
dos os algoritmos têm duas características em comum:
• Trabalham e avaliam cada segmento isoladamente;
• São precedidos por uma rotina que varre os elementos do seg-
mento, atribuindo um peso a cada um de acordo com a função ele-
mentWeight() (algoritmo 5.4), que considera principalmente o tipo
de quadro H.264 que o elemento contém.
Algoritmo 5.4 A função elementWeight(element) : real determina o
peso de um elemento.
1: return MIN(sizeWeight+ kindWeight, 3)
Algoritmo 5.5 Função sizeWeight(element) : real
1: return MAX(10−log10(size(element)),0)10
Algoritmo 5.6 Função kindWeight(element) : real
1: function
2: when not NALU =⇒ 1.5
3: when NON_IDR, IDR =⇒ check slice type (I, P, B ...)
4: when I, PARTITION_A =⇒ 3
5: when P =⇒ 2
6: when B, PARTITION_B, PARTITION_C =⇒ 1
7: when PARAMETER_SET =⇒ 3
8: when delimiter =⇒ 0
9: otherwise =⇒ 1.5
10: end function
Como se pode ver entre as linhas 4 e 8 do algoritmo 5.6, os pesos
classificam os elementos numa escala: dos mais importantes (fatias com
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codificação I) aos menos importantes (delimitadores). Aos elementos de
áudio e outros é atribuído um peso de valor intermediário (linha 9). Os
tipos PARTITION_x correspondem às partições descritas na seção 2.1. Já
a função sizeWeight serve para privilegiar os elementos de prioridade dois
de menor tamanho (linha 1). Primeiro porque o tamanho de elementos
de peso três (linha 4) não afeta o peso total (linha 1). Segundo porque
elementos de baixo peso tem menor chances de serem retransmitidos.
5.6.1 SeRViSO
O algoritmo 5.7 parte do somatório dos pesos dos elementos pre-
sentes e do somatório dos pesos de todos os elementos (presentes e fal-
tando) do segmento. De posse desses valores, o algoritmo aplica a heurís-
tica de buscar satisfazer três metas fixas:
1. Obter todos os quadros de peso três (linha 9), principalmente qua-
dros I;
2. Obter 90% dos elementos considerados ponderadamente (linha
1);
3. Garantir 70% do tamanho total do segmento em bytes, por garantia
(linha 2).
Enquanto as duas últimas metas não forem atingidas o algoritmo
continua executando o loop (linha 14) que acrescenta o elemento perdido
não-selecionado de maior peso (linha 15) à lista de elementos escolhidos
para NACK.
5.6.2 SeRViSO Adaptativo
A versão adaptativa do SeRViSO(algoritmo 5.8) é uma variação do
anterior que busca flexibilizar as metas fixadas de acordo com a situação
da rede. Isto significa que ele pode buscar metas superiores às do algo-
ritmo anterior ou tolerar perdas maiores, de acordo com o que a rede de
permitir.
Entretanto, avaliar a rede é um assunto à parte. Informações deter-
minadas pelo TFRC poderiam ser usadas, mas introduziriam um acopla-
mento indesejável, impedindo a substituição posterior desse protocolo. A
solução encontrada foi baseada na contagem das vezes que o algoritmo de
seleção é executado para cada segmento (linha 2). Desta forma, o número
de mensagens NACK é usado para determinar as metas ponderadas (linha




1: MIN_RATE ← 90%
2: MIN_BY TES ← 0.7× SEGMENT_SIZE
3: function selectMissingElements(segment) : list
4: sumWeights← sum{∀ element ∈ segment→
elementWeight(element)}
5: sumBytes← sum{∀ element ∈
segment | ¬missing(element)→ size(element)}
6: missing ← {∀ element ∈ segment |missing(element)→
element)}
7: sumMiss← sum{∀ element ∈ missing →
elementWeight(element)}
8: sumAvail← sumAll − sumMiss
9: always← {∀ element ∈ missing | elementWeight(element) =
3→ element}
10: missing ← missing − always
11: sumAvail← sumAvail + sum{∀ element ∈ always→
elementWeight(element)}
12: sumBytes← sumBytes + sum{∀ elementinalways→
size(element)}
13: sort_by(missing, elementWeight, ′descending′)
14: while
missing 6= ∅ ∧ (sumAvail/sumWeights < MIN_RATE ∨
sumBytes < MIN_BY TES) do
15: element← first(missing)
16: selected← selected ∪ {element}
17: missing ← missing − {element}
18: sumAvail← sumAvail + elementWeight(element)
19: sumBytes← sumBytes+ size(element)
20: end while
21: return always+ selected
22: end function
Se a contagem de mensagens NACK fosse feita por parceiro em
vez de por segmento, igualmente se poderia estimar a “falhabilidade” da
comunicação com ele, e seria possível controlar as metas baseado-se nesse
valor. O inconveniente seria que oscilações momentâneas na rede entre os
parceiros afetariam as metas dos segmentos daquele nó por muito tempo
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Algoritmo 5.8 SeRViSO Adaptativo.




5: sumWeights← sum{∀ element ∈ segment→
elementWeight(element)}
6: sumBytes← sum{∀ element ∈
segment | ¬missing(element)→ size(element)}
7: missing ← {∀ element ∈ segment |missing(element)→
element)}
8: sumMiss← sum{∀ element ∈ missing →
elementWeight(element)}
9: sumAvail← sumAll − sumMiss
10: always← {∀ element ∈ missing | elementWeight(element) =
3→ element}
11: missing ← missing − always
12: sumAvail← sumAvail + sum{∀ element ∈ always→
elementWeight(element)}
13: sumBytes← sumBytes + sum{∀ elementinalways→
size(element)}
14: sort_by(missing, elementWeight,′ descending′)
15: while missing 6= ∅ ∧ (sumAvail/sumWeights <
minRate ∨ sumBytes < minBytes) do
16: element← first(missing)
17: selected← selected ∪ {element}
18: missing ← missing − {element}
19: sumAvail← sumAvail + elementWeight(element)
20: sumBytes← sumBytes+ size(element)
21: end while
22: return always+ selected
23: end function
após a situação ter-se normalizado.
5.6.2.1 Esforço de retransmissão
Para ser adaptativo, o esforço de retransmissão expresso nas metas
deve decrescer à medida que mais mensagens NACK são enviados para
o mesmo segmento. Por isso, o algoritmo busca 100% do segmento na
meta ponderada para a primeira mensagem NACK, 95% para o seguinte,
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depois 90% e assim por diante (algoritmo 5.9). Já na meta de tamanho, os
índices são 100%, 90%, 80%, etc (algoritmo 5.10).
Algoritmo 5.9 Ajustando a meta ponderada ao número de mensagens
NACK.
1: function acceptableRate(numberOfNacks) : real
2: return 1− 0.05× numberOfNacks
3: end function
Algoritmo 5.10 Ajustando a meta de tamanho ao número de mensagens
NACK.
1: function mininumBytes(numberOfNacks) : real
2: return (1− 0.1× numberOfNacks)×
SEGMENT_SIZE
3: end function
5.6.3 SeRViSO (m, k)− firm
Os algoritmos anteriores tem o inconveniente de permitirem que
elementos consecutivos sejam perdidos. Para evitar é isso, é proposto o
algoritmo 5.11, que agrega a premissa (m, k) − firm (seção 3.4.3) ao
SeRViSO.
Algoritmo 5.11 SeRViSO (m,k)-Firm.
1: function selectMissingElements(segment) : list
2: missing ← {∀ element ∈ segment |missing(element)→
element)}
3: always← {∀ element ∈ missing | elementWeight(element) =
3→ element}
4: mid← mkfirm(segment, 3, 2, 12)
5: low ← mkfirm(segment, 2, 1, 6)
6: return always+mid+ low
7: end function
Como nos algoritmos anteriores, elementos com peso três são sem-
pre selecionados. Depois os elementos com peso entre dois e três (linha
4) são analisados em grupo pela função mkfirm(), seguidos pelos de
peso entre um e dois. O último parâmetro indica o nível de exigência,
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sendo que para a faixa entre dois e três é tolerada a perda de um a cada
doze elementos, e na faixa entre um e dois, um a cada seis. A função
mkfirm() (algoritmo 5.12), por sua vez, encontra os elementos da faixa
desejada (linha 2) e os separa em grupos do tamanho desejado (linha 3).
Se um grupo tiver mais de um elemento perdido (linha 6), os elementos
são selecionados a fim de seguir a premissa do (m,k)-Firm. A figura 5.13
ilustra esse processo para o grupo de elementos com peso entre 1 e 2.
Algoritmo 5.12 Função (m,k)-Firm
1: function mkfirm(segment, top, bottom, size) : list
2: some← {∀ element ∈ segment | bottom <=
elementWeight(element) < top}
3: groups← split_into_groups_of(some, size)
4: for group ∈ groups do
5: missing ← {∀element ∈ group |missing(element)}
















Figura 5.13: Aplicação do (m,k)-Firm ao grupo [1; 2).
5.6.4 Modo “Tradicional”
Este não é um algoritmo proposto, mas um sob o qual o SeRViSO
opera como uma rede sobreposta tradicional que implementasse a opção
2 apresentada no início deste capítulo. Foram contatados dois autores,
mas não foi possível obter nenhuma redes sobrepostas anterior (seção
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4.1.2). Estas seriam usadas para, uma vez adaptadas, fornecer uma base
de comparação nos testes. Por isso o modo tradicional foi implementado
no protótipo do SeRViSO. Mas por ter um funcionamento mais simples
ele permite uma série de otimizações. Elas são necessárias para evitar
carregá-lo com características específicas do SeRViSO, que tem custo mas
seriam irrelevantes neste modo. Otimizações aplicadas:
1. A mídia não é processada à procura de NALUs, visto que esta in-
formação não seria usada;
2. Cada segmento é simplesmente dividido em oito partes de tamanho
fixo para transmissão, permitindo a simplificação de algumas men-
sagens (seção 5.8);
3. Dessa forma, não há necessidades de mensagens METADATA, nem
de MULTI;
4. O algoritmo de NACK é mais simples: tenta recuperar todas as par-
tes perdidas.
5.7 Modo “Desespero”
Nos intervalos das janelas do Buffer e do Escalonador (seção 5.5.2)
pode-se observar que existe um momento a partir do qual um segmento
não será mais escalonado, mesmo que ele esteja à frente do tocador. Este
cenário, onde um segmento é “descoberto” (isto é, disponibilizado por
um parceiro) muito próximo de seu momento de exibição (portanto fora
da janela do Escalonador), pode acontecer algumas vezes numa rede so-
breposta. Se ocorresse o escalonamento, o parceiro selecionado teria que
mandar todos nós em sequência, onde possivelmente nem todos chega-
riam a tempo, com ou sem NACK. Entretanto, um tratamento diferenci-
ado permite que o segmento seja obtido em paralelo, o que reduz o tempo
necessário para tanto, possibilitando que todas as mensagens cheguem a
tempo.
Esta técnica é proposta neste trabalho para lidar com esse caso mar-
ginal. A razão é que as perdas (objeto desse estudo) influenciam o surgi-
mento destas situações, por dois motivos:
1. Perdas que atrasaram a recepção do segmento pelos parceiros;
2. Perdas de mensagens de disponibilidade (BMAP).
Quando um segmento i é detectado nesta situação é aplicado um
algoritmo específico (5.13). Ele divide o segmento (linha 11) em inter-
valos de tamanho fixo, exceto possivelmente o último. Então cada parte
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é solicitada de um parceiro diferente que possui o segmento (linha 2),
usando uma mensagem QNACK (a linha 16 chama o algoritmo 5.3). Ele
também solicita os metadados a um dos parceiros, de modo que possa
usar o algoritmo de seleção (seção 5.6). A partir do momento que os me-
tadados estiverem presentes, as próximas execuções do algoritmo passam
a usar o algoritmo de seleção (linha 4) ao invés de dividir o segmento em
intervalos de tamanho fixo.
Algoritmo 5.13 Modo “Desespero”.
1: INTERV AL_SIZE ← SEGMENT_SIZE / 8
2: candidates← {∀ p ∈ partners | has_segment(p, i)}





8: partner ← choose_random(candidates)
9: ask_metadata(partner)
10: range← expected_segment_limits(i)
11: intervals← split_range(range, SEGMENT_SIZE)
12: end if
13: while intervals 6= ∅ do
14: range← pop(intervals)




Esta lista contém todos os tipos de mensagens empregadas pelo
SeRViSO na comunicação entre os nós. Ela detalha entre quais tipos de nó
as mensagens trafegam, as informações que cada uma carrega e sugestões
de formas de representação eficientes.
1. ENTER (seção 5.4.1).
Origem: nó cliente ou servidor.
Destino: Rendezvous.
Conteúdo: nenhum, já que o endereço do nó (IP e porta UDP) pode
ser extraído do quadro UDP.
2. LEAVE (seção 5.4.1).
Origem: nó cliente ou servidor.
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Destino: Rendezvous.
Conteúdo: endereço do nó (se for enviado pelo próprio nó, será
igual ao endereço no quadro UDP).
3. NODES (seção 5.4.2).
Origem: nó cliente, servidor ou Rendezvous.
Destino: nó cliente ou servidor.
Conteúdo: lista de endereços de nós, possivelmente vazia.
Representação: deve incluir IP e porta UDP.
4. PARTNER (seção 5.4.3).
Origem e destino: nós cliente ou servidor.
Conteúdo: indicação se é solicitação ou confirmação.
























Figura 5.14: Troca de mensagens para conexão na rede sobrepostas, descobrerta de
Nós, e estabelecimento de parcerias.
Na figura 5.14 esse primeiro grupo de mensagens é representada:
(a) A comunicação entre o nó ‘a’ e o Rendezvous para entrar na
rede (ENTER) e o retorno de uma lista de nós (NODES);
(b) O pedido que o nó ‘a’ faz ao nó ‘b’ por alguns nós da sua lista
(NODES(0)) e resposta (NODES);
(c) O estabelecimento de parcerias através das mensagens de soli-
citação (PARTNER(req.)) e confirmação (PARTNER(conf.)).
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5. BMAP (seção 5.5.1).
Origem e destino: parceiros.
Conteúdo: indicação dos segmentos que estão disponíveis, limita-
dos à janela atual do nó (seção 5.5.2), e endereço do primeiro seg-
mento representado.
Representação: um bit por segmento é suficiente, num formato já
adotado por trabalhos anteriores (seção 4.1.2.1), onde ‘1’ marca a
disponibilidade.
6. REQUEST (seção 5.5.3).
Semelhante à mensagem BMAP em quase todos os aspectos.
Representação: ‘1’ marca um segmento solicitado.
7. METADATA (seção 5.5.6).
Origem e destino: parceiros.
Conteúdo: posição (em bytes) de início do primeiro elemento con-
tido no segmento e as seguinte informações sobre cada elemento:
(a) Tamanho;
(b) Tipo: o tipo do NALU (seção 2.1) ou ‘OUTRO’ (para áudio,
por exemplo);
(c) Indicação quando o parceiro não possui o elemento. A bit set
to indicate it is not available to the supplier.
Representação: posição, tamanhos e tipos são inteiros, o primeiro
deve atender número na casa dos milhões, o segundo nas dezenas
de milhares e o terceiro cabe em um byte, com espaço para um bit
que represente (quando ‘1’) a falta do elemento.
8. DATA (seção 5.5.4).
Origem e destino: parceiros.
Conteúdo: início do segmento dentro do vídeo (em bytes), início do
intervalo transferido em relação ao segmento e os dados.
Representação: o início do segmento deve ser um inteiro de tama-
nho considerável, já o inicio do interval, nem tanto.
9. MULTI (seção 5.5.11).
Origem e destino: parceiros.
Conteúdo: lista de mensagens DATA encapsuladas.
Representação dos itens: as mensagens devem precedidos pelo seu
tamanho em bytes (até alguns milhares).
10. NACK (seção 5.5.8).
Origem e destino: parceiros.
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Conteúdo: posição de início do segmento (em bytes) e lista de in-
tervalos requeridos.
Representação dos intervalos: início em relação ao segmento e ta-
manhos (inteiros).
11. QDATA (seções 5.5.8 e 5.7).
Igual a DATA, exceto pelo código do tipo de mensagem.
12. QNACK (seções 5.5.8 e 5.7).














Figura 5.15: Troca de mensagens para transferência de dados.
A figura 5.15 demonstra o uso dessas mensagens para obter os seg-
mentos e realizar a retransmissão dos elementos perdidos:
(a) Primeiro os nós avisam aos parceiros os segmentos que dis-
põem (BMAP 1 e 3);
(b) A requisição é feita ao parceiro selecionado (REQUEST);
(c) A mensagem de metadados do segmento (METADATA) e as
mensagens contendo os elementos são enviadas em sequên-
cia (algumas do tipo DATA e outras MULTI que encapsulam
mensagens DATA menores);
(d) De acordo com os metadados, parte dos elementos seleciona-
dos para retransmissão é selecionado do parceiro que já havia
transferido o segmento (NACK) e parte de outro parceiro que
também possui o mesmo;
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(e) As retransmissões chegam de ambos os parceiros (mensagens
DATA eQDATA, encapsuladas em mensagensMULTI ou não).
No modo tradicional (seção 5.6.4) algumas das mensagens são di-
ferentes devido à operação simplificada deste:
1. METADATA
Não existe porque não é necessária.
2. DATA e QDATA
Conteúdo: índice (entre ‘0’ e ‘7’) dentro do segmento e os dados.
Representação: um byte para o índice.
3. MULTI
Não existe porque não é necessária.
4. NACK e QNACK
Representação: cada segmento é representado por um byte, sendo
que cada um dos oito bits representa uma das partes do segmento.
Estas são as mensagens emitidas pelo protocolo TFRC (seção 5.5.10)
empregada pelo SeRViSO para troca de dados com controle de congestio-
namento:
1. TFRC_DATA
Origem e destino: parceiros.
Conteúdo: número do pacote, timestamp, round-trip-time e dados.
Representação: o número deve ser inteiro de tamanho suficiente
para que não ocorra overflow em transmissões mais longas, já o
timestamp e o rtt necessitam de precisão até os milisegundos.
2. TFRC_FEEDBACK
Origem e destino: parceiros que já iniciaram a transmissão de da-
dos.
Conteúdo: timestamp (do último pacote TFRC_DATA recebido),
atraso interno (desde o recebimento da mensagem), taxa de recep-
ção (medida para o último intervalo de um atraso fim-a-fim) e nível
de erro medido.
Representação: timestamp e atraso interno devem ter precisão até
os milisegundos, a taxa de recepção necessita de um inteiro que re-
presente quantos bytes por segundo, e para o nível de erro basta um




Foi construído um protótipo na linguagem Python1 que implementa
o protocolo descrito, permitindo o teste da rede sobreposta SeRViSO. Ele
pode operar sob qualquer um dos algoritmos de seleção propostos (seção
5.6). A seguir estão seus parâmetros de funcionamento e suas limitações,
a partir da proposta que consta no capítulo 5. Quando for configurável, o
valor indicado é o adotado nos testes.
1. Múltiplos Rendezvous (seção 5.3.1): o número de nós clientes não
chegou a um nível que necessitasse o uso desse recurso, assim ele
não foi implementado. Portanto, o protótipo suporta apenas um
único Rendezvous;
2. Disponibilidade de segmentos pelo Servidor (seções 5.3.3 e 5.5.1):
o servidor avisa a disponibilidade dos segmentos antes que qualquer
outro nó o faça, sendo o primeiro alvo para requisições. Para evitar
que ele transmita tudo a cada parceiro ele restringe a disponibilidade
de cada segmento para apenas 2 dos seus parceiros.
3. Nós conhecidos (seção 5.4.2): o limite inferior é 30 e o superior é
60 (configurável).
4. Parcerias (seção 5.4.3): o limite inferior é 15 e o superior é 30
(configurável).
5. Janelas (seção 5.5.2): os intervalos têm tamanho configurável.
(a) Buffer: 2 minutos (sendo metade antes e metade depois do
segmento tocando a cada instante).
(b) Escalonador: começa no segmento 5 segundos à frente da-
quele que está tocando.
1http://www.python.org
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(c) “Desespero”: começa no segmento 3 segundos à frente da-
quele que está tocando.
6. Tamanho das sequências enviadas (seção 5.5.4): um oitavo da taxa
de bits do vídeo.
7. Timeout de Controle de NACK (algoritmo 5.1): 1800 milisegundos.
8. Tamanho das mensagensMULTI (seção 5.5.11): o mesmo das sequên-
cias (item 6 acima).
9. Cada nó inicia a exibição 10 segundos após a disponibilidade do
primeiro segmento, a fim de obter um pequeno buffer.
10. A mídia transferida consiste em arquivos pré-gravados MPEG-4
com conteúdo H.264, de modo que o cabeçalho do arquivo precisa
ser transferido confiavelmente (modo Tradicional) em vez de usar o
algoritmo de seleção em teste;
11. O cabeçalho do arquivo é ignorado quando o teste se dá em máqui-
nas sem interface, também para não influenciar nos resultados;
12. A exibição é feita pelo ffplay, utilitário incluído no pacote do con-
versor de audio e vídeo ffmpeg2. A integração ocorre através da en-
trada padrão do processo do tocador, que recebe os dados do vídeo
vindos da rede sobreposta SeRViSO. Os dados perdidos são substi-
tuídos por bytes nulos.
6.2 Metodologia
Como ambiente de teste foi adotado o PlanetLab3. Vários nós fo-
ram adicionados a uma fatia obtida através da Rede Nacional de Ensino
e Pesquisa4. Cada teste incluiu em média 141.94 nós (desvio padrão de
8.17).
A instalação de programas nos nós do PlanetLab não é trivial, visto
tratar-se de um ambiente linux bastante limitado – apenas interface por
modo caractere, por exemplo – necessitando que bibliotecas e linguagens
de programação tenham de ser instaladas na própria fatia do PlanetLab, ao
invés de estarem disponíveis automaticamente. Essas dificuldades guia-
ram a escolha do Python como linguagem de implementação do protótipo,





Frequentemente muitos dos nós do PlanetLab não encontravam-
se em condições favoráveis, necessitando serem descartados dos testes
mesmo pertencendo à fatia. Por exemplo:
1. Sistema de arquivos com permissão somente para leitura;
2. Relógio atrasado ou adiantado;
3. Sem acesso a serviço de DNS;
4. Muita carga na CPU devido a experimentos realizados por outros
usuários (pode acontecer de o nó ‘congelar’ no meio do experi-
mento);
5. Muita carga de rede no nó ou no acesso da instituição que o hospeda
à Internet.
6. O sistema operacional dos nós pode ser re-instalado frequentemente,
então os programas devem ser recarregados na fatia. Eventualmente
a chave pública para acesso ssh não é mantida, precisando a antiga
ser removida para que a integração seja re-estabelecida.
Dessa forma, os nós executam testes de conexão entre si para de-
terminar quais têm condições de suportar a taxa necessária para a trans-
missão de vídeo em tempo real. Os nós que não apresentavam conexão
de velocidade suficiente com um número significativo de outros nós fo-
ram eliminados. Tais restrições provocaram a eliminação de muitos nós,
restando para os testes nós da América do Norte e Europa, que possuem
acesso rápido entre si (figura 6.1). Mesmo depois do início de um teste
as condições de cada nó podem mudar, por isso eles enviam mensagens
LEAVE para os destinos muito lentos. Se isso ocorrer muitas vezes (mais
de 45, configurável), o nó assume que o problema é consigo mesmo e não
com os outros, abandonando o teste. Foi verificado que o ideal é que o
atraso fim-a-fim seja inferior a 100 milisegundos, mas nos testes foi dada
uma pequena tolerância de 60 millisegundos (configurável).
Para avaliar a retransmissão foram introduzidos erros aleatórios a
uma taxa fixa, sem contar os erros que ocorreram naturalmente na rede.
Os testes foram repetidos quatro vezes para cada um dos cenários, carac-
terizado pelo algoritmo usado pelo nível da taxa de erro (5 ou 20%).
Níveis maiores de perdas não foram usados porque o protocolo de
controle de congestionamento usado (TFRC, seção 2.2.2) usa o cálculo
das perdas para determinar a taxa máxima de transferência. Desta forma,
perdas maiores levam a uma taxa insuficiente para a transmissão de vídeo
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Figura 6.1: Nós que atenderam aos requistos para os testes.
em tempo real. Outros protocolos mais agressivos, entretanto, podem
oferecer melhores resultados.
Os dados foram registrados nos nós durante a execução de cada
teste e transferidos após seu final para a extração das medições apresen-
tadas a seguir. Cada cenário – que envolve um determinado algoritmo e
taxa de erro – foi testado quatro vezes e a média das execuções foi usada.
O arquivo usado nos testes possuía taxa de bits de 249kb/se du-
ração de 30 minutos. Todos os nós observaram um limite de emissão
durante o experimento, de 2Mbps.
6.3 Resultados
Esta seção contém os gráficos e tabelas com os resultados dos ex-
perimentos. Cada gráfico contém somente a avaliação dos algoritmos sob
um único nível de erro (5 ou 20%) para facilitar a leitura. As tabelas
trazem os valores médios entre as quatro execuções de cada cenário na
coluna µ, sendo o desvio padrão incluído na coluna σ. Como os valores
do desvio padrão foram baixos eles não são discutidos individualmente,
mas estão presentes para demonstrar a baixa variabilidade dos resultados.
O texto se refere aos algoritmos SeRViSO, Adaptativo e (m,k)-Firm
como ‘algoritmos SeRViSO’, visto que foram propostos neste trabalho. Ao
contrário do modo Tradicional, que é apenas um modo de funcionamento
similar ao das redes sobrepostas orientadas a dados anteriores, apenas com
a adição de um mecanismo de retransmissão simples.
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6.3.1 Tráfego
As medições abaixo avaliam o tipo dos dados transferidos, sejam
dados, controle, retransmissões, ou ainda algumas mensagens específicas
do protocolo que convêm analisar detalhadamente, como QDATA, NACK
e QNACK.
6.3.1.1 Mensagens de Controle
Nesta avaliação, o tráfego de mensagens de controle do protocolo é
comparado com o tráfego gerado para a transmissão dos dados (taxa base),
sem incluir as retransmissões. O propósito dessa medida é verificar se o
nível de tráfego que essas mensagens utilizam atinge níveis prejudiciais
ao tráfego das mensagens mais importantes, as de dados. O cálculo é feito
pela seguinte fórmula:
mensagens exceto {DATA, QDATA}
mensagens {DATA, QDATA}
5% de Perda 20% de Perda
Algoritmo µ σ µ σ
Tradicional 3.60% 0.14% 3.74% 0.10%
SeRViSO 4.38% 0.11% 5.23% 0.20%
Adaptativo 4.43% 0.15% 5.24% 0.16%
(m,k)-Firm 4.29% 0.11% 5.03% 0.08%
Tabela 6.1: Mensagens de Controle
Acompanhe a análise na figura 6.2 e na tabela 6.1. Média e desvio
padrão são representados pelas letras gregas µ e σ, respectivamente. Em
todos os casos essas mensagens elevam o tráfego menos de 6%, mesmo
quando as perdas estão em 20%. O pico inicial se refere ao momento em
que os nós estão estabelecendo parcerias e nem todos iniciaram a transfe-
rência de dados ainda, sendo portanto a taxa base nesse momento menor.
Entre os algoritmos do SeRViSO não há diferença significativa no volume
dessas mensagens, embora levemente seja superior ao modo Tradicional.
Há um pequeno crescimento nessas mensagens (menos de 1%), compa-
rando os cenários com 5% e 20% de erro, mas inferior ao aumento nas
perdas (15%). As variações presentes nos gráficos e que contrastam com
a estabilidade do modo Tradicional são explicadas principalmente pelas
mensagens METADATA e NACK. Como o tamanho e o número dos ele-



























































(b) 20% de erro.
Figura 6.2: Mensagens de controle.
tadas, contrastando com a estabilidade da representação por bitmap no
modo Tradicional.
6.3.1.2 Retransmissões
Comparando a quantidade de dados retransmitidos com a taxa base
pode-se verificar qual o nível de esforço que cada algoritmo emprega para
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obter os pacotes perdidos. O propósito dessa medida é quantificar como
os mecanismos de cada algoritmo refletem em aumento de tráfego para
retransmissões. O cálculo é feito pela seguinte fórmula:
retransmisso˜es
transmisso˜es + retransmisso˜es
5% de Perda 20% de Perda
Algoritmo µ σ µ σ
Tradicional 12.03% 0.08% 29.27% 0.77%
SeRViSO 7.22% 0.59% 15.28% 0.28%
Adaptativo 10.48% 0.56% 23.03% 0.23%
(m,k)-Firm 7.50% 0.65% 17.56% 0.44%
Tabela 6.2: Sobrecarga por Retransmissões
Acompanhe a análise na figura 6.3 e na tabela 6.2. Enquanto o
modo Tradicional realiza retransmissões sempre que pode, elevando a
sobrecarga, os algoritmos SeRViSO realizam esforço menor, em variados
graus. SeRViSO e (m,k)-Firm estão em níveis semelhantes, com o último
levemente mais alto devido ao seu critério de evitar perdas próximas. Já
o Adaptativo realiza mais retransmissões para os níveis de perda testados,
mas em cenários com mais perdas isso poderia se inverter, visto que os
outros algoritmos (SeRViSO e (m,k)-Firm têm metas fixas. A diferença en-
tre as sobrecargas do modo Tradicional e dos algoritmos SeRViSO chegou
a 14% de economia, em relação à taxa base. Os picos mais acentuados
dos algoritmos SeRViSO nos gráficos são atribuídos a perdas concentradas
(aleatórias) de fatias I, que sempre são escolhidas para retransmissão. Em
contraste, quando as perdas recaem em maior número sobre fatias P ou B,
os algoritmos são mais tolerantes, gerando mínimos locais nos gráficos.
Já o modo Tradicional desconhece o tipo de dados perdidos e recupera
indistintamente, apresentando valores mais estáveis.
6.3.1.3 Mensagens QDATA
Foi verificado o uso de mensagens QDATA em lugar das DATA,
em comparação à taxa base. Elas ocorrem em dois cenários: no modo
“desespero” (seção 5.7) ou quando o parceiro que originalmente enviou
o segmento não possui uma parte escolhida para retransmissão e outro
parceiro recebeu essa tarefa (seção 5.5.8). O propósito dessa medida é
verificar o quão frenquente foi o uso desses modos apresentados neste





































































(b) 20% de erro.
Figura 6.3: Sobrecarga para retransmissões.
mensagens QDATA
mensagens {DATA, QDATA}
Acompanhe a análise na figura 6.4 e na tabela 6.3. Não houve di-












































(b) 20% de erro.
Figura 6.4: Uso de mensagens QDATA.
SeRViSO, independente da taxa de perda, além do nível ser baixo (pico e
média inferiores a 0.65 e 0.35% respectivamente). Isso indica que essa
mensagem é necessária em eventos isolados e relativamente raros. O
modo Tradicional empregou essa mensagem em níveis tão baixos que não
são visíveis nas figuras ou na tabela.
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5% de Perda 20% de Perda
Algoritmo µ σ µ σ
Tradicional 0.00% 0.00% 0.00% 0.00%
SeRViSO 0.32% 0.04% 0.31% 0.06%
Adaptativo 0.30% 0.01% 0.32% 0.06%
(m,k)-Firm 0.28% 0.15% 0.23% 0.04%
Tabela 6.3: Transferências por Mensagens QDATA
6.3.1.4 Mensagens (Q)NACK
A quantidade de NACKs enviados por segundo é um reflexo da
forma como cada algoritmo avalia a retransmissão, visto que todos se-
guem o mesmo processo para controlar a execução do processo de seleção
de elementos e envio dessas mensagens. O propósito dessa medida é ana-
lisar como os algoritmos propostos fazem uso de mensagens (Q)NACK
para atingir suas metas. O cálculo é feito pela seguinte fórmula:
mensagens {NACK,QNACK} / segundo
total de no´s
5% de Perda 20% de Perda
Algoritmo µ σ µ σ
Tradicional 0.93 0.07 2.08 0.03
SeRViSO 0.85 0.03 1.98 0.07
Adaptativo 0.85 0.03 1.75 0.04
(m,k)-Firm 0.89 0.03 2.05 0.02
Tabela 6.4: Mensagens (Q)NACK enviadas por nó a cada segundo.
Veja a figura 6.5 e a tabela 6.4. Especialmente a 20% de perda,
algumas características ficam mais visíveis:
1. O modo Tradicional envia NACKs (considerando cada segmento)
enquanto houver tempo, enquanto os outros param antes, de acordo
com suas metas;
2. O (m,k)-Firm evita perdas próximas, o que o leva a enviar mais

















































(b) 20% de erro.
Figura 6.5: Uso de mensagens (Q)NACK.
3. O Adaptativo para de enviar NACKs antes dos outros, mesmo re-
alizando mais retransmissões (seção 6.3.1.2). Como ele se adapta
às condições da rede, na primeira vez que ele é executado para um
determinado segmento, escolhe todas as perdas para retransmissão,
sendo que a meta é diminuída a cada execução (seção 5.6.2). Desta
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forma, inicialmente ocorrem mais pedidos de retransmissão, mas
como eles diminuem o algoritmo para de enviar NACKs mais cedo.
6.3.2 Pacotes Atrasados
O recebimento de pacotes após seu tempo de exibição é dupla-
mente nocivo. Além de já estarem perdidos para o usuário, sua trans-
missão ocupou um canal de comunicação já saturado. Assim eles podem
acabar impossibilitando o recebimento de outros pacotes posteriores que
poderiam chegar a tempo. O propósito dessa medida é se os algoritmos
permitem que essa situação prejudicial à transmissão em tempo real acon-
teça. O cálculo é feito pela seguinte fórmula:
dados recebidos apo´s perderem seu deadline
dados (va´lidos ou na˜o) enviados ao tocador
5% de Perda 20% de Perda
Algoritmo µ σ µ σ
Tradicional 0.06% 0.03% 0.13% 0.05%
SeRViSO 0.00% 0.00% 0.00% 0.00%
Adaptativo 0.00% 0.00% 0.00% 0.00%
(m,k)-Firm 0.00% 0.00% 0.00% 0.00%
Tabela 6.5: Pacotes Atrasados
Acompanhe a análise na figura 6.6 e na tabela 6.5. Os algoritmos
do SeRViSO experimentaram atrasos em níveis tão baixos que não são visí-
veis na tabela e muito pouco nas figuras. Já o modo Tradicional exibe esse
problema, mas muito pouco para ser relevante (0.3% no seu ápice). Tal
eficiência deve ser atribuída às janelas do Escalonador e do modo “Deses-
pero”, esta última pouco à frente do segmento tocando (seção 5.5.2).
6.3.3 Perdas
Essa medida verifica a quantidade de dados que não chegaram ou
que chegaram atrasados. O cálculo é feito através das seguintes fórmulas:
Geral : dados perdidos
dados na mi´dia original
I : quadros I perdidos / quadros I na mi´dia originalperda geral
Acompanhe a análise na figura 6.7 e na tabela 6.6. As perdas medi-












































(b) 20% de erro.
Figura 6.6: Chegada de pacotes atrasados.
< Adaptativo < (m,k)-Firm < SeRViSO. Para as taxas de erro medidas
não existe tanta diferença entre Adaptativo e (m,k)-Firm, mas o primeiro
seria mais tolerante com taxas de perda mais altas. Por isso, as curvas e
as médias estão mais próximas no cenário a 20% do que no cenário 5%.
Alguns algoritmos superam o valor de 5% de perdas, isso acontece por-
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(b) 20% de erro.
Figura 6.7: Perda média.
Comparando a taxa geral de perda com a medida para cada tipo de
fatia pode-se determinar a ‘seletividade’ dos algoritmos, ou seja, o quanto
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Algoritmo Geral I
µ σ µ σ
5% de Perda
Tradicional 1.4% 0.5% 101.4% 10.4%
SeRViSO 7.0% 0.5% 57.6% 4.4%
Adaptativo 3.9% 1.0% 81.7% 6.6%
(m,k)-Firm 5.2% 1.5% 64.2% 9.0%
20% de Perda
Tradicional 3.8% 1.4% 110.3% 11.5%
SeRViSO 16.1% 1.2% 57.1% 7.1%
Adaptativo 10.0% 1.2% 65.3% 3.3%
(m,k)-Firm 11.0% 0.8% 65.7% 7.1%
Tabela 6.6: Perdas Médias.
eles se focaram nos quadros mais importantes 5:
1. As perdas do modo Tradicional são aleatórias;
2. O algoritmo SeRViSO básico parece ser mais ‘focado’ em fatias I. En-
tretanto deve-se levar em conta que ele apenas está tolerando mais
perdas do que os outros tipos de fatias. O Adaptativo, por outro
lado, mostra uma profunda mudança nesse aspecto entre os cená-
rios com taxa de perda de 5 e 20%. Se no primeiro as perdas de
fatias I eram 81.7% da perda média, no segundo foram de 65.3%,
em cenários com maiores perdas a seletividade seria ainda mais in-
tensa;
6.3.4 Análise Geral
Como trabalhos relacionados não estavam disponíveis para estudos
comparativos, um modo Tradicional foi acrescentado ao protótipo para
oferecer uma base de comparação. Avaliando o tráfego extra das retrans-
missões num cenário com 20% de perdas introduzidas artificialmente, nos
modos Tradicional, SeRViSO, Adaptativo e (m,k)-Firm foram medidos res-
pectivamente: 29.97, 15.28, 23.03 e 17.56% do tráfego base, que con-
siste apenas nas transmissões de dados. O tráfego de mensagens de con-
trole não foi significativo em nenhum caso: 3.74, 5.23, 5.24 e 5.03%,
na mesma sequência. A chegada de pacotes atrasados (após o segmento
5Observação: a medição das perdas das fatias com codificação I está incluído numa categoria





















































(b) 20% de erro.
Figura 6.8: Perda de fatias I em relação ao total.
já ter sido exibido) foi inferior a 0.3% em todos os casos. Assim, os
algoritmos propostos – SeRViSO, Adaptativo e (m,k)-Firm – economizam
13.45%, 5.44% e 11.12% do tráfego base.
As perdas foram medidas (no mesmo cenário de erros induzidos)
em 3.8, 16.1, 10 e 11% do vídeo nos modos Tradicional, SeRViSO, Adap-
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tativo e (m,k)-Firm. Se as perdas das fatias com codificação I (as mais im-
portantes) são comparadas com a perda média, os resultados foram 110.3,
57.1, 65.3 e 65.7%, respectivamente.
Comparando as medidas das retransmissões e perdas citadas nos
dois parágrafos acima, e avaliando o funcionamento dos algoritmos sob
os dois níveis de perdas induzidas (5% e 20%), tira-se as recomendações
da próxima seção.
6.3.5 Qual o melhor algoritmo?
Depende do cenário. Para perdas elevadas ou que variam muito, o
Adaptativo consegue se ajustar melhor que os outros. Se a taxa de perda é
pequena e a rede tem disponibilidade para retransmissões ele também é a
melhor opção. Mas se as taxa de perda for pequena e também estável (sem
picos) o modo Tradicional ainda oferece vantagens, devido à sua simpli-
cidade. Quando um determinado nível de qualidade é esperado os modos
SeRViSO e (m,k)-Firm são a melhor escolha, especialmente o último. As
metas que foram fixadas nesses algoritmos podem ser alteradas de acordo
com a qualidade desejada.
6.3.6 Métrica de Qualidade
Mecanismos simples tentam ‘adivinhar’ a perda de qualidade da
apresentação reconstituindo os grupos de figuras e assinalando a perda de
todas as fatias que dependem de outra já perdida [Bortoleto 2005]. Desta
forma, conseguem criar uma medida unificada de qualidade. Esse proce-
dimento é simples quando o grupo de figuras tiver padrões de organização
claros (por exemplo, IBBPBBPBBPBBI), ainda mais se cada figura con-
sistir de apenas uma fatia.
Mas essa avaliação torna-se mais complexas e sujeita a erros com
o H.264, já que múltiplas figuras podem ser usadas como referência e
os padrões de organização são extremamente flexíveis, inclusive com a
presença de partições. Devido à essas dificuldades neste trabalho obtou-
se por comparar o nível geral de perda com o das fatias I. Também outros
avanços do H.264 (seção 2.1) permitem reprodução parcial a partir de
dados incompletos (p. ex: partição A sem a C correspondente). Assim, os
únicos programas que podem realmente atribuir o nível de qualidade são
os tocadores de mídia – e não programas externos a eles – sendo que um
pode ser ‘mais inteligente’ que outro na presença de perdas.
Capítulo 7
Conclusão
Em virtude de sua versatilidade, as redes sobrepostas oferecem
uma interessante alternativa ao IP Multicast. Existem diversos tipos de-
las, seja em CDNs, redes P2P ou para implementar multicast na camada
de aplicação. Critérios para retransmissão já haviam sido aplicados em
protocolos de multicast semanticamente-confiáveis e na retransmissão se-
letiva de streaming cliente-servidor. Agora este trabalho oferece uma nova
proposta voltada a redes sobrepostas, baseado nas características do vídeo
codificado segundo o padrão H.264, na forma de algoritmos que solicitem
a retransmissão de acordo com o tipo de codificação das fatias de vídeo.
Na rede sobrepostas SeRViSO os nós clientes descobrem uns aos
outros através de nós Rendezvous, que provêm somente essa função. Co-
nhecendo uns aos outros eles estabelecem parcerias para trocar partes do
vídeo sem saber quem é o servidor (o nó que disponibiliza o vídeo). Cada
nó avisa aos parceiros as partes que possui, de modo que possam solicitá-
las. Cada parte do vídeo, originalmente disponível apenas no servidor, é
distribuídas a todos os nós estáveis da rede, parceria a parceria. As par-
tes perdidas durante a transmissão são avaliadas por um dos algoritmos
propostos, que escolhe quais devem ter sua retransmissão requerida.
São propostos três algoritmos, sendo que os dois primeiros esta-
belecem prioridades para cada parte baseadas no tipo de codificação: I
tem prioridade maior que P, cuja prioridade é maior que B. A partir das
prioridades o algoritmo SeRViSO escolhe todas do tipo I, e também entre
os outros, de forma que obtenha 90% da soma das prioridades de todos as
partes do segmento, sendo as prioridades baseadas no tipo de codificação
e no tamanho da parte. O algoritmo adaptativo desenvolve esse meca-
nismo, adotando de uma meta que se adapte ao estado da rede em vez de
fixa em 90%. Desse modo, na primeira vez que um segmento tem par-
tes escolhidas para retransmissão, todo ele é requisitado, mas nas vezes
seguintes a meta é reduzida a cada execução. Já o algoritmo (m,k)-Firm
opera de forma diferente, separando os pacotes em grupos de acordo com
seu tipo (I, P e B). Ele tolera a perda de 1 em cada sequência de 12 do tipo
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P, ou 1 em 6 do tipo B, mas nenhum do tipo I – qualquer situação acima
disso é selecionada para recuperação.
Pelos resultados da Análise Final (seção 6.3.4), os três algoritmos
propostos atingem o objetivo de fornecer uma recuperação seletiva, de
forma que para ambientes com taxa de erro imprevisível, ou pequeno, ou
grande, o algoritmo Adaptativo oferece benefícios, mas quando a qua-
lidade desejada é fixa o (m,k)-Firm (principalmente) é uma boa opção,
sempre com a possíbilidade de adaptar as metas à qualidade desejada.
Também verificou-se durantes os testes que o PlanetLab é um ins-
trumento valioso para a realização de testes automatizados, desde que
aprenda-se a lidar com seus problemas: instabilidade dos nós individu-
ais e a dificuldade em instalar (e manter) programas nos nós.
Continuando a pesquisa em torno do tema deste trabalho, pode-se
enumerar alguns possíveis trabalhos futuros:
1. Segurança: testar mecanismos de segurança para redes sobrepos-
tas sobre o SeRViSO permite avaliar alguns aspectos mais realistica-
mente que com simuladores, como por exemplo tráfego, atraso e
custo computacional extras;
2. PUSH: a partir da integração desse modo de operação ao SeRViSO,
investigar se os algoritmos continuam adequados ou devem ser adap-
tados;
3. Rendezvous X Protocolos Fofoqueiros: compará-los em diferen-
tes cenários, em termos da quantidade de nós e da taxa de abandono,
como o objetivo de determinar quando são necessários vários nós
Rendezvous e também qual mecanismo de controle de membresia é
mais apropriado em cada cenário;
4. Localidade e IP Multicast: empregando pacotes IP Multicast para
comunicação dentro de uma sub-rede, nós interessados em deter-
minado conteúdo podem descobrir uns aos outros e cooperar entre
si, evitando receber os mesmo dados, o que sobrecarrega a conexão
da sub-rede com a Internet sem necessidade. Tal mecanismo pode
ser usado tanto em redes sobrepostas como em CDNs ou em qual-
quer tipo de multicast, de modo que o suporte a IP Multicast entre
diferentes redes não seja necessário, apenas nos nós nas extremida-
des. Essas técnicas são chamadas de island multicast [Jin, Cheng e
Chan 2009], e o desafio seria como realizar a retransmissão seletiva
de erros nesse contexto de cooperação entre os nós de uma mesma
sub-rede.
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Durante o desenvolvimento deste trabalho o artigo [Lenz, Lung e
Siqueira 2010] foi publicado, correspondendo a um estado intermediário
de desenvolvimento da proposta aqui presente (somente um algoritmo é
proposto).
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