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Abstract
Statistical modeling plays a fundamental role in understanding the underlying
mechanism of massive data (statistical inference) and predicting the future (statisti-
cal prediction). Although all models are wrong, researchers try their best to make
some of them be useful. The question here is how can we measure the usefulness
of a statistical model for the data in hand? This is key to statistical prediction.
The important statistical problem of testing whether the observations follow the pro-
posed statistical model has only attracted relatively few attentions. In this paper,
we proposed a new framework for this problem through building its connection with
two-sample distribution comparison. The proposed method can be applied to eval-
uate a wide range of models. Examples are given to show the performance of the
proposed method.
Keywords: Statistical modeling, Model assessment, Distribution test, Goodness-of-fit
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1 Introduction
Statistical prediction and inference is the core of statistics. Statistical prediction is a very
important contribution of statistical research to the society, and it depends more strongly
than statistical inference on the statistical model proposed by the expert or learned from
the past. However, as George Box said that “all models are wrong, but some are useful”.
Here comes a question that “To what extent, they (statistical models) are useful?” Or we
may ask in another way that “Is our statistical model built for given dataset acceptable or
good enough?” This paper seeks a statistical answer to this question.
Here is a motivating example. Assume that we have observations {(xi, yi) : i =
1, 2, · · · , 200} from model Y = 10(X − 0.2)2 + , with X ∼ U(0, 1) and  ∼ N(0, 1).
The scatter plot of these observations is shown in the left panel of Figure 1. The sim-
plest way of analyzing these observations is to assume that they follow a linear model,
i.e, Y = β0 + β1X + η. We obtain, by least square method, βˆ0 = −1.29 ± 0.1784 with
p-value = 1.09× 10−11 and βˆ1 = 5.93± 0.3061 with p-value < 2× 10−16, and the fitted line
is shown as the blue solid line in left panel of Figure 1.
The p-value of β only tells the response Y strongly depends on X but noting about
the question we cared much about that whether the linear model is good enough for these
observations? A usual way to answer this question is to fit a more complicated model,
for example, a second order model, to the data, and compare it with the linear model.
However, there are so many models and we should try, in principle, each of them to answer
this question, which is impossible. One may resort to the adjusted R2, which is 0.6536
for this case. However, it also tells less information about the goodness-of-fit of the linear
model, since there exists two datasets with the same adjusted R2, but one dataset truly
follows a linear model and the other one does not (Details are given in Section 3). On the
other hand, the adjusted R2 is not applicable to many applications.
Alternatively, by applying our method (see Section 2) to this example, we get a p-
value=0.004, which shows a strong evidence against the claim that the linear model is
good enough (Details are given in Section 3) and consists with the quadratic trend between
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Figure 1: A motivating example. Left panel: the gray points are observations from model
Y = 10(X − 0.2)2 + , with X ∼ U(0, 1) and  ∼ N(0, 1). The blue solid line is obtained
by linear regression of these observations, and the red dashed line is the true model. Right
panel is the plot of residuals. As one can tell from the plot, there is a quadratic trend
between the covariate and the residual, but gives no information on to what extent we can
believe in the linear model. The p-value from our method for this linear model is 0.004,
which indicates the linear model is not good enough.
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the covariate and the residual shown in right panel of Figure 1. The merit of our method
is that we do not need to compare the current model with a more complex model to tell
whether the current model is correct or good enough, and also we do not need to check
the model by looking into the residual plot, which is unavailable for many models, such as
logistic model and Poisson model.
The adjusted R2 is a summary statistic of the residuals. Along this direction, there are
many model checking methods proposed for linear regression models defined in equation (1)
by analyzing the behavior of residuals based on the assumption of ε, such as Eε = 0 or
E(ε|X) = 0, see for example, Stute et al. (1998b); Stute (1997); Stute and Zhu (2002);
Xia (2009); Khmaladze et al. (2004); Van Keilegom et al. (2008); Stute et al. (1998a);
Zheng (1996). There are also some other methods proposed for other specified models, for
example, Guo et al. (2016) considered model checking for parametric single-index models,
Van Keilegom et al. (2008) and Neumeyer and Van Keilegom (2010) considered the case
for heteroscedastic regression model, and Zhang and Wu (2011) considered the case for
non-stationary time series model. We refer to Gonza´lez-Manteiga and Crujeiras (2013) for
a review. Note that all of these methods can not be applied to generalized linear models
(McCullagh, 1989), since there is no residuals for these models. Importantly, they try to
answer the question that whether the observations are from the specified model, but we
try to answer whether the working model is good enough for the observations in hand.
Fan et al. (2001) proposed to use generalized likelihood ratio test to test whether the
true model is linear, i.e., testing H0 : f(X) = β0 + β1X v.s. H1 : f(X) 6= β0 + β1X. Here
H1 is usually taken as f(X) ∈ Sk (e.g. Sk = {f ∈ L2[0, 1] :
∫ 1
0
f (k)(x)2dx ≤ C}), a larger
functional space containing H0. Essentially, it is to seek the best approximation of f(X)
in Sk, and compare it with the model under H0. Although it can be done through basis
function expansion and work well in some cases, it still has some difficulties in many real
applications. Also, there are some works focusing on identifying the structure of the true
model f(X), say, is it linear or not? which can be achieved by adding a penalty on high
order terms, see for example Cao et al. (2016).
Tsay (1992) proposed a model checking procedure via parametric Bootstrap. The un-
derlying principle is that if the model is correct or good enough, the Bootstrap 95% CI for
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each response yi should contain the observation yi with probability close to 95%. Finally, a
plot with acceptance envelopes is used as a final diagnosis of the model. However, there is
no quantitative measurement on the quality of the proposed model. Although we also use
the idea of Bootstrap, our method tending to provide a overall evaluation of the working
model is totally different from the method in Tsay (1992) that tends to focus on one aspect
of the working model. This Bootstrap idea was also applied to Bayesian model checking
called posterior predictive assessment based on χ2 discrepancy between the observed re-
sponse and predicted response (Gelman et al., 1996). Comparing with this method, our
method directly focus on the discrepancy between the true model and the working model
through comparing the joint distribution between (X, Y ) and (X, Y ∗), where Y ∗ is the
predicted response. In addition, our method is applicable to both frequentist and Bayesian
framework, and computational efficient.
The rest of this paper is organized as follows: In Section 2, we build the connection be-
tween measuring the goodness-of-fit of the working model and two-sample distribution com-
parison. Furthermore, we proposed a new test statistic, Maximum Adjusted Chi-squared
(MAC) statistic, for comparing two unknown distributions based on two independent sam-
ples. In Section 3, simulations and real data examples are given to evaluate the performance
of our method. Section 4 concludes this paper with some further discussions.
2 Statistical Model Assessment
In this section, we will firstly build a connection between statistical model checking and
two-sample distribution comparison. After that, we will introduce our new method for the
later problem.
2.1 Linear Model
Firstly, we consider model assessment for the following linear model
Y = c+ f(X) + ε,with Eε = 0 and Eε2 < +∞, (1)
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where X is a random vector in Rp with p ≥ 1, and Y is a random variable. To make the
constant c be estimable, we need the following identifiable assumption.
Assumption A. We assume that Ef(X) = 0, and c = 0 for simplicity.
The goal of statistical modeling is to find a parametric model g(X|θ) to better approxi-
mate the unknown function f(X) in model (1), where parameter θ is unknown and will be
estimated from observations {(xi, yi) : i = 1, 2, · · · , n}. If the distribution of ε is assumed
to be normal, which is common in applied statistics, θ can be estimated through maximiz-
ing the likelihood function or Bayesian method. If one does not put any assumption on
the distribution of ε, θ can be estimated by least square method or estimating equation
approach.
The key problem we consider here is to measure the distance between the true model
f(X) and the working model g(X|θ). If the true model is known, the Kullback-Leibler
Divergence defined in equation (2) can be used to measure the goodness of the working
model, which also indicates the principle of maximum likelihood.
KL(f, g) =
∫
f log(f/g)dµ. (2)
However, the real situation here is that we have no information about the true model f , and
what we only have is the observations {(xi, yi) : i = 1, 2, · · · , n} from the true model. Thus,
our concern here is to measure the goodness of the working model based on observations
from the true model. We summarize this problem in the following.
Problem A: Model Assessment. Assume that we proposed a working model g(X|θ)
for observations from model (1), to what extent we can believe in the model g(X|θˆn)? where
θˆn is the estimator of θ. In other words, is there any chance for us to improve our working
model?
To motivate our method, we assume that the proposed working model with identifiable
assumption (Assumption B) for observations from model (1) is,
Y = c+ g(X|θ) + η,with η = f(X)− g(X|θ) + ε. (3)
Assumption B. Eg(X|θ) = 0 for any θ.
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Remark 1. When we do statistical analysis, e.g, statistical inference and statistical
prediction, based on working model (3), the underlying assumption we made is that the
true model f(X) belongs to the parametric model g(X|θ).
If the true model f(X) belongs to the parametric model g(X|θ), there exits some θ0 such
that f(X) = g(X|θ0). η in model (3) can still satisfy Eη = 0 under Assumption A and
B, and θ can be estimated by least square method. With this working model, Problem
A can be formulated as the following statistical hypothesis testing problem:
H0: The true model f(X) belongs to the parametric model g(X|θ); H1: it does not.
Note that to make statistical inference on this testing problem, unlike the generalized
likelihood ratio test (Fan et al., 2001), we do not need to specify the alternative hypothesis
or estimate f in a larger functional space, and thus, our method is very simple to use in
real applications.
Denoting the estimates of θ in model (3) as θˆn, we get estimates of η denoted by
ηˆ = {ηˆi : i = 1, 2, · · · , n} corresponding to {(xi, yi) : i = 1, 2, · · · , n} with ηˆi = yi−g(xi|θˆn).
Let η∗ = {η∗i : i = 1, 2, · · · , n} be an i.i.d bootstrap sample from ηˆ (see Remark 1), then
Y ∗ = g(X|θˆn) + η∗ is an i.i.d bootstrap sample of Y . With these information in hand, we
have the following lemma.
Remark 2. The bootstrap samples of Y , Y ∗ can also be obtained through parametric
bootstrap with the assumption η ∼ N(0, σ2η), where ση can be estimated from ηˆ = {ηˆi : i =
1, 2, · · · , n}.
Lemma 1. Assuming that θˆn → θ0 a.s. as n → ∞, we have P{(X, Y ∗) d= (X, Y )} = 1,
if and only if the true model f(X) belongs to the parametric model g(X|θ), where X d= Y
means that X and Y has the same distribution.
Proof. ‘If’ part: Since the true model f(X) belongs to the parametric model g(X|θ), there
exists a θ0 such that f(X) = g(X|θ0). On the other hand, we have g(X|θˆn) → g(X|θ0) =
f(X), a.s, as n→∞, by θˆn → θ0 a.s. Thus, the bootstrap sample η∗ is the bootstrap sample
of ε in model (1). Finally, the joint density function of (X, Y ∗), p(X, Y ∗) = p(Y ∗|X)p(X) =
p(Y |X)p(X) = p(X, Y ), as n→∞.
‘only If’ part: According to the definition of η∗, we can write it as η∗ = f(x∗)−g(x∗|θˆn)+ε∗,
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where x∗ is one of xi in {x1, · · · ,xn}, and ε∗ the corresponding unknown εi. Given X,
we have Y ∗ = g(X|θˆn) + η∗ = g(X|θˆn) + f(x∗) − g(x∗|θˆn) + ε∗. Comparing with the
conditional distribution of Y |X, we know that if f(X) = g(X|θˆn) + f(x∗) − g(x∗|θˆn),
we have (X, Y ∗) d= (X, Y ). Fixing x∗, cn = f(x∗) − g(x∗|θˆn) is a constant approaching
c = f(x∗)− g(x∗|θ0), as n→∞, and f(X) = g(X|θˆn) + cn → g(X|θ0) + c should hold for
any X. Under Assumption A and B, this is only the case when f(X) = g(X|θ0).
Lemma 1 bridges the original problem of measuring the goodness of the working
model to the problem of two-sample distribution comparison, i.e., measuring the distance
between the distribution of observations {(xi, yi) : i = 1, 2, · · · , n} from the true model and
the distribution of bootstrap samples {(xi, y∗i ) : i = 1, 2, · · · , n} from the working model.
In Section 2.3, we will introduce a new method for comparing two distributions of two
independent samples.
2.2 Generalized Linear Model
In this section, we consider model assessment for the generalized linear model:
Y ∼ f(y; β, φ) = exp{ yβ − b(β)
φ+ c(y, φ)
}, h(µ) = h(EY ) = c+ f(X), (4)
where the response Y has a distribution belonging to the exponential family and the co-
variates X are linked to the response through a link function h.
Under this setting, we want to assess the following working model:
Y ∼ f(y; β, φ) = exp{ yβ − b(β)
φ+ c(y, φ)
}, h(µ) = h(EY ) = c+ g(X|θ). (5)
Similar to the linear model, we have following result. Its proof is simple, and omitted.
Lemma 2. Assuming that θˆn → θ0 a.s. as n → ∞, we have P{(X, Y ∗) d= (X, Y )} = 1,
if and only if the true model f(X) belongs to the parametric model g(X|θ), where X d= Y
means that X and Y has the same distribution, where Y ∗ is generated from model (5) with
θ replaced by its estimator θˆn.
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2.3 Two-sample Distribution Comparison
According to Lemma 1 and Lemma 2, in this section, we will consider the following two-
sample distribution comparison problem:
Problem B: Distribution Comparison. Given observations of (X,Y) ∈ Rp ×
Rq, {(xi,yi) : i = 1, 2, · · · , n} and observations of (X,Y∗) ∈ Rp × Rq, {(xi,y∗i ) : i =
1, 2, · · · , n}, where p ≥ 1 and q ≥ 1 are two positive integers. We want to test null
hypothesis: (X,Y∗) d= (X,Y)
There are many methods proposed for this problem, see Thas (2010) for a review and see
Zhou et al. (2017); Chen and Friedman (2017) and Kim et al. (2018) for recent developments
on this direction. Jiang et al. (2020) introduced a new class of statistics, Maximum Adjusted
Chi-squared (MAC) test statistics, for this problem, which is promising as seen from their
results. In the following, we give a brief introduction on MAC.
To define our new statistic, some notations are needed. Let Li = (wi,vi), i = 1, 2, · · · , k,
be k points in Rp × Rq, where wi ∈ Rp and vi ∈ Rq. Define ALi,Lj = {(x,y) ∈ Rp ×
Rq : d(x,wi) ≤ d(wi,wj)}, and BLi,Lj = {(x,y) ∈ Rp × Rq : d(y,vi) ≤ d(vi,vj)}.
Furthermore, we define A11 = ALi,Lj
⋂
BLi,Lj , A12 = A
c
Li,Lj
⋂
BLi,Lj , A21 = ALi,Lj
⋂
BcLi,Lj ,
A22 = A
c
Li,Lj
⋂
BcLi,Lj . Let Pij =
∑n
k=1 I((xk,yk) ∈ Aij), Qij =
∑n
k=1 I((xk,y
∗
k) ∈ Aij),
and Rij = Pij +Qij, for i = 1, 2; j = 1, 2, the local test statistic at (Li,Lj) is defined as
S(Li,Lj) =
2∑
k=1
2∑
l=1
(Pkl −Qkl)2
Rkl
. (6)
If Rkl = 0, we define the corresponding term in the above formula as 0. It can be shown
that S(Li,Lj) → χ23, as n → ∞ (see Lemma A.1 in Appendix A.2), and thus S(Li,Lj)
is called adjusted chi-squared statistic. Note that the definition of the local statistic is
different from that given in Jiang et al. (2020).
Define D = (X,Y) and D∗ = (X,Y∗), the Maximum Adjusted Chi-squared (MAC)
test statistic is defined as the maximum of all local statistics:
MAC(D,D∗) = max
1≤i<j≤k
S(Li,Lj). (7)
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We reject H0 : D
d
= D∗ if MAC(D,D∗) > c0, where c0 is a positive threshold. More
discussions on the definition of MAC are given in Appendix A.1.
Remark 3. The principle underlying MAC is as follows. For any partition of the
space Ω = A11
⋃
A12
⋃
A21
⋃
A22, we can construct a χ
2 test statistic S, and S → χ23 if
H0 : D
d
= D∗ is true. In other words, the local statistic S(Li,Lj) is defined on a particular
partition of the space Ω. In principle, we should check any kind of partition of the space
to see whether there is any difference of these two distributions on this partition. In real
applications, due to limited observations from the underlying distribution, we only need to
check a part of them. This idea is similar to that behind HHG (Heller et al., 2012).
To establish the consistency of MAC statistic, we define the population version of the
local test statistic at (Li,Lj) as
Sp(Li,Lj) = n
2∑
k=1
2∑
l=1
(pkl − qkl)2
rkl
. (8)
where pkl = PD(Akl), qkl = PD∗(Akl), and rkl = pkl + qkl. Furthermore, the population
version of MAC statistic is given by
MACp(D,D∗) = max
1≤i<j≤k
Sp(Li,Lj). (9)
The consistency of MAC is established in Theorem 3, whose proof is given in Appendix
A.2.
Theorem 3. Following above notations and assuming that rij ≥ η > 0 for any i and j,
then for any  > 0, let δ = 4n
η
( 1
η
+ 2), we have
P (|MAC(D,D∗)−MACp(D,D∗)| > δ) < 4k2e−n2/8.
Furthermore, we have: (1) under H0, P (MAC(D,D
∗) ≤ O(√n log k)) → 1, as n → ∞;
(2) under H1, P (MAC(D,D
∗) > O(n))→ 1, as n→∞.
Remark 5. As stated in the theorem, the upper bound of MAC under the null hypothesis
is of order
√
n log(k), but its lower bound under the alternative hypothesis is of order n.
This implies the consistency of MAC.
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Remark 6. The upper bound of MAC under the null hypothesis does not depend on
where we define the local statistics, i.e, the choice of Li, but only depends on the number
of these locations. This property is key to our algorithm of model checking.
2.4 The Algorithm
In this section, we introduce our algorithm for statistical model assessment with discussions
on other methods. The algorithm goes in two steps: (1) estimate the discrepancy between
the true model and the working model by statistic defined in equation (2.7) and (2) get
the p-value of this discrepancy. In Step 1, the discrepancy is estimated by comparing
the distribution of observations from the true model and that of predictive observations
obtained from the working model via Bootstrap. In Step 2, the p-value is obtained through
simulation. The algorithm is summarized in Algorithm 1, which is called predictive
assessment of statistical models, since it is on the basis of predictive observations of the
response.
The idea underlying our algorithm is similar to that in Tsay (1992) and Gelman et al.
(1996). Tsay (1992) estimates the (1 − α) confidence interval for each observation yi(i =
1, 2, · · · , n) based on the working model. If the working model is good enough, this the
interval shall cover the observation yi with probability close to 95%. Based on this principle,
the working model is checked using a plot called acceptance envelopes. However, there is
no overall assessment of the working model. The Bayesian predictive assessment method in
Gelman et al. (1996) assess the working model through a predefined discrepancy statistic,
for example, χ2 discrepancy, which only focuses on one aspect of the discrepancy between
the true model and the working model. In addition, for the Bayesian predictive assessment
method, if we have a wrong model for the error term ε in model (1), we also obtain a small
p-value, which is undesired. Comparing with these two methods, the key ingredient in our
algorithm is that we use MAC statistic, TB in Algorithm 1, to measure the discrepancy
between the true model and the working model through comparing the distribution of
observations from the true model and that of predictive observations from the working
model. This ingredient allow us to give a full characterization of the discrepancy between
the true model f(X) and the working model g(X|θ). In other words, TB can be regarded
11
Algorithm 1 Goodness-of-Fit Test for Statistical Models
Input: observations: {(xi, yi) : i = 1, 2, · · · , n}; working model: g(X|θˆn);
Output: p-value of checking whether observations come from the working model
1: for b = 1, · · · , B do
2: for i = 1, 2, · · · , n do
3: generate Bootstrap sample of yi, y
∗b
i , by Bootstrapping the residuals or parametric
Bootstrap
4: end for
5: Compute the test statistic defined in equation (2.7), Tb, between observations
{(xi, yi) : i = 1, 2, · · · , n} and Bootstrap sample {(xi, y∗bi ) : i = 1, 2, · · · , n}
6: end for
7: Estimate the the discrepancy between true model and working model as TB =
1
B
∑B
b=1 Tb (taking average to reduce the randomness of Tb from randomness of y
∗b).
8: Compute the p-value of TB based on the empirical null distribution of MAC obtained
through simulation.
as the distance between the true model and the working model.
As one can see, the local statistics S(Li,Lj) are dependent, and some of them are
strongly correlated. This phenomenon occurs also in U-statistics. The reduced U-statistics
(e.g., Blom (1976) and Brown and Kildea (1978)), counting only a part of all terms, is
proposed to improve the computational efficiency when the sample size is very large. In
our case, we should, in principle, construct local statistics based on all kinds of different
partitions of the space (see Remark 3), and take the maximum of them as our test statistic.
However, it is enough to consider the partitions based on observations of random vectors.
Due to the dependence of local statistics constructed from these observations, we can only
focus on a part of them to reduce the computational cost without much loss of power
when the sample size is very large. There are many kinds of strategies to determine
where to define the local statistics. Here is two examples: (1) we can randomly select
k observations from observations of (X,Y) and (X,Y∗), and define local statistics on these
selected observations; (2) one may cluster the observations of (X,Y) and (X,Y∗) into k
clusters and define local statistics on the center of each cluster.
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3 Numerical Results
In this section, we show the performance of the proposed method through some examples.
Firstly, four simulation examples are used to show the power of MAC on two-sample distri-
bution comparison. Secondly, five examples are used to illustrate the power of Algorithm
1 on model checking.
3.1 Power of MAC
In this section, simulation studies are presented to explore the power of MAC developed
for testing the null hypothesis (X,Y∗) d= (X,Y). In each of the following examples, we set
X ∼ N(0, Id), and set the sample size of the observations n = {100, 200, 300}. The power
is estimated from 1000 independent simulations at significant level 5%.
Example 1: One-dimensional case. Y ∗|X ∼ N(X, 1) and Y |X ∼ N(cX, 1), with c
varying from 1 to 5.
Example 2: Two-dimensional case. Y ∗|X ∼ N(X1 + X2, 1) and Y |X ∼ N(X1 +
cX2, 1) with c varying from 1 to 5 and X = (X1, X2).
Example 3: Two-dimensional case with interaction. Y ∗|X ∼ N(X1 +X2, 1) and
Y |X ∼ N(X1 +X2 + cX1X2, 1) with c varying from 0 to 5 and X = (X1, X2).
Example 4: Five-dimensional case with interaction. Y ∗|X ∼ N(X1 +X2 +X3 +
X4 + X5, 1) and Y |X ∼ N(X1 + X2 + X3 + X4 + X5 + cX1X2X3X4X5, 1) with c varying
from 0 to 5 and X = (X1, X2, · · · , X5).
The power of MAC for these four examples under different settings of c is presented
in Figure 2. As shown by the results, MAC controls the type-I error around the targeted
significant level 5%, and always perform well when the sample size is large enough (con-
sistent with our theoretical result, see Theorem 3). In addition, comparing with the lower
dimensional case with the same sample size, MAC tends to be less sensitive to the differ-
ence between two distributions, when the dimension of X goes higher. In other words, to
attain the same power, MAC needs more samples for higher dimensional case than lower
dimensional case. In principle, MAC can be applied to Problem B under any setting of p
13
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Figure 2: Power of MAC for example 1-4 under different settings of c: (A) Example 1; (B)
Example 2; (C) Example 3; (D) Example 4.
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and q. The only requirement of good performance of MAC for the higher dimensional case
is a larger sample size, as indicated by our simulations.
3.2 Examples of Model Assessment
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Figure 3: Distribution of MAC statistic in Example 5. The red solid line is the distribution
of Bootstrap samples of MAC from linear model for case (b), and the blue dash-dotted line
is the distribution of Bootstrap samples of MAC from linear model for case (a).
In this section, we show numerical results on five examples of statistical model checking
based on Algorithm 1. Two of them are based on synthesized dataset, and the other
three are real examples. In all these examples, we take B = 1000, and the corresponding
null distribution of MAC is obtained from 1000 independent simulations.
Example 5: Simple linear regression model. In this example, we generate 200
observations from model (a) Y = 10(X−0.2)2+ and (b) Y = 4.7X+, where X ∼ U(0, 1)
and  ∼ N(0, 1). Firstly, we focus on model (a), and the scatter plot of 200 observations
from this model is given in Figure 1. With this dataset in hand, one may want to try a
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linear model to fit these observations, and get the blue solid line in Figure 1, i.e., Y =
−1.29 + 5.93X. All of these coefficients are significant different from 0, and the adjusted
R2 is 0.654. Classical method for model checking is to check the behavior of residuals. For
this example, it is easy to see that there is some pattern in the residual plot (right panel
in Figure 1), and confirm that linear model is not good enough. But, we do not have any
quantification on this under-fitting. The p-value from Algorithm 1 is 0.004, which also
indicates the underfitting of linear model to the data. To show that the adjusted R2 does
not tell any information about the quality of the model, we focus on model (b). Based on
observations from model (b), we obtain adjusted R2 as 0.654. Apply our method to these
observations, we get a p-value 0.486, which indicates that linear model is acceptable/good
enough to fit these observations. Note that the adjusted R2 for linear model based on
observations from model (a) and model (b) are the same, however, the linear model is
under-fitting to the observations from model (a), and it is good enough for observations
from model (b). These facts tell us that the adjusted R2 does not tell much about the
discrepancy between the true model and the working model.
Furthermore, to better understand Algorithm 1 and the behavior of MAC statistic,
we showed in Figure 3 the distribution of Bootstrap samples of MAC (Tb’s in Algorithm
1) for linear model under case (a) and case (b). Comparing with these two distributions,
we see that the distribution of Bootstrap samples of MAC shifts towards left when the
working model is not good enough, which is consistent with the claim made in Theorem 3.
Example 6: Simple logistical regression. In this example, we generate 200 ob-
servations from model log(P (Y = 1)/P (Y = 0)) = 2X + X2 with X ∼ N(0, 1). Now,
we fit the data using model log(P (Y = 1)/P (Y = 0)) = β0 + β1X, and get the es-
timate: βˆ0 = 0.5939 ± 0.033 with p-value < 2 × 10−16 and βˆ1 = 0.197 ± 0.034 with
p-value = 2.66 × 10−8. There is no residuals for this example, and thus no adjusted R2.
Applying Algorithm 1 to this dataset, we have p-value=0.002, which shows the underfit-
ting of linear logistical model to the data.
Example 7: Auto MPG data (Multivariate regression model). In this example,
we revisited the linear model for Auto MPG dataset proposed by Quinlan (1993). The
dataset is available on the Machine Learning Repository at the University of California
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at Irvine (http://archive.ics.uci.edu/ml/datasets/Auto+MPG). In this dataset, the
response is milers per gallon, and there are seven predictors: the number of cylinders, engine
displacement, horsepower, vehicle weight, time to accelerate from 0 to 60 m.p.h, model year,
and origin of the car. As the origin of the car contains more than two categories, we define
two indicator variables to denote whether it comes from America/Europe. After removing
items with missing values, there are 392 samples left. Now, we apply Algorithm 1 to
evaluate the linear model for this dataset, and the results are shown in Figure 4. In the
left panel of the figure, the red line shows the distribution of MAC statistic under the
null and the blue dashed line shows the distribution of Bootstrap samples of MAC (Tb’s in
Algorithm 1). There is almost no overlap between these two distributions, which means
the working model is far away from the true model (the p-value from Algorithm 1 is 0).
We also show in the right panel of Figure 4 the residual plot from linear model. It seems
there is some pattern in the residual but we do not know how many evidence in there
against the linear model.
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Figure 4: Results for Example 7. Left Panel: The empirical null distribution of MAC and
the distributions of bootstrap samples of MAC based on linear model. The dashed vertical
line is the mean of Bootstrap samples of MAC. Right Panel: the residual plot from linear
model.
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Example 8: Patent data (Poisson Model). We study the relationship of the
number of patent applications to research and development (R&D) spending and sales
using data from 1976 for 70 pharmaceutical and biomedical companies from Hall et al.
(1988). The same data set have been analyzed in Czado et al. (2009), where the authors
compared the Poisson model with negative binomial model, and concluded that negative
binomial model is a little better than Poisson model. Now, we apply Algorithm 1 to
evaluate these two models, and get TB = 13.02 for Poisson model and TB = 11.78 for
negative binomial model, which indicates the negative binomial model is a little better.
This is consistent with the conclusion in Czado et al. (2009). Furthermore, we get p-
value> 0.1 for these two models and show that these two models are applicable to this
dataset.
Example 9: Annual Wolf sunspot data (Time series model). In this example,
we consider the annual Wolf sunspot numbers from 1700 to 1980, which is available in R
dataset by calling data(“sunspots”) in R. There are three models proposed for this dataset,
the AR(9) model, TAR model and AR(2) log-normal model, as shown in the following.
These models were analyzed before by Tsay (1992).
AR(9) model
zt = 6.96 + 1.21zt−1 − 0.45zt−2 − 0.17zt−3 + 0.20zt−4 − 0.13zt−5
+ 0.03zt−5 + 0.01zt−7 − 0.03zt−8 + 0.21zt−9 + at,
where at ∼ N(0, 221.24).
TAR model
zt =

10.88 + 1.869zt−1 − 1.556zt−2 + 0.086zt−3 + 0.326zt−4 + a1t if zt−3 ≤ 32.3
8.726 + 0.679zt−1 + 0.064zt−2 − 0.217zt−3 + 0.044zt−4 − 0.118zt−5
−0.005zt−6 + 0.192zt−7 − 0.285zt−8 + 0.242zt−9 − 0.123zt−10
+0.246zt−11 + 2a2t if zt−3 > 32.3
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where a1t ∼ N(0, 275.7) and a2t ∼ N(0, 82.9).
AR(2) log-normal model
zt = 1.6759zt−1 − 0.7840zt−2 + bt,
where bt ∼ log-normal(13.88, 153.39).
Now, we apply Algorithm 1 to evaluate these three models, and we obtain TB = 94.04
for AR(9) model, TB = 92.51 for TAR model and TB = 573.0 for AR(2) log-normal model.
The empirical null distribution of MAC and the distributions of bootstrap samples of
MAC from AR(9) and TAR model are shown in Figure 5. According to these results, we
concluded that (1) AR(2) log-normal model is very questionable, which is consistent with
the finding in Tsay (1992); (2) AR(9) and TAR model show similar overall performance,
but still have room for improvement, although Tsay (1992) showed that both of them are
reasonable in terms of spectral density (second-order property).
4 Discussion
In this paper, we try to seek a answer to the question that how can we believe in our sta-
tistical models through the bridge between the problem of measuring the distance between
the true model and the working model and two-sample distribution comparison. To the
best of our knowledge, it is the first time to notice such kind of connection between these
two fundamental statistical problems. We believe that this new connection will be very
useful to solve problem in many application areas. Numerical results from both simulation
studies and real data analysis showed the advantages of our method.
We directly target on measuring the distance between the true model and the working
model, however, other methods focused on a special aspect of the model through a prede-
fined statistic. In other words, if one only cares about whether some aspects of the model
meet the requirement, methods proposed in, for example, Tsay (1992) and Gelman et al.
(1996) are more appropriate. If one cares about the prediction performance of the model,
our method is preferred.
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Figure 5: Results for Example 9. The empirical null distribution of MAC and the distri-
butions of bootstrap samples of MAC from AR(9) and TAR model. The dashed vertical
line is the mean of bootstrap samples of MAC.
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There are also some other interesting problems related to the framework proposed in
this paper. For example, we only show that the MAC statistic defined in equation (2.7)
has a upper bound under the null hypothesis and a lower bound under the alternative. It
is very interesting to investigate the limit distribution of MAC. Furthermore, a detailed
mathematical relationship is in need to better understand the connection between two-
sample distribution comparison and measuring the distance between the true model and
the working model. These interesting topics are left as future works.
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Appendix
A.1 Discussion on MAC statistic
One may notice that MAC is sensitive to local discrepancy between two distributions.
However, it is insensitive to the global discrepancy. To better understand this point, let’s
see an example. Assume that we have n = 10 local statistics, Z1, · · · , Zn for the statistical
hypothesis test problem in hand. Define Zmax = max1≤i≤n Zi, and we will reject the
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null hypothesis if, say, Zmax > 5. If we use the mean of these local statistics, Zmean =
1
n
∑
1≤i≤n Zi, we will reject the null hypothesis if, say, Zmean > 2. Now, we consider two
different cases. (C1) the observation of {Z1, · · · , Z10} is Zi = 4.5 for 1 ≤ i ≤ 10. In this
case, Zmean rejects the null but Zmax accepts it. (C2) the observation of {Z1, · · · , Z10} is
Zi = 1 for 1 ≤ i ≤ 9 and Z10 = 10. In this case, Zmean accepts the null but Zmax rejects it.
Thus, the mean focuses on the global difference and ignores the local difference, and the
maximum does the opposite. We need to combine the power of mean and maximum, and
define the new statistic as
T (D,D∗) = Tmean(D,D∗) + Tmax(D,D∗)I(Tmax(D,D∗) > τn), (A.10)
where Tmean(D,D
∗) = 2
k(k−1)
∑
i,j S(Li,Lj) is the mean of all local statistics and Tmax(D,D
∗) =
MAC(D,D∗). Based on Theorem 3, we know that if τn = O(
√
n log n), the limit distribu-
tion of T under H0 is the same as that of Tmean(D,D
∗). The following result is a direct
corollary of Theorem 3.
Corollary A.1. Following above notations and assuming that rij ≥ η > 0 for any i and
j, and τn = O(
√
n log k) then for any  > 0, let δ = 4n
η
( 1
η
+ 2), we have (1) under H0,
P (T (D,D∗) ≤ O(√n log k))→ 1, as n→∞; (2) under H1, P (T (D,D∗) > O(n))→ 1, as
n→∞.
Remark A.1. According to results in Theorem 3, we can set τn in real applications as
the empirical (1− α)× 100% quantile of MAC statistic, where α is usually set as 5%, 1%
or 0.1%.
With the combination of mean and maximum as in equation (A.1), i.e, Zmix = Zmean +
ZmaxI(Zmax > 5), we will reject the null in both cases considered in the above example.
However, the difference between two distributions are local due to the constraint of the
distribution function that the total probability is 1, and it is not necessary for us to define
the test statistic in the form of (A.10), which also involves more computational time.
24
A.2 Proofs
Lemma A.1. Suppose that Un = (Un,1, · · · , Un,k) and Vn = (Vn,1, · · · , Vn,k) are in-
dependently sampled from multinominal distributions with parameters (n, a1, · · · , ak) and
(n, b1, · · · , bk), respectively. Define the column vectors a = (a1, · · · , ak) and b = (b1, · · · , bk).
Under the null hypothesis H0: a = b, we have T =
∑k
i=1
∑k
i=1
(Un,i−Vn,i)2
Ncˆi
→ χ2k−1, where
cˆ = Un+Vn
2n
be the estimate of a under H0, and k ≥ 2.
Proof: Let {Xt}nt=1 and {Yt}nt=1 be the observed category series of the count vectors Un
and Vn, respectively. So we have P (Xt = i) = ai and P (Yt = i) = bi. Let N = 2n, we
define
X∗i = (X
∗
1,i, · · · , X∗N,i) = (δi,X1 , · · · , δi,Xn , 0, · · · , 0)
Y ∗i = (Y
∗
1,i, · · · , Y ∗N,i) = (0, · · · , 0, δi,Y1 , · · · , δi,Yn)
where δi,j = I(i = j).
Let Zi = Un,i − Vn,i =
∑N
k=1X
∗
k,i −
∑N
k=1 Y
∗
k,i, under H0, we have E(Zi) = 0,Var(Zi) =
2nai(1−ai),Cov(Zi, Zj) = −2naiaj. So, by the multivariate central limit theorem, we have
1√
2n
Z =
Un −Vn√
2n
→d N(0,Σ),
where σi,j, the (i, j)-th element of Σ, is equal to ai(δij − aj). Since cˆ→p a, we have
Un −Vn√
2ncˆ
→d N(0, Ik −
√
a
√
a
′
)
Thus, we have T → χ2k−1, as n→ +∞.
Proof of Theorem 1
Denote pˆij = Pij/n, qˆij = Qij/n, and rˆij = pˆij + qˆij as the estimate of pij, qij and rij,
respectively. Let ∆ij = pij − qij, and ∆ˆij = pˆij − qˆij be its estimate.
It is well known that for pˆij, qˆij, we have
P (|pˆij − pij| > ) ≤ 2e−n2/2, P (|qˆij − qij| > ) ≤ 2e−n2/2.
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Thus, we have,
P (|∆ˆij −∆ij| > ) ≤ 4e−n2/8, P (|rˆij − rij| > ) ≤ 4e−n2/8.
For convenience, let S be the local statistic defined in equation (6), and Sp be its population
version defined in equation (8).
|S − Sp| = n|
2∑
i=1
2∑
j=1
(pˆij − qˆij)2
rˆij
−
2∑
i=1
2∑
j=1
(pij − qij)2
rij
|
≤ n
2∑
i=1
2∑
j=1
|(pˆij − qˆij)
2
rˆij
− (pij − qij)
2
rij
|
= n
2∑
i=1
2∑
j=1
|(pˆij − qˆij)
2
rˆij
− (pˆij − qˆij)
2
rij
+
(pˆij − qˆij)2
rij
− (pij − qij)
2
rij
|
≤ n
2∑
i=1
2∑
j=1
∆ˆ2ij
rˆijrij
|rˆij − rij|+
|∆ˆ2ij −∆2ij|
rij
≤ n
2∑
i=1
2∑
j=1
|1− rij/rˆij|
η
+
2|∆ˆij −∆ij|
η
Define event E1 = {|∆ˆij −∆ij| > } and E2 = {|rˆij − rij| > }. Now, on Ec1
⋂
Ec2, we have,
|S − Sp| ≤ 4n
η
(
1
η
+ 2) (A.11)
Finally, let δ = 4n
η
( 1
η
+ 2), we have
P (|S − Sp| > δ) ≤ 1− P (Ec1
⋂
Ec2) ≤ P (E1) + P (E2) = 8e−n
2/8. (A.12)
Thus, P (|MAC(W,V)−MACp(W,V)| > δ) ≤ 16n2e−n2/8, and the other two conclusions
follow directly.
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