In this paper we introduce a new and general privacy framework called Pufferfish. The Pufferfish framework can be used to create new privacy definitions that are customized to the needs of a given application. The goal of Pufferfish is to allow experts in an application domain, who frequently do not have expertise in privacy, to develop rigorous privacy definitions for their data sharing needs. In addition to this, the Pufferfish framework can also be used to study existing privacy definitions.
INTRODUCTION
With improvements in data collection technologies, increased emphasis on data analytics, and the increasing need for different parties to share datasets, the field of statistical privacy is seeing an unprecedented growth in importance and diversity of applications. These applications include protecting privacy and confidentiality in (computer) network data collections [32] , protecting privacy and identifiability in genome-wide association studies (GWAS) [19] , protecting confidentiality in Census data products [25, 15] , etc. In each case, the goal is to release useful information (i.e. privacy-preserving query answers or a sanitized version of the dataset) while protecting confidential information.
These applications have diverse characteristics: some data sets are more sensitive in nature than others; some applications must protect aggregate secrets while others must protect secrets about individuals; in some cases, only certain attributes (or attribute values) need to be protected, etc.
Furthermore, properties of the data-generating process, such as correlations between records, play an important role. Assumptionless privacy definitions are a myth: if one wants to publish useful, privacy-preserving sanitized data then one must make assumptions about the original data and datagenerating process [22, 14] .
Thus application domain experts, who are frequently not experts in privacy, cannot simply use a single generic privacy definition -they must develop a new privacy definition or customize an existing one. Without guidance this has resulted in ad-hoc solutions and endless cycles of attacks on privacy, followed by proposed fixes, followed by new attacks.
At the same time, privacy experts need new methods for analyzing new and existing privacy definitions in order to evolve the state of the art. Many of the newer definitions are based on "indistinguishability" -making it difficult for attackers to distinguish between certain pairs of datasets; we show how these approaches frequently obscure the semantics of the privacy guarantees that are provided.
In this paper we present a new privacy framework, called Pufferfish. This framework can be used to study existing privacy definitions like differential privacy [12] , to study important concepts like composition [17] , and to generate privacy definitions that are customized for different application domains. The Pufferfish framework follows modern design guidelines such as adherence to privacy axioms [21, 20] and making assumptions as explicit as possible.
The contributions of this paper are:
• A new privacy framework which provides rigorous statistical semantic privacy guarantees.
• An application of the framework to differential privacy which formalizes and then proves the statement that differential privacy "assumes" independence between records.
• Another application to differential privacy showing how to modify it in response to prior release of non-differentially private information (naive applications of differential privacy can lead to a privacy breach [22] ).
• An application of the framework that allows us to expand the notion of composition between privacy definitions and to provide conditions under which certain types of composition hold.
• A general application to datasets with unbounded continuous variables; in particular, we show how to prevent an attacker from accurately inferring the value of an unbounded continuous attribute (both in terms of relative and absolute error). We further show how this is related to the protection of aggregate secrets.
The outline of the paper is as follows. In Section 2 we introduce basic concepts and notation. In Section 3 we present the Pufferfish framework. We discuss related work in Section 4. We show that Pufferfish satisfies fundamental privacy axioms in Section 5. Subsequent sections present a variety of applications of this framework. We use Pufferfish to analyze differential privacy and prove its record-independence assumption in Section 6. We show how to deal with continuous attributes and aggregate secrets in Section 7. We use Pufferfish to study composition in Section 8. We show how to provide privacy while accounting for prior data releases in Section 9. Proofs can be found in the full version of this paper.
NOTATION AND TERMINOLOGY
Let I be the set database instances that are possible for a given application. For datasets that are collections of records, we let T represent the domain of tuples, we use the symbol t to represent a value in the domain T , and we use the variable r to represent a record. 1 For ease of explanation and to simplify notation, we will assume each individual is associated with at most one record; we note that the Pufferfish framework does not need this assumption.
In the setting we consider, a data curator has a dataset Data. Let records(Data) denote the set of records in Data. To an attacker (who does not know what the dataset is), Data represents a random variable. The data curator will choose a privacy definition and an privacy mechanism (algorithm) M that satisfies that privacy definition. The data curator will then apply M to the data to obtain a sanitized output ω ≡ M(Data).
The attacker considers the true dataset Data to be a random variable. We use the letter θ to represent a probability distribution and, for D ∈ I, we will use the notation P (Data = D | θ) to represent the probability, under θ, that the true dataset is D. For convenience, we summarize the notation used in this paper in Table 1 .
THE PUFFERFISH FRAMEWORK
The Pufferfish framework requires a domain expert to specify three crucial components: a set of potential secrets S, a set of discriminative pairs Spairs ⊆ S × S, and a collection of data evolution scenarios D. We now describe these components in detail.
The set of potential secrets S, is an explicit specification of what we would like to protect.
2 Examples include statements such as "the record for individual hi is in the
I
The set of possible database instances. D A dataset belonging to I. Data A random variable representing the true dataset (which is unknown to the attacker).
T
The domain of tuples. t A value in T . ri
The i th record in a dataset.
H
The set of all individuals. H = {h1, h2, . . . } S Set of potential secrets. Revealing s or ¬s may be harmful if s ∈ S. σi ri ∈ records(Data): The statement that the record ri belonging to individual hi is in the data.
ri ∈ records(Data)∧ri = t: The statement that the record ri belonging to individual hi has value t ∈ T and is in the data. Spairs Discriminative pairs. Spairs ⊂ S × S. D The set of evolution scenarios: a conservative collection of plausible data generating distributions. θ A probability distribution. The probability, under θ, that the data equals Di is P (Data = Di | θ). M A privacy mechanism: a deterministic or randomized algorithm (often used in the context of a privacy definition) Table 1: Table of Notation data", "the record for individual hi is not in the data", "the query volume is 1−5 million queries", etc. Additional examples can be found in Sections 3.2, 6, 7, and 9. A statement s ∈ S need not be true for the actual dataset -an attacker will form his own opinions about which statements are likely to be true or not. In general, a domain expert should add a statement s to the potential secrets S if either the claim that s is true or the claim that s is false can be harmful. The role of S is to provide a domain for the discriminative pairs, a subset of S × S which we discuss next. The set of discriminative pairs Spairs is a subset of S × S. The role of Spairs is to tell us how to protect the potential secrets S. The main intuition is that for any discriminative pair (si, sj), where si ∈ S and sj ∈ S, we would like to guarantee that attackers are unable to distinguish between the case where si is true of the actual data and the case where sj is true of the actual data.
3 For this reason, si and sj must be mutually exclusive but not necessarily exhaustive (it could be the case that neither is true). One example of a discriminative pair is ("Bob is in the table", "Bob is not in the table").
The discriminative pairs allow highly customizable privacy guarantees. For example, we can specify discriminative pairs such ("Bob has Cancer", "Bob has AIDS") to prevent inference about what disease Bob has (assuming only one disease is recorded). If, additionally we avoid specifying ("Bob is not healthy", "Bob is healthy"), then overall we are allowing disclosure of whether Bob is sick or healthy, but if he is sick we are not allowing inference about the disease. For continuous attributes we can specify discriminative pairs of the form ("Bob's salary is x ± 10, 000", "Bob's salary is [x + 20, 000] ± 10, 000") for all x to say that it is not ok to allow inference about Bob's salary to within an absolute error of 10, 000. We can similarly use this trick for aggregates to specify that it is not ok to allow inference about total number of sales to within 20, 000 units. Additional examples are given throughout the paper. We illustrate the particular importance of using discriminative pairs when we discuss continuous attributes in Section 7.
The evolution scenarios D can be viewed as a set of conservative assumptions about how the data evolved (or were generated) and about knowledge of potential attackers. Note that assumptions are absolutely necessary -privacy definitions that can provide privacy guarantees without making any assumptions provide little utility beyond the default approach of releasing nothing at all [22, 14] . Since the data curator wants to release useful information, the role of the domain expert will be to identify a reasonable set of assumptions; in many cases, they already do this informally [35] . More specifically, D is a set of probability distributions over I (the possible database instances). Each probability distribution θ ∈ D corresponds to an attacker that we want to protect against and represents that attacker's belief in how the data were generated (incorporating any background knowledge and side information). We illustrate the importance of specifying these distributions in Section 6 where we analyze differential privacy. Below we give some examples of possible choices of D and their interpretations.
Example 3.1 (No assumptions)
. D can consist of all possible probability distributions over database instances (i.e. including those with arbitrary correlations between records). This corresponds to making no assumptions. We explore this choice in Section 3.2. That is, for every f that is a distribution over T (domain of tuples), we have θ f ∈ D where the distribution θ f is defined as: P (Data = {r1, . . . , rn} | θ f ) = f (r1)×· · ·×f (rn). Thus each attacker can have a widely different opinion about the probability a random individual has cancer, etc. These attackers, however, do not have knowledge about specific individuals (for this, see Example 3.3). . D can consist of all probability distributions over tables where records are independent but may have different distributions. That is, D consists of all θ for which P (Data = {r1, . . . , rn} | θ) equals f1(r1)×f2(r2)×· · ·×fn(rn) for arbitrary f1, f2, . . . , fn. That is, an attacker may know that the first individual is a smoker and so the corresponding record r1 will have a different distribution than record r2 which corresponds to an individual who is known to be a non-smoker. This is an extension of Example 3.2 where now attackers may have additional information about all individuals. Many additional variations are possible (i.e. attackers only have information about k individuals, etc.). We shall see in Section 6 the close connection between this example and differential privacy. Note that records here are still independent, so this choice of D may not be appropriate to social networks where correlations between records exist.
Role of the domain expert. The goal of our framework is to make assumptions explicit. Thus the domain expert needs to specify the potential secrets S and discriminative pairs Spairs (i.e. what should be protected) and evolution scenarios (data assumptions) D -are data records independent, what correlation structures exist, are attributes independent, etc. Thus to use the Pufferfish framework, the domain expert simply does what he or she does best. Most importantly, the domain expert is no longer required to be a privacy expert.
Definition 3.1 (Pufferfish Privacy). Given set of potential secrets S, a set of discriminative pairs Spairs, a set of data evolution scenarios D, and a privacy parameter > 0, a (potentially randomized) algorithm M satisfies -PufferFish(S, Spairs, D) privacy if
• for all possible outputs ω ∈ range(M), • for all pairs (si, sj) ∈ Spairs of potential secrets, • for all distributions θ ∈ D for which P (si | θ) = 0 and P (sj | θ) = 0 the following holds 4 :
The probabilities in Equations 1 and 2 depend on possible randomness in M and as well as the randomness in the data. Note that P (si | θ) = 0 is a technical condition which ensures that the conditional probability P (· | si, θ) is defined.
Operationally, it means we should focus on attackers (and their associated θ) who still have uncertainty about si and sj (i.e. P (si | θ) = 0 and P (sj | θ) = 0)). The Pufferfish framework differs from differential privacy [12] and its variants [11, 30, 5, 3, 22, 21, 25, 27, 18, 41, 33] in that it can provide precise guarantees about precisely what is being protected and under what conditions the protections hold. This enables a wide range of applications, such as those described in Sections 6, 7, 8, and 9. Other distinctions are discussed with related work in Section 4.1.
Semantic Guarantees
The semantic guarantees of the Pufferfish framework are best interpreted in terms of odds and odds ratios. If E1 and E2 are mutually exclusive events, then the prior odds of E1 and E2 is the fraction
. When the odds are equal to α, this simply means that E1 is α times as likely as E2. If we are given a piece of information A, it may alter the beliefs in the probabilities that E1 or E2 are true. For this reason we call
the posterior odds of E1 and E2. If the prior odds and posterior odds are approximately equal,
≈ 1, then the event A did not provide information that was useful in discriminating between the case where E1 was true or E2 was true. The quantity
is known as the odds ratio and reflects how much more likely event E1 has become relative to E2 after observing A.
In the Pufferfish framework, each probability distribution θ ∈ D corresponds to an attacker and reflects the attacker's probabilistic beliefs and background knowledge. For all (si, sj) ∈ Spairs, all θ ∈ D for which P (si | θ) = 0 and P (sj | θ) = 0, and all ω ∈ range(M), a simple calculation shows that Equations 1 and 2 in Definition 3.1 are equivalent to the condition:
This is the odds ratio of si to sj and has the following interpretation: if an attacker thinks si is α times as likely as sj then after seeing the sanitized output the attacker will believe si is at most e α times and at least e − α times as likely as sj. In other words, for small values of , seeing the sanitized output ω provides nearly no information gain to attackers who are trying to distinguish between whether si or sj is true.
Example: Privacy with no Assumptions
As a warmup, we use Pufferfish to create a privacy definition with no assumptions (a re-interpretation of no-freelunch privacy [22] ). Let T be the domain of tuples and let H = {h1, . . . , hN } be the set of all individuals. Define σi to be the statement "the record belonging to individual hi is in the data" and define σ (i,t) to be the statement "the record belonging to individual hi is in the data and has value t". Define the set of potential secrets S and discriminative pairs Spairs to be:
with the interpretation that for every individual hi we want to avoid leaking information about whether or not the record of hi is in the data (this is specified by the discriminative pair (σi, ¬σi)), and if an attacker already believes hi is in the data, we want to avoid leaking information about the value of the corresponding record (this is specified by the discriminative pairs (σ (i,ta) , σ (i,t b ) ) where ta and t b range over all possible tuple values).
To get privacy with no assumptions, we must make the set of distributional assumptions D as large as possible. That is, we set D to be the collection of all probability distributions over database instances (i.e. records in a database need not be independent), as in Example 3.1.
Theorem 3.1. Let >0, let S and Spairs be specified as in Equations 3 and 4 and let D be the set of all possible distributions over database instances. Then an algorithm M satisfies -PufferFish(S, Spairs, D) if and only if for every pair of databases D1 and D2 and every ω ∈ range(M),
Note that the randomness here only depends on M because each of the D1 and D2 are given databases (and hence not random). From this warmup example, we see that if we make no assumptions then the goal is to prevent an attacker from distinguishing between any possible input datasets; the result is a total lack of utility. Note that this warmup shows a formal equivalence between Pufferfish with no assumptions and a strawman privacy definition called no-free-lunch privacy that was used in [22] as an example of a privacy definition without utility.
RELATED WORK

Relation to Differential Privacy Variants
One can view the Pufferfish framework as a substantial generalization of differential privacy. Thus we explain the differences between Pufferfish and differential privacy [12] and its variants [11, 30, 5, 3, 22, 21, 25, 27, 18, 41, 33] .
A related framework, known as adversarial privacy [33] allows domain experts to plug in various data generating distributions. While there is no known equivalence between adversarial privacy and differential privacy, Rastogi et al. [33] have proved an equivalence between a certain instantiation of adversarial privacy and a variant of differential privacy known as -indistinguishability (the main difference with differential privacy is the requirement that neighboring databases have the same size) [13] . Adversarial privacy also only seeks to protect the presence/absence of a tuple in the dataset. In contrast, Pufferfish is more flexible. We can prove equivalences between instantiations of Pufferfish and differential privacy as well as -indistinguishability. Pufferfish also allows more fine-grained protection of a tuple (such as preventing inference of continuous attributes to within a certain absolute error) and can handle aggregate secrets as well. As a result, Pufferfish supports a wide variety of applications such as those in Sections 6, 7, 8, and 9.
Zhou et al. [41] present two variants of differential privacy (δ-constrained and ZLW distributional) whose privacy semantics are unclear. We show approximate equivalences to instantiations of the Pufferfish framework in Section 7.3, thereby providing approximate semantics for those definitions as well.
In general, the difference between Pufferfish and related work is the wide variety of applications it can support, such as those discussed in this paper. This flexibility is the result of a different philosophy about how to phrase privacy definitions. Differential privacy uses concepts like neighboring databases (i.e. those that differ on only one tuple) and tries to avoid making any statements about data probabilities. As we show in Sections 6, 7.3, and 9, that approach can obscure what semantic guarantees are provided and the conditions under which they are provided. Pufferfish takes the opposite approach by focusing directly on what an attacker can infer.
As with [11, 3, 41, 33] , Pufferfish explicitly uses datagenerating probabilities. Furthermore, like adversarial privacy [33] , Pufferfish allows more general probability distributions (records do not have to be independent). This allows us to compare Pufferfish to differential privacy and to show that differential privacy is an instantiation of the Pufferfish framework under an assumption of independence between records (Section 6). The difference with those pieces of work is the following.
The concept of neighboring databases arose in differential privacy from the desire to protect individual records; thus two databases are neighbors if they differ on one record. In subsequent variations, the concept of neighbors (or some generalization) plays a key role [11, 30, 5, 22, 21, 25, 27, 41, 18] . Of the remaining work, adversarial privacy [33] only seeks to protect inference about the presence of a tuple, while BLR distributional privacy [3] does not indicate what secrets it protects. One of the distinguishing approaches of the Pufferfish framework is that it does not search for "the right notion of neighbors" (which can obscure what it is we are trying to protect). Instead, it focuses on the actual secrets to be protected S and how they are to be protected via the discriminative pairs Spairs.
The combination of distributional assumptions and allowing explicit (and arbitrary) choices of what to protect give Pufferfish its flexibility and allow the applications described in this paper.
Relationship to Other Work
Other privacy frameworks also exist. A large class, of which k-anonymity [34] is perhaps the most well known, are known as syntactic methods because they are mainly concerned with the syntactic form of the outputs ω ∈ range(M) rather than the probabilities that govern the relationship between inputs to outputs: P (M(Di) = ω). Because of this, the resulting privacy definitions tend to be less secure and are often subject to new kinds of attacks (see the surveys [6, 16, 1] for more details). It is also often not clear what data assumptions those definitions are making.
The protection of aggregate information gets less attention than the problem of protecting individual records. The protection of aggregates is most relevant to business data where aggregates reflect different kinds of business secrets. Much of the work in this area is called knowledge hiding and focuses on hiding association rules, frequent itemsets, and classification rules (e.g., [9, 7, 31, 38, 37, 28, 8, 2, 39, 10, 36, 29] ) that are deemed to be sensitive. Work in this area generally follows the syntactic paradigm and it is often unclear what rigorous privacy guarantees can be provided or what data assumptions are needed for ensuring privacy.
PUFFERFISH AND PRIVACY AXIOMS
Research in statistical privacy has been moving away from ad-hoc privacy definitions and towards formal and rigorous privacy definitions. The reason is that rigorous privacy definitions offer the promise of ending the endless cycle of discovering a vulnerability in a privacy definition, proposing a fix, finding a vulnerability in the "fixed" version, etc. (see [6] for some examples).
To this end, recent research has started examining the properties that privacy definitions need to have [21, 20] . Modern design guidelines for privacy definitions include 2 fundamental axioms known as transformation invariance and convexity [20] . While the ideas contained in the axioms have been accepted by the privacy community for a long time, only recently has there been an insistence that privacy definitions actually satisfy them (in fact, many of the vulnerabilities associated with definitions such as k-anonymity are a direct result of not satisfying those axioms [24] ).
In this section we show that every privacy definition in the Pufferfish framework satisfies both fundamental axioms, thus ensuring that it satisfies modern design guidelines.
The axioms are:
Axiom 5.1. (Transformation Invariance [20] ). If an algorithm M satisfies a privacy definition and A is any algorithm such that (1) its domain contains the range of M and (2) its random bits (if any) are statistically independent from the random bits (if any) of M, then the algorithm A • M, which first runs M on the data and then runs A on the output should also satisfy the same privacy definition.
The justification for the transformation invariance axiom is that A is an algorithm whose only input is the output of M and so it simulates a data analyst who is performing a statistical analysis using the output of M; thus it would be strange if a privacy definition implied the output ω of M was safe to release, but the results of the statistical analysis on this output ω were not (many existing privacy definitions fail to satisfy this property [20] ). [20] ). If M1 and M2 satisfy a privacy definition, and p ∈ [0, 1], then the algorithm M p which runs M1 with probability p and M2 with probability 1 − p should also satisfy the privacy definition.
Axiom 5.2 (Convexity
The convexity axiom says that a data curator is allowed to choose any algorithm M that satisfies the curator's chosen privacy definition and that this choice can be randomized (thus adding further uncertainty into the creation of sanitized data). Again, most proposed existing privacy definitions fail to satisfy this property.
The following theorem confirms that the Pufferfish framework satisfies modern privacy design guidelines. 
PUFFERFISH ANALYSIS OF DIFFEREN-TIAL PRIVACY
Differential privacy [12] is a state of the art privacy definition which has been very influential in modern privacy research. It is formally defined as: Definition 6.1 (Differential Privacy [12] ). Given a privacy parameter > 0, an algorithm M satisfiesdifferential privacy if for all ω ∈ range(M) and all pairs of datasets Di and Dj that differ on the presence of one tuple (i.e. Di can be derived from Dj by either adding or deleting exactly one tuple), the following holds:
where the probability only depends on the randomness in M.
This definition has several interpretations: (1) for small , changing the value of any tuple is unlikely to change the output of M; (2) an attacker who knows all but one tuples will not learn much about the remaining tuple.
Because neither the definition of differential privacy nor its interpretations mentioned any data-generating distributions, many believed that it was applicable to any setting and that it made no assumptions about the data. These misconceptions were challenged in recent work [18, 22] .
With the Pufferfish framework, we can address these claims in a more precise manner. We can answer questions such as: for what data evolution scenarios D is -differential privacy equal to the privacy definition -PufferFish(S, Spairs, D)?. We will see that the appropriate D requires independence between records 5 , thus formalizing the claim that differential privacy assumes tuple independence.
We will do this by formulating a probabilistic model of record independence to define the data evolution scenarios D. With this choice of D we show that -differential privacy is an instantiation of the Pufferfish framework (Theorem 6.1). We also show that if D contains distributions with correlated records then the resulting Pufferfish instantiation is strictly stronger than -differential privacy (Theorem 6.2); alternatively, under correlations between records, -differential privacy is not strong enough to guarantee that the changes in attacker's beliefs (viz. the semantic guarantees represented by the odds ratio in Section 3.1) are bounded by a factor of e (hence the bounds on an attacker's inference that result from uses of -differential privacy degrade under correlations).
To proceed, we must first specify the potential secrets S and discriminative pairs Spairs. Let T be the domain of tuples. Let H = {h1, h2, . . . , hN } be the set of all individuals in a population of size N . Define σi to be the statement ri ∈ records(Data) (i.e. "record ri belonging to individual hi is in the data") and let σ (i,t) be the statement ri ∈ records(Data) ∧ ri = t (i.e. "record ri belonging to individual hi has value t and is in the data"). Let
Thus for any individual hi in the population H and any possible tuple value t ∈ T , the goal is to prevent an attacker from distinguishing whether the record ri belonging to hi is in the data and has value t vs. the data has no record about individual hi (this is our mathematical translation of the goals in [12] ). For the probabilistic model, suppose each individual hi is associated with distributions πi and fi in the following roles:
• The probability that record ri belonging to individual hi is in the data is P (ri ∈ records(Data)) ≡ P (σi) = πi.
•
With this notation, the model is:
θ ≡ {π1, . . . , πN , f1, . . . , fN } (7)
In other words, the presence/absence/record-value of each individual is independent of the presence/absence/recordvalues of other individuals. We set D to be the set of all possible probability distributions of the form given in Equation 7 (i.e. for all possible choices of the πi and fi).
The following theorem says that under this probabilistic model, -differential privacy becomes an instantiation of the Pufferfish framework.
Theorem 6.1. Let S and Spairs be defined as in Equations 5 and 6. Let D * be the set of all distributions of the form specified in Equation 7 . With these choices, -differential privacy is equivalent to -PufferFish(S, Spairs, D * ).
The following theorem says that if we have any correlations between records, then some differentially private algorithms leak more information than is allowable (under the odds ratio semantics in Section 3.1), in which case an attacker's posterior beliefs may differ significantly from the prior beliefs depending on the strength of the correlation. with the same -parameter) and hence does not bound the odds-ratio to the interval [e − , e ].
Similar results can be shown for -indistinguishability (defined in [13] ).
CONTINUOUS ATTRIBUTES AND AG-GREGATE SECRETS
One of the difficult problems in privacy-preserving data publishing is protecting the values of continuous variables that are not a priori bounded or which are bounded but can take very large values (such as income). For example, many algorithms for differential privacy do not work in the first case (i.e. no a priori bound) [13] and provide poor utility in the second case.
In this section we use the Pufferfish framework to provide a solution to this problem (Section 7.1). This application shows the importance of specifying discriminative pairs Spairs. We then show how this solution can be used to protect aggregate secrets (Section 7.2). Finally, we use Pufferfish to provide approximate privacy semantics for δ-constrained α-differential privacy [41] and ZLW distributional privacy [41] (Section 7.3); those two definitions were also designed for continuous attributes but their semantic guarantees and conditions under which those guarantees hold were not clear.
Protecting Continuous Attributes
As we saw in Section 6, differential privacy is designed to make it difficult to distinguish between the case when an individual's record was included in the data with value t or whether it was not in the data at all. This has to be true whether t = 1 or t = 1, 000, 000 (e.g., in the case where the tuple domain T = [0, 10 6 ]). To account for the possibility that the record of one individual could dominate an aggregate statistic such as SU M (t), an algorithm such as the Laplace mechanism [12] needs to add noise with standard deviation proportional to 10 6 in order to satisfy differential privacy (thus potentially masking out the signal in the data).
If this loss of utility is unacceptable, the data curator may want to relax privacy by stating requirements such as (1) an attacker should not be able to infer any individual's salary to within an absolute error of less than 1, 000, or (2) an attacker should not be able to infer any individual's salary to within a relative error of 10%. Both of these requirements can be handled in the Pufferfish framework.
Privacy via Absolute Error
For ease of explanation, suppose that records belonging to individuals h1, . . . , hn are known to be in the data and suppose the data curator only collects an individual's income so that the domain of tuples is R + , the set of nonnegative real numbers (hence the domain is an unbounded set). If we are interested in preventing inference about income that is within absolute error k, then we can proceed as follows. Let σ i,[x−k,x+k) be the statement "the income of individual hi is in the range [x − k, x + k)". Define
We set discriminative pairs to be neighboring intervals (note that the intervals are half-open so that each discriminative pair consists of mutually exclusive statements). With this setting, we are requiring that the attackers should have difficulty in distinguishing between whether someone's income is between y−k and y+k or a neighboring interval [y+k, y+3k) or [y − 3k, y − k) thus ensuring that inference to within ±k is not possible. Formally,
We can set the evolution scenarios D to be the set of all probability distributions that assign incomes to individuals h1, . . . , hn independently. Thus the model is:
where the interpretation of the probability (as a probability mass function or density function) depends on whether the fi are continuous or not. We set D to be all probability distributions of the form given in Equation 10 (i.e. for all choices of f1, . . . , fn).
With the resulting instantiation -PufferFish(S, Spairs, D), the following lemma shows that we can answer the query "what is the sum of the salaries" as follows. Let t1, . . . , tn be the tuple values. Compute X + n i=1 ti where X is a random variable drawn from the Laplace(4k/ ) distribution with density function 8k e − |x|/4k . Note that when the data set size n is large, the true average salary n i=1 t i n and the noisy average (i.e. this noisy sum divided by n) are very close to each other with high probability. In contrast, satisfying differential privacy by adding noise to the sum would require a distribution with infinite variance (i.e. not possible) since there is no upper bound on tuple values; thus the relaxation created using Pufferfish allows more utility while clearly describing the privacy lost (i.e. income is inferable to an absolute error of ≥ k but to no smaller range).
Lemma 7.1. With S and Spairs defined in Equations 8 and 9 let D be the set of all probability distributions having the form specified in Equation 10 . The algorithm M which returns X + n i=1 ti where X has density 8k e − |x|/4k satisfies -PufferFish(S, Spairs, D).
Privacy via Relative Error
We can extend these ideas to protect against inference to within a prespecified relative error as well. One way to approach this problem is to choose c ∈ (0, 1) and define σ i,[cy,y/c) to be the statement that "the income of individual hi is in the range [cy, y/c)". Thus, for example, to express inference to within 10% we set c = 0.1. We define the set of potential secrets to be:
The discriminative pairs are again neighboring intervals. With this setting, we are requiring that the attackers should have difficulty in distinguishing between whether someone's income is in the interval [cy, y/c) -whose center in terms of geometric mean is y -or a neighboring interval [y/c, y/c 3 ) or [cy, c 3 y), thus limiting the attacker's ability to infer the income to within a factor of c. As in the case of absolute error, we can set the evolution scenarios D to be the set of all data-generating distributions that generate records independently (but not necessarily i.i.d.):
Now note that t ∈ [cy, y/c) if and only if log t ∈ [y + log c, y − log c) and so protecting y for relative error becomes the same as protecting log y for absolute error ± log c. Thus this version of relative error is reduced to the case of absolute error, and so we can protect tuples by applying additive noise to the logarithm, or, equivalently by using multiplicative noise.
Aggregate Secrets
In this section we discuss how Pufferfish can be used to protect aggregate information (as in business data). The discussion is brief because this is a simple extension of the ideas in Sections 7.1.1 and 7.1.2; yet the discussion is necessary because there is little focus in the literature on rigorous and formal privacy guarantees for business data.
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In some cases a business may have a large dataset Data = {r1, . . . , rn} that can be considered to be an i.i.d. sample from some distribution. The business may decide that letting the public learn about this distribution is acceptable. The business may reason as follows: if an attacker had a large dataset generated independently from that distribution, the attacker may learn that distribution and use it to make inferences about the business's own data. For example, the attacker may use the gained knowledge about the true distribution to infer n i=1 ri up to an additive error of O( √ n) with high probability (i.e. sampling error). Thus the business may consider it acceptable to create a data release as long as one cannot infer certain sums to within ± √ n. Let µ be a metric over datasets. We define σ [µ,D,δ] to be the statement that µ(Data, D) ≤ δ and σ * [µ,D,δ] to be the statement that 2δ ≥ µ(Data, D) > δ. The set of potential secrets and discriminative pairs could then be defined as:
where δ could be set to √ n and the data evolution scenarios can be the set of all distributions over I in which records are generated i.i.d. or just independently.
Note that one can union the potential secrets in Equations 12 and 8 and union the discriminative pairs in Equations 13 and 9 to protect both aggregate information and secrets about individuals.
δ-Constrained and Distributional Privacy
Zhou et al. [41] also proposed two privacy definitions that can be used with continuous variables. Those definitions were introduced solely for the study of utility and their precise privacy semantics (i.e. what inferences do they protect against) were not explained nor explored. As with differential privacy, they are phrased in terms of databases that should be indistinguishable. As a result the privacy guarantees and conditions under which they hold are not clear. We show an approximate equivalence between those privacy definitions and instantiations of Pufferfish, so that the Pufferfish framework (approximately) subsumes those definitions 6 Even nonrigorous approaches are rare for business data. and gives them clearer privacy semantics. We start with those definitions: Definition 7.1. (Constrained and ZLW-Distributional Privacy [41] ) Let µ be a metric and let δ > 0 and > 0 be constants. Let M be an algorithm. For all ω ∈ range(M), if the following constraints hold
• whenever D1 and D2 differ on the value of 1 tuple and µ(D1, D2) ≤ δ then algorithm M satisfies δ-constrained -differential privacy.
• If those conditions hold when (1) D1 and D2 belong to a prespecified countable subset S ⊂ I and (2) µ(D1, D2) < δ and (3) D1 ∩ D2 = 0 then algorithm M satisfies ZLW ( , δ)-distributional privacy 7 .
First, note that δ-constrained -differential privacy with metric µ is equal to ZLW ( , δ * )-distributional privacy with a properly chosen metric µ * that combines Hamming distance with the metric µ, an appropriate choice of δ * , and setting S = I. Thus, we can focus only on ZLW distributional privacy. Second, the condition D1∩D2 = ∅ is also not necessary since it can also be achieved by proper choice of metric (we therefore drop this condition to increase generality). Third, it is not clear what (if any) privacy semantics are produced by the condition D1, D2 ∈ S. Thus we remove this condition (i.e. set S = I) and use Pufferfish to provide approximate semantics to the resulting definition: Definition 7.2. (Modified ZLW-Privacy). Let µ be a metric and let δ > 0 and > 0 be constants. An algorithm M satisfies ( , δ)-modified ZLW privacy if for every ω ∈ range(M) and every pair of databases D1, D2 such that µ(D1, D2) ≤ δ, the following conditions hold:
The approximate equivalence (subject to a mild condition on µ) to a Pufferfish instantiation is the following: Theorem 7.1. Let µ be a metric over database instances such that whenever µ(D1, D2) ≤ δ there exists 8 a D * ∈ I with µ(D1, D * ) ≤ δ and µ(D2, D * ) > δ. Let > 0 and δ > 0. Set S δ as in Equation 12 and Spairs δ as in Equation 13 . Define D to be the set of distributions over dataset instances with n records where record values are independent (e.g., all distributions of the form given in Equation 11 ). If M satisfies -PufferFish(S δ , Spairs δ , D) then it also satisfies ( , δ)-modified ZLW privacy; conversely, if M satisfies ( , δ)-modified ZLW privacy then it satisfies the definition 4 -PufferFish(S δ , Spairs δ , D) (i.e. up to a four-fold degradation of semantic guarantees in terms of odds-ratio).
Thus although the precise privacy semantics of the ZLW privacy definitions [41] are unknown, the ideas discussed in Sections 7.1.1, 7.1.2, and 7.2 combined with Theorem 7.1 show that the Pufferfish framework can give the ZLW privacy definitions some approximate semantics in terms of an odds-ratio bound of 4e when protecting secrets about a database to within absolute error (as defined by the metric µ) of ±δ. 7 We use the prefix ZLW to distinguish it from the distributional privacy definition introduced in [3] . 8 This condition is achieved, for example, by the L1 norm, L2 norm, etc. as long as δ is less than the radius of I.
COMPOSITION
Given a privacy definition, the notion of composition [17] refers to the degradation of privacy due to two independent data releases. For example, Alice may choose two algorithms M1 and M2 (whose random bits are independent of each other), run both on the same data and publish both results. Alternatively, Alice and Bob may have overlapping datasets; they can each run an algorithm M Alice and M Bob (possibly satisfying different privacy definitions) on their own dataset and output the result. It is known that privacy can degrade in those instances. For example, two independent releases of k-anonymous tables can lead to a privacy breach [17] . Also, a differentially private release combined with a release of deterministic statistics can also lead to a breach [22] . On the other hand, differential privacy composes well with itself: if Alice uses an 1-differentially private algorithm and Bob uses an 2-differentially private algorithm, the result (from an attacker's perspective) is the same as if Alice and Bob pooled their data and used an ( 1 + 2)-differentially private algorithm.
Properly handling multiple data releases requires a mixture of policy and technological solutions. If Alice is planning multiple data releases, Alice needs to account for information leaked by her prior data releases. If Alice and Bob are planning to release sanitized data, they need to coordinate their efforts if their raw data are correlated. That is, they need to agree on a technological solution that guarantees that the combination of their data releases will not breach privacy.
Pufferfish View of Composition
Since the Pufferfish framework provides a wide variety of privacy definitions, it allows us to study composition more generally. The key point is that, as before, we need to specify probabilistic assumptions about how datasets are related.
Suppose Alice has a dataset Data Alice and Bob has a dataset Data Bob . Alice announces that she will use a privacy definition PufferFish(S, Spairs, D) to publish a sanitized version of her data and Bob announces that he will use a privacy definition Priv (which need not belong to the Pufferfish framework). Alice would like to examine the consequences to privacy that can occur when they both release sanitized data using their chosen privacy definitions.
In order for Alice to study how her privacy definition composes with possible data releases from Bob, she needs to consider all the different plausible relationships between her dataset and Bob's dataset. Thus she also needs to specify a set Cond of conditional probability distributions of Bob's data given her own.
9 Each φ ∈ Cond specifies a conditional probability distribution P (Data Bob = D | Data Alice = D, φ). The distributions φ ∈ Cond and θ ∈ D combine to form a joint distribution:
Alice can then reason as follows. For the moment, suppose Bob has already chosen to apply an algorithm A to his data. Alice can study the effect of releasing the output of M(Data Alice ) by considering the distributions in θ ∈ D and 9 Thus we decompose the joint distribution of Data Alice and Data Bob into the marginal distribution of Data Alice and the conditional distribution of Data Bob given Data Alice . φ ∈ Cond. Simulating an adversary's reasoning, for each (si, sj) ∈ Spairs, ω ∈ range(M), ω * ∈ range(A), she derives:
dD (14) where,
is the averaged conditional probability (using distribution φ ∈ Cond) of seeing Bob's sanitized output ω * given that Alice's dataset is D.
The significance of Equation 14 is that an attacker who uses the distributions θ ∈ D and φ ∈ Cond to reason about the joint data release would reason in the exact same way in an alternate universe in which Bob releases nothing and Alice releases information about her dataset using an algorithm M φ,A,M with range(M)×range(A) and which outputs the pair (ω, ω * ) with probability
Thus to study the privacy properties of this joint data release, Alice only needs to study the algorithms of the form M φ,A,M (for all choices of φ ∈ Cond, all M satisfying her privacy definition, and all A satisfying Bob's privacy definition). In particular, she can ask when M φ,A,M (for all choices of φ, M, A) satisfies -PufferFish(S, Spairs, D) (i.e. her privacy definition with a different privacy parameter ).
Self-composition
In this section, we study a special case of the discussion in the previous section. We call this special case selfcomposition. This is a helpful property for privacy definitions to have since it is useful in the design of algorithms. In self-composition, Alice plans multiple independent releases of her own data (i.e. the Alice and Bob from the previous section are the same person, and Cond consists of the trivial conditional probability where
Thus, Alice has a dataset Data, announces a privacy definition -PufferFish(S, Spairs, D) and chooses two algorithms M1 and M2 (with independent sources of randomness) that satisfy this definition. Alice computes ω1 = M1(Data) and ω2 = M2(Data) and releases the sanitized output (ω1, ω2) to the public.
From the previous section, we see that this is the same as if Alice had used an algorithm M * M 1 ,M 2 whose range equals range(M1) × range(M2) and with the probabilistic behavior
Linear self-composition is useful for algorithm design because it allows Alice to split a complicated algorithm M into a collection of simpler algorithms M1, . . . , M k and allocate her overall privacy budget among them [26] .
Sufficient conditions for self-composition
In general, not all instantiations of the Pufferfish framework will self-compose linearly. Furthermore, it is not always easy to tell if a particular instantiation will self-compose linearly. However, we provide an important class of sufficient conditions called universally composable evolution scenarios.
When domain experts create instantiations of the Pufferfish framework, they add more and more probability distributions θ into the evolution scenarios D to create a reasonable (yet conservative) set of data-generating distributions. Each evolution scenario θ adds an additional constraint that an algorithm M must satisfy.
If we have a privacy definition PufferFish(S, Spairs, D) that self-composes linearly, it can happen that adding more evolution scenarios (i.e. replacing D with a strict superset D ) will break the composition property. However, there are some θ that we can always add without worrying about breaking composition. We refer to these special θ as universally composable evolution scenarios.
Definition 8.2. (Universally composable evolution scenarios). Given S and Spairs, we say that θ is a universally composable evolution scenario for Spairs if the privacy definition PufferFish(S, Spairs, D ∪ {θ}) self-composes linearly whenever PufferFish(S, Spairs, D) self-composes linearly.
Universally composable evolution scenarios have a very special form.
Theorem 8.1. Given S and Spairs, the probability distribution θ is a universally composable evolution scenario for Spairs if and only if for all (si, sj) ∈ Spairs having P (si | θ) = 0 and P (sj | θ) = 0 there exist datasets Di, Dj ∈ I such that P (Data = Di | si, θ) = 1 and P (Data = Dj | sj, θ) = 1
The interesting aspect of Theorem 8.1 is that when the set of evolution scenarios D consists solely of universally composable evolution scenarios, then the resulting instantiation of the Pufferfish framework is a neighbor-based definition similar to differential privacy.
That is, let θ ∈ D be a universally composable evolution scenario and let (si, sj) ∈ S be a discriminative pair with nonzero probability under θ and Di, Dj ∈ I be the datasets associated with θ by Theorem 8.1. Then Di and Dj can be considered "neighbors" and the Pufferfish constraints (Equations 1 and 2 in Definition 3.1) become:
with randomness only depending on M.
In the case of differential privacy, those universally composable evolution scenarios θ are those for which there exist databases D1 and D2 that differ only on one tuple and have P (Data = D1 | θ)+P (Data = D2 | θ) = 1. Note that Theorem 6.1 says that we can further increase D to include all of the other distributions that generate records independently without change to the privacy guarantees, and Theorem 6.2 says that differentially private algorithms may leak too much information if we include any other distributions (i.e. those with correlated records).
DIFFERENTIAL PRIVACY WITH DETER-MINISTIC CONSTRAINTS
It was shown in [22] that differential privacy does not compose well with deterministic data constraints such as those caused by previous deterministic releases of information. That is, when a data curator provides exact query answers about the data and subsequently publishes additional information using -differential privacy, the combined data releases can leak much more information than each of the 2 releases in isolation. Constraints caused by deterministic releases of information are often the result of legal or contractual obligations (e.g., the U.S. Decennial Census).
Prior work [22] proposed a modification of differential privacy, called induced neighbors privacy [22] to account for prior deterministic data releases. As with many variants of differential privacy, it was a "neighbors-based" based definition that tried to make certain pairs of databases (i.e. neighbors) indistinguishable from each other. As we have shown in Sections 6 and 7, this can obscure privacy guarantees and the conditions under which the guarantees hold. Viewed through the Pufferfish lens, induced neighbors privacy does not properly bound the attacker's odds ratio (the main reason being that neighbor-based privacy definitions often cannot explicitly mention what secrets to protect).
In this section we extend the discussion of composition from Section 8 to show how to use Pufferfish to modify differential privacy in a way that takes into account arbitrary deterministic constraints (not just those caused by prior deterministic releases of data). The result is a privacy definition with precise semantic guarantees and clearly specified assumptions under which they hold. We also show some conditions under which induced neighbors privacy [22] is actually equivalent to an instantiation of the Pufferfish framework, thus providing induced neighbors privacy with precise semantic guarantees in those situations.
Preliminaries
Several types of constraints are common (some of them result from deterministic releases of data):
• Counts: The number of tuples in the dataset or the number of AIDS patients with age less than 25 are pieces of knowledge that impose count constraints. These constraints are often called marginal constraints, and can be represented as a constraint like r∈records(Data) g(r) = C, where g is a function from the tuple domain T to {0, 1}, and C is an integer. For instance, to encode a constraint about the number of AIDS patients with age less than 25, one can choose g such that g(t) = 1 only when t is a tuple with AIDS and age less than 25, and g(t) = 0 otherwise. • Univariate Histograms: These are a special kind of count constraints r∈records(Data) gi(r) = Ci (for i = 1, . . . , k) where the gi have disjoint supports (i.e. if for some t ∈ T we have gi(t) = 1 then gj(t) = 0 for all other j). Such constraints capture a variety of statistics that might be known about a database, including the total number of rows, number of tuples satisfying a set of mutually exclusive properties, as well as the results of bucketization algorithms that are common in the k-anonymization and -diversity literature.
• General Deterministic Constraints: In general, deterministic constraints eliminate some of the databases from the domain of database instances I. Such a general constraint Q can be formally described as a function Q : I → {0, 1} such that Q(D) = 0 means D is not possible (i.e. does not satisfy the constraint) and Q(D) = 1 means D is a possible.
Example 9.1. Let us give an example of a general constraint that will help illustrate the benefits of Pufferfish and distinguish it from neighbor-based privacy definitions. Suppose there are n students with ID numbers ranging from 1 to n. They are scheduled take an oral exam in the order determined by their id numbers. The dataset Data tracks whether or not a student has taken the exam. Initially Data consists of n records with value 0. After student i takes the exam, the i th record is set to 1. At any point in time, the database Data can be in only one of the n + 1 states defined by the constraint Q: ∃k∀i ≤ k, ri = 1 ∀i > k, ri = 0, as shown below. Suppose at some time point, the data curator wants to release the current number of students who have taken the exam without revealing who has or has not taken the test. The Laplace mechanism, which satisfies -differential privacy, would add noise with density f (x) = 1 2 e −|x|/ to the current number of students who have taken the exam. When n, the number of total students, is large, this strategy leaks too much information. For example, if the noisy answer is close to 0, the true value was probably not n and so the n th student probably has not yet taken the exam. As we shall see, it is not possible to release meaningful information in this situation, but differential privacy does not warn us about it (neither will induced-neighbors privacy, Definition 9.2).
Induced neighbors privacy [22] uses the following definitions: • Da ∈ IQ and D b ∈ IQ.
• No subset of {m1, . . . , mn ab } can transform Da into some Dc ∈ IQ. Definition 9.3. (Induced Neighbors Privacy). An algorithm M satisfies induced neighbor privacy with constraint Q, if for each output ω ∈ range(M) and for every pair D1, D2 of neighbors induced by Q, the following holds:
It is easy to see that the Laplace mechanism from Example 9.1 also satisfies induced neighbor privacy for this particular scenario since all induced neighbors are pairs (Di, Di+1). We compute the amount of information leakage (Example 9.2) after considering the Pufferfish view.
Pufferfish with Deterministic Constraints
Following the notation from Section 6 (also see Table 1 containing our notation), define:
Thus, the goal is to prevent an attacker from (a) learning whether the record of individual hi is in the data, and (b) distinguishing between two possible values of ri (in case hi is known to be in the data). The data evolution scenarios D * Q is the set of all probability distributions with the following form (i.e., they generate records independently conditioned on Q):
where the normalization constant ZQ = P (Q(Data) = 1). We show that -induced neighbors privacy is a necessary condition for guaranteeing -PufferFish(S, Spairs, D * Q ), for any general constraint Q. However, the next example shows -induced neighbors privacy is not sufficient, hence does guarantee an attacker's odds ratio is bounded within [e − , e ].
Example 9.2. Continuing Example 9.1, we show that the Laplace mechanism, which satisfies both -differential privacy and -induced neighbors privacy, does not satisfyPufferFish(S, Spairs, D * Q ). Consider a θ of the form given in Equation 17 such that for all i, fi(0) = fi(1) = 0.5, πi = 1. Thus all the allowable datasets D0, . . . , Dn from Example 9.1 are equally likely under θ. Consider the discriminative pair (σ (1, 0) , σ (1, 1) ) and note that if record 1 has value 0 then, according to our constraints, so do all records r for > 1, so D0 is the only dataset for which σ (1,0) can be true. Therefore satisfying -differential privacy or induced neighbors privacy in this situation does not bound an attacker's odds-ratio to the range [e − , e ]. In this situation, -PufferFish(S, Spairs, D * Q ) requires ∀Di, Dj, P (M(Di) = ω) ≤ e · P (M(Dj) = ω)
The condition is clearly sufficient. Necessity can be shown by considering the output ω = n, and different priors θi that assign fj(1) = 1 − δ for j ≤ i, and fj(1) = δ otherwise, where δ tends to zero. These priors capture different adversaries who believe strongly (with high prior probability) that i students have taken the exam.
Pufferfish tells us (via Equation 18
) that we cannot release meaningful data in this situation because it reduces to the condition that attackers should not be able to distinguish between any pair of valid datasets. However, we next show that it is possible to release meaningful data for a broad class of typical constraints.
Pufferfish with Univariate Histograms
Univariate histograms, as defined in Section 9.1, form an important subclass of constraints. For instance, the Census Bureau is legally obliged to publish the exact number of people living in each state [4] . A search engine is contractually bound to report to an advertiser the number of users who have clicked on ads using mutually exclusive predefined ranges (e.g., 100 − 200 clicks). Another interesting use case occurs when there has been a prior release of data using a mechanism Muni based on statistical disclosure limitation techniques like partitioning and microaggregation [1] , or bucketization algorithms based on syntactic privacy notions like k-anonymity (with say k = 10, 000), -diversity, etc. [6, 23, 40] . The output of Muni in all the above cases is a univariate histogram. In all these cases, we can provide additional releases of information by using Pufferfish to limit any further inference an attacker could make.
In fact, for those cases, -induced neighbor privacy becomes an instantiation of the Pufferfish framework (Theorems 9.1 and 9.2). Thus the algorithms proposed in [22] can be used in this case to bound an attacker's inference.
An important question that was left open in [22] is whether induced neighbor privacy is linear self composable. Theorems 9.1 and 9.2 allow us to answer this question. Since -PufferFish(S, Spairs, D * Q uni ) and induced neighbor privacy (for univariate histograms) are equivalent definitions, it is easy to see that the former can be written solely in terms of universally composable evolution scenarios, proving that -PufferFish(S, Spairs, D * Q uni ) composes with itself linearly. This means that, for a database with a prior univariate histogram release Quni, and further releases using M1 and M2 that satisfy PufferFish(S, Spairs, D * Q uni ) with parameters 1 and 2, respectively, the combined mechanism M M 1 ,M 2 guarantees ( 1 + 2)-P ufferFish(S, Spairs, D * Q uni ).
CONCLUSIONS
We presented the Pufferfish framework, a new and general framework that allows application domain experts to develop rigorous privacy definitions for their data sharing needs. The framework allows the domain experts to customize privacy to the specific set of secrets and data evolution scenarios that are typical in that domain. We used our general framework to prove the statement that differential privacy assumed independence between records, and define and study notions of composition in a broader context than before. We also applied the framework to derive rigorous definitions for handling unbounded continuous at-tributes, protecting aggregate information, and prior deterministic data releases.
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