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ABSTRACT
The proximity of the southern United States to large water bodies, mountain 
systems, and the arid climate of the desert southwest makes extended precipitation 
forecasts exceedingly difficult. In order to better understand the complex precipitation 
mechanisms, this analysis addressed the relationships between the regional-scale 
circuladon and long-term precipitation variability and change in the southern US for each 
season through a 42 year study period. Five unique precipitation regions were created for 
each season, and seasonal anomalies were calculated and examined by region for changes 
in variability and slope through time. Long-term climate change was detected in the 
precipitation regions only during the autumn season. During autumn, the western regions 
showed a significant increase in precipitation through the study period while the eastern 
region recorded a significant decrease.
To explain the significant variations and trends, relationships with the mean 
hemispheric flow regimes were analyzed. Atmospheric teleconnection indices and a 
formulated regional-scale flow index were correlated to the regional precipitation 
anomalies. Results indicated that the regional-scale flow index was the best estimator of 
regional precipitation variability during every season.
To investigate the influence of the regional-scale circulation further, isolation of 
the primary circulation anomalies associated with the Atlantic Subtropical High (STH) was 
necessary. Results indicated the importance of five dominant circulation regimes which 
transcend the seasonal analysis. Three of the patterns related to variations in the STH while 
two related to variations in the generalized hemispheric longwave flow. Of these, the most 
important patterns with respect to changes in precipitation related to variations in the STH, 
especially during the autumn season. It was found that strengthening of the STH over the 
eastern US causes persistent drought while advecting moisture into the continental interior.
Position of the STH anomaly is critical to the corresponding precipitation regime as an 
eastward displaced STH causes negative precipitation anomalies in the western regions and 
positive precipitation anomalies in the east. This analysis proves the importance of 
regional-scale circulation variation on the precipitation variability of the US south. Given 
current global warming predictions, studies which fully integrate regional-scale 





Recent research has focused on understanding short-duration regional climate 
variability embedded within long-term global climate change (Balling, 1992; Hare, 1985). 
Understanding climate variability is important because short-term regional extreme events 
have a greater economic and environmental impact than slow climate change. Namias 
(1981) points out that the economic value of reliable short-term climate predictions 
(months to seasons) exceeds that for short-range (daily), and long-range (decadal) weather 
forecasts. In addition, accurate forecasts of global atmospheric conditions are impossible 
without a detailed knowledge of regional-scale (10s to 100s of kilometers) changes which 
affect meso-scale atmospheric variations.
Because of the complexity of atmospheric interactions, seasonal precipitation 
estimates are especially problematic. Precipitation errors are typically magnified for many 
areas in long-term forecasts generated by General Circulation Models (GCMs). Four of 
the major GCMs [those of the Geophysical Fluid Dynamics Laboratory (GFDL), Goddard 
Institute of Space Studies (GISS), United Kingdom British Meteorological Office 
(UKMO), and Oregon State University (OSU)] have large regional-scale discrepancies 
among them as compared to observed precipitation data for North and Central America 
(Brazel, 1991). The largest precipitation differences occur along coastlines, in mountain 
regions, and around and over large water bodies (Brazel, 1991). This is especially true for 
the southern United States which has a diverse array of topographic and land-sea 
distribution features. Studies by Muller and Grymes (1991 -  for Eurasia), Robinson (1991 
-  for Australia) and Wendland (1991 -  for Africa and South America) show similar 
precipitation discrepancies.
1
There are many reasons for such inaccuracy in the climate models, including 
unique responses to the development of different circulation patterns (Winkler, 1992; 
Robinson, 1991). However, many of the problems associated with the GCMs involve 
spatial resolution. The finest resolution models employ 2° by 2° latitude-longitude grids 
which effectively eliminate local-scale precipitation events. Therefore, problems arise in 
long-term predictions for areas which have a high frequency of convective air-mass 
thunderstorms, or locally enhanced convection in association with frontal lifting. Such 
areas are usually in close proximity to major water bodies and/or in mountainous regions 
(Eagleman, 1988), both of which occur in the southern US.
Studies concerned with regional precipitation variability usually turn to an 
examination of the polar front and the associated frequency of cyclones and anticyclones. 
These studies, although vital to understanding the climatology of an area, fall short of 
adequately explaining regional-scale circulation changes. Furthermore, they do not 
consider oceanic-atmospheric interactions which may contribute significantly to 
precipitation variability in areas adjacent to large water bodies. Therefore, a methodology 
concerned only with the position of the polar front is inadequate for a complete 
understanding of precipitation variability in this region.
Because the Gulf of Mexico is the primary source of water vapor for the southern 
US (Weiss, 1992), its influence aids the production of severe weather events throughout 
this region during all seasons. The periodic advection of Gulf moisture ahead of migratory 
baroclinic waves and the resultant modification of continental air masses is critical in the 
development of cool season severe weather events (Weiss, 1992). This advective process 
may be particularly enhanced when the North Atlantic Subtropical High is strengthened 
and/or displaced to the west, thereby inducing strong regional-scale southerly flow into the 
region. As a result, precipitation within the region may be influenced by either
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thermodynamic forcing and/or enhanced dynamic forcing due to greater instability during 
every season.
Ultimately there is a need to link short-term weather prediction accuracy to 
short-term climatic variability forecasts. A thorough understanding of variability on this 
time-scale would greatly improve the accuracy of the GCMs. Because many 
policy-makers rely upon the forecasts generated by GCMs, the importance of accuracy 
with regard to the model output cannot be understated. Therefore, improvements are vital, 
but especially with regard to such a variable atmospheric process as precipitation.
Recently, many studies have discussed long-term climate change as a result of the 
increase in anthropogenic emissions (Balling, 1992; Rind etal., 1990; Hansen etal., 1988). 
Most of the models do agree that precipitation will increase in many critical areas near 
major water bodies with a resulting increase in global temperature. Precipitation increases 
have been detected over much of the United States since 1954 (Diaz and Quayle, 1980), 
especially during the autumn season (Hanson et a l, 1989). Therefore, it appears that 
adequate knowledge of regional climate variability must be a prerequisite to a thorough 
understanding of long-term climate change. Global climate change will be reflected in 
regional climate variability so that today, attempts should be made to ascertain impacts at 
the regional and local levels (Glantz, 1991).
Analysis of regional-scale circulation is critical for a proper understanding of the 
links between the climate system and regional precipitation (Henderson and Robinson, 
1994). This study analyzes relationships between regional-scale circulation variations and 
precipitation within the southern United States. Emphasis is placed on the regional-scale 
as larger scale circulation regimes may not fully capture regional precipitation forcing 
mechanisms. However, a methodology is employed which allows comparisons between 
the primary hemispheric flow regimes and the regional circulation. Results provide a better
understanding of the causes of both short-term and long-term precipitation variability and 
change for the region.
Literature Review
This analysis seeks to discover the causes of precipitation variability and change for 
the southern US. There are many ways to study the precipitation variability of a particular 
region as complex interactions unite in the precipitation process. Through the precipitation 
process, features at a variety of scales interact. Ultimately, the amount of precipitation at a 
given location depends upon the number and duration of precipitation events (Robinson 
and Henderson, 1992). Therefore, a proper understanding of cyclone and anticyclone 
frequencies is important as these are the primary precipitation forcing mechanisms for most 
areas within the mid-latitudes. Small-scale precipitation features operate within a 
larger-scale framework. Therefore, a review of atmospheric teleconnections is essential as 
variations in the teleconnection action centers largely determine the mean hemispheric 
flow regimes which affect the distribution of cyclones and anticyclones. Finally, for the 
southern US region, a review of the primary causes of variations in the regional-scale flow 
is critical as this flow provides both atmospheric instability and moisture to the 
precipitation process. For this, a review of the North Atlantic anticyclone is provided as 
regional-scale variations within this semi-permanent global-scale complex typically link 
the larger and smaller scales.
Cvclone and Anticyclone Frequency
One of the primary methods of analyzing regional precipitation variability involves 
the analysis of cyclone and anticyclone frequencies through a period of years to evaluate 
changes in Rossby wave circulation. Consequently, the changes in frequency reveal 
temporal fluctuations in the position of the polar front. Such changes in the Rossby wave 
pattern may account for a considerable degree of precipitation variability due to the 
resulting geographic distribution of fronts. Cyclones and anticyclones are more numerous,
more intense, and displaced farther south during the cool season (Zishka and Smith, 1980). 
Indirectly, one can infer that the polar front is more active during this time and that the type 
and frequency of precipitation changes accordingly. Large-scale circulation changes 
during the late 1950s led to a more meridional wave-train pattern after decades of 
consistent zonal westerlies (Leathers and Palecki, 1992; Rogers, 1984; Diaz and Quayle, 
1980; Dickson and Namias, 1976). A more meridional general circulation regime causes a 
wetter cool season climate in the southeastern United States (Henderson, 1991) through 
persistent East Coast troughing and a resulting increase in cyclogenesis (Mather et al., 
1964). This increase also leads to a cooler annual climate in this region (Dickson and 
Namias, 1976).
Agee (1991) shows trends in the frequency of cyclone and anticyclone events in the 
Northern Hemisphere during this century and relates them to periods of warming and 
cooling. The study indicates that a decrease in both cyclone and anticyclone frequency 
occurs during cooler periods and an increase in frequency occurs during warmer periods. 
According to Agee, a warming trend occurred between 1900 and 1940, while a cooling 
trend took place between 1940 and 1978, with major warming since. These temperature 
trends are also documented by Jones et al. (1986a and 1986b), Hansen and Lebedeff 
(1987), and Mitchell (1989). Agee calculates that the number of cyclones was down by 
30% and the number of anticyclones down by 43% during cool periods. Therefore, 
frequencies decrease with a decrease in surface temperature and increase with an increase 
in surface temperature.
This response to global or hemispheric cooling may be expected as the rate of 
evapotranspiration during a cool period is less in relation to that during a warm period. 
Also, the saturation vapor pressure of an air mass is drastically reduced with cooling. 
However, a cool period implies an anomalous equatorward displacement of the polar front 
during the cold season which enhances precipitation equatorward. Therefore, a shift in the
precipitation pattern is expected to accompany a cooler hemisphere and more rain-days 
occur in southerly regions and fewer in northern regions. This is not to say that the increase 
in rain-days automatically brings an increase in total precipitation, because lower 
temperatures reduce the water vapor capacity so that rainfall may, on average, be less 
intense than during a warmer period which involves stronger forcing in association with 
steeper thermal gradients.
In a study which examines the arrangement of cyclones and anticyclones at 500 mb, 
Parker et al. (1989) determine patterns responsible for blocking which effectively split the 
zonal westerlies around a high latitude anticyclonic ridge aligned meridionally with a lower 
latitude cyclonic trough. If persistent, the block serves to obstruct the normal progression 
of small scale disturbances (e.g. storms). This blocking often causes errors in precipitation 
forecasting as fronts frequently stall on the windward side of the high for an undetermined 
time (Colucci, 1976). It has been determined that there is a maximum in 500 mb 
anticyclone frequency over the subtropical Atlantic Ocean with a poleward extension over 
the Atlantic toward the British Isles. These anticyclones are more frequent during the warm 
season and, in addition to persistent blocking, they may aid the advection of warm 
moisture-laden air into the southeastern United States, thus enhancing precipitation in the 
southern region (Boyle and Bosart, 1989; Parker et al., 1989; Hawes and Colucci, 1986; 
Heddinghaus and Kung, 1980; Klein, 1958). In a related study, Diaz and Quayle (1980) 
determine that winter temperature trends are associated with changes in advection and are 
caused by changes in large-scale atmospheric circulation. Therefore, similar changes in 
advection may be important to regional precipitation trends as well as the distribution of 
cyclones and anticyclones.
Brennan and Smith (1978) determine that the relationship between annual 
precipitation amount and cyclone and anticyclone frequency is statistically unrelated. 
Although inherently related to the amount of precipitation a place or region receives, a
study of precipitation variability must go beyond the simple climatology of 
cyclone-anticyclone frequency. This is especially true for the southern United States, 
where much of the annual precipitation is induced by enhanced thermodynamic forcing and 
aided by increased moisture advection during all seasons. Although vital to any 
climatological study, cyclone and anticyclone frequencies do not adequately examine 
variability induced through regional circulation variability. For example, the 500 mb 
North Atlantic anticyclones may be associated with phases of the North Atlantic 
Oscillation (NAO) teleconnection because North Atlantic blocking tends to occur during 
particular phases of the NAO (Rogers, 1984). Rogers (1984) states that the NAO index has 
been lowest in winters of recent decades, suggesting more blocking. Subsequently, this 
causes more fronts to stall over the southern United States (Faiers, 1986) thus enhancing the 
precipitation of the region during recent decades. An examination of precipitation over the 
past one hundred years reveals that the southeastern US has become somewhat wetter 
during the recent past (Balling, 1992). Further correlations with known teleconnections 
may aid in explaining regional precipitation variability.
Atmospheric Teleconnections
Overview
Teleconnection studies are difficult to interrelate as there exist no universal 
definition or criteria for analyzing these barotropic, low amplitude patterns (Wallace and 
Gutzler, 1981). Wallace and Gutzler (1981) define atmospheric teleconnections as 
“significant correlations between temporal fluctuations in meteorological parameters at 
widely separated points on earth”. Esbensen (1984) argues that atmospheric 
teleconnections are “correlation fields that are characteristic of standing planetary scale 
disturbances”. Leathers et al. (1991) refer to teleconnections as “statistical associations 
among climate variables separated by large distances”. Glantz (1991) summarizes 
teleconnections as “linkages over great distance of seemingly disconnected weather
anomalies identified through geophysical processes, statistical correlations (in time and 
space), and recognition that many atmospheric processes are manifested as waves”. 
Consequently, these fluctuations produce identifiable and documented recurrent spatial 
patterns which can be linked to various atmospheric variables. It is generally agreed, 
however, that teleconnections result from the complex interaction of the ocean and the 
atmosphere linking widely separated regional climates into one unified global system 
(Leathers etal., 1991).
Shifts or fluctuations in the major teleconnection patterns may have profound 
effects upon a region’s temperature and precipitation regimes (Kalkstein, 1991; Hare, 
1985). This was especially true during the late 1970s {esp. 1976-1978) when the entire 
eastern portion of the US experienced anomalous severe and sustained winter weather 
(Harnack, 1980; Namias, 1978; Wagner, 1977). It has been shown that these anomalous 
winters, which caused widespread destruction of agricultural products (Rohli and Rogers, 
1993; Rogers and Rohli, 1991), came as a result of a persistent positive Pacific/North 
American (PNA) teleconnection pattern. Once locked into place through positive feedback 
mechanisms, the PNA aided the advection of cold polar anticyclones into the southeast 
(Wagner, 1977). Unfortunately for predictive purposes, many teleconnection patterns are 
most pronounced during the winter season and become less reliable during other times of 
the year (Bamston and Livezey, 1987).
More work is needed to adequately link extratropical precipitation patterns and 
teleconnections (Yarnal, 1985). Leathers et al. (1991) state that little work utilizes 
teleconnections in analyzing regional climatic variations with the noted exceptions of 
Yarnal and Leathers (1988), Rogers and van Loon (1979), and van Loon and Rogers 
(1978). The main focus of teleconnection research revolves around global temperature and 
precipitation anomalies associated with El Nino/Southern Oscillation (ENSO) events.
This link between atmospheric and oceanic phenomena is the most dominant and persistent 
teleconnection pattern and has by far the greatest impact upon global processes.
This study examines the importance of the major atmospheric teleconnections on 
Northern Hemispheric flow. The influence of the teleconnections on precipitation 
variability is stressed, especially with regard to the regional climate of the southern US. 
The three most prominent Northern Hemispheric teleconnection indices, the Southern 
Oscillation, the Pacific/North American, and the North Atlantic Oscillation, are therefore 
reviewed in order.
El Nino/Southern Oscillation (ENSO)
The Southern Oscillation Index (SOI) is derived from sea level pressure 
fluctuations at Tahiti and Darwin, Australia. The SOI is found by subtracting the sea level 
pressure (SLP) at Darwin from that at Tahiti. When the index is strongly negative 
(positive), the El Nino (La Nina) phase of the Southern Oscillation is evident (Philander, 
1990). Originally the term El Nino referred to the annual warming of the ocean current off 
the western coast of South America during the Christmas season (Wyrtki, 1979). The term 
is now synonymous with extreme sea surface temperature (SST) anomalies which occur 
approximately every three to seven years in the central and eastern equatorial Pacific Ocean 
(Inoue, 1992). These extreme positive SST events in the Pacific affect oceanic and 
atmospheric conditions on a global scale (Glantz, 1991; Philander, 1990; Quinn et al., 
1987; Yamal and Kiladis, 1985; Hastenrath and Heller, 1977). With this anomalous 
phenomenon comes the destruction of ecosystems and the widespread disruption of 
societies (Glantz, 1991).
The Southern Oscillation refers to the see-saw between positive and negative SLP 
anomalies in the eastern and western equatorial Pacific Ocean (Walker and Bliss, 1930). 
Bjerknes (1969) coined the term “Walker Circulation” in describing the see-saw shift of 
pressure centers in the equatorial Pacific as they relate to large-scale atmospheric
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convection and subsidence. Bjerknes (1960) also implies that the shift in pressure centers 
results from interannual sea surface temperature variations in the equatorial Pacific. Thus 
the link between El Nino events and the Southern Oscillation was established.
Many studies have correlated ENSO events with midlatitude atmospheric 
phenomenon (Ropelewski and Halpert, 1989; Bradley et a l,  1987; Ropelewski and 
Halpert, 1987; Rasmusson and Carpenter, 1982; Douglas and Englehart, 1981; Trenberth, 
1976). Ropelewski and Halpert (1987) examine precipitation links with all major 
landmasses and ENSO. Direct correlations are found for the major landmasses in the 
Southern Hemisphere but ENSO-enhanced precipitation in the Northern Hemisphere is 
less evident. Ropelewski and Halpert (1989) find that ENSO is related to enhanced winter 
precipitation in the southeastern United States but the processes which link ENSO to the 
precipitation anomalies are not examined in detail. However, Bjerknes (1969) states that
“at times of warmest ocean, the sea surface temperatures (SST) are higher than the 
air temperature and favors the flux of sensible and latent heat from the ocean to the 
atmosphere. When the ocean is cool the opposite condition exists and no upward flux of 
heat and moisture exists across the interface. Big monthly totals of rain occur only during 
periods when the ocean is warmer than the atmosphere”.
In addition, Bjerknes (1969) states that the equatorial ocean is responsible for 
anomalously great sources of heat which maintain an anomalous flux of angular 
momentum to the midlatitude westerlies. This response to thermodynamic forcing may 
account for a considerable degree of precipitation variability for a place or region.
Ropelewski and Halpert (1987) state that “in the subtropics and higher latitudes 
there are suggestions of ENSO-related precipitation in India, Australia, sections of 
Mexico, and the United States”. Within these areas the enhanced precipitation is the result 
of indirect processes which link ENSO and tropical circulation to the subtropics and 
midlatitudes. Definite correlations are found (Nicholls, 1988) between ENSO and the 
precipitation variability identified by Conrad (1941). In a related study, Angell and
Korshover (1987) find significant increases in annual-average cloudiness in the south 
central United States during ENSO years. Greater moisture advection into the southern 
US, especially during autumn, has been determined to be a direct result of the ENSO 
phenomenon. Not surprisingly, the increase in cloudiness has been found to be most 
prominent in association with strong ENSO events. Douglas and Englehart (1981) found 
that wet winters in southern Florida are associated with warm water events along the 
equator in the central Pacific Ocean (ENSO). Subsequently, dry conditions are associated 
with cold water events (La Nina) in the eastern tropical Pacific. In addition, cold winters in 
the southeastern US are correlated to the El Nino phenomena which is marked by persistent 
700 mb flow anomalies (Dickson and Namias, 1976). Arkin et al. (1980) show similar 
patterns in the southern US for years with a low Southern Oscillation Index (ENSO).
Although these studies and many others identify correlations, the processes by 
which ENSO affects particular areas are not examined in detail. Links between midlatitude 
forcing and ENSO events are evident in the anomalous deep winter Aleutian Low which is 
evident in the 700 mb geopotential heights during ENSO years (Yarnal, 1993). The 
patterns are related to the PNA teleconnection and typically cause split flow in the Northern 
Hemisphere polar jet. This split typically increases wintertime cyclogenesis in the Gulf of 
Mexico with the advent of a well-developed low latitude flow across northern Mexico and 
the southern US (Hsu, 1993b; Manty, 1993; Douglas and Englehart, 1981). The 
midlatitude response is triggered by enhanced Hadley circulation which results from 
changes in the Walker circulation during ENSO events. The split flow is caused by a 
strengthened Pacific Subtropical High (STH), which is enhanced through the anomalously 
strong Hadley circulation (Figure 1.1). The transport of energy and mass occurs through 
this circulation during the winter season when the circumpolar vortex expands and allows 
net transport away from the tropics. Consequently, cyclogenesis is usually enhanced by 
upper level venting caused by the split jet, especially over the northwestern Gulf where
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moist unstable air is located along the continental shelf break in association with large SST 
gradients (Lewis and Hsu, 1992).
Below normal height fields in the Gulf suggest invasions of polar fronts into the 
region and subsequent cyclogenesis in association with the low latitude split flow. 
Cyclogenesis is typically associated with a southward displacement of the upper 
tropospheric westerly flow and mean subtropical jet position. Furthermore, wet winters in 
the southern US are typically preceded by heavy rainfall events in the western equatorial 
Pacific Ocean during autumn. This results in enhanced low latitude mean flow across 
North America and increased frontal activity in the Gulf of Mexico. Circulation then 
increases across the Northern Pacific, Gulf of Mexico, and Western Atlantic Ocean. 
However, this teleconnection between the tropics and midlatitudes is only possible during 
winter when the westerlies expand equatorward toward the tropical heat source (Douglas 
and Englehart, 1981).
SOI
+ Values = La N ina 
-  Values = El Nino
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Figure 1.1. The Southern Oscillation Teleconnection Index (SOI) and Energy
Transport into the Mid-Latitudes.




According to Blackmon et al. (1984), the Pacific/North American (PNA) 
teleconnection is the only teleconnection pattern which is present at all time scales from 
days to weeks, months, seasons, years, and decades. The PNA pattern is a linkage between 
anomalies in the m id- to upper-tropospheric geopotential height fields over the North 
Pacific Ocean and North America (Leathers et al., 1991) and is responsible for a 
considerable degree of atmospheric variability over this region, especially during the cool 
season (Barnston and Livezey, 1987). According to Leathers et al. (1991), the spatial 
location of the PNA pattern on longer time scales is a function of the position of the mean 
stationary waves. The resulting mean mid-tropospheric flow over the Pacific Ocean and 
North America is characterized by a trough in the east-central North Pacific, a ridge over 
the Rocky Mountains and a trough over eastern North America. Consequently, the PNA 
index (Equation 1.1) utilizes standardized 700 mb height anomalies (Z*) at grid points 
within these areas. The index as calculated by Yamal and Diaz (1986) is:
PNA = 1/3 [-Z* (47.9°N, 170.0°W) + Z* (49.0°N, 111.0°W) (1.1)
-Z *  (29.7°N, 86.3°W)].
Subsequently, three centers of action are used in the calculation of the PNA index. 
The first is associated with the Aleutian Low over the North Pacific Ocean. The second is 
over British Columbia in northwestern North America, and the third is located over the 
southeastern United States. A fourth point located over the central Pacific may be added to 
Equation 1.1 (Leathers et al., 1991) but is not included in this analysis as this study 
examines only the flow across the North American landmass. This center, as well as the 
one over British Columbia, tend to act similarly while the Aleutian Low and the southeast 
US centers tend to be positively correlated.
The PNA index is used as a measure of the strength of the mean flow propagating 
over the western Northern Hemisphere. When the wave train propagates in a meridional 
fashion (Figure 1.2), the PNA index produces positive values with the strength reflected in 
higher numerical values. Consequently, when the wave train exhibits zonal flow across the 
region a negative PNA is recorded. In the case of extreme negative index values, a reversed 
PNA teleconnection pattern is established which is indicative of an anomalous 
ridge-trough-ridge across the North American continent. Therefore, the index captures in 
one number the complexity of the mid- to upper-tropospheric circulation over North 
America (Yamal, 1993). It has been determined that the two opposite extremes of this 
pattern account for a significant portion of atmospheric variance over North America. 
Also, Horel and Wallace (1981) determine that the positive mode of the PNA is linked to 
warm water events in the eastern equatorial Pacific Ocean (negative Southern Oscillation 
Index) indicating that the SOI may be an external forcing mechanism for the PNA. 
Relationship to Precipitation
It has been determined that the PNA strongly affects the precipitation variability of 
large regions of the United States during the cool season (Leathers etal., 1991). However, 
the PNA pattern is most prominent only during the cool months, specifically September, 
October, December, January, and February (Bamston and Livezey, 1987). Although the 
PNA index is calculated for every month and Blackmon et al. (1984) determine that the 
pattern is present at all time scales, studies which attempt to link this teleconnection to 
precipitation trends are generally limited to those five months.
Given the temporal limitations of the PNA, the index has been used to determine 
trends in regional scale (Yamal and Leathers, 1988) and large scale precipitation patterns 
(Leathers, etal., 1991). Henderson and Robinson (1994) show that during the cool season 
for the southeastern US, the PNA index correlates significantly with the number of 
precipitation events, the duration, and the precipitation amount of individual events.
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Figure 1.2. The Pacific / North American Teleconnection Index:
Primary Flow Patterns.
Adapted from Yamal and Leathers (1988).
However, because the PNA index is an indication of the strength of the mean 
westerly upper tropospheric flow over North America, one cannot determine the flux of 
moisture into much of the continent, nor does the index provide a direct indication of 
dynamic or thermodynamic forcing. The index does however, provide an indirect means of 
determining the average displacement of storm tracks and the strength of upper level flow. 
Because of this and the complexity of the precipitation process, precipitation correlations 
are rather low. Therefore, in general, temperature patterns are more highly correlated with 
the index than are precipitation patterns.
North Atlantic Oscillation
Overview
The other teleconnection pattern vital to understanding climates in the Northern 
Hemisphere is the North Atlantic Oscillation (NAO). Both the SO and the NAO were 
developed during the 1920s as a result of the seminal works of Sir Gilbert Walker (Walker 
and Bliss, 1932; Walker and Bliss, 1930; Walker, 1924). Unfortunately, work on the NAO 
languished until quite recently.
In a series of papers which examine winter temperatures in Greenland and Northern 
Europe, van Loon and Rogers (1978; also see Rogers and van Loon, 1979) renewed interest 
in the NAO. They determine that a seesaw in winter temperatures between these two 
locations is related to the general circulation characterized by the NAO. Rogers (1985; 
1984) further defines the importance of the NAO and formulates an NAO index, defined as 
the difference between the standardized mean winter surface pressure anomalies for Ponta 
Delgadas, Azores and that for Akureyri, Iceland. This same work identifies the NAO as an 
atmospheric manifestation evident at the 500 mb layer and also determines an NAO 
relationship to the Southern Oscillation. Rogers (1984) is the first study to examine the 
“teleconnection” between two independent atmospheric teleconnections.
Positive (negative) NAO index values are associated with strong zonal 
(meridional) flow between the primary action centers: the Icelandic Low and the 
Bermuda/Azores High (Figure 1.3). Rogers (1984) shows that the index has undergone 
extended periods of preference. The index shows stronger than normal values between 
1904 and 1925, between 1972 and 1976, and during the winter of 1983. The index shows 
weaker than normal values for the period 1899 to 1903 and between 1958 and 1971. This 
last period of meridional flow coincides with a similar trend evident in the PNA index 
(Leathers and Palecki, 1992).
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Figure 1.3. The North Atlantic Oscillation (NAO) Teleconnection Index:
Primary Flow Patterns.
Adapted from Rogers (1984).
Relationship to Precipitation
Bamston and Livezey (1987) explore relationships between the NAO and the 
climate of eastern North America. Relationships between temperature and precipitation 
are not as pronounced as those evident with the PNA pattern because of the upstream 
location of the area to the NAO action centers. Many other studies relate NAO values to 
temperature patterns in and around the North Atlantic Basin (Meehl and van Loon, 1979; 
Rogers and van Loon, 1979; van Loon and Rogers, 1978). Very few studies have attempted 
to relate the NAO to precipitation patterns, especially in North America. However, 
Henderson (1991) determines that no significant relationships exist between the NAO 
index and precipitation events across the southeastern US. Consequently, much of the 
work which relates the NAO to precipitation involves correlations with Europe and 
Northern Africa (Lamb and Peppier, 1987).
Because teleconnections estimate the flux of atmospheric mass between disparate 
places evident by anomalies in geopotential height fields, it is best to relate teleconnections
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with continuous surface variables such as temperature. Discontinuous phenomena such as 
precipitation involves the combination of many factors and therefore cannot be explained 
so easily. Although they are instrumental in understanding the climatology of a particular 
region, teleconnections fall short of adequately explaining the role of regional-scale 
circulation variations as they relate to precipitation variability in the southern United 
States. Therefore, a more specific examination of regional circulation forcing mechanisms 
is warranted. For this, a review of the North Atlantic anticyclone is provided.
The Atlantic Subtropical High Pressure System 
Overview
Each of the five major ocean basins has a large semi-permanent high pressure cell 
centered approximately 30° latitude in the subsiding branch of the Hadley circulation. 
These huge anticyclones, which tend to be elongated in an east-west manner, have an 
average diameter of 2000 miles (3200 km) and are called semi-permanent because of the 
slight movement of the center, which tends to be seasonal (McKnight, 1990). These highs 
are said to be dynamically induced systems resulting from the convergence and sinking of 
cool upper atmospheric air. Furthermore, Bluestein (1993) attributes the formation of the 
Subtropical High (STH) to surface diabatic cooling at this latitude along with the cool 
season dissipation of polar anticyclones in this area. It is apparent that these anticyclones, 
which are deep features extending through much of the troposphere (vertically barotropic), 
result from a combination of atmospheric processes.
The centers of the subtropical high are usually well developed during the summer 
and autumn months when the land-water thermal contrast is most pronounced. During this 
time the mean position of the center lies between 34° and 38°N in the Northern Hemisphere 
(Griffiths and Driscoll, 1982). It is during this time that the western extension of the 
Atlantic Subtropical High, known as the Bermuda High, engulfs virtually all of the United 
States east of the Rocky Mountains. Warm moist maritime tropical air is advected from the
Atlantic Ocean and Gulf of Mexico northward over the eastern US causing widespread 
instability west of the streamlines and pronounced stability east of the streamlines (Weiss, 
1992; Muller and Oberlander, 1984; Critchfield, 1983; Trewartha, 1981). During the 
winter months the center of the high is usually displaced equatorward as the strength 
weakens relative to summer (Griffiths and Driscoll, 1982).
There is a marked contrast between the eastern and western portions of these 
quasi-stationary atmospheric circulations (Trewartha and Horn, 1980). The eastern 
section is marked by strong subsidence induced by a persistent inversion which typically 
has a base extending to 500 meters above sea level. The air above this inversion is 
extremely dry and warm as a result of adiabatic heating. Also, the persistent circulation 
induced by the high produces winds parallel to the western coast of continents thereby 
inducing cold water upwelling from oceanic Ekman transport (Bluestein, 1992; Philander, 
1990) which adds to the stability of the region. The western section of the high shows more 
thermodynamic characteristics as the air is rather moist and unstable. Dynamically, this 
section of the system is dominated by divergence in the upper air which induces convergent 
flow at the surface. Here the wind velocity increases from south to north along an area of 
rising heights inducing a vacuum in the upper air which pulls air from the surface. Also, 
there is a long trajectory of the air over warm ocean waters both equatorward and to the west 
of the action center. Furthermore, a warm western ocean current is induced by the 
subtropical gyre which sets up as a result of the anticyclonic circulation of the high. Here, 
warm water is piled up along the western boundary of the ocean basin and a northerly drift 
is induced by the persistent clockwise winds. Warm waters aid in the instability of the air 
blowing over as the vapor pressure gradient becomes very steep. Also, the thermal gradient 
is pronounced between the ocean and the eastern portion of the continent (Griffiths and 
Driscoll, 1982). This aids in the inherent instability of air moving over the continent as the 
air is thermodynamically forced from beneath. The result is a warm humid climate along
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the western edge of the high pressure system, such as the climate of the southern United 
States. Therefore, the Bermuda High undoubtedly plays an important role in the 
precipitation variability of this region and variations within the STH exact tremendous 
regional-scale circulation variations which influence meso- and synoptic-scale 
precipitation forcing.
STH Climatology
Sahsamanoglou (1990) examines spatial and temporal characteristics of the 
Bermuda/Azores High (it is generally considered that the high has two nodes of action 
along an east-west transect). The study indicates that the high has undergone a series of 
intensity changes during the study period, 1873 -  1980. According to Sahsamanoglou, 
lower than average pressures dominate during the period, 1873 -  1902. From 1903 until 
1930 the central pressures increase with values well in excess of the overall mean. Reduced 
central pressures are again evident during the next period, 1931 -  1967. After this, the 
central pressures rise to a value above the long-term mean.
Sahsamanoglou (1990) also determines the zonal component of the westerlies with 
regard to the intensity of the STH. For this, the meridional component of the pressure 
gradient (MPG) is used. During the first period, 1873 -  1902, the MPG is low, implying 
weak central pressures. A weak STH allows for a more meridional component of the jet 
stream as westerly flow over the Atlantic is weak. During the period 1903 -1931, the MPG 
is higher than the mean, and a strong STH dominates. The result is a more zonal westerly 
component over the North Atlantic. During the period 1932- 1943 a close to normal MPG 
is evident, implying equal zonal and meridional flow components. During the remaining 
portion of the study period, 1944 -  1980, the MPG is high inducing a more zonal westerly 
component over the North Atlantic. Although important, the intensity of the high is only 
one variable which may contribute to precipitation variability in the southern US, the 
central position of the pressure system is also important. During summer months the
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precipitation variability of the region may be caused more by the position of the action 
center as central pressures are usually very stable.
Perhaps the most comprehensive and detailed analysis of the annual strength, 
position, and size of the STH is provided by Davis et al. (1994). This analysis determines 
the frequency of high pressure (defined by SLP > 1020 mb) for eveiy half month for the 
period, 1899 -  1980. The frequencies of high SLP are tabulated for each grid node of a 5° x 
5° grid encompassing the North Atlantic Ocean and portions of the adjacent continents. 
Principal Components Analysis is used to determine the spatial variance of anticyclone 
frequencies. Loadings maps are presented for the first five unrotated components with the 
calculated mean scores analyzed for statistical trends on a one half month and annual basis. 
Therefore, the study examines both the seasonality and annual changes in the STH.
Principal findings of the study include the abrupt nature of STH movement and 
intensity. Previous analysis suggests gradual seasonal migrations; however, this is only 
occasionally true. Further, preferred modes dominate the annual variance. The first mode, 
is composed of a summer maximum with a single action center over the central North 
Atlantic. The second involves a dual winter maximum with highest pressures located over 
the continents. This is indicative of migratory polar anticyclones which achieve higher 
frequencies with the expansion of the circumpolar vortex.
The annual climatology, however, generally agrees with Sahsamanoglou (1990). 
The STH gradually intensifies from March, when the center is located in its most 
southwestward point, to May when rapid expansion, strengthening, and northward 
migration occur (Figure 1.4). The trend continues through July, at which time the STH 
encompasses most of the North Atlantic basin and the center is located in its most 
northwestward location. August signals weakening and contraction of the pressure center 
and September signals a secondary maximum located over the southeastern US. This node 
intensifies and migrates south through the autumn and winter seasons while the true center
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of the STH degenerates and shifts eastward. During November, the center of the STH 
moves eastward to a position south of the Azores Islands and by January the maximum 
eastward position is attained, 30°N, 20°W. It is during December and January that the high 
strengthens as a result of the high frequency of migratory polar anticyclones, a phenomena 
noted in Bluestein (1993). These polar anticyclones predominantly follow either a 
southeastward track through the Mid-Atlantic states, or a southward track over the 
southern US (Davis et al., 1994; Rohli and Rogers, 1993; Ziska and Smith, 1980; 






Figure 1.4. Annual Movement of the Eastern STH Center. 
(Adapted from Davis et al., 1994).
Three overall conclusions are found in Davis et al., (1994) with relation to 
long-term STH trends. First, meridional flow across the basin is more frequent during the 
latter half of the century. This substantiates the findings of Briffa et al. (1990), 
Sahsamanoglou (1990), Rogers (1984), Makrogiannis et al. (1982), and Lamb (1968), 
concerning North Atlantic flow, and Kalnicky (1974), and Kutzbach (1970), concerning
generalized Northern Hemispheric flow. Second, blocking as a result of STH variations is 
less prevalent over the Atlantic and Great Britain during the last half century. This decrease 
in blocking coincides with a net increase in blocking episodes over western Europe. 
Finally, both the frequency and the intensity of the STH has significantly declined over the 
91 year study period. This reduction is valid for both the winter and summer seasons and 
signals the net removal of atmospheric mass from the North Atlantic basin. However, a 
slight resurgence is noted during the decade of the 1980s. This implies that the fluctuations 
of the STH are driven primarily by hemispheric temperatures as hemispheric cooling is 
evident during most of the century with the exception of the 1980s (Balling, 1992; Hansen 
et al., 1988).
The present study evaluates the STH only since 1946, therefore, comparisons to 
Davis etal. (1994) are warranted to determine whether the warming trend of the 1980s has 
affected or reversed the noted long-term statistical trends. Furthermore, the findings may 
determine the future STH response given a double CO2  atmosphere. Rind et al. (1990), and 
Hansen et al. (1988), suggest that a stronger STH will accompany increasing hemispheric 
temperatures, resulting in more frequent summertime drought throughout the southern US. 
Relation to Precipitation
Although dynamic considerations are more important to the precipitation 
variability of a region than advective ones, the large-scale advection of moisture cannot be 
ignored when considering this variability (Trewartha, 1981). The Gulf of Mexico has been 
determined to be the primary source of water vapor throughout much of North America 
(Weiss, 1992). Advected air from the western quadrant of the Bermuda High provides 
favorable conditions for precipitation from New Mexico to Canada and all points east. In 
addition, the large-scale addition of moisture from the Bermuda High strengthens 
thunderstorm activity, so that not only are precipitation events more frequent in this moist
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unstable tropical air mass but precipitation amounts are enhanced as well (Trewartha, 
1981).
Regional studies include that of Stahle and Cleaveland (1992) who determine that 
precipitation anomalies during the spring season along the Atlantic seaboard are related to 
the strength and position of the Bermuda High. When the western flank of the Bermuda 
High ridges westward from its mean position, a drier than normal spring season occurs. 
Conversely, when the high ridges eastward of its mean position, wetter than normal spring 
seasons occur. Wang and Li (1990) show a similar relationship between precipitation 
trends in China and the East-Asian monsoon. There the strength and position of the 
Western Pacific Subtropical High determines, to a great degree, the amount of precipitation 
in the semi-arid region of northern China. However, the study does not examine the 
Subtropical High directly as the strength of the thermal low which develops over the Asian 
continent is of great consequence as well. Unlike East-Asia, eastern North America has no 
thermal low development (with the exception of the spatially limited thermal low which 
develops over the southwestern US). Therefore, the buildup and position of the Bermuda 
High is largely dependent upon large-scale circulation changes. Such changes are 
undoubtedly linked to the energy flux between the ocean and the atmosphere both in the 
tropics (related to the Hadley circulation) as well as the extratropics (mean stationary 
waves).
General considerations of the relationship between the STH and precipitation 
variability for the continent are not fully explored by Trewartha (1981). Furthermore, 
Stahle and Cleaveland provide the framework for an in-depth examination of the STH but 
do not adequately define the relationship between this semi-permanent atmospheric 
feature and the widespread precipitation variability which occurs throughout the southern 
US. Easterling (1991) examined thunderstorm activity across the southeastern US and 
determines that the STH dominates summer convective processes. The influence of the
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STH either enhances thunderstorm activity through greater advection and instability west 
of the area of highest pressures or suppresses activity through subsidence in the area of 
greatest pressures. However, Easterling (1991) did not examine the STH in detail for any 
other season.
Therefore, understanding the importance of regional-scale subtropical flow on 
precipitation variability is crucial. This study better determines the relationship between 
the strength and position of the Bermuda High and precipitation across the southern United 
States while providing a proxy estimate of advective flow similar to techniques used in 
return flow studies (Crisp and Lewis, 1992; Lewis and Crisp, 1992; Molinari, 1987). 
Implications of future STH response to enhanced global warming and the subsequent 
effects on regional precipitation are possible.
Research Objectives
As previously noted, a thorough understanding of the precipitation variability
within the southern US is incomplete if one were to consider only the frequency of cyclones 
and anticyclones. Large-scale atmospheric teleconnections and regional circulation 
associated with the STH have an important influence upon the precipitation variability of 
the southern United States. An understanding of these factors involved in causing 
precipitation variability within this region will ultimately improve the accuracy of the 
long-term weather forecast which will improve intermediate and long-term climate 
forecasts. The objectives of this study are:
• To define relatively homogeneous precipitation regions within 
the southern United States during all seasons.
• To examine the relationship between the precipitation variability 
of each region and the major hemispheric flow regimes during 
each season.
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• To determine the influence of regional-scale flow on the 
precipitation variability within the study region. More 
specifically, to determine variations in the Atlantic Subtropical 
High Pressure System (STH) and the resulting influence on 
regional precipitation variability during each season. This 
includes:
a) Determination of the primary seasonal modes and patterns of 
the regional pressure variability at the surface (1013 mb), 850 
mb, 700 mb, and 500 mb, geopotential heights.
b) To correlate variations in the strength and position of the 
primary modes of the STH with precipitation variability in the 
southern United States.
c) To determine significant periodicities in both the seasonal 
precipitation regimes and the circulation regimes (both 
hemispheric flow regimes and the primary STH modes) so that 
circulation and precipitation forcing mechanisms are identified.
This chapter introduced the problem of precipitation variability and change in the 
southern US. The potential causes of long-term precipitation variations were examined 
and research objectives identified. The following chapter highlights the primary research 
methods used in this analysis to better understand precipitation variability and change in 





This analysis seeks to identify the characteristic seasonal patterns of precipitation 
through the study region. Monthly divisional precipitation totals are used for an eleven 
state region defining the southern United States, including: Texas, Oklahoma, Louisiana, 
Arkansas, Mississippi, Alabama, Tennessee, Georgia, Florida, South Carolina, and North 
Carolina. Therefore, ninety-nine climate divisions are employed in the analysis (Figure 
2.1). The monthly totals are grouped into standard meteorological seasons {e.g. DJF 
winter) for analysis. It is recognized that considerable monthly variability may be lost 
using a seasonal methodology, however, patterns found at this temporal scale represent 
more robust patterns than those at the monthly time-scale.
Figure 2.1. NCDC Climate Divisions in the Southern US.
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Data for the region are obtained from the National Climatic Information Disc 
Volume 1 (NOAA, 1990), which includes monthly precipitation totals for all climate 
divisions included within the study. The data are corrected for time of observation bias, 
station moves, and false or inaccurate recordings and has been determined to be reliable for 
use in climatological studies (Kai l etal., 1986). Inter-comparison of the primary patterns, 
variances, and time series are used for the period 1946 to 1988 inclusive.
The National Climatic Data Center (NCDC) defines 344 climate divisions in the 
conterminous US which are intended to represent relatively homogeneous temperature and 
precipitation regions. However, in actuality, huge disparities exist between the number and 
size of climate divisions within each state, therefore, it is unlikely that these divisions best 
represent homogeneous atmospheric properties. Principal Components Analysis (PCA) is 
used to effectively reduce the ninety-nine climate divisions which comprise the eleven 
state region and to create physically based homogeneous precipitation regions. It has been 
determined that rotated PCA better identifies spatial modes of variation over a mapped 
surface than other classification schemes (Jolliffe, 1993; Legates, 1993; Richman, 1993; 
Yarnal, 1993). Because the analysis depends heavily on PCA techniques, a complete 
review of the procedure follows.
Principal Components Analysis
Principal Components Analysis (PCA) is a data transformation technique 
originally conceived by Pearson (1901) and later developed by Hotelling (1933). PCA is 
simply a linear transformation in which an original set of variables (monthly divisional 
precipitation) are transformed from one set of axes (the climate divisions) to another (the 
principal components) with nothing “new” being created and nothing old being “lost” 
(Daultrey, 1976). The technique allows for the reduction of the original set of variables into 
a smaller uncorrelated set of variables which represents the information contained in the 
original variables (Jolliffe, 1993; Dunteman, 1989). PCA examines the relationship
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between one set of variables which are known a priori and another set which has been 
generated from the first data set (White, 1988). The primary benefit of PCA is that it allows 
features to be detected and dissected in terms of their spatial and temporal behavior (Horel, 
1984).
The general hypothesis inherently states that there exists a general pattern of spatial 
covariation among the variables in contrast to the null hypothesis that each variable has a 
unique spatial distribution. If the original data are uncorrelated, then the variables already 
represent an orthogonal set and there is no need to preform a Principal Components 
Analysis (Legates and Willmott, 1984).
White (1988) states that the objectives of PCA are threefold. The first objective 
involves pattern identification of interrelated variables for classification. This is possible 
as the individual data (seasonal divisional precipitation totals) tend to occur in communities 
which represent homogeneity. The second objective involves parsimony as PCA 
effectively eliminates the multiple analysis of similar phenomena. This is accomplished 
through the inherent colinearity of the original data which must be present to initially 
perform the PCA. Therefore, a reduction in the dimensionality of the original variables is 
accomplished, simplifying the interpretation of the variables. This transformation also 
removes colinearity (and therefore correlation) in the components. This is accomplished 
by weighting components according to the amount of total variance (sum of squared 
loadings for a component) that they describe. The third objective involves the scaling of 
component scores (time-series) and mapping of the component loadings (spatial 
covariation). Each component defines a group of interrelated characteristics so that the 
component becomes a functional unit with weights assigned to each variable.
The number of components must equal the number of variables. In this newly 
created data set, the first component is located in the n-dimensional vector space which is 
as near as possible to all of the original variable vectors (White, 1988). This first
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component accounts for as much of the total variance as possible. The second component, 
which has an axis orthogonal to the first, accounts for as much of the remaining variance as 
possible while still being uncorrelated with the first component. The third component, 
which is orthogonal to both the first and second components, accounts for as much of the 
remaining variance as possible while being uncorrelated to both of the previous 
components, and so on. Therefore new “components” (axes) are created which are 
uncorrelated with other components (axes) and weighted according to the amount of total 
variance they describe. Collectively, these mutually orthogonal independent variables 
explain the total amount of variance present in the original variables. This technique results 
in a few components (axes) which explain a large amount of the total variance and a number 
of components (axes) which account for a relatively small amount of total variance. The 
small components (axes) are discounted, and in this way the data are transformed into 
principal components and reduced.
Computation o f Components
The first PC (yi) is a linear combination of variables xj, x2, ..., xn„ The variance of 
this linear combination is defined as 
yi = an x i, + ai2x2, + ..., + alnxn =
n
U d n X i  . (2 .1)
1 = 1
The variance of yi is maximized given:
2
HdnXi =  l
i= 1
( 2 . 2 )
So that the sum of squared weights equals one. When the variance of the first PC is maxi­
mized, then so is the sum of the squared correlations with the original variables (Dunteman, 
1989).
The second PC (y2 ) utilizes a second weight vector such that the variance is 
described as




is maximized. Although this variance is maximized, it is under the constraint that it is 
orthogonal to the first PC and that
"  2
UdiiXi = 1 . (2.4)
i=  1
Therefore, the variance of each succeeding orthogonal component becomes 
smaller. There is no advantage in retaining all of the PCs due to the fact that most of the 
variation of the original variables is present in only a few components. Also, retention of all 
components negates the goal of parsimony in PCA.




EX,  =  E g , (2.5)
i =  1 i = l
where X equals the variance of the ith PC, and a  equals the covariance of the tth variable. If 
the variables are standardized (as in this analysis), then:
U A i  =  N  (2.6)
i = i
where N equals the number of original variables.
Therefore, the proportion of variance in the original variables (N) that the PCs (K) 
account for is:
K
/  N  (2.7)
i=i
where K is less than N. For any single PC, the proportion of explained variance is,
X i /  N  . (2.8)
The variance of a PC is equal to the amount of variation explained across all of the 
variables. If the proportion of explained variance of the first few PCs is close to N (the 
number of original variables) then most of the information of the original variables has 
been retained by these few PCs (Dunteman, 1989).
Principal Components may be based upon either a correlation matrix (R), or a 
covariance (C) matrix (Jolliffe, 1993; Yamal, 1992). The correlation matrix is simply a 
covariance matrix of standardized variables with zero mean and unit variance (Dunteman, 
1989). The measure of association between two variables (correlation) is usually found by 
the Pearson’s Product Moment Correlation Coefficient (r) which is a parametric measure of 
linear association (Dowdy and Wearden, 1991). The Pearson r is defined as the ratio of 
covariance between two variables to the square root of the product of the two variances and 
consequently varies between +1 and -1 (Daultry, 1976). For nonparametric data such as 
precipitation, it is useful to use Spearman’s rank order correlation. This correlation 
coefficient provides a measure of linear association between the ranks of the x  variable and 
those of the y  variable. It has been determined that when data do not follow a normal 
distribution, the Spearman correlation coefficient is frequently superior to the Pearson 
coefficient in detecting the association between variables (Dowdy and Wearden, 1991). 
For the PCA of precipitation data, the Spearman rank order correlation matrix is used. For 
all other PCAs (geopotential height analysis, etc.), the Pearson’s Product Moment 
Correlation matrix is used unless otherwise stated.
This analysis utilizes the correlation matrix to produce a PCA because of the large 
numerical differences in the variables (divisional precipitation). It has been determined 
(Drosdowsky, 1993; Dunteman, 1989) that use of the covariance matrix in this situation 
may cause unrealistic patterns as the first PC will inevitably load on variables with the 
greatest variance. Consequently, such patterns may have no physical meaning. If however, 
variables are expressed in similar units and the variances do not fluctuate widely, the use of 
the covariance matrix is acceptable for PCA (Dunteman, 1989).
The goal of PCA, therefore, is the decomposition of R. The explanation of the 
variance in R is expressed through the weighting vectors (eigenvectors or latent vectors) of 
the PCs and the variances (eigenvalues or latent roots) of the PCs. Correlations of the
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variables with the PCs are called loadings. These loadings give meaning to each PC and 
their evaluation facilitates interpretation.
Retention o f Components
One of the major problems associated with eigenvector techniques is the treatment 
of subjective decisions. One such decision concerns the number of components to retain in 
a given PCA (elimination of useless components). This is especially problematic when the 
rotation of components is considered as the outcome of the final analysis may be altered 
with the number of components retained. This is caused by the fact that the loadings on the 
rotated components are dependent upon the number of components retained and rotated 
(Drosdowsky, 1993).
Much work has been done to quantify this inherently qualitative decision. One of 
the simpler methodologies concerning the number of components to retain involves the 
elimination of any PC of a correlation matrix with an eigenvalue less than 1.0 (Kaiser, 
1960; Kaiser, 1958). It is the contention that these components contain less information 
than a single standardized variable whose variance is one (Jolliffe, 1993). This simple rule 
is sometimes referred to as the Kaiser-Guttman eigenvalue 1 criterion (Drosdowsky, 
1989). While this criterion is useful, it must be recognized that it was originally developed 
for use in Classical Factor Analysis (CFA) rather than PCA (Dunteman, 1989). Ultimately, 
this criterion may result in discarding PCs which may be important to the analysis or 
conversely, the retention of relatively unimportant PCs. Therefore, the application of this 
criterion alone may be unwise in most PC As.
A second retention criterion common in the literature suggests a loadings threshold 
of 0.7 for correlation matrices (Jolliffe, 1972). This is based on the fact that population 
eigenvalues greater than or equal to 1.0 may result in a corresponding eigenvalue less than 
one because of sampling error. Due to this, conflicting results between this criterion and the 
Kaiser-Guttman criterion may arise.
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A third criterion for the determination of retained components involves Monte 
Carlo simulations (Overland and Priesendorfer, 1982). This technique is very popular 
among climatologists as it involves simulations with independent random sequences to 
determine confidence levels for the eigenvalues. However, this test may eliminate some 
components found to be significant through other criteria. Therefore, the technique should 
be used in association with other criteria to best determine the number of components to 
retain.
A simple procedure suggested by Dunteman (1989) involves the retention of 
enough PCs to account for a given (a priori) percentage of variation (e.g., 80%). This 
criterion involves a totally arbitrary decision and may not be appropriate for some 
climatological analyses especially when large data sets are involved.
Perhaps the easiest and most useful technique to determine the number of 
components to retain is the scree plot (Cattell, 1966). This involves the plotting of the 
eigenvalues (or their corresponding proportion) to determine a break in slope. The 
discontinuity in the eigenvalue series identifies PCs which possess nonrandom signals, 
(large eigenvalues) to the left of the discontinuity, and those which do not, to the right of the 
discontinuity (Richman and Lamb, 1985). One simply retains all eigenvalues up to that 
discontinuity. Ultimately the decision is subjective and problems may arise when the 
discontinuity is less distinct. However, Craddock and Flood (1969) determine that the 
break is more pronounced when the log-eigenvalue is plotted against the eigenvalue 
number. The use of the scree plot frequently gives a mean numerical value for the number 
of components to retain as compared to other methods. Its use is widespread in climatology 
and represents a valid and appropriate determination of the number of components to retain 
(Drosdowsky, 1993; Yamal, 1992; Rogers, 1990). Furthermore, the ’overfactoring’ 
(Richman, 1981) of other retention methods usually causes problems in the analysis
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especially when a large number of PCs are obtained and when the objective is pattern 
identification utilizing rotation techniques (Richman and Lamb, 1985) as in this study.
All of the aforementioned criteria are somewhat arbitrary and must be used with 
caution and with the realization that the more PCs retained, the less parsimonious the 
description of the data (Dunteman, 1989). This study employs a combination of the 
Kaiser-Guttman eigenvalue 1 criterion and the scree plot. The Kaiser-Guttman criterion is 
used to determine the number of unrotated components initially retained and graphed on 
the scree plot, plus one component. This technique, hereafter termed the Kaiser-Guttman 
1+1 criterion, ensures that no component with an eigenvalue of less than one which is 
meaningful to the analysis is overlooked. The scree plot is then used to determine the 
number of components retained for rotation. Simple methods of this nature are determined 
to be as, or more reliable than, more complicated methods of determination (Jolliffe, 1993). 
For this analysis, consistency is maintained as closely as possible with regard to these 
qualitative decisions.
Rotation o f Components
The greatest asset of PCA is that one equation allows features to be described in 
terms of two output matrices (loadings and scores) which are mapped in terms of the spatial 
and temporal characteristics, respectively (White, 1988; Horel, 1984). White (1988) 
believes that this characteristic is especially useful for climate and climate change studies. 
However, he goes on to state that PCA combined with simple structure rotation “isolates 
discrete geographical subareas which supplies maximal data reduction, excellent 
clustering, and the most superior time series representation available”. The unrotated PCA 
is especially useful when the goal is simply data reduction or when the components are used 
in regression or other exploratory applications (Dunteman, 1989; White, 1988). Also, 
White (1988) shows that unrotated components exhibit “problematic” characteristics
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which reduce the ability to isolate individual variation, thus warranting rotation techniques 
(Yamal, 1993).
Three criteria have been determined for rotation. The first criterion involves 
parsimony, in which the model is as simple as possible while still retaining real world 
characteristics. The second criterion involves invariance, which states that if a meaningful 
set of patterns appears then those patterns will emerge again when the second analysis 
(rotation) is completed. The third criterion incorporates simple structure, which is an aid in 
defining an underlying order in the domain. This is met when the components are rotated 
about the origin while maintaining colinearity with a distinct cluster of variables (White, 
1988).
Computationally, orthogonal rotation is a shift (rotation) of the PCs to a new set of 
coordinate axes in the same subspace spanned by the original PCs (Dunteman, 1989). 
These new perpendicular coordinate axes lie in the same plane as the original so that no 
information is lost in the description of the variables. The new axes are defined by the 
decomposition of R with the original variables, as in the original PC, but the pattern of 
loadings is more conceptually appealing, thereby allowing for easier physical 
interpretation (Dunteman, 1989).
The most popular orthogonal rotation scheme in climatology has been determined 
to be varimax rotation (Ehrendorfer, 1987). Varimax rotation is used to obtain alternative 
solutions which are more meaningful than the initial components (Ehrendorfer, 1987; 
Englehart and Douglas, 1985;Horel, 1984; Walsh etal., 1982; Richman, 1981; Walsh and 
Richman, 1981). Ogallo (1989) determines rotated principal components to be stable and 
unbiased in climatological studies by comparing the rotated patterns with themselves 
during odd and even years as well as seasonally.
The varimax criteria maximizes the sum of variances of the squared loadings with 
each column of the loading matrix. This results in a unique rotated factor loading matrix
38
similar to CFA (Legates, 1993). This is a new set of orthogonal coordinate axes where each 
new coordinate axis has either large or small loadings on the variables (Dunteman, 1989). 
This causes the PCs to be less ambiguous with regard to the original variables and facilitates 
physical interpretation (Jolliffe, 1993) as stronger anomalies cover smaller portions of the 
domain (Richman and Lamb, 1985).
The original PCs simply maximize the sum of squared loadings while the varimax 
rotated solutions maximize a variance like function of the loadings with the components 
(Dunteman, 1989). Both solutions (unrotated and rotated) explain exactly the same 
amount of variation in the variables. Therefore, the usage of rotated PCs depends entirely 
upon the purpose of the study (Jolliffe, 1993; Legates, 1993; Richman, 1993; Yarnal, 
1993).
Buell Sequences
Much of the current debate over rotation (Legates, 1993; Richman, 1993) hinges on 
domain shape dependence and the resulting “Buell sequences” (Buell 1979; Buell, 1975). 
It has been determined that unrotated PCs may produce patterns which have no physical 
correspondence to the known variability present in the original variables (Richman, 1993). 
These patterns may be determined in part by the shape of the domain involved in the 
analysis as well as the orthogonality constraint present in unrotated PCA (Yamal, 1992; 
Easterling, 1990; Crane and Barry, 1988; Richman, 1986; Richman and Lamb, 1985; 
Moltene et al., 1983; Walsh and Mostek, 1980; Buell, 1979). The investigator must 
determine the degree of influence the chosen domain has upon the selected data which may 
be problematic because of the exploratory nature of the analyses which employ PCA. 
However, according to Buell (1979; 1975), the unrotated loadings follow a preferred 
sequence if domain shape dependence is present. The sequence is especially frequent when 
a rectangular domain is used (Buell, 1975), as in this study.
The problem of unrotated PCA domain shape dependence is easily explained. 
Unrotated PCA loadings follow a predictable pattern when mapped because of the 
maximum variance explained criterion and the orthogonality constraint of the technique. 
Because of the limited number of observation points toward the edges of the domain, the 
area of highest variance is always located in the center of the domain. Therefore, the central 
points represent not only the variance present in the data at each point, but also that of the 
surrounding points. The first PC maximizes the variance which is inevitably located in the 
center of the domain regardless of the data being analyzed. The second PC, which is 
orthogonal to the first, maximizes the residual variance in the domain. Therefore, the 
loadings always represent observation points at the corners of the domain, or everywhere 
except the center. The third PC maximizes the residual variance of the previous 
components since it is orthogonal to the first two. Therefore, a loadings pattern which is 
opposite that of the second component results, and so on (Figure 2.2). This predictable 
sequence typically occurs in a limited spatial domain regardless of the data being analyzed.
The use of simple structure (varimax) rotation alleviates this problem by aligning 
the eigenvectors with concentrations of data vectors in the correlation matrix while 
maximizing the number of near zero loadings in the hyperplane (Richman, 1993). This 
causes loadings to portray more realistic mapped patterns than the unrotated solutions.
The use of rotation rests entirely upon the goals of the study (Jolliffe, 1993; Legates, 
1993; Richman, 1993). If the intent is simply to reduce data, whereby the maximum 
variance explained property of the components is important, then unrotated solutions are 
appropriate. If, however, the retrieval of map patterns is important, then simple structure 








Figure 2.2. Buell’s (1975) First Correlation Functions on a 6X6 Square.
Solid Lines Equal Positive and Negative Valued Areas, Dashed 
Lines Indicate a Large Area of Uniform Sign. Adapted From Legates (1993).
Yarnal (1992) and White et al. (1991) state that oblique rotation (promax) is the 
optimal rotation choice for producing representative regionalizations. However, the 
orthogonality restraint (varimax rotation) is retained in this study because the sharing of 
variance between retained components (a characteristic of oblique techniques) is 
undesirable. This may lead to widely overlapping regions or large zones of transition. This 
study seeks the most defined regions with a minimum of regional overlap, therefore, 
varimax (orthogonal) rotation techniques are employed.
All precipitation divisions with high loadings are grouped into homogeneous 
precipitation regions. Composite loadings maps depict the seasonal distribution of the 
precipitation regions. It has been determined that an eigenvector loading threshold of 0.4
provides adequate boundaries in PCA-derived regionalizations (White et al., 1991). For 
this analysis a 0.5 eigenvector cutoff is employed which further eliminates transition zones 
between the regions. Precipitation anomalies are calculated and plotted for each of the 
PCA-derived regions and the anomalies tested using simple linear regression techniques to 
determine whether significant trends in the temporal records exists. Evidence suggests that 
significant changes in the interannual variability of atmospheric phenomena may be related 
to enhanced CO2  warming (Katz and Brown, 1992; Schneider, 1988). To establish whether 
significant changes in the seasonal interannual variability have occurred, each region is 
broken into two 22 year time periods (Period one, 1946-67; Period two, 1968-88) and 
statistically tested. Each region’s variance is calculated by season, and time period, and an 
F-test is used to determine whether significant changes in variability have occurred 
between the two time periods.
The significant changes identified in the precipitation regions are related to 
hemispheric and regional-scale flow regimes. Once the initial causes of regional 
precipitation variability and circulation changes are identified, links to the primary forcing 
mechanisms are sought. This is accomplished through spectral analysis of individual 
variable time-series.
Flow Indices Methodology
Because the regionalization of divisional precipitation is new to the study area as a 
whole, it is prudent to examine the association between the seasonal PCA derived 
precipitation regions and the primary hemispheric flow regimes. For this, three of the most 
widely used atmospheric teleconnection indices are used to identify large-scale Northern 
Hemispheric circulation variations. Therefore, the Pacific/North American (PNA), the 
North Atlantic Oscillation (NAO), and the Southern Oscillation (SOI), teleconnection 
indices are correlated to the seasonal regional precipitation anomalies. The Pearson
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Correlation Coefficients (r) are used to determine the relationship between the primary 
midlatitude flow regimes and the regional climate. In addition, a regional-scale flow index 
is developed and used to estimate the influence of such flow on regional precipitation. The 
index, termed the Bermuda High Index (BHI), provides an estimate of the pressure gradient 
across the southern US. The strength and direction of the regional-scale flow is determined 
by the index values and the influence on the regional precipitation regimes is sought 
through correlations. Comparisons are made between the regional-scale flow index and 
the hemispheric circulation regimes to determine the best estimator of regional 
precipitation variability.
Because low correlations with precipitation are typical of the teleconnection 
indices, the regional-scale flow index may provide a better estimate of precipitation 
variability for the southern US. Further, high correlations with the regional index justify 
more detailed research into the STH which largely determines the regional flow anomalies.
Surface and Upper Air Methods
This section attempts to determine the primary seasonal circulation regimes of the 
regional-scale flow for the surface and upper air. Data are obtained from the Compact Disc 
of the National Meteorological Center Grid Point Data Set: Version II (NCAR, 1990). This 
set includes selected geopotential heights and parameters based on twice daily (00 and 12 
UTC) observations for 1977 grid points equally spaced throughout the Northern 
Hemisphere. Monthly-mean grids, constructed from the twice daily observations, are used 
throughout the analysis.
The NMC grid point data set is composed of a 47x51 grid matrix with equally 
spaced grid points (Figure 2.3). The domain chosen for this analysis is defined by column 
21—40 and row 2-12, comprising a 19x10 grid matrix. The domain was selected only after 
repeated Principal Components Analysis on annual surface pressure data and mapping of
43
the PC loadings in an attempt to isolate the principal modes of the STH. The final domain 
was selected only after similar patterns which isolated (at least in part) variations in the 
STH were found through repeated analysis and adjustment of the domain by one column 
and one row. The experiments prove the primary circulation modes to be robust.
.X /
/.
Figure 2.3. NMC Northern Hemisphere Grid and Study Domain.
The data are extracted for the grid domain for the surface (pressure) and the upper 
air (geopotential heights) for the 42 year study period. The upper air data utilizes three of 
the mandatory upper air height fields; the 500 mb, 700 mb, and 850 mb levels. The 700 mb 
and 850 mb levels are included in the analysis to better interpret the primary patterns, 
however, a limited time-series exists for these heights. Therefore, the analysis emphasizes 
the surface and 500 mb data sets as the time-series matches that of the precipitation regions.
PCA and RPCA are used to determine the major seasonal modes of regional 
pressure variability at the surface, 500 mb, 700 mb, and 850 mb geopotential heights. 
Pearson correlations (r) are made between the primary component scores (time-series) and 
the precipitation anomalies for each region. The analysis determines the modes which are 
important to the precipitation regions for each season and emphasis is placed on those 
circulation patterns which best relate to changes found in the regional precipitation 
time-series. The primary patterns represent influential external forcing mechanisms on the 
regional precipitation. However, a complete understanding of the circulation forcing 
mechanisms is desired as well. Therefore, spectral estimates of all seasonal precipitation 
and circulation regimes are derived. In addition, spectral periodicities are sought for the 
seasonally stratified teleconnection indices (including the regional-scale flow index) so 
that better interpretation of the atmospheric phenomena is facilitated.
Spectral Analysis
Overview
So that a proper interpretation of the primary seasonal circulation regimes may be 
made, spectral analytic techniques are employed. In doing, inferences concerning the 
primary regional-scale circulation forcing mechanisms and the corresponding links to 
regional precipitation variability are possible. Spectral estimates are compared to known 
periodicities evident in atmospheric phenomena such as ENSO events and Quasi-Biennial 
Oscillations (QBO).
According to Davis (1973),
“Spectral analysis is the partitioning of the variation in a time series into 
components according to the duration or length of the intervals within which the variation 
occurs. This is done by considering the time series to be the sum of many simpler time 
series. The time series may be expressed in the form of regular mutually orthogonal 
sinusoids of different amplitude, wavelength, and starting points”.
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The sum of variation in all of the sinusoids must be equal to that expressed by the 
original time series. If the time series under investigation is truly periodic, harmonic 
analysis may be used to decompose the original variables. Because many naturally 
occurring phenomena are periodic (seasons, tides, etc.) harmonic analysis has become 
popular in climatology. The groundwork for its use in climatology derives from Horn and 
Bryson (1960).
In order to properly understand the power spectrum techniques utilized in this 
analysis, a proper review of harmonic analysis is warranted, although true harmonic 
analysis is not incorporated in this study. Harmonic analysis is a technique which enables 
an investigator to objectively describe the temporal and areal distribution of a phenomenon 
such as precipitation. This is achieved by allowing the phenomenon to be expressed 
mathematically by the sum of a series of simple curves (Horn and Bryson, 1960). These 
sine curves are based on the principle that a curve, if viewed as a function, may be 
represented through a series of trigonometric functions (Kirkyla and Hameed, 1989).
Kirkyla and Hameed (1989) describe the formula for a series as:
v  %2* ,360itX  — Xo +  Z A i  cos(—p — +  <Pi) (2.9)
i = i  *
where Xo is the arithmetic mean, A, is the amplitude of the ith harmonic, O, is the phase 
angle of the corresponding ith harmonic, N is the number of observations, P is the period of 
observation, and X is the value at time t.
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According to Horn and Bryson (1960), the formula for a distribution is:
Y=Ao + Ai sin(jc + <t>i) + A2  sin (2x+ <J>2) + -  + An sin (nx + <E>„) (2.10)
where Y is the distribution, Ao is the arithmetic mean of the observations, An  sin(nx + <E>n) is 
the sine curve of the nth harmonic, A], A2, ...,A„, is the amplitude, 4>], 0 2, is the 
phase angle, x, 2 x ,... nx, is equal to each year and n = the number of the highest harmonic.
A total of N/2 harmonics are produced which represent the data curve (curve of the 
original variables). Therefore, in this analysis, a total of 21 harmonics (42 year study 
period/2) completely explain the data curve. Examination of the sine curve of each of the 
21 harmonics present in this analysis is necessary to fully understand the data curve. The 
sine curve is a continuous smooth curve extending through 360°. The curve begins at y=0 
at 0°, reaches a maximum of y=l at 90°, a minimum of y= -l at 270°, and is back at y=0 at 
360°. This sine curve with only one maximum and one minimum (frequency of one) 
represents the first harmonic. Typically this harmonic describes the annual variation 
present within the data, although in this analysis the full seasonal cycle is described.
Next, the cycle is repeated so that the sine curve has two maxima and two minima 
which best fit the original data curve. This represents the second harmonic which has a 
frequency of two. Because the curve has two maxima, the complete cycle is equal to 720° 
(360°x2). However, the length of the sine curve must be equal to that of the first harmonic. 
The length of the sine curve is the same for each harmonic but the frequency and the 
corresponding curvature length changes with each successive harmonic. Therefore, the 
complete cycle for the third harmonic is equal to 1080° (360°x3) with the length of the sine 
curve exactly that of the first harmonic.
The sine curve is fitted to the data curve by increasing or decreasing the ordinate (y 
axis) values and by shifting the curve horizontally to change the abscissa {x axis) values at
47
which the maxima or minima occur (Horn and Bryson, 1960). The number of degrees by 
which the sine curve is shifted to the left to best fit the data curve is the phase angle, «I> The 
factor by which the sine curve is multiplied to increase or decrease its ordinate value is the 
amplitude, A.
By comparing the sizes of the amplitudes of the six curves, A, , the type of variation 
which dominates the curve is revealed. The amplitude is the ordinate distance of the 
maxima or minima from the arithmetic mean. If the first harmonic displays a large 
amplitude, a strong annual (seasonal in this analysis) variation is present. Therefore, the 
first harmonic explains a large percentage of the variance displayed in the original data. If 
the amplitude of the second harmonic is large, then a strong semi-annual (semi-seasonal) 
tendency is present, and so on. Typically, the first three harmonics explain most of the 
variance of the original data.
The phase angle O, determines the time in which the maxima and minima expressed 
by the amplitude occur. The first harmonic has a phase angle which expresses the time of 
annual (seasonal) maximum. The second harmonic displays a phase angle which describes 
the time of sine-annual (seasonal) maximum, and so on. Charts which depict the phase 
angle and amplitude describe the areal distribution of the original phenomenon.
The percentage of total variation explained by a given harmonic is found through 
the formation of a ratio of the square of the amplitude of the given harmonic to the sum of 
the squares of all six harmonics. Typically the first three (long period) harmonics represent 
most of the total variation as they represent large-scale features. Higher order (short 
period) harmonics represent local effects on the phenomenon and are still very useful even 
when the lower order harmonics explain most of the variation (Horn and Bryson, 1960). 
These harmonics typically describe local characteristics which otherwise go unnoticed.
Harmonic analysis is useful in climatological studies (Hsu and Wallace, 1976; 
Hastenrath, 1968) in that it helps determine boundaries and areas of transition between
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various climatic regions and it aids in the determination of specific regional characteristics. 
Although this study does not employ the technique for this purpose, an understanding of 
harmonic analysis is essential for proper evaluation of the power spectrum analysis which 
is used in this study.
The Tukey Power Spectrum Analysis
The term ’Generalized Harmonic Analysis’ was coined by Wiener (1930) who 
formulated spectral analysis from functions with finite power for both stochastic and 
nonstochastic time-series. Khintchine (1934), and later Cramer (1942), further developed 
the geometric theory of weakly stationary time-series and the spectral decomposition of 
weakly stationary processes, respectively. The purpose of generalized harmonic analysis, 
also known as power spectrum analysis, is to properly evaluate non-randomness in a time 
series, assuming nothing of the nature of the non-randomness.
The major difference between harmonic analysis and spectral analysis is that 
harmonic analysis assumes that the time series is composed of a finite number of 
oscillations with a specific wavelength. Spectral analysis assumes that the series is 
composed of an infinite number of oscillations which span a continuous distribution of 
wavelengths so that the spectrum measures the variance over a continuous domain of all 
possible wavelengths.
The goal of spectral analysis is to decompose the power of a given series into its 
harmonic components (Koopmans, 1974). Estimates of the power spectrum are derived 
from the available data and are subsequently used to gain information about the 
mechanisms which generate the data. Because of a variety of causes, the continuous part of 
the spectrum has superimposed upon it one or more spectral peaks. This is Koopmans’ 
(1974) mixed type spectral estimate. Regular daily, monthly, or seasonal cycles introduce 
peaks which may contaminate subtle variations in the continuous spectrum. These 
impurities must be removed with filtering algorithms. This study stratifies the data into
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seasonal composites derived from monthly data. Therefore, no filtering is necessary as 
only robust spectral peaks are superimposed on the continuous seasonal spectrum. 
Time-series are based on an implicit model consisting of an almost periodic 
(nonstochastic) trend term with a white noise residual (Koopmans, 1974).
In this study, the Tukey power spectrum analysis method (Wei, 1985) is employed 
to detect periodicities in a data set and to test these periodicities against confidence 
intervals. The first step in the analysis finds the raw spectral estimates ( S ). These 
estimates may be obtained directly from autocorrelation coefficients (rz, also called the 
autocoefficients) calculated through the PROC ARIM A procedure in SAS (1988). The raw
A
data spectral estimates ( s  = regional precipitation anomalies, teleconnection indices, 
circulation components, etc.) are found through
where m is the maximum lag, in this study set equal to 21 (42 years/2), n is set successively 
equal to 0,l,2,3,...,m.
The calculated ’raw’ spectral estimates are then smoothed with a three-term 
weighted average to result in the final spectral estimates (Wei, 1985). The smoothing 
formulae are:
[r(0) +  2 J t  r(x)cos t  +  r(m ) cos Im 
m —  1
(2 . 12)
r = l
So =  +  Si) (2 . 12)
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A A
S k  —  -  1 +  2 S k  +  S k  + i)  (2 .1 3  )
S m  =  j ( S m  -  1 +  S m )  (2 .1 4 )
Final spectral estimates are then compared with the local value of the hypothesized 
null white noise spectral estimates Sk, when ri < 0;
_ 1 1 m - 1
S k  =  S  =  2 ^ ( S o  +  S m )  +  S  S i  ( 2 .1 5 )
Or a red noise spectral estimate Sk, when rj > 0
S k  =  S  =  -------------5— !----------------   ( 2 .1 6 )
1 +  r  (1) — 2r(l) cos(jil/m)
To test the statistical significance of each periodicity, the following equation is used
/  =  (2« — y ) /  m (2.17)
with the null hypothesis (Hq) being equal to a random process. Therefore, if
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Sk >  ( X j )  (2.18)
the null hypothesis is rejected.
The corresponding period equals
T  =  ^  (2.19)
Because the power spectrum eliminates all phase information, and because it does 
not compute the amplitude correctly, it can only be used to detect periodicities (Wei, 1985). 
When used in conjunction with the statistical test in equation 2.17, the determination of 
significant periodicities is valid.
In this analysis, spectral estimates are calculated and tested against the 95% 
confidence interval (a=0.05). All time-series data (regional precipitation anomalies, 
teleconnection indices, circulation component scores, etc.) are spectrally analyzed, 
compared, and matched to determine forcing mechanisms and the resulting regional 
precipitation response. In addition, all phenomena which display a significant time-series 
spectral peak are correlated (Pearson r) to each other to determine whether the periodicities 
have the same phase. If significantly correlated, the periodicities match, thus proper 
interpretation is facilitated.
CHAPTER III 
REGIONAL ANALYSIS OF PRECIPITATION 
Introduction
Recent literature is replete with climate regionalizations. Many studies investigate 
traditional eigenvector techniques and applications for regionalizations (e.g. White etal., 
1991; Richman and Lamb, 1985; Lanzante and Hamack, 1982; Walsh et al., 1982; Diaz, 
1981; Diaz and Fulbright, 1981; Kutzbach, 1967) while others seek alternative 
regionalization methods such as harmonic analysis (Finkelstein and Truppi, 1991; Tyson, 
1971; Horn and Bryson, 1960) and correlation techniques (Yamal, 1993; Sumner, 1983a; 
Sumner, 1983b). No matter which technique is employed, climate regionalizations are 
vital to a proper understanding of climate variability and its influence upon the surface 
environment (Yamal, 1993).
The regionalization of precipitation presents a host of methodological problems as 
several climate system processes contribute to this phenomena. Further, precipitation 
generating mechanisms change seasonally in many locations (van Loon and Williams, 
1976a; van Loon and Williams, 1976b; Williams and van Loon, 1976). For these reasons, 
this study seeks to identify the characteristic seasonal patterns of precipitation through the 
study region. This is accomplished through incorporation of eigenvector techniques 
(RPCA), which are reliable in the generation of plausible physically based homogeneous 
regions (Ogallo, 1989; Ehrendorfer, 1987).
The primary benefits of this regionalization are many. First, the precipitation data 
set (number of climate divisions) is reduced to a more manageable data set, one of the 
primary goals of any PCA. Second, a complete seasonal regionalization of precipitation is
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new for this region as a unit, therefore, the creation of unique physically derived 
homogeneous precipitation regions is desirable. The precipitation regions are then related 
to the primary surface and upper air circulation regimes in-order to fully understand the 
causes of long-term precipitation variability throughout the study area. Estimates of future 
water resources and crop models may be determined in future studies once the link between 
the primary seasonal circulation regimes and the surface precipitation response is 
established.
Eigenvector Analysis
Analysis of the Principal Components must begin with an examination of the 
eigenvalues and eigenvectors of the correlation matrix. Using the Kaiser-Guttman 
eigenvalue 1+1 criterion, a total of 11 principal components are initially retained for scree 
plot evaluation for the winter season. For the spring season, 13 unrotated components are 
retained for evaluation, for summer and autumn, 15 and 13 components are retained, 
respectively. Appendix A shows the total variance explained by each unrotated component 
(proportion) of the normalized seasonal anomalies as well as the percentage of total 
variance explained by all retained unrotated components (cumulative). Using the scree 
plots (Figure 3.1), the First five components are retained for varimax rotation for each 
season. These five unrotated components explain 76.9% of the total variance for winter, 
69.9% for spring, 61.0% for summer and 69.7% for autumn.
During varimax rotation, each component undergoes a shift of axis so that differing 
results (from the rotated solutions) are obtained with regard to the component loadings as 
well as the amount of individual component explained variance. Tables 3.1A-3. ID, show 
the amount of variance explained by each of the rotated components for the winter (A) 
through autumn (D) seasons respectively. In each case, the total variance collectively 
explained by the rotated components is exactly the same as that before rotation, however, 
that explained by the individual components varies. Therefore, no information is gained or 
lost during the varimax (orthogonal) rotation procedure.
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Figure 3.1. Scree Plots for the Winter (A) Through Autumn (D) 
Precipitation Components (Cutoffs Denoted by Arrows).
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Table 3.1. Amount of Explained Variance for Each Rotated Com ponent for the 
W inter (A) through Autumn (D) Seasons.
A
P C I PC2 PC3 PC4 PC5
% Variance 31.05 28.89 16.61 15.74 7.72
B
P C I PC2 PC3 PC4 PC5
% Variance 29.97 25.86 18.74 15.41 10.02
C
P C I PC2 PC3 PC4 PC5
% Variance 33.01 . 25.71 22.05 10.75 8.39
D
P C I PC2 PC3 PC4 PC5
% Variance 29.75 23.43 17.33 16.10 13.38
Regionalization
Winter
High loadings in the PCA are spatially coherent. Low loadings values may be 
eliminated as they are relatively uncorrelated to a particular principal component but may 
load highly upon another PC. Therefore, the plotting of all divisions with high loadings 
(>0.5) reveals spatially homogeneous units (regions) of similar precipitation variability. 
Because five components are retained for rotation, five distinct regions are determined by 
plotting the divisions which load highly upon each PC. These regions are joined into a 
composite regionalization with all of the climate divisions in the eleven state area 
represented. This is done for all fi ve retained components for each season. Some divisional 
overlap occurs and represents regional transition areas.
Figure 3.2 depicts the composite isopleth regionalization for the winter season of 
all loadings greater than 0.5 for all five rotated components. Where transition areas occur
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(one division loading highly upon two PCs), the 0.5 loading isoline is drawn so that the 
division in question equally represents both precipitation regions in which it loads highly 
upon. In the analysis that follows, the precipitation anomalies of the split division are used 
in the analysis of both regions. Regional names are used to identify each derived region 
with PC 1 being termed the North Central region, PC2 the East Coast, PC3 the High Plains, 
PC4 the Gulf Coast, and PC5 Florida.
The overall spatial pattern consists of a southwest-northeast transect which may 
reflect mean wave cyclone trajectories, the primary precipitation forcing mechanism 
during winter. The High Plains region is composed mainly of climate divisions within the 
states of Texas and Oklahoma, reflecting the high degree spatial and temporal covariability 
within those states. The Gulf Coast region is comprised primarily of southern Louisiana 
and Mississippi climate divisions. The states of Arkansas, and Tennessee, along with the 
northern sections of Louisiana, Mississippi, Alabama, and Georgia make up the North 
Central Region. The East Coast region is confined to those climate divisions which border 
the Atlantic Ocean from North Carolina to northern Florida. Lastly, climate divisions 
within the Florida peninsula prove to be temporally and spatially similar during the winter 
months. The spatial distribution is climatologically plausible given the relationship of each 
region to mean cyclone tracks identified by Zishka and Smith (1980). In addition, the 
regional alignment roughly agrees with the Gulf of Mexico and Cape Hatteras cyclogenetic 
regions and the resulting cyclone tracks (Hsu, 1993a; Lewis and Hsu, 1992: Mather et al., 
1964). Variations in the frequency and tracks of these cyclones in addition to 







Figure 3.2. PCA Derived Precipitation Regions for the Winter Season.
Spring
Composite mapping of all loadings greater than 0.5 for the spring season yield the 
composite map present in Figure 3.3. Once again, five relatively homogeneous 
precipitation regions are determined through eigenvector analysis. The first of these, the 
High Plains region (PC5), integrates all of the climate divisions within the state of Texas as 
well as those in the Oklahoma panhandle. The North Central region (PC3) is comprised 
mainly of divisions located within the states of Oklahoma and Arkansas. The third region, 
the Gulf Coast (PCI), is located through a five state area in the central portion of the study 
area. The state of Tennessee as well as the mountain regions of North Carolina and South 
Carolina, along with the northern portions of Georgia and Alabama comprise the 
precipitation region of Appalachia (PC2). Lastly, divisions bordering the Atlantic Ocean 
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Figure 3.3. PCA Derived Precipitation Regions for the Spring Season.
The regional distribution is similar to that for winter, however, significant changes 
are evident. The High Plains region is now limited to Texas and the Oklahoma panhandle. 
The North Central region shifts to the west during this season while the Gulf Coast region 
expands. Further, the Florida peninsula merges with the East Coast which is spatially 
reduced from the winter season. This reduction along with the western shift of the North 
Central region, allows for the introduction of the region of Appalachia. Physical causes of 
the spring spatial distribution are linked to the poleward contraction of the mean polar front 
and the associated migration of cyclones and anticyclones as well as the introduction of 
thermodynamic forcing during the latter portion of the season. The expansion of the 
coastal regions indicate the importance of convective activity and it is believed that the 
interactions with regional circulation anomalies in association with the STH is critical to 
the seasonal precipitation regimes.
Summer
The PCA derived summer precipitation regions found through the mapping of all 
divisional loadings greater than 0.5 is depicted in Figure 3.4. The west is divided into two
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regions, the High Plains region (PC4) to the south and the North Central region (PC2) to the 
north. The High Plains region is confined to divisions within central and southern Texas 
while the North Central region is composed of a northern tier of divisions from west Texas 
through Arkansas and into Tennessee. The Gulf Coast region (PC3) is limited to the center 
of the southern United States occupying most of Louisiana, Mississippi, and extreme 
southwest Alabama. The East Coast region (PCI) dominates all of North Carolina, South 
Carolina and Georgia, as well as most of Alabama and portions of Tennessee and Florida. 
Once again, divisions within the Florida peninsula (PC5) act independently from other 





Figure 3.4. PCA Derived Precipitation Regions for the Summer Season.
Primary changes in the spatial distribution are apparent from that of the spring 
season. Both the High Plains and Gulf Coast regions constrict from the spring alignment 
while the East Coast and North Central regions expand. This causes the elimination of 
Appalachia and allows for the reintroduction of Florida as a distinct region.
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Physical explanations for the seasonal spatial distribution may be linked to the 
expansion of the STH (Trewartha, 1981; Trewartha and Horn, 1980). The East Coast 
region is most affected by the expansion and contraction of the STH which allows for either 
very wet summers (during STH contraction) or severe drought (during STH expansion, ie., 
1988; 1993) (Stahle and Cleveland, 1992). The alignment of the North Central region is 
also plausible under this scenario. Typically, expansion of the STH allows for enhanced 
precipitation in the western portions of the study area (North Central, Gulf Coast, and High 
Plains) as increased moisture advection causes increased instability inducing 
thermodynamic forcing (Easterling, 1990). In times of STH contraction, reduced moisture 
is apparent, therefore, although the diurnal forcing mechanism (heat) is maintained, a net 
reduction in precipitation takes place (Trewartha, 1981).
The Florida region is unique during this season as an intense thermal low develops 
over the center of the peninsula from diurnal heating of the landmass. This results in 
increased convection and an enhanced double sea-breeze circulation (Hsu, 1988). The 
precipitation generating mechanism is persistent even during times of STH expansion and 
encroachment, although evidence exists that the STH is responsible for a reduction in 
summertime precipitation in this region through enhanced subsidence during recent 
decades (Coleman, 1988; Coleman, 1982; Coleman, 1979).
Autum n
For the autumn season, the PCA derived precipitation regions are somewhat similar 
to that of winter in that the regions align in a southwest to northeast transect (Figure 3.5). 
The alignment reflects the mean trajectory of cyclones which traverse the study area during 
this season as well as thermodynamic influences which dominate the region during the 
early portion of the season.
The High Plains region (PC4) comprises most of the divisions located within 
Oklahoma and Texas while the North Central region (PC2) extends from east-central Texas
through Arkansas, northern Louisiana, Mississippi and Tennessee. The Gulf Coast region 
(PC3) is similar to that for both winter and summer in that it is comprised of divisions 
located within southern Louisiana, Mississippi, and Alabama. The region of Appalachia 
(PCI) extends through northern Alabama, Georgia, and into Tennessee, western North 
Carolina, South Carolina, and the panhandle of Florida. Divisions along the eastern 
seaboard including the Florida peninsula comprise the East Coast region (PC5).
Appalachia.North Central
High Plains /  Gulf Coast ^ r \
East Coast
Figure 3.5. PCA Derived Precipitation Regions for the Autumn Season.
The regional spatial distribution for the autumn season is more reminiscent of the 
winter season than the spring or summer seasons. The High Plains and the Gulf Coast 
regions expand during autumn while the East Coast and the North Central regions contract. 
This allows, once again, for Appalachia to emerge as a distinct region. In addition, the 
Florida peninsula merges with the East Coast region which is noticeably restricted along 
the eastern seaboard.
Physical mechanisms are probably tied to late season cyclone trajectories (Zishka 
and Smith, 1982). However, early season thermodynamic aspects blend with the late
62
season dynamics to form completely unique spatial alignments. In addition, early season 
tropical influences cannot be discounted in this distribution especially with regard to the 




Time-series of the associated regional precipitation anomalies are shown in Figure 
3.6 for the winter season. The anomalies represent each particular precipitation region 
through the study period. All of the regional time-series display considerable annual 
precipitation anomalies with the exception of the High Plains region. Given the nominal 
precipitation amounts typical of the southwestern US, reduced anomalies are to be 
expected. In every case, variability appears to increase toward more recent times. This is 
especially evident in the Gulf Coast region where seasonal anomalies are rather benign 
until 1960, after which large annual fluctuations become commonplace. According to 
Schneider (1988), and Katz and Brown (1992), one of the primary effects of a CO2 forced 
greenhouse warmed atmosphere is a significant change in atmospheric variability. 
Therefore, changes in variability are sought through statistical testing of the associated 
time-series variances.
For testing purposes, the data are stratified into two equal halves to determine 
whether significant trends occur between the two time periods. Period 1 is defined by the 
time-series, 1946-1967; Period 2 is defined by the time-series, 1968-1988. A simple 
F-test is used to determine whether the variances of the two time periods are statistically 
different. In addition, linear regression techniques are applied to the entire study period to 
determine whether long-term trends exist. The linear regression techniques analyze the 
precipitation anomalies (dependent variable) against time (independent variable). A 
measure of association is generated but more importantly, a regression line is fitted to the
distribution and tested for a significant change in slope. The significance of the slope 
quantitatively determines long-term trends which may go unnoticed qualitatively. It is 
recognized that the homoscedasticity assumption may be violated if significantly different 
variances through time are found. In such instances the non-parametric Spearman 
correlation statistic is used to check the validity of the parametric derived probability value. 
If significant probability differences are then found between the parametric and 
non-parametric analyses the issue is addressed. Table 3.2 shows the calculated variance for 
each of the precipitation regions for winter during Period 1 and Period 2, and the 
corresponding F-test Statistic. Also, the linear regression probability value for each region 
is displayed.







High Plains 2.716 2.465 0.413 0.741
Gulf Coast 8.531 17.366 0.054** 0.821
North Central 12.568 15.120 0.338 0.199
East Coast 5.962 11.844 0.062* 0.614
Florida 5.395 8.522 0.151 0.165
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Figure 3.6. Regional Precipitation Anomalies for the W inter Season.
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The Gulf Coast and the East Coast regions display significant increases in 
precipitation variability between the two periods with the F-test probability value 
significant at the 0.05 and 0.10 alpha level for both regions, respectively. Linear regression 
techniques prove that no long-term temporal trends exist for any of the regions during the 
winter season. Therefore, although significant changes in precipitation occur through the 
study period, the changes are confined to variability. The change in variability appears to 
correspond to a shift toward a more meridional mean hemispheric flow regime during the 
late 1950s. This shift in the generalized hemispheric flow is well documented by Leathers 
and Palecki (1992).
Spring
The spring season regional precipitation time-series indicate more overall 
variability than that for the winter season (Figure 3.7). Again, it appears that for some 
regions, variability increases toward the end of the record. Substantial annual fluctuations 
are seen in the Gulf Coast region as well as the North Central; however, variability in the 
East Coast region is somewhat reduced from that of winter. Perhaps the most interesting 
time-series is associated with Appalachia where the annual anomalies are somewhat static 
until 1971, after which substantial changes in precipitation variability occur.
Significant changes in variance are detected in three of the five regions for the 
season as the East Coast and North Central regions remain temporally stable throughout the 
study period (Table 3.3). Both the Gulf Coast and Appalachia record significant (a=0.01 
and a=0.05, respectively) increases in variability during Period 2 while the High Plains 
region displays a significant decrease in precipitation variability during Period 2 (oc=0.05). 
No significant long-term trends are detected through linear regression in any of the spring 
season time-series. This may be attributed to the high degree of interannual variability 
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Figure 3.7. Regional Precipitation Anomalies for the Spring Season.
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High Plains 5.987 2.921 0.054** 0.898
North Central 12.504 9.178 0.243 0.728
Gulf Coast 10.737 21.652 0.058* 0.651
Appalachia 2.990 17.377 0.000** 0.790
East Coast 5.702 6.740 0.353 0.585
Summer
The variability present in the regional precipitation anomalies during the summer 
season is less dramatic than previously seen (Figure 3.8). Most notable is the static trend of 
North Central precipitation between 1960 and 1970. A similar trend is evident for the Gulf 
Coast region during the same time span. However, the High Plains, East Coast, and Florida 
regions all display substantial increases in positive precipitation anomalies during this 
period. The associated circulation changes which effectively reduce precipitation through 
the central study area during this decade must be further investigated. The most striking 
aspect of the regional time-series is that this season is the first in which a trend toward a 
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3.8. Regional Precipitation Anomalies for the Summ er Season.
None of the precipitation regions record a significant change in variance between 
the two stated sub periods (Table 3.4). It is interesting to note that four of the five regions 
record a statistically insignificant decrease in variability between the two periods. In 
addition, linear regression techniques prove that none of the regions display a significant 
long-term precipitation anomaly trend.







High Plains 5.650 5.696 0.493 0.152
North Central 7.683 4.540 0.118 0.969
Gulf Coast 9.593 8.224 0.364 0.465
East Coast 5.999 5.845 0.477 0.624
Florida 18.929 12.540 0.177 0.728
Autumn
Departures associated with the autumn season are interesting in that a number of 
trends are evident (Figure 3.9). Although fairly static throughout the record, the High 
Plains region shows three distinct clusters. The first is a cluster of negative anomalies from 
the beginning of the record until 1956. A similar trend is seen in the time-series for all 
regions except the East Coast. Second, a cluster of mainly positive anomalies occurs 
between 1956 and 1975. The trend is less evident in the other regional time-series. 
Between 1975 and 1982, the third cluster (of negative anomalies) is apparent. However, a 
preference toward higher anomalies is seen extending through the end of the record which 
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3.9. Regional Precipitation Anomalies for the Autumn Season.
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Of the five regions, only the East Coast displays a significant change in variability 
from Period 1 to Period 2 (Table 3.5). The East Coast records a significant decrease in 
variability which is significant at the 0.05 alpha level. Furthermore, the East Coast records 
a significant slope (P=0.041) which decreases through time. Because the East Coast 
anomalies show a significant difference in variance through time, the assumption of data 
homoscedasticity is violated (Clark and Hosking, 1986). Therefore, the results must be 
interpreted with caution although non-parametric procedures confirm the significance of 
the parametric analysis. Interestingly, the western portion remains somewhat constant with 
regard to variability but a significant trend toward higher anomalies through time is 
evident. Both the High Plains and the North Central region show a statistically significant 
slope towards higher anomalies and a linear regression probability value which exceeds the 
0.01 alpha level.







High Plains 5.737 6.877 0.341 0.010**
North Central 10.810 10.863 0.495 0.008**
Gulf Coast 16.479 11.654 0.217 0.137
Appalachia 12.444 8.089 0.166 0.608
East Coast 12.099 5.476 0.038** 0.041**
Therefore, during the autumn season, the eastern portion of the study area is drier 
and less variable through the study period, while the western portion of the study area is 
wetter through time. This phenomena is documented by Hanson etal. (1989) who found a 
significant overall precipitation increase for the entire United States during this season. 
Causes of such phenomena can only be speculated upon here but it is thought that changes 
in the intensity and position of the STH (and the corresponding regional-scale circulation 
variations) are responsible. Expansion, and/or a westward shift of the STH action center,
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induces subsidence in the eastern portion of the study area effectively reducing 
precipitation amounts. Greater moisture advection and enhanced precipitation occur 
simultaneously in the west. Furthermore, fluctuations in the intensity and duration of 
ridging over the western Atlantic cause changes in the frequency of blocking episodes. 
These blocks effectively stall migrating cyclones, the frequency of which aids either 
drought conditions or enhanced precipitation in the east depending upon the mean relative 
position between the region and the block (Stahle and Cleaveland, 1992). These 
hypotheses are tested in detail in the following chapters.
C hapter Summary
Spatial Patterns
East of the High Plains region, the winter precipitation regions appear to align along 
mean cyclone tracks. The association is reinforced by the fact that Texas climate division 
eight loads highly upon the Gulf Coast PC, indicating the importance of Gulf of Mexico 
cyclogenesis and its influence upon Gulf Coast precipitation. Years in which cyclones form 
along the coast enhance Gulf Coast precipitation. Conversely, if the cyclogenesis area is 
farther south along the shelf break, the cyclones may track across the Gulf of Mexico to the 
Atlantic Ocean, thereby increasing precipitation in the East Coast region. Both regions are 
primarily affected by the southern branch of the polar front which aids Gulf of Mexico 
cyclogenesis and the associated cyclone tracks. Furthermore, the East Coast region is 
affected by Atlantic cyclogenesis as well. In addition, the High Plains and North Central 
regions are primarily affected by variations in the frequency and trajectory of Colorado 
Lows. Trajectories are largely determined by the mean position of the polar front which is 
governed by mean hemispheric longwave patterns.
The Florida peninsula is an exclusive region during winter due in part to latitude 
and the land-sea orientation. Precipitation in this region is probably governed by 
large-scale variations in the STH (Coleman, 1988) and moisture and energy fluctuations
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associated with the SOI (Douglas and Englehart, 1981). Variations in the STH are 
responsible for both the blockage of migratory cyclones and anticyclones as well as low 
level subsidence which increases stability (instability) throughout the region.
During the spring season, the overall spatial patterns are oriented primarily east to 
west. This is an indication of the latitudinal influence of late-season thermodynamics. It is 
speculated here that variations in the STH influence precipitation trends throughout the 
East Coast region during the latter portion of the season as the STH undergoes rapid 
intensification (Davis et al., 1994). This is reinforced by the fact that Florida covaries with 
the East Coast to become a homogeneous region during this season.
By the summer season, the thermodynamic influences on precipitation are evident 
as the regions are aligned east-west reflecting latitudinal thermal gradients. Also, the STH 
builds in over the eastern seaboard during this season (Muller and Willis, 1983; Trewartha, 
1981). This causes copious moisture advection into the Mississippi River valley 
(Henderson, 1994) which leads to the speculation that during years in which the STH 
anomalously expands (contracts), the High Plains (Gulf Coast) receives anomalously high 
precipitation. Furthermore, drought conditions may arise in the eastern regions as strong 
subsidence prohibits convective precipitation.
During the summer, the Florida peninsula acts independently from other regions, 
because of the strong sea breeze which results from a steep thermal gradient between land 
and sea (Hsu, 1988). This causes highly variable but consistent precipitation inland. 
However, STH expansion may be responsible for recent lower than normal precipitation 
across the region during recent decades (Coleman, 1988; Coleman, 1982; Coleman, 1979).
It is speculated here that summertime precipitation in the North Central region is 
primarily affected by cyclones tracking along the mean polar front. Although the polar 
front retreats to a position over the US-Canadian border during this time (Harman, 1991) 
the associated trailing cold fronts largely determine precipitation within much of the
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Mississippi and Ohio River valleys (Brennan and Smith, 1978). This precipitation may be 
enhanced through large-scale moisture advection in lee of the STH.
Other causes of summer precipitation across the study area include tropical 
cyclones which are highly variable but important to the overall regional precipitation 
regimes (Eagleman, 1988; Muller and Wax, 1977). In addition, organized convective 
systems such as Mesoscale Convective Complexes (MCCs) are responsible for large 
precipitation amounts especially in the High Plains and North Central regions. The 
formation and lifecycle of these systems depends greatly upon the thermodynamic 
characteristics present within the region.
The autumn season is interesting in that a number of complex precipitation 
mechanisms combine to form the spatial patterns. Cyclone tracks, Gulf of Mexico 
cyclogenesis, thermodynamics, and tropically induced disturbances all combine to shape 
the precipitation regions. Any number of these mechanisms and their variations may 
radically alter the precipitation regime during a given year. Therefore, the spatial patterns 
are a mixture of the patterns found during the other seasons.
Overall, the regional patterns are generally similar to the annual patterns produced 
by Horn and Bryson (1960) for the entire United States. Therefore, the patterns can be said 
to exist physically and are found to be robust.
Time-Series
Significant changes in variance are detected during all seasons except summer 
(Table 3.6). In addition, the spring season records the highest number of regions with a 
significant change in variance. For winter, the Gulf Coast and East Coast precipitation 
regions record significant increases in variability during the second half of the study period. 
The regions which record significant changes for spring are split geographically with the 
western region showing reduced variability and the two eastern regions showing increased 
variability through time. During Autumn, the East Coast region records a significant
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decrease in precipitation variability during the second half of the study period. The theory 
of enhanced greenhouse warming inducing a more variable climate (Katz and Brown, 
1992; Schneider, 1988) appears to consistently hold only for the winter season with regard 
to this analysis.
Significant changes in slope are found only during the autumn season (Table 3.7). 
Here, an increase in precipitation is evident for the western portion (HP,NC) of the study 
area at the expense of the eastern portion (EC). This implies STH interaction which causes 
drying in the eastern section during persistent expansion which induces subsidence while 
copious amounts of moisture are advected in its lee (into the western regions). This causes 
higher precipitation totals in the west as a conditionally unstable or unstable atmosphere is 
provided with abundant moisture and triggering mechanisms (convection, frontal lifting, 
tropical disturbances).
Table 3.6. Regions with Significant Changes in Variance 
between Period 1 and Period 2.
Sign Indicates an Increase (+) or Decrease (-) in Variance during Time Period 2.
W inter GC (+) EC (+)
Spring HP (-) GC (+) AP (+)
Sum m er
Autum n EC (-)
Table 3.7. Precipitation Regions with a Significant Change in Slope.
Autum n HP (+) NC (+) E C (-)
Overall, changes in both the variance and slope of the precipitation regions may be 
caused by a variety of reasons. Variations in the Northern Hemisphere polar front, the 
frequency of cyclones and anticyclones, tropical cyclone frequencies, and fluctuations in 
seasonal STH intensity and position may all be responsible for the variations in regional 
precipitation. Combinations of any or all of the above may have created the long-term
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precipitation trends changes as well. The remainder of this study seeks quantitative 
interpretations of the precipitation variability for each seasonally derived precipitation 
region. A proper investigation of the hemispheric flow regimes (through teleconnection 
indices) is necessary as well as an evaluation of regional-scale flow anomalies to determine 
the importance to the regional precipitation regimes.
CHAPTER IV 
FLOW  INDICES 
Overview
Precipitation variability is a result of changes in large-scale, regional, and local 
forcing mechanisms. In this chapter, large-scale Northern Hemisphere atmospheric 
circulation is related to the regional precipitation variability identified in the previous 
section. Correlations are sought between the primary global-scale mid-tropospheric 
teleconnections, a primary indicator of the midlatitude flow regimes (Wallace and Gutzler, 
1981), and the regional climate. Temporal variations of the Pacific/North American 
(PNA), the North Atlantic Oscillation (NAO), and the Southern Oscillation (SO) 
teleconnection patterns are used to investigate the temporal variability of precipitation in 
the southern United States. In addition, a regional-scale flow index is developed and used 
which estimates the strength of southerly flow into the region. The index, termed the 
Bermuda High Index (BHI), provides an estimate of the pressure gradient between two 
locations which may be used to interpolate the strength of maritime tropical flow into the 
study region. Typically, this advection may not be evident on traditional surface based 
observational charts of u and v wind components but may be detected at the 700 mb level 
(Trewartha, 1981). Therefore, this index may be used as an indication of regional-scale 
advective flow when one has access to only surface pressure data. It is hypothesized that the 
BHI may prove to be an adequate estimator of precipitation variability within the study 
region as precipitation variability is inherently linked to moisture advection. High regional 
correlations will justify further research into interactions between STH variations (the 





During the late 1950s, a sharp increase in annual PNA index values occurs. Before 
that time the index is mainly negative indicating zonal conditions or a reversed PNA pattern 
in the case of extreme negative values. The reversed PNA is indicative of a trough over 
western North America anchored on the Rocky Mountains, and a ridge over eastern North 
America. When the index is near zero, a predominantly zonal flow pattern occurs over the 
continent. After 1957, PNA index values consistently average above zero indicating a shift 
in the general circulation to a more meridional flow regime (Leathers et al., 1991). This 
positive pattern is indicative of a persistent ridge anchored on the northern Rocky 
Mountains and a deep trough extending eastward from the mountains to the Atlantic Ocean.
Leathers and Palecki (1992) show that the shift in the index to a more meridional 
pattern is statistically significant (using a Students t-test) at the 0.01 alpha level. This is 
true for both smoothed and unsmoothed versions of the index with both resembling a step 
function. They attribute the change in the flow regime to height changes at the North 
Pacific and southeast United States action centers. Furthermore, they attribute these height 
changes to adjustments in the intensity and position of the Aleutian Low and the Bermuda 
High. They discount that the changes are related to observational changes which took place 
during the 1950s. Therefore, the circulation shift is apparently a real phenomena and is 
explored in detail in this analysis with regard to the Bermuda High action center as 
comparisons are made between the PNA and BHI time-series.
Seasonal variations of the PNA index during the study period are shown in Figure 
4.1. The general increase in the index values displayed by the annual time-series can be 
discerned in the seasonal time-series. However, the sharp increase in index values after 
1957 is not as apparent. The winter season record most resembles the annual index pattern 
while the summer pattern resembles it the least. The spring season time-series is very
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interesting in that a sharp increase in index values occurs between 1967 and 1969, after 
which time the index remains above normal. A similar, but not as pronounced increase, 
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Figure 4.1. The Seasonal PNA Time-Series.
80
To determine whether significant trends occur in the seasonal record, the seasonal 
time-series is stratified into two periods and analyzed (Period 1, 1946-67; Period 2, 
1968-88). Table 4.1 documents the variance of the seasonal PNA record for both time 
periods. An F-test is used to determine whether significant changes in variance have taken 
place between the two periods. Also, linear regression statistical techniques are preformed 
upon the seasonal time-series in full to determine long-term trends in the data. Linear 
regression is not preformed on the two stratified records independently because of the 
brevity of the record which may bias the statistics.
Table 4.1. PNA Test for Changes in Variance and Slope. 
For Time-Series 1946-67 and 1968-88.
W inter Spring Summ er Autum n
Pd 1 Variance 0.426 0.234 0.138 0.155
Pd 2 Variance 0.377 0.174 0.060 0.268
F - P r o b 0.392 0.251 0.031** 0.109*
L.R. Prob 0.003** 0.026** 0.043** 0.669
** Indicates significance at a=0.05, * indicates significance at a=0.10.
Significant changes in variance are detected between the two time periods only
during the summer season. The seasonal change is significant at an alpha level of 0.01, 
however, it can be said that the autumn season is significant at an alpha of 0.10. The 
summer season variance significantly decreases between the two time periods while that 
for the autumn season significantly increases.
A significant increasing trend in the overall time-series is detected for every season 
except autumn. This substantiates the findings of Leathers and Palecki (1992) concerning 
the annual index time-series. Because of the significant difference in variance during the 
summer season, the validity of the linear regression probability may be in question due to 
violation of the homoscedasticity assumption. It is interesting that the only season which 
does not display a significant increase in index values is autumn. Autumn is the only season
with significant long-term changes with regard to precipitation in the study area (Table 
3.7). This implies that the PNA is not statistically related to the significant precipitation 
changes which occur throughout the study region during that season. This further 
demonstrates the need for an in-depth analysis of STH variations as changes within the 
STH during this season may be related to the precipitation trends.
Spatial Correlations
To determine the influence of the atmospheric flow regime on the precipitation 
variability of the PCA derived precipitation regions, Pearson correlation coefficients (r) are 
calculated. Table 4.2 shows the correlation coefficient (r), the r-squared value (percentage 
of explained variance), and the probability value for the PNA teleconnection index and the 
respective precipitation regions for each season.
During the winter season, the PNA correlates significantly with both the North 
Central region and Florida. The correlation accounts for 28.3% of Florida precipitation 
variability and 23.2% of the variations present in the North Central time-series. The 
negative association between the North Central region and the PNA derives from the fact 
that the PNA identifies the generalized flow of longwaves across North America. When the 
index is highly positive, the longwave pattern exhibits a high amplitude. This decreases the 
amount of precipitation in the North Central region because of the latitude of the region as 
compared to the deepened trough. In the positive phase of the PNA, the region lies on the 
poleward side of the wave-train and in cooler, more stable air. However, some 
precipitation still occurs within the region due to wrap-around moisture even if the PNA is 
exorbitantly positive. Migratory baroclinic waves more frequently traverse an area east of 
the Appalachian Mountains during the positive PNA phase (Henderson and Robinson, 
1994; Robinson and Henderson, 1992; Leathers et al. 1991) thereby causing negative 
precipitation anomalies in the North Central region. Positive precipitation anomalies occur 
in the North Central region during the negative PNA phase as the zonal flow regime allows
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shortwave baroclinic systems to traverse the region. Overall, the correlations are relatively 
low due to the dampening effect of the seasonal anomalies. Much of the intra-seasonal 
variability is lost through the calculation of seasonal anomalies.
Table 4.2. Correlations Between the PNA Index and Regional Precipitation.
AP EC FL GC H P NC
W inter
r — 0.029 0.531 -0.063 -0.105 -0.481
r 2 — 0.000 0.282 0.004 0.011 0.231
P>IRI - 0.855 0.000** 0.693 0.511 0.001**
Spring
r 0.182 0.370 - 0.326 0.171 0.079
r2 0.033 0.137 — 0.106 0.029 0.006
P>IRI 0.259 0.018** - 0.039** 0.291 0.626
Summer
r — 0.412 0.172 0.331 0.312 0.353
r2 — 0.170 0.029 0.110 0.097 0.124
P>IRI - 0.008** 0.286 0.036** 0.050** 0.025**
Autumn
r 0.196 0.236 — -0.213 -0.164 -0.258
r 2 0.038 0.055 — 0.045 0.026 0.066
P>IRI 0.225 0.142 - 0.186 0.311 0.107
In addition, when the PNA is highly positive, Florida precipitation is enhanced. 
The deepened trough over the southeastern US brings cyclones to the deep south, thus 
initiating Florida precipitation. Zero or negative PNA values reflect zonal flow or reversed 
flow over the continent and the Florida region is anomalously dry during these times as 
cyclones pass to the north in the deamplified ridge-trough-ridge longwave flow.
During the spring season, the PNA index correlates significantly with both the East 
Coast and the Gulf Coast precipitation regions. The positive correlations explain 13.7% of 
East Coast precipitation variability and 10.7% of Gulf Coast variations. The PNA provides 
a good approximation of the mean cyclone tracks which affect both regions simultaneously. 
In the positive index mode, not only are the mean tracks of cyclones more in line with the
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significantly related regions, but cyclogenesis is enhanced as well. There is a good 
correlation between ENSO events and a highly positive PNA (Philander, 1990). Therefore, 
cyclogenesis over the Gulf of Mexico (Hsu, 1993; Walker, 1993) and over the baroclinic 
zone of the Atlantic Ocean near Cape Hatteras (Davis and Dolan, 1993; MacDonald and 
Reiter, 1988; Pagnotti and Bosart, 1984; Mather etal., 1964; Miller, 1946;Pettersen, 1941) 
is enhanced. However, the positive mode of the PNA can occur at times other than during 
ENSO events (Leathers and Palecki, 1992; Leathers et al., 1991) and the position of the 
deepened trough during these times favors precipitation in both of the regions as well.
During the summer season, the PNA correlates with four of the five precipitation 
regions. This is surprising considering that most teleconnections break down during the 
summer season (Barston and Livezey, 1987). However, the index may still capture the 
general flow pattern of the atmosphere over the southern US (Henderson and Robinson, 
1994) which is substantiated in this analysis.
The PNA correlates significantly with the East Coast, the Gulf Coast, the High 
Plains, and the North Central regions. All of the correlations are between the 0.05 and 0.01 
alpha levels and the percentage of explained variance ranges from 9% to 12%. The PNA 
during the summer season may not reflect the coherent large-scale flow across the 
hemisphere but may reflect regional-scale flow anomalies in the southeastern US 
(Henderson and Robinson, 1994). When the PNA is positive it reflects enhanced instability 
in the southern US which leads to more frequent convective thunderstorms and greater 
precipitation totals. This is because one of the PNA observational nodes is located in the 
southeastern US. When the index is negative or near zero, greater pressures are recorded in 
the southeastern US thus driving the index values down and signaling the encroachment of 
the Bermuda High. This limits convection over the study region even when adequate 
tropospheric moisture is available. Therefore, the index reflects the general state of the 
atmosphere during the summer months with regard to precipitation in this area of the US.
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The PNA proves to be relatively unimportant to the regional precipitation 
variability during the autumn season as none of the regions correlate significantly with the 
index time-series. This is surprising considering the extensive precipitation trends and 
changes evident in the regional precipitation records.
NAO
Rogers (1984) created an index for the NAO which is formulated by the difference 
in normalized mean winter pressure anomalies at Ponta Delgadas, Azores, and Akureyri, 
Iceland. This same study also investigates the normalized time-series for the NAO index 
for the winter season. Rogers shows that positive (negative) values of the index are 
associated with strong (weak) zonal flow between the observation stations. The index has 
shown sustained anomalies with stronger than normal index values between 1904 -  1925. 
The index is also shows high values between 1972 -  1976, and during the winter of 
1982-1983. Weak flow characterizes the circulation from 1899 to 1903 and between 1958 
-  1971. The latter period roughly coincides with the statistically significant jump to higher 
PNA index values recorded by Leathers and Palecki (1992). However, the change in the 
NAO index to weaker index values (indicating meridional flow) is not as apparent.
The normalized seasonal time-series for the North Atlantic Oscillation index 
during the study period is presented in Figure 4.2. Much more variability is evident in the 
seasonal NAO than in the seasonal PNA. The winter season time-series shows a 
prevalence toward below normal index values between 1955 -  1971, which is also 
substantiated in Rogers (1984). Before this period and after, the index is mainly positive. 
The spring season time-series shows few sustained trends, however, between 1956 and the 
end of the record, the index indicates mostly strong flow across the North Atlantic basin. 
The summer season time-series is mainly positive throughout the entire study period. 
Also, considerable variability is e vident which owes to the variable nature of the Icelandic 


















action center during this season. Lastly, the autumn season record is highly variable 
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Figure 4.1. The Seasonal NAO Time-Series.
To further examine the seasonal time-series, the records are once again stratified 
into the two time periods and analyzed. Table 4.3, shows the calculated variance for each
8 6
season and period as well as the resulting F-test probability value. Also, the linear 
regression probability value is given as long-term trends are sought.
Only the summer season records a significant change in variability (oc=0.10). 
During this season the variability decreases significantly between the two time periods 
proving that during the least variable season, the index has become more temporally stable. 
Linear regression techniques prove long-term temporal stability as no significant trends 
are detected during any season.
Table 4.3. NAO Test for Changes in Variance and Slope. 
For Time-Series 1946-67 and 1968-88.
W inter Spring Summer Autum n
Pd 1 Variance 3.019 2.399 2.922 2.199
Pd 2 Variance 3.710 2.464 1.486 2.900
F -  Prob 0.320 0.476 0.065* 0.266
L.R. Prob 0.901 0.268 0.790 0.975
Spatial Correlations
To determine the relative importance of time-series variations present in the NAO 
and the precipitation regions, Pearson correlation coefficients (r) are calculated (Table 4.4). 
Analysis of the coefficients proves the teleconnection index to be unimportant to regional 
precipitation during every season. The only significant correlation occurs in association 
with the North Central region during winter. This correlation explains 9.7% of the regional 
precipitation variability. The index is a measure of mean flow across the North Atlantic 
basin. The positive phase indicates that both action centers involved (Icelandic Low and 
the Bermuda High) are strong, thereby producing strong zonal flow across the basin. 
Conversely, a negative index is an indication of benign action centers and reduced westerly 
flow typical of meridional flow. Therefore, the positive correlation indicates that when
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zonal (meridional) flow is dominant across the hemisphere, precipitation in the North 
Central region is enhanced (reduced). This agrees with the significant correlation found 
between the wintertime PNA index and the North Central region. The cause of such a 
correlation is tied to the higher average latitude of baroclinic wave cyclones and the higher 
frequency of precipitation events over the region during zonal flow years.
Table 4.4. Correlations Between the NAO Index and Regional Precipitation.
AP EC FL GC HP NC
W inter
r — 0.090 -0.142 0.026 -0.010 0.311
r 2 — 0.008 0.020 0.000 0.000 0.097
P>IRI - 0.562 0.362 0.865 0.948 0.041**
Spring
r -0.067 -0.122 - -0.190 -0.052 -0.125
r 2 0.004 0.015 — 0.036 0.002 0.015
P>IRI 0.668 0.433 - 0.220 0.739 0.424
Sum m er
r — 0.010 -0.003 0.094 0.171 -0.200
r 2 — 0.000 0.000 0.009 0.029 0.040
P>IRI - 0.949 0.982 0.545 0.271 0.196
Autum n
r -0.176 -0.121 — -0.136 -0.016 -0.148
r 2 0.031 0.014 — 0.001 0.000 0.021
P>!RI 0.258 0.439 - 0.382 0.916 0.343
SO I
Standardized seasonal time-series for the Southern Oscillation Index are presented 
in Figure 4.3. Although the SOI correlates well with the NAO (Rogers, 1984), much less 
variability is evident in the seasonal SOI time-series. During the winter season, the index 
remains remarkably positive. Therefore, the ’normal’ Walker circulation is usually 
strengthened during the winter season. Winter values also display more annual variability 
than during other seasons. The spring season record shows little variability until 1970, after 
which time variability increases substantially. The summer time-series remains negative
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throughout the record and displays reduced variability between 1955 and 1965. Further, 
the autumn season record is highly positive and variable throughout the study period.
As before, the seasonal records are broken into two periods for analysis. All of the 
seasons undergo significant increases in variability from Period 1 to Period 2 (Table 4.5). 
The season with the greatest increase in variability is winter, however, much of this is 
accounted for in the highly anomalous years of 1983-84. However, none of the linear 
regression probability values exceed the 0.05 alpha level, proving the absence of long-term 
index trends.
Table 4.5. SOI Test for Changes in Variance and Slope. 
For Time-Series 1946-67 and 1968-88.
Winter Spring Summer Autumn
Pd 1 Variance 0.541 0.195 0.339 0.338
Pd 2 Variance 1.077 0.555 0.643 0.752
F -  Prob 0.061* 0.010** 0.075* 0.037**
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Figure 4.3. The Seasonal SOI Time-Series.
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Spatial Correlations
Table 4.6 depicts the temporal correlations between the seasonal SOI index and the 
seasonal precipitation regions. During the winter season, the SOI correlates significantly 
with the High Plains, Gulf Coast, and Florida precipitation regions. The negative 
correlations explain 10.7% of the precipitation variability evident in the time-series of the 
High Plains region, 8.6% for the Gulf Coast, and 49.1% for the Florida region.
Table 4.6. Correlations Between the SOI Index and Regional Precipitation.
AP EC FL GC HP NC
Winter
r — -0.174 -0.700 -0.292 -0.326 0.078
r2 - 0.030 0.490 0.085 0.106 0.006
P>IRI - 0.258 0.000** 0.054** 0.030** 0.611
Spring
r -0.056 -0.147 — -0.179 -0.288 -0.160
i-2a 0.003 0.021 — 0.032 0.082 0.025
P>IRI 0.719 0.345 - 0.249 0.061** 0.303
Summer
r — 0.074 0.042 0.082 0.134 0.154
r2 — 0.005 0.001 0.006 0.018 0.023
P>IRI 0.634 0.785 0.597 0.390 0.323
Autumn
r 0.016 -0.009 — -0.012 0.033 -0.119
r2 0.000 0.000 — 0.000 0.001 0.014
P>IRI 0.916 0.953 - 0.937 0.833 0.443
During high negative phases of the SOI (ENSO event), the midlatitude westerlies 
are supplied with tremendous amounts of energy and moisture (Philander, 1990). Energy 
transport is carried to the midlatitudes by an anomalously strong Hadley circulation and 
through the subtropical jet stream (McGuirk and Ulsh, 1990; Philander, 1990). Douglas 
and Englehart (1981) found a high correlation between winter season precipitation in 
Florida and ENSO events. This link is substantiated here as a very high correlation 
coefficient is found. Conversely, during a high positive phase of the Southern Oscillation
(La Nina event), Florida precipitation is reduced. This is caused by the reduction of 
moisture and energy transported from the equatorial tropics into the midlatitudes as the 
’normal’ Walker circulation anomalously strengthens (Rasmusson and Carpenter, 1982).
The Gulf Coast region and the High Plains region also have a negative relationship 
with the SOI during winter. This is caused by the abundant moisture transported from the 
tropics to the midlatitudes during an ENSO event and also from increases in Gulf of Mexico 
cyclogenesis. Hsu (1993b), and Manty (1993), state that during an ENSO event, 
wintertime Gulf of Mexico cyclogenesis is more frequent than at other times. Conversely, 
during La Nina events, cyclogenesis is reduced below the long-term mean (Manty, 1993). 
Increased Gulf of Mexico cyclogenesis during ENSO events is related to spin-off eddies of 
the loop current (Hsu, 1993a; Walker, 1993) which couples with an enhanced upper-level 
jet (Lewis and Hsu, 1992). This jet, termed the subtropical jet by some, is actually the 
southern branch of the polar jet (which resides at a lower mean geopotential height than the 
true subtropical jet) which typically splits into two distinct branches during an ENSO event 
(Philander, 1990). The jet provides upper-level venting in the baroclinic zone adjacent to 
the shelf-break off the coast of Texas (Bluestein, 1993). When positive vorticity present in 
the atmosphere couples with a strong SST front located off the shelf-break, a high 
frequency of cyclones is possible, some of which become meteorological “bombs” (Hsu, 
1993; Walker, 1993; Sanders and Gyakum, 1980). Such interaction between the 
atmosphere and the Gulf of Mexico during ENSO events leads to the production of an 
anomalously high occurrence of winter cyclones which cause positive precipitation 
anomalies in the correlated regions.
During the spring season, the SOI correlates significantly with the High Plains 
precipitation region. This negative correlation explains approximately 8.0% of the 
regional precipitation variability. As stated earlier, during an ENSO event (or simply a 
negative phase of the Walker circulation), upper tropospheric venting by the southerly
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branch of the polar jet couples with high SST gradients located along the Gulf of Mexico 
shelf break providing an ideal environment for cyclogenesis. This increase in cyclogenetic 
events creates increased precipitation in the region. Somewhat surprising is the fact that the 
Gulf Coast region is statistically uncorrelated to the SOI during this season. It is expected 
that this region would benefit from the same precipitation forcing mechanisms evident in 
the High Plains.
During the summer and autumn months, the SOI fails to correlate significantly with 
any of the precipitation regions. This is not surprising given the nature of energy transport 
to the midlatitudes from the equatorial Pacific. Energy from the tropics is typically 
transported only during times of circumpolar vortex expansion (Philander, 1990). 




The BHI utilizes mean-monthly sea level pressure (SLP) data for Bermuda and 
New Orleans, LA. The index is formulated by subtracting the standardized monthly SLP at 
New Orleans from that at Bermuda (Stahle and Cleaveland, 1992). Consequently, positive 
values indicate strengthened southerly flow over the western Atlantic Ocean while 
negative values indicate weakened southerly flow.
It is recognized that the position and frequency of migratory synoptic scale systems 
may in part be responsible for the daily index values. These values may be reflected in the 
monthly data used in the construction of the index, especially when the daily values are 
extreme. Migratory anticyclones typically traverse the North Atlantic Ocean and help 
sustain the STH annually (Davis etal., 1994; Bluestein, 1993). Anticyclones typically exit 
the continent along two preferred tracks, one in which the cyclones track northeastward 
over the Mid-Atlantic states, and the other which is south over the southern US (Dallavalle
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and Bosart, 1975). The migratory anticyclones create strong return flow episodes which 
advect copious available moisture in lee of the system (Crescenti and Weller, 1992; Crisp 
and Lewis, 1992; Hsu, 1992; Lewis and Crisp, 1992; Molinari, 1987). This return flow 
enhances precipitation by providing a favorable moisture laden atmosphere to upstream 
traveling cyclones. Therefore, whether the index reflects the quasi-stationary STH or 
simply periods of high polar anticyclonic activity, the index is valid as a flow estimator.
The index, based solely upon surface pressure data, may be used as a surrogate for 
the u-v  wind components. Because the STH is a semi-permanent feature, its importance in 
the advection of moisture into the southern United States during any season cannot be 
understated. This analysis, along with that of the teleconnection patterns, gives a clearer 
understanding of the importance of m id- to low-tropospheric low-frequency oscillations 
on the precipitation variability of the study region.
Figure 4.4 shows the time-series of the normalized seasonal BHI. The winter 
season appears to be the most variable of all the seasons and the summer the least. During 
the winter season the index is dominated by negative values. This is in keeping with the 
thermal contrast between the land and the sea. During this time, sea surface temperatures 
are generally warmer than the continent thereby initiating lower atmospheric pressure over 
the ocean. The higher average pressures on land cause the BHI to be mainly negative and 
indicate predominantly offshore flow conditions or reduced large-scale advection onshore. 
The BHI values are quite variable throughout the interannual record and demonstrate the 
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Figure 4.4. The Seasonal BHI Time-Series.
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Spring season BHI values indicate a much higher mean index value as compared to 
the winter season. Relatively few years display negative values, however, the variability 
seems to be somewhat reduced from that of winter. The higher average values are caused 
by the build-up of the STH (or a higher frequency of polar anticyclones) throughout this 
transitional season. Here, the continent begins to heat in relation to the cooler water which
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effectively lowers average relative pressures over land and induces higher pressures over 
the ocean. Onshore flow conditions begin to dominate as the season progresses and the 
STH expands over the eastern portion of the continent. Because the season is transitional, 
index values can be quite variable, especially during the early portion of the season.
During summer, the BHI is extraordinarily stable. This is caused by the 
thermodynamic characteristics induced by the land-sea thermal contrast. In this season, 
the oceans are much cooler than the land, inducing extremely high relative pressure over 
the ocean while lower pressures dominate the continent. The atmosphere is essentially 
barotropic across much of the continent as the longwave-train retreats with circumpolar 
vortex contraction to a position near the US-Canadian border (Harman, 1991). The 
atmosphere is very static through the temporal record of the BHI which indicates strong and 
persistent onshore advection. This advection provides much of the moisture present in the 
hot and humid climate of the southern United States. Furthermore, the flow exacts 
considerable influence on convective precipitation in the study region either through 
enhancement by moisture advection or diminishment through subsidence (Easterling, 
1991).
During the autumn season, the normalized BHI values become negative once again. 
In this season, the land temperatures become increasingly cooler as the season progresses. 
This results in higher relative pressures over the continent which combine with lower 
relative pressures over the ocean to produce negative index values. The season is typically 
the driest throughout much of the southeastern US as predominantly offshore conditions 
prevail. Also, the primary thermodynamic and dynamic forcing mechanisms are at a 
minimum due to the land-sea thermal contrast. Convection becomes limited as the land 
surface cools and frontal lifting is not yet dominant due to small latitudinal thermal 
differences (Williams and van Loon, 1976). These factors combine to produce a fairly dry 
season.
A statistical examination of the seasonal BHI time-series is documented in Table 
4.7. The variances of the two time periods are presented along with the corresponding 
F-test probability value. All seasons show a significant increase in variability from Period 
1 to Period 2; however, only the increases during the summer and autumn seasons are 
statistically significant. Recent large-scale circulation changes undoubtedly relate to a 
more variable regional-scale circulation during these two seasons. Linear regression 
techniques prove the long-term temporal stability of the regional-scale flow regime. This 
finding is contrary to that of Davis et al. (1994), who found a significant decline in 
atmospheric mass over the North Atlantic during the last half century. However, the study 
periods involved may be related to the statistical difference. Davis etal. (1994) uses a 91 
year study period which shows an increase in atmospheric mass during the decade of the 
1980s. This analysis employs a 44 year period and shows an absence of long-term trends in 
subtropical flow. The recent trends in the STH (during the 1980s) along with trends evident 
during the early portion of the Davis et al. (1994) record may have canceled as the STH 
achieves proportions similar to the earlier 1900s.
Table 4.7. BHI Test for Changes in Variance and Slope. 
For Time-Series 1946-67 and 1968-88.
W inter Spring Summer A utum n
Pd 1 Variance 0.383 0.188 0.060 0.115
Pd 2 Variance 0.391 0.225 0.030 0.204
F -  Prob 0.481 0.343 0.060* 0.099*
LR -  Prob 0.207 0.621 0.320 0.334
The analysis indicates that variations in the PNA cannot be attributed solely to the 
southeastern US node. Significant long-term changes in the PNA occur during all seasons 
except autumn. The BHI experiences significant long-term changes only during the 
summer and autumn seasons. If temporal variations in the PNA are attributed solely to the
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STH, they are valid only during the summer season. Further justification that the 
southeastern node is not solely responsible for changes in the PNA, is that the changes in 
variance between the PNA and BHI do not match for either season, the signs are opposite. 
Therefore, significant changes in the PNA must be related to variations within either the 
Aleutian Low action center or the western North American node or variations in all three 
action centers.
Spatial Correlations
During the winter season, the BHI significantly correlates with the East Coast, the 
Gulf Coast, and the North Central regions (Table 4.8). All of the correlations (significant at 
a=0.01) are positive and explain between 15% and 46% of the regional precipitation 
variability. The index values are mainly negative (weak southerly flow) during the winter 
season and represent predominantly offshore flow conditions over the southeastern US. 
Therefore, the BHI is sensitive to both polar front position and the associated migratory 
synoptic scale systems, and variations in the STH. When the onshore flow is strong 
(positive index), positive precipitation anomalies dominate the study region with the 
exception of Florida. This substantiates the importance of regional-scale flow variations 
and increased moisture advection to upstream cyclones during the cool season.
The only negatively correlated region in winter is Florida. This is interesting in that 
a winter relationship to the STH is identified. During times when the STH is enhanced, 
greater subsidence is induced over the Florida region. This in turn causes negative 
precipitation anomalies as the enhanced STH either blocks or redirects midlatitude wave 
cyclones north of the region. Enhanced southerly flow provides moisture for storms in the 
Florida region if the STH is weaker than normal or displaced eastward. The polar front then 
extends further south allowing the penetration of cyclones to Florida.
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Table 4.8. Correlations Between the BHI Index and Regional Precipitation.
AP EC FL GC HP NC
Winter
r — 0.4097 -0.213 0.390 0.105 0.681
r2 - 0.1678 0.045 0.152 0.011 0.464
P>IRI - 0.005** 0.165 0.008* 0.495 0.000**
Spring
r 0.577 0.476 - 0.580 0.353 0.493
r2 0.333 0.226 - 0.336 0.124 0.243
P>IRI 0.000** 0.001** - o.ooo** 0.020** 0.000**
Summer
r — 0.527 0.524 0.188 0.130 0.268
r2 — 0.278 0.274 0.035 0.016 0.072
P>IRI - 0.000** 0.000** 0.225 0.406 0.081*
Autumn
r 0.455 0.368 - 0.624 0.168 0.384
r2 0.207 0.136 — 0.389 0.028 0.147
P>IRI 0.002** 0.014** 0.000** 0.280 0.010**
The BHI index correlates highly with every PCA derived region during the spring 
season. In addition, the index explains between 12% and 34% of the regional precipitation 
variability. It is during this time that the STH gains considerable strength and size, 
especially during the latter portion of the season (Davis etal., 1994). This transition season 
is also a time of high traveling cyclone frequency. Therefore, it is not surprising that an 
index which measures the association between onshore flow conditions and precipitation is 
highly correlated. In four of the five regions, the measure of association exceeds the 0.01 
alpha level. The only exception is in relation to the High Plains region which has a 
probability value of 0.02. A lower correlation coefficient here is somewhat expected given 
that both of the index observational nodes are located downstream of the region. In 
addition, the precipitation region is the greatest distance from a moisture source of any of 
the regions.
The BHI correlates significantly with three of the five precipitation regions during 
the summer months. However, only two of the correlations (East Coast and Florida) are 
significant at the 0.05 level, the third, the North Central region, is significant at an alpha of 
0.10. All correlations are positive which is surprising considering the negative correlation 
between the index and the Florida region during winter. However, this may be easily 
explained. During the summer, the regional circulation is essentially barotropic and 
precipitation is usually initiated through thermodynamic forcing or convergence. The 
regional circulation provides increased moisture through southerly wind advection and in 
the Florida region, precipitation is largely the result of an enhanced sea-breeze circulation 
(Hsu, 1988). This circulation derives solely from the land-sea thermal contrast which is 
particularly enhanced when strong southerly flow is present. Therefore, positive 
correlations exist between the BHI and Florida precipitation during the summer while 
negative correlations exist during winter. One may assume that southerly flow variations 
are inherently tied to the precipitation variability within the Florida region. In addition, 
strong southerly flow may not correlate significantly with the High Plains region as the 
flow may enhance dry continental tropical air from Mexico into the region (Henderson, 
1994).
During the autumn season, the BHI correlates significantly with all but the High 
Plains region. The index accounts for between 14% and 39% of the total precipitation 
variance in the precipitation regions. In addition, all of the correlations are positive in sign. 
It is hypothesized that the increased southerly flow enhances precipitation through the 
study region by providing moisture and increased instability for thermodynamic processes 
and dynamic processes. The insignificant correlation with the High Plains region may be 




During the winter, the BHI and SOI correlate significantly with three of the five 
precipitation regions. Surprisingly, variations within the PNA time-series correlate with 
only two of the regions while the NAO correlates with one. An accounting of the total 
explained variance proves the BHI to be the best estimator of wintertime regional 
precipitation followed by the SOI, the PNA, and the NAO respectively. This is interesting 
in that the subtropical flow is more important to winter precipitation than the midlatitude 
flow for the study region. Therefore, variations in the intensity and/or position of the STH 
prove to be critical to moisture advection into the study area. Also, the frequency of 
migratory synoptic scale systems and the subsequent return flow in lee of anticyclones aids 
precipitation in the regions through enhanced moisture advection. Variations in the 
anticyclone are reflected in the BHI as the flow index gives a proxy estimate of the 
frequency of polar anticyclones and the influence of return flow upon regional 
precipitation during this season.
Correlations indicate that during ENSO years the Gulf Coast, Florida, and the High 
Plains regions all record anomalous precipitation. This is probably caused by increased 
Gulf of Mexico cyclogenesis as well as a strong southerly polar jet and subtropical jet. The 
jets typically strengthen over these areas during ENSO years and provide strong positive 
vorticity advection (pva) fields in which cyclones either form or strengthen. Subsequently, 
the mean tracks of the systems, after genesis or reintensification, is thought to be critical to 
the precipitation regions during this season.
The BHI correlates positively with the Gulf Coast, East Coast, and North Central 
regions indicating that all benefit from increased southerly flow. The insignificant negative 
correlation with the Florida region indicates that expansion of the STH not only increases 
moisture advection into the mid- and western portions of the study area but acts to retard 
precipitation through subsidence over the peninsula.
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The BHI proves to be the best estimator of regional precipitation during the spring 
season as the BHI correlates positively with every precipitation region during this time. 
Therefore, an increase in southerly flow increases precipitation throughout the study area. 
However, STH expansion is not so great as to decrease precipitation in the eastern portion 
of the study area. Migratory anticyclone frequencies may account for a portion of this 
relationship especially during the early season as the latter half of the season is dominated 
by rapid STH intensification and westward migration.
During the summer months, the PNA correlates with four of the five precipitation 
regions while the BHI correlates with three. Superficially it would appear that the PNA is a 
better estimator of summertime precipitation. However, much stronger correlations exist 
with regard to the BHI proving it, once again, to be the best regional precipitation predictor. 
All of the significant correlations associated with both indices are positive in sign 
indicating the importance of strong southerly flow and a meridional flow regime to 
anomalous summertime regional precipitation. With regard to the PNA, the positive index 
may simply reflect a weakened or displaced STH over the southeastern US indicating that 
both of the indices (PNA and BHI) reflect essentially the same phenomena (at a different 
temporal scale) during the summer months but act oppositely.
The autumn analysis is the most critical given the significant changes in regional 
precipitation. Here, the High Plains and North Central regions record greater amounts of 
precipitation through time at the expense of East Coast precipitation. The only index to 
correlate significantly with regional precipitation is the BHI which correlates with four of 
the five regions. Interestingly, a significant correlation with the High Plains region is 
absent but may be attributed to the downstream position of the BHI observation nodes 
and/or the influx of dry continental tropical air from Mexico during times of STH 
expansion. It may be inferred that STH expansion, strength, and/or westward displacement 
is responsible for increased southerly flow and enhanced moisture advection into the
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western portions of the study area at the expense of the east. The BHI is the only indicator 
which helps to explain the significant temporal changes in both total precipitation and 
precipitation variability.
Because many of the action centers of the atmospheric teleconnections and the BHI 
are autocorrelated, it is unwise to analyze them together as in multiple regression. It is 
assumed here that the action centers, most notably the STH, act independently within the 
indices. This assumption is valid because only the BHI solely estimates the interaction of 
the STH. Both the NAO and the PNA involve other centers of action which contribute to 
the calculated index values. Furthermore, the SOI is externally tied to both the PNA 
(Leathers and Palecki, 1992) and the NAO (Rogers, 1984). Therefore, although all of the 
teleconnection indices and the BHI exhibit a great deal of temporal autocorrelation, 
evaluation of each in relation to the regional precipitation is appropriate when considered 
independently.
The overall summary indicates that the BHI provides a good estimate of the 
advective flow of moisture into the study area during all seasons. The index proves to be 
stable and unbiased in all seasons and provides a good measure of the regional-scale 
circulation and its effect upon precipitation throughout the study region. The index 
correlates with the greatest number of regions for each season and records the highest 
magnitude of association (r2) for each season as well. The index proves the importance of 
moisture advection in the precipitation process for this region, especially during the 
autumn season, and warrants further examination of the STH. Isolation of the primary 
modes of regional circulation variation is examined in the following chapter.
CHAPTER V
SURFACE PRESSURE ANALYSIS 
Eigenvector Analysis
Use of eigenvector techniques to establish links between surface pressure
anomalies and regional phenomena are well established (Yamal, 1993). Coupling pressure 
field anomalies with the regional precipitation anomalies is essential for proper 
understanding of the causes of regional precipitation variability. This section seeks 
quantitative relationships between the SLP regional-scale circulation and the precipitation 
anomalies for each region. Surface data (1013 mb pressure) is extracted for the chosen 
domain from the NMC gridded data set (NCAR, 1990) and subdivided into standard 
meteorological seasons (winter=DJF). The data are standardized seasonally and S-mode 
rotated (varimax) PCA used to determine the principal modes of circulation variability.
It is hoped that the domain provides the isolation necessary to capture the primary 
STH modes of variation in the southwestern North Atlantic. In addition, hemispheric flow 
regimes are revealed in the analysis by using all SLP values, contrary to the study of Davis 
et al. (1994) which eliminates all SLP values less than 1020 mb. The methodology used in 
this analysis allows comparison of both seasonal STH variations and the dominant 
hemispheric longwave flow regimes. Loadings maps depict the spatial variation of the 
circulation regimes and the scores (time-series) are correlated to interannual precipitation 
anomalies.
In order to determine the primary circulation modes, proper evaluation of the 
eigenvalues and eigenvectors is necessary. Appendix B shows the number of components 
retained for evaluation for each season using the Kaiser-Guttman eigenvalue 1+1 criterion. 
Execution of this criterion provides a total of 12 components for both winter and spring, 13
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for summer, and 14 for autumn. Collectively, between 95.9% (autumn) and 97.4% (winter) 
of the total variance is accounted for through these components.
Figure 5.1A-5.1D depicts the scree plots for the unrotated components and the 
proportion of explained variance. A total of 7 components are retained for all seasons 
except winter, in which 6 are retained for rotation. The components explain 92.3% of the 
total variance for winter, 93.0% for spring, 91.1 % for summer, and 87.8% for autumn. The 
amount of variance explained by each individual retained and rotated component is shown 
in Table 5.1 A-5.1D. It is worth noting that much more of the variation is explained by only 
a few components in this data set than in that associated with precipitation. This is caused 
by the high degree of spatial autocorrelation present in the gridded data set for pressure, 
especially in winter. Fluctuations in the pressure field occur more smoothly and regularly 
with respect to space than does rainfall.
Table 5.1. Individual Component Explained Variance for the W inter (A) 
Through Autumn (D) Seasons, 1013 mb.
A
PC I PC2 PC3 PC4 PC5 PC6
% Var. 25.72 18.95 18.92 16.45 11.78 8.17
B
PC I PC2 PC3 PC4 PC5 PC6 PC7
% Var. 22.23 21.42 18.87 16.68 15.69 3.17 1.83
C
PC I PC2 PC3 PC4 PC5 PC6 PC7
% Var. 29.26 18.15 16.02 12.74 11.87 9.28 2.68
D
PC I PC2 PC3 PC4 PC5 PC6 PC7
% Var. 26.89 19.91 14.15 13.85 11.41 8.33 5.45
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Figure 5.1. Scree Plots for the Winter (A) Through Autumn (D)





Loadings maps of the 6 rotated components for winter are presented in Figure 
5.2A-5.2F. Although the sign of the PC loadings is arbitrary, negative loadings are 
relatively few in this analysis. This is caused by the varimax rotation procedure which 
forces the variables to load highly upon only one component. In general, negative loadings 
are present only in the lower components.
Also, it must be stated that the loadings maps do not represent closed atmospheric 
systems per se (cyclones and anticyclones). The patterns represent the areas of greatest 
pressure variability with the action center representing the area of greatest homogeneous 
pressure fluctuation and spatial and temporal covariability through the study period. In 
most cases, the area of greatest variation is typically associated with larger-scale systems 
such as STH expansion over a particular portion of the North Atlantic basin.
Correlations between the circulation components and the regional precipitation 
anomalies are presented in Table 5.2. Principal component 1 shows an action center located 
over the North Atlantic Ocean just east of the US coastline. In its positive mode, the pattern 
is indicative of either anomalous westward expansion and strengthening of the STH or 
longwave ridging in the vicinity. The latter seems the most plausible during the winter 
months as migratory cyclones and anticyclones typically exit the continent in this area 
(Dallavalle and Bosart, 1975), however, the former cannot be overlooked. Davis et al. 
(1994) documents STH expansion during December as the frequency of polar anticyclones 
increases. The generation or reintensification of cyclones over the strong low level 
baroclinic field may be associated with the negative mode of the loadings pattern as well.
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Figure 5.2A. Loadings Pattern for Winter 1013 mb PCI.
Figure 5.2B. Loadings Pattern for Winter 1013 mb PC2.
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Figure 5.2C. Loadings Pattern for Winter 1013 mb PC3.
Figure 5.2D. Loadings Pattern for Winter 1013 mb PC4.
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Figure 5.2E. Loadings Pattern for Winter 1013 mb PC5.
Figure 5.2F. Loadings Pattern for Winter 1013 mb PC6.
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Table 5.2. Principal Components (1013 mb) Correlated with Regional 
Precipitation for the W inter Season.
EC FL GC HP NC
PC 1
r 0.120 -0.361 0.283 0.224 0.610
r2 0.014 0.130 0.080 0.050 0.372
P  > IRI 0.437 0.015** 0.062* 0.143 0.000**
PC 2
r 0.358 0.146 0.200 0.164 0.202
r2 0.128 0.021 0.040 0.026 0.040
P  > IRI 0.016** 0.342 0.192 0.286 0.187
PC 3
r 0.121 -0.027 0.228 0.305 0.206
r 2 0.014 0.000 0.051 0.093 0.042
P  > IRI 0.430 0.858 0.136 0.043** 0.179
PC 4
r -0.456 -0.641 -0.531 -0.114 -0.107
r 2 0.208 0.411 0.305 0.013 0.011
P  > IRI 0.001** 0.000** 0.000** 0.459 0.488
PC 5
r 0.005 0.040 -0.233 -0.504 -0.182
r 2 0.000 0.001 0.054 0.254 0.033
P > IRI 0.972 0.794 0.127 0.000** 0.235
PC 6
r -0.313 0.028 0.078 0.308 -0.053
r2 0.098 0.000 0.006 0.094 0.002
P > IRI 0.038** 0.854 0.613 0.041** 0.728
** Indicates significance at a=0.05, * indicates significance at a=0.10.
Principal component 1 correlates significantly with the Florida and North Central 
regions (Table 5.2). This mode of atmospheric variation explains 37.2% of the variability 
in North Central precipitation and 13.1% of that for Florida. The correlation coefficients 
are negative with respect to Florida and positive with respect to the North Central region. 
Therefore, when the action center is positive, pressure over the western North Atlantic is 
stronger than normal (prominent ridging). This discourages precipitation in the Florida
region through subsidence and/or blocking. Simultaneously, moisture is advected in lee of 
the ridge enhancing precipitation in the North Central region. This phenomena is 
documented in the many case studies of migratory anticyclonic return flow episodes 
(Crescenti and Weller, 1992; Crisp and Lewis, 1992; Hsu, 1992; Lewis and Crisp, 1992; 
Molinari, 1987). Further, the theory is substantiated by the correlation with the Gulf Coast 
region. The correlation is significant at an alpha level of 0.10 demonstrating the 
importance of moisture advection into the central study region which is affected by an 
amplified trough. Conversely, when negative anomalies dominate the action center, 
precipitation in Florida is enhanced as baroclinic wave cyclones traverse through the 
amplified trough. The North Central region undergoes reduced moisture as the onshore 
return flow weakens. The cooler and more stable air in the trough causes lower regional 
precipitation anomalies. Although not statistically significant (at oc=0.05), the Gulf Coast 
and High Plains regions support the analysis. In addition, a similar correlation pattern is 
evident for the PNA teleconnection index when the index is negative as the pattern closely 
resembles a reversed PNA flow pattern. The positive component phase may, therefore, 
indicate conditions over the southwestern North Atlantic during reversed PNA flow 
regimes.
The loadings for PC2 depict an action center over the southeastern portion of the 
domain. The pattern may indicate rapid low latitude STH intensification especially during 
the month of December, a phenomena noted in Davis et al. (1994). The PC scores are 
significantly correlated to the East Coast precipitation region and explain 12.8% of the 
regions precipitation variability. When the pattern is in its positive mode, moisture is 
advected into the region which is dominated by lower than normal pressures in association 
with coastal troughing. This is reflected in the positive correlation coefficient and is 
substantiated by similar correlations (although not statistically significant) in all of the 
remaining regions. When the action center is dominated by negative anomalies, reduced
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advection is the rule. Therefore, below average precipitation dominates the study area but 
more specifically the East Coast region.
The third PC has an action center over the extreme eastern portion of the domain 
and may also reflect cool season STH strengthening. The PC scores are highly correlated 
with precipitation in the High Plains region, explaining 9.3% of the precipitation 
variability. No physical relationships are apparent which indicates a possible surface 
teleconnection. As pressures rise in the action center, pressures may lower in the High 
Plains thereby initiating precipitation. This may be indicative of a highly amplified 
longwave pattern which is established during anomalous central North Atlantic ridging. It 
is speculated that the upstream trough allows for an increase in cyclone frequencies in the 
western portion of the study region. Conversely, when lower pressures dominate the 
middle Atlantic, higher pressures dominate the western study region. Precipitation is then 
reduced in the region and the teleconnection established.
Principal component 4 depicts an action center located in the middle Gulf of 
Mexico and the Caribbean Sea. This Gulf of Mexico ridging (troughing) pattern is most 
important during winter as it relates significantly with three of the precipitation regions. 
The East Coast, the Gulf Coast and Florida all show significant negative correlations. The 
greatest amount of explained variance occurs in the Florida region where 41.2% of the 
variance is explained by pressure variations in the Gulf and Caribbean. In addition, the 
component explains 31.0% of the variability present in the Gulf Coast region and 21.0% of 
that for the East Coast region. The negative correlations imply that the primary mode of the 
component is composed of anomalously low pressures which cause a positive response in 
the frequency of cyclones over the area. Similarly, negative correlations are present in the 
two remaining precipitation regions but are not statistically significant. When negative 
anomalies abound, a deepened trough and greater Gulf of Mexico cyclogenesis allows for 
greater precipitation within the regions. When the action center is positive, higher
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pressures dominate the Gulf of Mexico. Increases in anticyclonic activity over the Gulf 
reduces precipitation in the regions through subsidence. Anticyclones typically traverse 
the area as this represents the location of one of the primary polar anticyclone tracks 
identified by Dallavalle and Bosart (1975).
Since the SOI explains 49% of the precipitation variability within the Florida 
region, a possible relationship may exist between the action center and the phases of the 
Southern Oscillation. The circulation mode is most important to the regional precipitation 
trends due to its direct influence upon the regional pressure field. Cyclogenesis in the Gulf 
of Mexico is particularly enhanced during ENSO events when the polar front splits into two 
distinct branches which augment cyclonic activity in the strong baroclinic region. This link 
between Gulf of Mexico pressure and the Walker circulation of the equatorial Pacific is 
further investigated in a following chapter.
The fifth principal component loads highly with grid points in the north-central 
section of the domain. Variations in the action center correlate strongly with the High 
Plains region and explains 25.4% of the regions precipitation variability. Again a 
teleconnection with the west is apparent, however, the correlation coefficient is now 
negative. The action center is displaced westward of that for PC3 which represents a 
similar teleconnection. The pattern may reflect either zonal westerly flow across North 
America (zero PNA), or a displaced trough-ridge pattern which is not conducive to High 
Plains precipitation in the positive component phase.
Principal component 6 shows a center of variation over the midwestem US. This 
pattern is strongly correlated to the variability present in the East Coast region as well as the 
Appalachian region. The East Coast correlation is negative as is the non-significant 
correlation with the North Central region. All other correlation coefficients are positive 
and low with the exception of the significant positive correlation with the High Plains. 
Further, the PC explains 9.8% of the total variance present in East Coast precipitation and
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9.5% in the High Plains. The physical interpretation is apparent as positive anomalies 
induce offshore flow conditions in the region (troughing) and greater pressures over the 
East Coast (ridging) while the High Plains benefits from warm moist easterly flow, south of 
the mid-continent ridge, into the amplified trough. The negative case allows for moisture 
to be drawn into the East Coast region as lower pressures are induced in the mid-continent 
trough, thus triggering a precipitation response. Simultaneously, diy southwest flow is 
induced over the High Plains region which decreases precipitation. The overall pattern is 
representative of moderately amplified longwave wave flow.
Therefore, positive precipitation anomalies abound in the eastern portion of the 
study region with the advent of eastern domain ridging. Conversely, negative precipitation 
anomalies occur in the east when the ridge retrogrades west. This allows for enhanced 
precipitation in the western portion of the study area which benefits from return flow and 
troughing over the region.
Time-Series
To gain further insight into the relationship between the SLP circulation regimes 
and the precipitation regions, an evaluation of the SLP component scores is necessary. 
Figure 5.3 depicts all the retained SLP component scores (time-series) for the winter 
season. Clusters of positive anomaly seasons occur in all of the components time-series. 
Pronounced positive clusters are evident in the records of PCI during the later 1940s and 
early 1950s and again during the mid 1970s. The early record of PC4 displays a similar 
grouping of positive anomaly seasons as does the decade of the 1980s in the PC5 scores. 
The positive anomalies may reflect increased ridging or expanded highs during those years. 
Prominent negative clusters are evident during the late 1960s and early 1970s for all 
components except PCI which displays an earlier negative cluster.
Statistical analysis is used to determine both changes in variability through the 
time-series as well as persistent long-term anomaly trends. To determine variability
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changes, the record is broken into two time periods (Period 1, 1946-1967; Period 2, 
1968-1988) and the variances calculated. A simple F-test is used to determine whether the 
variances are statistically different. In addition, long-term trends are sought through the 
use of linear regression.
The calculated variances for the two time periods and the associated F-probability 
value for the winter season components are depicted in Table 5.3. In addition, the linear 
regression probability value is shown in accordance with each corresponding PC. No 
significant long-term trends are evident in any of the component scores. However, for PC3 
a significant (a=0.05) change in variance is detected. It may also be said that PC4 displays 
a significant change in variability between the two time periods, however, the change is 
significant only at the 0.10 alpha level. Therefore, it is evident that pressure variations in the 
central North Atlantic (PC3) are statistically more stable during the latter portion of the 
time-series. Conversely, pressure fluctuations over the Gulf of Mexico and Caribbean 
(PC4) are statistically more variable during recent decades which matches the significant 
trends in the SOI. In addition, both the Gulf Coast and East Coast regions display a 
significant increase in variability through the study period. Therefore, the circulation 
pattern and the precipitation regions may be physically linked to variations within the 
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Figure 5.3. Continued.
Table 5.3. Time-Series Statistics for W inter Season, 1013 mb.
Win 1013 mb Pd. 1 Van Pd. 2 Var F Prob. L R P
P C I 0.466 0.306 0.171 0.264
PC2 0.507 0.485 0.459 0.215
PC3 0.866 0.400 0.042** 0.689
PC4 0.404 0.738 0.088* 0.288
PC5 0.341 0.427 0.304 0.140
PC6 0.431 0.456 0.468 0.744
Winter Summary
During the winter season, every surface pressure component statistically correlates 
with at least one precipitation region. The main contributors to wintertime regional 
precipitation variability are found in relation to the southwest North Atlantic ridging 
(troughing) pattern (PCI) and the Gulf of Mexico ridging (troughing) pattern (PC4). The 
southwest North Atlantic pattern correlates significantly with two of the precipitation 
regions at an alpha level of 0.05 (FL, NC) and one region at the 0.10 alpha level (GC). The 
PC loading pattern is indicative of ridging (troughing) in the positive (negative) component 
phase. The high pressure ridge (trough) over the eastern seaboard is similar to a reversed 
PNA pattern which induces a negative (positive) precipitation anomaly in the Florida
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region while simultaneously enhancing (suppressing) precipitation in the North Central 
and Gulf Coast regions.
The Gulf of Mexico ridging (troughing) pattern (PC4) correlates negatively with all 
of the precipitation regions with the East Coast, Gulf Coast, and Florida regions statistically 
significant. The pattern indicates variations associated with one of two preferred 
continental polar anticyclone tracks in the post component phase. When pressures are 
anomalously high in the action center, negative precipitation anomalies persist across the 
southern US. Conversely, when low pressures are present, positive precipitation anomalies 
occur in association with cyclogenetic episodes in the Gulf of Mexico near the oceanic shelf 
break. Variations in the Loop Current and the associated spin-off warm water eddies and 
the southern branch of the polar jet are thought to be critical to cyclogenesis in this area. It is 
also thought that the pattern is linked to SLP variations in the equatorial Pacific Ocean.
It is interesting to note the surface teleconnection between SLP in the mid-North 
Atlantic and the western portion of the study region. The teleconnections are present in 
PC3 and PC5 of the winter components. Component 3 is clearly indicative of variations in 
the STH while PC5 represents North Atlantic ridging (positive phase) and troughing 
(negative phase) which may also be related to STH variations. The physical link between 
these loadings patterns and the High Plains region is related to variations in the amplified 
longwave pattern. Further, the position of the North Atlantic ridge is paramount to 
precipitation in the western portion of the study region. As the ridge retrogrades, so does 
the upstream trough. The relative position of the trough determines the subsequent western 
precipitation anomaly.
The overall winter patterns suggest that the position of surface ridging controls 
much of the regional precipitation. When a ridge is located to the east of the study area over 
the North Atlantic, precipitation is enhanced in the eastern regions. The eastward displaced 
ridge may be in association with displaced longwaves or pressure anomalies in association
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with STH expansion or intensification. The result is increased moisture advection into an 
upstream trough. When the ridge is displaced westward, the eastern regions record 
negative precipitation anomalies while the western regions record positive anomalies. 
Higher pressures over the eastern regions induce large-scale subsidence which retards 




Loadings maps for the seven spring season rotated components are shown in 
Figures 5.4A-5.4G. Table 5.4 shows the temporal correlations between the PCs and the 
precipitation regions. The first component shows a variation field centered on the Lesser 
Antillies and Puerto Rico. This action center is analogous to PC2 for the winter season and 
indicates variations in the pressure field associated with the southern extremity of the STH 
which expands due to low latitude heating in response to increases in solar radiation. 
However, whereas PC2 for winter is significantly correlated to East Coast precipitation, 
this PC is not significantly related to any of the precipitation regions. The highest 
correlations are associated with the Gulf Coast, the North Central, and the East Coast 
regions with none significant at the 0.05 alpha level. The Gulf Coast region and North 
Central regions are, however, significant at the 0.10 alpha level explaining 6.0% and 7.0% 
of the regional precipitation variability, respectively. The positive correlations imply 
moisture advection into the regions which are dominated by longwave troughing. 
Precipitation is enhanced through cyclones traveling through the trough as copious 
moisture is advected by the expanded STH.
1 2 0
Figure 5.4A. Loadings Pattern for Spring 1013 mb PCI.
Figure 5.4B. Loadings Pattern for Spring 1013 mb PC2.
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Figure 5.4C. Loadings Pattern for Spring 1013 mb PC3.
Figure 5.4D. Loadings Pattern for Spring 1013 mb PC4.
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Figure 5.4F. Loadings Pattern for Spring 1013 mb PC6.
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Figure 5.4G. Loadings Pattern for Spring 1013 mb PC7.
Principal component 2 has the highest loadings in the extreme eastern portion of the 
study domain. The component strongly resembles PC3 for winter and is indicative of 
fluctuations in the central node of the STH. Unlike its winter counterpart, this component 
fails to correlate significantly with any of the precipitation regions. The greatest 
relationship with this component occurs in Appalachia as approximately 3% of the total 
precipitation variance is explained by the negative (insignificant) correlation coefficient.
Clearly, principal component 3 is the most important with regard to the 
precipitation regions as all five of the regions are significantly correlated to the component 
scores. The loadings pattern resembles PC4 of the winter season in that the action center is 
located within the Gulf of Mexico and the Caribbean. However, the spring action center is 
larger spatially. The association between this Gulf of Mexico ridging (troughing) 
circulation pattern and the regional precipitation is negative in all cases. When the loading 
pattern is in its negative (positive) phase, lower (greater) pressure is dominant across the
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study region triggering anomalously high (low) regional precipitation. The greatest 
statistical association is with the East Coast (41.7% explained variance) while the lowest 
association is with the High Plains (9.8%). Therefore, the pressure pattern becomes 
decreasingly important inland across an east-west transect. Again, the pattern reflects 
increased troughing and Gulf of Mexico cyclogenesis during the negative phase. The 
positive phase is indicative of ridging in association with migratory polar anticyclones.
The fourth principal component is dominated by an action center over the 
north-central portion of the domain. The pattern resembles PC5 for the winter season and 
indicates western North Atlantic ridging in association with STH expansion. The PC 
scores correlate significantly with High Plains precipitation during the winter season but no 
such significant correlation exists during the spring season. However, the High Plains 
exhibits the highest insignificant correlation coefficient. This may indicate the reduced 
importance in longwave flow variations with regard to precipitation variability through the 
spring season.
The loadings for PC5 show an action center located off the eastern seaboard near 
Cape Hatteras, NC. This PC is somewhat similar to PC 1 for winter with the only difference 
being a westward shift in the spring pattern. Therefore, the PC is indicative of eastern 
seaboard ridging in association with the STH. Whereas PCI for winter correlates 
significantly with the North Central region, this PC correlates significantly with the High 
Plains region. Variations in the component time-series explains 11.1% of the total 
variation present in the precipitation record for the region. The correlation is positive so 
that when the action center is anomalously strong (weak), greater (lesser) advection of 
moisture occurs in association with a trough (ridge) in the precipitation region. This 
combines to produce positive (negative) precipitation anomalies in the High Plains region. 
Therefore, a similar physical interpretation exist during both winter and spring, however, 
the spring ridge retrogrades from that of winter. Consequently, the precipitation response
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shifts to the High Plains region while North Central (winter correlation) precipitation is 
suppressed.
Table 5.4. Principal Components (1013 mb) Correlated with Regional 
Precipitation the Spring Season.
AP EC GC HP NC
PCI
r 0.203 0.153 0.247 0.070 0.268
r2 0.041 0.023 0.061 0.004 0.071
P > IRI 0.190 0.326 0.109* 0.654 0.082*
PC 2
r -0.166 -0.090 0.015 -0.059 -0.057
r2 0.027 0.008 0.000 0.003 0.003
P > IRI 0.285 0.562 0.920 0.703 0.715
PC 3
r -0.421 -0.645 -0.543 -0.312 -0.339
r2 0.177 0.417 0.295 0.097 0.115
P > IRI 0.004** 0.000** 0.000* 0.041** 0.026**
PC 4
r 0.008 0.066 0.015 -0.019 -0.095
r2 0.000 0.004 0.000 0.000 0.009
P > IRI 0.958 0.670 0.920 0.900 0.542
PCS
r 0.109 0.228 0.089 0.333 0.186
r2 0.012 0.052 0.007 0.111 0.034
P > IRI 0.483 0.140 0.569 0.028** 0.231
PC 6
r -0.439 0.046 -0.319 0.030 -0.261
r2 0.193 0.002 0.102 0.000 0.068
P > IRI 0.003** 0.764 0.036** 0.844 0.090*
PC 7
r 0.251 -0.025 0.088 -0.119 0.040
r2 0.063 0.000 0.007 0.014 0.001
P > IRI 0.103* 0.869 0.572 0.446 0.795
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Principal component 6 is dominated by high loadings in the northwest comer of the 
circulation domain. The pattern is similar to the winter PC6 pattern which correlates 
significantly with the East Coast region and is indicative of variations in the mean 
longwave flow over the mid-continent. The pattern may reflect the contraction of the 
circumpolar vortex and the lower amplitude of longwaves across North America during the 
spring season (Harman, 1991). Here, the pattern correlates significantly with the region of 
Appalachia, explaining 19.4% of the precipitation variation. The PC time-series also 
correlates significantly with the Gulf Coast region explaining 10.2% of the variance. A 
correlation with the North Central region is evident as well but significant at an alpha of 
0.10. All of the relationships are negative indicating that when the loadings are in the 
positive (negative) mode, precipitation is reduced (enhanced) by higher (lower) pressures 
and offshore (onshore) flow conditions. Therefore, the positive (negative) phase is 
indicative of a mid-continent ridge (trough).
Principal component 7 has no loadings greater than 0.5, this combined with the fact 
that there are no significant regional precipitation associations makes it clear that this 
component and the associated circulation regime is relatively unimportant to southern US 
precipitation. Therefore, the component may be excluded from the analysis.
Time-Series
The time-series (scores) for all seven of the spring season retained and rotated 
components are displayed in Figure 5.5. Larger annual fluctuations in the anomalies are 
present for this season than during the winter. Also, more pronounced clusters of anomalies 
with like sign are evident as well. Positive anomaly clusters dominate the early portion of 
the time-series for the first two components and PC6, negative clusters are evident in the 
early record of PC5. Positive clusters are evident during the middle of the study period for 
all odd numbered components. In addition, negative anomaly years dominate the decade of 
the 1980s in the first three components and PC5.
The statistical output for the spring season component scores is presented in Table 
5.5. Only PC2 displays a significant change in variability between the two time periods. 
Therefore, as was the case in winter, the center of the STH shows less variability during the 
latter portion of the study period. A significant reduction in the slope of the anomaly 
time-series is detected for PCI. This indicates that STH expansion into the eastern 
Caribbean Sea is reduced during the second half of the record. In addition, PC6 which is 
indicative of pressure fluctuations over the eastern US, shows a similar significant slope 
(a=0.10) indicative of more recent troughing in the southeastern US.
Table 5.5. Time-Series Statistics for Spring Season, 1013 mb.
Spr 1013 mb Pd. 1 Yar. Pd. 2 Var F Prob. L R P
PC I 0.484 0.700 0.203 0.012**
PC2 0.989 0.323 0.007** 0.128
PC3 0.467 0.458 0.483 0.137
PC4 0.341 0.206 0.129 0.431
PC5 0.252 0.358 0.213 0.420
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Figure 5.5. Continued.
Spring Summary
During the spring season, only three components significantly correlate with any of 
the precipitation regions (a=0.Q5). Of the significant correlations, the Gulf of Mexico 
ridging (troughing) pattern (PC3) represents the most important to regional precipitation as 
the component scores significantly correlate with all of the precipitation regions. All of the 
correlations are negative in sign. In the positive component phase, the loadings pattern 
represents migratory anticyclones which exit the southern portion of the continent into the 
Gulf of Mexico during amplified longwave flow. The pattern is similar to PC4 of the winter 
season and a similar precipitation response is induced across the study area. When the 
action center is anomalously positive (negative), the entire southern US records lower 
(higher) than normal precipitation. The negative component phase is indicative of 
increased Gulf of Mexico cyclogenesis which causes a positive precipitation response in 
the study regions.
The next important circulation pattern is represented by low latitude ridging (PCI) 
centered on the eastern Caribbean Sea. The pattern indicates STH expansion over the 
Caribbean with increased solar radiation. This strengthening of the STH causes positive 
precipitation anomalies in the central precipitation regions as moisture advection is 
enhanced. The last important pattern represents mid-continental ridging (troughing). The 
positive (negative) component phase is indicative of a ridge (trough) in deamplified
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longwave flow centered on the US Mid-west. The ridge (trough) causes a negative 
(positive) precipitation response in the central precipitation regions.
The overall regional precipitation response during spring is similar to that of the 
winter season. Ridging over the western North Atlantic is responsible for positive 
precipitation anomalies in the eastern regions when the ridge is displaced east. When the 
ridge retrogrades west, the eastern regions undergo reductions in precipitation while 
increases in precipitation are recorded in the western regions. As in winter, this phenomena 
is linked with subsidence under the ridge and enhanced return flow into an upstream trough. 
Summer
Spatial Variations
Loadings maps of the seven summer season rotated components are presented in 
Figure 5.6A-5.6G. Relationships between the circulation patterns and the regional 
precipitation anomalies are depicted in Table 5.6. The first summer season PC has an 
associated loading configuration which occupies the entire eastern section of the 
circulation domain. The pattern delineates summertime STH expansion and 
intensification and is similar to the loadings pattern of winter PC3 and spring PC2. The 
progression of the strength of the STH through the year is clear as the amount of SLP 
explained variance increases from 18.92% in winter to 29.26% in summer (Table 5.2). 
However, the pattern proves to be relatively unimportant to the regional precipitation 
variability.
The second summer season PC dominates the central portion of the domain with 
much of the high loadings located in the western half of the domain. The pattern, which is 
similar to the southwest North Atlantic pattern of winter, reflects westward encroachment 
of the STH upon the southern US. However, the PC scores do not correlate significantly 
with any of the precipitation regions. This is surprising considering the spatial extent of 
component loadings which overlie much of the southeastern portion of the study area.
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Variations in the pressure field of PC3 occur mainly over the southwestern comer of 
the domain. The pattern is indicative of early season height variations with the advent of 
low latitude heating. The pattern is similar to that of winter PC2 and spring PCI which 
reflects southward expansion of the STH over the Caribbean Sea. This low latitude ridging 
pattern relates significantly with the Gulf Coast precipitation region explaining 9.2% of the 
total variance. In addition, the East Coast region is significantly related to the component at 
an alpha of 0.10. The correlations are positive indicating that when the action center is 
positive (negative), higher (lower) pressures dominate the southern Caribbean and Gulf of 
Mexico. This in turn allows for greater (reduced) moisture advection throughout the Gulf 
Coast and East Coast regions thereby enhancing (limiting) thermodynamic lifting which 
causes positive (negative) precipitation anomalies. Although not significantly correlated, 
all other regions correlate positively with the exception of Florida which acts inversely to 
the mainland.
Figure 5.6A, Loadings Pattern of Summer 1013 mb PCI.
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Figure 5.6B. Loadings Pattern of Summer 1013 mb PC2.
Figure 5.6C. Loadings Pattern of Summer 1013 mb PC3.
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Figure 5.6D. Loadings Pattern of Summer 1013 mb PC4.
Figure 5.6E. Loadings Pattern of Summer 1013 mb PC5.
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Figure 5.6F. Loadings Pattern of Summer 1013 mb PC6.
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Figure 5.6G. Loadings Pattern of Summer 1013 mb PC7.
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Table 5.6. Principal Components (1013 mb) Correlated with Regional 
Precipitation for the Summer Season.
I EC FL GC HP NC
PCI
r -0.123 0.091 -0.227 0.029 -0.232
r2 0.015 0.008 0.051 0.000 0.054
P > IRI 0.430 0.559 0.142 0.851 0.132
PC 2
r 0.075 -0.212 0.203 0.039 0.155
F2 0.005 0.045 0.041 0.001 0.024
P > IRI 0.628 0.167 0.191 0.802 0.320
PC 3
r 0.266 -0.014 0.302 0.059 0.142
r2 0.071 0.000 0.091 0.003 0.020
P > IRI 0.083* 0.924 0.048** 0.703 0.360
PC 4
r -0.133 -0.041 -0.035 -0.310 -0.280
r2 0.017 0.001 0.001 0.096 0.078
P > IRI 0.392 0.793 0.823 0.042** 0.068*
PCS
r -0.142 0.000 0.115 0.303 -0.060
r2 0.020 0.000 0.013 0.091 0.003
P > IRI 0.362 0.998 0.461 0.048** 0.699
PC 6
r 0.634 0.357 0.157 0.206 0.190
r2 0.403 0.127 0.024 0.042 0.036
P > IRI 0.000* 0.018** 0.312 0.183 0.221
PC 7
r -0.053 0.412 -0.055 0.103 0.062
r2 0.002 0.170 0.003 0.010 0.003
P > IRI 0.735 0.006** 0.722 0.510 0.692
The fourth PC for summer is interesting in that it is similar to patterns seen in both 
seasons previously discussed. The action center is located in the northeast quadrant of the 
domain and is characterized by a tight pressure gradient. The PC reaffirms the 
teleconnection between mid-Atlantic pressure anomalies (ridging) and the western study
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region (troughing). Here, both the High Plains and the North Central regions correlate 
significantly with the circulation component, however, the correlation implies that the 
northeast displaced ridge reduces moisture advection in the precipitation regions. During 
summer the primary lifting mechanism is convection due to surface heating. When the 
STH builds to the east, moisture is reduced in the precipitation regions. Lifting is still 
present but the lack of moisture causes negative precipitation anomalies in the related 
regions. In addition, the negative correlations explain 9.6% of the total precipitation 
variation present in the High Plains and 7.8% of that in the North Central region.
Summer component 5 is centered on the Mid-west US and displays a tight loading 
pattern which extends over the eastern seaboard. The pattern is either related to STH 
expansion or migratory synoptic scale systems embedded within the deamplified longwave 
flow. The former is more likely as it agrees with similar findings noted in Yamal (1993). 
This component is significantly related only to the High Plains region. Here, the positive 
correlation explains 9.2% of the total summertime precipitation variance. When the action 
center is positive (negative) subsidence (convergence) occurs over the eastern portion of 
the study region. Moisture is advected to the western portions of the study area thus 
enhancing precipitation in the west while the eastern regions suffer reduced precipitation. 
This is substantiated in the insignificant correlation coefficients of the remaining regions as 
the East Coast and the North Central regions are negatively correlated.
Both the East Coast and Florida regions are positively correlated to PC6 which 
shows STH expansion and ridging over the northwestern portion of the domain. Because 
the action center is located in the Atlantic Ocean east of Maryland, it is not surprising that 
both of the regions correlate positively with this circulation anomaly. When the action 
center is positive (negative), greater (reduced) advection aids (discourages) the 
thermodynamic precipitation process within these two precipitation regions through 
enhanced southerly flow.
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Although PC7 has no loadings greater than 0.5, a significant correlation exist with 
the Florida region explaining 17% of the total precipitation within the region. Both the 
northeastern comer and the mid-western portion of the domain are dominated by negative 
loadings while the center of the domain is dominated by low positive loadings. The pattern 
does not resemble any known synoptic or global scale pressure patterns, therefore, the 
relationship to Florida precipitation is unknown although one of the negative action centers 
is located over the region. The center of action resembles either a weak migratory synoptic 
scale system or the development of a Gulf High (Muller and Willis, 1983; Muller, 1977) in 
the negative component phase. The pattern induces a positive precipitation response in the 
Florida region, therefore, in the positive component phase, the pattern may represent 
localized low pressure disturbances. Further, the teleconnection between this action center 
and the other centers of action is unknown although it can be said that when the western 
node is dominated by negative (positive) anomalies, the northeastern action center is also 
negative (positive), and the central action center is positive (negative).
Time-Series
There is a surprising amount of variability evident in the summer season component 
scores given the static quality of the summertime atmosphere (Figure 5.7). Several clusters 
of anomalies with like signs occur in the components time-series. Positive clusters 
dominate the early time-series of PCs 1,3 and 7, while negative clusters appear in the early 
record of the even numbered components.
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Figure 5.7. Continued.
Statistical analysis of the components time-series proves temporal stability in all 
but a few components (Table 5.7). Component 1 shows a significant decline in variability 
during Period 2 of the time-series. This agrees with similar findings for the winter and 
spring seasons in that the central North Atlantic (STH) is significantly less variable during 
the second half of the study period. Analysis of the scores slope for PC2 indicates that 
strengthening of the western node of the STH is statistically significant through time. 
Component 3 shows a significant reduction (oc=0.10) in the pressure anomalies centered on 
the southern Caribbean Sea through time. In addition, a significant reduction in the 
pressure anomalies over the Mid-Atlantic states is evident through regression analysis of 
PC5. Overall, this indicates that the west central node of the STH is stronger through the 
study period at the expense of the northwest and southeast nodes.
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Table 5.7. Time-Series Statistics for Summer Season, 1013 mb.
Sum 1013 mb Pd. 1 Van Pd. 2 Var F Prob. LRP
PCI 0.850 0.439 0.070* 0.726
PC2 0.449 0.276 0.136 0.001**
PC3 0.403 0.694 0.110 0.087*
PC4 0.393 0.469 0.343 0.425
PC5 0.430 0.269 0.145 0.054*
PC6 0.451 0.368 0.324 0.567
PC7 0.320 0.424 0.261 0.143
Summer Summary
Subtropical influences on regional precipitation are evident in the correlations for 
the summer season as the first two components reflect variations in the STH. This indicates 
that the overall longwave flow decreases in importance with the advent of increased solar 
radiation. A total of three different components statistically correlate with at least two of 
the precipitation regions. The first pattern, low latitude ridging (PC3), shows an action 
center located over the extreme southwestern comer of the domain. The circulation 
induces significant positive precipitation responses in the East Coast (a=0.10), and Gulf 
Coast (a=0.05) regions. The pattern represents low latitude height rises with increased 
solar radiation. Therefore, the regional precipitation response is probably linked to 
increased thermodynamic forcing coincident with enhanced southerly flow. The second 
influential component on regional precipitation is PC4. This component correlates 
negatively with the High Plains and North Central regions. The pattern depicts pressure 
variations in the mid-North Atlantic indicative of western node STH variability and further 
justifies the physical establishment of a surface teleconnection with the west. Lastly, PC6 
correlates positively with both East Coast and Florida precipitation. The circulation pattern
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reflects variations in the northwestern STH node which enhances precipitation in the 
correlated regions through greater moisture advection.
As in the cool seasons, the importance of ridge position is apparent during the 
summer months. This is demonstrated in the loadings patterns and the associated 
correlations of PC4, PC5, and PC6. When the components are rearranged, they represent 
western (PC5), central (PC6), and eastern (PC4) expansion of the STH. When the STH 
expands inland (PC5), the High Plains region records positive precipitation anomalies in 
association with moisture advection and increased instability in lee of the high. When STH 
expansion is centrally located with regard to the domain (PC6), the East Coast and Florida 
precipitation regions record anomalous precipitation through increased advection and 
reduced large-scale subsidence. When the ridge is east of the precipitation regions over the 
mid-North Atlantic (PC4), the High Plains and North Central regions record negative 
anomalies. This is in association with a reduction of moisture as the ridge is displaced too 
far to the east for the western regions to benefit from lee advection.
Autumn
Spatial Variations
Because the circulation of the autumn season is closely related to that of summer, it 
is not surprising that similar loadings patterns exits between the retained components for 
each season. Loadings maps for the seven autumn season rotated components are shown in 
Figure 5.8A-5.8G. Statistical relationships between these components and the autumnal 
precipitation regions are presented in Table 5.8.
Component 1 bears a striking resemblance to PCI for summer. The entire eastern 
domain is affected which reflects pressure anomalies associated with the central STH. The 
dominance of the STH as the primary mode of variation in the southwestern North Atlantic 
during the summer and autumn seasons is apparent. As during other seasons, the pattern
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does not correlate significantly with any of the precipitation regions. The highest 
correlations occur in both the North Central and High Plains regions which substantiate the 
teleconnection of mid-Atlantic pressure fluctuations and precipitation in the western study 
area identified in the winter season components.
Figure 5.8A. Loadings Pattern Autumn 1013 mb PCI.
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Figure 5.8B. Loadings Pattern Autumn 1013 m b PC2.
Figure 5.8C. Loadings Pattern Autumn 1013 mb PC3.
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Figure 5.8D. Loadings Pattern  Autumn 1013 mb PC4.
Figure 5.8E. Loadings Pattern Autumn 1013 mb PC5.
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Figure 5.8F. Loadings Pattern Autumn 1013 mb PC6.
a
Figure 5.8G. Loadings Pattern Autumn 1013 mb PC7.
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Table 5.8. Principal Components (1013 mb) Correlated with Regional 
Precipitation for the Autumn Season.
AP EC GC HP NC
PCI
r 0.089 0.056 0.185 0.104 0.174
r2 0.007 0.003 0.034 0.010 0.030
P > IRI 0.569 0.719 0.233 0.506 0.262
PC 2
r 0.314 -0.088 0.463 0.330 0.362
r 2 0.098 0.007 0.215 0.109 0.131
P > IRI 0.040** 0.574 0.001** 0.030* 0.016**
PC 3
r -0.046 -0.013 -0.108 -0.144 -0.052
r2 0.002 0.000 0.011 0.020 0.002
P > IRI 0.765 0.929 0.488 0.355 0.736
PC 4
r -0.133 -0.564 0.081 0.390 0.307
r2 0.017 0.318 0.006 0.152 0.094
P > IRI 0.393 0.000** 0.602 0.009** 0.045**
PC 5
r 0.295 0.257 0.441 0.219 0.327
r2 0.087 0.066 0.195 0.048 0.107
P > IRI 0.054* 0.094* 0.003** 0.156 0.032**
PC 6
r -0.480 -0.234 -0.301 -0.014 -0.153
r2 0.230 0.054 0.091 0.000 0.023
P > IRI 0.001** 0.130 0.049** 0.928 0.327
PC 7
r 0.121 0.453 -0.057 -0.171 -0.238
r2 0.014 0.205 0.003 0.029 0.057
P > IRI 0.437 0.002** 0.715 0.271 0.123
Autumn component 2 is also similar to summer PC2; however, unlike the summer 
component, this component correlates significantly with every region except the East 
Coast. Further, all associated correlations are positive except that for the East Coast. 
Therefore, the action center, which reflects westward STH expansion over the
southwestern North Atlantic, acts as a moisture pump in the positive component mode 
which triggers precipitation in all regions except the East Coast. The East Coast region 
includes the Florida peninsula during this season; therefore, when the circulation is in a 
positive mode, a subsiding influence is placed upon the region through STH expansion 
(especially over Florida) which reduces precipitation and explains the negative correlation. 
A similar observation is noted by Coleman (1988) for the Florida peninsula. Greatest 
correlations occur in the Gulf Coast region followed by the North Central, High Plains and 
the Appalachian regions, indicating that the greatest influence of this pressure anomaly is 
associated with large-scale moisture advection throughout the Mississippi River Valley. 
This finding agrees with the distribution of dewpoint temperatures found by Henderson 
(1994).
Component 3 is a pattern which is represented in every season, a tight loading 
pattern in the north-central portion of the domain. However, unlike other seasons, the 
pattern does not correlate with any of the precipitation regions. The possible 
teleconnection between pressure anomalies in this area and the High Plains is somewhat 
substantiated as this region has the highest correlation (insignificant) with the component.
Three of the five autumnal precipitation regions correlate significantly with PC4. 
The pattern is similar to a pattern seen during every season, an action center located over the 
Gulf of Mexico which, in the positive component mode is similar to the Gulf High 
identified by Muller (1977), and explored temporally by Muller and Willis (1983). The 
pattern forms either through expansion of the STH or through the presence of polar 
anticyclones. During the autumn season, the former is more likely, especially during the 
early season. Significant relationships are negative with the East Coast region but positive 
with the High Plains and the North Central region. Again, the primary physical relationship 
involves subsidence over the eastern portion of the study region while moisture advection 
and enhanced instability occur to the west. The relationship is confirmed by the
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insignificant relationship between the negatively correlated Appalachian region and the 
positively correlated Gulf Coast region. Highest correlations occur in association with the 
East Coast (31.9% explained variance) followed by the High Plains (15.2%) and the North 
Central (9.4%) regions. Interestingly, the correlations match the statistically significant 
long-term precipitation trends identified in each of the correlated regions. Therefore, 
variations in this circulation pattern may be solely responsible for the long-term 
precipitation trends.
Autumn component 5 resembles summer component 6 in that the action center is 
located near the eastern seaboard indicating early season STH variations. Therefore, it is 
somewhat surprising that the action center correlates significantly with the three interior 
precipitation regions. Here, the circulation regime explains 19.5% of the precipitation 
variance of the Gulf Coast region, 10.7% for the North Central region, and 8.7% for 
Appalachia. The relationship is easily explained in that high pressure anomalies allow for 
moisture advection into the interior study area as all of the correlations are positive. During 
the negative component phase, the pattern suggest eastern seaboard troughing. The 
distance between the associated cyclone tracks and the significantly correlated regions 
account for negative precipitation anomalies throughout the interior.
Again, a component loading pattern (PC6) signifies pressure variations over the 
Midwest US, indicative of fluctuations in the mean longwave flow. The precipitation 
response is similar for all of the precipitation regions as all are negatively correlated to the 
circulation pattern. Both the Appalachian and the Gulf Coast regions correlate 
significantly with the components time-series. Therefore, positive (negative) pressure 
anomalies induce subsidence (convergence) in association with ridging (troughing) and 
offshore (onshore) flow through the regions.
The last autumn component (PC7) is very limited spatially. Only small areas of 
loadings, none greater than 0.2, exist in various portions of the domain. The largest action 
center is located over the Bahamas Island chain and is significantly related to East Coast 
precipitation. The correlation is positive and explains 20.6% of the total variance within 
the region. Physical links may be associated with tropically induced systems.
Time-Series
Time-series graphs for all retained components for the autumn season are 
presented in Figure 5.9. A considerable amount of annual variation is present in the scores 
for PCI where positive anomalies dominate the last decade of the study period. Similar 
positive anomalies are present in the scores of all components except the first and the last. 
Negative anomalies dominate the middle years in the first three components and in PC5. A 
reversed pattern is present in the scores of PC7 as positive anomalies dominate the early 




































5 1950 1955 1960 1965 1970 1975 1980 1985 199














1945 1950 1955 1960 1965 1970 1975 1980 1985 1990
Figure 5.9. Continued.
Three of the seven PCs for the autumn season show a statistically significant slope 
(Table 5.9). Interestingly, these same three PCs show a significant change in variability as 
well. Component 2 shows a significant increase in both variability and slope during the 
second half of the study period. Therefore, the pressure field associated with the western 
node of the STH is becoming more variable, and stronger through time. Component 4, 
which reflects variations in the pressure field over the Gulf of Mexico, follows a similar 
trend. An opposite trend exists in association with the scores of PC7 as both variability 
(a=0.1Q) and slope decrease through the study period. The pattern represents variations 
over the eastern seaboard which may be associated with the frequency of highly localized 
low pressure disturbances.
The three PCs which display a significant slope have corresponding significant 
changes in variance. Therefore, due to the assumption of data homoscedasticity, the linear
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regression probability values may not be valid although similar statistics were produced 
through non-parametric means.
Table 5.9. Time-Series Statistics for Autumn Season, 1013 mb.
Aut 1013 mb Pd. 1 Var. Pd. 2 Var F Prob. LRP
PCI 0.879 0.554 0.149 0.664
PC2 0.167 0.515 0.007** 0.019**
PC3 0.251 0.339 0.249 0.411
PC4 0.203 0.521 0.018** 0.023**
PCS 0.306 0.484 0.151 0.375
PC6 0.326 0.322 0.489 0.138
PC7 0.507 0.258 0.065* 0.000**
Autumn Summary
Five of the seven retained components for the autumn season significantly relate to 
regional precipitation. Of these, three correlate with three or more precipitation regions. 
Component 2 is the most important to regional precipitation as significant correlations are 
derived with the Appalachian, Gulf Coast, High Plains, and North Central regions. The 
loadings pattern reflects westward encroachment and strengthening of the STH. 
Time-series analysis indicates that variations in the component significantly increase 
during the second half of the study period. In addition, a significant slope is present in the 
component scores. This indicates that the component pattern is not only becoming more 
variable through time but also stronger through time and represents a return of atmospheric 
mass to the southwestern North Atlantic. The same pattern during summer (PC2) shows 
similar time-series trends. The patterns are statistically more variable and stronger during 
both seasons. Therefore, the pattern is established during the summer months and 
persistent through to the autumn season at which time regional precipitation is influenced.
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Principal component 4 is also very important to the regional precipitation 
anomalies. The component correlates negatively with the East Coast region and positively 
with the High Plains and the North Central regions. The loadings pattern represents 
encroachment of the STH into the Gulf of Mexico which causes a reduction in East Coast 
precipitation and an increase in the precipitation of the western regions. This exact 
relationship exits in the statistically significant precipitation trends present in those regions 
respectively. Furthermore, the time-series for PC4 indicates that the component is 
becoming increasingly more variable through the study period and stronger (reflected by a 
significant slope in the scores) thereby accounting for the significant changes found in the 
regional precipitation regimes.
Autumn component 5 correlates significantly with four of the five precipitation 
regions. All of the correlations are positive and indicate that when the northwestern node of 
the STH is anomalously high, precipitation is enhanced throughout the study region. No 
significant changes are apparent in the component scores indicating that although the 
pattern is important to regional precipitation, variations in the pattern are not responsible 
for significant precipitation changes in the regions.
Lastly, autumn PC6 correlates negatively with the East Coast and Appalachain 
regions. The pattern reflects variations present in the northwestern node of the STH, a 
similar pattern is noted by Yamal (1993) for the Pennsylvania area. The negative 
correlations indicate increases in subsidence throughout the two regions. However, 
time-series analysis proves the pattern to be temporally stable. Therefore, although the 
component is important to eastern seaboard precipitation, the pattern is probably not 
related to the significant changes in regional precipitation noted earlier.
Overall, the position of the primary ridge is once again important to the regional 
precipitation anomalies. As the primary ridge retrogrades, eastern regions record negative 
precipitation anomalies and western regions record positive anomalies. However, if the
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ridge is located far to the east in the mid-North Atlantic, all regions record negative 
anomalies as moisture advection is minimized.
C hapter Summary
Overall, the surface analysis indicates the importance of variations in the polar front 
for the winter and spring seasons. Some evidence suggests that return flow in lee of either 
migratory anticyclones and/or the STH is important to the regional precipitation regimes 
during those seasons. A progression of STH importance is seen in the order of the primary 
components during the cool season. For winter, the first few components (explaining the 
highest percentage of variance) are indicative of variations in longwave flow. The first few 
components for the spring season are split between longwave variations and the STH. 
During the summer and autumn seasons, variations in the STH become paramount to 
precipitation variability across the southern US. During this time western STH expansion 
and strengthening occur. This is evident in the Principal Component order as the first few 
components are indicative of variations within the STH. During all seasons the position of 
the primary ridge in association with STH expansion is critical to the regional precipitation 
regime. When the ridge is displaced eastward all regions record negative precipitation 
anomalies as moisture advection is reduced. When the STH expands over the central 
portion of the domain, the eastern regions record positive anomalies as moisture advection 
increases. The western regions are either uncorrelated or negatively correlated during this 
time. When the ridge expands over the interior of the study region, negative anomalies 
occur in the east while positive anomalies occur in the west. This is associated with 
subsidence in the east and increased moisture advection and enhanced low-level instability 
in the west.
The most important aspects of the study relate to the autumn season as significant 
changes are detected in the precipitation regimes of three of the five regions. During this 
season the East Coast is statistically drier through the study period while the High Plains
and North Central regions are statistically wetter. This study indicates that variations in the 
strength and position of the STH are responsible. Two retained components show 
significant changes in both variance and slope which match similar long-term trends 
associated with the precipitation regions. The trends indicate a return of atmospheric mass 
to the southwestern North Atlantic and Gulf of Mexico during recent decades at the expense 
of the central North Atlantic. These changes qualitatively agree with the findings of GCMs 
regarding the STH response to enhanced hemispheric warming (Rind et al., 1990; Hansen 
et a l,  1989). However, correlations between the component scores and hemispheric 
temperature anomalies during the study period prove the findings inconclusive as only a 
few of the primary components are significantly related to the temperature anomalies 





To properly understand surface pressure variations, it is necessary to examine the 
characteristics of upper air flow. This chapter seeks relationships between variations in 
three of the mandatory geopotential height fields of the upper air and the PCA derived 
precipitation regions. Rotated PCA is used to identify major modes in the seasonal flow 
regimes in the upper air over the southwestern North Atlantic Ocean with the chosen 
domain exactly the same as that used in the surface analysis. The primary patterns are 
sought for the 500 mb, 700 mb, and 850 mb geopotential height fields. Seasonal 
correlations determine the influence of the upper air regional-scale flow regimes on the 
precipitation variability identified within each precipitation region.
As in the surface analysis, upper air data are extracted from the NMC gridded data 
set (NCAR, 1990). It is recognized that the critical layer with regard to moisture advection 
is located between the surface and 700 mb (Trewartha, 1981). However, emphasis within 
this study is placed upon height variations within the 500 mb height field as limitations are 
associated with the 700 mb and 850 mb data sets. The time-series for the surface data and 
the 500 mb data correspond (1946-1988), however, that for the 700 mb, and 850 mb levels 
is not as extensive (1963-1988). Because of the brevity of the record at these levels, 
emphasis is placed upon the 500 mb layer. It is felt that the resulting PCs demonstrate more 
reliable estimates of the primary regional-scale circulation regimes, as variability before 
1.963 is not accounted for in the two lower tropospheric layers. Also, correlations between 
the upper air PCs and the precipitation regions is somewhat biased at these levels as a longer 
time-series produces more reliable correlations (Dowdy and Weardon, 1991). Only the 
primary patterns found at the 500 mb layer are graphically portrayed. Similar patterns
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found at the 700 mb, and 850 mb layers are discussed and correlated to the regional 
precipitation but not portrayed in map form. This practice is adopted to avoid repetition; 
however, those significant patterns at every height which do not match similar patterns 
found at the 500 mb layer are graphically portrayed and discussed independently.
Eigenvalue Analysis of Tropospheric Heights 
The following discussion summarizes seasonal geographic tropospheric height 
trends of the selected domain in an attempt to isolate the primary modes of variation present 
in the western STH. It is recognized that changes in the primary seasonal patterns result 
from both teleconnective and boundary layer heat fluxes which are interwoven (Harman, 
1991). To begin, a proper evaluation of the eigenvectors is warranted.
Eigenvector Analysis 
500 mb Eigenvectors
Principal Components Analysis is used to determine the primary modes of 
variation at the 500 mb geopotential height for the selected domain. Appendix C shows the 
number of unrotated components retained for evaluation for each season using the 
Kaiser-Guttman eigenvalue 1+1 criterion. Execution of this criterion provides a total of 10 
retained components for the winter season, 12 for the spring, and 13 for both summer and 
autumn. Collectively, the components explain between 97.2% (autumn) and 98.0% 
(winter and spring) of the total variance. Due to the uniform variations in the pressure field, 
the retained PCs capture close to 100% of the total variability.
Scree plot evaluation is used to eliminate unnecessary components for varimax 
(orthogonal) rotation. Evaluation of the scree plots depicted in Figure 6.1A -6 .1D shows a 
break in slope which corresponds to component 5 for the winter season, component 6 for 
both spring and summer, and component 8 for the autumn season. The rotated components 
explain 91.0% of the total variance for the winter season, 92.0% for the spring, 90.3% for 
the summer, and 93.4% for the autumn. The percentage of variance explained by each 
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Figure 6.1. Scree Plots for the Winter (A) Through Autumn (D)
500 mb Components (Cutoffs Denoted by Arrows).
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Table 6.1. Total Explained Variance for Rotated Winter (A) Through Autumn (D)
Components, 500 mb Heights.
A
PCI PC2 PC3 PC4 PC5
% Var. 27.84 25.69 24.59 16.74 5.14
B
PCI PC2 PC3 PC4 PCS PC6
% Var. 28.05 21.82 14.40 13.63 11.27 10.83
C
PCI PC2 PC3 PC4 PC5 PC6
% Var. 35.88 31.19 10.34 9.96 7.56 5.07
D
PCI PC2 PC3 PC4 PC5 PC6 PC7 PC8
% Var. 29.60 24.05 12.95 11.11 9.87 5.75 3.47 3.19
700 mb Eigenvectors
Although emphasis is placed upon variations within the 500 mb height field, the 
primary modes of variation are determined through PCA for the 700 mb height field. Using 
the Kaiser-Guttman eigenvalue 1+1 criterion, the number of components initially retained 
for further analysis is determined. A total of 10 unrotated components are retained for the 
winter season, 13 for spring, 14 for summer, and 15 for autumn (Appendix D). The 
components collectively explain between 97.1% (summer) and 97.7% (spring) of the total 
explained variance present in the height field.
Proper evaluation of the associated scree plots for this level allows an estimation of 
the number of components to retain for varimax rotation. The seasonal scree plots are 
depicted in Figure 6.2A-6.2D. Using the procedure, a total of 5 components are retained 
for both winter and summer, while 6 components are retained for both spring and autumn. 
The percentage of individual component explained variance after varimax rotation is 
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Figure 6.2. Scree Plots for the Winter (A) Through Autumn (D)
700 mb Components (Cutoffs Denoted by Arrows).
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Table 6.2. Total Explained Variance for Rotated W inter (A) Through A utum n (D)
Components, 700 mb Heights.
A
PC I PC2 PC3 PC4 PCS
% Var. 27.59 25.06 24.09 18.97 4.29
B
PC I PC2 PC3 PC4 PCS PC6
% Var. 26.18 20.87 17.22 16.56 14.62 4.55
C
PC I PC2 PC3 PC4 PC5
% Var. 35.00 27.88 13.78 13.08 10.26
D
PC I PC2 PC3 PC4 PC5 PC6
% Var. 27.21 22.50 16.28 12.28 11.96 9.75
850 mb Eigenvectors
PCA is used to determine the primary patterns of the 850 mb geopotential height 
field. Under rules of the Kaiser-Guttman eigenvalue 1+1 criterion, elimination of 
meaningless components is determined. Appendix E depicts all unrotated components 
retained for scree plot evaluation. For the winter season a total of 10 components are 
retained, 13 components are retained for spring, 14 are retained for the summer season, and 
15 are retained for autumn. This is exactly the same number of components retained for 
each season in the 700 mb analysis. This may be caused by the similar records between the 
two height fields in addition to the temporal and spatial covariation. Further, the number of 
components retained differs from the surface analysis and the 500 mb analysis both of 
which have different record lengths from the two mid-tropospheric layers. These 
differences in the time-series justifies the importance of the 500 mb analysis over that at the 
700 mb and 850 mb levels.
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The amount of variance collectively explained by the unrotated components is also 
similar to that at 700 mb. The total explained variance is between 96.9% (summer) and 
97.5% (spring). This distribution, from the season with the lowest amount of explained 
variance (summer) to the season with the most (spring), parallels that of the 700 mb 
eigenvector analysis.
Scree plots are used to determine the number of components retained for varimax 
rotation and are depicted for each season in Figure 6.3A-6.3D. A total of 6 components are 
retained for both winter and autumn, while 5 components are retained for the spring and 
summer analysis. Table 6.3A-6.3D shows the amount of variance explained by each 
individual rotated component.
Table 6.3. Total Explained Variance for Rotated W inter (A) Through Autum n (D)
Components, 850 mb Heights.
A
PC I PC2 PC3 PC4 PC5 PC6
% Var. 28.77 24.68 21.76 12.04 8.30 4.46
B
PC I PC2 PC3 PC4 PC5
% Var. 28.05 21.12 20.52 19.14 11.17
C
PC I PC2 PC3 PC4 PC5
% Var. 36.68 24.20 13.93 13.48 11.70
D
PC I PC2 PC3 PC4 PC5 PC6
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Figure 6.3. Scree Plots for the Winter (A) Through Autumn (D)
850 mb Components (Cutoffs Denoted by Arrows).
Geopotential Height Patterns
In each seasonal section, an overview of the seasonal characteristics of the upper
atmosphere is provided. The overview of the generalized seasonal mean and modal height 
fields and the geostrophic wind fields draws heavily from the detailed upper air 
climatology (500 mb) provided in Harman (1991). In addition, particular attention is 
placed on those areas which may greatly influence precipitation in the southern United 
States. The overview is provided so that a greater understanding of the causes of 
precipitation variability may be gained in relation with the primary upper air patterns found 
within this study through PCA. The PCA derived patterns for each season are discussed in 
detail after the seasonal upper air synopses.
Winter
In general, during the winter months a three longwave pattern is established 
throughout the Northern Hemisphere. Prominent ridges and troughs are typically located 
near or downstream regions of strongest topographic or thermal forcing (Harman, 1991). 
The greatest geopotential height rises occur in mean ridges while the greatest height falls 
occur in connection with mean troughs. Cyclogenetic regions are usually associated with 
strong positive vorticity advection (pva) fields which become superimposed over 
low-level baroclinic environments (Bluestein, 1993; Lewis and Hsu, 1992; Harman, 1991; 
Pagnotti and Bosart, 1984; Mather e ta l,  1964; Pettersen, 1941). This typically occurs in 
association with persistent longwave troughing.
The loadings maps for the five 500 mb winter components are presented in Figure 
6.4A-6.4E. The first component (PCI) shows an action center over the southeastern 
United States and a concentric pattern of lower loadings over the Atlantic Ocean. Principal 
Component 2 of the 700 mb height field and PCI of the 850 mb height field correspond to 
this pattern but are not shown. Slight variations in the loadings pattern are noted between 
the 500 mb level and the 700 and 850 mb layers. In the 500 mb heights the action center is
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displaced west of that at the lower tropospheric levels. This westward tilt with height is 
typical of midlatitude ridging (Bluestein, 1993). Therefore, the loadings pattern is 
reflective of upper air longwave ridging and troughing over the eastern portion of the 
domain. The pattern, in its positive phase, indicates a ridge with the axis located over the 
southeastern US similar to a reversed PNA pattern. The negative phase which is probably 
the dominant pattern, reflects troughing over the eastern US and a fairly steep loadings 
gradient over the adjacent Atlantic Ocean. Accordingly, a trough which tilts westward with 
height in the midlatitude westerlies has a region of maximum cold (dry) advection at the 
surface along and slightly upstream from the trough axis with warm air advection (moist) at 
the surface located downstream from the trough axis. This differential temperature 
advection typically retards the eastward movement of short-wave troughs (Bluestein, 
1993) which enhances the total precipitation in advance of a migratory midlatitude 
cyclone. Seasonal precipitation anomalies occur when the trough becomes locked in 
through positive feedback mechanisms (Namias, 1978).
Figure 6.4A. Loadings Pattern for Winter 500 mb PCI.
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Figure 6.4B. Loadings Pattern for Winter 500 mb PC2.
Figure 6.4C. Loadings Pattern for Winter 500 mb PC3.
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Figure 6.4D. Loadings Pattern  for W inter 500 mb PC4.
Figure 6.4E. Loadings Pattern for Winter 500 mb PC5.
Correlations between the scores of the corresponding height field PCs and the 
precipitation regions are depicted in Table 6.4. At the 500 mb level three significant 
correlations are present. The Florida region is negatively correlated to this PC while both 
the High Plains and the North Central regions are positively correlated. For the Florida 
region, fluctuations in the circulation pattern explain 25.7% of the total variance. For the 
High Plains region 12.4% is explained and 32.1 % is explained for the North Central region. 
At the 700 mb level only the High Plains correlates significantly (not shown) and explains 
35.6% of the total regional precipitation variance through a positive correlation coefficient. 
At the 850 mb height field, both Florida and the North Central region correlate significantly 
(not shown). Florida is negatively related to the 850 mb circulation pattern and the North 
Central region positively related. However, the amount of explained variance is rather low 
with 18.8% of Florida precipitation being explained and 15.2% accounted for in the North 
Central region.
Table 6.4. Correlations Between Winter Circulation Pattern One
and Regional Precipitation.
EC FL GC HP NC
500mb PC I 
r 0.016 -0.506 0.170 0.351 0.566
r 2 0.000 0.256 0.029 0.123 0.320
P>IRI 0.914 0.000** 0.268 0.019** 0.000**
** Indicates significance at 0.05, * indicates significance at 0.10.
In the positive component phase the circulation mode acts to diminish precipitation 
in the southeastern portion of the study region through subsidence in association with upper 
air ridging. Precipitation is enhanced in the west at this time as strong anticyclonic return 
flow provides copious available moisture (Weiss, 1992). The moisture is then precipitated 
by cyclones traveling through the upstream trough (Henderson and Robinson, 1994; 
Leathers et al., 1991). During the negative component phase, Florida precipitation is
169
enhanced as the action center (trough) is located directly over the region. Cyclones 
migrating through the trough do not provide enough precipitation to sustain positive 
precipitation anomalies in the interior and western portions of the region, thus accounting 
for negative precipitation anomaly values. Further, the pattern is characteristic of 
hemispheric longwave flow, however, STH interaction may not be excluded from 
consideration (Davis etal., 1994).
At the 500 mb level, the loadings pattern for PC2 depicts an action center located 
over the Caribbean Sea extending southward. Lower loadings spread across the domain in 
a southwest to northeast manner. The pattern, which appears in PCS for both the 700 mb 
and 850 mb levels (not shown), roughly corresponds to the region of height rises at 20°N 
noted by Bluestein (1993). The pattern, which derives from low latitude thermal 
adjustments, is slightly different between the 500 mb and the 700 and 850 mb layers in that 
the action center is at a higher latitude in the two lower layers as compared to the 500 mb 
layer. Therefore, the loadings pattern does not indicate a westward tilt with height as was 
seen in the previous section but a slight southward tilt with height. Also, the loadings peak 
at 0.8 for the two lower tropospheric layers while the action center at 500 mb achieves a 0.9 
loading. In addition, the pattern matches 1013 mb PC2, however, the action center in the 
upper air is displaced west of that at the surface.
Only one statistically significant correlation appears in the correlations between the 
regional precipitation anomalies and the components scores. The 700 mb pattern is 
positively correlated with East Coast precipitation and explains 35.6% of the total 
precipitation variance within the region. The corresponding surface pattern shows a 
similar significant correlation proving that the pattern is persistent through the 700 mb 
layer. Physical links are not readily apparent although it may be inferred that when the 
circulation pattern is in its positive phase a greater frequency of blocking occurs as the STH 
expands and strengthens. The blocking of midlatitude cyclones off the eastern seaboard
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may cause cyclones to linger for a greater period of time over the East Coast region thereby 
allowing for anomalous precipitation. Also, the flow regime in its positive phase allows 
strong warm-air advection north of the action center which feeds moisture to migratory 
cyclones. This allows for enhanced moisture advection east of the mean low pressure 
center which precipitates into the East Coast region. West of this region, the cyclones travel 
too far to the north to benefit from the enhanced advective flow.
The loadings map for 500 mb PC3 shows an action center in the northeastern comer 
of the study domain. The pattern reflects variations in association with the central STH 
which may promote blocking episodes during the positive phase (Davis et al., 1994; 
Harman, 1991). In addition, the pattern corresponds to patterns at the 700 mb level (PCI) 
and the 850 mb level (PC2) (not shown). A slight westward tilt of the action center with 
height is apparent through examination of the height fields. Further, the loadings patterns 
match PC3 of the 1013 mb pressure field. Due to the extreme eastern extent of the action 
center, no significant correlations are found with the precipitation regions. Therefore, the 
primary upper air mode is relatively unimportant to precipitation variations within the 
study region (although the corresponding surface pattern correlates positively with the 
High Plains region).
Component 4 of the 500 mb height field is indicative of a displaced eastern seaboard 
upper air ridge. The associated action center is located over the Atlantic Ocean east of the 
Delmarva Peninsula. Lesser loadings form a concentric circle about the center with the 
highest loadings gradient south of the action center. A similar loadings pattern is evident at 
the 700 mb level (PC4) and the 850 mb level (PC4) but not shown. A slight westward tilt of 
the action center with height is evident through analysis of the height fields. The pattern 
represents the upper air version of the surface loadings pattern present in 1013 mb PC5. 
Only one significant correlation is found with the regional precipitation anomalies at the 
850 mb level a significant negative correlation exist with the High Plains region. Here,
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20% of the total precipitation variance for the region is explained. In addition, the 
correlation is similar to that found for the surface pattern. Physical links are unclear but 
indicate the presence of a low-level atmospheric teleconnection similar to that found at the 
surface. It may be that during times of strong ridging over the western North Atlantic, an 
amplified trough exists over the western portion of the study region. The high frequency of 
cyclones migrating through the trough allows for positive precipitation anomalies in the 
High Plains region. Similar correlation coefficients for the 700 mb and 500 mb layers 
indicate the stability of this teleconnection throughout the upper air, however, no 
significant links are found with these heights and the precipitation regions.
The loadings pattern for PC5 of the 500 mb height field is indicative of a weak 
action center (highest loadings of 0.4) over the southwestern North Atlantic Ocean north of 
Hispaniola. Weaker loadings extend from the action center in a southwest to northeast 
transect. No similar patterns are found in the two lower tropospheric height fields. The 
loadings pattern reflects anomalous westward expansion of the STH over the area, a 
phenomena noted primarily during the month of December (Davis et al, 1994). 
Correlations between the PC time-series and the precipitation regions reveal a significant 
correlation with the East Coast region. The correlation coefficient is positive and explains 
19.5% of the total variance. Therefore, when the PC is in its positive mode, positive 
precipitation anomalies occur throughout the East Coast region. Physical causes may be 
related to blocking episodes over the region in relation to the ridge or enhanced moisture 
advection in relation to the expanded STH.
Mid-Level Patterns
The next important loadings pattern is a composite of the 700 mb PC5 loadings 
pattern, and PC5 of the 850 mb height field (Figure 6.5). A similar pattern at the 500 mb 
level is not evident in the retained components. The circulation pattern has an action center 
over the western Caribbean south of the Yucatan Peninsula which matches the surface
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loadings pattern present in 1013 mb PC4. The pattern has stronger loadings at the 850 mb 
level (shown) and tilts to the northwest with height culminating in weaker loadings at 700 
mb. The positive action center at 700 mb has maximum loadings of 0.5 and the action 
center is located directly over the Yucatan. In addition, a weaker action center (maximum 
loadings of 0.2) exist in the northeastern comer of the domain which is north of a small 
negative action center. This secondary maximum is present at both geopotential heights 
and is relatively unimportant to the analysis.
Figure 6.5. Loadings Pattern Winter 700 mb PCS.
Correlations between the upper air PCs and the precipitation regions are presented 
in Table 6.5. At the 700 mb height, significance is found with the Florida and Gulf Coast 
precipitation regions with the negative correlations explaining 55.3% and 24.0% of the 
total precipitation variability for the regions, respectively. Likewise, correlations are found 
between the 850 mb height field time-series and precipitation in the East Coast, Florida, 
and Gulf Coast precipitation regions which matches the surface correlations. The pattern
explains 30.9% of the variance for the East Coast, 40.7% for Florida and 32.6% for the Gulf 
Coast. All of the correlations are negative indicating that when the heights are anomalously 
high in the southern Gulf of Mexico, anomalously low precipitation totals are recorded 
throughout the southern portion of the study area. Conversely, when the negative phase of 
the pattern is dominant, higher than normal precipitation occurs.
Table 6.5. Correlations Between Winter Circulation Pattern Six 
and Regional Precipitation.
EC FL GC HP NC
700mb PC5
r -0.371 -0.743 -0.489 0.006 -0.294
r2 0.138 0.553 0.239 0.000 0.086
P>IRI 0.211 0.003** 0.089* 0.983 0.328
850mb PC5
r -0.556 -0.638 -0.570 0.043 -0.253
r 2 0.309 0.407 0.325 0.001 0.064
P>IRI 0.002** 0.000** 0.001** 0.828 0.202
Physical causes may be tied to migratory anticyclones (positive phase) which push 
into the deep south when prominent troughing is present (Rogers and Rohli, 1991). This 
pattern is similar to Pattern Five; however, here the loadings are much stronger indicating 
substantial troughing probably indicative of extreme arctic outbreaks. The negative 
component phase, which appears to be the more frequent pattern, may be linked to Gulf of 
Mexico cyclogenesis (Lewis and Hsu, 1992) which serves as a precipitation trigger in the 
southern portion of the study area. Both modes (negative and positive) imply a highly 
positive phase of the PNA teleconnection pattern in association with diabatic advection 




Graphic depictions of the winter season 500 mb retained component scores are 
presented in Figure 6.6. Early portions of the record for the first three components are 
dominated by positive anomaly clusters. Negative clusters are evident during the middle of 
the study period for the first two components. However, a prominent cluster of negative 
anomalies does not appear in the record of PC3 until after 1970. Positive anomalies abound 
during the 1980s in all of the components time-series with the exception of PC3. 
Component 5 shows a reversal of the PC3 pattern in that negative anomalies occur from the 
beginning of the record until the mid 1960s, after which positive anomalies persist until the 
1980s.
Only two of the winter 500 mb components show statistically significant changes in 
variability (Table 6.6). A calculated decrease in both variability and slope is evident in the 
time-series of PCI. This implies that wintertime upper air ridging over the southeastern 
US is statistically more frequent and less variable during Period 2 of the time-series. 
However, this interpretation is gained with caution as the assumption of data 
homoscdasticity is violated in the linear regression analysis. In addition, a significantly 
decreasing slope through time is also present in the scores of PC3. The pattern reflects 
increases in the temporal stability of the central STH (mid North Atlantic). A similar 
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Figure 6.6. Continued.
Table 6.6. Time-Series Statistics for Winter Season, 500 mb.
Pd. 1 Var. Pd. 2 Var F Prob. LRP
PCI 0.639 0.323 0.063* 0.056*
PC2 1.013 0.602 0.121 0.646
PC3 0.676 0.502 0.250 0.004**
PC4 0.332 0.461 0.230 0.317
PCS 0.406 0.498 0.322 0.133
Winter Spatial Summary
Two components represent the primary winter upper air patterns with regard to the 
precipitation regions as they correlate with two or more precipitation regions. The first 
pattern reflects ridging over the eastern seaboard which induces subsidence over Florida 
while the west resides in a trough (reversed PNA). Consequently, Florida precipitation is 
reduced (enhanced) in the positive (negative) component phase while the High Plains and
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North Central regions undergo enhanced (reduced) precipitation. This component displays 
a significant change in both variability and slope through the study period.
The second pattern is indicative of low latitude variations over Central America 
which spatially and temporally matches a surface pattern. The pattern expands over the 
southern portion of the study region and is reflective of a mid-continental ridge which 
decreases precipitation in the eastern portion of the study region through enhanced low 
level divergence. Further, the pattern displays a significant increase in variability and slope 
through the time-series. The corresponding surface pattern also displays a significant 
increase in variability through time proving the pattern to be persistent through the lower 
portion of the troposphere.
Spring
Generalized height characteristics of the Northern Hemisphere spring are 
dominated by the breakdown of the three longwave pattern. The breakdown to a higher 
frequency of longwaves begins in the low latitudes and advances to the midlatitudes as the 
season progresses (Harman, 1991). This is in response to circumpolar vortex contraction 
with greater amounts of solar radiation across the hemisphere. However, due to the lag 
between solar radiation and temperature, springtime geostrophic winds are stronger than 
during the other transition season, autumn. Over the United States, increased troughing 
over the western US is present which forces the polar jet to lower than expected latitudes 
across the mid-continent. This provides upper level venting which promotes both dynamic 
(early season) and convective (late season) severe weather episodes (Bluestein, 1992; 
Harman, 1991).
The loadings patterns for the 500 mb height field components are presented in 
Figure 6.7A-6.7F. The loadings pattern for 500 mb PCI reflects low latitude variations 
similar to Pattern Two of the winter analysis. At the 500 mb level, two action centers are 
present, one over Central America and the other over the eastern Caribbean. The loadings
pattern, which declines in a west to east manner, encompasses most of the study domain. 
The pattern is present at the 700 mb (PC2) and the 850 mb (PCI) levels (not shown) but 
varies somewhat at the 850 mb level. Here, the loadings pattern creates a single bull’s-eye 
action center over the eastern Caribbean. The lower loadings also follow a more concentric 
pattern around the action center than in the other two height fields. The 700 mb pattern is 
similar to that at 500 mb, however, only one action center is present. Also, the loadings 
achieve a maximum of 0.8 instead of the 0.9 maximum loading present in both the 500 mb 
and 850 mb PCs. In addition, the pattern is similar to the surface pattern represented by 
1013 mb PCI. However, the upper air pattem(s) show a much tighter loadings pattern 
concentric about the action center than that at the surface.
Figure 6.7A. Loadings Pattern Spring 500 mb PC I.
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Figure 6.7B. Loadings Pattern  Spring 500 mb PC2.
Figure 6.7C. Loadings Pattern Spring 500 mb PC3.
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Figure 6.7D. Loadings Pattern Spring 500 mb PC4.
Figure 6.7E. Loadings Pattern Spring 500 mb PC5.
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Figure 6.7F. Loadings Pattern Spring 500 mb PC6.
Correlations between the geopotential heights and the precipitation regions 
time-series are present in Table 6.7. At the 500mb level, the only significant relationship 
occurs in association with the Gulf Coast region where only 0.8% of the total springtime 
precipitation variability is explained through a positive correlation. A similar correlation is 
found with regard to the surface pattern proving that the circulation anomaly is vertically 
barotropic. Substantial correlations are present at the 700 mb level as Appalachia, the East 
Coast, the Gulf Coast, and the North Central regions are significantly related to the 
circulation pattern. All of the associations are positive in sign as well. At the 850 mb level, 
both the Applachian and North Central regions are positively correlated to the height field 
time-series.
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Table 6.7. Correlations Between Spring Circulation Pattern  One 
and Regional Precipitation.
AP EC GC HP NC
SOOmb PC I
r 0.093 0.173 0.295 0.146 0.157
_2T* 0.008 0.030 0.087 0.021 0.024
P>IRI 0.551 0.266 0.054* 0.349 0.312
700mb PC2
r 0.429 0.418 0.536 0.262 0.451
r 2 0.184 0.175 0.288 0.069 0.204
P>IRI 0.028** 0.033** 0.004** 0.194 0.020**
850mb PC I
r 0.585 0.178 0.376 0.004 0.560
r 2 0.342 0.032 0.141 0.000 0.314
P>IRI 0.035** 0.558 0.204 0.989 0.046**
Physical relationships are not readily apparent but may be linked to low latitude 
energy surpluses. The increase of low latitude energy causes heights to rise in each of the 
pressure levels, which causes a stronger latitudinal thermal gradient to exist. With this, 
comes a greater amount of atmospheric variability. This induces a higher amplitude of the 
hemispheric flow regime and subsequently a higher frequency of cyclones in the study 
regions. Greater amounts of precipitation occur throughout the regions but especially 
when the 700 mb heights are anomalously high. This layer is critical to the transport of 
moisture from low latitudes (Trewartha, 1981) which is physically linked to greater 
precipitation in the lower mid-latitudes. Also, greater heights in this region strengthen the 
subtropical jet across the study region. Greater divergence and an enhanced moisture 
supply create primary conditions for cyclogenesis in both the Colorado cyclogenesis region 
as well as the western Gulf of Mexico.
The next pattern present in the 500 mb height field (PC2) represents variations in 
the central STH region and is similar to Pattern Three of winter. The pattern is also present 
in the 700 mb height field (PCI) and the 850 mb layer (PC2) but not shown. The 700 mb
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pattern is virtually identical to the 500 mb pattern but the 850 mb pattern is slightly 
disjointed at lower latitudes. In addition, a very slight northeastward tilt is present with 
height. The pattern is represented at the surface by PC2 of the 1013 mb pressure field. As 
with the corresponding winter pattern, height variations through time in this area are 
relatively unimportant to precipitation variability within the study region. However, unlike 
winter, one significant correlation exists. The North Central region is significantly related 
to the 850 mb time-series and the positive correlation explains 31.4% of the regions 
precipitation variations. The relationship appears to represent a continuation of the 
teleconnection established at the surface between the central North Atlantic Ocean and the 
western portion of the study region. However, the corresponding surface pattern shows no 
such significant correlation. Direct physical relationships are unknown; however, it is 
speculated that this area covaries inversely with the atmosphere (ridging/troughing) 
directly over the western precipitation regions.
The loadings pattern of the third component of the 500 mb geopotential height field 
has an action center over the eastern seaboard centered on the Mid-Atlantic states. A 
similar but slightly larger pattern is present at the 700 mb level (PC5) and the 850 mb (PC4) 
level (not shown). The major difference between the 500 mb and 700 and 850 mb patterns 
is that the latter patterns are less confined spatially, especially with regard to the lower 
loadings. The lower loadings represent a less dramatic gradient especially over the 
southern Gulf of Mexico and the Caribbean Sea. However, the action centers are 
approximately identical in both space (diameter) and location. Also, the 700 mb pattern 
features a large area of low negative loadings (maximum loading of -0.3) across the 
southwest North Atlantic. A matching surface pattern is not present but the upper air 
pattern resembles 1013 mb PC5; however, the surface action center is east of that in the 
upper air and the loadings gradient is more elliptical in the upper air.
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Although the action center is located directly over the eastern portion of the study 
region, there is only one significant correlation with the regional precipitation time-series. 
The High Plains region shows a significant positive correlation with the 500 mb pattern and 
the 700 mb pattern. A similar significant correlation exists at the surface proving the 
pattern vertically barotropic. The 500 mb PC accounts for 16% of the precipitation 
variability present in the High Plains time-series while the 700 mb pattern accounts for 
22.8% of the High Plains variability. Because the correlation coefficients are positive with 
regard to the western precipitation regions and negative with regard to those in the east, the 
pattern in its positive mode, must represent upper air ridging over the eastern seaboard. 
Upper level convergence acts to suppress precipitation in the east while upper level 
divergence couples with a deepened trough and enhanced return flow moisture advection to 
produce anomalous precipitation in the west. The same pattern is evident at the 850 mb 
level, although the correlation coefficients are statistically insignificant.
Concentric loadings off the eastern seaboard mark the loadings pattern of 500 mb 
PC4. The pattern shows a well developed action center and a fairly tight gradient which is 
repeated at the 700 mb (PC3) and 850 mb (PC3) levels (not shown). The only difference 
between the 500 mb pattern and the other two, occurs in relation to the 0.1 loading isoline. 
The 500 mb 0.1 loading forms a separate secondary action center over the western 
Caribbean while the isoline extends to the southwest in the other two pressure layers. Also, 
the height gradient is not as steep in the 850 mb layer. The pattern either reflects an 
enhancement of the western node of the STH or the mean tracks of migratory cyclones 
and/or anticyclones. Additionally, the spatial pattern reflects an upper air continuation of 
the surface pattern present in 1013 mb PC4. As in the surface analysis, height variations in 
this region are relatively unimportant to the regional precipitation. No significant 
correlations exists between the geopotential height PC time-series and that of the 
precipitation regions. Inferences concerning the nature of the height variations are not
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possible due to the insignificance of the correlations. However, it is likely that the pattern 
represents late season STH expansion coincident with increased solar radiation.
Variations in the 500 mb height field over the central Gulf of Mexico highlight the 
loadings pattern of PC5. An extension of the lower loadings (0.1 and 0.2) occur throughout 
the central portion of the domain and culminate in the northeastern quadrant. An 
approximately identical pattern exist at the 700 mb (PC4) layer, however, a similar pattern 
at 850 mb (PC5) shows two separate action centers, one over the Gulf of Mexico and the 
other over the Mid-Atlantic states (not shown). The pattern is somewhat similar to the 
spatial pattern represented by 1013 mb PC3, however, large differences are apparent.
Although significant relationships are not apparent with the 500 mb and 700 mb 
levels, the 850 mb time series correlates with three of the precipitation regions (Table 6.8). 
Here, the entire eastern portion of the study area is represented. Significant negative 
coefficients are found in relation to the Applachian, East Coast, and Gulf Coast regions. In 
addition, both the High Plains and North Central regions are negatively related with the 
North Central region significant at an alpha of 0.10. The correlations are repeated in the 
surface analysis proving that the Gulf of Mexico ridging (troughing) pattern is vertically 
persistent in the lower levels of the atmosphere. The correlations suggest that the region of 
variation in the height field is extensive enough to encompass the entire study region. The 
negative association implies that the positive component phase represents a large low-level 
anticyclone which equally suppresses precipitation in the south. The anticyclone could 
either be migratory or the result of a late season Gulf High. Muller (1977) identifies the 
characteristics of the Gulf High and Muller and Willis (1983) examine the long-term 
frequency of the synoptic weather type. Muller and Willis (1983) describe the increase in 
Gulf High frequency through the spring season culminating in a summertime frequency 
maximum. Furthermore, Gulf Highs form either through the dissipation of polar 
anticyclones (early season) or through the encroachment of the western node of the STH
with greater continental heating (late season). The negative component phase represents 
Gulf of Mexico cyclogenesis over the baroclinic region of the western Gulf. When upper 
air support couples with a high thermal (SST) gradient along the oceanic shelf break, a high 
frequency of cyclones is possible (Lewis and Hsu, 1992). The resulting cyclones track 
northeastward over the study area and typically exit the continent over the mid-Atlantic 
States (Bluestein, 1993).
Table 6.8. Correlations Between Spring Circulation Pattern Five 
and Regional Precipitation.




















The loadings pattern which represents PC6 of the 500 mb height field shows the 
height field action center over the southwestern North Atlantic Ocean. The pattern 
represents the strengthening of the western node of the Atlantic STH over the southwestern 
North Atlantic and the associated height rises. The pattern is evident only in the retained 
components of the 500 mb height field.
The pattern is by far the most important through time with regard to springtime 
precipitation variations across the study region. Table 6.9 shows the time-series 
relationship with the precipitation regions and every spring season region is statistically 
related to the component. In addition, between 9% (Appalachia) and 25% (North Central) 
of the total regional precipitation variability is accounted for by this component. All of the 
correlation coefficients are positive as well, indicating that when the component is in the 
positive mode, positive precipitation anomalies exist across the study region. This is 
caused by enhanced moisture advection in lee of the enhanced high pressure cell. Also, the 
blockage of traveling cyclones may play an important role in higher precipitation amounts
in the eastern section of the study region. Greater low level energy transport allows for 
increased instability and moisture in the western regions which favors lee cyclogenesis. 
The reverse pattern (negative component phase) allows increasing pressures in lee of a 
cyclone which diminishes precipitation across the study region.
Table 6.9. Correlations Between Spring Circulation Pattern Six 
and Regional Precipitation.




















This very important component appears as the sixth retained component, therefore, 
the total explained variance is rather low (10.83%, Table 6.2). One reason for this is the 
significant net decrease in atmospheric mass from the North Atlantic Ocean over the past 
half century (Davis e ta i,  1994). However, an increase in mass is evident during the warm 
decade of the 1980s. There are many obvious implications to global warming scenarios 
which include precipitation estimates. Most of the predictions based on GCM output call 
for increased drought conditions along the eastern seaboard with the expansion of the STH 
(Rind et al., 1990; Hansen et al., 1988). This pattern agrees with this argument only if the 
pattern expands or retrogrades west over the eastern section of the study region. If the 
pattern remains spatially or temporally consistent, increased moisture advection dominates 
the study region causing positive precipitation anomalies. Not surprisingly, the component 
time-series fails to correlate with hemispheric temperature anomalies during the study 
period proving the link to greenhouse warming inconclusive.
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Mid-Level Patterns
A bimodal loadings pattern exists with regard to PC6 of the 700 mb height field 
(Figure 6.8). Dual positive action centers are present with the western action center is 
located over Central America and the eastern node located over the middle North Atlantic 
Ocean. In addition, a negative center is located between the two positive centers. 
Corresponding loadings patterns are not found in the 500 mb and 850 mb retained 
components.
Figure 6.8. Loadings Pattern Spring 700 mb PC6.
This component is the most important 700 mb pattern with regard to regional 
precipitation variability (Table 6.10) as all of the regions are statistically related. Between 
13% (High Plains) and 51% (Gulf Coast) of the total regional precipitation variability is 
explained by this component. Physical interpretations are unclear but indicate that when 
the positive (negative) action centers are anomalously high (low), precipitation is reduced 
(enhanced) across the region.
189
Table 6.10. Correlations Between Spring Circulation Pattern  Seven 
and Regional Precipitation.






















Scores for the seven rotated 500 mb spring season principal components are 
presented in Figure 6.9. Early record positive anomaly clusters occur in the scores of the 
first two components as well as in PC5. The positive anomaly cluster of PC2 is persistent 
from the beginning of the study period until 1970, after which time the anomalies are 
predominantly negative. Another notable negative anomaly cluster occurs in the scores of 
PCI. This trend is persistent between 1960 and 1980, after which mainly positive 
anomalies occur. All other component scores display a static quality with only small annual 
fluctuations and few anomaly clusters.
Of the six components time-series, only one component displays a significant 
change in variability (Table 6.11). The circulation variability of PC2 significantly 
decreases during Period 2 of the time-series. Significant long-term trends are evident in 
the scores of two of the components, one of which is significant at the 0.05 alpha level. The 
component scores for PCI, and PC6 all display a significant trend toward lower scores 
through time. Therefore, low latitude height variations (PCI) are statistically lower 
through the study period as are the heights over the southwestern North Atlantic Ocean 
(PC6).
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Figure 6.9. Continued.
Table 6.11. Time-Series Statistics for Spring Season, 500 mb.
Pd. 1 Var. Pd. 2 Var F Prob. L R P
PC I 0.484 0.700 0.203 0.012**
PC2 0.989 0.323 0.007** 0.128
PC3 0.467 0.458 0.483 0.137
PC4 0.341 0.206 0.129 0.431
PC5 0.252 0.358 0.213 0.420
PC6 0.330 0.534 0.140 0.063*
Spring Spatial Summary
Four of the components through the three geopotential height fields correlate with 
two or more precipitation regions during spring. The first pattern, reflective of height 
variations over the southwestern North Atlantic Ocean in association with anomalous STH 
expansion, correlates positively with all five precipitation regions. Therefore, when the 
ridging (troughing) is dominant in the area (reversed PNA), greater (less) precipitation is 
recorded throughout the study area through enhanced moisture advection in lee of the high. 
However, this pattern shows a trend toward decreasing anomalies through time.
The second important pattern is indicative of low latitude ridging centered over the 
Caribbean Sea and is repeated at the surface (1013 mb PCI). The pattern correlates with the 
Apalachian, East Coast, and Gulf Coast precipitation regions as moisture is advected in
A - i *V
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relation to low latitude anticyclonic flow in the positive component phase. The correlation 
pattern is partially paralleled by the corresponding surface pattern. The third important 
component correlates negatively with all of the precipitation regions with the exception of 
the North Central region. The pattern reflects Gulf of Mexico ridging (troughing). The 
positive component phase relates to polar anticyclone migration over the area while the 
negative component phase is indicative of cyclogenesis over the western Gulf. This last 
pattern correlates significantly with Appalachia, the East Coast, Gulf Coast and North 
Central precipitation regions. All of the correlations are negative reflecting low level 
divergence (convergence) over the regions during the positive (negative) component 
phase.
Summer
Upper air support for cyclogenesis is severely limited across much of lower North 
America during the summer months. Full contraction of the circumpolar vortex is 
completed during this time, thereby drawing the polar jet to high latitudes (Harman, 1991). 
Precipitation through the study region is limited to convective induced forcing and tropical 
disturbances. Precipitation, although persistent throughout the region on a daily basis, is 
rather unreliable locally as there is inadequate upper air support for organized systems.
The loadings patterns for the six retained summertime components are presented in 
Figure 6 .10A-6.10E. A dual low latitude action center dominates the loadings pattern of 
summer PCI of the 500 mb height field. A similar loadings pattern occurs in both the 700 
mb (PC2) and 850 mb (PCI) height fields (not shown). These patterns differ from the 500 
mb loadings only through the highest loading area. In both of the lower height fields, the 
action center is represented by one area of high loadings which is in approximately the same 
location as the eastern node of the 500 mb height field. The overall pattern is similar to 
Pattern One for spring, however, the summer pattern is more spatially extensive. In
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addition, the pattern is repeated at the surface (1013 mb PC3) and indicates a northerly tilt 
with height.
Figure 6.10A. Loadings Pattern Summer 500 mb PCI.
Figure 6.10B. Loadings Pattern Summer 500 mb PC2.
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Figure 6.10C. Loadings Pattern Summer 500 mb PC3.
Figure 6.10D. Loadings Pattern Summer 500 mb PC4.
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Figure 6.10E. Loadings Pattern Summer 500 mb PC5.
Figure 6.10F. Loadings Pattern Summer 500 mb PC6.
Only one correlation exists between the 500 mb circulation time-series and that of 
the precipitation regions (Table 6.12). A significant negative correlation exists with the 
East Coast region accounting for 9% of the total precipitation variability. In addition, the 
Florida region has a negative correlation which is significant at an alpha level of 0.10 
explaining 7% of the total regional precipitation variability. At the 850 mb level, both the 
East Coast and the Gulf Coast regions are positively related to the circulation pattern. The 
correlations are significant at the 0.10 and 0.05 alpha levels, respectively and match exactly 
the correlations present in the surface analysis. The physical link is probably a result of 
increasing heights throughout the season coincident with increased hemispheric heating. 
This allows for greater heights to exist (thus higher pressures) which signals a significant 
increase in energy transport from the tropics to the midlatitudes. This allows for positive 
precipitation anomalies in association with increased thermodynamic forcing across the 
southern United States.
Due to the fact that many of the correlation coefficient signs reverse between the 
upper and lower levels, it is felt that the pattern is not vertically barotropic. Therefore, the 
patterns although similar spatially, may occur at different temporal periods. The 500 mb 
ridge may reflect upper level ridging which acts as a block while the lower level patterns 
may reflect the influence of anticyclonic flow on moisture advection. The disparity 
between the two layers is further explored in the time-series analysis.
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Table 6.12. Correlations Between Summer Circulation Pattern  One 
and Regional Precipitation.
EC FL GC HP NC
500mb P C I 
r -0.299 -0.256 -0.101 -0.086 -0.022
r 2 0.089 0.065 0.010 0.007 0.000
P>IRI 0.051* 0.096* 0.516 0.582 0.888
850mb PC I 
r 0.489 -0.041 0.549 0.014 0.397
r 2 0.239 0.001 0.300 0.000 0.157
P>IRI 0.089* 0.892 0.052* 0.961 0.178
Buildup of the central node of the STH is evident in the loadings pattern of PC2 of 
the 500 mb height field with the pattern repeated in the two lower tropospheric levels (PC 1 
of the 700 mb heights; PC2 of the 850 mb heights). Very few differences are evident 
between the three levels indicating the persistence of the pattern through the lower to 
mid-troposphere. In general, the circulation regime has a westward tilt with height which 
is substantiated by the corresponding surface pattern (1013 mb PCI).
The only statistically significant connection (a=0.05) between the height pattern 
and the regional precipitation anomalies occurs in the 850 mb height field. The significant 
relationship exists with the East Coast region with the negative correlation explaining 
approximately 45% of the total summertime precipitation variability. Therefore, when the 
component mode is positive (negative), precipitation tends to be below (above) average in 
the region. The link between the pattern and the regional precipitation may be related to 
upper level convergence which acts to inhibit precipitation during high height episodes. In 
addition, three negative correlations (a=0.10) exist with the 700 mb height field. The 
correlations exist with the East Coast, the Gulf Coast, and the North Central regions. The 
results of the correlations agree (in sign) with those at other tropospheric levels and at the 
surface.
The third Principal Component in the 500 mb height field is confined solely to the 
northwestern comer of the study domain. The pattern is also represented by PC5 of the 700 
mb level and PC3 of the 850 mb level (not shown). Slight differences occur as the pattern 
propagates to lower atmospheric heights. These differences are manifested in the lower 
loadings which tend to expand spatially from the more confined pattern of the 500 mb 
height field. Overall, the pattern is reflective of upper air ridging and troughing over the 
eastern seaboard. The pattern proves to be vertically extensive as a corresponding spatial 
pattern is found at the surface (1013 mb PC5).
Surprisingly, only one significant correlation exists between the time-series of this 
circulation regime and the precipitation regions. The High Plains region is negatively 
correlated with the 500 mb pattern but positively correlated with the 700 mb and surface 
patterns. The 500 mb pattern explains 9% of the High Plains precipitation variability while 
the 700 mb pattern explains 48.9%. In addition, the 850 mb correlations resemble the 700 
mb correlations, although no significance is found at the 0.05 alpha level. However, 
significance is found at the 0.10 alpha level for both the High Plains and the East Coast 
regions. Further, the East Coast correlation coefficient is negative while the High Plains is 
positive. During the positive phase of the component, East Coast precipitation is reduced 
through subsidence while the western regions receive higher than normal precipitation. 
Conversely, the opposite is true when the component is in a negative phase. The 500 mb 
height field is opposite the 700 mb and 850 mb levels in the correlations as upper 
tropospheric ridging causes subsidence throughout the study region. At the lower levels, 
anticyclonic flow and its importance on regional-scale moisture advection is reflected in 
the regional correlations. The importance of low tropospheric (850 mb) moisture 
advection is established as the surface correlations match those at 700 mb in that an 
insignificant correlation exists with the East Coast region.
The fourth PC in the 500 mb height field represents either the stalling and 
dissipation of migratory anticyclones (ridging), or the northwestward buildup of the 
western node of the STH. The pattern is repeated almost exactly in the 700 mb (PC4) height 
field at the 850 mb (PC4) level (not shown). Further, the pattern is repeated at the surface in 
1013 mb PC6. At all atmospheric layers, a significant correlation exist between the 
component scores and the East Coast precipitation region (Table 6.13). Once again, the 
correlation coefficients switch signs between the 500 mb layer and the 700 and 850 mb 
levels and the surface. The negative correlation with the 500 mb height field explains 
25.9% of the East Coast precipitation variability while the positive correlations with the 
700 mb scores explain 29.4%, and the correlations with the 850 mb scores represent 45.4% 
of the precipitation variations. Further, at the 500 mb level, a negative correlation with Gulf 
Coast precipitation exist which is significant at the 0.10 alpha level. In addition, the 700 mb 
height field correlates significantly with Florida precipitation explaining 29% of the 
precipitation variability as does the 850 mb scores, however, the correlation is significant 
only at the 0.10 alpha level. The correlation still explains approximately 25% of that 
regions precipitation variability.
2 0 0
Table 6.13. Correlations Between Summer Circulation Pattern Four 
and Regional Precipitation.


























































Once again, changes in the divergence fields exists between the 500 mb heights and 
the 700 and 850 mb heights and the surface. In general, the upper tropospheric pattern is 
indicative of large-scale ridging which induces net subsidence near the surface and 
diminishes precipitation across the region. At lower heights, the pattern represents low 
tropospheric moisture advection, thereby inducing positive precipitation anomalies during 
the positive component mode. Because a similar correlation pattern exists between the 700 
and 850 mb layers and the surface, the pattern is vertically barotropic through the 700 mb 
level.
The fifth PC of the 500 mb height field represents height variations over the 
southwestern North Atlantic Ocean. A similar loadings pattern is not apparent in the 
retained components for the 700 mb and 850 mb height fields. Variations within this region 
are probably related to the westward expansion and strengthening of the STH during this 
season (Trewartha, 1981), however, the action center is weaker than previously seen as 
maximum loadings peak at 0.7. In addition, the pattern matches that at the surface. As in 
the surface analysis, the scores of the upper air pattern prove that no significant
2 0 1
relationships occur with regional precipitation during this season. This is somewhat 
surprising given the location of the action center in association with the East Coast and 
Florida precipitation regions. Also, because the pattern reflects STH expansion, it is 
surprising that increased moisture advection doe not aid localized convective precipitation 
processes throughout the study area.
Dual action centers and low maximum loadings characterize the loadings pattern 
present in PC6 of the 500 mb height field. The first action center is located off the eastern 
seaboard in the northwestern comer of the height domain while the second center is spread 
along the southeastern comer. The pattern does not repeat in the retained components of the 
700 mb and 850 mb height fields.
Two positive correlations exist between the component scores and that for the 
precipitation regions (Table 6.14). Both the East Coast and the High Plains regions 
correlate significantly and explain 10.6% of the East Coast precipitation variability while 
21.4% is explained for the High Plains. Although the pattern appear to represent localized 
upper air height anomalies, no obvious theories can be formulated to explain the 
correlations with the regional precipitation anomalies.
Table 6.14. Correlations Between Summ er Circulation Pattern  Six 
and Regional Precipitation.
EC FL GC HP NC
SQOmb PC6 
r 0.325 0.209 0.155 0.462 0.224
r 2 0.106 0.044 0.024 0.214 0.050
P>IRI 0.033** 0.176 0.318 0.001** 0.148
Time-Series
500 mb
The time-series of the 500 mb summer season components display remarkable 
variations given the perception of benign summer circulation regimes (Figure 6.11).
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Component 1 displays three distinct anomaly groupings, the first includes a group of 
extraordinary positive values present in the beginning of the study period. The second 
cluster, occurs between 1960 and 1978, during which time virtually all years display a 
negative anomaly. Finally, a cluster of positive anomalies marks the last decade of the 
time-series. The time-series for PC2 shows extreme annual fluctuations during the early 
1960s followed by bimodal peaks during the mid to late 1960s, and a stretch of negative 
anomalies beginning in 1975 and persisting until the end of the study period. Further, the 
time-series of PC3 depicts an obvious decreasing anomaly trend through time. Rapid 
interannual fluctuations are apparent in the decade of the 1950s in the scores of PC5 while 
temporal stability is present throughout the scores of PC4.
Statistically, four of the components show a significant change in variability, 
however, only two are significant at an alpha of 0.05 (Table 6.15). All four of the 
significant changes record a decrease in variability during time Period 2. Therefore, 
decreases in variability are evident for PCI, which is related to the action center over the 
Caribbean Sea, and PC4 which reflects variations in the northwestern portion of the STH. 
In addition, similar trends are present in PC5 which depicts height fluctuations in the 
southwestern North Atlantic in association with the STH, and PC6 which depicts localized 
height variations over the New England area. This indicates that the western portion of the 
STH is becoming more stable through time.
Interestingly, the only two components which did not record a significant change in 
variability between the two time periods, recorded a significant change in slope. Both PC2 
and PC3 record a significant decrease in slope through the study period. Component 2 is 
related to height variations over the mid-North Atlantic, while PC3 depicts variations in 
the height field centered over the Mid-Atlantic states. These two components reflect trends 
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Figure 6.11 Continued.
Table 6.15. Time-Series Statistics Summer Season, 500 mb.
Pd. 1 Var. Pd. 2 Var F Prob. LRP
PCI 1.274 0.428 0.008** 0.659
PC2 0.815 0.511 0.146 0.028**
PC3 0.517 0.308 0.122 0.000**
PC4 0.638 0.328 0.068* 0.368
PC5 0.802 0.420 0.073* 0.364
PC6 0.627 0.173 0.002** 0.829
Summer Spatial Summary
During the summer months, the geopotential heights are not connected as well as 
during the other seasons. The 500 mb layer appears to be independent of the lower 
tropospheric layers in a number of patterns. Therefore, only two 500 mb patterns 
contribute significantly to regional precipitation variability. The first pattern, reflective of 
ridging over the northern portion of the western Atlantic, correlates negatively with the 
East Coast, the Gulf Coast, and the North Central regions. The associated component
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time-series significantly decreases in variability during the latter half of the study period. 
Although the pattern is represented at the surface, the surface correlations are opposite in 
sign. This substantiates the fact that the 500 mb pattern is independent of a similar spatial 
pattern which dominates the lower troposphere and surface. The second important pattern 
is indicative of a weak upper air ridge over the New England states and correlates positively 
with the High Plains and East Coast regions.
At the 700 mb level, two regional-scale circulation patterns are important to 
regional precipitation variability. The first pattern reflects variations in the western STH 
and correlates negatively with the East Coast, Gulf Coast, and North Central precipitation 
regions. The physical link is probably associated with temperature variations across the 
South which allow for convective precipitation during times when the STH is anomalously 
weak. The corresponding surface pattern shows positive but insignificant correlations with 
the exception of an insignificant negative correlation with Florida. The second pattern is 
indicative of upper air ridging over the western Atlantic east of the Mid-Atlantic states. 
When this node of the STH is anomalously high, precipitation in the East Coast and Florida 
precipitation regions is enhanced through increased moisture advection. The 
corresponding surface pattern proves the barotropic nature of the pattern as similar 
significant correlations are evident. Time-series analysis proves both of the 700 mb 
components to be temporally stable.
Variations in two of the 850 mb components prove to be statistically related to 
precipitation variability throughout the study region during the summer months. The first 
pattern reflects low latitude upper air height rises centered on the Caribbean. The pattern is 
significantly related to both the East Coast and Gulf Coast precipitation regions and is 
evident at the surface as well. The positive correlation is indicative of widespread height 
rises with increased solar radiation. The thermal increase triggers convection in the regions 
which may also benefit from low latitude moisture advection. The second pattern shows
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850 mb ridging over the eastern seaboard which correlates with both the Appalachian 
region and the High Plains region. The pattern correlates positively with the High Plains 
and negatively with Appalachia, therefore, the pattern is indicative of western STH 
expansion during the summer months. In addition, the pattern matches a pattern at the 
surface. During the positive component phase, moisture is pumped into the western region 
while surface divergence reduces precipitation in the east.
Autumn
During the autumn season, circumpolar vortex expansion occurs as continental 
heating subsides. The reduction in heating allows for the mid-continent ridge to retrograde 
into its wintertime position over the western Cordillera. The primary cyclogenetic regions 
shift equatorward from the summer position which allows a reintroduction of Colorado 
Lows (Harman, 1991). In general, the latitudinal thermal gradient is weaker during this 
season than during spring (van Loon and Williams, 1976b), resulting in much less dynamic 
forcing across the study region. This causes the driest season of the year throughout the 
study region as precipitation events are triggered by occasional frontal episodes, scattered 
convective events (which are greatly diminished from the summer maximum), and tropical 
disturbances.
The loadings maps for all retained 500 mb components for the autumn season are 
displayed in Figure 6.12A -6.12H. Loadings for PC 1 of the 500 mb height field are almost 
identical to that of the summer season. The pattern represents low latitude height variations 
and is represented at the 700 mb (PC2) level and the 850 mb (PCI) level (not shown). The 
850 mb pattern is different from the 500 mb pattern in that the action center is reduced 
spatially and at a higher latitude. The 700 mb pattern differs from the other two in that the 
action center is displaced to the west over the central Caribbean Sea. However, the loadings 
are similar to the 500 mb pattern so that a composite equally represents the patterns.
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Figure 6.12A. Loadings Pattern for Autumn 500 mb PCI.
Figure 6.12B. Loadings Pattern for Autumn 500 mb PC2.
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Figure 6.12C. Loadings Pattern for Autumn 500 mb PC3.
Figure 6.12D. Loadings Pattern for Autumn 500 mb PC4.
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Figure 6.12E. Loadings Pattern  for Autumn 500 mb PC5.
Figure 6.12F. Loadings Pattern for Autumn 500 mb PC6.
2 1 0
Figure 6.12G. Loadings Pattern for Autumn 500 mb PC7.
Figure 6.12H. Loadings Pattern for Autumn 500 mb PC8.
At the 500 mb level, two significant correlations arise, negative correlations with 
both the Gulf Coast (a=0.10) and the High Plains precipitation regions. The correlations 
explain approximately 9% of the total precipitation variance for the High Plains and 6.9% 
for the Gulf Coast. At the 850 mb level, significant correlations are apparent with three of 
the autumn precipitation regions, The Gulf Coast, the High Plains, and the North Central 
regions all show a positive link to this component. Between 15.1% (High Plains) and 
16.4% (Gulf Coast) of the total precipitation variability is explained through the 
component scores. Reasons for this are probably similar to those of PC 1 for summer. Low 
latitude height rises signal thermal surpluses which trigger convective precipitation in the 
regions, especially during the early season. Height rises at the 500 mb level represent an 
upper level ridge (trough) which effectively reduces (enhances) precipitation in the High 
Plains and Gulf Coast regions during the positive (negative) component mode. At this 
lower tropospheric height, the pattern represents the anticyclonic influence of tropospheric 
moisture advection on the regional precipitation, especially in the western portion of the 
study region. Therefore, the pattern is not baroclinic as an independent time-series exists 
for the lower height components. This possibility is further examined in the time-series 
section.
Table 6.16. Correlations Between Autumn Circulation Pattern  One 
and Regional Precipitation.
AP EC GC HP NC
500mb PC I
r -0.110 0.192 -0.263 -0.298 -0.188
r 2 0.012 0.037 0.069 0.089 0.035
P> 1R 1 0.480 0.216 0.088* 0.051* 0.225
850mb PC I
r 0.268 -0.043 0.404 0.388 0.395
r 2 0.071 0.001 0.163 0.151 0.156
P>IRI 0.185 0.832 0.040** 0.049** 0.045**
High loadings dominate the northeastern portion of the study domain with regard to 
PC2 of the 500 mb height field. The pattern is repeated at the 700 mb (PCI) and 850 mb 
(PC2) levels (not shown). The system which is associated with height changes in relation to 
the center of the STH, tilts to the northwest with height. This is evident through analysis of 
the upper air patterns as well as the corresponding surface pattern (1013 mb PCI). No 
significant correlations are seen at the 500 mb level; however, North Central precipitation 
is correlated to the 700 mb pattern (a=0.10) and at the 850 mb level significance is found 
with Gulf Coast precipitation. The 700 mb pattern explains 10.7% of the North Central 
precipitation variability while the 850 mb scores explain a total of 14.3% of the 
precipitation within the Gulf Coast region. In addition, the surface pattern shows no 
significant correlations to regional precipitation variability. Physical links to the 
significant regions are not readily apparent but may reflect the teleconnection between 
STH oscillations and precipitation in the western portion of the study region examined in 
the surface analysis. It is thought that pronounced ridging in this area is accompanied by 
upstream troughing over the western precipitation regions. Dynamic forcing causes 
positive precipitation anomalies through the western region, a phenomena noted in other 
seasons as well.
High loadings occur concentrically across the northwestern corner of the domain in 
relation to PC3 of the 500 mb heights. The pattern represents mid-continent ridging 
(troughing) and is also seen in the 700 mb (PC 3) heights and the 850 mb (PC4) heights (not 
shown). In addition, the loadings pattern represents an expanded (spatially) version of the 
surface pattern evident in 1013 mb PC6. Variations in the 500 mb height field time-series 
are correlated with the regional precipitation anomalies presented in Table 6.17. No 
significant correlations are established between the precipitation regions and the 500 mb 
time-series, however, significance occurs with the lower tropospheric height fields. The 
Gulf Coast, High Plains, and North Central precipitation regions are significantly linked to
the 700 mb component. All of the coefficients are positive and explain between 19% 
(North Central) and 23% (High Plains) of the total precipitation variation. At 850 mb, two 
positive associations occur, as both the High Plains and the North Central regions show 
significant correlations at the 0.05 alpha level. Furthermore, a relationship is evident with 
the Gulf Coast region at an alpha level of 0.10. Given the location of the action center, when 
the component is in a positive phase, greater than normal precipitation occurs in its lee. 
Conversely, when the component is negative, the opposite is true. The negative correlation 
coefficients of the East Coast and Appalachian precipitation regions substantiate the link 
between eastern seaboard ridging and precipitation variability across the region. In the 
positive (negative) component mode, the pattern reflects prominent low-tropospheric 
ridging (toughing) which causes higher (lower) than normal longwave amplitudes and 
enhanced (reduced) moisture advection in the study region. Surface analysis indicates 
negative correlations across the region proving that the upper air and surface patterns are 
temporally independent.
Table 6.17. Correlations Between Autumn Circulation Pattern  Three 
and Regional Precipitation.







































The loadings pattern of PC4 of the 500 mb height field represents variations in the 
western node of the STH centered on the southwestern North Atlantic. The pattern also 
exists in the 700 mb height field and is represented through the loadings pattern of PC4. 
The one difference between the two patterns is that the 700 mb maximum loading is 0.7 and
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the action center is displaced east of that for 500 mb indicating a westward tilt with height. 
This is corroborated by the matching surface pattern (1013 mb PC2).
Significant relationships are found between the 500 mb time-series and the 
Appalachian, Gulf Coast, and North Central precipitation regions. All of the coefficients 
are positive and indicate that when STH heights increase, so does precipitation in the 
regions. Therefore, moisture advection into the heart of the study region feeds dynamic and 
thermodynamic activity in lee of the enhanced STH, thereby causing anomalous 
precipitation. At the 700 mb level only one significant correlation exists at the 0.05 alpha 
level, the Gulf Coast. However, at an alpha of 0.10, both the North Central region and the 
Appalachian regions are significant. Therefore, the general agreement through the lower to 
mid-troposphere implies that the pattern is vertically barotropic. This is substantiated by 
the surface pattern which correlates positively with all of the regions except the East Coast 
where an insignificant negative correlation exists. This indicates that further westward 
building of the STH induces subsidence along the East Coast.
Table 6.18. Correlations Between Autumn Circulation Pattern  Four 
and Regional Precipitation.
AP EC GC HP NC
500mb PC4
r 0.441 0.213 0.450 0.119 0.310
r 2 0.194 0.045 0.203 0.014 0.096
P>IRI 0.003** 0.169 0.002** 0.447 0.042**
700mb PC4
r 0.365 0.074 0.484 0.161 0.364
r2 0.133 0.005 0.234 0.026 0.133
P>IRI 0.066* 0.718 0.012** 0.430 0.066*
Loadings pattern five identifies height variations over the mid-North Atlantic 
region and exist in association with PC5 of the 500 mb height field, PC6 of the 700 mb 
height field, and PC5 of the 850 mb heights. The pattern is similar to one present in other 
seasons and probably represents dissipating cyclones and anticyclones over the North
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Atlantic Ocean or the strengthening of the north central STH. In addition, the pattern is 
repeated at the surface in 1013 mb PC3.
Unlike the surface pattern, which shows the pattern to be unimportant to regional 
precipitation, statistical significance is found at the 500 mb level with the Gulf Coast region 
(Table 6.19). The relationship explains 8.4% of the precipitation variability in that region. 
At the 700 mb level, component scores correlate significantly with the Appalachian region, 
and the East Coast region. Both of the coefficients are positive and explain approximately 
22% of the precipitation variability. At the 850 mb level, significance is found with the 
Appalachian, and the Gulf Coast regions. In addition, the East Coast region is significant at 
the 0.10 alpha level. Approximately 25% of the precipitation variability is accounted for 
with regard to the Appalachian and Gulf Coast regions while 11 % is accounted for in the 
East Coast region. When the action center shows anomalously high heights, greater than 
normal precipitation occurs in the eastern sections of the study region. The opposite 
correlation coefficients occur between the circulation pattern at the 500 mb level and the 
700 and 850 mb levels with regard to the Gulf Coast precipitation region. This implies that 
the time-series between the upper and lower tropospheric heights is not consistent. 
Therefore, the pattern is not vertically barotropic. The upper level is indicative of 500 mb 
ridging which may be indicative of upper level blocking and or enhanced subsidence. The 
lower levels represent a low tropospheric pattern which enhances moisture advection in the 
precipitation regions.
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Table 6.19. Correlations Between Autumn Circulation Pattern  Five 
and Regional Precipitation.
AP EC GC HP NC
500mb PC5
r -0.158 -0.003 -0.289 -0.100 -0.097
r 2 0.025 0.000 0.083 0.010 0.009
P>IRI 0.310 0.983 0.059* 0.521 0.532
700mb PC6
r 0.468 0.481 0.314 -0.173 0.139
r 2 0.219 0.231 0.099 0.030 0.019
P>IRI 0.015** 0.012** 0.117 0.395 0.495
850mb PCS
r 0.493 0.329 0.508 0.084 0.303
r 2 0.243 0.108 0.259 0.007 0.092
P>IRI 0.010** 0.099* 0.007** 0.683 0.131
Loadings pattern six accounts for height variations at the 500 mb level (PC6) in the 
extreme western portion of the domain (Figure 6.40). The pattern is limited to the retained 
components of the 500 mb height field. The action center is located over the Gulf of 
Mexico and generally spreads over the entire study region. This is established through the 
significant correlations present in Table 6.20. A significant positive association is 
identified with both the High Plains and North Central regions while a negative correlation 
is found with East Coast precipitation variability. Therefore, if high (low) heights build 
over the Gulf of Mexico, precipitation is triggered (suppressed) through enhanced 
advection (subsidence) over the western (eastern) portion of the study area. The barotropic 
Gulf High (Muller, 1977) is actually the western encroachment of the STH. A similar 
pattern is found at the surface during this season and similar regional precipitation 
responses occur. The correlations reflect the significant long-term trends found in 
association with the precipitation regions. Therefore, variations within this pattern may 
reflect the primary cause of these long-term trends in regional precipitation.
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Table 6.20. Correlations Between Autumn Circulation Pattern  Six
and Regional Precipitation.
AP EC GC HP NC
SOOmb PC6 
r -0.076 -0.458 0.094 0.417 0.303
r2 0.005 0.210 0.008 0.174 0.091
P>IR! 0.624 0.002** 0.546 0.005** 0.048**
A small area of height variations is represented in the loadings for PC7 of the 500 
mb height field. The loadings pattern is exclusive of the 500 mb retained components and is 
probably related to upper air systems migrating through the hemispheric flow. This is 
established by the fact that the East Coast is positively correlated to the component 
time-series (Table 6.21) which accounts for 12% of the precipitation variability in the 
region. Because of the positive correlation, it is evident that return flow in lee of an 
anticyclone is responsible for increases in precipitation along the eastern seaboard. Lower 
than normal precipitation occurs when a cyclone moves off the coast thereby depriving the 
region of moisture. In addition, the positive correlation with the Appalachian region 
(a=0.10) strengthens the argument.
Table 6.21. Correlations Between Autumn Circulation Pattern  Seven 
and Regional Precipitation.
AP EC GC HP NC
500mb PC7 
r 0.284 0.344 0.141 -0.212 -0.092
r2 0.080 0.118 0.019 0.045 0.008
P>IRI 0.064* 0.023** 0.367 0.171 0.554
The loadings pattern for PC8 of the 500 mb height field shows rather low positive 
loadings along the southeastern comer of the domain offset by a negative action center to 
the north. Further, the pattern is not represented in the retained components of any other 
height field. A physical link is established between the component scores and that for East
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Coast precipitation. Variations in this component account for 8.6% of the precipitation in 
the region, however, a physical basis for this upper air teleconnection is not known. 
Time-Series
IQQjTTb
The PC scores for the 500 mb heights during the autumn season appear remarkably 
similar to those of the summer season (Figure 6.13). Extreme positive values mark the 
early record of PC 1, while large annual fluctuations dominate the PC2 scores. Components 
3 ,4 , and 7, all display long periods of static anomalies which are subsequently broken by 
increased variability in the annual anomalies. Output from the statistical analysis is 
presented in Table 6.22. Interestingly, only PCI and PC8 (a=0.10) display a significant 
change in variability between the two time periods. Both, however, show a significant 
decrease in variability during Period 2 of the record. Linear regression techniques prove 
significant changes in slope for three of the components time-series. Component 2 shows a 
significant decrease in slope through time, while PC4 and PC8 show a significant 
increasing slope (both at oc=0.10). Therefore, the variability of low latitude height 
fluctuations centered on the eastern Caribbean are less variable during the second half of 
the time-series. A decrease in atmospheric mass is evident in the mid-North Atlantic 
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Figure 6.13. Continued.
Table 6.22. Time-Series Statistics Autumn Season, 500 mb.
Pd. 1 Var. Pd. 2 Var F Prob. L R P
PCI 1.390 0.293 0.000** 0.131
PC2 0.634 0.386 0.132 0.005**
PC3 0.324 0.495 0.169 0.173
PC4 0.308 0.465 0.178 0.066*
PC5 0.411 0.300 0.239 0.892
PC6 0.390 0.351 0.407 0.244
PC7 0.419 0.580 0.231 0.473
PC8 0.757 0.429 0.100* 0.095*
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Autumn Spatial Summary
Considerably more upper air patterns correlate significantly with the precipitation 
regions during the autumn season than during any other season. A total of four 500 mb 
components prove to be important to regional precipitation variations. The first reflects 
low latitude variations centered on the Caribbean and the pattern is negatively correlated to 
the Gulf Coast and the High Plains regions. The second important circulation anomaly 
reflects height variations over the southwestern North Atlantic, a pattern which is also 
repeated at the surface. The pattern correlates positively with the Appalachian region, the 
Gulf Coast, and the North Central regions. Both of these components prove to be 
temporally unstable as a significant increase in variability occurs during the second half of 
the study period. The next important pattern is related to the presence of a Gulf High which 
significantly decreases precipitation in the East Coast region while increasing precipitation 
in the High Plains. The pattern is repeated at the surface as well. Although the upper air 
pattern is temporally stable, the surface pattern shows a significant increase in both 
variability and slope. Finally, the last important 500 mb pattern is indicative of a weak 
upper air ridge over the northwestern North Atlantic. The pattern causes increases in 
precipitation in the East Coast and Appalachian regions when in the positive mode. In 
addition, the pattern proves to be temporally stable through the study period. These two 
patterns, independently or in conjunction, are similar to the circulation patterns responsible 
for the 1988 and 1993 southeastern US summer/autumn droughts and Mid-Western floods.
Two of the 700 mb components are instrumental to autumnal regional precipitation 
variability. The first is indicative of ridging over the eastern seaboard and is present at the 
surface. The subsequent anticyclonic circulation allows for positive precipitation 
anomalies in the Gulf Coast, the High Plains, and the North Central regions. Further, the 
component shows an increasing anomaly trend in the time-series. The next influential 
circulation variation is indicative of mid-North Atlantic ridging in association with the
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STH. This pattern correlates positively with the East Coast and the region of Appalachia. 
In addition, the time-series shows a significantly increasing slope through time.
C hapter Summary
Overall, the upper air analysis matches the findings of the surface analysis in that 
the primary winter patterns are indicative of longwave ridging and troughing over the 
eastern seaboard. During times of pronounced upper air ridging (reversed PNA), the 
eastern (western) precipitation regions undergo reduced precipitation while the western 
(eastern) regions record positive precipitation anomalies. The pattern (a reversed PNA), 
although initially reflective of longwave variations, still reflects STH expansion 
(contraction) over the eastern seaboard.
More variability is seen in the dominant upper air patterns for the spring season. 
Variations in the regional circulation patterns are more influential during this season than 
during the winter season. Two of the dominant upper air patterns represent variations in the 
hemispheric longwave regimes while two are indicative of variations associated with the 
STH. The primary regional pattern is associated with the westward expansion of the STH 
which is not seen in the retained surface components for this season.
Almost all of the upper air patterns which are important to summertime regional 
precipitation relate to the regional STH. In general, variations in the westward expansion 
of the STH cause low level divergence in the eastern portion of the study region. Therefore, 
the eastern seaboard records negative precipitation anomalies during STH expansion while 
the western regions records positive anomalies. These positive anomalies relate to 
moisture advection through the lower troposphere (700 mb and 850 mb). In some cases, 
upper air ridging (500 mb) in relation to the STH causes negative precipitation anomalies 
throughout the study region. Therefore, mid-tropospheric ridging causes widespread 
divergence which limits convective precipitation throughout the southern US. 
Low-tropospheric ridging advects maritime air over the western portion of the region
223
which triggers convective precipitation while eastern precipitation is hindered through 
enhanced subsidence.
During the autumn season the primary upper air patterns which are influential to 
regional precipitation are again related to regional-scale flow regimes. Most notable is the 
expansion of the STH into the southwestern North Atlantic and the Gulf of Mexico. Height 
variations within those areas match the pressure anomalies at the surface and are linked 
with the significant changes in precipitation recorded in the East Coast, the High Plains, 
and the North Central regions. The most influential pattern in association with the 
long-term regional precipitation trends is the Gulf of Mexico ridging (troughing) pattern.
The pattern over the southwestern North Atlantic is evident in the upper air during 
the spring season and at the surface during the summer and autumn seasons. However, 
correlations between the components show that the circulation feature is not temporally 
persistent through a given year. Therefore, the patterns are mutually independent. The 
pattern which reflects circulation variations over the Gulf of Mexico and Caribbean is not 
temporally persistent either. During the cool seasons, the pattern represents troughing and 
cyclogenesis but during the warm seasons the pattern is indicative of STH expansion. To 
further interpret relationships between the surface patterns, upper air patterns, atmospheric 




Preceding chapters identified significant long-term trends and changes in the
variability of precipitation across the study region, atmospheric teleconnections, surface
pressure variations, and fluctuations in three mandatory levels of the upper air over the
western North Atlantic. In this chapter, spectral estimates of each of these phenomena are
calculated and compared. Also, comparisons are made to atmospheric phenomena with
known periodicities such as ENSO events and Quasi-Biennial Oscillations (QBO).
Therefore, quantitative methodologies are incorporated so that better interpretations of the
primary circulation forcing mechanisms and their influences on the surface precipitation
regimes may be made.
Of primary concern is the comparison between periodicities in the regional
precipitation anomalies and the surface and 500 mb circulation regimes. The primary
circulation anomalies of the 700 mb and the 850 mb geopotential height fields are
examined but emphasis is placed upon the surface and 500 mb levels as the time-series
matches that of the precipitation regions. In addition, periodicities of the PNA and NAO
teleconnectons are sought as variations in both may facilitate interpretation of the surface
and upper air circulations. Furthermore, periodicities associated with the SOI are well
known and documented; however, there is a need to calculate the seasonal spectral
estimates during the study period as significant seasonal periodicities may not match those
of longer annual time periods. All variables which record similar spectral periodicities are
correlated to determine whether the variables pulse at the same frequency. Therefore, all





For the winter season, all variables (PCs, teleconnection indices, etc.) with 
significant periodicities at the 0.05 alpha level are depicted in Table 7.1. Evaluation of the 
table allows the significant variables to be broken into three groups of matching 
periodicities. The first group includes the North Central and Florida precipitation 
anomalies, 1013 mb PC4, and the SOI. All record a significant pulse of approximately 4.7 
years during the study period. The distribution is interesting in that the SOI significantly 
correlates with the Florida region as does 1013 mb PC4 (which correlates significantly with 
the SOI) but neither correlate to North Central precipitation. However, the matching 
periodicities make sense climatologically as 1013 mb PC4 reflects variations in the surface 
pressure field centered on the Caribbean Sea and the Gulf of Mexico. This pattern explains 
approximately the same amount of Florida precipitation variability as does the SOI. Initial 
speculation (in Chapter 5) determined the relationship between the surface pattern and SOI 
forced Gulf of Mexico cyclogenesis and its influence on regional precipitation variability. 
The spectral estimates confirm this earlier interpretation. Correlations among the group 
prove that all variables have a similar phase with the exception of the North Central region. 
This accounts for the lack of correlation between the teleconnection index and that region’s 
precipitation anomalies.
Therefore, variations in the equatorial Pacific Ocean and the associated split jet 
stream flow appear to induce anomalous Gulf of Mexico cyclogenesis which enhances 
precipitation in the East Coast, Gulf Coast and Florida precipitation regions every 4 to 5 
years. The pulse evident in the Walker circulation determines a similar pulse in the Florida 
precipitation region where 49% of the precipitation variability is explained. This supports 
the similar findings of Douglas and Englehart (1981).
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Table 7.1. Significant Spectral Estimates (a=0.05) for the W inter Season.
Variable Periodicity (in years)
North Central Region (PCI) 4.7-5.6
Florida Region (PC5) 4.7
1013 mb PC4 3.5-4.7
500 mb PCI 2.8




The second group of wintertime matching periodicities includes 500 mb PCI, the 
PNA teleconnection index, and the NAO teleconnection index. The significant periodicity 
of each is approximately 2.8 years. Variations present in the 500 mb component reflect 
prominent upper air ridging (positive component phase) and troughing (negative 
component phase) over the southeastern US. Correlations with the precipitation regions 
determine the pattern to be an important contributor of Florida (negative association), High 
Plains, and North Central regional precipitation variability. Similar correlations are 
evident between the precipitation regions and the PNA and NAO teleconnection indices. 
The PNA correlates positively with Florida precipitation and negatively with North Central 
precipitation. In addition, the NAO correlates positively with North Central precipitation. 
Further, 500 mb PCI correlates significantly with the PNA and the NAO proving that a 
similar pulse exists between the three variables.
This analysis reveals that every three years a significant circulation pulse occurs in 
which the mean hemispheric flow regime is either predominantly meridional or zonal. 
During meridional (zonal, or reverse flow) years, 500 mb troughing (ridging) is the 
dominant (preferred) pattern. This is accounted for in the positive (negative) PNA values
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and the negative (positive) NAO index values. Therefore, approximately every three years, 
when the primary hemispheric flow is meridional (zonal), the Florida precipitation region 
records anomalously high (low) precipitation while the North Central and the High Plains 
regions record anomalously low (high) precipitation values. The precipitation forcing 
mechanism is related to frontal dynamics associated with shortwave migratory cyclones 
(anticyclones) which traverse the trough (ridge).
The third significant winter periodicity involves only 500 mb PC3. The component 
scores show a significant 28 year pulse in the pattern which is related to variations in the 
STH. Further, the component has a corresponding decreasing slope throughout the study 
period. The spectral estimate may provide clues to the nature of the central STH node. 
Davis et al. (1994) shows a similar decreasing trend in STH mass through a 91 year study 
period. However, a return to greater pressures is evident in the record of the 1980s. This 
analysis proves a significant 28 year cycle which suggests that the central STH is returning 
to a stronger state, similar to one evident during the earlier portion of the study period. 
Causes for such a return may be linked to increasing hemispheric temperatures and require 
additional analysis.
Spring Analysis
A host of variables display significant periodicities through the study period during 
the spring season (Table 7.2). Again, the variables may be grouped into three clusters, each 
of which displays approximately the same significant pulse. The first group involves the 
High Plains precipitation anomalies (PC5), 1013 mb PC4, 1013 mb PC5, 1013 mb PC6, 
and 500 mb PC4, each of which display a significant periodicity of approximately 2.5-2.8 
years. The surface components all display prominent ridging and troughing in the northern 
portion of the study domain. The major difference between the three patterns lies in the 
longitude of the ridge-trough axis. Each succeeding component beginning with PC4 
retrogrades west with the last component (PC6) reflecting mid-continent
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ridging/troughing. Component 4 correlates significantly with none of the precipitation 
regions while PC5 correlates with the High Plains, PC6 correlates with Appalachia and the 
Gulf Coast regions. In addition, the 500 mb component (PC4) is the upper air version of 
1013 mb PC4. The positive component pattern is indicative of ridging while the negative 
component phase reflects troughing.
Therefore, the position of the surface ridge/trough becomes established every third 
spring season. Correlations between the components reveal that High Plains precipitation, 
1013 mb PC4, 1013 mb PC5, and 500 PC4 all display the same phase. The other patterns 
may coexist during the season but display a peak which is not in phase with other 
components. However, regardless of the spectral peaks, when a ridge axis is located 
directly over the eastern seaboard, positive precipitation anomalies are recorded in the 
High Plains region. In addition, the spectral peak is confirmed in McLaughlin (1986) who 
examined severe freeze events in Louisiana. The study found a 2.0 year periodicity in 
spring troughing which led to severe polar outbreaks. In addition, the study implied that the 
QBO (Labitzke and van Loon, 1988; van Loon and Labitzke, 1988; Madden, 1977) was 
responsible for the spectral peak.
The second periodicity grouping includes 1013 mb PC2, 1013 mb PC3, 500 mb 
PC2, and the SOI index. The group shows a significant pulse every 3.1 to 4.0 years. 
Component 2 of the surface pressure field is dominated by variations in the central North 
Atlantic and is reflective of STH variations. The pattern is repeated in the 500 mb (PC2) 
height field which suggests that the pattern is barotropic. However, the surface and upper 
air components show a different spectral phase proving the components temporally 
independent. In addition, neither of the patterns relates significantly to regional 
precipitation variability. The link to the SOI is established in the findings of Rogers (1984) 
and validated here.
229
Table 7.2. Significant Spectral Estimates (a=0.05) for the Spring Season.
Variable Periodicity (in years)
High Plains Region (PC5) 2.5-2.8
1013 mb PCI 14.0
1013 mb PC2 3.1
1013 mb PC3 3.5
1013 mb PC4 2.8-3.1
1013 mb PC5 2.5
1013 mb PC6 2.5-2.8




Component 3 of the surface pressure field is indicative of pressure variations over 
the Gulf of Mexico and is important to all of the spring precipitation regions. The 
periodicities validate the importance of SOI forcing in the Gulf of Mexico. During ENSO 
years, a higher frequency of Gulf of Mexico cyclogenesis exists which promotes the 1013 
mb PC3 pressure pattern. The result is a direct influence on all of the precipitation regions 
which record anomalously high (low) precipitation totals when the component is in the 
negative (positive) component phase. It is speculated that La Nina events cause higher 
frequencies in polar anticyclone migration over the region; however, further research is 
warranted.
The third significant periodicity group includes 1013 mb PCI, and 1013 mb PC7. 
Both of these components record a significant pulse every 14 years. Component 1 reflects 
pressure variations over the eastern Caribbean Sea while PC7 is indicative of pressure 
variations over the southwestern North Atlantic near the Bahamas. Therefore, both
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patterns may reflect variations in the southwestern node of the STH. Because the pulse is 
14 years, a link to the 28 year significant periodicity found in relation to the winter STH 
may be indicated. A long-term reduction in pressures is evident in relation to PCI which 
matches a similar trend seen in the winter STH. Both patterns prove to be relatively 
unimportant to regional precipitation variability but the trend toward a weaker STH 
through time is again validated.
Summer Analysis
A large number of variables record significant spectral estimates during the 
summer season, and five principal groupings of similar periodicities are possible (Table 
7.3). The first group includes the Florida precipitation region, 1013 mb PC2,500 mb PC4, 
500 mb PC5, and the SOI. The variables all record a significant pulse of approximately 2 
years. The surface component reflects pressure variations associated with the southwestern 
node of the STH over the Bahamas region. The loadings pattern is matched at the 500 mb 
level (PC5) proving the pattern to be barotropic in the mean. At the surface, the pattern is 
significantly stronger during the latter portion of the study period; however, the upper air 
pattern records only a significant reduction in variability during the second half of the 
time-series. The pattern is relatively unimportant to regional precipitation variability as no 
significant correlations exist for either level.
Component 4 of the 500 mb height field reflects STH variations over the North 
Atlantic Ocean east of the Mid-Atlantic states. Upper air ridging over this area induces 
subsidence over the entire southern US. Precipitation is significantly reduced in the East 
Coast, Gulf Coast, and North Central regions when the component exists in its positive 
phase. In addition, the component records a significant reduction in variability during the 
latter portion of the study period. It is interesting to note that correlations between the 
components prove the barotropic match between 1013 mb PC2 and 500 mb PC5; however, 
the surface component shows a significant negative correlation with 500 mb PC4.
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Therefore, significant pressure fluctuations occur between the southwestern STH and the 
central STH every other year. Causes of this oscillation must be investigated further. It is 
thought that the oscillation of mass between the two nodes is responsible for some of the 
significant long-term trends evident in the surface and upper air components time-series.
Significant summertime STH variations may be linked to fluctuations in the SOI in 
association with a 2.0 year pulse. This reflects wholesale energy transport from the tropics 
into the midlatitudes during the summer months. Increased heating in the equatorial oceans 
may strengthen the STH through increased Hadley cell circulation. However, it appears 
that little influence is carried to most of the precipitation regions with the exception of the 
Florida region. In addition, the 2.0 year pulse may be associated with the QBO as well.
Table 7.3. Significant Spectral Estimates (a=0.05) for the Sum m er Season.
Variable Periodicity (in years)
High Plains Region (PC4) 7.0
East Coast Region (PCI) 28.0
Florida Region (PC5) 2.2
1013 mb PC2 2.2-2.3 and 28.0
1013 mb PC3 3.1-3.5
1013 mb PC6 28.0
500 mb PC2 2.8-3.1
500 mb PC4 2.3 and 28.0
500 mb PC5 2.0-2.1




The second group of like periodicities includes the East Coast precipitation region, 
1013 mb PC2, 1013 mb PC6, and 500 mb PC4. The components show a significant
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periodicity every 28 years. Again 1013 mb PC2 is involved so that the 2 year significant 
pulse discussed previously is embedded within the long-term 28 year pulse. The pattern is 
reflective of STH variations over the Bahamas and is considered relatively unimportant to 
regional precipitation variability. Also included in this group is 1013 mb PC6 which is 
reflective of STH variations over the northern Atlantic Ocean east of the Mid-Atlantic 
states. The pattern is repeated in the upper air in 500 mb PC4 which also has a smaller 2 year 
periodicity. Both the surface pattern and the upper air pattern are significantly correlated to 
East Coast precipitation as well as Florida precipitation (1013 mb PC6) and North Central 
precipitation (500 mb PC4). Correlations between the components prove that East Coast 
precipitation anomalies and 1013 mb PC2 share the same spectral phase.
Therefore, the 28 year variation in phases of the STH matches that for the winter 
season. Surface and upper air variations in the northwestern STH node are responsible for 
the precipitation periodicity evident in the East Coast region. Again, recent records prove a 
return of atmospheric mass to the Atlantic anticyclone (Davis et al., 1994) which may 
in-part be responsible for the significant periodicity.
The third group of significant periodicities involves the time-series of the High 
Plains precipitation anomalies, 500 mb PC6, and the NAO index. The variables show a 
significant periodicity every 7.0 to 9.3 years. Component 6 of the 500 mb height field is 
indicative of a weak upper air system over the New England states. The pattern is 
significantly related to precipitation in the High Plains and the East Coast regions. 
Furthermore, the pattern shows a significant decrease in variability during the last half of 
the time-series. Although the periodicities match for the NAO and the High Plains region, 
no direct correlation is calculated between the two time-series. Periodicities in the NAO 
may influence the 500 mb pattern which may in-turn influence precipitation in the High 
Plains region.
233
The last two groups of significant periodicities involve two components which are 
not spectrally related. Component 3 of the 1013 mb pressure field displays a significant 
periodicity every 3.1-3.5 years. The pattern reflects variations over the southern 
Caribbean Sea and is related only to Gulf Coast precipitation. Lastly, the PNA index shows 
a significant pulse every 4 years. The periodicity may be related in part to variations in the 
action center located over the southeastern US. Therefore, a possible link to SOI and STH 
variations may be responsible for the significant periodicity. The index is related to all of 
the precipitation regions except Florida. The index reflects pressure variations over the 
southeastern US which influences regional precipitation but may not necessarily reflect 
mean hemispheric flow (Barnston and Livezy, 1987).
Autumn Analysis
Groupings for autumn season variables with like periodicities are not as apparent as 
other seasons (Table 7.4). However, two large groupings may be constructed. The first 
group encompasses most of the variables present as the significant periodicities range from 
2 to 4 years. The group includes the Gulf Coast and High Plains precipitation regions, 1013 
mb P C 2 ,1013 mb PC3,500 mb PCI, 500 mb PC2,500 mb PC4,500 mb PC5, and the NAO 
index. Component 2 and 3 of the surface pressure field reflect variations present in the 
southwestern node of the STH and the northern node of the STH, respectively. Component 
2 is the most important autumnal surface pattern to regional precipitation as it correlates 
positively with all of the precipitation regions except the East Coast in which an 
insignificant negative correlation coefficient exists. In addition, a significant increase in 
variance and a significant increase in slope accompany the scores of PC2. Component 3 
correlates with none of the precipitation regions. Component 5 of the 500 mb height field 
matches component 3 at the surface. The pattern is associated with the Gulf Coast 
precipitation region through a negative correlation coefficient.
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The remaining 500 mb patterns, PC 1, PC2, and PC4, reflect height variations over 
the Caribbean Sea, the central North Atlantic, and the western North Atlantic northeast of 
the Bahamas, respectively. Of these, PCI correlates negatively with the Gulf Coast and 
High Plains regions while PC 4 correlates positively with Appalachia, the Gulf Coast, and 
the North Central. Component 2 shows no significant correlations with the precipitation 
regions. In addition, only PC2 and PC4 record significant time-series changes. 
Component 2 shows a significant decrease in height anomalies through the record and PC4 
records a significant increase in the long-term anomaly trend.
Table 7.4. Significant Spectral Estimates (a=0.05) for the Autumn Season.
Variable Periodicity (in years)
High Plains Region (PC4) 2.3
Gulf Coast Region (PC3) 3.1 and 9.3
1013 mb PC2 2.5-3.1
1013 mb PC3 2.3-2.5
500 mb PCI 3.5 and 14.0
500 mb PC2 3.1-3.5
500 mb PC4 2.3-2.5
500 mb PC5 2.5
NAO Index 2.5-2.8 and 4.0
SOI Index 4.7
Correlations among the components prove that 1013 mb PC2 and 500 mb PC4 
share a similar spectral phase. In addition, 1013 mb PC3,500 mb PC5, and the NAO share 
the same phase. Therefore, two primary spectral peaks are identified which incorporate 
more than one component.
Although the circulation patterns match the significant periodicity shown in the 
NAO time-series, the NAO is not related to either of the matching precipitation regions.
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Therefore, periodicities in the global circulation (possibly the QBO) must be responsible 
for the 2 year pulse in the STH during the autumn season. These fluctuations are 
represented in various regional-scale circulation anomalies at the surface and the upper air. 
The circulation patterns are responsible for fluctuations in the Gulf Coast and High Plains 
precipitation regions. The most influential circulation regimes with matching periodicities 
occur in the 500 mb height field. Upper air ridging stimulates precipitation in the correlated 
regions either through enhanced moisture advection or through prominent upstream 
troughing which covaries with the regional-scale ridge.
The next group of significant periodicities includes three variables, each of which 
shows a unique periodicity. The Gulf Coast precipitation region has a significant 
periodicity of 9.3 years. Component 1 of the 500 mb height field has in addition to the 3.5 
year periodicity previously discussed, a 14.0 year periodicity. Lastly, the SOI shows a 
significant 4.7 year pulse. Possible explanations for the periodicities are unknown with the 
exception of the SOI in which a well known phenomena associated with the movement of 
warm water in the equatorial Pacific and the resulting pressure fluctuations is recorded.
C hapter Summary
The winter analysis suggests that the significant periodicity evident in the SOI 
triggers a midlatitude response which affects regional precipitation. Negative anomalies in 
the equatorial Pacific (ENSO event) every 4 to 5 years causes split jet stream flow which 
provides upper air venting to developing Gulf of Mexico cyclones. When the pattern is 
spatially extensive, a higher frequency of cyclones exists which causes positive 
precipitation anomalies throughout the study region. In addition, a significant pulse in the 
PNA on the order of 3 years is identified. This pulse in the longwave flow triggers upper air 
ridging over the southeastern US. The ridge induces subsidence in the eastern precipitation 
regions causing negative precipitation anomalies while the western regions benefit from 
moisture advection into an upstream trough.
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A third spectral peak of 28.0 years is identified and reflects a long-term STH cycle. 
Recent evidence suggests that a net reduction in atmospheric mass over the central North 
Atlantic during the latter portion of the century may have culminated during the decade of 
the 1980s (Davis et al., 1994). Therefore, a new phase indicative of STH strengthening and 
expansion may have begun.
During the spring season, various components display a 2.5 to 2.8 year spectral 
peak. Only a few of the patterns share the same spectral phase proving that various ridges, 
different only in the position of the ridge axis, pulse with the same regularity but at different 
times through the study period. In addition, the location of the ridge axis over the eastern 
seaboard is critical to regional precipitation variability. As the ridge retrogrades from its 
most eastern position, the western regions respond with increased precipitation as copious 
moisture is advected, precipitation is reduced in the eastern regions through enhanced 
subsidence as the ridge retrogrades. At this time, the western regions respond with positive 
precipitation anomalies through enhanced moisture advection.
A 3.1-4.0 year spectral peak is identified which is similar to the group 1 peak found 
for the winter season. The peak proves that fluctuations in the equatorial Pacific Ocean 
externally force Gulf of Mexico cyclogenesis. The forcing comes from increased energy 
which is supplied to the midlatitudes. The result of this energy surplus causes split jet 
stream flow across North America. The southern branch of the jet supplies pva and upper 
air divergence over the baroclinic zone of the western Gulf of Mexico. The higher 
frequency of cyclogenesis results in positive precipitation anomalies across much of the 
study region. In addition to this cycle, a 14.0 year periodicity is identified which may 
reflect a sub phase of the 28 year STH pulse identified for the winter season.
During the summer, a 2.0 year spectral peak is associated with variations in the 
southwestern STH. In addition, the pulse is embedded within a longer 28 year STH cycle. 
The 2.0 year peak is also associated with upper air ridging over the Mid-Atlantic states.
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This pattern is important to regional precipitation in that when the pattern is present, East 
Coast precipitation is reduced through subsidence while the western regions show 
enhanced precipitation through advection. The spectral estimates also prove the transfer of 
atmospheric mass between the southwestern node of the STH and the central STH. The 
patterns which reflect these variations pulse with the same regularity every 2 years but are 
negatively correlated to each other. Therefore, an oscillation of mass occurs between the 
Bahamas region and the central North Atlantic Ocean.
A 28.0 year cycle is identified which is again reflective of STH variations. The 
long-term cycle indicates pressure oscillations which during the majority of the study 
period reflect a reduction of atmospheric mass over the North Atlantic. However, the 
oscillation shows a resurgence of mass during the decade of the 1980s.
The dominant spectral peak during the autumn season occurs on the order of 2.0 to 
4.0 years. The dominant patterns reflect central North Atlantic and western North Atlantic 
ridging as well as pressure variations over the Caribbean. Ridging over these areas is 
important, however, the most important circulation pattern during this season reflects 
variations in the southwest STH node. In addition, upper air patterns in association with 
various phases of the STH display the 2.0-4.0 year peak. The possible forcing mechanism 
may be in association with the QBO and its influence on the STH. These upper air patterns 
prove to be the most important with regard to regional precipitation anomalies.
Overall, the spectral periodicities confirm the importance of ridge/trough position 
during the winter season. During the spring season ridge/trough position is important but 
the importance of variations within the STH become evident. During the summer season, 
variations within the STH dominate the regional precipitation variations. Finally, during 
the autumn season, a mixture of longwave flow and variations within the STH are 
important, however, the STH seems to be more important to long-term regional changes.
CHAPTER V ffl 
CONCLUSIONS
Understanding climate variability is important because short duration extreme 
climate variations have a greater economic and environmental impact than slow climate 
change (Hare, 1985). Given this, regional studies of climate are essential for a proper 
understanding of the global climate system. The complexity of the regional precipitation 
process and the associated causes of rainfall variability and change are especially 
demanding. The proximity of the southern US to large water bodies, mountain systems, 
and the arid climate of the desert southwest, make synoptic evaluations and extended 
forecasts using GCMs exceedingly difficult. This analysis has addressed the relationships 
between regional circulation and long-term regional precipitation variability and change 
in the southern US for each season through a 42 year study period.
Because the study focused on seasonal precipitation for an eleven state region of 
diverse topographic and land-sea distribution features, it was necessary to establish 
homogeneous precipitation regions. Through varimax rotated PCA of monthly divisional 
precipitation, five unique precipitation regions were created and given regional names. In 
addition, seasonal regional precipitation anomalies were calculated and examined for both 
changes in variability and slope through time.
Significant increases in variability through time were detected in two precipitation 
regions for the winter season, the Gulf Coast and the East Coast. For the spring season, 
three precipitation regions showed significant variability changes, the High Plains, the 
Gulf Coast, and the Appalachian region. Of these, the Gulf Coast and Apalachian regions 
recorded significant increases in variability through the study period while the High Plains
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region recorded a significant decrease. All of the regions proved to be temporally stable 
during the summer season while during autumn, the East Coast region recorded a 
significant decrease in variability through the study period.
Long-term climate change was detected in the precipitation regions only during the 
autumn season. The High Plains and the North Central regions showed a significantly 
increasing precipitation anomaly trend through the study period while the East Coast 
region recorded a significant decreasing trend. Long-term trends during other seasons 
seemed to be apparent qualitatively but were insignificant statistically. This may be caused 
by the high degree of interannual variability in some cases which may have statistically 
canceled underlying long-term trends. The remainder of the study sought the primary 
circulation influences on the homogeneous precipitation regions and the causes of the 
identified regional time-series trends in addition to the short record length.
To explain the various regions, the associated variability fluxes, and the significant 
long-term trends, an evaluation of the mean hemispheric flow regimes was necessary. For 
this, three of the most prominent teleconnection indices were utilized to determine 
fluctuations in the large-scale circulation. The Pacific/North American (PNA), the North 
Atlantic Oscillation (NAO), and the Southern Oscillation (SOI) atmospheric 
teleconnection indices were stratified seasonally and correlated to the regional 
precipitation anomalies. In addition, a formulated regional-scale flow index, termed the 
Bermuda High Index (BHI), was incorporated to estimate the importance of regional-scale 
(small-scale) circulation variations on the precipitation variability present through the 
study area.
Results indicate that the BHI was the most important estimator of regional 
precipitation variability during each season. This was especially true during the critical 
autumn season where the BHI was the only index to correlate with any of the precipitation 
regions. The index allowed inferences to be made as to the importance of STH pressure
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fluctuations on precipitation variability throughout the study region and warranted a 
detailed examination of the primary regional-scale circulation patterns.
To investigate the exact nature of the link between the STH and the regional 
precipitation variability, isolation of the primary circulation features over the southwestern 
North Atlantic Ocean was necessary. Pressure data was extracted from the NMC grid point 
data set for the surface, 500 mb, 700 mb, and 850 mb geopotential height fields. A grid 
domain was chosen through repeated Principal Components Analysis which isolated (at 
least in part) pressure and height variations associated with the western portion of the STH. 
A methodology which excluded all pressures below a given pressure threshold was not 
incorporated so that comparisons between the variations present in the STH as well as the 
hemispheric flow regimes could be made. Rotated PCA was utilized and the primary 
circulation features present in the grid domain identified. Correlations between the 
primary PCA scores and the regional precipitation anomalies were preformed in order to 
evaluate the importance of each circulation pattern on the regional precipitation regimes. 
In addition, spectral analysis was preformed on each of the seasonal circulation PC scores 
and the atmospheric teleconnection indices so that a greater understanding of the forcing 
mechanisms involved could be determined. A summary of each of the primary surface and 




The surface analysis proved two regional-scale circulation patterns to be most 
important to regional precipitation variability during the winter season. The first, depicts 
a loadings action center over the southwestern North Atlantic Ocean. This southwestern 
North Atlantic pattern reflects ridging (troughing) over the region during the positive 
(negative) component phase. The results indicate that ridging (troughing) causes negative
(positive) precipitation anomalies in the eastern regions (significant with Florida) and 
positive (negative) anomalies in the western regions (significant with the Gulf Coast and 
North Central regions). The cause of the pressure fluctuations in this area can only be 
speculated upon; however, the primary pattern may reflect the positive component phase 
which indicates expansion of the STH over the eastern seaboard baroclinic region (reversed 
PNA). This displacement of the mean North Atlantic ridge is indicative of enhanced 
longwave amplification. In addition, interactions between the longwave flow and the 
subtropical anticyclone may partially explain pressure fluctuations in the action center. 
The negative component phase indicates troughing over the region which may induce 
anomalous eastern seaboard cyclogenesis.
The second wintertime circulation pattern important to regional precipitation 
variability depicts a large action center which dominates the Gulf of Mexico and the 
Caribbean Sea. The pattern is present in the upper atmosphere as well. Correlations 
between the PC scores and the regional precipitation anomalies prove that the positive 
component phase retards precipitation throughout the study region (significant negative 
correlations with the East Coast, Gulf Coast, and Florida regions). The pattern is indicative 
of anomalous high pressure which dominates the southern US during this time. The 
positive phase, therefore, reflects outbreaks of cold core (polar) anticyclones during 
extreme longwave amplification. The negative phase, which is probably most common, 
indicates increased cyclogenesis over the Gulf of Mexico during meridional longwave flow 
regimes. In addition, the surface pattern shows a significant spectral peak of 3.5-4.7 years. 
This spectral periodicity matches the winter periodicity evident in the wintertime SOI 
time-series and the Florida precipitation region time-series. Therefore, during negative 
phases of the SOI, enhanced energy transport into the midlatitudes from the equatorial 
Pacific Ocean causes anomalous branching of the polar jet stream. The southern jet branch 
typically resides over the northern Gulf of Mexico and aids cyclogenesis. Cyclogenetic
events increase in frequency as upper level venting (jet stream) couples with extreme SST 
gradients located along the Gulf of Mexico shelf break (southeast of the Texas coast) 
resulting in a strong pva field. Cyclones which form in this area typically steer to the 
northeast in the upper air flow and exit the continent over the Mid-Atlantic states where 
the two jet branches converge. This phenomena was especially apparent during the March 
1993 blizzard (Walker, 1993) which greatly affected the eastern study regions. Similar 
cyclogenetic events cause positive precipitation anomalies in the Gulf Coast, East Coast, 
and Florida precipitation regions. The Florida region is especially interesting in that 49% 
of the regional precipitation variability is explained by the SOI. This circulation pattern 
alone explains 41 % of the precipitation variability in the region. Therefore, almost one half 
of the regions precipitation variability is related to Gulf of Mexico cyclogenesis (negative 
component phase) or polar outbreaks (positive phase). During positive phases of the SOI, 
cyclones either traverse north of the region in zonal or slightly amplified longwave flow, 
or are blocked west of the region by eastern seaboard ridging during highly amplified flow 
episodes, resulting in negative regional precipitation anomalies. It is not known whether 
a higher frequency of ridging over the region is associated with La Nina events. However, 
this may be the case as the component scores show a significant increase in variability 
through the study period implying that higher frequency of cyclones (negative phase) and 
anticyclones (positive phase) occur biennially.
The third significant surface pattern relates to mid-continent ridging (troughing). 
During ridging episodes (positive component phase), the eastern regions record significant 
negative precipitation anomalies and the western regions record significant positive 
anomalies. This relationship caused by enhanced subsidence over the east in association 
with the encroachment of high pressure and enhanced moisture advection into the western 
regions in lee of the pressure cell (return flow). During the negative component phase the
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opposite conditions prevail. In addition, the pattern is typically associated with zonal flow 
across the continent as the pattern is not spatially amplified.
The only other significant regional-scale circulation pattern found to be important 
to regional precipitation variability occurs in the upper air. The pattern reflects ridging 
(troughing) over the southeastern US during the positive (negative) component phase. The 
positive pattern causes negative precipitation anomalies in the eastern regions (significant 
with Florida) through subsidence, and positive precipitation anomalies in the western 
regions (significant with the High Plains and North Central regions), through enhanced 
advection. The cause of the anomalous height fluctuations is tied to variations in longwave 
amplification and flow. The component scores show a significant spectral peak of 2.8 years 
which matches a similar significant periodicity evident in the PNA time-series for winter. 
Therefore, a pulse in the longwave flow over the North American continent approximately 
every third winter season causes anomalous upper air ridging (troughing) over the 
southeastern US, resulting in reduced (increased) precipitation in Florida through 
enhanced subsidence (cyclogenesis), and blocking, and increased (reduced) precipitation 
in the High Plains and North Central regions through enhanced (suppressed) moisture 
advection into an upstream trough (ridge).
These significant patterns along with the remaining regional-scale surface and 
upper air patterns reflect the importance of ridging (troughing) over the domain during the 
positive (negative) component phase. When the ridge (trough) axis resides over the eastern 
portion of the domain, the precipitation regions are either uncorrelated or are negatively 
correlated. In the positive phase, this is due to a decrease in moisture advecting into the 
precipitation regions which are overlain by a trough (upstream). In the negative component 
phase, cyclones are too far to the east to cause precipitation responses in the regions. When 
the ridge (trough) axis lies over the central portion of the domain, the eastern regions 
become anomalously wet while the western regions are either uncorrelated to the
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circulation pattern or are negatively correlated. In the positive phase, moisture is advected 
into an upstream trough which provides positive precipitation anomalies over the east. The 
negative phase indicates cyclones tracking through an amplified trough which diminishes 
precipitation in most of the regions as the trough is spatially removed from the regions. 
Simultaneously, the western regions reside in a trough which aids cyclogenesis in the 
Colorado cyclone breeding ground. Therefore, the cyclones cause positive precipitation 
anomalies in the west in the negative component phase. Finally, when the ridge (trough) 
axis resides over the east coast (western domain), negative (positive) anomalies occur in 
the east in the positive (negative) component phase as subsidence (cyclogenesis) is 
enhanced, and positive (negative) precipitation anomalies occur in the west through 
advection (subsidence) into (in) an upstream trough (ridge).
Overall, the winter circulation patterns discussed account for a considerable 
amount of regional precipitation variability. In addition, the Gulf Coast and East Coast 
regions show significant increases in precipitation variability during the second half of the 
study period. The increases are adequately explained by the increases in Gulf of Mexico 
cyclogenesis and polar outbreaks (both in association with increased meridional flow) 
which show a significant increase in variability through the study period as well as a 
significantly increasing anomaly trend.
Spring
For the spring season, two surface patterns and three upper air patterns were 
determined to be important to regional precipitation variability. The most influential 
spring surface pattern reflects high (low) pressure over the study region and the Gulf of 
Mexico during the positive (negative) component phase and significantly correlates with 
all of the precipitation regions. The negative correlations prove a reduction (increase) in 
precipitation across the region coincident with high (low) pressure anomalies. Therefore, 
the pattern is spatially and temporally similar to the Gulf of Mexico ridging (troughing)
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pattern for winter. In addition, the component scores show a significant spectral peak every 
3.5 years. This regional-scale circulation periodicity matches the spring season SOI 
periodicity and phase. Therefore, as in winter, negative SOI anomalies externally force 
Gulf of Mexico cyclogenesis which increases regional precipitation throughout the 
southern US. The fluctuations in the amplified longwave flow also allow for an increase 
in polar anticyclones (positive component phase) which typically exit the continent into 
the Gulf of Mexico along one of two preferred paths. This phenomena may be related to 
anomalous cold water events in the equatorial Pacific Ocean (La Nina).
It was found that the second dominant surface pattern involves mid-continent 
ridging in the positive component phase. The pattern causes significant negative 
precipitation anomalies in the Appalachain, Gulf Coast, and North Central precipitation 
regions. The progression of Colorado Lows (negative phase) and polar anticyclones 
(positive phase) across the upper Mississippi River and Ohio River valleys is typical of 
zonal or slightly amplified longwave flow. The positive component phase reflects the 
migration of anticyclones which exit the continent over the Mid-Atlantic states. This path 
represents the other preferred anticyclone track for the North American continent. The 
component scores record a significant slope which proves the temporal diminishment of 
the circulation anomaly. This is in agreement with the findings of Leathers and Palecki 
(1992) concerning the significant shift to a more meridional flow regime (positive PNA) 
and a reduction of zonal flow across the continent since 1957. In addition, a 2.5-2.8 year 
periodicity is associated with the component scores. It is speculated that the QBO may have 
an influence on longwave flow across the continent which may in part be responsible for 
this significant circulation pulse.
Three upper air patterns were found to be important to spring season regional 
precipitation forcing. At the 500 mb level the important pattern depicts height variations 
over the southwestern North Atlantic Ocean. The pattern represents increased tropospheric
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thickening through the surface to 500 mb layer coincident with spring season STH 
expansion. The result of the expansion is an increase in precipitation in every PCA derived 
region through either increased moisture advection, an increase in blocking over the study 
area, or a combination of both. Further, the pattern shows a significant decrease in 
anomalies through the time-series which agrees with the net removal of atmospheric mass 
over the subtropical North Atlantic found by Davis et ah, (1994).
The second most important upper air pattern was determined to be at the 700 mb 
level. The pattern is repeated at the 850 mb level and at the surface; however, only the 700 
mb and 850 mb patterns correlate significantly with the precipitation regions. The pattern, 
which reflects low latitude height rises over the southern Caribbean coincident with 
increased solar radiation correlate significantly with the Appalachian, East Coast, and Gulf 
Coast precipitation regions. The positive correlations prove that an increase in low latitude 
solar radiation increases the hemispheric thermal gradient. This combines with an 
enhanced STH which allows for positive precipitation anomalies through the eastern study 
regions.
These components as well as the undiscussed remaining components reflect the 
importance of ridging (troughing) across the analysis domain. The progression and/or 
expansion of the primary ridge axis either forces precipitation or suppresses precipitation 
across the study region depending upon the spatial relationship present. These 
relationships are similar to those discussed for the winter season. Further, expansion or 
displacement of the ridge (trough) axis is linked to fluctuations in the hemispheric 
longwave flow and the STH. Complex interactions associated with each cause the primary 
PCA derived circulation features throughout the analysis domain.
Summer
Three surface patterns and two upper air patterns show the highest number of 
correlations with the precipitation regions during the summer season. Of the surface
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patterns, none prove dominant over the others. The first pattern correlates positively with 
the East Coast and the Gulf Coast precipitation regions and reflects low latitude pressure 
variations over the southern Caribbean Sea incident with increased solar radiation. The 
increased hemispheric heating triggers thermodynamic forcing in these coastal regions. 
Furthermore, the circulation pattern records a significant increase in slope through the 
time-series which indicates a return of atmospheric mass to the subtropical North Atlantic, 
a phenomena which is opposite that of the cool season. Additionally, the circulation pattern 
shows a significant spectral periodicity of 3.1-3.5 years which matches no known 
atmospheric periodicity. Future analysis should investigate the causes of the spectral pulse.
The next important surface pattern correlates negatively with the High Plains and 
North Central precipitation regions and is indicative of STH expansion over the 
northeastern portion of the analysis domain in the positive component phase. The western 
regions undergo significant reductions in precipitation as the STH displaces eastward and 
strengthens. Moisture advection, important to convection in the western regions, is limited 
to the eastern portions of the study region and the western North Atlantic. In addition, 
tropical cyclones are allowed to steer into the eastern seaboard during times of this flow 
regime. The cyclones do not traverse far to the west as easterly flow is reduced across the 
Gulf of Mexico. This combination causes negative precipitation anomalies in the 
statistically associated western regions.
The last surface pattern important to summertime regional precipitation reflects 
STH expansion over the central domain area which in the positive component phase 
enhances moisture advection into the two significantly correlated regions, the East Coast 
and Florida. The regional flow provides low level instability and adequate moisture to the 
regions which are dominated by thermally forced convective and sea breeze convective 
processes. The component time-series shows a significant 28 year periodicity which 
matches a similar periodicity evident during all seasons for components which depict the
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central STH region. Therefore, the component pulse is tied to a long-term cycle dominated 
by the central STH.
The upper air analysis identified two influential regional-scale circulation patterns. 
The first important pattern reflects central domain ridging similar to the surface pattern 
previously discussed. However, the upper air pattern correlates negatively with the East 
Coast, Gulf Coast and North Central regions. The circulation regime, therefore, reflects 
a large upper level ridge which enhances subsidence throughout the region even though the 
action center is located over the North Atlantic Ocean. In addition, the pattern shows a 
significant spectral peak at 2.3 years and again at 28 years. The 28 year pulse matches the 
long-term cycle identified for the central STH while the 2.3 year periodicity matches that 
of the summertime SOI time-series. Possible links between the SOI and the STH during 
the summer season must be investigated further.
The last significant upper air pattern found for the summer season is found in the 
700 mb height field. The pattern correlates negatively with the East Coast, Gulf Coast, and 
North Central precipitation regions, indicating wholesale increases in STH pressure which 
causes negative regional precipitation anomalies. This is due to increased subsidence 
which builds over the southern US and limits thermodynamic forcing.
In addition, the southwestern North Atlantic pattern shows a 2.3 years spectral 
periodicity. This spectral periodicity matches a pulse evident in the upper air (500 mb PC4) 
which is indicative of height fluctuations over the Mid-Atlantic States. The two 
components time-series correlate significantly and pulse at the same rate. Furthermore, 
the significant correlation is negative. Therefore, a small atmospheric teleconnection 
occurs between the two action centers. This oscillation may indicate trends in the exchange 




A host of surface and upper air components proved important to regional 
precipitation during the autumn season. It was determined that the most important surface 
component reflects expansion of the STH over the southwestern North Atlantic. The 
expansion causes significant positive precipitation anomalies in all of the precipitation 
regions, except the East Coast. This region shows a negative correlation which is 
insignificant statistically. In addition, the pattern shows an increase in variability and slope 
during the second half of the study period. This further demonstrates the return of 
atmospheric mass into the subtropical North Atlantic during the warm seasons. In the 
positive component phase, the pattern reflects STH expansion which causes positive 
precipitation anomalies across the study area through increased moisture advection. The 
advection spreads across the regions with the exception of the East Coast region which is 
dominated by increased subsidence, limiting convection. However, the pattern is not 
strong enough to completely limit convection in this region (insignificant correlation). The 
pattern is repeated in the upper air at the 500 mb and 700 mb levels with similar regional 
precipitation responses evident. A 2.5-3.1 year spectral pulse is identified in the surface 
component time-series while a 2.3-2.5 year pulse is identified in the 500 mb scores. The 
spectral pulse of the 500 mb component matches that for the NAO which also confirms the 
oscillation as STH variations are incorporated into the NAO index.
The spatial pattern represented by the component loadings are evident during every 
season in the surface and upper air. Time-series analysis indicates that the pattern is 
becoming more persistent temporally but especially during the warm seasons. - However, 
the seasonal patterns are not temporally related. Therefore, they reflect mutually 
independent seasonal circulation anomalies. This pattern, however, most influences 
regional precipitation during the autumn season. Initially, it was thought that the 
circulation anomalies were tied to increasing hemispheric temperatures which forced a
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return of atmospheric mass into the central STH through increased Hadley circulation. 
Correlations with the hemispheric temperature anomalies prove that no such physical link 
exists. However, a 2.3-2.5 year oscillation was identified between the southwestern node 
of the STH and the central STH node. Consequently, external forcing mechanisms may 
be tied to this oscillation.
The second most important circulation regime to regional precipitation correlates 
negatively with the East Coast region and positively with the High Plains and North Central 
regions. The vertically barotropic pattern is indicative of pressure variations over the Gulf 
of Mexico. The pattern causes a reduction in precipitation in the East Coast region through 
subsidence and an increase in precipitation in the High Plains and North Central regions 
through enhanced moisture advection. The pattern which reflects early season STH 
expansion, shows a significant increase in pressure anomaly variability and slope through 
the time-series. These increases are responsible for the significant decrease in long-term 
precipitation anomalies identified for the East Coast region and the significant increases 
in precipitation anomalies found for the High Plains and North Central regions. The 
regional precipitation trends are the only long-term trends identified in the entire study and 
the analysis proves a significant association with variations in the regional-scale 
circulation. The circulation changes may again reflect a return of atmospheric mass to the 
southwestern North Atlantic with increased hemispheric heating. Further, the pattern is 
represented during all seasons, however, during the cool seasons, the dominate pattern 
reflects the negative component phase and enhanced cyclogenesis related to SOI forcing. 
During the warm seasons, the pattern reflects STH expansion and the subsequent 
subsidence in the eastern region and enhanced precipitation in the western regions through 
moisture advection.
Both of the patterns previously discussed demonstrate the importance of STH 
strengthening, encroachment, and/or displacement over the southeastern US. Either of
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these patterns, or a combination of both, were responsible for persistent drought conditions 
over the southeastern US during the summer/autumn of 1988 and 1993 (Hirschboeck, 
1994; Williams, 1994). Links between hemispheric temperature anomalies are 
inconclusive; however, all of the major GCMs agree that drought conditions may become 
persistent over the study region with an increase in anthropogenetically related global 
warming. If these estimates are reliable, increases in these two patterns may take place.
All of the remaining significant patterns represent the expansion and contraction 
of the STH over various portions of the analysis domain. The position of the expansion 
axis was determined to be critical to regional precipitation anomalies. The same 
associations identified for the winter and spring seasons apply here. However, it must be 
stressed that the causes of surface and upper air ridging (troughing) during the warm 
seasons may be linked to STH expansion and contraction, whereas during the cooler 
months, longwave flow and limited STH interaction dominate the ridge (trough) position.
Overview
Five dominant patterns emerge which transcend the seasonal analysis. The first is 
the Gulf of Mexico ridging/troughing pattern. During the cool season, the pattern is related 
to enhanced cyclogenesis in association with ENSO events. This causes positive anomalies 
in most of the precipitation regions. The negative component phase may be related to LA 
Nina events and is indicative of persistent ridging over the region which causes negative 
precipitation anomalies. During the warm season, the pattern reflects STH encroachment 
(Gulf High) which reduces eastern regional precipitation through subsidence and enhances 
western regional precipitation through advection.
The second important annual pattern is the southwestern North Atlantic 
ridging/troughing pattern. During the cool season, the pattern reflects either anomalous 
STH expansion or anomalous longwave ridging over the area (reversed PNA). This causes 
positive precipitation anomalies in all of the regions through enhanced return flow into an
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upstream trough. The negative pattern reflects eastern seaboard cyclogenesis which due 
to location, causes negative precipitation anomalies in all of the regions except those in the 
extreme southeast. The warm season pattern reflects STH expansion which causes positive 
precipitation anomalies in all of the regions as moisture advection is enhanced.
The third dominant annual pattern represents low latitude ridging. When the 
component is dominant, all of the regions record positive precipitation anomalies. The 
pattern is indicative of hemispheric heating which triggers thermal convection.
The fourth pattern is the mid-continental ridging/troughing pattern. This pattern, 
which is evident during every season except summer, reflects mean ridges (positive phase) 
and troughs (negative phase) in association with zonal longwave flow conditions (negative 
PNA). The positive (negative) component phase causes negative (positive) precipitation 
anomalies in the eastern (western) regions through enhanced subsidence, and positive 
(negative) anomalies in the west (east) through moisture advection (subsidence).
The last annual pattern reflects ridging over the northwestern North Atlantic. The 
influence of the ridge is position dependent. When the ridge axis is located over the eastern 
portion of the grid domain, all of the precipitation regions tend to record negative 
precipitation anomalies in association with reduced moisture advection. When the ridge 
retrogrades to the central portion of the domain, the eastern regions record positive 
precipitation anomalies through increased advection and the western regions record 
negative anomalies. When the ridge retrogrades to the far western domain, the 
mid-continental ridge/trough pattern is present. During the cool season, the ridge is 
associated with the mean longwave flow. During the warm season, the ridge is related to 
STH expansion and/or contraction.
Overall, the cool season (winter, spring) circulation patterns determined to be most 
important to regional precipitation variability reflect variations in the hemispheric 
longwave flow. However, some of the patterns may be linked to periodic STH expansion
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and or strengthening. In winter this typically occurs in association with polar anticyclone 
trajectories which enhance and help maintain the STH through the cool season. During 
spring, STH expansion and strengthening occur during the latter portion of the season. This 
is in response to increased solar radiation through the Northern Hemisphere. The main 
pattern of pressure variations for both seasons involves Gulf of Mexico cyclogenesis. The 
frequency of cyclones either forming within this area or traversing the area after forming 
in the Colorado formation region prove to be critical with regard to regional precipitation. 
Therefore, it can be said that during zonal longwave flow episodes, the northern portions 
of the study region undergo increases in precipitation while meridional episodes create 
positive precipitation anomalies in the southern portions of the study region. Ultimately, 
the meridional flow regime aids Gulf of Mexico cyclogenesis especially during times of 
a negative SOL
During the warm seasons (summer, autumn), STH interaction was determined to 
be critical to regional precipitation. This is noted in the arrangement of the seasonal PCs 
which reflect STH variations as well as the correlations between these components and the 
regional precipitation time-series. During the cool seasons, the first few components 
reflected longwave variations. Components which reflect pressure variations in the STH 
usually appeared after the third retained PC. This along with the low correlations to the 
regional precipitation anomalies proved the STH to be only mildly important to the 
formation of the regions. However, during the warm seasons, the components which 
explain the most variance (first few) all relate to pressure variations in association with 
STH expansion/strengthening. Also, correlations between these components and the 
precipitation regions prove the circulation anomalies to be critical to the formation of the 
regions and the associated time-series fluctuations.
This analysis proves the importance of regional-scale circulation variations on the 
precipitation variability of the US south. These variations can not be ignored in either
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short-term or long-term climatic predictions. This information may prove beneficial to 
numerical modelers in need of small scale parameterized information since GCMs 
typically show large regional discrepancies in precipitation estimates for this area. Until 
the models can correctly forecast regional-scale circulation anomalies in association with 
the STH they will be unable to predict regional-scale precipitation variability. Currently, 
all the GCMs agree that the majority of the predicted precipitation changes would occur 
in this area during the cool season. The results of this analysis indicate that the primary 
patterns found during the autumn season are the most important. If the circulation patterns 
found in association with STH variations (especially during autumn) increase in 
magnitude, persistent drought conditions may occur over the eastern portion of the study 
region. Further, the simultaneous increase in advected moisture would result in increased 
autumnal precipitation in the western portions of the study area.
Future Studies
This analysis raised many questions regarding the relationship of the circulation 
anomalies and the surface environment. Because this analysis superficially investigated 
some of these concerns, more detailed studies are warranted. Some of the topics which 
were not studied in detail include:
• The link between the primary derived circulation patterns and 
hemispheric temperature trends. Such an analysis may provide 
insight into the regional-scale circulation forcing mechanisms 
during times of increased hemispheric heating/cooling. This will 
help determine the regional precipitation forcing mechanisms 
associated with each circulation pattern.
• The influence of La Nina events on Gulf of Mexico ridging 
and/or the frequency of polar outbreaks during those events.
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• The QBOs influence on the regional-scale circulation patterns.
Many of the circulation patterns showed significant spectral 
periodicities which qualitatively match the known QBO 
phenomena.
• The cause of the 28 year cycle identified in the STH and the 
associated oscillation of mass between the northwestern and 
southwestern North Atlantic Basin.
• An analysis which investigates detailed STH anomalies at the 
monthly or daily time-scale. Such an analysis must utilize 
theoretical techniques incorporating atmospheric dynamics in 
addition to empirical techniques.
• Lastly, future studies should be concerned with the primary 
pressure patterns and other atmospheric phenomena such as 
regional temperature variations, dew point temperatures, 
visibility, evapotranspiration (actual and potential), etc.
Once these future studies are completed a better understanding of the causes of 
regional-scale atmospheric and surface environments will be gained. This will enable 
assessment of the potential regional economic and ecological impacts of the primary 
circulation patterns. The importance of the STH and hemispheric longwave flow 
variations would be sought in relation to each of the surface variables. Given current global 
warming predictions, an assessment that more fully integrates regional-scale atmospheric 
circulation variability is crucial to future impact scenarios.
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APPENDIX A.
Seasonal Precipitation Principal Components Winter (A) Through Autumn (D).
A
Component Eigenvalue Proportion Cumulative
1 34.920 0.388 0.388
2 16.628 0.184 0.572
3 8.959 0.099 0.672
4 5.052 0.056 0.728
5 3.734 0.041 0.769
6 2.878 0.031 0.801
7 2.143 0.023 0.825
8 1.569 0.017 0.843
9 1.527 0.016 0.860
10 1.024 0.011 0.871
11 0.998 0.011 0.882
B
Component Eigenvalue Proportion Cumulative
1 31.083 0.345 0.345
2 13.584 0.150 0.496
3 8.678 0.096 0.592
4 5.907 0.065 0.658
5 3.668 0.040 0.699
6 2.997 0.033 0.732
7 2.696 0.029 0.762
8 2.572 0.028 0.790
9 1.703 0.018 0.809
10 1.272 0.014 0.824
11 1.191 0.013 0.837
12 1.117 0.012 0.849




Component Eigenvalue Proportion Cumulative
1 30.312 0.336 0.336
2 9.504 0.105 0.442
3 6.453 0.071 0.514
4 4.982 0.055 0.569
5 3.659 0.040 0.610
6 3.435 0.038 0.648
7 2.995 0.033 0.681
8 2.068 0.022 0.704
9 1.749 0.019 0.724
10 1.635 0.018 0.742
11 1.514 0.016 0.759
12 1.456 0.016 0.775
13 1.349 0.014 0.790
14 1.135 0.012 0.802
15 0.975 0.010 0.813
D
Component Eigenvalue Proportion Cumulative
1 33.264 0.369 0.369
2 15.323 0.170 0.539
3 6.293 0.069 0.609
4 4.250 0.047 0.657
5 3.687 0.040 0.697
6 3.111 0.034 0.732
7 2.525 0.028 0.760
8 2.028 0.022 0.783
9 1.842 0.020 0.803
10 1.686 0.018 0.822
11 1.253 0.013 0.836
12 1.063 0.011 0.848
13 0.949 0.010 0.858
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APPENDIX B
Principal Components for Winter (A) Through Autumn (D) 1013 mb.
A
Component Eigenvalue Proportion Cumulative
1 98.793 0.496 0.496
2 37.265 0.187 0.683
3 18.786 0.094 0.778
4 14.533 0.073 0.851
5 9.556 0.048 0.899
6 4.879 0.024 0.923
7 3.144 0.015 0.939
8 2.530 0.012 0.952
9 1.362 0.006 0.959
10 1.279 0.006 0.965
11 1.059 0.005 0.970
12 0.823 0.004 0.974
B
Component Eigenvalue Proportion Cumulative
1 95.381 0.479 0.479
2 41.558 0.208 0.688
3 20.546 0.103 0.791
4 13.400 0.067 0.858
5 6.215 0.031 0.889
6 5.109 0.025 0.915
7 2.877 0.014 0.930
8 2.771 0.013 0.944
9 2.092 0.010 0.954
10 1.466 0.007 0.961
11 1.158 0.005 0.967
12 0.968 0.004 0.972
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c
Component Eigenvalue Proportion Cumulative
1 113.961 0.572 0.572
2 22.893 0.115 0.687
3 17.020 0.085 0.773
4 10.280 0.051 0.824
5 7.061 0.035 0.860
6 6.788 0.034 0.894
7 3.471 0.017 0.911
8 3.108 0.015 0.927
9 1.863 0.009 0.936
10 1.796 0.009 0.945
11 1.439 0.007 0.953
12 1.176 0.005 0.959
13 0.931 0.004 0.963
D
Component Eigenvalue Proportion Cumulative
1 78.434 0.394 0.394
2 31.142 0.156 0.550
3 19.588 0.098 0.649
4 16.662 0.083 0.732
5 15.171 0.076 0.809
6 8.289 0.041 0.850
7 5.558 0.027 0.878
8 4.037 0.020 0.898
9 2.919 0.014 0.913
10 2.418 0.012 0.925
11 2.057 0.010 0.936
12 1.581 0.007 0.944
13 1.303 0.006 0.955
14 0.980 0.004 0.959
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APPENDIX C
Principal Components for Winter (A) through Autumn (D) 500 mb.
A
Component Eigenvalue Proportion Cumulative
1 81.097 0.407 0.407
2 53.800 0.270 0.677
3 23.655 0.118 0.796
4 15.842 0.079 0.876
5 6.806 0.034 0.910
6 6.209 0.031 0.941
7 3.595 0.018 0.959
8 2.273 0.011 0.971
9 1.058 0.005 0.976
10 0.755 0.003 0.980
B
Component Eigenvalue Proportion Cumulative
1 84.244 0.423 0.423
2 40.710 0.204 0.627
3 21.873 0.109 0.737
4 17.626 0.088 0.826
5 12.393 0.062 0.888
6 6.412 0.032 0.920
7 4.303 0.021 0.942
8 2.879 0.014 0.957
9 1.628 0.008 0.965
10 1.120 0.005 0.970
11 1.018 0.005 0.975
12 0.866 0.004 0.980
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c
Component Eigenvalue Proportion Cumulative
1 107.706 0.541 0.541
2 27.730 0.139 0.680
3 16.490 0.082 0.763
4 12.706 0.063 0.827
5 9.615 0.048 0.875
6 5.456 0.027 0.903
7 3.771 0.018 0.921
8 3.084 0.015 0.937
9 2.422 0.012 0.949
10 1.569 0.007 0.957
11 1.440 0.007 0.964
12 1.259 0.006 0.971
13 0.827 0.004 0.975
D
Component Eigenvalue Proportion Cumulative
1 93.211 0.468 0.468
2 31.528 0.158 0.626
3 22.183 0.111 0.738
4 13.818 0.069 0.807
5 8.227 0.041 0.849
6 7.719 0.038 0.887
7 5.551 0.027 0.915
8 3.751 0.018 0.934
9 2.031 0.010 0.944
10 1.829 0.009 0.954
11 1.507 0.007 0.961
12 1.131 0.005 0.967
13 0.964 0.004 0.972
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APPENDIX D
Principal Components for W inter (A) through Autumn (D) 700 mb.
A
Component Eigenvalue Proportion Cumulative
1 88.883 0.446 0.446
2 53.979 0.271 0.717
3 17.790 0.089 0.807
4 12.905 0.064 0.872
5 6.678 0.033 0.905
6 6.313 0.031 0.937
7 3.265 0.016 0.953
8 1.989 0.009 0.963
9 1.487 0.007 0.971
10 0.941 0.004 0.976
B
Component Eigenvalue Proportion Cumulative
1 73.467 0.369 0.369
2 40.999 0.206 0.575
3 23.047 0.115 0.691
4 20.111 0.101 0.792
5 13.382 0.067 0.859
6 7.344 0.036 0.896
7 4.657 0.023 0.919
8 3.266 0.016 0.936
9 2.805 0.014 0.950
10 1.862 0.009 0.959
11 1.423 0.007 0.966
12 1.191 0.005 0.972
13 0.925 0.004 0.977
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c
Component Eigenvalue Proportion Cumulative
1 99.931 0.502 0.502
2 26.725 0.134 0.636
3 19.643 0.098 0.735
4 14.053 0.070 0.805
5 7.852 0.039 0.845
6 7.289 0.036 0.881
7 4.689 0.023 0.905
8 3.427 0.017 0.922
9 2.835 0.014 0.936
10 1.865 0.009 0.946
11 1.528 0.007 0.953
12 1.492 0.007 0.961
13 1.285 0.006 0.967
14 0.793 0.003 0.971
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D
Component Eigenvalue Proportion Cumulative
1 91.675 0.460 0.460
2 30.702 0.154 0.614
3 22.115 0.111 0.726
4 14.681 0.073 0.799
5 9.881 0.049 0.849
6 5.957 0.029 0.879
7 4.521 0.022 0.902
8 3.199 0.016 0.918
9 2.828 0.014 0.932
10 2.065 0.010 0.942
11 1.692 0.008 0.951
12 1.440 0.007 0.958
13 1.301 0.006 0.965
14 1.057 0.005 0.970
15 0.7817 0.003 0.974
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APPENDIX E
Principal Components for Winter (A) through Autumn (D) 850 mb.
A
Component Eigenvalue Proportion Cumulative
1 95.879 0.481 0.481
2 46.259 0.231 0.714
3 19.364 0.097 0.811
4 11.119 0.055 0.867
5 8.609 0.043 0.910
6 4.555 0.022 0.933
7 3.117 0.015 0.949
8 2.534 0.012 0.962
9 1.601 0.008 0.970
10 0.775 0.003 0.973
B
Component Eigenvalue Proportion Cumulative
1 78.854 0.396 0.396
2 40.361 0.202 0.599
3 24.256 0.121 0.720
4 20.712 0.104 0.825
5 8.557 0.043 0.868
6 6.587 0.033 0.901
7 4.844 0.024 0.925
8 3.269 0.016 0.941
9 2.073 0.010 0.952
10 1.480 0.007 0.959
11 1.239 0.006 0.966
12 1.080 0.005 0.971
13 0.883 0.004 0.975
c
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Component Eigenvalue Proportion Cumulative
1 97.895 0.491 0.491
2 24.527 0.123 0.615
3 19.580 0.098 0.713
4 16.169 0.081 0.794
5 7.946 0.039 0.834
6 7.447 0.037 0.872
7 5.303 0.026 0.898
8 3.665 0.018 0.917
9 2.712 0.013 0.930
10 2.012 0.010 0.941
11 1.855 0.009 0.950
12 1.645 0.008 0.958
13 1.171 0.005 0.964
14 0.942 0.004 0.969
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D
Component Eigenvalue Proportion Cumulative
1 88.449 0.444 0.444
2 31.339 0.157 0.601
3 22.050 0.110 0.712
4 14.471 0.072 0.785
5 10.591 0.053 0.838
6 5.520 0.027 0.866
7 4.307 0.021 0.888
8 3.348 0.016 0.904
9 3.243 0.016 0.921
10 2.708 0.013 0.934
11 1.874 0.009 0.944
12 1.758 0.008 0.953
13 1.538 0.007 0.960
14 1.185 0.005 0.966
15 0.991 0.004 0.971
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