This paper considers a supply chain with one supplier and multiple retailers in which base stock policies are practiced. Specifically, we consider two replenishment strategies: synchronized ordering and balanced ordering. We present compelling results to explain how the supplier may benefit from synchronized ordering under fixed order intervals and examine numerically the cost impact to the retailers under the two strategies. We also compare the results of synchronized ordering with randomized ordering times.
Introduction
This paper is motivated by recent developments in coordination practices in the replenishment processes of supply chains. Scheduled ordering is one such recent innovation. Scheduled ordering consists of regulating the ordering patterns of different parties in a supply chain. In the context of a single supplier and multiple retailers, each individual retailer is only allowed to order within a specified time window of a cycle. Also, it is possible to assign the same, or roughly the same, number of retailers to each time window, so that the resulting aggregate demands are evenly distributed across periods. This is also known as balanced ordering. In the Norton Auto Supply case, Hammond (1989) reports on a company that partitioned its regional distribution centers into five groups, each group then being served on a separate day of the working week. Andel (1995) describes GATX, a third-party logistics company that schedules a different 20% of its 6500 service stations to make orders on each day of the working week. This arrangement not only smoothes the workload of the central distribution center, in terms of distribution and transportation, but also mitigates the well-known bullwhip effect. Lee et al. (1997) were the first to examine the value of balanced ordering in terms of dampening the well-known bullwhip effect. They were also pioneers in showing that balanced ordering reduces demand variance for the supplier. Moreover, their analytical results indicated that the other extreme type of ordering -synchronized ordering, * Corresponding author which requires all the retailers to order in a common period according to a uniform distribution -greatly increases demand variance for the supplier. Subsequently, Cachon (1999) proposed a two-echelon supply chain to evaluate the performance of scheduled ordering. In his model, the retailers order in multiples of a fixed batch size. Cachon showed that the supplier's demand variance decreases when the retailers' order interval or batch size increases. He also found that scheduled ordering policies reduce not only the supplier's demand variance, but also total supply chain costs. Chen and Samroengraja (2000) studied a different model of staggered ordering. In their model, the retailers follow order-up-to policies, whereas the supplier utilizes an (s, S) policy. They provide both exact and approximate approaches to evaluate the system performance. In a subsequent paper, Chen and Samroengraja (2004) studied two types of replenishment strategies, one based on a periodic order-up-to pattern in a staggered manner, and the other a typical (R, Q)-type of policy. They found that the former strategy, even though it is known to dampen the bullwhip effect, does not reduce the total supply chain cost. Note that Chen and Samroengraja (2004) did not consider synchronized ordering as we do here, yet in both of these studies balanced ordering is shown to be inferior when compared to the traditional (R, Q) policy or synchronized ordering.
Even though scheduled ordering has been studied in depth, there still remain unresolved issues. First, the supplier's performance is always a focal point in any study of this sort. In order to compare the supplier's performance between balanced and synchronized ordering, researchers often have to rely on numerical results drawn from analytically derived cost functions. In this regard, a direct and analytical comparison between the two would be valuable. This is what we contribute with this paper.
In balanced ordering, a retailer's expected cost is dependent on the assigned time window for ordering. Since the retailers are served on a first-come first-served basis, those that are replenished later in the cycle face a larger chance of a stock-out situation occurring. An issue of fairness is therefore raised. In this sense, synchronized ordering is superior because all retailers order at the same time and fairness is ensured. However, without any numerical results, it is difficult to quantify the magnitude of the impact due to the order period assignment. To this end, we derive exact retailer cost functions; and we assume identical retailers for an effective comparison. This is the second major contribution of our paper.
The rest of this paper is organized as follows. In the next section, we introduce the model. Detailed analysis of the supplier's performance is provided in Section 3. We then evaluate the performance of the retailers in Sections 4 and 5. Cost expressions for the synchronized ordering scenario considered in Lee et al. (1997) are derived in Section 6. Finally, we report on a numerical study and conclude our work in Sections 7 and 8, respectively.
The model
Consider a two-echelon inventory model with a supplier in the upper echelon replenishing m identical retailers in the lower echelon. The supplier orders every m periods according to a base stock policy. Although we do not explicitly consider any setup costs here, m can be a result of a decision made a priori with setup cost considerations. The model can be extended to cover N (N > m) retailers, where N is an integer multiple of m. The time horizon is organized via discrete time periods. We assume that the supplier replenishes from an exogenous source with unlimited supply, subject to a constant delivery leadtime, L. Unmet demands are backlogged. A unit inventory cost, H, and a unit shortage cost, U, apply on a per period basis, whenever applicable.
U may reflect costs related to internal remedy, loss of goodwill and penalty costs. Because all retailers operate an order-up-to inventory policy, orders placed by them are strictly due to the demands received. The associated costs arise from backorders at the supplier, and thus they are independent of the retailers' order-up-to levels. We note that, in the supply chain literature, there are situations where the retailers' decisions can be affected by the supplier's shortage cost, such as the one studied in Cachon and Zipkin (1999) , where both the supplier and the retailer share the costs involved in the retailer backordering stock. In addition, for simplicity we do not consider any transfer payment made between the supplier and the retailers for upstream backlogs. However, if such payments do exist, our model can be used to determine their magnitudes.
Demands faced by the retailers are random and they are independent and identically distributed across periods. The retailers are identical in the sense that they face the same demand distribution and possess the same parameters. (Additional notational complexity will be required for extending to the non-identical retailer case.) At all retailers, unmet demands will be backordered. Unit costs, h and u, are incurred on a per period basis for each unit of on-hand inventory and backorder, respectively. A constant replenishment leadtime, l, applies to all the retailers.
There are two potential scheduled ordering rules that apply to the retailers. The first one, called Balanced Ordering (BO), stipulates that in every period precisely one (or N/m in the general case) retailer(s) makes an order. This also implies that each retailer only replenishes once per cycle of m periods. The second rule, called Synchronized Ordering (SO), requires that all retailers order only once in the same, predetermined period of a cycle. Ordering in any other period is prohibited. For convenience, we denote this time period as the beginning of the cycle in SO. Under either BO or SO, the retailers also adopt a base stock policy. (See Graves (1996) who argued that, given a fixed replenishment schedule, the base stock policy is most reasonable.) Similar to Eppen and Schrage (1981) and Graves (1996) , no separate order can be placed between the fixed replenishment schedules even when a backorder occurs. For both SO and BO the supplier orders once every m periods. This provides a fair basis for comparing the SO and BO approaches. We follow the same inventory policy as the one used in the BO and the SO models of Lee et al. (1997) . We envision a supply chain in which the supplier determines an appropriate review interval, m. After receiving its replenishment shipment at the beginning of a review cycle, the supplier attempts to replenish the retailers that are partitioned into m groups within the cycle. In this sense, the supply chain does not operate as a pure push system (e.g., Eppen and Schrage (1981) ), but rather as a mixture of push and pull systems with the supplier dictating the schedule of order placement while retailers retain the right to make order quantity decisions (e.g., Graves, 1996) . The push arrangement is necessary, especially for balanced ordering, when shipment capacity (Andel, 1995) or the bullwhip phenomenon (Hammond, 1989; Lee et al., 1997 ) is a concern. The supplier and retailers can belong to a single entity. However, it is also possible that they belong to different organizations.
Note that in the SO case considered by Lee et al. (1997) , the common time period at which the retailers order follows a uniform distribution. This makes SO the worst among all the rules considered in terms of generating the largest order variance for the supplier. However, in our SO, the timing is predetermined and fixed within each cycle. This results in the same total order variance over a cycle as does BO. This will be further elaborated after Proposition 3.
Let us summarize the sequence of events that occur during a period under BO: (i) the order placed L periods ago (if any) is received by the supplier; (ii) the orders placed l periods ago are received by the retailers; (iii) the supplier orders, if the current period matches the scheduled order period; (iv) the retailers scheduled to order place their orders; 3 (v) demands are received at the retailers; and (vi) inventory and backorder costs are assessed.
In SO, all the retailers order in the same period. If the total demand does not exceed S SO , the supplier's order-up-to level, then the orders will be filled immediately. However, if the sum exceeds S SO , then the net amount will be backordered. Under this situation, the amount a retailer receives is dictated by the ratio of its order quantity to the total order quantity from all the retailers. Notice that this assumption requires that the retailers accept partial backlogs. For example, suppose that the supplier has 20 units on hand, whereas the total demand is 25 units of which five units are from retailer 1. Then, retailer 1 will receive 20% of the stockpile, i.e., four units. For discrete demands, decimals are randomly rounded up or down for the allocation of the last unit(s). This allocation policy is fair, as each retailer enjoys the same fraction of the partial fill. However, there is a drawback in that the backlog then applies to every retailer, leading to the maximum number of partially filled orders.
When the supplier has backorders, we assume that priority will be given to fill the backorders upon the arrival of the next replenishment order at the supplier, and then the remaining units will be used to fill the subsequent orders. Under SO, the supplier replenishes the retailers' orders only during the first period of a cycle. Since the supplier also receives its shipment in the same period, any backorders will be filled at the beginning of the next cycle. Under BO, we assume that the backorders are filled according to the sequence of arrivals at the supplier. With this arrangement, the supplier avoids incurring extra inventory holding and backorder costs, and the retailers receive the units in a timely manner.
Throughout the rest of this paper, we use the following notation. d i = cumulative demand faced by a retailer over i (i > 0) period(s); I S (j) = the supplier's on-hand inventory at the beginning of period j, before receiving demand; I R (j) = a retailer's on-hand inventory at the beginning of period j, before receiving demand.
Evaluation of the supplier's performance
This section studies the supplier under the two ordering rules. First, we restrict our attention to the case when 0 ≤ L ≤ m − 1. The case of L ≥ m will be considered later.
Under an order-up-to inventory policy, this is the total expected inventory holding and backorder cost faced by the supplier over period i. Let S i minimize C i (.) for all positive integers, i. For BO, write SC BO (S BO ) as the average total cost per period for the supplier, where S BO is the order-up-to level at the supplier. We have:
SC BO (S BO ) is computed by summing up all the singleperiod costs, C i (x), from period L + 1 to period L + m, and then dividing the sum by the cycle length, m. The leadtime, L, has an affect on each period's cumulative demand and thus is included in this derivation. Denote S * BO to be the optimal S BO . To minimize SC BO (S BO ), straightforward algebra provides the following first-order necessary condition for optimality:
Under SO, the supplier always orders L periods before the m retailers order, so that shipments arrive in a just-in-time manner to meet the demand. Furthermore, L ≤ m − 1 implies that all backorders that occurred at the beginning of a cycle will be fulfilled m periods later when the next replenishment order arrives. Obviously, a holding cost of mH or a shortage cost of mU applies to each unit in excess or short over a cycle.
Let SC SO (S SO ) be the average total cost per period for the supplier. We have:
Based on the classical newsvendor result, the optimal S SO , S * SO , satisfies the first-order optimality equation:
The following propositions compare the performance of BO and SO along three important dimensions: cost, stocking level and service level. The service level is defined as the probability of meeting all demands within a cycle. We first present Lemma 1 and Corollary 1, which are used in the proof of Proposition 1.
Lemma 1. For all integers j
The proof is identical to the one above by noting that here S * BO is the optimal solution for the convex function SC BO (.).
Proposition 1. There exists an L
The proof is complete by noting that S * BO increases in L whereas S * SO is independent of L.
Proposition 3. The service level of SO is always larger than the service level of BO.

Proof. F i (S
The proof is thus complete by noting that the service level of BO is equivalent to F L+m (S * BO ).
Corollary 1 implies that, within the range of 0 ≤ L ≤ m − 1, a longer leadtime would favor SO since SO is robust to the length of L. Furthermore, Proposition 1 shows that SO is guaranteed to outperform BO when the value of L reaches a certain threshold. The tradeoff between the two approaches is evident. SO incurs larger holding and shortage costs per each unit of excess and shortage, respectively. Any excess inventory or shortage will be incurred for m periods until the beginning of the next cycle. In BO, the leadtime is the determinant. The larger L becomes, the larger the inventory and shortage costs incur in each of C L+1 (S BO ), . . . , C L+m (S BO ) in Equation (1).
In Proposition 1, we must be aware that L * = 0 is possible. For example, under deterministic demand, it is obvious that SC SO (S * SO ) = 0 < SC BO (S * BO ). In this case, even L = 0 does not render BO the better choice. In addition, since BO assumes that the supplier fills backorders immediately upon the availability of units, inventory holding and backorder costs are reduced. If the backorders are filled only in the retailers' designated time windows for ordering, then the supplier will incur greater inventory holding and backorder costs. SO thus becomes even more favorable.
As mentioned in Section 1, recent academic research indicates that BO, even though it effectively reduces the demand variance, does not reduce the supply chain costs. See Chen and Samroengraja (2004) for an in-depth comparison between BO and the classic (Q, R) policy. In this sense, the above propositions provide new evidence along the same direction. We believe that are two reasons for this observation. First, we do not study the same kind of SO as do Lee et al. (1997) ; in our case, the order times are predetermined and fixed. The problem with the SO studied by Lee et al. (1997) is that the random ordering time itself generates extra variance in the demand process of both supplier and retailers, making it much more difficult to plan inventories. If we consider a simple example with a 1 week cycle time, it is possible that all retailers order on the Friday of the first week, and then the Monday of the second week, and Friday again in the third week. There are obviously many feasible schedules across cycles. One can quickly anticipate that a large amount of safety stock needs to be on hand to buffer against the uncertainties associated with the timing of orders. It is questionable whether any supply chain would be synchronized in such a manner.
Unlike SO with random order times, which leads to the bullwhip effect, SO with fixed and predetermined order times effectively dampens the bullwhip effect just as does BO. The variance of orders faced by the supplier under our SO is m 2 Var(d 1 ) at the beginning period of a cycle and zero in the remaining periods. This variance is always mVar(d 1 ) across periods under BO (from Lee et al. (1997) ). As a result, the total variances over a cycle are the same under our SO and BO policies. This also implies that the variance of orders in our SO is smaller than the SO in Lee et al. (1997) . Second, under our SO, the supplier receives and distributes stock in a just-in-time manner, a strategy that Toyota made legendary. This greatly reduces the inventory holding costs for the supplier. BO, on the other hand, directs demands to be received throughout an entire cycle. Because of this arrangement, the supplier deliberately holds inventory over a cycle and this greatly increases the inventory holding costs per cycle. Our numerical results, to be presented later, confirm this observation.
As stated before, we are also interested in the case when L ≥ m. For example, suppose m ≤ L ≤ 2m -1. In SO, after the supplier places an order, he/she would twice receive demands from all the retailers before the replenishment arrives. Thus, SC SO (S SO ) = C 2m (S SO ). For BO, SC BO (S BO ) remains the same as in Equation (2). It is obvious that the propositions can be easily extended to cover this case.
The performance of the retailers under SO
In this section, we study the performance of the retailers under SO. We focus on the case of 0 ≤ l ≤ m − 1. The case of l ≥ m is more complex mathematically, though tractable.
+ u for all positive integers i. Let RC SO (s) be the average cost per period for any chosen retailer, given that the retailer's order-up-to level is s:
In Equation (5) 
The performance of the retailers under BO
To determine the retailers' costs for BO, two separate types of analysis are required. Define the beginning of a cycle to be the period at which the supplier orders. Within a cycle, the retailers are assigned to order either after or before the supplier receives the stock, as L ≤ m − 1. (See Figs. 1 and 2, respectively.)
First, we derive the expected cost function for the retailers that order after the supplier's stock is replenished. The derivation applies for retailer 
Next, let us consider the situation in which the retailer orders before the supplier receives its replenishment stock within a cycle. Let us consider the (J + 1)th retailer that orders in a cycle, J = 0, . . . , L − 1. Our approach is to compute the expected cost per period over the cycle from period m + J + l + 1 to period 2m + J + l (see Fig. 2 ). We have to consider three different cases in our evaluation. In what follows, we derive cost functions, Equations (7), (8) and (9), from these cases. By summing up Equations (7), (8) and (9) with each scenario conditioned on the respective probability, we can obtain the expected cost for the retailer. 
Case 2: S BO − D (1, J + 1) ≥ 0 (able to meet the first order requested in period J + 1); S BO − D (1, m + J + 1) < 0 (stock-out situation exists for the second order made in period m + J + 1). In case 2, the supplier satisfies the demand received in period J + 1. However, it is unable to meet all or part of the demand received in period m + J + 1. When the retailer orders in period m + J + 1, its inventory position is increased to s. The order quantity should be equivalent to d m , which is the demand received by the retailer over the previous m periods. However, since the supplier carries insufficient stock in period m + J + 1, the retailer does not receive the full amount that it has ordered. As a result, the supplier attempts to fill the backorders in period m + L + 1, when it receives its next replenishment; and the retailer receives those units in period m + L + l + 1. Of course, it is possible that the demand faced by the supplier over periods (m + 1, m + J + 1) is so high that the stock received by the supplier in period m + L + 1 is insufficient. In such a case, the backorders cannot be filled.
Based on the above reasoning, we can derive the expected cost from period m + J + l + 1 to period m + L + l as
Then the expected cost from period m + L + l + 1 to period 2m
By dividing the sum of Equations (8a) and (8b) by m, we can obtain RC BO (s).
Case 3: S BO − D(1, J + 1) < 0 (stock-out situation exists for the first order). Case 3 represents the worst-case scenario for the retailer. This is the case in which there is a stock-out situation in period J + 1. The supplier is not able to meet all or even some of the demand from the retailer over this period. This certainly implies that when the retailer orders again in the next cycle, that is, in period m + J + 1, the supplier is unable to deliver anything at all. As a result, the supplier attempts to fill the backorders in period m + L + 1, when it receives its next replenishment; and the retailer will receive those units in period m + L + l + 1. Based on the above reasoning, we can derive the expected cost from period m + J + l + 1 to period m + L + l as
By dividing the sum of Equations (9a) (5)- (9) do not involve other retailers' order-up-to level decisions. They are dependent on the supplier's order-up-to level, which is derived from the demand process and is independent of any retailer's order-up-to level decision. Therefore, by using simple line search algorithms, we can determine the optimal order-up-to level for each retailer.
The performance of the randomized ordering scheme of Lee et al. (1997)
For comparison, we also derive cost functions for the supplier and the retailers under the SO scheme of Lee et al. (1997) which we denote as the RSO (Randomized Synchronized Ordering) scheme. To save space, we report only the derivation for the supplier. The derivation for the retailers is available from the authors on request.
In RSO, the probability that all retailers order in any given period of a cycle is 1/m, and 1 -1/m otherwise. The supplier's optimal order-up-to level is thus state-dependent and depends on the period in which the retailers place the last order. Let D mi be the cumulative demand faced by the m retailers over i (i > 0) period(s), with cumulative dis-
+ U. Define the beginning of a cycle to be the point at which the supplier receives the stock. To determine the supplier's cost for RSO, two cases are considered. LetS Bi and SC B (S Bi ) be the supplier's order-up-to level and associated cost function, respectively, when the retailers order before the supplier orders and the retailers order at period i, where i = 1, . . . , m -L, in the present cycle. Conditioning on the next retailers' order placed at period j, where j = 1, . . . , m, we have:
Similarly, let S Ak and SC A (S Ak ) be the supplier's order-upto level and associated cost function, respectively, when the retailers order after the supplier orders and the retailers order at period k, where k = 1, . . . , m, in the previous cycle.
We have:
Denote S * Bi and S * Ak to be the optimal S Bi and S Ak , respectively. For RSO, write SC RSO as the optimal expected cost per period for the supplier. We have:
SC A (S * Ak ).
Numerical study
In this section, we conduct a numerical study to compare the performance of BO and SO. The following parameters are used: H = 1; U = 5, 10, 20; m = 3, 4, 5, 6; L = 0, . . . , m − 1. Two demand distributions are considered for the retailers: Poisson and Normal, which represent discrete and continuous demands, respectively. For the Poisson distribution, the demand rate per period, λ, falls into {0.1, 0.5, 1}. For the Normal distribution, the average demand per period, µ, is two, and the standard deviation, σ , falls into {0.1, 0.5, 1.0, 1.5, 2.0}. To avoid negative demands, we use truncated Normal whenever σ ≥ 0.5. For convenience, we will collectively describe them as a Normal distribution unless otherwise stated. A total of 432 test scenarios are considered for the supplier. In addition, h = 1; u = 5, 10, 20; l = 0, . . . , m − 1 are used for the retailers under each supplier's scenario. In terms of the supplier's performance under BO and SO, the numerical results are overwhelmingly in favor of SO and SO often generates tremendous savings. Tables 1  and 2 The other disadvantage of BO is that it leads to a larger stocking level when L ≥ 1, as suggested by Proposition 2. Our numerical results confirm this point. In general, BO has a higher, and often substantially higher, stocking level especially when L is large. Only in a few cases when L = 1 do we find the stocking level of SO to be larger. Furthermore, Tables 1 and 2 contain actual cycle service levels of SO and BO that support the claim made in Proposition 3.
Even though SO outperforms BO in almost all test cases, one can still construct counter examples. For instance, assume that H = 1, U = 1, m = 4, L = 1 with a Poisson demand with λ = 0.1. Then, S * SO = S * BO = 1, and SC SO (1) = 1.004 > SC BO (1) = 0.944. Indeed, in the extreme scenario where H is very large relative to U and L = 0, then S * SO = S * BO = 0, and SC SO 
In this case, SO will incur more backorder costs because it takes longer for the supplier to clear the backlog, i.e., not until the arrival of the next replenishment order m periods later. BO performs better because orders are placed uniformly over the review interval, m, and so the total time period over which the orders are backordered is shorter than the total time for SO. Nonetheless, the backorder cost is seldom so small. For this reason, we exclude such extreme cases in our study.
To examine the performance of the retailers, we first compute S * BO and S * SO from Equations (2) and (4), respectively. Based on these optimal supplier order-up-to levels, we determine the optimal order-up-to levels and compute the optimal costs for the retailers. This would allow us to compare the cost performance of retailers under SO with that of the average performance of retailers under BO. For brevity, we report only some selected results in Tables 3-6. In terms of the average performance of retailers under SO and BO, the difference is not significant. Similar to SC, we computed the cost difference (as a percentage) of the total retailer costs for each test case. When the demand distribution is Poisson, the average cost difference is 0.3%. For Normal demand, the average cost difference is −0.3%. Similar observations also apply to the retailers' optimal order-up-to level and the implied service level. For example, the retailers' optimal order-up-to levels are exactly the same under SO and BO for the Poisson demand distribution as shown in Table 3 . This implies that, if all retailers belong to the same entity, then switching from BO to SO generates tremendous savings for the supplier without jeopardizing the retailers' benefits. To the supply chain, this leads to Pareto improvement. Indeed, the average cost difference (as a percentage) of the whole chain is 9.8% under the Poisson demand distribution and 17.8% under the Normal demand distribution.
According to Proposition 3, BO leads to a lower service level for the supplier than does SO. Therefore, the fact that the retailers perform, on average, similarly under BO and under SO is not intuitive. From our computational experience, in BO, a stock-out situation at the supplier occurs only at the last period of a cycle. The expected costs of the first few retailers are usually identical, and close to those of the retailers in SO. Regarding the last retailer, its cost performance is benefited from the order splitting effect (to be explained later in this section). Thus, as a whole their average performance in BO is similar to that of the retailers in SO.
To illustrate the performance gap between different retailers in BO, we have computed the maximum cost difference (as a percentage) via the formula RC BO = [max(RC BO ) -min(RC BO )]/max(RC BO ), where max(RC BO ) and min(RC BO ) represent the largest and the smallest expected costs among retailers under BO, respectively. For example, in the first test case of Table 5 , max(RC BO ) = 1.05 and min(RC BO ) = 1.01. Obviously, a large RC BO will imply poor uniformity of the retailers' performance. Under the Poisson demand distribution, the maximum RC BO is 51.9%, the minimum value is 0.1%, and the average cost difference is 7.3%. The corresponding figures under the Normal demand distribution are 21.2, 0, and 1.3%. These figures indicate that, at times, the retailers' performance gap can be large. Within a cycle, the retailers, who are assigned to order either immediately before or after the supplier receives replenishment, usually achieve lower costs. A retailer assigned to order right after the supplier receives replenishment enjoys the lowest chance of a stock-out situation of the supplier. It is plausible that such a retailer will outperform when compared to other retailers. For the retailer assigned to order before the supplier receives replenishment, any backlogs will be filled in the next period, i.e., when the supplier receives replenishment. Given that partial shipments are allowed, the retailer receives total replenishment in two shipments. This to some extent resembles order splitting. In the inventory literature, it is well known that order splitting reduces inventory holding costs for the retailer. Our numerical experience indicates that a retailer in this position always achieves the lowest cost under the Normal demand distribution.
Overall, the performance gaps across different retailers are more significant under the Normal demand distribution. However, given that many parameters, including both the supplier's and the retailers', are involved, it is difficult to generalize further on when the performance gap tends to widen. From our computational experience, it seems that when the supplier's stocking level is high, and hence the stock-out probability is low over the entire cycle, the retailers' performance appears to be uniform.
Finally, we also report the performance of RSO in Tables  1 to 6 . First, we compare RSO with BO. The cost difference (as a percentage) for the supplier is computed via [SC RSO -SC BO (S * BO )]/SC RSO , and similar formulas are derived for the retailers and the whole chain. Under Poisson demand, the average cost difference is 22.4% for the supplier, 2.6% for the retailers, 10.5% for the chain. For Normal demand, the corresponding values are 26.5, 19.2 and 23.0%, respectively. Obviously, RSO does not perform well at all levels of the supply chain. As explained in Section 3, the uncertain timing of orders is the underlying driver that greatly increases the total supply chain cost. Next, we compare RSO and SO. Using similar formulas, when demand is Poisson, the average cost difference is 41.0% for the supplier, 2.9% for the retailers, 18.8% for the chain. For Normal demand distribution, the corresponding values are 50.0, 19.0 and 35.6%, respectively. The predetermined and fixed order time under SO dramatically reduces costs for the entire supply chain.
Conclusions
This paper compares SO and BO. We first analytically examine the supplier's performance, in terms of implied cost, stocking level and service level. We find that SO under fixed order intervals often outperforms BO in all of these aspects. The subsequent numerical results confirm our analytical findings. Furthermore, we also study the impact upon the entire chain. Specifically, under BO, the retailers' performance is affected by their ordering positions within a cycle.
Our numerical results indicate that, at times, the discrepancies can be large.
In this paper we have assumed N to be a multiple of m. This assumption, however, has not been used in Section 3. Therefore, all the propositions and corollaries developed in Section 3 can be extended to cover the case where N is not a multiple of m. However, if demands are non-identical across periods, then in BO there is a need to sequence the demands in order to optimize the performance for the supply chain. The new sequencing problem is certainly worthwhile exploring as a separate research topic.
Finally, similar to Lee et al. (1997) , we do not consider information sharing in our model. If the supplier can assess real-time demand information of the retailers, then a non-stationary order-up-to policy would be optimal. This is something to pursue in subsequent research.
