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a b s t r a c t
The article is related with the question if representation-finite algebras form an open Z-
scheme in the sense of Jensen and Lenzing (1989) [12, Chapter 12]. We define a class
T MCL of algebras and we give the positive answer to the question restricted to that
class. This is carried out by applying van den Dries’ test. Let V be a valuation ring in an
algebraically closed field K with the residue field R. Given aV-order A, we denote by A the
R-algebra obtained from A by reduction modulo the radical of V and A(K) = A⊗V K . One
of the main results asserts that if the R-algebra A is representation-finite and belongs to
the class T MCL then the K -algebra A(K) is representation-finite and belongs to T MCL.
It follows that the representation-finite algebras in T MCL form an open Z-scheme.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
A finite dimensional algebra A over a field K is representation-finite if there is only finitely many isomorphism classes
of indecomposable finite dimensional A-modules. In [8], Gabriel proved that the representation-finite algebras induce
a Zariski-open subset in the variety of all associative K -algebras of fixed dimension. On the other hand, the results of
Herrmann, Jensen and Lenzing [11] and standard quantifier elimination theory show that the representation-finite algebras
of fixed dimension form a constructible Z-scheme; see [12, Corollary 12.57]. It means that representation-finiteness of a
d-dimensional algebra can be expressed in terms of structure constants by a constructible condition involving polynomials
with integral coefficients. Moreover, given a dimension d, the polynomials are chosen universally for all algebraically closed
base fields. Itmotivates the question if representation-finite algebras over algebraically closed fields form an openZ-scheme
in each dimension in the sense explained below.
We denote byALG the class of all unital associative algebras over algebraically closed fields. Let d be a natural number.
According to [12, Chapter 12]we say that a subclassC ofALG forms an openZ-scheme in the dimension d if there exist finitely
many polynomials H1, . . . ,Hr ∈ Z[tijl]i,j,l=1,...,d with integral coefficients in d3 variables tijl such that, for every algebraically
closed field K : if γ = (γijl)i,j,l=1,...,d ∈ K d3 is a system of structure constants of a d-dimensional K -algebra A, then A ∈ C if
and only if Hi(γ ) 6= 0 for some i = 1, . . . , r .
The question mentioned above remains open. It is shown in [17] that representation-finite triangular algebras form an
open Z-scheme in each dimension.
Themain results of the paper are Theorems 1.1 and 1.2 regarding analogous problem for certain class T MCL containing
nontriangular algebras.
The precise definition of T MCL is given in Section 2. Roughly speaking, T MCL consists of algebras, whose Gabriel
quiver belongs to certain class Q, that is, it is built of lines and oriented cycles by attaching trees in some special way. We
give an example of such a quiver below at Fig. 1. The vertices of the trees are marked by ◦.
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We denote by T MCLF the subclass of T MCL consisting of the representation-finite algebras in T MCL .
In order to formulate the main results we need some notation. Let v : K → G ∪ {∞} be a valuation of an algebraically
closed field K with values in an ordered group G. Denote by V the corresponding valuation ring with the maximal ideal m,
that is,V = {k ∈ K ; v(k) ≥ 0},m = {k ∈ K ; v(k) > 0}. Recall that k ∈ V or k−1 ∈ V , for every nonzero k ∈ K . Every finitely
generated ideal in V is principal, every torsion-free V-module is flat and every finitely generated torsion-free V-module is
free; see Proposition 1.6 and Chapter IV, Section 1 in [7]. Denote by R the residue field V/m of V . Since K is an algebraically
closed field, R is algebraically closed and the value group Im(v) is divisible [2].
Assume that A is a V-order, that is, A is a V-algebra (associative, with a unit) which is finitely generated and free as a
V-module.We denote byA(K) the K -algebraA⊗V K and byA the R-algebraA⊗V R. There is a canonical ring homomorphism
A→ Awith the kernel mA. The value of this homomorphism on an element a ∈ A is denoted by a.
A right A-module X is a right A-lattice if X is finitely generated and free as a V-module. Every A-lattice structure on a V-
module X induces an A(K)-module structure on X (K) = X ⊗V K and A-module structure on X = X ⊗V R. The right A-lattices
form a full subcategory latt(A) of the category mod(A) of finitely generated right A-modules.
One of the main results of this paper is the following theorem:
Theorem 1.1. Assume that V is a valuation ring in an algebraically closed field K with the residue field R. Let A be a V-order.
(a) If the R-algebra A belongs to T MCL then the K-algebra A(K) belongs to T MCL,
(b) If the R-algebra A belongs to T MCLF then the K-algebra A(K) belongs to T MCLF .
In Section 3 we reduce Theorem 1.1 to the case when A is basic (Theorem 4.3) and we prove the assertion in Section 6. A
criterion for an isomorphism of certain algebras developed in [19] is essential; see Corollary 3.4.
Applying van den Dries’ test [25], we get the following theorem as a consequence of Theorem 1.1 and finite
axiomatizability of the classes considered (Lemma 7.2.)
Theorem 1.2. The classes T MCL and T MCLF induce open Z-schemes in each dimension.
We present the proof in Section 7.
Remark. It is clear that analogous theorems hold for the classes of algebras, which are opposite to the algebras in T MCL
and T MCLF , that is, the algebras whose Gabriel quivers are obtained from quivers inQ by reversing all arrows.
Throughout the paper we use the following notation.
Let Q = (Q0,Q1) be a finite quiver with the set Q0 (resp. Q1) of vertices (resp. arrows). Given an arrow α ∈ Q1, s(α) and
t(α) denote the source and the terminus of α, respectively. By a path in Q we mean a sequence u = α1 . . . αm of arrows of
Q such that t(αi) = s(αi+1), for i = 1, . . . ,m− 1. Thenm is the length of u, s(u) := s(α1) is its source and t(u) := t(αm) its
terminus. Given a vertex x of Q we denote by ex the stationary path of length 0 associated to x, and s(ex) = t(ex) = x.
A vertex x of Q is called directing if there is no path u of positive length and such that s(u) = t(u) = x. The quiver Q is
acyclic if every its vertex is directing.
Given a finite quiverQ , the path algebra ofQ over a commutative ring S is denoted by SQ . By definition, SQ is an S-module
freely generated by the set of paths in Q and the multiplication is determined by concatenation of paths; see e.g. [1, Chapter
II, Definition 1.2]. We denote by SQn the two-sided ideal of SQ generated by all paths of length n. A two-sided ideal I of SQ
is called admissible if SQn ⊆ I ⊆ SQ2, for some n.
A relation in SQ is an S-linear combination of paths inQ that have a common source and a common terminus. The relation
is admissible if the paths involved have length at least 2.
If u is an arrow or a path in Q then the I-coset of u in SQ/I is denoted also by u.
Now, let S = K be a field. As usual, we identify right KQ -modules X with corresponding representations (Xi, Xα)i∈Q0,α∈Q1
of Q , [1, Chapter III]. By Gabriel’s theorem every finite dimensional basic algebra A over an algebraically closed field K is
isomorphic to KQ/I for some quiver Q and an admissible ideal I of KQ . The quiver Q is determined uniquely by A and it is
called the Gabriel quiver of A. The Gabriel quiver of a finite dimensional algebra A over an algebraically closed field is the
quiver of the basic algebra associated with A.
We denote by mod (A) the category of right finite dimensional A-modules.
The reader is referred to [1,23] for other concepts of representation theory of finite dimensional algebras.
2. The class T MCL
In this section we define the class T MCL of algebras called tree multiextension of cycles and lines and collect its relevant
properties.
Let us start with a definition of a classQ of quivers.
An oriented cycle with n vertices is a quiver Q (n) = (Q (n)0,Q (n)1), where Q (n)0 = Z/nZ identified with {0, . . . , n− 1},
Q (n)1 = {α0, . . . , αn−1} and s(αi) = i = t(αi−1) for i = 0, . . . , n− 1, where we treat the indices modulo n.
A line is a quiver whose underlying graph is a Dynkin graph of a type An, that is, a connected tree with no ramification
points.
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Fig. 1.
A finite quiver Q belongs to a classQ if there exist:
(i) natural numbersM,N ,
(ii) connected trees T 1, . . . , TM ,
(iii) quivers∆1, . . . ,∆N , such that∆j is an oriented cycle or a line, for j = 1, . . . ,N,
(iv) distinguished vertices xi ∈ T i0, for i = 1, . . . ,M ,
(v) a setB ⊆ {1, . . . ,M} × {1, . . . ,N}
satisfying the conditions:
(a) T = T 1 ∪ · · · ∪ TM (a disjoint union of T 1, . . . , TM ) is a convex subquiver of Q ,
(b) ∆ = ∆1 ∪ · · · ∪∆N (a disjoint union of∆1, . . . ,∆N ) is a convex subquiver of Q ,
(c) Q0 = T0 ∪∆0,
(d) Q1 \ (T1 ∪∆1) = {βi,j : (i, j) ∈ B},
(e) s(βi,j) = xi, t(βi,j) ∈ ∆j0.
We denote by zi,j the terminus of βi,j. Observe that Q ∈ Q is uniquely determined by the sequences T = (T 1, . . . , TM),
∆ = (∆1, . . . ,∆N), x = (x1, . . . , xM), z = (zi,j)(i,j)∈B , and the setB. We write Q = Q (T ,∆, x, z,B).
The quiver at Fig. 1 is given by two trees, three quivers∆i and five arrows βi,j.
The class T MCL, by the definition, consists of the algebras with the Gabriel quiver belonging to the class Q defined
above. Recall that T MCLF is the subclass consisting of the representation-finite algebras. Both T MCL and T MCLF are
closed under Morita equivalence.
From now on we fix Q = Q (T ,∆, x, z,B) ∈ Q. Let c = cQ be the cardinality of B and E be the number of the quivers
∆j which are cycles. Without loss of generality we assume that∆j is a cycle for j = 1, . . . , E and a line for j = E+ 1, . . . ,N .
That is, the set of the nondirecting vertices of Q is∆10 ∪ · · · ∪∆E0 .
Let I be an ideal (not necessarily admissible) of an algebra KQ and A = KQ/I . We denote Λj = K∆j/(I ∩ K∆j), for
j = 1, . . . ,N andΛ = ΠNj=1Λj.
Given l ≥ 0 and a nondirecting vertex y of Q , let uy,l be the (unique) path of length l starting at the vertex y. For simplicity
we denote by uy the cyclic path uy,|∆j0|
, for y ∈ ∆j0.
For the convenience we put ux = ex for a directing vertex x.
We denote byΠ1(Q ) the fundamental group of the quiverQ , and given an admissible ideal I ofKQ , we denote byΠ1(Q , I)
the fundamental group of the quiver with relations (Q , I), [21].
Lemma 2.1. Let Q = Q (T ,∆, x, z,B) be a connected quiver belonging to Q. We keep the notation introduced above. The
fundamental groupΠ1(Q ) of Q is a free group with p free generators, where p = |B| + E −M − N + 1.
Proof. Note that
|Q0| =
M∑
i=1
|T i0| +
N∑
j=1
|∆j0|,
|Q1| = |B| +
M∑
i=1
|T i1| +
N∑
j=1
|∆j1|.
Since T i are trees, ∆j are cycles for j ≤ E and lines for j > E, we get |Q1| − |Q0| = |B| − M − N + E. ThenΠ1(Q ) is a free
group with p = |B| + E −M − N + 1 free generators, by [24, Chapter III, Corollary 7.5]. 
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Throughout we assume that K is an algebraically closed field. Any relation in Q is (up to a scalar multiplication) either a
single path or it is of the form vG(uy), where v is a path terminating at a nondirecting vertex y and G ∈ K [t]. Agreeing that
uy = ey, for directing y, we can write any relation in Q in the form vG(uy).
Assume we are given a set of relations in Q
Ω = {viGi(uyi) : i = 1, . . . , r},
where vi are paths and Gi ∈ K [t], for i = 1, . . . , r .
Letmi be the multiplicity of t as a factor of Gi, for i = 1, . . . , r .
Given a vertex x ∈ Q0 let∇x(Ω) be the set of i ∈ {1, . . . , r} such that there is a path from yi to x in Q . Letwi,x denote the
shortest path from yi to x, note that such a path is unique. We define Px(Ω) to be the set of the paths viu
mi
yi wi,x = viwi,xumix ,
i ∈ ∇x(Ω).
Put
P(Ω) =
⋃
x∈Q0
Px(Ω).
Lemma 2.2. Let Q = Q (T ,∆, x, z,B) ∈ Q. If I is an admissible ideal in KQ generated by a setΩ = {viGi(uyi), i = 1, . . . , r},
for some y1, . . . , yr ∈ Q0, G1, . . . ,Gr ∈ K [t], and paths v1, . . . , vr in Q , then I is generated by P(Ω). In particular, any admissible
ideal I of KQ is generated by a set of paths.
Proof. Given a vertex x ∈ Q0 we denote by Bx the algebra exKQex. We prove that the KQ -Bx-bimodule Iex is generated by
Px(Ω), for any x ∈ Q0.
If x is directing, then every yi preceding x in the path order is also directing. The assertion is clear in this case.
Assume that x is not directing. Then Bx ∼= K [t] and Iex is generated as KQ -Bx-subbimodule of a bimodule KQex by a set
{viwi,xGi(ux) : i ∈ ∇x(Ω)}. Since I is admissible, then unx ∈ Iex, for some n. We may assume that n ≥ degGi, for i ∈ ∇x(Ω).
Then tmi is the greatest common divisor of tn and Gi, for i ∈ ∇x(Ω).
It follows that the paths v1w1,xu
m1
x , . . . , vsws,xumsx belong to Iex and they generate Iex as a KQ -Bx-bimodule. 
The following corollary is a direct consequence of Lemmas 2.1 and 2.2.
Corollary 2.3. Let I be an admissible ideal of KQ , where
Q = Q (T ,∆, x, z,B) ∈ Q.
Then the fundamental groupΠ1(Q , I) of the quiver with relations (Q , I) is isomorphic toΠ1(Q ). If (Q˜ , I˜) is the universal cover
of (Q , I), then Q˜ is a tree.
Proof. The ideal I is generated by paths, by Lemma2.2. Therefore the homotopy relation in the bound quiver (Q , I) coincides
with that in Q by [21],[14, 2.4]. It follows that Π1(Q , I) ∼= Π1(Q ). By Lemma 2.1, if (Q˜ , I˜) is the universal cover of (Q , I),
then Q˜ is the universal cover of Q , hence it is a tree. 
To prove Proposition 2.7 below we apply results of [19], which we recall now.
Let Q be an arbitrary quiver and J be an ideal of KQ . We define
S(Q , J) = {x ∈ Q0 : S(x) ∈ mod(KQ/J)},
where S(x) is the simple KQ -module associated to the vertex x. If J is admissible, then S(Q , J) = Q0.
Suppose that Q (n) is a cycle with n vertices, J 6= 0 is a two-sided ideal in KQ (n) andΛn,J = KQ (n)/J . Then J has a set of
generators (called the canonical set of generators)
G = {ugyiG(uyi)uyi,mi : i = 1, . . . , p},
where G ∈ K [t],G(0) 6= 0, g ∈ N, yi ∈ Q (n)0 are pairwise different and 0 ≤ mi < 2n, for i = 1, . . . , p. Moreover, mi < n,
for some i. We call (G, g) the canonical pair of the ideal J . We identify the vertices of Q (n)with elements of Z/nZ.
Given y ∈ Q0, and m ∈ N, let αy−1 be the arrow such that t(αy−1) = y and we denote by Ky,m the set of those paths
among uy1,m1 , . . . , uyp,mp which pass through αy−1 exactlym times.
Assume thatKy,m 6= ∅. Suppose we are walking from the vertex y according the direction of arrows; denote by qy,m the
end of a path fromKy,m which we meet first. Let `y,m be the length of the shortest path from y to qy,m.
Fix y ∈ Q (n)0. IfKy,0 6= ∅, and y ∈ S(Q (n), J) then we denote by Πy the indecomposable representation of Q (n) with
top S(y) and the length gn+ `y,0. IfKy,0 = ∅ and y ∈ S(Q (n), J), then we denote byΠy the indecomposable representation
of Q with top S(y) and the length (g + 1)n+ `y,1. If y 6∈ S(Q (n), J) then we setΠy = 0.
Let F ∈ K [t], F(0) 6= 0.We define a representation V (F) of a quiverQ (n) as follows: the space K deg F is associated to every
vertex and the identity map is associated to every arrow except one; to this arrow we associate a homomorphism with the
minimal polynomial equal F . Note, that since F(0) 6= 0, the isomorphism class of V (F) does not depend on the choice of the
arrow.
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Proposition 2.4. Suppose that Q (n) is a cycle with n vertices, J is a two-sided ideal in KQ (n) andΛn,J = KQ (n)/J . Let
G = {ugyiG(uyi)uyi,mi : i = 1, . . . , p}
be the canonical set of generators of J , where G = Π sk=1F rkk and F1, . . . , Fs are irreducible pairwise relatively prime. Then
eyΛn,J ∼=
s⊕
k=1
V (F rkk )⊕Πy,
as rightΛn,J -modules, for any vertex y of Q (n). The summands are uniserial indecomposable and they belong to pairwise distinct
components of the Auslander–Reiten quiver ofΛn,J .
Proof. Follows by Proposition 3.7 and Theorem 3.6 in [19]. 
More precise description of the Auslander–Reiten quiver ofΛn,J is given in [19].
Now let A be an algebra of the form A = KQ/I , Q = Q (T ,∆, x, β, z) ∈ Q. We use the following notation. Given an
A-module X , we denote by
X |Λj = X ·
∑
x∈∆j0
ex

the restriction of X toΛj = K∆j/(I ∩ K∆j). Let (Gj, gj) be the canonical pair of the ideal I ∩ K∆j of K∆j, for j = 1, . . . , E and
let Gj = Π sjk=1F rk,jk,j be the decomposition of Gj into irreducible pairwise relatively prime factors. Let Vk,j be the K∆j/(I∩K∆j)-
module V (F
rk,j
k,j ) treated as an A-module in the natural way. Similarly, letΠy,j be the K∆
j/(I ∩ K∆j)-moduleΠy, for a vertex
y ∈ ∆0j .
Corollary 2.5. Let A be a K-algebra of the form KQ/I , where Q = Q (T ,∆, x, z,B) ∈ Q, and I is a two-sided ideal of KQ . Assume
that y ∈ S(Q , I) for any directing y. We keep the notation introduced above.
Let
T = {exA : x ∈ T0 ∪∆j0, j = E + 1, . . . ,N},
Υ = {Vk,j : k = 1, . . . , sj, j = 1, . . . , E},
Π = {Πy,j : y ∈ S(∆j, I ∩ K∆j), j = 1, . . . , E}.
Then
T ∪ Υ ∪Π,
is a complete set of representatives of isomorphism classes of indecomposable projective A-modules.
Proof. If x ∈ T0 ∪⋃{∆j0; j = E + 1, . . . ,N}, then EndA(exA) ∼= K , hence exA is indecomposable.
If j ∈ {1, . . . , E} and x ∈ ∆j0, then exA is aΛj-module and
exA ∼=
sj⊕
k=1
Vk,j ⊕Πx,j
by Proposition 2.4. 
We describe the Gabriel quiver of KQ/I . Note that it is usually different than Q when I is not admissible. Its vertices
correspond to the isomorphism classes of indecomposable projective A-modules described in Corollary 2.5. We calculate
the number of arrows between the vertices.
Given an algebra Awe denote by rad(A) the Jacobson radical of A and by P (A) the full subcategory of mod(A) consisting
of all projective modules. Let radP (A) denote the radical of the category P (A). Given two objects X, Y of P (A) and a natural
number nwe denote by radnP (A)(X, Y ) the space of all A-homomorphism f : X → Y belonging to the nth power of radP (A).
Given two idempotents ε, ε′ of A, there is a linear homomorphism
σεε′ : εAε′ → Hom(ε′A, εA)
given by σεε′(a) : ε′A → εA, σεε′(a)(a′) = aa′, for a ∈ εAε′, a′ ∈ ε′A. It is well known that σεε′ is an isomorphism. The
following lemma is a routine.
Lemma 2.6. Let A be an arbitrary finite dimensional algebra over a field K and let ε, ε′ be idempotents of A. The isomorphism
σεε′ induces an isomorphism
ε(rad nA)ε′ → rad nP (A)(ε′A, εA),
for any natural number n. 
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For the terminology of an Auslander–Reiten quiver used below the reader is referred to [23].
Proposition 2.7. Let A be a K-algebra such that A = KQ/I , where Q = Q (T ,∆, x, z,B) ∈ Q and I is a two-sided ideal of KQ .
Then the Gabriel quiver Q A of A belongs toQ.
Proof. We keep the notation introduced before Corollary 2.5. Let Ab be the basic algebra associated to A. Without loss of
generality we can assume that y ∈ S(Q , I) for any directing y. A complete set T ∪Υ ∪Π of representatives of isomorphism
classes of projective indecomposable A-modules is described in Corollary 2.5. The modules from this set are in bijective
correspondence with the vertices of the Gabriel quiver Q A
b = Q A of the algebra Ab. Denote by [X] the vertex of Q A
corresponding to amodule X ∈ T ∪Υ ∪Π , and by ε[X] an idempotent of A such that ε[X]A ∼= X . Since exA are indecomposable,
for directing x, we can assume that ε[X] = ex if X = exA. To determine arrows of Q A observe that the number of arrows from
[X] to [Y ] in Q A equals the dimension of
ε[X](radAb)/(rad 2Ab)ε[Y ] ∼= radP (A)(Y , X)/rad 2P (A)(Y , X),
for any X, Y ∈ T ∪Υ ∪Π , by Lemma 2.6, since the categoriesP (A) andP (Ab) are equivalent; see [1, Chapter II, Section 3].
Observe that the description of Λn,J -modules given in [19] together with standard facts about representations of lines
yield:
10 The number of arrows from [exA] to [eyA] inQ b is less than or equal the number of arrows from x to y inQ , for directing
x, y.
20 There is no arrow from [Vk,j] to [Vk′,j′ ] if (k, j) 6= (k′, j′), since HomΛ(Vk′,j′ , Vk,j) = 0, for (k, j) 6= (k′, j′).
30 If a nonzero noninvertible endomorphism of Vk,j factorizes through an indecomposable projective A-module P , then
P ∼= Vk,j. It follows that
rad nP (A)(Vk,j, Vk,j) ∼= rad nEndA(Vk,j)
for any n ≥ 0. Since EndA(Vk,j) ∼= K [t]/(F rk,jk,j ) ∼= K [t]/(t rk,j), there is one loop at [Vk,j] if rk,j > 1 and there is no such loop if
rk,j = 1.
40 If |∆j0| > 1 andΠx,j ∈ Π then every endomorphism ofΠx,j is zero or factorizes throughΠy,j for anyΠy,j ∈ Π , x 6= y.
It follows that radP (A)(Πx,j,Πx,j) ⊆ rad 2P (A)(Πx,j,Πx,j), and there is no loop at the vertex [Πx,j] for anyΠx,j ∈ Π .
50 If |∆j0| = 1 andΠx,j ∈ Π then there is only one loop at the vertex [Πx,j].
60 IfΠx,j,Πx′,j′ ∈ Π , then Hom(Πx,j,Πx′,j′) = 0 for j 6= j′ hence there is no arrow fromΠx′,j′ toΠx,j, for j 6= j′.
Given a path w in a tube T let the left depth of w be the number of arrows of w directed ‘‘downwards’’, that is,
corresponding to injective irreducible maps. It follows from the description given in [19, Proposition 3.6] that a path
u from Πx,j to Πx′,j has the left depth at least q if and only if the composition of maps corresponding to u belongs to
rad qP (A)(Πx,j,Πx′,j). It follows that
dim
(
radP (A)(Πx,j,Πx′,j)/rad 2P (A)(Πx,j,Πx′,j)
) = 1
if the shortest path fromΠx,j toΠx′,j has the left depth 1 and
radP (A)(Πx,j,Πx′,j) = rad 2P (A)(Πx,j,Πx′,j),
otherwise. It follows that, given a fixed j, the vertices [Πx,j], x ∈ ∆j0 lie on a cycle or form a line.
70 If x ∈ T i0 andα is an arrow from [exA] ending outside T , then s(α) = xi, because exAbey = exAbexiAbey, for any y ∈ Q0\T0.
80 Fix i = 1, . . . ,M and j = 1, . . . ,N . Then exiA|Λj decomposes into a direct sum of indecomposable Λj-modules such
that any component in the Auslander–Reiten quiver ofΛj contains at most one of them. Let X be a direct summand of exiA|Λj
lying in the component containing modules [Πy,j], for y ∈ ∆j0. Then
dim(radP (A)(Πy,j, exiA)/rad
2
P (A)(Πy,j, exiA)) = 1,
if modulesΠy,j and X lie on the same coray in the Auslander–Reiten quiver ofΛj, and
radP (A)(Πy,j, exiA) = rad 2P (A)(Πy,j, exiA),
otherwise. It follows that there exist at most one y ∈ ∆j0 such that there is an arrow from [exiA] to [Πy,j] in Q A and this arrowis unique.
Let Vk,j ∈ Υ . There is at most one direct summand of exiA|Λj in the component containing Vk,j in the Auslander–Reiten
quiver ofΛj. Denote it byM . The space of the homomorphisms from Vk,j toM factorizing through a radical endomorphism
of Vk,j, that is,
HomΛj(Vk,j,M)rad EndΛj(Vk,j)
has codimension 1 as a subspace of HomΛj(Vk,j,M). It follows that there exist at most one arrow from [exiA] to [Vk,j] (cf. 30above).
There are no other arrows in Q A.
Now it is easy to see that Q A belongs to the classQ. 
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3. A sufficient condition for isomorphism in T MCL
We are going to give a sufficient condition for an isomorphism of algebras A = KQ/I and A′ = KQ/I ′ in terms of the
ideals I and I ′.
Given an algebra B and a quiver Γ we define a B-representationW = (Wx,Wα)x∈Γ0,α∈Γ1 of Γ as usual: we associate right
B-modulesWx to the vertices x of Γ and B-homomorphismsWα to the arrows α. The category of B-representations (with
morphisms defined in the usual way) consisting of objects (Wx,Wα)x∈Γ0,α∈Γ1 such that Wx is finitely generated, for every
vertex x of Γ , is denoted by repB(Γ ). The category repB(Γ ) is equivalent to the category of KΓ op-B-bimodules which are
finitely generated as B-modules.
Recall that an isomorphism of algebras f : B−→B′ induces an isomorphism of categoriesΦf : mod B −→ mod B′.
Given an acyclic quiver Γ and its vertex x, we denote by x+ the set of all vertices which are successors of xwith respect
to the path order in Γ , that is, y ∈ x+ if and only if there is an oriented path from x to y in Γ .
The following Lemma is a slight generalization of [19, Lemma 4.3].
Lemma 3.1. Let Λ be a K-algebra such that Λ = K∆/J , where ∆ = ∆1 ∪ · · · ∪ ∆N , ∆j is an oriented cycle or a line, for
j = 1, . . . ,N, and J is two sided ideal of K∆. Let Γ be a tree and let x0 be a vertex in Γ . Assume also thatW = (Wx,Wα)x∈Γ0,α∈Γ1
and W ′ = (W ′x,W ′α)x∈Γ0,α∈Γ1 are objects of repΛ(Γ ) such that:
(i) Wx = 0 = W ′x for x /∈ x+0 ,
(ii) Wα and W ′α are epimorphisms for any arrow α such that s(α) ∈ x+0 ,
(iii) Each connected component of the Auslander–Reiten quiver of Λ contains at most one indecomposable direct summand of
Wx0 (resp. W
′
x0).
If Wx ∼= W ′x as aΛ-modules, for each x ∈ Γ0, then W ∼= W ′ asΛ-representations.
Outline of the proof. The assertion was proved in [19, Lemma 4.3] for Λ = K∆/J , where ∆ is a single oriented cycle.
Clearly, it can be extended to the case when∆ is a line. Indeed the assertion of [19, Corollary 2.5] remains true in this case
and we can repeat the proof of [19, Lemma 4.3].
LetΛj = K∆j/(J∩K∆j).We treatΛj-representations asΛ-representations. Observe thatW =⊕Nj=1W j,W ′ =⊕Nj=1W ′j
whereW j,W ′j are in repΛj(Γ ). ThenW
j,W ′j satisfy the assumptions of the extension of [19, Lemma 4.3] mentioned above.
It follows that there is an isomorphismW j ∼= W ′j ofΛj-representations, and thenW ∼= W ′ asΛ-representations. 
Theorem 3.2. Let Q = Q (T ,∆, x, β, z) ∈ Q. Assume that I and I ′ are two-sided ideals of KQ ,
A = KQ/I, A′ = KQ/I ′
and:
(i) KT ∩ I = KT ∩ I ′, where T is the disjoint union of T1, . . . , TM ,
(ii) There is an isomorphism of algebras f : Λ−→Λ′ such that Φf (exA|Λ) ∼= exA′|Λ′ as Λ′-modules, for any x ∈ Q0\∆0, where
Λ = ΠNj=1Λj andΛ′ = ΠNj=1Λ′j,
Λj = K∆j/(I ∩ K∆j), Λ′j = K∆j/(I ′ ∩ K∆j).
Then the algebras A and A′ are isomorphic.
Proof. We define W i ∈ repΛ(T i)op as follows. To a vertex x of T i, we associate the Λ-module exA|Λ, and given an arrow
x
α−→y of T i we define the mapW iα : W iy−→W ix by settingW iα(r) = αr , for r ∈ W iy. Similarly, we define U i ∈ repΛ′(T i)op
by associating theΛ′-module exA′|Λ′ to a vertex x and we define the map U iα : U iy−→U ix by setting U iα(r) = αr , for r ∈ U iy.
We shall prove that the representationsW i and U i satisfy the conditions (i)–(iii) of Lemma 3.1 with Γ = (T i)op and x0 = xi.
The condition (i) is clear. Let x
α−→y be an arrow in T i such that y is a predecessor of xi0 in the path order in T i. Since each
path in KQ starting at x and ending in ∆ passes through α, it follows that W iα , U
i
α are epimorphisms and (ii) follows. Let
Bi = {j : (i, j) ∈ B}. As in [19, Theorem 4.4], we note that for any y ∈ T i0 the module eyA|Λ is a factor of the projective
Λ-module
⊕
j∈Bi ezi,jΛ (resp. eyA
′|Λ′ is a factor of the projective Λ′-module⊕j∈Bi ezi,jΛ′). The condition (iii) of 3.1 follows
by Proposition 2.4. It follows that U i ∼= Φf (W i).
We treat any representation of (T i)op as a representation of T op in an obvious way.
Then we setW =⊕Mi=1W i ∈ repΛ(T op), U =⊕Mi=1 U i ∈ repΛ′(T op). Note thatW and U satisfy the relations in I ∩ KT .
Let C = KT/I ∩ KT . If we identify theΛ-representationW of T op with a C-Λ-bimodule (resp.Λ′-representation U of T op
with a C-Λ′-bimodule), then
A ∼=
[
C W
0 Λ
]
, A′ ∼=
[
C U
0 Λ′
]
.
Hence the algebras A and A′ are isomorphic; see [19, Proposition 4.2]. 
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Let Q = Q (T ,∆, x, β, z) ∈ Q. We keep the assumption that∆j are cycles for j = 1, . . . , E and lines for j = E+1, . . . ,N .
Assume that there are fixed integersm, n, n′, l such thatm > 0,−1 ≤ n′ < n, l ≥ 0 and
(i) pairwise relatively prime polynomials F1, . . . , Fm of degree 1 such that Fi(0) 6= 0, i = 1, . . . ,m,
(i’) pairwise relatively prime polynomials F ′1, . . . , F ′m of degree 1 such that F
′
i (0) 6= 0, i = 1, . . . ,m,
(ii) paths vi, i = −l, . . . ,−1, 0, 1, . . . , n′ starting in T = T 1 ∪ · · · ∪ TM ∪∆E+1 ∪ · · · ∪∆N ,
(iii) vertices yi of∆1 ∪ · · · ∪∆E , i = 0, . . . , n, such that yi = t(vi) for i = 0, . . . , n′,
(iv) numbers ri, ni,s ∈ N ∪ {0}, i = 0, . . . , n, s = 1, . . . ,m,
(v) numbersmi ∈ N ∪ {0}, i = 1, . . . , n.
These data determine two triples of sets of elements of KQ :
G0 = {vi : i = −l, . . . ,−1},
G1 = {viuriyiGi(uyi)uyimi : i = 0, . . . , n′},
G2 = {uriyiGi(uyi)uyimi : i = n′ + 1, . . . , n}
(3.3)
and
G′0 = G0,
G′1 = {viuriyiG′i(uyi)uyimi : i = 0, . . . , n′},
G′2 = {uriyiG′i(uyi)uyimi : i = n′ + 1, . . . , n},
(3.3′)
where Gi = F ni,11 . . . F ni,mm and G′i = (F ′1)ni,1 . . . (F ′m)ni,m , for i = 0, . . . , n. Following [13] we say that the sets G0 ∪G1 ∪G2 and
G′0 ∪ G′1 ∪ G′2 have the same shape.
Note that any ideal I of KQ has a generating set of the form G0 ∪ G1 ∪ G2, where Gi, i = 0, 1, 2 are as above.
Corollary 3.4. We keep the above notation. Let I (resp. I ′) be the ideal in KQ generated by G0 ∪ G1 ∪ G2 (resp. G′0 ∪ G′1 ∪ G′2).
Then
KQ/I ∼= KQ/I ′.
Proof. We set A = KQ/I , A′ = KQ/I ′. There exist an isomorphism of algebras fi : Λi → Λ′i such that Φfi(eyA|Λi) ∼= eyA|Λ′i
for i = 1, . . . ,N and any y ∈ T0; see the proof of [19, Corollary 4.5]. The isomorphisms fi induce an isomorphism
f : ΠNi=1Λi → ΠNi=1Λ′i , and it is clear thatΦf (eyA|Λ) ∼= eyA|Λ′ for y ∈ Q0 \∆0. Then A ∼= A′, by Theorem 3.2. 
4. Reduction to bound quiver algebras
The aim of this section is to reduce the proof of Theorem 1.1 to the case when A is basic and A is isomorphic to VQ/I for
some quiver Q and an ideal I .
Proposition 4.1. Assume that K ⊆ L is a field extension and K , L are algebraically closed. Let A be a finite dimensional K-algebra
and denote by A(L) the L-algebra A⊗K L.
(1) The algebra A is representation-finite if and only if A(L) is representation-finite.
(2) The Gabriel quiver of the algebra A is isomorphic to the Gabriel quiver of the algebra A(L).
Proof. Since two algebraically closed fields of the same characteristic are elementarily equivalent [12, Theorem 1.10], the
assertion (1) follows by the results of [11]. See also [12, Corollary 12.57].
(2) First assume that the algebra A is basic and Q is the Gabriel quiver of A. Then there is an admissible ideal J in KQ and
an exact sequence
0→ J → KQ pi→ A→ 0
of K -vector spaces. Since K is a field, the induced sequence
0 −→ J ⊗K L −→ KQ ⊗K L pi⊗1−→ A⊗K L −→ 0
is exact. It is clear that there is an isomorphism σ : KQ ⊗K L → LQ of L-algebras given by σ(w ⊗ λ) = λw, for any path
w in Q and λ ∈ L. Then σ induces an isomorphism KQn ⊗K L ∼= LQn, for n ≥ 0. Therefore the kernel J˜ of (pi ⊗ 1)σ−1 is an
admissible ideal of LQ . It follows that the Gabriel quivers of the algebras A and A(L) are isomorphic, for any basic algebra A.
Assume now that A is arbitrary. There exist pairwise orthogonal idempotents ε1, . . . , εn such that ε1A ⊕ · · · ⊕ εnA is a
decomposition of A into a direct sum of indecomposable projective modules. Without loss of generality we can assume that
there exist a natural number m such that ε1A, . . . , εmA are pairwise non-isomorphic and, if m < j ≤ n, then εiA ∼= εjA, for
some 1 ≤ i ≤ m. Let ε = ε1 + · · · + εm, Ab = εAε.
Since K and L are algebraically closed fields then an A-module X is indecomposable if and only if X ⊗K L is an
indecomposable A(L)-module; see e.g. [5, Chapter IV], [15, Lemma 2.5]. Moreover A(L)-modules X ⊗K L and Y ⊗K L are
isomorphic if and only if A-modules X and Y are isomorphic. It follows that εiA(L) are indecomposable and εiA ∼= εjA if
and only if εiA(L) ∼= εjA(L), where we identify εi with εi ⊗ 1 ∈ A⊗K L. Hence (Ab)(L) ∼= εA(L)ε is the basic algebra associated
to A(L). Moreover the Gabriel quiver of (Ab)(L) is isomorphic to the Gabriel quiver of the algebra Ab. 
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Recall that a valuation v of a field K (or a corresponding valuation ring) is maximally complete if v cannot be extended
to a field extension L of K with the same value group and the same residue field [7,13]. If A is an order over a maximally
complete valuation ringV , then idempotents can be lifted modulo the Jacobson radical ofA andmodulomA, wherem is the
maximal ideal in V [12, Theorem 12.28]. This is the reason for considering this concept here.
For every valuation v : K → G ∪ {∞} of a field K there exist a field extension K̂ of K and a valuation v̂ : K̂ → G ∪ {∞}
extending v, such that the corresponding valuation ring V̂ is maximally complete and the embedding V ↪→ V̂ induces an
isomorphism of the residue fields; see e.g. [22, Section 5, Corollary 6]. If K is algebraically closed then K̂ is algebraically
closed [22, Section 5, Proposition 6].
Assume thatV is a valuation ring in an algebraically closed field K . LetA be aV-order and let V̂ be amaximally complete
extension of V . Denote Â = A⊗V V̂ . Then A(K̂) = Â⊗V̂ K̂ ∼= A(K) ⊗K K̂ and A(K) is representation-finite if and only if A(K̂)
is representation-finite and the Gabriel quivers of A(K) and A(K̂) are isomorphic, by Proposition 4.1.
Remark. Assume that I is an ideal in a V-order A. Let Ω be the set of generators of I . Then the image I of I under the
canonical projection A→ A is the ideal of A generated byΩ = {ω : ω ∈ Ω}. Similarly, the image I(K) of I under the map
I ⊗V K → A⊗V K induced by the injection I ↪→ A is generated byΩ(K) = {ω ⊗ 1;ω ∈ Ω}. If A/I is V-torsion free then
I(K) ∼= I ⊗ K as K -vector spaces.
Lemma 4.2. Let V be a valuation ring in an algebraically closed field K with the residue field R. Let V̂ be a maximally complete
extension of V and K̂ the field of fractions of V̂ . Assume that A is a V-order. There exists an idempotent ε ∈ Â = A ⊗V V̂ such
that:
(a) The V̂-orderB := εÂε is isomorphic to V̂Q/I for some quiver Q and a two sided ideal I of V̂Q .
(b) The R-algebra RQ/I ∼= B is basic and Morita equivalent to A.
(c) The K̂ -algebraB(K̂) ∼= K̂Q/I(K̂) is Morita equivalent to A(K̂).
Proof. We adapt arguments from [17]. Since V̂ is maximally complete there exist pairwise orthogonal idempotents
ε1, . . . , εn ∈ Â such that ε1Â ⊕ · · · ⊕ εnÂ and ε1A ⊕ · · · ⊕ εnA are decompositions of Â and A, respectively, into direct
sum of indecomposable modules [12, Corollary 12.26]. Without loss of generality we can assume that there exists a number
m such that ε1Â, . . . , εmÂ are pairwise non-isomorphic and if m < j ≤ n then εiÂ ∼= εjÂ for some 1 ≤ i ≤ m. It follows
by [12, Theorem 12.28], that ε1A, . . . , εmA are pairwise non-isomorphic and if m < j ≤ n then εiA ∼= εjA for some
1 ≤ i ≤ m. Let ε = ε1 + · · · + εm and B = εÂε. Then the algebra B ∼= εAε is basic and Morita equivalent to A.
Let Q be the Gabriel quiver of the algebra B. There exists a surjective algebra homomorphism pi : RQ → B such that
pi(ei) = εi for i ∈ Q0 and the kernel J of pi satisfies RQl ⊆ I ⊆ RQ2, for some l. Given an arrow α of Q let b′α be an
element of B such that b′α = pi(α). Let bα = εs(α)b′αεt(α), and observe that bα = pi(α). Then, by [1, Theorem 1.8] there
exist a V̂-algebra homomorphism p̂i : V̂Q → B defined by p̂i(ei) = εi and p̂i(α) = bα for every vertex i ∈ Q0 and any
arrow α ∈ Q1. Observe that Im p̂i + m̂B = B, hence p̂i is surjective by Nakayama Lemma. Let I be the kernel of p̂i . Then Ker
pi = I ∼= I⊗V̂ R, becauseB is a torsion free V̂-module. The homomorphism p̂i induces a surjective K̂ -algebra homomorphism
p̂i (K̂) : K̂Q → B(K̂) whose kernel is I(K̂) = I ⊗V̂ K̂ . SinceB(K̂) = B⊗V̂ K̂ , A(K̂) = Â⊗V̂ K̂ andB = εÂε, thenB(K̂) = εA(K̂)ε
and A(K̂) = ε1A(K̂) ⊕ · · · ⊕ εnA(K̂). For any j such thatm < j ≤ n there exist 1 ≤ i ≤ m such that εjA(K̂) ∼= εiA(K̂). It follows
thatB(K̂) and A(K̂) are Morita equivalent. 
Note that the K̂ -algebraB(K̂) is not basic in general.
Thanks to Proposition 4.1 and Lemma 4.2, Theorem 1.1 is a direct consequence of the following assertion (the detailed
proof of Theorem 1.1 is given in Section 6).
Theorem 4.3. Assume that V is a valuation ring in an algebraically closed field K with the residue field R. Let A = VQ/I be a
V-order, where Q ∈ Q and I is an ideal of VQ such that I is admissible. Then the K-algebra A(K) belongs to T MCL. If in addition
A is representation-finite, then A(K) is also representation-finite.
For the proof, see Section 6.
5. Degenerations of algebras
Let AlgK (d) be the variety of d-dimensional K -algebras (associative, with a unit); see [20]. That is, AlgK (d) is a subset of
K d
3
consisting of the tuples γ = (γijl)di,j,l=1 such that the multiplication
· : K d × K d → K d
defined by
i · j =
d∑
l=1
γijll,
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for any i, j, l = 1, . . . , d, is associative and admits a unit. Here i is the ith standard basis vector of K d. Given γ ∈ AlgK (d),
we denote by A(γ ) the K -algebra equal K d as a K -vector space and equipped with the multiplication given by the above
formula.
An algebra A0 of dimension d is called a degeneration of A1; see [9], if A0 ∼= A(γ0) for some point γ0 in the Zariski-closure
of the set
{γ ∈ AlgK (d) : A(γ ) ∼= A1}.
In Section 6 we apply the following result from [10], generalizing [6, Theorem 3.6].
Assume that C is finitely presented K -algebra and V is a finite dimensional subspace of C with a basis c1, . . . , cn. Let
f1, . . . , fm : K → V be regular maps such that
fi(λ) = fi,1(λ)c1 + · · · + fi,n(λ)cn,
where fi,j ∈ K [t], λ ∈ K . We denote by Iλ an ideal of C generated by the elements f1(λ), . . . , fm(λ) and Cλ = C/Iλ, for λ ∈ K .
Moreover, letD = k[t]⊗K C . LetJ be the ideal ofD generated by the elements fi identifiedwith fi = fi,1⊗c1+· · ·+fi,n⊗cn ∈
D , i = 1, . . . ,m.
Theorem 5.1 ([10]). We keep the notation introduced above. Assume that D/J is a finitely generated K [t]-module and there
exists a set U ⊂ K such that K \ U is finite and
(i) Cλ ∼= Cλ′ , for λ, λ′ ∈ U,
(ii) dimK C0 = dimK Cλ <∞ for λ ∈ U.
Then C0 is a degeneration of Cλ, for λ ∈ U.
6. The proof of Theorem 1.1
In this section we prove Theorems 4.3 and 1.1. We assume that V is a valuation ring in an algebraically closed field K
with the maximal ideal m and the residue field R. Let us start with an observation on ideals of VQ .
Lemma 6.1. Let Q ∈ Q. Assume that V is a valuation ring in a field K and I is a two sided ideal in VQ , such that ex /∈ I , for any
x ∈ Q0, and the V-algebra A = VQ/I is free finitely generated as a V-module. Then:
(a) The V-module A has a basis consisting of the I-cosets of the elements of a set
B =
⋃
x,y∈Q0
Bxy,
where Bxy consists of paths in Q starting at x and ending at y. Moreover, if y is a nondirecting vertex of Q then Bxy is either
empty or Bxy = {v, vuy, . . . , vumy }, for some m ≥ 0, where v is the shortest path from x to y.
(b) The ideal I has a set of generators G =⋃x,y∈Q0 Gxy, where
(i) if y is directing, then Gxy is either empty or consists of the unique path from x to y. Moreover, Gxy = ∅ if x = y,
(ii) if y is not directing, then Gxy is either empty or Gxy = {vG(ux)}, where v is the shortest path from x to y and G ∈ V[t] is
a monic polynomial. If x = y then G has positive degree.
Proof. Observe that A =⊕x,y∈Q0 exAey.
(a) Since V has a unique maximal ideal and A is finitely generated and free, every set of generators of A contains a basis.
Therefore A has a V-basis consisting of I-cosets of paths from a set B′. Let B′xy be the subset of B′ containing the I-cosets of
paths starting at x and ending at y. If y is directing, then there is at most one path from x to y in Q . Suppose that y is not
directing and assume that
B′xy = {vum0y , . . . , vumny },
where v is the shortest path from x to y and 0 ≤ m0 < · · · < mn.
We claim that if mn > n then one of vu
mi
y can be interchanged by vuky for some k < mi and the set obtained is again a
basis of A.
For any k ≥ 0 let
vuky = ak,0vum0y + · · · + ak,nvumny (∗k)
in A, where ak,i ∈ V . Note that if k = mj for some j, then ak,i = 1 when i = j and ak,i = 0 otherwise.
Assume that there exist a natural number k and i0 ∈ {0, . . . , n} such that k < mi0 and ak,i0 is invertible in V . Clearly,
k /∈ {m0, . . . ,mn} in this case. Then
vu
mi0
y = −a−1k,i0(ak,0vum0y + · · · + ak,i0−1vu
mi0−1
y + ak,i0+1vu
mi0+1
y + · · · + ak,nvumny − vuky)
in A and the claim follows.
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Suppose that ak,i ∈ m for any pair (k, i) such thatmi > k. Choose an integer k betweenms andms+1:ms < k < ms+1. We
allow s = −1 and putm−1 = −1. Put d = ms+1 − k.
Multiplying (∗k) by udx on the right we obtain
vums+1y = ak,0vum0+dy + · · · + ak,nvumn+dy
in A. Applying (∗m0+d), . . . ,(∗mn+d)we can write
vums+1y = a′0vum0y + · · · + a′kvumny
where
a′i =
n∑
j=0
ak,jamj+d,i
for any i = 0, . . . , n. Then a′s+1 ∈ m, since ak,j ∈ m when mj > k and amj+d,s+1 ∈ m when mj < k (because in this case
mj + d ≤ ms + d < ms+1 ≤ mn).
Since 1 − a′s+1 is invertible, the I-cosets of the elements v, vum0y , . . . , vumny are not linearly independent over V , a
contradiction.
(b) Consider the case when y is directing. Then Gxy is the singleton consisting of the unique path from x to y if such
a path exists and does not belong to Bxy. Otherwise we define Gxy to be empty. Assume now that y is not directing and
Bxy = {v, vuy, . . . , vumy }. Assume that
vum+1y = a0v + · · · + amvumy
in A and let Gxy = vG(uy), where G(t) = a0 + a1t + · · · + amtm − tm+1 ∈ V[t]. Since, by our assumptions, ey ∈ Byy, for any
y ∈ Q0, the additional statement about Gyy follows.
It is easy to check that G ⊆ I . Moreover, the (G)-cosets of the elements of B generate A′ = VQ/(G). Since A is a free
V-module it follows that the natural projection VQ−→A induces an isomorphism A′ ∼= A and (G) = I . 
Now let I be an ideal in VQ such that A = VQ/I is a V-order and I is an admissible ideal of RQ . The assumptions
of Lemma 6.1 are satisfied and it follows that I has a generating set of the form G0 ∪ G1 ∪ G2, where the polynomials Gi,
i = 1, . . . , n aremonic (we keep the notation introduced in (3.3) and (3.3′)). Since a valuation subring of a fieldK is integrally
closed in K , we may assume that
Gi(t) =
m∏
j=1
(t − ξj)ni,j ,
for i = 0, . . . , n, where ξj ∈ V , ni,j are nonnegative integers and ξj 6= ξj′ for j 6= j′.
We keep this notation and we construct a family of K -algebras Aλ, λ ∈ K .
Construction 6.2. We denoteΞ = {ξj : j = 1, . . . ,m}. We define an equivalence relation∼ in the setΞ by
ξj ∼ ξj′ if and only if ξj − ξj′ ∈ m.
Let D1, . . . ,Dp be the equivalence classes of ∼, we fix a sequence (ξj1 , . . . , ξjp) of elements of {ξ1, . . . , ξm} such that
ξjl ∈ Dl, for l = 1, . . . , p. We define
ξj,λ =
{
λξj if ξj ∈ m
ξjl + λ(ξj − ξjl) if ξj 6∈ m and ξj − ξjl ∈ m,
for j = 1, . . . ,m, and
Gi,λ(t) =
m∏
j=1
(t − ξj,λ)ni,j .
Further, we define sets of relations:
G1,λ = {viuriyiGi,λ(uyi)uyimi : i = 0, . . . , n′}
G2,λ = {uriyiGi,λ(uyi)uyimi : i = n′ + 1, . . . , n}
for λ ∈ K .
Let Iλ be an ideal generated by G0 ∪ G1,λ ∪ G2,λ and Aλ = KQ/Iλ, for λ ∈ K .
Now we list some useful properties of the algebras Aλ, λ ∈ K . First, A1 ∼= A(K).
Lemma 6.3. The ideal I0 is an admissible ideal of KQ .
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Proof. The ideal I is an admissible ideal of RQ . It follows that I is generated by the admissible relations and then I0 is
generated by admissible relations, by the construction.
Let y be a nondirecting vertex of Q and let y ∈ ∆j0 for some j = 1, . . . , E. Let Yj = {i ∈ {n′ + 1, . . . , n} : yi ∈ ∆j0}; see
(3.3) and (3.3′).
It is enough to prove that there exists natural numbermy such that u
my
y belongs to I0. There exists natural number p such
that upy belongs to I , since I is admissible. Then gcd(Gi)i∈Yj = t r for some natural r . It follows that gcd(Gi,0)i∈Yj = t r , by the
construction. Moreover there exists natural number s such that usyGi,0(uy) belongs to I0 for any i ∈ Yj. Then us+ry ∈ I0 and
the assertion follows. 
Lemma 6.4. There exists a setΩ of paths of a quiver Q that generates ideals I of RQ and I0 of KQ . Moreover dimR A = dimK A0.
Proof. The ideals I and I0 are generated by the same set of paths by Lemma 2.2, Lemma 6.3 and the Construction 6.2.
The equality of the dimensions follows easily. 
Lemma 6.5. The K-algebra A0 is representation-finite if and only if the R-algebra A is representation-finite.
Proof. LetΩ be a set of paths that generates I and I0; see Lemma 6.4.
We show that the algebras A and A0 satisfy the assumptions of Bongartz’s theorem [3, Section 1] (see also [4]). The
algebras A and A0 are finitely dimensional, by Lemma 6.4. For any x ∈ Q0 there are algebra isomorphisms
exAex ∼= exA0ex ∼= K [t]/(tnx),
for some natural number nx. Let us treat the isomorphisms as identities. Then, given x, y ∈ Q0, the exAex-eyAey-bimodule
exAey is isomorphic to K [t]/(tn), for some n ≤ nx, ny equipped with the natural K [t]/(tnx)-K [t]/(tny)-bimodule structure.
The same is truewith respect toA0. It follows that the above bimodules are uniserial and the algebrasA andA0 are distributive
in the sense of [3].
The universal cover Q˜ of the quiver Q is a tree, by Corollary 2.3. Let Ω˜ be a set obtained by lifting zero-relations from
Ω; see [21]. Then A˜ = RQ˜/(Ω˜) is the universal Galois cover of the R-category A and A˜0 = KQ˜/(Ω˜) is the universal Galois
cover of the K -category A0 and they are simply connected. It is easy to see that the R-category A˜ satisfies the combinatorial
conditions (a), (b), (c) and (d’) of Bongartz’s theorem [3, Section 1] if and only if A˜0 does and the lemma follows. 
Proposition 6.6. The K-algebras A1 and Aλ are isomorphic, for almost all λ ∈ K.
Proof. Observe that the set G0 ∪G1,1 ∪G2,1 of generators of I1 and the set G0 ∪G1,λ ∪G2,λ are as in Corollary 3.4, for almost
all λ ∈ K . It follows that the algebras A1 and Aλ are isomorphic, for almost all λ ∈ K . 
Lemma 6.7. The algebra A0 is a degeneration of A(K).
Proof. We apply Theorem 5.1 toD = K [t]Q , the path algebra of Q with coefficients in K [t] and the ideal J generated by
G0 ∪ G1,t ∪ G2,t . The elements of G0 ∪ G1,t ∪ G2,t are treated as the elements of K [t]Q in natural way. It is clear thatD/J is
finitely generated over K [t].
Since Cλ = C/Iλ ∼= Aλ, the condition (i) of Theorem 5.1 is satisfied thanks to Proposition 6.6.
Moreover dimK A0 = dimR A, by Lemma 6.4. Observe that dimR A = rankVA = dimK A(K), since A is free over V . Hence
dimR A = dimK A1. Then the condition (ii) of Theorem 5.1 is true and the lemma follows. 
Proof of Theorem 4.3. Since A(K) = KQ/I(K) and Q ∈ Q then A(K) ∈ T MCL, by Proposition 2.7.
Assume that the algebra A is representation-finite. Then A0 is representation-finite, by Lemma 6.5. By Lemma 6.7
and the fact that a degeneration of a representation-infinite algebra is representation-infinite [8, Theorem 4.2], A(K) is
representation-finite and the theorem follows. 
Proof of Theorem 1.1. Let V be a valuation ring in an algebraically closed field K and let A be a V-order. Assume that
A belongs to T MCL. We can extend V to a valuation ring V̂ , which is maximally complete. Put Â = A ⊗V̂ V̂ , then
A(K̂) = A(K)⊗K K̂ . There exists an idempotent ε ∈ Â, such thatB = εAε ∼= V̂Q/J for somequiverQ ∈ Q and an ideal J of V̂Q
such that J is admissible, as in Lemma 4.2. Since the class T MCL is closed underMorita equivalence,B ∈ T MCL. Applying
Theorem 4.3 to B we get B(K̂) ∈ T MCL and hence A(K̂) ∈ T MCL. It follows that A(K) ∈ T MCL by Proposition 4.1.
Similarly we prove that if A is representation-finite in T MCL then A(K) is representation-finite. 
7. The proof of Theorem 1.2
Let us collect some basic model theoretical concepts, the reader is referred to [12] for more model theory. Let L be the
first order language of the first order theory of fields or rings with identity; see [12]. We consider models for the language
L which are fields, therefore the terms can be identified with polynomials in variables x1, x2, . . . with integral coefficients.
An atomic formula is an equality of two terms. Other formulas are built of atomic ones with the usual logical connectives
∧,∨,¬,→ and quantifiers. Let C ⊆ D be classes of models for L. A set∑ of sentences is a set of axioms for C as a subclass
ofD if, for every modelM inD:M belongs to C if and only if all sentences from
∑
are satisfied inM . The class C is finitely
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axiomatizable as a subclass ofD provided there exist a finite set of axioms forC as a subclass ofD . We also consider the two-
sorted first order language of algebras over fields, which is a disjoint union of two copies of L with another function symbol
interpreted as a function · : K × A → A. It is clear that if K is a field and A is a K -algebra with identity then the obvious
interpretation of the symbols allows to us treat the pair (K , A) as a model for the above language; see [12].
The following theorem is a consequence of van den Dries’ [25] result applied to the theory of algebraically closed fields.
An outline of the proof is contained in [18].
Theorem 7.1. Let C be a subclass of ALG, such that the class C(d) consisting of d-dimensional algebras in C is finitely
axiomatizable, for any natural number d. The following conditions are equivalent:
(1) C induces an open Z-scheme in each dimension.
(2) Assume that V is a valuation ring in an algebraically closed field K , with the residue field R. If A is a V-order such that the
R-algebra A belongs to C, then the K-algebra A(K) belongs to C.
Lemma 7.2. The classes T MCL(d) and T MCLF (d) are finitely axiomatizable for any natural number d.
Outline of the proof. Given a number d there is only finitely many quivers Q such that Q is a Gabriel quiver of a d-
dimensional algebra. Let B be an algebra over an algebraically closed field K . The sentence ‘‘Q is a Gabriel quiver of B’’ is
expressible by a first order sentence; see [16]. It follows that the class T MCL(d) is finitely axiomatizable. Let φ be an axiom
for the class T MCL(d) and ψ be an axiom for the class of representation-finite d-dimensional algebras over algebraically
closed fields [11]. It is easy to observe that η = ψ ∧ φ is an axiom for T MCLF (d). 
Proof of Theorem 1.2. The proof is a direct consequence of Theorem 1.1, Theorem 7.1 and Lemma 7.2. 
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