Let μ be a nondoubling measure on R d . A class of commutators associated with multilinear fractional integrals and RBMO μ functions are introduced and shown to be bounded on product of Lebesgue spaces with μ.
Introduction
In recent years, the study of multilinear operators and their commutator has been attracting many researchers. Many results which parallel to the linear theory of classical integral operators are obtained. For details, one can see 1-4 , and so forth. Meanwhile, as a further development, harmonic analysis on R d with nondoubling measures has been developed rapidly. Many results of singular integrals and the related operators on Euclidean spaces with Lebesgue measure have been generalized to the Lebesgue spaces with nondoubling measures see 5-10 , etc. . Motivated by 5, 8 , we will consider the commutators generated by a class of multilinear fractional integrals and RBMO functions with nondoubling measure, which were introduced by Tolsa in 11 .
Before stating our results, we recall some definitions and notations. Let μ be a Radon measure on R d satisfying the following growth condition; there exist constants C > 0 and n ∈ 0, d , such that μ Q ≤ Cl Q n , 1.1
for any cube Q ⊂ R d with sides parallel to the coordinate axes, where l Q stands for the side length of Q. For r > 0, rQ will denote the cube with the same center as Q and with l rQ rl Q . 1.4
For m 1, we denote I α,1 by I α , which is the Riesz potential operator related to μ. 
We define a kind of commutator of I α,m as follows:
In particular, for m 2, we define
Obviously, for m 1, the operator defined in 1.5 is the Coifman-Rochberg-Weiss type commutator of fractional integral, b, I α . Under the assumption that μ is a nondoubling measure, Chen and Sawyer 5 established the L p , L q -boundedness of b, I α also see 9 for the more general case . In this paper, we will extend the result of 5 as follows. 
1.7
Clearly, 5, Theorem 1 is the special case of our Theorem 1.3 for m 1. Throughout this paper, we always use the letter C to denote a positive constant that may vary at each occurrence but is independent of the essential variable.
Proofs of theorems
We only prove Theorem 1.1 since Theorem 1.3 can follow from the same arguments and an analogous version of the following Lemma 2.5, which can be deduced by induction on m. Before proving our results, we need to recall some notation and establish some lemmas which play important roles in the proofs.
Let f be a function in L 
where the supremum is taken over all cubes Q with sides parallel to the coordinate axes, m Q f is the mean value of f on the cube Q. When β 0, we denote M
We also consider the noncentered doubling maximal operator N, defined by
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and for any doubling cubes Q ⊂ R,
Lemma 2.3 see 5 . Let p < r < n/α and 1/q 1/r − α/n. Then
where η > 1 and 0 ≤ α < n/p.
Lemma 2.4. Suppose μ is a Radon measure satisfying
1.1 . Let m ∈ N and 1/s 1/r 1 · · · 1/r m − α/n > 0 with 0 < α < mn, 1 ≤ r j ≤ ∞. Then, a if each r j > 1, I α,m f 1 , . . . , f m L s μ ≤ C m j 1 f j L r j μ ; 2.8 b if r j 1 for some j, I α,m f 1 , . . . , f m L s,∞ μ ≤ C m j 1 f j L r j μ .
2.9
Proof. The proof follows the idea that, for the classical setting, can be found in 4 . For the sake of completeness, we will show it again. 
Then, by 5, Lemma 1, page 1289 or see 6, page 1269 and Hölder's inequality see 12, page 15 for weak spaces when some r i 1 , we can get Lemma 2.4.
2.14 where
2.15
Proof. By the definition, to obtain 2.12 , it suffices to prove that for any x ∈ R d and a cube Q x,
2.16
and for any cubes Q ⊂ R, where Q is an arbitrary cube and R is doubling,
2.17
where
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First of all, it is easy to see that
2.19
Consequently,
where I μ 3/2 Q −1 Q I z dμ z , and II, III, IV are defined in the same way. In what follows, we estimate I-IV, respectively. For I, by Hölder's inequality and Lemma 2.1, we have
2.21
where τ 1 > 1, τ 2 > 1 and 1/τ 1/τ 1 1/τ 2 1.
For II, we have
2.22
where s > 1 and 1/s 1/τ 1.
Similarly, we have
It remains to estimate IV. For convenience, we set f
2.24
and so we have
2.25
To estimate IV 1 , set s 1 √ p 1 , s 2 √ p 2 , and 1/v 1/s 1 1/s 2 − α/n. It follows from Hölder's inequality and Lemma 2.4 that
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For term IV 2 , by Lemma 2.1, we have where the last inequality follows from the following two facts:
2.28 and see 11
Similarly,
2.30
For term IV 4 , we have
2.31
Taking the mean over y ∈ Q, we obtain
2.32
Thus,
Combing 2.20 -2.33 , we obtain 2.16 . Now we turn to estimate 2.17 . For any cubes, Q ⊂ R with x ∈ Q, where Q is arbitrary and R is doubling. We denote N Q,R 1 simply by N, write
2.34
By the similar arguments used in proving 2.33 , we obtain that
2.35
To estimate A 2 , we write
2.36
Then,
It is obvious that
2.38
In order to estimate term A 21 , we write
2.39
For B 1 z , we write
Therefore, we obtain 
2.54
Also, for any cube Q with x ∈ Q, K Q, Q ≤ C and K α Q, Q ≤ C, by 2.16 , 2.17 , and 2.54 , we
2.55
On the other hand, for all doubling cubes Q ⊂ R with x ∈ Q, such that K α Q,R ≤ P α , where P α is the constant in 5, Lemma 6 , by 2.17 , we have 
2.58
From this estimate and the definition of the sharp maximal function, we complete the proof of 2.12 . Similarly, we can deduce 2.13 and 2.14 . The details are omitted. Now we are in the position to prove Theorem 1.1. 
2.60
This proves Theorem 1.1.
