We study integrable systems on the semidirect product of a Lie group and its Lie algebra as the representation space of the adjoint action. Regarding the tangent bundle of a Lie group as phase space endowed with this semidirect product Lie group structure, we construct a class of symplectic submanifolds equipped with a Dirac bracket on which integrable systems (in the Adler-Kostant-Symes sense) are naturally built through collective dynamics. In doing so, we address other issues as factorization, Poisson-Lie structures and dressing actions. We show that the procedure *
becomes recursive for some particular Hamilton functions, giving rise to a tower of nested integrable systems.
Introduction
Integrable hamiltonian systems find a natural setting in the realm of Lie algebras and Lie groups where their equations of motion are realized as Lax pairs. It becomes an standard framework for many integrable systems after the seminal work by Arnold [3] encoding in this framework the equations of motion associated with the rigid body and incompressible fluid. This setting fits perfectly for systems which are strongly symmetric, in such a way that the configuration space can be identified with the symmetry group.
Those systems with a Lie group as configuration space have the cotangent bundle of this Lie group as phase space, which in turn can be identified with the Cartesian product of the group itself and the dual of its Lie algebra. They are symplectic manifolds, meaning that the Poisson brackets are nondegenerate, enjoying many nice properties related to the symmetry issues [1] , [14] . The restriction of this bracket to functions on the dual of the Lie algebra produces the Lie-Poisson bracket whose symplectic leaves coincides with coadjoint orbits.
When the Lie algebra is supplied with a nondegenerate Ad-invariant bilinear form, one can translate the Poisson structure to the Lie algebra and the equations of motion turns into the Lax pair form.
It is surprising that when symmetries are broken one may still find a Lie groups-Lie algebras setting encoding these kind of systems by considering semidirect products of Lie groups [24] . This is the case when potential energy is included as, for instance, in the rigid body system and its N-dimensional analogues [19] , [17] , [18] . The general setting is that reduction of the cotangent bundle of a Lie group by the action of some Lie subgroup makes semidirect products arise. A deep understanding of this connection began to appear in ref. [8] , and it was fully clarified in ref. [15] , where the heavy top and compressible flow are presented as motivating examples. There are many other dynamical systems falling in this scheme as the Kirchhoff equation for the motion of a rigid body in an ideal incompressible fluid moving under a potential and at rest at infinity, and the Leggett equation for the magnetic moment in the low tem-perature phases of 3 He [16] , [7] , where other issues of this kind of systems are analyzed. Since then, further developments and applications has been carried out widening the involvement of semidirect product Lie groups in dynamical systems [9] , [13] , [5] , [10] .
In this work we investigate integrable systems on semidirect product Lie groups from the point of view of the Adler-Kostant-Symes (AKS) [2] , [11] , [23] and Reyman and Semenov-Tian-Shansky [20] , [21] theory. In this context, non trivial integrable systems are generated by a restriction procedure: given a Lie algebra g = g + ⊕ g − , with g + , g − Lie subalgebras of g, the restriction of the set of Ad-invariant functions on a coadjoint orbit of g to the coadjoint orbit of one of its components, for instance g + , gives rise to a non trivial set of Poisson commuting functions, so that the Arnold-Liouville theorem holds. These ideas are extended to cotangent bundles of the Lie groups G, G + , G − associated with g, g + , g − , and the solution of the equations of motion on the cotangent bundle of the factors G + , for instance, arises as the G + -factor of an exponential curve in G.
As the general framework, we consider the semidirect product of a Lie group with the underlying vector space of its Lie algebra regarded as the representation space of the adjoint action and, for dynamical issues, the Dirac scheme as presented in ref. [4] focusing our attention on a family of symplectic submanifolds in G × g defined as the level set of the projection map Ψ :
We study hamiltonian systems on the tangent bundle of a semidirect product Lie group and work out the structure of the Hamilton equations of motion by writing them out in terms of its original components. In particular, collective dynamics and factorization will connect our construction with integrable systems. Because the factorization arises from a Poisson-Lie group, dressing vector fields are strongly involved in the dynamics, making relevant to analyze the induced Poisson-Lie structure on the semidirect products and the associated dressing actions. The construction produces a set of equations of motion resembling those of the heavy top just by substituting the adjoint action by the dressing one, and they can be solved by factorization following the AKS ideas. Also, for some particular collective hamiltonians, the construction can be promoted to a recursive procedure on iterated semidirect products, leading to a tower of integrable systems. Some issues of this developments are showed in an explicit example built on SL(2, C) and its Iwasawa decomposition.
The work is ordered as follows: in Section II we fix the algebraic tools of the problem, in Section III we describe the involved phase spaces, with the corresponding Dirac brackets, working out symmetries, the additional PoissonLie structure and the associated dressing actions. In Section IV we focus on the dynamical systems, collective dynamics and integrability by factorization describing also the nested equation of motion inherited from the nested semidirect product structure. In Section V, we build up a tower of integrable system for a particular collective hamiltonian, and finally, in Section VI we present an example on SL(2, C) showing the explicit solution obtained by factorization.
2 Semidirect products with the adjoint representation Let H 1 be a Lie group and h 1 its Lie algebra, which we assume equipped with a nondegenerate symmetric bilinear form
Associated to them, we consider the semidirect product H 2 = H 1 h 1 , where the vector space h 1 , with the trivial Lie algebra structure, is regarded as the representation space for the adjoint action of H 1 in the right action structure of semidirect product, so the Lie group structure for (a, X) ,
where Ad 1 stands for the adjoint action of H 1 on its Lie algebra h 1 .
In this setting, the right and left translation applied on (v, Z) ∈ T (a,X) H 2 reads:
So, we have that the right and left invariant vector fields on H 2 = H 1 h 1 at a point (a, V ) are defined as
The exponential map Exp
and the adjoint action of H 2 on h 2 is given by
The Lie algebra structure on
underlying the Lie group semidirect product structure of
Bilinear forms and factorization
We now consider the Lie algebra h 1 equipped with the symmetric nondegenerate Ad 1 -invariant bilinear form k 1 : h 1 ⊗ h 1 −→ R, and we define on h 2 the nondegenerate symmetric bilinear form k 2 :
which is also Ad 2 -invariant. 
being Lie subalgebras of h 1 . The factorization at this level can be seen in the crossed Lie bracket
where
are isotropic subspaces in relation with k 1 :
compose a Manin triple. In this way, each Lie algebra is also Lie bialgebra and the associated groups are Poisson-Lie groups.
The factorization of H 1 induces the factorization
Remark: Observe the above factorization is fully determined by factorization in the previous step: let
where h
The Lie algebra h 2 decomposes in a direct sum as
Moreover, h + 2 and h − 2 are isotropic subspaces in relation with k 2 implying the bijections γ h
For the sake of simplicity, we shall use γ to generically denote the bijections induced by the bilinear forms k i , for any i, no confusion would arise from this ambiguity since it becomes clear which map must be used from the labels of its arguments.
Let us quote some useful relations holding for every Lie bialgebra and PoissonLie group. They can be obtained from the interplay of the relation (7) and the bilinear forms k i :
and
We remark that Ad denotes the adjoint action of the groups H = H + H − , while
Ad denotes the corresponding adjoint actions of the factors H + or H − .
Poisson-Lie structure on H 2
The Lie algebras h i , h 
Having in mind the expression (3), and the Poisson-Lie structure in H
we may write
In terms of the components in
The Poisson-Lie bracket for a couple of functions
In order to take account of the structure of semidirect product of H + 2 , we write its differentials as dF = (dF, δF ) ∈ T * H
Due to the relation between k 1 and k 2 , eq. (5), we have that the bijections γ i :
Also, we need the right translations on the cotangent bundle
So, comparing (14) with the expression (12), we get
This expression suggest to write the Poisson-Lie bivector in a block matrix form on h
Let us introduce the map π 
The differential of this map at the neutral element, namely δ := π . The Jacobi property of the Lie bracket in h 2 + * is warranted by requiring that δ be a cocyle. Then using the expression (16) we get
An important case happens whenever δ is a coboundary, giving rise to the rmatrix approach to integrable system [20] . In this framework, we may see that in general a coboundary at the level 1 fails in to produce a coboundary at level 2. 
Dressing vectors
is a Lie algebra antihomomorphism. These vector fields are the dressing infinitesimal generators associated with the factorization H 2 = H The dressing vector right translated to the tangent space at the neutral element is
Let us come back to expression (12) and decompose it in the summands of h
is also a Poisson-Lie group, we may write the above expression in terms of the corresponding dressing vectors:
Therefore, the above expression reduces to
To obtain the dressing infinitesimal generators, this element of h + 2 has to be right translated to h
thus we have obtain the assignment Y
This result can be derived also from the factorization of the product h
we get
showing that its a left action. Also, it is easy to verify that
turning it into a right action.
The infinitesimal action is attained by considering
that coincides with the expression obtained in eq. (19) .
Analogously, for the reciprocal action h
Moreover, they are Lie algebra morphisms:
Hamiltonian dressing action
Besides the Poisson-Lie structure on H
2), one may take profit from the identification H 
We now seek for a hamiltonian function associated with the infinitesimal generators of the dressing actions of H From the expression of the infinitesimal generator (19) and using the rela-tions (9, 10), we write down
This vector field coincides with the lift of the infinitesimal generators of the dressing action of H 
where Θ :
The remaining term in the infinitesimal generator (19) is
Observe that
and the condition dı (0,W In the following sections we study some integrable systems on these phase spaces with flows described by dressing vector field like (21).
Phase spaces in H 2
We now consider H 2 as phase space equipped with the nondegenerate Poisson bracket inherited from the canonical symplectic form of T * H 1 and, following the Dirac procedure developed in ref. [4] , we construct a class of phase subspaces of H 2 on which nontrivial integrable systems naturally arise.
The nondegenerate Poisson bracket we consider here is obtained in analogous way as in the previous subsection, by using the inner product (, ) 1 and the induced bijection σ : h 1 −→ h * 1 , with its restrictions σ| h
being also linear bijections. Thus the symplectic structure in H 2 is
From this expression we get the hamiltonian vector field of H
and the Poisson bracket {F , H} 2 just means the Lie derivative of the function F along the the vector field V H .
The main idea of the approach to integrability we use here is to obtain non trivial integrable systems as the reduction of an almost trivial system defined in a phase space to some submanifold. It fits perfectly in the realm of Dirac method for constrained systems since it produces Lie derivatives of functions on the whole phase space along the projection of the hamiltonian vector fields on the tangent space of the constrained submanifold, giving rise to a representation of these vectors fields in terms of the geometrical data in the total phase space. Integral curves of this projected vector field are the trajectories of the constrained hamiltonian system. In the rest of the current section we adapt the approach developed in reference [4] to the framework of semidirect product and factorization as introduced above.
Fibration of symplectic submanifolds in H 2
The starting point is the phase space (H 2 , {, } 2 ), and we introduce the fibration
such that the fiber on h
In particular, N 2 (e, 0) = H
can be supplied with a nondegenerate Dirac bracket constructed following ref. [4] . We shall use the linear bijection σ : h 1 −→ h * 1 allows to translate those results to the current framework.
In order to simplify the notation we introduce the projectors
which will be used in the following.
Therefore the Dirac bracket on
where we have denoted the differential of a function F as dF = (dF , δF ) for its
In the particular case h 
as expected.
Let us consider a generic hamiltonian function H on H 1 × h 1 so, from the Poisson-Dirac bracket (26) one may obtain the corresponding hamiltonian vector field which turns to be
The Hamilton equation are then
It is interesting to specialize this structures to left invariant functions. Left
meaning that left invariant functions are those satisfying
and the Dirac bracket of two left invariant functions
that is the standard Lie-Poisson bracket on h + 1 . The hamiltonian vector field for left invariant functions is
3.2 The left action of H 1 on H 2 and its restriction to
with the infinitesimal generator
This action is hamiltonian referred to the symplectic form (23) with associated Ad-equivariant momentum map Φ B :
Hence, the momentum functions
produce the Lie derivative of a function F on H 2 along the projection of the vector field X H2 on N 2 h 
and the Lie derivative of a function F along the infinitesimal generator X H2 is given by the Dirac bracket
In particular, the Dirac bracket between momentum function φ X , φ Y is
Observe that the second term vanish whenever Π * − σ (Z 1
and defines a foliation in
4 Dynamics and integrable systems on H 2
Hamilton equations and collective dynamics on
The Hamilton equations of motion on N g
were derived from the Dirac bracket (26) in eq. (28), for any hamiltonian function H on H 1 × h 1 = H 2 . In order to study integrable systems, we shall consider a general collective hamiltonian
where h : h * 1 −→ R is Ad-invariant. Observe that collective hamiltonians with Ad-invariant h : h * 1 −→ R are naturally left invariant, i.e., for any g ∈ H 1 :
Let us introduce the Legendre transform of h :
Because of the Ad-invariance of h we have that
and the Hamilton equations (28) turn into
It can be decomposed into the dynamical content on each factor of
(Ω, Γ) coordinates
The equations (34) are easily handled after introducing the variables
which are related as
Also, observe that
and because Π * − σ (Z 1 ) is a character of h − 1 , it turns in 
Therefore, the collective Hamilton equations (34) can be written as
which, in some sense, resembles the Euler equation of motion for a rigid body moving under dressing action in place of adjoint action.
The Ad-invariance of h implies the relation
that traduces in terms of the new variables
or, equivalently
Using this result, the Hamilton equations (37) now reads
Remark:
The last Hamilton equations can still be rewritten in another form. Observe
where the second term in the rhs is equivalent to
Here, we observe that
for arbitrary Z ∈ h 1 , so we conclude that
Thus, finallyΓ
and the Hamilton equations take the form
Solving by factorization
We now see how to solve the Hamilton equations (41) by factorization, showing that the solution curves are orbits of the action of the factor curves in H Let us start with the last version of the Hamilton equation in terms of (Ω, Γ), namely eqs. (41). As it is well known, the second of these equations has the solution Γ 1 (t) = Ad
for some initial value
In addition, this brings another important consequence: the problem can be solved by factorization. Let us show how this idea works: adding the first equation (41) and (43) we get
that is equivalent to
By introducing the curve
and the map Θ 1 :
Therefore, solving the differential equation (45) Proposition: The vector field on H 1 × h 1 defined by the assignment
is in the null distribution of the differential Θ 1 * of Θ 1 .
Proof: Let us calculate it as follows
we conclude that
as stated.
Corollary: The map Θ 1 : H 1 × h 1 −→ h 1 is constant along the solution curves of the system of Hamilton equations
It makes the differential equation on H 1 (45) easily integrable: because
The decomposition of this solution k (t) in its factor on H 
gives the full solution of the original problem. In fact,
for some initial value Γ 1 (t • ) = Γ 1• .
The nested equation of motion
One may think of phase spaces on semidirect product Lie groups as way of packing many variables in a well suited fashion in order to formulate a compli- 
and, having in mind the expression for the corresponding adjoint action given in (3, 4) , we have that
By analogy, we introduce the variables
so, the above expressions for (Ω 1 , Γ 1 ) become
Also, the (translated) evolution vector field reads
Therefore, the equations of motion (37) for the
They become simpler and more familiar for
Remark: Observe that in the last two equations we can replace (7) and ref. [12] ). Then, these equations turn into where Ω is the angular velocity, M is the angular momenta, Γ is the gravitational force as seen from the moving frame, and N is the vector joining the center of mass with a fixed point. In these equations the evolution is generated by the adjoint action of the Lie algebra so 3 on itself, while in our case is generated by the dressing action of h
In order to solve the equations (49) we just need to factorize the exponential
with
These factors decompose on H ± 0 and h
so that from the solution (46)
Tower of integrable systems
The above construction can be made recursive for appropriated hamiltonians, giving rise thus to a tower of integrable system on semidirect products, all of them solvable by factorization.
First, let us suppose that G is a semisimple Lie group, g is its Lie algebra, and 
and using the Ad m−1 -invariance of the bilinear form k m−1 , to reach
As we saw above, eqs. (6, 8) , the factorization
implies that H m+1 factorizes according to
The chain of semidirect product of Lie groups produces a chain of semidirect sum of Lie algebras. Each element factorizes as
for the momentum map
In terms of the variables (Ω, Γ), see (35), we have
and the collective Hamilton equations (34) are
To write down the dynamics in terms of the coordinates of H + m−1 and h
we introduce the variables
such that Ω m and Γ m are now
and the corresponding equations of motion (49) are 
besides the equations dΓ 
where su 2 is the real subalgebra of sl 2 (C) of antihermitean matrices, and b is the subalgebra of upper triangular matrices with real diagonal and null trace.
For su 2 we take the basis
and in b this one
We also introduce the dual basis {x 1 , x 2 , x 3 } ⊂ su * 2 and {e,ẽ, h} ⊂ b * . This decomposition translate to the group giving SL (2, C) = SU (2) × B, where now B is the group of 2 × 2 upper triangular matrices with real diagonal and determinant 1. So, in order to fit the previous notation we identify h 0 = sl 2 (C), 
The Killing form for sl 2 (C) is
and the restriction to su 2 is negative definite. Hence we take
that is a symmetric nondegenerate Ad-invariant bilinear form turning b and su 2 into isotropic subspaces. It induces the linear bijection γ : su 2 → b * defined on the basis as
On su 2 there is the standard Killing form κ defined as
such that on the basis {X 1 , X 2 , X 3 , } it is (κ su 2 ) ij = −8δ ij . Then, we may use it to set a linear bijection ζ : su 2 −→ su * 2 such that
then, for the basis element we have
that implies explicitly
With these bijection we get the isomorphism ϑ :
and we define the linear bijection σ : sl 2 (C) −→ sl 2 (C) * from the bijections (61) and (62), so we get
that is symmetric σ (X) , Y = σ (Y ) , X because it is defined from a symmetric bilinear form.
6.2 Semidirect product of SL(2, C) with sl 2 (C)
Then, we shall work on H 0 = SL(2, C) and its Lie algebra h 0 = sl and each term in the rhs can be calculated explicitly, for
In order to built the variables
we shall need the adjoint action of B on sl 2 (C) such that for X ∈ sl 2 (C) we write
and then
Integrable systems are built in fiber on points h 
we conclude that the only character in b is 0, so Π *
The last result of the previous subsections allows to write the Dirac bracket on
The last term in the rhs can be written as
so it can be regarded as a static magnetic field associated to a magnetic monopole charge density
For left invariant functions the Poisson-Dirac bracket reduces to
Now we shall consider the semidirect product Lie group H 2 = H 1 h 1 , where
As in previous sections, in both cases we use the right action structure of semidirect product (1).We define on h 1 the nondegenerate symmetric bilinear form 
Regarding H 1 as the semidirect product H 1 = H 0 h 0 , we introduce the
as defined in eq. (47), yielding the set of differential equations 
Solving by factorization
In particular, we consider a collective hamiltonian on H 2
and the Hamilton function on h *
which is Ad 1 since it is naturally Ad 0 invariant. The Killing form on κ :
, and we saw in (66) that in b there are no nontrivial characters, so
The AKS scheme states that the H ± 1 factors of the exponential curve
solve the original system of differential equations, for some time independent
. In order to analyze what is happening at the level of H 0 and h 0 , we write these exponential by using the definition of the exponential, eq. 
Using the result (8), we have
where we wrote e Without loss of generality, we may take ||X|| = 1, so
In order to obtain the factors h + 0 (t) and k − 0 (t), we write the time independent vector X + 0 = a 1 X 1 + a 2 X 2 + a 3 X 3 , so ||X|| = 1 is equivalent to a 
Let us now address the second component in the exponential solution (71).
In order to handle it more easily, we shall introduce some notation. For the basis {X 1 , X 2 , X 3 } on su (2), eq. (54), we introduce the following notation: we write each element X in su (2) as X = x · X := x 1 X 1 + x 2 X 2 + x 3 X 3 where x := (x 1 , x 2 , x 3 ) is the real 3-vector formed by the components of X. 
Conclusions
Starting from a Poisson-Lie group, we have constructed integrable systems on the semidirect product with its Lie algebra showing that most of the standard issues of integrability and factorization are well suited in this framework, allowing for wider class of systems. We have obtained the Poisson-Lie structure on the semidirect product having a very simple relation with the original one, although it does not map coboundaries into coboundaries. This construction allows to supply each tangent bundle with two Poisson structures: a nondegenerate one which is derived from the canonical symplectic structure on the associated cotangent bundle through some linear bijection, and a Poisson-Lie one inherited from the semidirect product Lie group structure on the trivialization of tangent bundle. Moreover, the construction can be iterated on iterated semidirect products giving rise to a chain of phase spaces sharing both the Poisson structures.
On this chain, we get collective systems from the left translation momentum map on the whole Lie group, and by means of the Dirac brackets we project the collective dynamics onto a class of phase spaces which are isomorphic to the tangent bundle of one of the factors. That means, Dirac bracket produces non trivial integrable system on these phase subspaces from the collective hamiltonians on the whole phase space. The associated hamiltonian vector fields turn to be dressing vectors associated with the Poisson-Lie structures of the previ-ous step in the chain, and they fail in to be hamiltonian in relation with the Poisson-Lie structure of the corresponding level.
The system thus obtained are integrable by factorization of the Lie group in the previous step, and it can be traced back to the factorization of the initial Lie group of the chain. Moreover, for some special hamiltonians we get a tower of integrable system where the dynamical system at each level replicates one level down by projecting on the second component of the semidirect product.
Thus, the presented construction provides a setting for new class of integrable by factorization systems which are obtained from semidirect products of Lie groups.
