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Abstract
For the global superconvergence over the entire solution domain originated by Lin and his colleagues [7; 8], this
paper gives a framework of new estimates and new proofs for the basic estimates for bounds of
∫∫
(u − uI )xxvxx ds,∫∫
(u−uI )xyvxy ds and
∫∫
(u−uI )xxvyy ds, which reveal more intrinsic characteristics and easier understanding and better
readable. Suppose that the solution is smooth enough and the solution domain can be split into quasiuniform rectangular
elements ij with the maximal boundary length h. The study of [7; 8] dealt with only the clamped boundary condition
for biharmonic equations, to obtain the global superconvergence O(h4) in H 2 norms under uniform rectangles ij for the
solution u∈H 6(). This paper is devoted to other kinds of important boundary conditions, such as the simple support
condition, the natural boundary condition and their mixed types where the di;erent boundary conditions are subject
to di;erent edges of @. New error estimates are derived theoretically, and veri&ed numerically to reach the global
superconvergence O(h3:5) and O(h4) for di;erent boundary conditions on di;erent edges of  under uniform ij . Note
that the new superconvergence estimates in this paper are essential in practical applications, because di;erent boundary
conditions are needed in 3D blending surfaces [5] and in the combined methods for singularity problems [6]. c© 2002
Elsevier Science B.V. All rights reserved.
MSC: 65N10; 65N30
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1. Introduction
Consider a biharmonic equation on a rectangle = {(x; y); 06 x6 1; 06y6 Db} shown in
Fig. 1,
E2u=
(
@2
@x2
+
@2
@y2
)2
u=f; (x; y)∈; (1.1)
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Fig. 1. The solution domain and its partition, where N =8 and M =2.
where @=1 ∪ 2 ∪ 3 ∪ 4, edges 1 =CD;2 =AB; 3 =BD and 4 =AC. In this paper we
consider di;erent boundary conditions, such as the clamped condition, the simple support condition,
the symmetric boundary condition, the natural boundary condition, and their mixed types of di;erent
boundary conditions on di;erent edges.
De&ne the subspaces H ∗ and H ∗0 of the Sobolev space H 2() satisfying certain boundary con-
ditions and their corresponding homogeneous conditions. The solution of the biharmonic Eq. (1.1)
can be rewritten as a weak form: To seek u∈H ∗ such that
a(u; v)=F(v); ∀v∈H ∗0 ; (1.2)
where
a(u; v)=
∫∫

(u; v) ds; (1.3)
F(v)=
∫∫

fv ds−
4∑
i=1
∫
i
(m(u)vn + p(u)v) d‘ (1.4)
and
(u; v)=EuEv+ (1− )(2uxyvxy − uxxvyy − uyyvxx); 06 ¡ 1; (1.5)
uxx = @2u=@x2 and uxy = @2u=@x@y. The notations are
m(u)=−Eu+ (1− )(uxxx2l + 2uxyxlyl + uyyy2l ); (1.6)
p(u)=
@
@n
Eu+ (1− ) @
@l
(uxxxnxl + uxy(xnyl + xlyn) + uyyynyl); (1.7)
where xn; yn and xl; yl are the direction cosines of the unit outnormal and tangent vectors, respec-
tively.
Let the solution domain  be divided into small quasiuniform rectangles ij, i.e., =h =∪ij ij.
Rectangles ij are called quasiuniform ij if there exists a bound of ratios
h
minij{hi; kj}6C; (1.8)
where h=maxij{hi; kj}, and C is independent of h. Rectangles ij are called uniform ij if they are
quasiuniform, and if hi = h and kj = k; ∀i; j, where we assume h=max{h; k}. We choose
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the following bi-cubic Hermite interpolant polynomials as admissible functions on ij
uh(x; y) =
1∑
m;‘=0
{ui+m;j+‘$i;m(x)$j;‘(y) + hi(ux)i+m;j+‘ i;m(x)$j;‘(y)
+ kj(uy)i+m;j+‘$i;m(x) j;‘(y) + hikj(uxy)i+m;j+‘ i;m(x) j;‘(y)}; (1.9)
where hi = xi+1 − xi, kj =yj+1 − yj and ij = {(x; y); xi6 x6 xi+1; yj6y6yj+1}, shown in Fig.
1. ui; j; (ux)i; j ; (uy)i; j and (uxy)i; j in (1.9) denote the variables at the element nodes of the bi-cubic
Hermite elements. The functions appearing in (1.9) are
$i;‘(x)=$‘
(
x − xi
hi
)
;  j;‘(y)=  ‘
(
y − yj
kj
)
; (1.10)
where the cubic Hermite polynomials on [0; 1] are given by
$0(x)= 2x3 − 3x2 + 1; $1(x)=− 2x3 + 3x2;
 0(x)=$2(x)= x3 − 2x2 + x;  1(x)=$3(x)= x3 − x2:
(1.11)
Denote by V ∗h and V
0
h the &nite collections of the piecewise bi-cubic Hermite polynomials (1.9)
satisfying the same boundary conditions and corresponding homogeneous boundary conditions on all
the boundary nodes. Note that V ∗h ⊂H ∗; V 0h ⊂H ∗0 and the functions in V ∗h and V 0h are of the class C1.
The bi-cubic Hermite &nite element method can be expressed as follows: To seek uh ∈V ∗h such that
a(uh; v)=F(v); ∀v∈V 0h ; (1.12)
where a(u; v) and F(v) are de&ned in (1.3) and (1.4), respectively.
From (1.12) and (1.2) we have
a(u− uh; v)= 0; ∀v∈V 0h : (1.13)
Assume that the uniformly V 0h -elliptic inequality holds:
C0‖v‖22;6 a(v; v); ∀v∈V 0h ; (1.14)
where C0 is a positive constant independent of h. Let w= uh − uI ∈V 0h , where uI is the piecewise
bi-cubic Hermite interpolation of the true biharmonic solution u. Then we obtain
C0‖w‖22;6 a(uh − uI ; w)= a(u− uI ; w): (1.15)
This leads to
‖uh − uI‖2;6 1C0 supv∈V 0h
a(u− uI ; v)
‖v‖2;
6 sup
v∈V 0h
1
C0‖v‖2;
{∣∣∣∣
∫ ∫

(u− uI)xxvxx ds
∣∣∣∣+
∣∣∣∣
∫ ∫

(u− uI)yyvyy ds
∣∣∣∣
+2(1− )
∣∣∣∣
∫ ∫

(u− uI)xyvxy ds
∣∣∣∣+ 
∣∣∣∣
∫ ∫

(u− uI)xxvyy ds
∣∣∣∣
+
∣∣∣∣
∫ ∫

(u− uI)yyvxx ds
∣∣∣∣
}
: (1.16)
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The basic estimates for bounds of the &rst three terms on the right-hand side in (1.16) are given in
Sections 2–4, and the bounds for the last two terms in Section 5. In Section 6, global superconver-
gence is then derived for the mixed types of di;erent boundary conditions on i.
Note that the errors are &rst given for those between uh and the interpolation uI , instead of the true
solution u in the traditional FEM analysis (see [2]). Suppose that we have obtained the superclose
rates as ‖uh − uI‖2; =O(hp); 2:56p6 4, compared to the optimal convergence O(h2). Based on
the obtained numerical solution uh, we construct an a posteriori interpolant polynomial (5puh of
order 5, where the operator (5p satis&es
(5puI =(
5
pu; ‖(5pu− u‖26Ch4|u|6; ‖(5pv‖26C‖v‖2; v∈Vh; (1.17)
where simple notations ‖u‖k = ‖u‖k; and |u|k = |u|k; are used. Then
‖u−(5puh‖26 ‖u−(5puI‖2 + ‖(5p(uh − uI)‖2
6 ‖u−(5puI‖2 + C‖uh − uI‖2 =O(h4) + O(hp)=O(hp): (1.18)
Note that the optimal convergence rates are still given by the errors between u and uh:
‖u− uh‖26 ‖u− uI‖2 + ‖uh − uI‖2 =O(h2) + O(hp)=O(h2): (1.19)
Let us summarize the above results as a theorem.
Theorem 1.1. Suppose the uniformly V 0h -elliptic inequality (1:14) holds; the errors (uh − uI) have
the bound (1:16).
Remark 1. Compared with the traditional FEM analysis [2], the error bounds are derived &rst for
the di;erences uh−uI , instead of u−uh, although the same uniformly V 0h -elliptic inequality (1.14) is
needed. However, in this paper we do not need the continuity of the bilinear form (i.e., the Schwarz
inequality)
|a(u; v)|6C‖u‖2‖v‖2; (1.20)
which leads to the optimal convergence immediately
|a(u− uI ; v)|6C‖u− uI‖2‖v‖26Ch2|u|4‖v‖2: (1.21)
In fact (1.20) and (1.21) cause some arti&cial exaggeration of the true errors, shown in the rest of
this paper. The exaggeration of error bounds can be explained by the vector product
|˜x · y˜|= ‖˜x‖ ‖y˜‖ |cos(˜x; y˜)|; (1.22)
where the vector x˜=(x1; x2; : : : ; xn)T, and ‖v‖ is the Euclidean vector norm. Usually, Eq. (1.22) leads
to the Schwarz inequality
|˜x · y˜|6 ‖˜x‖ ‖y˜‖; (1.23)
to o;er larger bounds, because the equality happens in (1.23) if and only if x˜‖y˜. Therefore, the global
superconvergence in this paper reveals more intrinsic error characteristics of FEMs (cf. Ciarlet [2]),
so that it yields much more general, sharp results than known before, cf. [2,13].
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In this paper we consider di;erent boundary conditions on edges i (see Fig. 1).
(1) The clamped boundary condition on i, the piecewise bi-cubic Hermite polynomials in (1.9)
are enforced on i by v= u and vn = un in V ∗h , and then v= vn =0 in V
0
h .
(2) The simple support boundary condition on i, the admissible functions in (1.9) are enforced
on i only by v= u in V ∗h , and then v=0 in V
0
h .
(3) The natural boundary condition on i. From the recent study in [6], the solutions of biharmonic
equations at the four corners Pi; i=1; 2; 3; 4, must satisfy uxy(Pi)v(Pi)= 0 for v∈V 0h . Since v(Pi)
are arbitrary for the natural boundary conditions on i, there exist the corner constraints uxy(Pi)= 0
(i.e., no angle distortion at the corners), as well as vxy(Pi)= 0 for the admissible functions v∈V ∗h
and v∈V 0h . Note that in this case the solutions of (1.1) are still not unique because the solution
added by any linear function is also a solution. Let the solution of the biharmonic equation represent
the displacements of an elastic thin plate. The additional displacements involving a rigid motion of
the plate are allowed for the pure natural boundary conditions on @.
(4) The symmetric boundary condition to i, then vn =0 on i in both V ∗h and V
0
h . In fact, when
the solution u is symmetric to i, we have un = unnn =0, which leads to p(u)= unnn+(2−)ulln =0,
where n and l are the normal and tangent directions to i. Only the basic condition for vn is needed
to enforce by vn =0 on i for v∈V 0h in the Galerkin problem.
(5) Since the purely natural boundary condition @ does not lead to unique solutions of biharmonic
equations, for simplicity we only consider the mixed types of the natural boundary condition on
1∪2 and the simple support condition (or the clamped condition) on 3∪4. Since the solutions
at all four corners are &xed for this mixed type of boundary conditions, no corner conditions of [6]
on v∈V 0h are needed.
The global superconvergence O(h4) was &rst established by Lin and his colleagues [7,8] for the
biharmonic equation with =0 under the clamped condition on the entire domain boundary @.
This paper develops new error estimates in Theorems 4.1 and 5.1 for the terms on the right-hand
side in (1.16), thus to lead to the global superconvergence in Theorem 6.1 for ∈ [0; 1) and for
general boundary conditions on i. Superconvergence, O(h2:5)–O(h4), can be achieved, generally.
Superconvergence O(h4) and O(h3:5) are also veri&ed by the numerical experiments in the last
section. Note that the proofs of basic estimates in this paper are di;erent from those in [8], and
easier for readers to follow. This paper also presents a new framework of theoretical analysis of
global superconvergence of bi-cubic Hermite FEMs for biharmonic equations.
Now let us give a lemma for the important uniformly H ∗0 -elliptic inequality.
Lemma 1.1. When ∈ [0; 1); there exists the uniformly H ∗0 -elliptic inequality;
C0(; )‖v‖22;6 a(v; v); v∈H ∗0 ; (1.24)
for di8erence boundary conditions (1); (2) and (5); where C0(; ) is a positive constant dependent
only of  and .
Proof. We have
(v; v)= (1− )(v2xx + 2v2xy + v2yy) + (vxx + vyy)2: (1.25)
Then when ∈ [0; 1), (v; v)¿ 0. Moreover, when (v; v)= 0, the zero solution v ≡ 0 is obtained.
Indeed, when ∈ [0; 1), it follows from (1.25)
vxx = vyy = vxy =0: (1.26)
256 Z.C. Li, N. Yan / Journal of Computational and Applied Mathematics 142 (2002) 251–285
Hence v is a linear function on the entire domain . Since v satis&es the boundary conditions in
(1); (2) and (5); we conclude that v=0, at least, on one edge of i, which implies that v must be
the zero function over .
More strict proof for (1.24) is given as follows. By the contradiction we suppose that there exists
a sequence {v‘}∈H ∗0 such that
‖v‘‖2; =1; (1.27)
but
a(v‘; v‘)→ 0; as ‘ →∞: (1.28)
Based on the KandraPsov or Rellich theorem [2], any bounded sequence in the space H 2() contains a
subsequence that converges in H 1(). Then from (1.27) there must exist a subsequence, also written
as v‘, which has a limit v∗ in H 1(), i.e., lim‘→∞ v‘ = v∗. Since {v‘} are bounded in H 2(), the
convergent limit v∗ ∈H 2(). Moreover, for ∈ [0; 1), |v‘|2 → 0 from a(v‘; v‘) → 0. Then v∗ ∈H ∗0 ,
and
lim
‘→∞
a(v‘; v‘)= a(v∗; v∗)= 0; v∗ ∈H ∗0 : (1.29)
By repeating the above arguments, we conclude that v∗ ≡ 0 on , which implies that
lim
‘→∞
‖v‘‖2; = ‖v∗‖2; =0 (1.30)
and contradicts assumption (1.27). This completes the proof of (1.24).
Remark 2. When =1, the uniformly V 0h -elliptic inequality holds for only the clamped or simple
support boundary conditions on i. In fact, a(v; v)=
∫∫
 |Ev|2 ds=0 implies the harmonic function
v in . The Dirichlet condition v=0 on i from either the clamped condition or simple support
condition on i guarantees the zero solution.
2. Basic estimates for | ∫∫(u − uI )xxCxx ds|
This section is devoted to bounds of the &rst two terms on the right-hand side in (1.16), with the
completely new proofs (cf. [7,8]). Consider the reference square = {(x; y);−16 x; y6 1}. Also
de&ne a function $(y)∈C4[− 1; 1] such that
$(4)(y)= g(y); $(y)|y=±1 =$′(y)|y=±1 = 0; (2.1)
where g(y) is a function g(y)∈C[−1; 1]. Denote the boundary @ = ‘1∪‘1∪‘3∪‘4, where ‘1; ‘2; ‘3
and ‘4 are the upper, down, right and left edges of , respectively (see Fig. 2). Then we have a
lemma.
Lemma 2.1. Let P1(x)= ax + b be a linear function; $(y) satisfy (2:1); u∈H 6( ) and uI be the
bi-cubic Hermite interpolation of the solution u on . Then there exists the integration equality∫∫
g(y)(u− uI)xxP1(x) ds=
∫∫
$(y)uxxyyyyP1(x) ds: (2.2)
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Fig. 2. A reference element .
Proof. From integration by parts, we have∫∫
g(y)(u− uI)xxP1(x) ds=
∫∫
$(4)(y)(u− uI)xxP1(x) ds
=
(∫
‘1
−
∫
‘2
)
$(3)(y)(u− uI)xxP1(x) dx
−
∫∫
$(3)(y)(u− uI)xxyP1(x) ds
=
(∫
‘1
−
∫
‘2
)
$(3)(y)(u− uI)xxP1(x) dx
−
(∫
‘1
−
∫
‘2
)
$′′(y)(u− uI)xxyP1(x) dx
+
∫∫
$′′(y)(u− uI)xxyyP1(x) ds: (2.3)
Note that P′′1 (x)= 0 and
(u− uI)|Ai =(u− uI)x|Ai =(u− uI)y|Ai =(u− uI)xy|Ai =0; i=1; 2; 3; 4; (2.4)
where Ai are the vertices of . We conclude that the integrals on ‘1 ∪ ‘2 are just equal to zero,
based on integration by parts repeatedly:(∫
‘1
−
∫
‘2
)
$(3)(y)(u− uI)xxP1(x) dx=−
(∫
‘1
−
∫
‘2
)
$(3)(y)(u− uI)xP′1(x) dx=0;
(∫
‘1
−
∫
‘2
)
$′′(y)(u− uI)xxyP1(x) dx=−
(∫
‘1
−
∫
‘2
)
$′′(y)(u− uI)xyP′1(x) dx=0:
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Again, by noting the boundary condition in (2.1) we obtain from integration by parts,∫∫
g(y)(u− uI)xxP1(x) ds=
∫∫
$′′(y)(u− uI)xxyyP1(x) ds
=−
∫∫
$′(y)(u− uI)xxyyyP1(x) ds
=
∫∫
$(y)(u− uI)xxyyyyP1(x) ds
=
∫∫
$(y)uxxyyyyP1(x) ds; (2.5)
where we have used the property (uI)xxyyyy =0 of the bi-cubic Hermite polynomials uI . This com-
pletes the proof of Lemma 2.1.
Let the solution domain  of biharmonic equations be rectangular. The space of admissible
piecewise bi-cubic Hermite polynomials on h is denoted by Vh. Denote a rectangle by ij =
{(x; y); xi6 x6 xi + hi; yj6y6yj + kj}. We have the following lemma.
Lemma 2.2. For v∈Vh on quasiuniform ij ; there exist the bounds;
‖v˙xxyyy‖0; ij6C‖vxxyyy‖0; ij ; (2.6)
‖v˙xxyy‖0; ij6C‖vxxyy‖0; ij ; (2.7)
‖v˙xxy‖0; ij6C‖vxxy‖0; ij ; (2.8)
‖v˙xx‖0; ij6C‖vxx‖0; ij ; (2.9)
where the notations v˙xx = vxx(x; ye) with ye =yj+1=2 = (yj + yj+1)=2; and vxx = vxx(x; y).
Proof. For v∈Vh on ij there exist the equalities by the Taylor’s formula:
v˙xxyyy = vxxyyy; (2.10)
v˙xxyy = vxxyy − (y − ye)vxxyyy; (2.11)
v˙xxy = vxxy − (y − ye)vxxyy + 12(y − ye)2vxxyyy; (2.12)
v˙xx = vxx − (y − ye)vxxy + 12(y − ye)
2vxxyy − 13!(y − ye)
3vxxyyy: (2.13)
Take the proof for (2.9) as an example, because other proofs are similar. We have from (2.13)
‖v˙xx‖20; ij6C{‖vxx‖20; ij + h2‖vxxy‖20; ij + h4‖vxxyy‖20; ij + h6‖vxxyyy‖20; ij}
6C‖vxy‖20; ij ; (2.14)
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where we have used the inverse inequality for v∈Vh on the quasiuniform ij:
‖vx1+k y1+‘‖0; ij6Ch−(k+‘)‖vxy‖0; ij ; 06 k; ‘6 2: (2.15)
We have a theorem for basic estimations for the &rst two terms on the right-hand side in (1.16).
Theorem 2.1. Let rectangles ij be quasiuniform. Suppose that the solution is smooth enough:
u∈H 5() or u∈H 6(). Then there exist the bounds;∣∣∣∣
∫ ∫

wxxvxx ds
∣∣∣∣=O(h4)‖u‖6‖v‖2 (or O(h3)‖u‖5‖v‖2); v∈Vh; (2.16)
where w= u− uI ; and uI is the bi-cubic Hermite interpolation of the true solution u to the bihar-
monic equations.
Proof. From Taylor’s formula, the derivatives of v∈Vh on ij are expressed by
vxx = v˙xx(x; ye) + (y − ye)v˙xxy(x; ye) + 12(y − ye)2v˙xxyy(x; ye)
+ 16(y − ye)3v˙xxyyy(x; ye); (2.17)
with ye =yj+1=2. Then we have∫∫
ij
wxxvxx =
∫∫
ij
wxxv˙xx(x; ye) ds+
∫∫
ij
wxx(y − ye)v˙xxy(x; ye) ds
+ 12
∫∫
ij
wxx(y − ye)2v˙xxyy(x; ye) ds
+ 16
∫∫
ij
wxx(y − ye)3v˙xxyyy(x; ye) ds: (2.18)
Choose an aTne transformation de&ned by
T : (x; y)→ (xˆ; yˆ); xˆ= 2(x − xe)
hi
; yˆ=
2(y − ye)
kj
; (2.19)
where xe = xi+1=2 = 12(xi + xi+1). Then
dxˆ=
2dx
hi
; dyˆ=
2dy
kj
; ds=dx dy=
hikj
4
dxˆ dyˆ;
@u
@x
=
2
hi
@u
@xˆ
;
@u
@y
=
2
kj
@u
@yˆ
: (2.20)
By using the transformation T : ij → and v → vˆ. Eq. (2.18) is reduced to∫∫
ij
wxxvxx dx dy=
4hikj
h4i
∫∫
wˆxˆxˆvˆxˆxˆ dxˆ dyˆ
=
4kj
h3i
{∫∫
wˆxx ˆ˙vxx(xˆ; 0) dxˆ dyˆ
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+
2
kj
∫∫
kj
2
yˆwˆxˆxˆ ˆ˙vxˆxˆyˆ(xˆ; 0) dxˆ dyˆ
+
1
2
4
k2j
∫∫ k2j
4
yˆ 2wˆxˆxˆ ˆ˙vxˆxˆyˆyˆ(xˆ; 0) dxˆ dyˆ
+
1
6
8
k3j
∫∫ k3j
8
yˆ 3wˆxˆxˆ ˆ˙vxˆxˆyˆyˆyˆ(xˆ; 0) dxˆ dyˆ
}
: (2.21)
Note that ˆ˙vxˆ xˆ(xˆ; 0); ˆ˙vxˆxˆyˆ(xˆ; 0); ˆ˙vxˆxˆyˆyˆ(xˆ; 0) and ˆ˙vxˆxˆyˆyˆyˆ(xˆ; 0) are all linear functions from P1(xˆ) with the
respect to xˆ. Consider the solutions $i(yˆ) of (2.1), with gi(yˆ)= yˆ i; i=0; 1; 2; 3. Based on Lemma
2.1 and from the inverse transformation T−1 of (2.19) we obtain∣∣∣∣∣
∫ ∫
ij
wxxvxx dx dy
∣∣∣∣∣ = 4kjh3i
∣∣∣∣∣
∫ ∫ {
$0(yˆ) ˆ˙vxx(xˆ; 0) + $1(yˆ) ˆ˙vxˆxˆyˆ(xˆ; 0)
+
1
2
$2(yˆ) ˆ˙vxˆxˆyˆyˆ(xˆ; 0) +
1
6
$3(yˆ) ˆ˙vxˆxˆyˆyˆyˆ(xˆ; 0)
}
uxˆxˆyˆyˆyˆyˆ dxˆ dyˆ
∣∣∣∣∣
6C
kj
h3i
{‖ ˆ˙vxˆxˆ‖0; + ‖ ˆ˙vxˆxˆyˆ‖0; + ‖ ˆ˙vxˆxˆyˆyˆ‖0;
+ ‖ ˆ˙vxˆxˆyˆyˆyˆ‖0; }‖uˆ xˆxˆyˆyˆyˆyˆ‖0;
6Ch4{‖v˙xx‖0; ij + kj‖v˙xxy‖0; ij + k2j ‖v˙xxyy‖0; ij
+ k3j ‖v˙xxyyy‖0; ij}‖uxxyyyy‖0; ij : (2.22)
Moreover, from Lemma 2.2 and the Schwarz inequality we have∣∣∣∣
∫ ∫

wxxvxx dx dy
∣∣∣∣ =
∣∣∣∣∣
∑
ij
∫∫
ij
wxxvxx dx dy
∣∣∣∣∣
6Ch4
∑
ij
{‖v˙xx‖0; ij + kj‖v˙xxy‖0; ij
+ k2j ‖v˙xxyy‖0; ij + k3j ‖v˙xxyyy‖0; ij}‖uxxyyyy‖0; ij
6Ch4
∑
ij
{‖vxx‖0; ij + kj‖vxxy‖0; ij
+ k2j ‖vxxyy‖0; ij + k3j ‖vxxyyy‖0; ij}‖uxxyyyy‖0; ij
6Ch4
∑
ij
‖v‖2; ij‖uxxyyyy‖0
6Ch4‖u‖6;‖v‖2; =Ch4‖u‖6‖v‖2; (2.23)
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where we have also used the inverse estimates for quasiuniform ij
k‘j ‖vxxy‘‖0; ij6C‖v‖2; ij ; ‘=1; 2; 3: (2.24)
Eq. (2.23) is just one result on the right-hand side in (2.16) for u∈H 6().
When u∈H 5(), by using integration by parts to (uI)xxyyy, Eq. (2.5) should be modi&ed as
follows:∫∫
g(y)(u− uI)xxP1(x) ds=−
∫∫
$′(y)(u− uI)xxyyyP1(x) ds
=−
∫∫
$′(y)uxxyyyP1(x) ds+
∫∫
$′(y)(uI)xxyyyP1(x) ds
=−
∫∫
$′(y)uxxyyyP1(x) ds: (2.25)
In the last equality in (2.25) we have used the equality∫∫
$′(y)(uI)xxyyyP1(x) ds
=
(∫
‘1
−
∫
‘2
)
$(y)(uI)xxyyyP1(x) dx −
∫∫
u(y)(uI)xxyyyyP1(x) ds=0; (2.26)
where $(y)|y=±1 = 0 in (2.1) and (uI)xxyyyy =0. By following the above arguments we obtain the
other result in the brackets in (2.16) for u∈H 5(), and complete the proof of Theorem 2.1.
3. Basic estimates for | ∫∫(u − uI )xyCxy ds|
This and the next sections are devoted to deriving bounds of the third term on the right-hand side
in (1.16) for quasiuniform and uniform rectangular elements, respectively.
Let the reference square be = {(x; y);−16 x6 1;−16y6 1} in Fig. 2. De&ne the transmis-
sion functions on :
E(x)= x2 − 1; F(y)=y2 − 1: (3.1)
We give a lemma.
Lemma 3.1. The transmission functions (3:1) have the following properties:
E(x)|‘3∪‘4 = 0; F(y)|‘1∪‘2 = 0; (3.2)
1=
1
2
(E(x))′′=
1
4!
(E2(x))(4) =
1
6!
(E3(x))(6); (3.3)
x=
1
2
E′(x)=
1
4!
(E2(x))(3) =
1
6!
(E3(x))(5); (3.4)
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x2 =E(x) + 1=
2
4!
((E2(x))(2) + 4)=
2
6!
{(E3(x))(4) + 3× 4!}; (3.5)
E(x)=
2
4!
(E2(x))(2) − 2
3
=
2
4!
(E2(x))(2) − 1
3
(E(x))(2); (3.6)
E2(x)=
1
30
(E3(x))′′ − 1
15
(E2(x))′′ +
8
15
; (3.7)
(E2(x))′′=
1
30
(E3(x))(4) − 8
5
: (3.8)
Proof. We only show (3.6) since other properties are easily veri&ed. We have
E(x) = x2 − 1= 2
4!
{(E2(x))(2) + 4} − 1= 2
4!
(E2(x))(2) − 2
3
=
2
4!
(E2(x))(2) − 1
3
E′′(x): (3.9)
Lemma 3.2. Let w= u − uI ; and uI be the bi-cubic Hermite interpolation of u on . There exist
the following equalities for
∫∫
xiyjwxy ds by using integration by parts:∫∫
wxy ds=
∫∫
wxxy ds=
∫∫
wxyy ds=
∫∫
wxxyy ds=0; (3.10)
∫∫
xwxy ds=C1
∫
E2(x)uxxxxy ds; (3.11)
∫∫
ywxy ds=C2
∫
F2(y)uxyyyy ds; (3.12)
∫∫
x2wxy ds=C
∫
(E3(x))′uxxxxy ds; (3.13)
∫∫
y2wxy ds=C
∫
(F3(y))′uxyyyy ds; (3.14)
∫∫
xywxy ds=C
∫
F2(y)(E(x))′uxyyyy ds+ C
∫
(E2(x))′wxxxyy ds; (3.15)
∫∫
x2ywxy ds=C3
∫
F2(y)uxyyyy ds+ C
∫
(E2(x))′′F2(y)uxyyyy ds
+C
∫
(E3(x))′′wxxxyy ds; (3.16)
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∫∫
xy2wxy ds=C4
∫
E2(x)uxxxxy ds+ C
∫
E2(x)(F2(y))′′uxxxxy ds
+C
∫
(F3(y))′′wxxyyy ds; (3.17)
∫∫
x2y2wxy ds=C
∫
(E3(x))′uxxxxy ds+ C
∫
(F3(y))′uxyyyy ds
+C
∫
E2(x)(F2(y))′wxxxyy ds; (3.18)
where the coe;cients C and Ci are constants; and the values of C may vary in di8erent contexts.
Proof. First prove (3.11). From Lemma 3.1, we have from integration by parts∫∫
xwxy ds=
1
4!
∫∫
(E2(x))′′′wxy ds
=−C1
{(∫
‘3
−
∫
‘4
)
(E2(x))′′wxy dy −
∫∫
(E2(x))′′wxxy ds
}
=−C1
∫∫
(E2(x))′wxxxy ds=C1
∫
E2(x)uxxxxy ds: (3.19)
Also from Lemma 3.1 we obtain from integration by parts∫∫
x2wxy ds=
∫∫
2
6!
{(E3(x))(4) + 3× 4!}wxy ds
=C
∫∫
(E3(x))(4)wxy ds+ C
∫∫
wxy ds
=C
{(∫
‘3
−
∫
‘4
)
(E3(x))′′′wxy dy −
∫∫
(E3(x))′′′wxxy ds
}
=C
∫∫
(E3(x))′′′wxxy ds=C
∫∫
(E3(x))′′wxxxy ds
=C
∫∫
(E3(x))′uxxxxy ds: (3.20)
This is (3.13). Next, for proving (3.15) we have∫∫
xywxy ds=
1
4
∫∫
E′(x)F ′(y)wxy ds=− 14
∫∫
E′(x)F(y)wxyy ds
=−1
4
∫∫
E′(x)
{
2
4!
(F2(y))′′ − 2
3
}
wxyy ds
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=C
∫∫
E′(x)(F2(y))′′wxyy ds+ C
∫∫
E(x)wxxyy ds
=C
∫∫
E′(x)(F2(y))′wxyyy ds+ C
∫∫ {
2
4!
(E2(x))′′ − 2
3
}
wxxyy ds
=C
∫∫
E′(x)(F2(y))′wxyyy ds+ C
∫∫
(E2(x))′wxxxyy ds
+C
∫∫
wxxyy ds
=C
∫∫
E′(x)F2(y)uxyyyy ds+ C
∫∫
(E2(x))′wxxxyy ds: (3.21)
Third, we prove (3.16):
∫∫
x2ywxy ds=
1
2
∫∫
x2F ′(y)wxy ds
=
1
2
(∫
‘1
−
∫
‘2
)
x2F(y)wxy dx − 12
∫∫
x2F(y)wxyy ds
=−1
2
∫∫
2
4!
{(E2(x))′′ + 4}
{
2
4!
(F2(y))′′ − 2
3
}
wxyy ds
=C
∫∫
(E2(x))′′(F2(y))′′wxyy ds+ C
∫∫
(E2(x))′′wxyy ds
+C3
∫∫
(F2(y))′′wxyy ds+ C
∫∫
wxyy ds: (3.22)
The last integral is zero. By using integration by parts again, we have from (3.8)
∫∫
x2ywxy ds=C
∫∫
(E2(x))′′(F2(y))′′wxyy ds+ C
∫∫
(E3(x))′′′′wxyy ds
+C3
∫∫
(F2(y))′′wxyy ds
=C
∫∫
(E2(x))′′F2(y)uxyyyy ds+ C
∫∫
(E3(x))′′wxxxyy ds
+C3
∫∫
(F2(y))uxyyyy ds: (3.23)
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This is (3.16). Finally, we prove (3.18) by means of (3.5) and (3.8):∫∫
x2y2wxy ds=
∫∫
2
4!
[(E2(x))′′ + 4]
2
4!
[(F2(y))′′ + 4]wxy ds
=C
∫∫
(E2(x))′′(F2(y))′′wxy ds+ C
∫∫
(E3(x))(4)wxy ds
+C
∫∫
(F3(y))(4)wxy ds+ C
∫∫
wxy ds
=C
∫∫
E2(x)(F2(y))′wxxxyy ds+ C
∫∫
(E3(x))′uxxxxy ds
+C
∫∫
(F3(y))′uxyyyy ds: (3.24)
The rest inequalities, (3.10), (3.12), (3.14) and (3.17), can be proved similarly. This completes the
proof of Lemma 3.2.
Lemma 3.3. For v∈Vh on quasiuniform ij ; there exist the inequalities for 16m; n6 3.
‖ Vvxmyn‖0; ij6C‖vxmyn‖0; ij ; (3.25)
‖v˙xmyn‖0; ij6C‖vxmyn‖0; ij ; (3.26)
where Vv= v(xe; ye); v˙= v(xe; y) or v˙= v(x; ye); xe = xi+1=2 = xi + hi=2 and ye =yj+1=2 =yj + kj=2.
Proof. The desired results (3.25) are obtained directly from the following Taylor’s formulas and the
inverse inequalities:
Vvxy = vxy + (xe − x)vxxy + (ye − y)vxyy + 12(xe − x)2vxxxy + (xe − x)(ye − y)vxxyy
+ 12(ye − y)2vxyyy + 12(xe − x)2(ye − y)vxxxyy
+ 12(xe − x)(ye − y)2vxxyyy + 14(xe − x)2(ye − y)2vxxxyyy; (3.27)
Vvxxy = vxxy + (xe − x)vxxxy + (ye − y)vxxyy + (xe − x)(ye − y)vxxxyy
+ 12(ye − y)2vxxyyy + 12(xe − x)(ye − y)2vxxxyyy; (3.28)
Vvxyy = vxyy + (xe − x)vxxyy + (ye − y)vxyyy + 12(xe − x)2vxxxyy
+(xe − x)(ye − y)vxxyyy + 12(xe − x)2(ye − y)vxxxyyy; (3.29)
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Vvxxyy = vxxyy + (xe − x)vxxxyy + (ye − y)vxxyyy + (xe − x)(ye − y)vxxxyyy;
Vvxxyyy = vxxyyy + (xe − x)vxxxyyy;
Vvxxxyy = vxxxyy + (ye − y)vxxxyyy:
The proof for (3.26) is similar.
Below, we prove a basic estimate for the third term on the right-hand side in (1.16).
Theorem 3.1. Let rectangles ij be quasiuniform; and u∈H 5(). Then there exists the bound;∣∣∣∣
∫ ∫

wxyvxy ds
∣∣∣∣6Ch3‖u‖5‖v‖2; v∈Vh; (3.30)
where w= u− uI ; and uI is the piecewise bi-cubic Hermite interpolation of the true solution u to
the biharmonic equations.
Proof. From Taylor’s formula, the derivatives of vxy on ij are expressed by
vxy =
2∑
m;n=0
1
m!n!
(x − xe)m(y − ye)n Vvx1+my1+n ; (3.31)
where xe = xi+1=2 and ye =yj+1=2. Then we have∫∫

wxyvxy ds=
∑
ij
∫∫
ij
wxyvxy ds
=
∑
ij
{
2∑
m;n=0
1
m!n!
∫∫
ij
wxy(x − xe)m(y − ye)n Vvx1+my1+n
}
ds: (3.32)
By the aTne transformation, T in (2.19), we have∫∫
ij
wxy(x − xe)m(y − ye)n Vvx1+my1+n ds
=
(hi=2)(kj=2)(hi=2)m(kj=2)n
(hi=2)2+m(kj=2)2+n
∫∫
wˆxˆyˆ(xˆ)m(yˆ)n Vˆvxˆ1+myˆ 1+n dxˆ dyˆ
=
4
hikj
Vˆvxˆ1+myˆ 1+n
∫∫
wˆxˆyˆ(xˆ)m(yˆ)n dxˆ dyˆ: (3.33)
Also from Lemma 3.2, we may express the integration,∫∫
wˆxˆyˆ(xˆ)m(yˆ)n dxˆ dyˆ=
∫∫
{Cm;n;1uˆ xˆxˆxˆxˆyˆ + Cm;n;2uˆ xˆyˆyˆyˆyˆ
+Cm;n;3wˆxˆxˆxˆyˆyˆ + Cm;n;4wˆxˆxˆyˆyˆyˆ} dxˆ dyˆ; (3.34)
Z.C. Li, N. Yan / Journal of Computational and Applied Mathematics 142 (2002) 251–285 267
where Cm;n;‘ =Cm;n;‘(xˆ; yˆ) are bounded functions on . Moreover, since
|wˆxˆxˆxˆyˆyˆ|= |(uˆ− uˆ I)xˆxˆxˆyˆyˆ|6C|uˆ xˆxˆxˆyˆyˆ|; (3.35)
there exists the bound,∣∣∣∣
∫ ∫
wˆxˆyˆ(xˆ)m(yˆ)n dxˆ dyˆ
∣∣∣∣6C|D5uˆ|; (3.36)
where |D5uˆ|=∑5i=0 @5uˆ=@xˆi@yˆ 5−i. Then by using the inverse transformation T−1, we obtain from
Lemma 3.3∑
ij
2∑
m;n=0
∣∣∣∣∣
∫ ∫
ij
wxy(x − xe)m(y − ye)n Vvx1+my1+n ds
∣∣∣∣∣
6C
∑
ij
1
hikj
2∑
m;n=0
∫∫
|D5uˆ‖ Vˆvxˆ1+myˆ 1+n | dxˆ dyˆ
6C
∑
ij
h5
h2i k
2
j
2∑
mn=0
h1+mi k
1+n
j
∫∫
ij
|D5u| | Vvx1+my1+n(xe; ye)| dx dy
6Ch3
∑
ij
2∑
m;n=0
∫∫
ij
|D5u|hmi knj | Vvx1+my1+n | dx dy
6Ch3
∑
ij
‖u‖5; ij
2∑
m;n=0
hmi k
n
j ‖ Vvx1+my1+n‖0; ij
6Ch3
∑
ij
‖u‖5; ij
2∑
m;n=0
hmi k
n
j ‖vx1+my1+n‖0; ij
6C
∑
ij
h3‖u‖5; ij‖vxy‖0; ij : (3.37)
By using the Schwarz inequality, we obtain the desired bound:∣∣∣∣
∫ ∫

wxyvxy ds
∣∣∣∣6Ch3∑
ij
‖u‖5; ij‖vxy‖0; ij6Ch3‖u‖5‖v‖2: (3.38)
This completes the proof of Theorem 3.1.
4. New estimates for | ∫∫ (u − uI )xyCxy ds| for uniform rectangular elements
Theorem 3.1 with di;erent proofs from [7,8] is devoted to the case of quasiuniform ij; more
important results are given below for the estimates in the case of uniform ij. Note that the error
bounds in this section are new to [7,8] and essential, because they are needed for di;erent boundary
conditions of biharmonic equations. First we give a lemma.
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Lemma 4.1. Let w= u− uI ; where uI is the bi-cubic Hermite interpolation of u on . There exist
the equalities for
∫∫
xiyjwxy ds:∫∫
xwxy ds=C
∫∫
(E3(x))′uxxxxxy ds+ C
∫∫
(E2(x))′uxxxxxy ds+ C∗1
∫∫
uxxxxy ds;
(4.1)
∫∫
ywxy ds=C
∫∫
(F3(y))′uxyyyyy ds+ C
∫∫
(F2(y))′uxyyyyy ds+ C∗2
∫∫
uxyyyy ds;
(4.2)
∫∫
x2wxy ds=C
∫∫
E3(x)uxxxxxy ds; (4.3)
∫∫
y2wxy ds=C
∫∫
F3(y)uxyyyyy ds; (4.4)
∫∫
xywxy ds=C
∫∫
F2(y)E(x)uxxyyyy ds+ C
∫∫
E2(x)wxxxxyy ds; (4.5)
∫∫
x2ywxy ds=C
∫∫
(F3(y))′uxyyyyy ds+ C
∫∫
(E3(x))′uxxxxyy ds
+C
∫∫
(F2(y))′uxyyyyy ds+ C∗3
∫∫
uxyyyy ds
+C
∫∫
(E2(x))′F2(y)uxxyyyy ds; (4.6)
∫∫
xy2wxy ds=C
∫∫
(E3(x))′uxxxxxy ds+ C
∫∫
(F3(x))′uxxyyyy ds
+C
∫∫
(E2(x))′uxxxxxy ds+ C∗4
∫∫
uxxxxy ds
+C
∫∫
E2(x)(F2(y))′uxxxxyy ds; (4.7)
∫∫
x2y2wxy ds=C
∫∫
E3(x)uxxxxxy ds
+C
∫∫
F3(y)uxyyyyy ds+ C
∫∫
E2(x)F2(y)wxxxyyy ds; (4.8)
where the coe;cients C and C∗i =
8
15Ci are constants; and Ci are given in Lemma 3:2.
Z.C. Li, N. Yan / Journal of Computational and Applied Mathematics 142 (2002) 251–285 269
Proof. All the equalities in Lemma 4.1 can be obtained from Lemma 3.2 by using integration by
parts again, or by means of the following formulas:∫∫
E2(x)uxxxxy ds=
∫∫ (
1
30
(E3(x))′′ − 1
15
(E2(x))′′ +
8
15
)
uxxxxy ds
=
1
30
∫∫
(E3(x))′′uxxxxy ds− 115
∫∫
(E2(x))′′uxxxxy ds
+
8
15
∫∫
uxxxxy ds
=C
∫∫
(E3(x))′uxxxxxy ds+ C
∫∫
(E2(x))′uxxxxxy ds
+
8
15
∫∫
uxxxxy ds: (4.9)
Similarly,∫∫
F2(y)uxyyyy ds=C
∫∫
(F3(y))′uxyyyyy ds
+C
∫∫
(F2(y))uxyyyyy ds+
8
15
∫∫
uxyyyy ds: (4.10)
This completes the proof of Lemma 4.1.
We can easily prove the following lemma by following the arguments of Lemma 3.3.
Lemma 4.2. There exist the bounds for quasiuniform ij:
‖v˙xy‖0;‘∩ ij6C‖vxy‖0;‘∩ ij ; ‖v˙xy‖0; ij6C‖vxy‖0; ij ; (4.11)
where v˙xy = vxy(x; yj+1=2); or v˙xy = vxy(xi+1=2; y).
Below we give a new estimate for the third term on the right-hand side in (1.16) for uniform ij
(cf. [7,8]).
Theorem 4.1. Let rectangles ij be uniform; and u∈H 6(). Then there exists the bound;∣∣∣∣
∫ ∫

wxyvxy ds
∣∣∣∣6Ch4
{
4∑
i=1
∣∣∣∣@4u@n4
∣∣∣∣
1;i
∣∣∣∣
∣∣∣∣@v@n
∣∣∣∣
∣∣∣∣
1;i
+ ‖u‖6‖v‖2
}
; v∈Vh; (4.12)
where i are the four edges of @ in Fig. 1; w= u− uI ; and uI is the piecewise bi-cubic Hermite
interpolation of the true solution u to the biharmonic equations.
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Proof. By using Lemma 4.1 and by following the proof of Theorem 3.1, Eq. (3.34) should be
modi&ed as∫∫
wˆxˆyˆ(xˆ)m(yˆ)n Vvx1+ny1+m dxˆ dyˆ=
∫∫ 6∑
‘=0
Cm;n;‘uˆ 0ˆx‘yˆ 6−‘ Vvx1+ny1+m dxˆ dyˆ
+
∫∫
{C∗1 uˆ xˆxˆxˆxˆyˆ Vvxxy + C∗2 uˆ xˆyˆyˆyˆyˆ Vvxyy + C∗3 uˆ xˆxˆxˆxˆyˆ Vvxxyyy
+C∗4 uˆ xˆyˆyˆyˆyˆ Vvxxxyy} dxˆ dyˆ; (4.13)
where Cm;n;‘(=Cm;n;‘(xˆ; yˆ)) are bounded functions on , and C∗i ; i=1; 2; 3; 4, are constants given
in Lemma 4.1. By the inverse transformation T−1, we have∣∣∣∣
∫ ∫

wxyvxy dx dy
∣∣∣∣=∑
ij
∣∣∣∣∣
∫ ∫
ij
wxyvxy dx dy
∣∣∣∣∣6Ch4‖u‖6‖v‖2
+
∣∣∣∣∣C∗1
∑
ij
(
hi
2
)4 ∫∫
ij
uxxxxy Vvxxy dx dy
+C∗2
∑
ij
(
kj
2
)4 ∫∫
ij
uxyyyy Vvxyy dx dy
+C∗3
∑
ij
∫∫
ij
(
hi
2
)4(kj
2
)2
uxxxxy Vvxxyyy dx dy
+C∗4
∑
ij
(
kj
2
)4(hi
2
)2 ∫∫
ij
uxyyyy Vvxxxyy dx dy
∣∣∣∣∣ : (4.14)
Below, we will derive bounds for four integrations on the right-hand side of the above equality, one
by one. Denote
Vvxxy = v˙xxy(x; ye)− 12 ((x − xe)2 − h2e)′v˙xxxy: (4.15)
From the uniform assumption of rectangles ij with h= hi and he = h=2, we have∑
ij
h4i
∫∫
ij
uxxxxy Vvxxy dx dy= h4
∑
ij
∫∫
ij
uxxxxy Vvxxy dx dy
= h4
{∑
ij
∫∫
ij
uxxxxyv˙xxy(x; ye) dx dy
− 1
2
∑
ij
∫∫
ij
uxxxxy((xe − x)2 − h2e)′v˙xxxy dx dy
}
: (4.16)
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Since u∈H 6() given by the assumption and since v˙xy(x; ye) and uxxxxy are continuous along the
edges parallel to axis Y , based on Lemma 4.2 we have from integration by parts,∣∣∣∣∣
∑
ij
∫∫
ij
uxxxxyv˙xxy(x; ye) dx dy
∣∣∣∣∣
=
∣∣∣∣∣
∑
ij
(∫
3∩ ij
−
∫
4∩ ij
)
uxxxxyv˙xy(x; ye) dy −
∑
ij
∫∫
ij
uxxxxxyv˙xy(x; ye) dx dy
∣∣∣∣∣
6
4∑
‘=3
∑
ij
‖uxxxxy‖0;‘∩ ij‖v˙xy‖0;‘∩ ij + C
∑
ij
‖u‖6; ij‖v˙‖2; ij
6
4∑
‘=3
∑
ij
‖uxxxxy‖0;‘∩ ij‖vxy‖0;‘∩ ij + C
∑
ij
‖u‖6; ij‖v‖2; ij
6C
{
4∑
‘=3
∣∣∣∣@4u@n4
∣∣∣∣
1;i
‖vn‖1;i + ‖u‖6‖v‖2
}
: (4.17)
Moreover, by noting that [(x − xe)2 − h2e]‖x=xi ;xi+1 = 0, we have from integration by parts∣∣∣∣∣
∑
ij
∫∫
ij
uxxxxy((xe − x)2 − h2e)′v˙xxxy(x; ye) dx dy
∣∣∣∣∣
=
∣∣∣∣∣
∑
ij
∫∫
ij
uxxxxxy((xe − x)2 − h2e)v˙xxxy(x; ye) dx dy
∣∣∣∣∣
6C
∑
ij
‖u‖6; ij × h2i ‖v˙xxxy‖0; ij6C‖u‖6‖v‖2: (4.18)
Therefore, combining (4.16)–(4.18) yields∣∣∣∣∣
∑
ij
h4i
∫∫
ij
uxxxxy Vvxxy dx dy
∣∣∣∣∣
6Ch4
{
4∑
i=3
∣∣∣∣@4u@n4
∣∣∣∣
1;i
‖vn‖1;i + ‖u‖6‖v‖2
}
: (4.19)
This is the bound for the &rst integration on the right-hand side in (4.14). Next, for bounds of the
rest integrations on the right-hand side in (4.14), we have∣∣∣∣∣
∑
ij
h4i k
2
j
∫∫
ij
uxxxxy Vvxxyyy dx dy
∣∣∣∣∣
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6Ch4
{
4∑
i=3
k2j
∣∣∣∣@4u@n4
∣∣∣∣
1;i
‖vn‖3;i + ‖u‖6‖v‖2
}
6Ch4
{
4∑
i=3
∣∣∣∣@4u@n4
∣∣∣∣
1;i
‖vn‖1;i + ‖u‖6‖v‖2
}
: (4.20)
Similarly we obtain∣∣∣∣∣
∑
ij
k4j
∫∫
ij
uxyyyy Vvxyy dx dy
∣∣∣∣∣6Ch4
{
2∑
‘=1
∣∣∣∣@4u@n4
∣∣∣∣
1;‘
‖vn‖1;‘ + ‖u‖6‖v‖2
}
; (4.21)
and ∣∣∣∣∣
∑
ij
h2i k
4
j
∫∫
ij
uxyyyy Vvxxxyy dx dy
∣∣∣∣∣6Ch4
{
2∑
‘=1
∣∣∣∣@4u@n4
∣∣∣∣
1;i
‖vn‖1;i + ‖u‖6‖v‖2
}
: (4.22)
Combining (4.14) and (4.19)–(4.22) gives the desired results (4.12); this completes the proof of
Theorem 4.1.
5. New estimates for | ∫∫ (u − uI )xxCyy ds|
For estimating bounds of the last two terms on the right-hand side in (1.16), we &rst give a
lemma.
Lemma 5.1. Denote ij =i ∩ kj; i=1; 2; ∀k; j; there exist the bounds;∣∣∣∣∣∣
2∑
j=1
∑
i
h4i
∫
ij
uxxxxvxxy dx
∣∣∣∣∣∣6CRx; (5.1)
where Rx for quasiuniform ij is given by
Rx = h4
2∑
j=1
|u|4;j‖vn‖2;j (5.2)
and for uniform ij ;
Rx = h4


2∑
j=1
|u|5;j‖vn‖1;j +
4∑
i=1
|uxxxx(Pi)‖vxy(Pi)|

 ; (5.3)
where Pi are four corners of = @.
Proof. Eqs. (5.1) and (5.2) hold for quasiuniform ij directly from the Schwarz inequality. When
ij are uniform, h= hi = const. k = kj = const. For simplicity, let h=max{h; k}, we obtain from
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integration by parts,∣∣∣∣∣∣
2∑
j=1
∑
i
h4i
∫
ij
uxxxxvxxy dx
∣∣∣∣∣∣ = h4
∣∣∣∣∣∣
2∑
j=1
∑
i
∫
ij
uxxxxvxxy dx
∣∣∣∣∣∣
= h4
∣∣∣∣∣∣
2∑
j=1
∑
i
{
[uxxxxvxy]
∣∣∣∣∣
+
ij
−ij
−
∫
ij
uxxxxxvxy dx
}∣∣∣∣∣
6 h4


∣∣∣∣∣∣
2∑
j=1
∑
i
∫
ij
uxxxxxvxy dx
∣∣∣∣∣∣+
4∑
i=1
|uxxxx(Pi)| |vxy(Pi)|


6 h4

 2∑
j=1
|u|5;j‖vn‖1;j +
4∑
i=1
|uxxxx(Pi)‖vxy(Pi)|

 ; (5.4)
where ±ij are the boundary points of ij. This completes the proof of Lemma 5.1.
Next we give a new theorem for basic estimates needed in (1.16).
Theorem 5.1. There exist the bounds for v∈Vh:∣∣∣∣
∫ ∫

(u− uI)xxvyy ds
∣∣∣∣6
∣∣∣∣
∫ ∫

(u− uI)xyvxy dx dy
∣∣∣∣
+C
{
ht
4∑
i=3
|un|t;i‖v‖2;i + Rx
}
; t=3; 4; (5.5)∣∣∣∣
∫ ∫

(u− uI)yyvxx ds
∣∣∣∣6
∣∣∣∣
∫ ∫

(u− uI)xyvxy ds
∣∣∣∣
+C
{
ht
2∑
i=1
|un|t;i‖v‖2;i + Ry
}
; t=3; 4; (5.6)
where Rx and Ry are given for quasiuniform ij
Rx = h4
2∑
i=1
|u|4;i‖vn‖2;i ; Ry = h4
4∑
i=3
|u|4;i‖vn‖2;i (5.7)
and for uniform ij
Rx = h4
{
2∑
i=1
|u|5;i‖vn‖1;i +
4∑
i=1
|uxxxx(Pi)‖vxy(Pi)|
}
;
Ry = h4
{
4∑
i=3
|u|5;i‖vn‖1;i +
4∑
i=1
|uyyyy(Pi)‖vxy(Pi)|
}
; (5.8)
where Pi are four corner nodes of @.
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Proof. We only prove (5.5) because (5.6) is obtained from (5.5) by exchanging x and y. Since the
functions (u− uI)x, v (and vyy) for v∈Vh are continuous along the edges of ij parallel to axis y,
we obtain from integration by parts∫∫

(u− uI)xxvyy dx dy=
(∫
3
−
∫
4
)
(u− uI)xvyy dy
−
∫∫

(u− uI)xvxyy dx dy; v∈Vh: (5.9)
Similarly, since the functions (u − uI)x and vxy for v∈Vh are continuous along the edges of ij
parallel to axis x, we obtain from the integration by parts again,∫∫

(u− uI)xvxyy dx dy=
(∫
1
−
∫
2
)
(u− uI)xvxy dx
−
∫∫

(u− uI)xyvxy dx dy; v∈Vh: (5.10)
Combining (5.9) and (5.10) yields∣∣∣∣
∫ ∫

(u− uI)xxvyy dx dy
∣∣∣∣6
∣∣∣∣
∫ ∫

(u− uI)xyvxy dx dy
∣∣∣∣+
4∑
i=3
∣∣∣∣
∫
i
(u− uI)xvyy dy
∣∣∣∣
+
2∑
i=1
∣∣∣∣
∫
i
(u− uI)xvxy dx
∣∣∣∣ ; v∈Vh: (5.11)
Obviously,
4∑
i=3
∣∣∣∣
∫
i
(u− uI)xvyy dy
∣∣∣∣6Cht
4∑
i=3
‖un‖t;i‖v‖2;i ; t=3; 4: (5.12)
For the last term on the right-hand in (5.11), we obtain from the Schwarz inequality and the
interpolation error estimates,
2∑
i=1
∣∣∣∣
∫
i
(u− uI)xvxy dx
∣∣∣∣ =
2∑
i=1
∣∣∣∣∣
∑
j
∫
ij
(u− uI)xvxy dx
∣∣∣∣∣
6
2∑
i=1
∣∣∣∣∣
∑
j
∫
ij
(u− uI)vxxy dx
∣∣∣∣∣
6Ch4
2∑
i=1
|u|4;i‖vn‖2;i =CRx: (5.13)
Combining (5.11)–(5.13) yields the desired result (5.5) with Rx in (5.7).
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Below, more attention will be paid to derive a sharp bound of (5.13), which leads to (5.5) with
Rx in (5.8) for uniform ij.
Let w= u− uI , and
vxy = v˙xy + (x − xe)v˙xxy + 12(x − xe)2v˙xxxy; (5.14)
where v˙= v(xe; y), and xe = xi+1=2. Then we obtain
2∑
i=1
∣∣∣∣∣
∑
j
∫
ij
(u− uI)xvxy dx
∣∣∣∣∣6
2∑
i=1
∑
j
∣∣∣∣∣
∫
ij
(u− uI)xv˙xy dx
∣∣∣∣∣
+
2∑
i=1
∣∣∣∣∣
∑
j
∫
ij
(u− uI)x(x − xe)v˙xxy dx
∣∣∣∣∣
+
2∑
i=1
∑
j
1
2
∣∣∣∣∣
∫
ij
(u− uI)x(x − xe)2v˙xxxy dx
∣∣∣∣∣ : (5.15)
Now let us derive bounds for three terms on the right-hand side in (5.15). Note that v˙x; v˙xx and
v˙xxx are piecewise constant on 1 and 2, we conclude the trivial zero for the &rst term
2∑
i=1
∑
j
∣∣∣∣∣
∫
ij
(u− uI)xv˙xy dx
∣∣∣∣∣=0: (5.16)
Second, based on the transformation (2.19) we have∣∣∣∣∣
∫
ij
(u− uI)x(x − xe)2v˙xxxy dx
∣∣∣∣∣=
(
hi
2
)2 ∣∣∣∣
∫ 1
−1
xˆ2(uˆ− uˆ I)xˆ v˙xxxy dxˆ
∣∣∣∣ : (5.17)
Also we obtain from (3.5) and from integration by parts∣∣∣∣
∫ 1
−1
xˆ2(uˆ− uˆ I)xˆ v˙xxxy dxˆ
∣∣∣∣ =
∣∣∣∣
∫ 1
−1
(C(E3(xˆ))(4) + C)(uˆ− uˆ I)xˆ v˙xxxy dxˆ
∣∣∣∣
6C
∣∣∣∣
∫ 1
−1
E3(xˆ)uˆ xˆxˆxˆxˆxˆ v˙xxxy dxˆ
∣∣∣∣6C|uˆ|5; [−1;1]|v˙xxxy|0; [−1;1]
6Ch4|u|5;ij |v˙xxxy|0;ij : (5.18)
Combining (5.17) and (5.18) yields
2∑
i=1
∑
j
1
2
∣∣∣∣∣
∫
ij
(u− uI)x(x − xe)2v˙xxxy dx
∣∣∣∣∣6Ch6
2∑
i=1
∑
j
|u|5;ij |v˙xxxy|0;ij
6Ch6
2∑
i=1
|u|5;i |vxxxy|0;i6Ch4
2∑
i=1
|u|5;i |vn|1;i :
(5.19)
This is the bound for the last term on the right-hand side in (5.15).
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Third, by means of Lemma 5.1, we derive bounds for the middle term on the right-hand side in
(5.15). We have from the transformation (2.19), and from properties (3.4) and (3:7)∫
ij
(u− uI)x(x − xe)v˙xxy dx
=
hj
2
∫ 1
−1
xˆ(uˆ− uˆ I)xˆ v˙xxy dxˆ
=
hj
2
1
4!
∫ 1
−1
(E2(xˆ))(3)(uˆ− uˆ I)xˆ v˙xxy dxˆ
=− hj
2
1
4!
∫ 1
−1
E2(xˆ)uˆ xˆxˆxˆxˆ v˙xxy dxˆ
= hj
∫ 1
−1
{C(E3(xˆ))′′ + C(E2(xˆ))′′ + C5}uˆ xˆxˆxˆxˆ v˙xxy dxˆ
=− hj
∫ 1
−1
{C(E3(xˆ))′ + C(E2(xˆ))′}uˆ xˆxˆxˆxˆxˆ v˙xxy dxˆ + C5hj
∫ 1
−1
uˆ xˆxˆxˆxˆ v˙xxy dxˆ; (5.20)
where hj = |ij|, and C and C5 are constants. By the inverse transformation T−1, there exists the
bound∣∣∣∣
∫ 1
−1
{C(E3(xˆ))′ + C(E2(xˆ))′}uˆ xˆxˆxˆxˆxˆ v˙xxy dxˆ
∣∣∣∣6C|uˆ|5; [−1;1]|v˙xxy|0; [−1;1]
6Ch4|u|5;ij |v˙xxy|0;ij : (5.21)
Therefore, we obtain from (5.20) and (5.21)
2∑
i=1
∣∣∣∣∣
∑
j
∫
ij
(u− uI)x(x − xe)v˙xxy dx
∣∣∣∣∣
6Ch5
2∑
i=1
∑
j
|u|5;ij |v˙xxy|0;ij + C5
2∑
i=1
∣∣∣∣∣
∑
j
h4j
∫
ij
uxxxxv˙xxy dx
∣∣∣∣∣
6Ch4
2∑
i=1
|u|5;i |vn|1;i + C5
2∑
i=1
∣∣∣∣∣
∑
j
h4j
∫
ij
uxxxx(vxxy + (xe − x)vxxxy) dx
∣∣∣∣∣ : (5.22)
Moreover, based on Lemma 5.1
2∑
i=1
∣∣∣∣∣
∑
j
h4j
∫
ij
uxxxxvxxy dx
∣∣∣∣∣6CRx; (5.23)
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where Rx is given in (5.3) for uniform ij. Also since vxxxy is constant on 1j ∪ 2j, we have
2∑
i=1
∣∣∣∣∣
∑
j
h4j
∫
ij
uxxxx(xe − x)vxxxy dx
∣∣∣∣∣6
2∑
i=1
∑
j
h4j
∣∣∣∣∣
∫
ij
uxxxx
(
1
2
(xe − x)2 − 12h
2
e
)′
vxxxy
∣∣∣∣∣
6Ch4
2∑
i=1
∑
j
∣∣∣∣∣
∫
ij
uxxxxx[(xe − x)2 − h2e]vxxxy dx
∣∣∣∣∣
6Ch6
2∑
i=1
|u|5;i |vxxxy|0;i
6Ch4
2∑
i=1
|u|5;i |vn|1;i : (5.24)
Combining (5.22)–(5.24) yields the bound of the middle term on the right-hand side in (5.15),
2∑
i=1
∣∣∣∣∣
∑
j
∫
ij
(u− uI)x(x − xe)v˙xxy dx
∣∣∣∣∣
6Ch4
{
2∑
i=1
|u|5;i‖vn‖1;i +
4∑
i=1
|uxxxx(Pi)‖vxy(Pi)|
}
: (5.25)
Finally, from (5.11), (5.12), (5.15), (5.16), (5.19) and (5.25), we obtain the desired bound (5.5).
This completes the proof of Theorem 5.1.
6. Main theorem of global superconvergence and its veri(cation by numerical experiments
6.1. Basic error estimate theorem
We focus on the superclose ‖uI−uh‖2 because the superconvergence ‖u−(5puh‖2 follows from the
arguments in Section 1. From Theorems 1.1, 2.1, 3.1, 4.1 and 5.1 we obtain the following important
theorem directly.
Theorem 6.1 (Basic error estimate theorem). Let ∈ [0; 1) and the uniformly V 0h -elliptic inequality
(1:24) hold. Suppose that u∈H 5() or u∈H 6(). Then there exist the bounds for v∈V 0h :∣∣∣∣
∫ ∫

(u− uI ; v) ds
∣∣∣∣
6C{ht‖u‖t+2‖v‖2
+
4∑
i=1
{
(t − 3)h4
∣∣∣∣@4u@n4
∣∣∣∣
1;i
‖vn‖1;i + (ht|un|t;i‖v‖2;i + Rt)
}
; (6.1)
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for quasiuniform ij and t=3,
R3 = h4
4∑
i=1
|u|4;i‖vn‖2;i (6.2)
and for uniform ij and t=4,
R4 = h4
{
4∑
i=1
|u|5;i‖vn‖1;i +
4∑
i=1
(|uxxxx(Pi)|+ |uyyyy(Pi)|)|vxy(Pi)|
}
; (6.3)
where Pi are four corners of = @.
Theorem 6.1 can be applied to various boundary conditions; this is a signi&cant development from
[7,8]. Let us consider three cases of di;erent boundary conditions.
Case I: The clamped condition on @ as discussed in [7,8], then v= vn =0 on i; i=1; 2; 3; 4;
Case II: The simple support condition on @, then v=0 on i; i=1; 2; 3; 4;
Case III: The mixed type of the simple support on 3 ∪ 4 and the natural boundary condition
given on 1 ∪2, then only v=0 on 3 ∪4. Case III may be regarded as a representative of other
kinds of mixed boundary conditions.
Since the inverse estimates hold:
‖vn‖‘;i6Ch−(‘−1=2)‖v‖2;; ‘=1; 2; ‖v‖2;i6Ch−1=2‖v‖2;;
|vxy(Pi)|6Ch−1‖v‖2;; v∈Vh; (6.4)
we have the following corollary directly from Theorem 6.1.
Corollary 6.1. Let all conditions in Theorem 6:1 hold and assume that u∈H 5(). There exist the
bounds for quasiuniform ij,
‖uh − uI‖2;6
∫∫
 (u− uI ; v) ds
‖v‖2; =O(h
3) + O(h2:5); (6.5)
under all di8erent kinds of boundary conditions on i.
Moreover; let ij be uniform and assume u∈H 6(). For case I there exists the best global
superclose
‖uI − uh‖2; =O(h4): (6.6)
For cases II and III,
‖uh − uI‖2; =O(hp) + O(h3); p=4 or p=3:5: (6.7)
Again; when vxy(Pi)= 0 or uxxxx(Pi)= uyyyy(Pi)= 0 for four corners P1 − P4, the high superclose
holds for cases II and III:
‖uh − uI‖2; =O(h3:5): (6.8)
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6.2. Numerical veri>cation
The numerical experiments in this subsection are deliberately designed to test the superclose of
O(h4) and O(h3:5), resulting from Theorem 6.1 and Corollary 6.1 for uniform ij.
Consider the biharmonic equation on the rectangular domain = {(x; y); 06 x6 1; 06y6 14},
E2u=f(x; y); (6.9)
with di;erent boundary conditions of cases I, II and III. For case III the mixed boundary conditions
are given below:
(1) The simple support condition on 3 ∪ 4,
u|3∪4 = g1(y); m(u)|3∪4 = g2(y): (6.10)
(2) The natural boundary condition on 1 ∪ 2,
m(u)|1∪2 = g3(x); p(u)|1∪2 = g4(y): (6.11)
Choose the true solution of (6.9) as
u(x; t)= (c cos 25x + d sin 25x)(a cos 45y + b sin 45y); (6.12)
where the parameters a; b; c; d=0 or 1. Then the functions f(x; y), g1(y); g2(y); g3(x) and g4(x)
are obtained explicitly from (6.9), (1.6) and (1.7). Denote in case III by V ∗h and V
0
h the &nite
collections of the piecewise bi-cubic Hermite polynomials satisfying v= g1 and v=0 on 3 ∪ 4,
respectively.
The uniform rectangles ij are chosen with h=1=N , N =4M , where N and M are the division
numbers along AB and BD, respectively, see Fig. 1. In computation we choose M =4; 6; 8; 12
and 16. We obtain the solution uh from the bi-cubic Hermite FEM, (1.12), for di;erent boundary
conditions. Since the true solutions are known, we may compute the true errors. The error norms
and condition number are listed in Tables 1–4. Table 1 is for case I: the clamped condition. Tables
2 and 3 for case II: the simple support condition. Table 4 for case III: the mixed type of the simple
support and natural boundary conditions.
Let us brieWy address some computational techniques used in numerical veri&cation; details appear
elsewhere. The linear algebraic equation
Ax= b; (6.13)
is obtained from (1.12). The associated matrix A may decompose into the unit sti;ness matrix B
with the entries Bij=
∫∫
∗ (w; w) d, where w are a product of two cubic Hermite polynomials $i
given in (1.11), and ∗ is the unit square ∗= {(x; y); 06 x6 1; 06y6 1}. Since the integrands
(w; w) are polynomials, the entries Bij can be evaluated by Mathematica exactly in fractionals
without any rounding errors. On the other hand, we also use the composite Gaussian rule in 2D of
order four or six to evaluate the approximate entries Bij. If two kinds of entries are di;erent only in
rounding errors, we obtain the correct matrix B, and A as well. The double-check of A by means of
di;erent numerical methods are imperative, to avoid any mistakes by humans, and then to give the
numerical convergence rates for veri&cation. In this paper we use the Choleski method for solving
(6.13). When N is larger, e.g., N ¿ 64, the iteration methods, such as the conjugate gradient method
or the miltigrid method, may be used. Note that the “true” errors mean that the errors regardless of
rounding errors.
280 Z.C. Li, N. Yan / Journal of Computational and Applied Mathematics 142 (2002) 251–285
Table 1
The error norms and condition numbers of case I: the clamped condition on @ with a= b= c=d=1 and =0
N 16 24 32 48 64
M 4 6 8 12 16
‖uh − u‖0; 0:345(−3) 0:684(−4) 0:217(−4) 0:428(−5) 0:135(−5)
‖uh − u‖1; 0:176(−1) 0:521(−1) 0:219(−2) 0:650(−3) 0:274(−3)
‖uh − u‖2; 1.81 0.806 0.454 0.202 0.114
‖uh − uI‖0; 0:300(−4) 0:572(−5) 0:178(−5) 0:345(−6) 0:107(−6)
‖uh − uI‖1; 0:469(−3) 0:897(−4) 0:280(−4) 0:545(−5) 0:170(−5)
‖uh − uI‖2; 0:124(−1) 0:233(−2) 0:720(−3) 0:139(−3) 0:440(−4)
‖(5puh − u‖0; 0:256(−4) 0:509(−5) 0:166(−5) 0:334(−6) 0:105(−6)
‖(5puh − u‖1; 0:955(−3) 0:141(−3) 0:379(−4) 0:640(−5) 0:188(−5)
‖(5puh − u‖2; 0:957(−1) 0:192(−1) 0:611(−2) 0:121(−2) 0:384(−3)
|(5puh − u|0;∞ 0:151(−3) 0:289(−4) 0:898(−5) 0:175(−5) 0:549(−6)
|(5puh − u|1;∞ 0:581(−2) 0:103(−2) 0:288(−3) 0:444(−4) 0:128(−4)
|(5puh − u|2;∞ 0.953 0.191 0:578(−1) 0:122(−1) 0:378(−2)
Cond:(A) 0.236(8) 0.139(9) 0.469(9) 0.245(10) 0.783(10)
Table 2
The error norms and condition numbers of case II: the simple support condition on @ with a= c=0, b=d=1 and
=0
N 16 24 32 48 64
M 4 6 8 12 16
‖uh − u‖0; 0:238(−3) 0:474(−4) 0:150(−4) 0:298(−5) 0:942(−6)
‖uh − u‖1; 0:910(−2) 0:264(−2) 0:111(−2) 0:326(−3) 0:137(−3)
‖uh − u‖2; 0.903 0.403 0.227 0.101 0:568(−1)
‖uh − uI‖0; 0:839(−4) 0:167(−4) 0:529(−5) 0:105(−5) 0:331(−6)
‖uh − uI‖1; 0:118(−2) 0:235(−3) 0:745(−4) 0:147(−4) 0:467(−5)
‖uh − uI‖2; 0:154(−1) 0:304(−2) 0:962(−3) 0:190(−3) 0:601(−4)
‖(5puh − u‖0; 0:783(−4) 0:162(−4) 0:520(−5) 0:104(−5) 0:330(−6)
‖(5puh − u‖1; 0:118(−2) 0:235(−3) 0:744(−4) 0:147(−4) 0:466(−5)
‖(5puh − u‖2; 0:499(−1) 0:100(−1) 0:318(−2) 0:631(−3) 0:200(−3)
|(5puh − u|0;∞ 0:335(−3) 0:667(−4) 0:211(−4) 0:418(−5) 0:132(−5)
|(5puh − u|1;∞ 0:497(−2) 0:909(−3) 0:297(−3) 0:538(−4) 0:169(−4)
|(5puh − u|2;∞ 0.427 0.102 0:316(−1) 0:643(−2) 0:205(−2)
Cond:(A) 0.628(8) 0.330(9) 0.106(10) 0.543(10) 0.172(11)
Table 1 is for the clamped condition on @ by choosing the parameters a= b= c=d=1 and =0.
The best superclose O(h4) in (6.6) is given from Corollary 6.1. Table 2 is for the simple support
condition on @ by choosing a= c=0, b=d=1 and =0. The solution in (6.12) then becomes
u(x; t)= sin 25x sin 45y to just satisfy @4u=@n4
∣∣
@ =0. Hence we also obtain the best superclose O(h
4)
in (6.6) for the simple support condition, based on Theorem 6.1.
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Table 3
The error norms and condition numbers of case II: the simple support condition on @ with a=d=1, b= c=0 and
=0:5
N 16 24 32 48 64
M 4 6 8 12 16
‖uh − u‖0; 0:161(−3) 0:319(−4) 0:101(−4) 0:199(−5) 0:626(−6)
‖uh − u‖1; 0:871(−2) 0:259(−2) 0:109(−2) 0:325(−3) 0:137(−3)
‖uh − u‖2; 0.903 0.403 0.227 0.101 0:568(−1)
‖uh − uI‖0; 0:283(−5) 0:611(−6) 0:206(−6) 0:496(−7) 0:225(−7)
‖uh − uI‖1; 0:955(−4) 0:196(−4) 0:647(−5) 0:146(−5) 0:809(−6)
‖uh − uI‖2; 0:514(−2) 0:106(−2) 0:346(−3) 0:741(−4) 0:278(−4)
‖(5puh − u‖0; 0:978(−5) 0:120(−5) 0:308(−6) 0:581(−7) 0:239(−7)
‖(5puh − u‖1; 0:484(−3) 0:670(−4) 0:167(−4) 0:252(−5) 0:789(−6)
‖(5puh − u‖2; 0:477(−1) 0:958(−2) 0:305(−2) 0:606(−3) 0:193(−3)
|(5puh − u|0;∞ 0:476(−4) 0:571(−5) 0:149(−5) 0:267(−6) 0:160(−6)
|(5puh − u|1;∞ 0:269(−2) 0:464(−3) 0:130(−3) 0:224(−4) 0:717(−5)
|(5puh − u|2;∞ 0.339 0:778(−1) 0:263(−2) 0:547(−2) 0:174(−2)
Cond:(A) 0.628(8) 0.330(9) 0.106(9) 0.543(10) 0.172(11)
Table 4
The error norms and condition numbers of case III: the mixed type of the simple support condition on 3 ∪ 4 and the
natural boundary condition on 1 ∪ 2 with a=d=1, b= c=0 and =0:5
N 16 24 32 48 64
M 4 6 8 12 16
‖uh − u‖0; 0:682(−3) 0:137(−3) 0:439(−4) 0:884(−5) 0:291(−5)
‖uh − u‖1; 0:123(−1) 0:313(−2) 0:123(−2) 0:344(−3) 0:142(−3)
‖uh − u‖2; 0.905 0.403 0.227 0.101 0:558(−1)
‖uh − uI‖0; 0:541(−3) 0:109(−4) 0:349(−4) 0:706(−5) 0:235(−5)
‖uh − uI‖1; 0:844(−2) 0:170(−2) 0:544(−3) 0:110(−3) 0:368(−4)
‖uh − uI‖2; 0:557(−1) 0:113(−1) 0:360(−2) 0:731(−3) 0:245(−3)
‖(5puh − u‖0; 0:536(−3) 0:109(−3) 0:348(−4) 0:705(−5) 0:235(−5)
‖(5puh − u‖1; 0:845(−2) 0:170(−2) 0:545(−3) 0:110(−3) 0:368(−4)
‖(5puh − u‖2; 0:732(−1) 0:148(−1) 0:471(−2) 0:948(−3) 0:311(−3)
|(5puh − u|0;∞ 0:267(−2) 0:543(−3) 0:170(−3) 0:354(−4) 0:118(−4)
|(5puh − u|1;∞ 0:261(−1) 0:523(−2) 0:166(−2) 0:333(−3) 0:111(−3)
|(5puh − u|2;∞ 0.288 0:719(−1) 0:246(−1) 0:502(−2) 0:157(−2)
Cond:(A) 0.170(9) 0.887(9) 0.283(10) 0.145(11) 0.458(11)
On the other hand, it can be seen from the data in Tables 1 and 2 that the following asymptotic
estimates hold for error norms and condition numbers:
‖u− uh‖‘; =O(h4−‘); ‘=0; 1; 2; (6.14)
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Table 5
The error norms ‖uh − uI‖2; in cases I, II, and III in Tables 1–4 and their ratios 8= ‖u2h − uI‖2;=‖uh − uI‖2;
N 16 24 32 48 64
M 4 6 8 12 16
Case I (=0) in Table 1 0:124(−1) 0:233(−2) 0:720(−3) 0:139(−3) 0:440(−4)
8 = = 17.2 16.7 16.3
Case II (=0) in Table 2 0:154(−1) 0:304(−2) 0:962(−3) 0:190(−3) 0:601(−4)
8 = = 16.0 17.3 16.0
Case II (=0:5) in Table 3 0:514(−2) 0:106(−2) 0:346(−3) 0:741(−4) 0:278(−4)
8 = = 14.8 14.3 12.4
Case III (=0:5) in Table 4 0:557(−1) 0:113(−1) 0:360(−2) 0:731(−3) 0:245(−3)
8 = = 15.4 15.4 14.7
‖uI − uh‖‘; =O(h4); ‘=0; 1; 2; ‖u−(5puh‖‘; =O(h4); ‘=0; 1; 2; (6.15)
|u−(5puh|‘;∞=O(h4); ‘=0; 1; |u−(5puh|2;∞=O(h3:5); (6.16)
Cond:(A)=O(h−4): (6.17)
Eqs. (6.14) and (6.17) are optimal; Eqs. (6.15) and (6.16) verify perfectly the best superclose O(h4)
in (6.6) and the best superconvergence ‖u−(5puh‖2 =O(h4). From our best information, this is the
&rst time to provide the numerical experiments to con&rm the best global superconvergence O(h4)
for biharmonic equations, even under the simplest clamped boundary condition discussed in [7,8].
In order to scrutinize the rates of superclose ‖uI − uh‖2, we provide the ratios 8= ‖u2h − uI‖2=
‖uh − uI‖2 in Table 5. The data in rows 3–6 in Table 5 show that the ratios 8 are a little larger
than (or equal to) 24 = 16. Note that when N grows, the ratios 8 are closer to 16, see the case of
N =64. This displays an excellent consistence between the theory and the computation.
A challenging task is to test the superclose O(h3:5) given in (6.8). First let us design the cases
in Tables 3 and 4, to yield O(h3:5) theoretically, and then carry out numerical experiments to verify
O(h3:5). In Tables 3 and 4 we choose a=d=1, b= c=0 and =0 or =0:5. The solution (6.12)
becomes u(x; t)= sin 25x cos 45y which gives |@4u=@n4|1;1∪2 ¿ 0 and |uxxxx(Pi)|= |uyyyy(Pi)|=0 at
four corners, Pi =(0; 0); (1; 0); (0; 14) and (1;
1
4). Hence, from Corollary 6.1 the superclose O(h
3:5)
in (6.8) is obtained. Since 23:5 = 11:3, it is expected that the ratios 8 should be larger and closer to
11.3. Looking at rows 7–10 in Table 5, such an expectation is recon&rmed. Moreover, by looking
again at the last column in Table 5, 8=12:4(= 23:63) is found for case II with =0:5 of Table 3.
There must exist a convergence de&cit to the best superclose O(h4) in (6.6), so that we believe the
superclose O(h3:5) in (6.8) is a sharp estimate. How perfectly the numerical results coincide with
the theoretical analysis for smooth solutions!
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7. Concluding remarks
To close this paper, let us address the novelties of this paper.
1. For bi-cubic Hermite FEMs for biharmonic equations, new error bounds are derived for di;erent
boundary conditions and their mixed types on i, where the solutions are smooth enough: u∈H 5()
or u∈H 6(). The estimates in Theorems 4.1, 5.1 and 6.1 are new (cf. [7,8]). Such basic error
estimates lay a foundation for global superconvergence. The global superconvergence is said if the
Sobolev norm ‖u − (5puh‖2 is &nally used, by means of the a posteriori interpolant (5puh of the
solution uh obtained from the bi-cubic Hermite FEM; and the error analysis is made mainly to
estimate the bounds of errors ‖uI − uh‖2 between uI and uh, where uI is the bi-cubic Hermite
interpolant of the true solution u.
2. Di;erent proofs are provided for Theorems 2.1 and 3.1 which were &rst given in [7,8], though. In
this paper, by an aTne transformation and the transmission functions E(x)= x2−1 and F(y)=y2−1,
we may solicit integration by parts repeatedly, to raise the order of the solution u, and then to raise
the convergence rates on the entire domain  by the inverse aTne transformation. We ignore detailed
and tedious constants given in [7,8], but concentrate only on the order of convergence rates. Such
a proof approach is basically analogous to the FEM analysis in [2], and is obviously easier for
readers to follow. Note that in the traditional FEM analysis, the Bramble–Hilbert lemma is used to
obtain the errors bounds; but integration by parts plays an essential role in global superconvergence
analysis in this paper.
3. The best global superconvergence, O(h4), has been observed numerically for the bi-cubic
Hermite FEM, given in Tables 1 and 2. From our best information, this is the &rst time to
provide the numerical experiments to con&rm the global superconvergence theory for biharmonic
equations. Moreover, the numerical results in Tables 3 and 4 have veri&ed the new supercon-
vergence O(h3:5) for di;erent boundary conditions of biharmonic equations. This is also the &rst
time to con&rm numerically the high order O(h3:5) of global superconvergence for biharmonic
equations.
4. Since the additional computational work of (5puh is so little, compared to the FEM, the global
superconvergence bene&ts high accuracy of biharmonic solutions. Note that the global superconver-
gence is valid throughout the entire domain  including its boundary @, and that global superconver-
gence in this paper may deal with di;erent boundary conditions. Hence, the global superconvergence
of the bi-cubic Hermite elements is Wexible in various applications, e.g., the blending surfaces in
[5], and easy to be combined with other numerical methods for singularity problems [6].
5. There are two kinds of superconvergence: pointwise and global. Let us here give a brief com-
parison of global superconvergence [4,8] with pointwise superconvergence [1,3,9–14]. In [12,13] a
systematic analysis of pointwise superconvergence was given to general Galerkin &nite elements,
based on local error estimates and the Green functions. Since the analysis seems to be very com-
plicated, and to suit well only for the second order elliptic equations. Wahlbin’s book [13] did
not cover analysis for the fourth order elliptic problems, parabolic equations and systems of PDEs.
However, the global superconvergence does not display much signi&cance for the triangular FEMs,
because only linear and quadratic and some cubic elements have been done, based on the analysis
for ‖uh− uI‖1; in [8]. In contrast, all high order triangular elements can be analyzed systematically
by the techniques of Wahlbin [13]. A remedy for this drawback of global superconvergence is to
combine rectangular elements with triangular elements if necessary.
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6. Let us speak of arguments in global superconvergence. The basic ideas in Sections 1 and 6.1 are
straightford; but the detailed proofs in Sections 2–4 seem to be long and sophisticated. However, the
cruical proofs in Sections 2–4 do not need any deeper mathematics than that in Ciarlet [2], but only
a careful manipulation by means of integration by parts repeatedly, a fundamental skill in calculas.
Compared to [7,8], the proofs in Sections 2–4 are much clearer and easier, in order to release the
burden su;ered in following details in the global superconvergence analysis.
7. Finally, to display the signi&cance of global superconvergence, let the numerical results speak
out. In computation we use double decision which has 16 signi&cant decimial digits. When M =16
and N =64, some data are selected from case III (=0:5) in Table 4 as follows. The condition
number of the associated matrix is
Cond:(A)= 0:458× 1011
and the optimal errors are
‖u− uh‖2 = 0:558× 10−1:
However, the new error bounds by the global superconvergence are much smaller:
‖uI − uh‖2 = 0:245× 10−3; ‖u−(5puh‖2 = 0:311× 10−3;
|u−(5puh|2;∞=0:157× 10−2:
It is worthy noting that for h=1=N = 164 which is not very small though, the above huge condition
number costs about 11 signi&cant decimal digits already, and only about 5 signi&cant decimal digits
left for accuracy of numerical solutions, under double precision. Note that from the solution (6.12)
the norms ‖ · ‖2 =O(102) and | · |2;∞=O(102). The &nal numerical solutions (5puh will have &ve
and four signi&cant decimal digits in the sense of ‖ · ‖2 and | · |2;∞, respectively. Obviously, such
a high accuracy of the solution (5puh will satisfy the requirements in most of the applications.
Since it is forbidding to reduce h much further, the best way for reaching high accurate solutions
is to solicit the global superconvergence in this paper. No matter how fast the computer operations
are, and no matter how huge storage the computer has, the superconvergence is essential to the
biharmonic solutions, if under double precision. Of course, we may employ Mathematica to use
unlimited signi&cant digits in computation, or adopt reduction techniques to second order PDEs for
reducing condition number if possible.
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