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Abstract 
The use of Augmented Reality (AR) techniques to visualize virtual archaeological sites is neither a new or recent issue. In those 
approaches the virtual models are only visualized using the existent in situ illumination, which does not allow a visitor to have a 
similar visual experience to that which he would have at the time the structures were built. In Augmented Virtuality (AV) 
approaches the virtual world prevails, which is augmented with information from the real world, which allows a better control 
over the parameters of the Mixed Reality (MR) environment created. In some cases, there is the need to use both approaches (AR 
or AV), depending on some context conditions. 
This paper proposes an architecture and an information system for an adaptive MR system which main goal is to visualize in situ 
virtual reconstructions of archaeological sites that are seamlessly merged with the real scene. In this context, a new adaptive 
methodology will be defined to manage the level of mixing between the real and the virtual scene, identifying in each instant the 
most proper approach to use (AR or AV), as well as defining the way how transitions between approaches are made.  
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1. Introduction 
The visualization of virtual models in several application areas allows experts to both study and interact with their 
study objects, while additionally enables the general public to explore these virtual environments, thus promoting 
their cultural, social and scientific participation. Most archaeological sites contain several structures that are severely 
damaged or completely destroyed, which does not allow to appreciate them in its original splendor. The in loco 
visualization of their virtual models, integrated with the actual or remain structures, constitutes an important added 
value allowing the general public to have an improved perception and understanding of the archaeological site. 
In 1994, Milgram and Kishino [1] defined a taxonomy for virtual and real environments, where it is proposed the 
“Virtuality Continuum”: a continuum whose extremes spans from the completely virtual environment (VR) to the 
Real Environment. In between there is the MR, which represents every environment that results from a combination 
of the virtual and real world, with varying levels of mixture between the two worlds, where virtual and real objects / 
persons may interact. In the Virtuality Continuum, an AR approach is placed closer to the real world extreme since 
in this approach the real world prevails over the virtual one, i.e. the user visualizes the real world with some virtual 
objects inserted on it. In contrast, an Augmented Virtuality (AV) approach is placed closer to the virtual world 
extreme since the virtual world prevails over the real one, i. e. the user visualizes a virtual world to where some parts 
of the real world were “transferred”. 
Over the last decade several research projects have addressed the use of AR techniques applied to the archaeology 
area, proposing either fixed or mobile AR systems. Those systems can operate in outdoor and/or indoor 
environments and allow to view virtual models superimposed on current structures. However, there are situations in 
which an AR approach is not sufficient to provide users with a similar visual experience to what the inhabitants 
would have at the time that the structures were built. This difference is more noticed in buildings’ interiors 
visualization. The difference between the interior lighting that currently exists on the archaeological sites and the one 
that was used in the period under consideration is one factor that contributes to decrease the visual experience. This 
does not allow visitors to get a real perception of the buildings’ interiors appearance at the time they were inhabited. 
The lighting of an AR scene is limited to the existing in the place where its visualization will occur. An AV 
approach allows to have more control over the lighting conditions of the generated scene, given that what prevails is 
the virtual scene and hence the lighting set for this scene. On the other hand, if the buildings were destroyed it is not 
possible to obtain an accurate visualization of their interiors using only an AR approach. In this case, the scene 
presented to the user is mostly virtual, appearing only some real elements like the soil or a few still extant vestiges. 
In this situation we consider more appropriate to use an AV approach to provide the desired visual experience. 
Thus, in some situations, of which the archaeological sites are a paradigmatic example, there is the need to create 
MR experiences that, depending on certain parameters and on the user’s position, an AR or AV approach is used, 
though there is the possibility of being used both approaches in the same experience. This implies the need to 
manage the MR experience identifying at each instant, the approach to use (AR or AV), as well as define in a 
transparent way to the user how transitions between the two approaches are made. This system can be understood as 
an adaptive MR system. 
The main goal of the work presented in this paper is the development of an adaptive mixed reality system 
(MixAR) to visualize in situ historically reliable virtual reconstructions integrated in the real scene visualization, that 
can be explored freely by the user. To achieve this main goal, a new methodology will be defined to adaptably 
change the level of mixing between the real and the virtual scene while the user is moving freely in the 
archaeological site. This adaptation is driven by the type of scene (outdoor or indoor), by the position of the user and 
on how complete the ruins are. When the user is outside any building (an outdoor scene) an AR approach will be 
used, in which the real world will prevail. If the user moves to inside a building or to a zone that is classified as such 
(an indoor scene), the light sources that one aims to simulate are different from the existing ones: direct sunlight in 
the case of an almost destroyed building, or electrical light in the interior of an existing one. Thus, an AV approach 
will be used, providing the required illumination conditions, in which the virtual world is augmented with images of 
real objects to enhance the visualization experience. The change between these two types of scenes must be done 
smoothly, assuring that the user perceives it as natural. 
This paper presents the overall architecture of the MixAR system and specifies the information system that will 
store and provide access to relevant information about the archaeological site, which will support the system’s main 
501 Luis Gonzaga Magalhaes et al. /  Procedia Technology  16 ( 2014 )  499 – 507 
functionalities. In the following section are presented examples of the use of AR or VA approaches, especially in 
archaeological applications, and a brief state of the art on tracking techniques. Sections 3 and 4 present respectively 
the system architecture and the information system specification. Finally, some conclusions are presented and next 
steps devised.   
2. Background 
AR has been successfully applied in several areas such as medicine, entertainment, commerce, archaeology, 
tourism and education. In the particular case of archaeology, several projects based on AR approaches have been 
developed over the last years. Most of those projects propose mobile (e.g.: ARCHEOGUIDE [2]) or fixed (e.g.: 
Prisma [3]) AR systems to operate outdoor, allowing the visualization of some virtual models of buildings’ exteriors 
superimposed on the current ruins. Some projects focused the development of AR systems to be used in indoor 
environments (ex: ARICH [4]), complemented, for instance, with artefacts’ virtual models (e.g.: ARCO [4]). In 
LIFEPLUS project [5] it was proposed and developed an AR system that operates in outdoor and indoor 
environments.   
The use of AV techniques has not received the same attention as the use of AR techniques, leading to its use in a 
smaller number of application areas. In most of the AV proposals it is only intended to “transfer" some objects or 
people from the real world to a virtual world that has no relation with the real world. 3D videoconferencing or, in a 
more generic way, collaboration systems(ex: [6]) are one of the main examples of proposals that fits on these 
applications category. In other AV proposals there was the need to associate the virtual and the real world, for 
example in surveillance applications [7] or even in archaeology [8]. In this last case, the main goal is to make easier 
the interaction between the user at home, which is using an AV approach, with the archaeological site visitor that is 
taking part in an AR experience, about the same place.        
Although there are some projects, as is the case of the previous example where is used both an AR and an AV 
approach, they are not provided to the user within the same MR experience. The system proposed in this paper is 
innovative because it provides, within the same MR experience, the possibility to use either of the MR approaches 
(AR and AV) for different areas of the scene, according to the configuration defined for the MR experience, and 
manage the transition between them in a transparent way for the user. 
One of the most important tasks in a MR system is the geometric registration between the real and virtual scene, 
which ensures that the virtual scene is perfectly aligned with the corresponding real-world view. If this does not 
happen, one will face the risk of losing the illusion of the two worlds, virtual and real, appearing to coexist in the 
same space [9]. For such, it is necessary to obtain the position and orientation of the user viewpoint (usually given 
by the camera) relative to the real world, or vice versa, which implies a tracking operation. In general, the tracking 
techniques used in AR approaches can be divided into three classes [10]: sensor-based, image-based and hybrid 
techniques.   
Sensor-based techniques make use of devices to obtain the position and orientation of the user. These devices can 
be of several types, including Global Positioning System (GPS) devices, inertial sensors (e.g. accelerometers or 
gyroscopes), magnetic sensors, ultrasonic sensors and radio frequency sensors (e.g. RFID - Radio Frequency 
Identification) [11]. Depending on the type of device used, the accuracy can range from 5 meters (GPS) to 1 mm 
(inertial and magnetic) [12]. Nevertheless, the most accurate tracking systems are usually more suitable for indoor 
environments due, in many cases, to the need to install suitable equipment at the site where is intended to use the AR 
system. 
Cameras are now present in most laptops and mobiles devices and are available at low prices which have 
leveraged the research and use of image-based tracking techniques for AR applications. These type of techniques use 
computer vision techniques to detect and track features or patterns in the image. In the computer vision field, the 
tracking techniques can be broadly classified into two classes [13]: feature-based or model-based. In the first class of 
image-based techniques, a set of relevant features are detected in the image and through its association with their 
corresponding 3D coordinates the camera position and orientation are determined. In the second class, it is explicitly 
used a model of the object or of the real scene. In AR the image-based tracking techniques usually follow one of two 
approaches: marker-based or markerless. The first-approach makes use of fiducial markers containing abstract 
geometrical marks, usually printed on paper, which are placed in the real scene. The image captured by the camera is 
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analyzed using computer vision techniques to search for those markers. Due to its simplicity this approach has been 
the most used in AR applications. Most of the existent open-source or commercial AR systems mainly use this type 
of approach. However, this approach requires the prior preparation of the real scenes, through the strategically 
placement of fiducial markers. In particular situations, the use of marker-based tracking techniques can be 
impractical, especially in outdoor applications or when it is intended to give the user the possibility to explore freely 
the scene. The first markerless tracking approaches were based on natural features detection, present in the real 
world, in contrast with marker-based ones that artificially add patterns containing easily detectable feature points.  
Recently, model-based markerless tracking techniques have been a hot topic on tracking research.  
Hybrid tracking techniques combine several sensor-based and/or image-based techniques to improve the 
robustness of the tracking process. Since the MixAR system should operate both in outdoor and indoor environments 
we choose to use a hybrid markerless tracking technique where the data provided by the sensors, such as GPS and 
inertial sensors, will be used to make the tracking process more robust. 
3. MixAR architecture 
The MixAR system should provide in situ visualizations of virtual reconstructions integrated in the real scene 
while the user explores freely the site. This description points out to the development of a MR mobile system, which 
will follow a client-server architecture with the following main components (see Fig. 1): 
x A high-performance server to store, manage and deliver relevant data to the MR experience as well as to 
act as a remote processing unit; 
x Mobile units carried by the users, responsible for managing and providing the MR experience to the 
users; 
x A network infrastructure to allow the communication between the mobile units and the server.  
 
 
Fig. 1. Overall MixAR architecture 
The server may play three roles, but not necessarily simultaneously. Its main role will be to store and allow access 
to all information about the archaeological site and the MR experience (e.g. Geographic Information System - GIS 
data, existent structures’ simplified models, virtual models to be used in the MR scene and the MR configuration 
file). When the mobile units do not have enough processing capacity or more complex operations are needed (for 
example, in some of the tracking techniques), the server can be used as a high-performance remote processing unit. 
Finally, it will contain a MR experience authoring tool which will provide functionalities to manage the contents to 
be shown and also configure the MR experience. This tool will allow: to create/configure a geographic information 
system for the archaeological site; load the simplified models of the existent structures and associate them with the 
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corresponding GIS features; and at last, load the structures’ virtual models and associate them with the 
corresponding GIS features. 
Two mobile unit’s configurations are to be considered. One more immersive that will consist of an optical see-
through Head-mounted Display (HMD) and a set of sensors connected to a processing component (e.g. laptop). The 
non-immersive configuration will consist of a tablet and a set of sensors connected to it. Each mobile unit, 
independently of the configuration chosen, will be composed by a visualization component, a context component 
and a processing component.  The visualization component will consist of a display screen installed in the HMD or 
in the tablet. The context component will contain a set of sensors that capture contextual information from the real 
scene. In its basic configuration will be composed by a camera and inertial sensors, installed in the HMD or in the 
tablet, and a GPS device. Optionally more sensors can be added to increase the current user’s context knowledge 
(e.g. temperature and lighting sensors). In the more immersive configuration, the processing component will consist 
of a lightweight laptop or ideally by a Single-Board Computer (SBC). For the non-immersive configuration the 
tablet will be considered the processing component. All the software modules required by the mobile unit will be 
installed in the processing component. The main software modules are: tracking module, adaptive MR management 
module and the rendering module. The tracking module is responsible for determining the user’s position and 
orientation given the data provided by the context component, mainly GPS and inertial sensors data and the frames 
captured by the camera. As aforementioned a hybrid tracking technique is to be used to achieve it. Since it will be 
used a model-based markerless approach it is necessary to have access to the existent structures’ simplified models 
that are in the vicinity of the user. These models will be downloaded from the server to the mobile unit’s repository. 
The tracking module may use the high-performance server to perform complex tasks. The adaptive MR management 
module is responsible for identifying at each instant the proper MR approach to use and the models that should be 
used, taking into account user’s location and pre-established MR configuration data. Thus, this module will 
continuously check for significant user’s position changes and, if affirmative, will make a request to the GIS server, 
located in the MR server, to update the mobile unit information relative to the zone where the user is located. It also 
determines what virtual models should be shown and what part of the world should remain visible in the rendering 
step, depending on user’s position and MR configuration. The rendering module will use the information (position 
and orientation of the camera; MR approach to use; what should be visible in the real world) provided by the 
adaptive MR management module to generate the virtual scene and make the corresponding mixture with the images 
captured by the camera. How this is will be done will depend on the MR approach (AR or AV) to be used, which is 
defined by the adaptive MR management module. The images generated by the rendering module will be sent to the 
visualization component and presented to the user. 
The network infrastructure will follow a wireless Mesh typology to enable communication between access points 
and the creation of local hotspots, which will ensure a more effective coverage of the entire archaeological site. To 
ensure a low latency and a good performance of the network, it will be used the IEEE 802.11n standard (65Mbps - 
300Mbps), or one with better performance such as IEEE 802.11ac (1Gbps), still in a consolidation phase and early 
commercial availability, if available. 
4. Information system specification 
In this section it is specified the information system that supports the MixAR system proposed in the previous 
section. It begins by defining the global and local data storage structures and ends by describing the accessing and 
updating process. 
4.1. Data storage structure 
According to the MixAR architecture devised in the previous section, the system will include a Geographic 
Information System (GIS) of the entire site, that will be only stored in the server, and two data files repositories, one 
permanent in the server and a copy in the client (Fig. 1). The role of the local copy is to speed up the access to 
information and reducing networks’ overload due to constantly accessing and downloading data from the server. 
The GIS will contain information about all structures existent on the site and their geo-referenced locations. This 
information will be used to identify if the user is inside or outside buildings and to decide which buildings’ virtual 
504   Luis Gonzaga Magalhaes et al. /  Procedia Technology  16 ( 2014 )  499 – 507 
models and with what level of detail (LOD) will be displayed. Associated to each structure that is part of the MR 
experience, including buildings that may no longer exist, there will be a set of virtual reconstructions versions, each 
one with a different LOD, depending on the user´s distance to the structure. The maximum number of LODs is 
defined in the MR experience configuration file. To help in the tracking process it may be used a simplified model of 
the existent structures, which means that associated with each existent structure, even for the non-historical ones, 
there will be its simplified virtual model. It should be noted  that these virtual models are simplified representations 
of the reality (actual ruins) and should not be taken as the structures’ virtual reconstructions, mentioned earlier, 
which represent the original structures’ appearance. While the former are used by the tracking technique to 
determine the position and orientation of the user, the latter will be displayed superimposed upon the structures ruins 
visualization, creating the MR experience. Besides the GIS the server will store all the simplified and virtual models 
files aforementioned and the MR experience configuration file, which contains a set of parameters that allow to 
customize the MR experience.  
When the MixAR application is initiated in the client, the models files and the MR experience configuration file 
are downloaded and stored in the client. After this initialization step the client will only query the GIS, in the server, 
to determine if the user is inside any building and to get the links to the simplified and virtual models to be taken into 
consideration. This information will constitute the state of the MixAR manager. The list of links will be stored in a 
XML file which will be accessed by the MixAR manager when needed. 
 
 
Fig. 2. GIS with LOD strategy  
4.2. GIS specification 
Based on the user’s location, the GIS will determine if the user is inside of any building, get the links to the 
existent buildings’ simplified models that are in the vicinity of the user and, finally, will produce a list of links to the 
virtual models with the proper LOD, which is defined based on the distance to the user. One link is not the actual 
model file but only points to it. Consequently, the main outputs of the GIS will be: 
x an inside flag, which signal if the user is inside of any building; 
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x a set of simplified (existent) models links; 
x a set of virtual models links. 
To determine if the user is inside any building an intersection of buildings footprint with the user position will be 
done. If there is an intersection, the inside flag will get the value 1, otherwise it will be set to 0. In order to improve 
the performance in the rendering step it will be used a level of detail strategy based on the structure distance to the 
user. Hence, it will be defined a set of buffers (circular zones) with different radius and centered in the user’s 
location, each corresponding to a different LOD (Fig. 2). The buffer with the lower radius (area with label 1) will 
correspond to the highest LOD. The next buffer (area 2), in a radius ascending order, will correspond to the next 
lower LOD and so on until the last buffer. When there is not a next lower LOD it is assigned the lowest LOD, this 
will only happen if the number of buffers is greater than the maximum number of LOD. The number of buffers to be 
considered and their radius will be defined in the MR experience configuration file. It will be assumed that all the 
existent buildings contained within the area 1 (highest LOD) will be considered in the vicinity of the user and, thus, 
will form the buildings for which it will be provided the simplified models. Fig. 2 shows the three types of buildings 
that could exist in a site: 
x Building Type A – existent historical buildings (it may exist only some ruins) for which there are 
associated a simplified and a set of virtual models; 
x Building Type B – historical buildings that no longer exist for which it will only be associated a set of 
virtual models; 
x Building Type C – non-historical buildings for which it will only be associated its simplified model.  
In Fig. 3 it is depicted the sequence of operations executed to produce the GIS outputs. The GIS data request will 
provide as input the user’s position. In the first step, a set of LOD buffers centered on the user’s position are 
generated. The number of LOD buffers to be generated and the radius of each one are defined in the MR 
configuration file. In the next step the buildings footprint are intersected with the LOD buffers which will produce, 
for each LOD, a list of the buildings on it. For each building of type A or B, depending on the LOD buffer to where 
they belong, its corresponding LOD model link will be included in the virtual models links output. All type A or C 
buildings, within the LOD 1, will be included in the simplified (real) models links output. 
 
 
Fig. 3. GIS’ sequence of operations  
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4.3. State updating process 
In order to reduce the network’s overload the request to the server for a state update operation is only done when 
it is detected a change that implies an update of the state stored in the client. The state update process will follow the 
algorithm represented in Fig. 4. 
 
Fig. 4. State update process  
When the MixAR client application starts, it downloads the models files and the MR experience configuration 
file from the server. The initial state (inside flag value and list of models links) will be defined based only on the 
user position provided by the GPS device. The MixAR manager sends a request to the server for an update of its 
state, which will define the initial state data. The simplified models in conjunction with the GPS and inertial sensor 
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data are used, in the tracking module, to refine the initial position and orientation of the user. This position is stored 
in the variable LastUpdatePosition. After this initial position refine step, the state is updated by sending a request to 
the server. While there is not enough change in the user’s position, the state is not completely updated. Current 
user’s position is computed by the tracking module using the simplified (existent buildings) models in conjunction 
with the GPS and inertial sensor data. To compute the current user’s position it will be used a hybrid model-based 
markerless technique, which will assure that the location and positioning of the user is determined accurately even in 
the absence of GPS data, for instance when inside buildings, given that are available the buildings’ simplified 
models. If the distance between the current user’s position and the LastUpdatePosition is greater than half of the 
circular zone 1 (highest LOD) radius it gets back to the LastUpdatePosition set step, as is shown in Fig. 4. Otherwise 
it sends a request to the server to update only the inside flag value and gets back to the current user’s position 
computation step. The update process will be executed until the client application is closed. 
5. Conclusions and future work 
This paper presents the architecture and proposes an information system for an adaptive MR system. This system 
is adaptive in the sense that depending on the context it is used an AR or an AV approach, during the same MR 
experience. The adaptive process and the MR experience definition are driven by the data provided by the MR 
system’s information system, which constitutes a key part of the proposed system. 
The presented specification provides future directions for development. One aspect that should be studied is the 
balance between what is executed in the client and what may be executed in the high-performance server in order to 
guarantee that the MixAR system operates in real-time. Thus, it should be defined a suitable methodology to ensure 
the right execution balance.  
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