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ABSTRACT 
Thermoacoustically Induced and Acoustically Driven 
Flows and Heat Transfer in Enclosures 
Murat K. Aktas 
Bakhtier Farouk, Ph. D. 
 
In this study, the behavior of acoustic waves induced by thermal and 
mechanical effects and the interaction of these waves with flow fields and rigid 
walls were investigated. The study focuses on two important effects of the 
acoustic-fluid dynamic interactions. These effects are termed as ‘thermoacoustic 
convection’ and ‘acoustic streaming’ and are analyzed using computational and 
experimental techniques. 
The generation and the short-time behavior of thermoacoustic waves in 
compressible gas-filled two-dimensional enclosures were investigated first. The 
vertical walls of the enclosure were heated or cooled to generate the 
thermoacoustic waves. The numerical solutions were obtained by employing a 
flux corrected transport (FCT) algorithm for the Euler equations and by coupling 
these to the viscous and diffusive terms of the fully compressible form of Navier-
Stokes equations. When a vertical wall temperature is rapidly changed, the 
resulting waves induce remarkable pressure-induced flows in the enclosure. The 
long time effects of the thermoacoustic wave motion on the developing natural 
convection were studied next. The strength of the pressure waves associated 
with the thermoacoustic effect and the resulting flow patterns were found to be 
strongly correlated to the rapidity of the wall heating process. 
The interactions of mechanically driven acoustic waves with in a viscous 
fluid were studied next. A standing wave field in a two-dimensional enclosure 
 xiii
was created by the vibration of one side wall of the enclosure. The interaction of 
this wave field with the solid boundaries leads to the production of Schlichting 
(inner) and Rayleigh (outer) type acoustic streaming flow patterns in the 
enclosure. The effect of the enclosure height and the amount of maximum wall 
displacement for vibratory motion were studied primarily. These parameters play 
significant role in the characteristics of the resulting flow structures. It is found 
that the streaming patterns vary strongly with a change of the standing acoustic 
wave form from ‘harmonic wave profile’ to ‘sharp shock wave’ type profile. The 
formation of streaming in an air filled acoustic chamber was also investigated 
experimentally. The computationally predicted results demonstrate qualitative 
agreement with the measured pressure values and the visualized streaming flow 
structures in the experiments. 
 
 xiv
 
 1
1: INTRODUCTION 
 
1.1. Motivation and Background 
Acoustic-fluid dynamic interactions are found in many natural phenomena 
and industrial applications. Acoustic compressors [1, 2], acoustic levitators [3] 
and thermoacoustic refrigerators [4] are some examples of the applications. All of 
these and other applications involve the formation of an acoustic field in the 
domain of interest such as a container, a storage system or in general a confined 
medium. Acoustic waves in fluids can be created due to thermal or mechanical 
effects. The generation of strong acoustic waves due to thermal effects generally 
requires a sudden change in the boundary temperature of the system. On the 
other hand, the formation of acoustic waves due to mechanical effects requires 
the oscillatory motion of a system wall. 
Thermoacoustic waves are generated due to the rapid heating or cooling 
of a gas [5]. When a gas is subjected to a rapid temperature increase at a solid 
surface, the fluid in the immediate vicinity of the boundary is heated by 
conduction and tends to expand. However, the sudden expansion of the gas due 
to the energy input is constrained by the inertia of the unperturbed media and 
induces a pressure wave called a thermoacoustic wave. The pressure wave that 
is generated from the hot wall travels at approximately the speed of sound within 
the fluid and impinges on the opposite wall and is reflected back.  The wave 
repeatedly traverses between the walls, and its amplitude eventually damps out 
due to the viscous and thermal losses within the gas. 
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The term ‘thermoacoustic’ is found in thermoacoustic engines [6] and 
thermoacoustic refrigerator-related [7] research literature. However, in both of 
these applications an external source of sound power is required to produce the 
acoustic waves in the fluid and the term ‘thermoacoustic’ does not refer to 
thermally induced waves in this literature. In the present investigation, the 
behavior of pressure waves produced by purely thermal effects is studied. 
The heat transfer effects of such waves may be very significant when the 
fluid is close to the thermodynamic critical point or when other modes of 
convection are weak or absent [8]. This wave motion may cause unwanted 
disturbances in otherwise static processes like cryogenic storage or may 
introduce a convective heat transfer mode to the systems in zero-gravity 
environment where it is assumed that conduction is the only heat transfer mode. 
The low-heat-diffusivity character of near-critical-conditions makes the 
thermoacoustic convection mode of heat transport significant for cryogenic 
storage systems which involve rather weak diffusive and convective transport of 
heat, especially in a reduced-gravity environment [9]. Because of the high density 
and compressibility values of fluids in these systems, strong thermoacoustic 
waves are produced and heat transfer effects of these waves become critical due 
to the possibility of a sudden phase change in the storage system [10]. Other 
areas include the analysis of noise caused by acoustic disturbances in gas 
chromatography and hot-wire anemometry measurements, as hot sensor 
filaments come into contact with cold gas as it travels through a channel. 
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Interaction of acoustic waves and solid boundaries creates challenging 
problems. One of these problems often encountered in different industrial 
applications is acoustic streaming [11]. It is a well-known fact that sound sources 
may generate an acoustic field in which the particle velocities are not simply 
sinusoidal and a pattern of time-independent vortical flows or steady circulations 
is often found in the body of compressible media.  Sound at high intensity levels 
in gases and liquids is accompanied by these second order steady flow patterns 
known as acoustic streaming [12]. These flows always have rotational character 
and their velocity increases with the sound intensity. But, even at the high 
intensity levels, the secondary streaming velocity remains smaller than the 
primary oscillatory particle velocity in the sound wave. 
Acoustic streaming may be effective in accelerating certain kinds of rate 
processes and has applications in localized micro-mixing [13], convective cooling 
[14], acoustic compressors (Figure 1.1), micro-fluidic devices [15], 
thermoacoustic engines [16] and refrigerators [17], containerless materials 
processing with acoustic levitation [18, 19], ultrasonic medical diagnostic devices 
[20, 21] and ultrasonic cleaning of contaminated surfaces [22]. 
 
Figure 1.1: Acoustic compressor (Macrosonix Corp., Richmond, VA). 
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A proper knowledge of the flow structure is important for the successful design 
and execution of these applications. For example, acoustic compressors are 
designed to reach the highest possible compression ratios for the particular 
system [1]. In these systems, acoustic streaming is considered as an unwanted 
flow since it serves as an energy dissipation mechanism that reduces the 
pressure amplitudes in the resonator. 
Another application area of acoustic streaming flows is the design of 
thermoacoustic engines and refrigerators [23]. A thermoacoustic engine converts 
heat from a high-temperature source into acoustic power while rejecting waste 
heat to a low-temperature sink. A thermoacoustic refrigerator does the opposite, 
using acoustic power to pump heat from a cool source to a hot sink. These 
devices perform best when they employ noble gases as their working fluids [4]. 
Such gases are both nontoxic and environmentally benign. Another appealing 
feature of thermoacoustic devices is that one can easily convert an engine into a 
refrigerator with no moving parts. A thermoacoustic stack is the most important 
unit in these systems (Figure 1.2). 
 
Figure 1.2: Thermoacoustic refrigerator (Purdue University prototype). 
 5
The accurate prediction of detailed circulatory structures of acoustic streaming 
patterns generated inside the stack leads to the design of efficient 
thermoacoustic systems. 
The design and control of the thermal features of a suitable cell was 
needed for the containerless processing of materials at near zero gravity in some 
basic science experiments planned as part of the space research program [24]. 
The objective of these experiments was to isolate and study the effects of 
thermocapillary-dominated phenomena on the structure and properties of metal 
alloys and glasses in the absence of buoyancy. The alloy samples (usually 
spheres) were acoustically levitated to avoid physical contact with the container 
walls. This technique permits the heating, melting, reacting, cooling and 
solidification of a substance without contamination or heterogeneous nucleation 
caused by contact with the container. Acoustic levitation involves the creation of 
sufficiently strong and suitably shaped acoustic fields. The use of a sound field to 
levitate and position the samples is considered especially attractive, since it 
prevents directional effects from being introduced into the alloy properties. 
However, the required sound fields of the order of 150-175 dB at 1-2 kHz give 
rise to strong acoustic streaming flows around samples and on the walls of the 
test cells. Streaming flow patterns observed during the operation of an ultrasonic 
levitator can affect the dynamics of the transport and phase change processes 
regarding the suspended solid and liquid samples. The associated convective 
heat transfer rates with these flows are instrumental in determining 
heating/cooling rates and material structure and thermophysical properties of the 
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alloys. A proper knowledge of the transport processes between the samples and 
the chamber walls was thus important to the successful design and execution of 
these experiments. 
Acoustic streaming also allows forced convective heat transfer without any 
macroscopic mechanical moving part and provides silent cooling. With suitable 
design, this steady vortex flow can be employed for cooling of electronic systems 
in micro-gravity environments where free convective flows in fluids are greatly 
reduced or completely eliminated. Mixing is one of the most important operations 
in the processes of the chemical, biochemical [25] and pharmaceutical industries 
[13, 26]. Acoustic streaming can increase mixing and can be used in the 
localized micro-mixing of materials and can also serve as a detection mechanism 
in distinguishing cysts from tumors [20, 27]. 
In this study, two important transport phenomena resulting from the 
interaction of acoustic waves with fluid dynamics and energy transport are 
considered and the fundamental characteristics of these problems are 
investigated. The study first focuses on the thermally induced pressure waves 
termed thermoacoustic waves and associated convective flows. Second order 
circulatory flow patterns called acoustic streaming observed in high intensity 
sound fields in resonators are then considered. 
 
1.2. Literature Review 
 In this section, the relevant literature on two important aspects of acoustic-
fluid dynamic interactions is reviewed. The past work on the generation and 
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propagation of thermoacoustic waves and the features of thermal convection 
induced by these waves is given first. The section continues with the review of 
the literature on the formation of acoustic streaming structures and various 
aspects of associated transport processes. 
    
1.2.1. Thermoacoustic Waves and Thermoacoustic Convection 
Analytical and Numerical Studies: 
The problem of thermally induced pressure waves termed as 
‘thermoacoustic waves’ in a quiescent semi-infinite body of a perfect gas, 
subjected to a step change in temperature at the solid wall was studied 
analytically by Trilling [28]. He determined how the sound intensity depends on 
the wall temperature history. The one-dimensional compressible flow equations 
were linearized and a closed-form asymptotic solution was obtained using a 
Laplace transform technique. A simplified model (the hyperbolic equation of 
conduction) for thermoacoustic motion was compared with one-dimensional 
Navier-Stokes equations model of the phenomena and limitation of the simplified 
approach were discussed [29]. Solutions to the problem of the response of a 
perfect gas in a slot to a monotonically varying temperature disturbance at the 
boundaries were developed by Kassoy [5] employing a variety of perturbation 
methods. Radhwan and Kassoy [30] studied the response of a gas confined 
between infinite parallel planar walls subjected to significant heat addition. 
Solutions were developed in terms of asymptotic expansions valid only when the 
ratio of the acoustic to conduction time scales is small. Huang and Bau obtained 
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a more general class of solutions for the thermoacoustic waves by using the 
Laplace transform method with numerical inversion for equations of the linear 
wave model for step and gradual changes in the boundary temperature [31]. The 
equations of the nonlinear wave model were numerically solved using a finite 
differences scheme modified with a Galerkin finite element interpolation in space. 
A similar analysis for thermoacoustic waves in a confined medium was repeated 
more recently by Huang and Bau [32]. In both geometries the medium 
considered was a gas with Prandtl number of 0.75. 
Larkin carried out the first computational study of thermally induced fluid 
motion in a confined medium as a result of sudden heating [10]. In this one 
dimensional analysis, the acoustic nature of the fluid motion was observed but 
due to high numerical diffusion the behavior of pressure waves was not 
completely captured. Numerical studies of one and two dimensional 
thermoacoustic waves in a confined region have been carried out by Ozoe et al. 
[33, 34]. These computational studies described finite-difference solutions of the 
compressible Navier-Stokes equations for a gas with temperature-independent 
thermophysical properties. The solutions were obtained by employing first-order 
upwind schemes to solve the governing equations, and as a consequence, the 
results showed effects of substantial numerical diffusion. 
The mechanisms of heat and mass transport in a side-heated square 
cavity filled with a near-critical fluid were explored by Zappoli et al. [9], with 
special emphasis on the interplay between buoyancy-driven convection and the 
thermoacoustic waves characterized as the piston effect. In a recent paper, 
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Brown and Churchill showed that rapid heating of a solid surface bounding a 
region of gas generates a slightly supersonic wave with positive amplitude in 
pressure, temperature, density and mass velocity [35]. The one-dimensional 
predictions were in good qualitative agreement with previous experimental 
measurements of the shape, amplitude and rate of decay of the pressure waves. 
 
Experimental Studies: 
The generation of thermoacoustic waves in gases has been studied 
experimentally by only a few investigators [36, 37]. Parang and Salah-Eddine 
[36] investigated the thermoacoustic convection phenomena in a cylinder 
containing air in normal and reduced gravity environments. In this study, 
temperature was measured, but no pressure measurement was reported. 
Experimental measurements of pressure waves generated by rapid heating of a 
surface were reported by Brown and Churchill [37]. These experiments clearly 
demonstrated how a rapid heating process could generate thermoacoustic waves 
in an enclosure. 
 
1.2.2. Acoustic Streaming Induced Transport 
Sound waves created by mechanical vibrations in resonators are 
associated with acoustic streaming flow structures. Acoustic streaming is defined 
as second order, steady, circulatory fluid motion produced in high intensity sound 
fields in viscous fluids and classified into three main regimes: Rayleigh, 
Schlichting, and Eckart type streaming flows. 
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Rayleigh streaming (also known as outer streaming) is a large scale 
streaming formed around surfaces in a standing wave field and the size of this 
type of streaming is characterized by the acoustic wavelength. This type of 
streaming is driven by viscous forces existing close to a surface in an oscillatory 
flow field. 
Schlichting streaming (also known as inner streaming) is generally very 
small size streaming formed around surfaces in a standing wave field and the 
size of this type of streaming is characterized by the thickness of the acoustic 
boundary layer defined as δν = (2ν/ω)1/2. In this equation, ν is the kinematic 
viscosity of the fluid and ω is the angular frequency. This type of streaming is 
formed by viscous forces, namely Reynolds’ stresses. 
Eckart streaming, also known as ‘quartz wind in liquids’ or ‘sonic wind in 
air’, applies to large scale phenomena and the size of the streaming patterns is 
characterized by the size of the physical domain [38]. Eckart streaming occurs in 
traveling wave fields. The radiation pressure gradient due to the absorption of the 
acoustic wave in the propagation process is the driving force of the flow. 
Streaming velocities become greater at higher frequencies due to high 
absorption, and because of this feature, noticeable Eckart streaming is generally 
observed at high frequencies (>1 MHz). Since they reduce the radiation pressure 
gradient, wave reflections are avoided in Eckart streaming experiments. Eckart 
streaming is fundamentally different from the other two types in terms of the 
driving mechanism and features and will not be part of this research program. 
This streaming does not depend on interactions of the sound fields with solid 
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boundaries and is qualitatively different from the motions of Schlichting and 
Rayleigh streaming flows. 
 
Analytical and Numerical Studies: 
The study of acoustic streaming started with the theoretical work of Lord 
Rayleigh [39]. He considered vortex flows occurring in a long pipe (Kundts’ tube) 
as a result of the presence of a longitudinal standing wave. Westervelt [40] 
obtained a general vorticity equation and developed a general procedure for 
evaluating the streaming velocity induced by acoustical disturbances. The 
treatment presented in this study was not applicable to problems where the wave 
amplitudes are large and the field values can not be described by a linear wave 
equation because no first-order specification of the field exists. Then the vorticity 
equation was specialized subject to the restrictions: solenoidal first order motion 
and irrotational first order motion. These results agreed with the equations used 
by Schlichting, Rayleigh and Eckart, respectively. Andres and Ingard investigated 
low [41] and high [42] Reynolds number (Re = Ua/ν, where U is the maximum 
particle velocity, a is the radius and ν is the kinematic viscosity) acoustic 
streaming around a cylinder, analytically and discussed the distortion of the 
streaming flow patterns as a function of sound intensity. Nyborg [12] reviewed 
the theories for calculating steady streaming associated with sound fields. He 
worked out two illustrative problems, both for rectilinear flow due to irrotational 
sound fields: the first deals with a single attenuated plane wave traveling down a 
tube and second one deals with two attenuated plane waves, which cross each 
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other. An approximate solution was also developed by Nyborg for sonically-
induced steady flow near a fluid-solid interface subject to the condition of known 
irrotational oscillatory velocity distribution in the vicinity of the interface [43]. The 
previously developed theoretical approach based on successive approximations 
to solutions of nonlinear hydrodynamic equations requires obtaining first and 
second order solutions for the velocity distributions in a form given by 
v = v′(x,y,t) + v″(x,y)        (1.1) 
In this equation, v′ represents the transient (oscillatory) first order velocity and v″ 
is the steady, second order streaming velocity component. Each of solutions 
obtained for these velocity distributions must satisfy the boundary conditions. 
Accurate solutions exist only for the cases where the boundaries are planes, 
cylinders or spheres and where the specified velocity distributions on these 
boundaries are very simple. When the geometry is less simple such a method is 
impossible or highly impractical. In this study Nyborg suggested that approximate 
near-boundary results can be obtained theoretically without need of a complete 
solution and the developed method was applied to very small compressible 
bodies (gas bubbles) resting on a solid wall in a sound field to investigate 
microstreaming [43]. 
An approximate solution of the compressible form of the continuity and 
momentum equations for Rayleigh type acoustic streaming flow patterns is given 
by Zarembo [38]. In this solution procedure, the flow variables are represented in 
series form (v = v′ + v″ + v′″ + …) where the number of primes indicates the order 
of smallness of the corresponding variable. The substitution of the flow variables 
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into the governing equations and the grouping of the terms result in the first and 
the second approximation (time averaged) equations in incompressible form. The 
solution is based on the method of successive approximations and assumes a 
divergence-free first order velocity distribution given by 
v′(x,t) = v0cosωtcoskx       (1.2) 
in the form of standing waves periodic in time and space between two parallel 
plates. In this equation ω represents the angular frequency and k is the wave 
number. If the maximum oscillatory flow velocity is v0 = 1 m/s in the system, the 
resulting oscillatory first order velocity profile is in the form given in Figure 1.3 at 
20 kHz frequency. 
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Figure 1.3: First order velocity profiles at four different times ωt = 0, π/4, 3π/4, π. 
 
The solution obtained with this technique produces the second order steady flow 
field given in Figure 1.4 in a channel having length of λ/2 (here the wavelength is 
λ = 17.65 mm). The horizontal length of the streaming vortices is characterized 
by quarter wavelength (λ/4) while the height of the vortices is determined by the 
channel height (the distance between the parallel plates). 
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Figure 1.4: Rayleigh streaming formed between two parallel plates [38] 
(Maximum streaming velocity: vx″ = 0.76 mm/s, vy″ = 12.8 mm/s). 
 
The most important limitation in this solution is the height of the channel. The 
height of the channel (shown on the y-axis) has to be much larger than the 
wavelength for the solution technique to work. In this sample calculation the 
height of the channel was chosen as 10λ. 
An approximate solution of the viscous boundary layer equations for 
Schlichting type acoustic streaming flow patterns is also given by Zarembo [38]. 
This solution is also based on the method of successive approximations and the 
assumption of a time and space periodic velocity field in the form of standing 
waves far from the boundary on a flat plate. At 20 kHz frequency, solutions 
obtained with this technique produce the second order steady flow field given in 
Figure 1.5. In this figure, clock-wise (0 < x < λ/4) and counter-clock-wise (λ/4 < x 
< λ/2) vortices observed in the vicinity of the horizontal axis are the inner 
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streaming structures. Here the wavelength is λ = 17.65 mm and acoustic 
boundary layer thickness is δν = 15.8 µm. The height of the streaming vortices is 
approximately y = 1.9δν and beyond this level the formation of the Rayleigh 
streaming (outer) structures is observed. In narrow channels, the outer acoustic 
streaming structures vanish and the boundary layer streaming patterns dominate 
the flow field. 
 
Figure 1.5: Schlichting streaming formed on a flat plate [38] 
(Maximum streaming velocity: vx″ = 1.1 mm/s, vy″ = 0.01 mm/s). 
 
Lee and Wang [44] studied the effect of compressibility on the streaming 
pattern, theoretically. In previous analyses, it was found that compressibility can 
affect the inner but not the outer streaming flow. Lee and Wang agreed with this 
point for the flow between parallel plates. But for two or three dimensional objects 
such as a cylinder or a sphere they found that compressibility also affects the 
outer streaming pattern. A solid body oscillating in a stationary fluid and the fluid 
oscillating around a stationary body are not equivalent since the fluid is 
compressible. They used the limiting velocity at the edge of the inner streaming 
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layer from Nyborg’s theory [11] as a slip boundary condition to solve for the large 
outer streaming for geometries such as parallel plates, spheres and cylinders. 
Compressibility was retained in the first-order oscillatory flow but the steady 
secondary order outer flow was assumed to be incompressible. The effect of 
compressibility on acoustic streaming near a rigid boundary was investigated by 
Qi [45] theoretically. In this study, the goal was to resolve an existing 
inconsistency: while the compressibility is a necessary condition for the 
propagation of acoustic waves, previous analysis of acoustic streaming were 
limited to incompressible fluids. It appears that this inconsistent description 
results from adapting the incompressible boundary layer solutions obtained by 
Schlichting to acoustic streaming near rigid boundaries. It is shown that the 
consideration of compressibility leads to a larger streaming velocity outside the 
boundary layer. The effect was found to be significant in gases, but not in liquids. 
The study was extended to investigate acoustic streaming in a circular tube [46]. 
Vainshtein [47] combined the problems of Rayleigh streaming and Couette flow 
and investigated the effect of streaming on shear flow. Menguy and Gilbert [48] 
studied nonlinear acoustic streaming in a guide with a perturbation calculation 
using asymptotic expansions. A noticeable distortion of the acoustic field due to 
the fluid inertia was demonstrated and a comparison of slow and nonlinear 
acoustic streaming was presented. 
Hamilton et al. [49] derived an analytic solution for the average mass 
transport velocity generated by a standing wave confined by parallel plates. The 
solution technique works for channels of arbitrary width, in contrast to classical 
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analyses, which apply only to wide channels [38-40]. In addition, previous 
analyses do not consider a specific source excitation. The excitation of the sound 
field was assumed to be accomplished by shaking the system harmonically. In 
this study both the outer, Rayleigh streaming vortices and the inner, boundary 
layer vortices were described. They found that as channel width is reduced, the 
inner vortices increase in size relative to the Rayleigh vortices and for sufficiently 
narrow channels the Rayleigh vortices disappear and only inner vortices exist. 
Hamilton et al. [50] recently extended this analysis to a gas in which heat 
conduction and dependence of viscosity on temperature are taken into account. 
Convective heat transfer from a isolated sphere in a standing sound field 
due to acoustic streaming was examined by Gopinath and Mills [51] for large 
streaming Reynolds numbers defined as Re = U2/ων. Here U represents the 
maximum velocity amplitude. This study dealt with the convective heat transfer 
rate from a levitated sample modeled as an isolated isothermal sphere. The 
solution technique combined the method of matched asymptotic expansions and 
the numerical solution of nonlinear partial differential equations. Nusselt number 
correlations for a wide range of Prandtl numbers were obtained with particular 
emphasis on the case of Pr~1. Convective heat transfer due to acoustic 
streaming across the ends of an air-filled tube modeling an acoustic levitation 
chamber and supporting an axial standing sound wave was investigated by 
Gopinath and Mills [52]. The focus was on determining the steady heat 
convection due to streaming generated close to the walls of the levitation 
chamber in the absence of any samples. The flow was treated as 
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incompressible. Analytical techniques were used along with a commercial 
numerical solver for the solution of the complete elliptic form of the equations 
governing the steady transport due to the streaming motion. A parametric study 
of the effects of the controlling acoustic and geometric variables was conducted, 
and Nusselt number correlations were developed for air. 
Kawahashi and Arakawa [53] performed numerical analysis of acoustic 
streaming induced by finite-amplitude oscillation in a closed duct driven by a 
piston applying a fourth-order spatial difference method. The results showed 
velocity distributions in the oscillatory boundary layer and the change of the 
streaming profile owing to the increase in the amplitude of oscillation and the 
existence of a double layer in the vicinity of the duct wall. 
 
Experimental Studies: 
Andrade [54] experimentally studied the streaming flows occurring outside 
the boundary layers in a tube and around cylindrical and spherical obstacles. 
Figure 1.6 shows the outer streaming structures visualized in air around a 
cylindrical rod immersed in a standing sound wave. The fluid particles flow 
towards the cylinder from above and from below, and move away in both 
directions parallel to the acoustic oscillations (horizontal). Schlichting [54] 
visualized streaming flow patterns around a cylinder which performs an 
oscillatory motion in a tank filled with water and obtained results similar to those 
published by Andrade [55].  
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Figure 1.6: Secondary flow in the neighborhood of a cylinder (Andrade [55]). 
 
The phenomenon of flow reversal in the circulation occurring in the vicinity 
of oscillating cylinders was experimentally observed by West [56]. The results of 
this investigation showed that as soon as the amplitude of the excited sound 
wave exceeds a critical value, the direction of the circulation in the vicinity of the 
cylinder reverses and streaming outside the boundary layer forms. 
Holtsmark et al. [57] studied the vortices in air near a cylindrical rod in a 
Kundt’s tube. The streaming in and outside the boundary layer was observed. 
The boundary layer streaming structures around a cylinder were visualized in a 
water-glycerin mixture by Raney et al. [58]. 
Trinh and Robey [24] investigated the streaming flows associated with 
ultrasonic levitators. In this experimental study, the streaming flow field caused 
by an ultrasonic driver, a reflector and walls of an enclosure and the circulation 
induced by the presence of a sample in the enclosure were studied. 
Kawahashi et al. [59] described their experimental work on the coupling of 
acoustic streaming with natural convection generated in a closed rectangular 
duct driven by a piston oscillating sinusoidally and observed intensified steady 
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streaming as a result of the coupling. The natural convection occurred from the 
heated bottom wall of the duct. Loh and Lee [60] measured the enhancement of 
heat transfer capability of acoustic streaming generated by ultrasonic vibration. 
The cooling effect was found to have strong correlation with the gap between the 
ultrasonic device and the heat source. The cooling effect is maximized when the 
gap corresponds to the multiple of half-wavelength of the ultrasonic wave. 
 
1.3. Research Needs 
The above literature survey indicates that the generation and propagation 
of thermoacoustic waves have not been analyzed before using a high-order 
algorithm which accurately captures the wave signature. Previous investigations 
of the thermoacoustic effect based on the traditional computational fluid 
dynamics techniques employing pressure-velocity formulations of the Navier-
Stokes equations fail to predict the thermoacoustic effect on the transient 
buoyancy-driven motion. In earlier studies [33, 34], the signature of the 
thermoacoustic waves were not predicted accurately. The flow fields obtained in 
the earlier studies also do not clearly demonstrate the effects of thermoacoustic 
waves on the buoyancy-induced flows. Also the long time effects of 
thermoacoustic waves on the developing natural convection have not been 
investigated before even though they may significantly alter the flow development 
process. 
The literature survey also indicates that while various analytical models 
are available for describing acoustic streaming phenomena, they are usually 
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based on substantial approximations and the solutions are often limited to 
idealized conditions. In these studies, assuming a perfectly sinusoidal primary 
standing wave field in the domain of interest and starting the investigation from 
this point appears to be the general approach. In other terms, the real physical 
sound field and streaming formation processes are not modeled in most of the 
studies given in the literature. The media carrying the sound wave is treated as 
an incompressible fluid without fully computing and describing the compression 
and rarefaction regions of the acoustic field. 
A comprehensive multi-dimensional numerical model based on the 
compressible form of the Navier-Stokes equations can be an extremely useful 
tool in analyzing a wide variety of acoustic/fluid dynamic interaction problems. 
 
1.4. Objectives 
In this study, we aim to fully describe and analyze acoustic/fluid mechanic 
interactions in gases by the use of numerical models and experimental 
techniques. Under this general goal, two major phenomena occurring as results 
of these interactions are investigated: thermoacoustic convection and acoustic 
streaming induced by acoustic transducers. The study addresses fundamental 
questions regarding the mechanism of acoustic/fluid dynamic interactions and 
products of these interactions. In that sense, a fundamental investigation of a 
boundary layer phenomenon resulting from the combination of viscous effects 
and oscillatory behavior in an acoustic field and the formation of this boundary 
layer is essential. The study is specifically concerned with the modeling of the 
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real physical processes. No pre-defined sound field is employed in the 
computational domain for the simulation of acoustic fluid dynamic interactions. 
Instead, the formation of the acoustic field in the domain is computed directly 
from given boundary conditions. The particular computational and experimental 
objectives of the dissertation are the following: 
A comprehensive numerical model is developed to study the effects of 
acoustic waves on transport processes in gases. Using this model, the 
generation, propagation and dissipation of thermoacoustic waves in an enclosure 
under various heating and cooling conditions are investigated. The thesis aims to 
determine the effects of thermoacoustic wave motion on heat transport. The 
numerical simulations of the transient convective transport process are 
performed to capture the effects of thermoacoustic waves on the flow 
development and on heat transfer. To investigate the formation of inner/outer 
acoustic streaming structures in a resonator and to analyze the effect of acoustic 
wave forms on streaming patterns are two other objectives of the thesis. The 
study concentrates on the investigation of Rayleigh (outer) and Schlichting 
(inner) type streaming flows. The analysis of Eckart type streaming flows is 
excluded since the Eckart streaming is not a boundary layer phenomenon. 
In the experimental part of this investigation, the main goals are to carry 
out pressure measurements to characterize the acoustic field (the sound intensity 
and the wave form), to visualize acoustic streaming flow patterns in a resonator 
and to compare the experimental observations with the predictions from the 
numerical simulations. 
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1.5. Outline of the Thesis 
The remaining chapters of the thesis are organized as follows. In Chapter 
2, the mathematical model used to describe the thermoacoustically induced and 
acoustically driven flows and heat transfer phenomena and the physical 
boundary conditions of the processes are discussed. The computational model 
utilized in solving the governing equations, the rationale for using this model and 
the treatment of the boundary conditions in the computational technique are 
described and discussed in the second part of the chapter. Chapter 3 focuses on 
the generation and early time behavior of thermoacoustic waves. Chapter 4 is 
devoted to the investigation of the long time effects of the thermoacoustic waves 
on the developing natural convection process. The simulations of the steady 
second order outer acoustic streaming flow structures in a resonator with a 
standing wave are performed in Chapter 5. The analysis on the effects of 
acoustic intensity on the form of streaming structures is also included in the 
chapter. The formation and the fundamental characteristics of the inner and outer 
acoustic streaming flow structures in an enclosure are discussed in Chapter 6. 
Chapter 7 starts with the description of the experimental apparatus and the data 
collection procedures. The chapter continues with the presentation of the results 
for the pressure field measurements and the visualized flow patterns and the 
comparison of the experimentally and computationally obtained results. 
Conclusions from the present study and the contribution of the thesis along with 
recommendations for future research are discussed in Chapter 8. 
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2: MATHEMATICAL AND COMPUTATIONAL MODELS 
 
2.1. Overview  
Developing an effective model for wave field formation and wave 
propagation required two steps. In the first, we established a mathematical model 
describing the physical process. Then, a numerical scheme was employed to 
accurately solve the equations of the mathematical model with appropriate 
boundary conditions. 
 
2.2. Governing Equations 
Accurate prediction of wave fields is essential for simulating the interaction 
of acoustic fields with solid boundaries. A sound field is formed by a series of 
high- and low- pressure regions called condensations and rarefactions, 
respectively. Hence, an accurate mathematical model must be able to describe 
these compression and expansion regions by accounting for the compressible 
behavior of the substance. The acoustic field in a two-dimensional domain is 
essentially characterized by the pressure field, p(x,y,t), and corresponding 
density, ρ(x,y,t), and temperature fields, T(x,y,t). The conservation of mass, 
momentum and energy principles should be expressed considering fully 
compressible features of the fluids along with an appropriate equation of state 
stating the functional relationship between the pressure, density and temperature 
change. The incompressible formulation of the conservation laws would not be 
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able to predict the generation and the propagation of an acoustic wave and 
describe the acoustic-fluid dynamic interactions accurately. 
For the problem of thermoacoustically induced and acoustically driven 
flows under investigation in the present study, the fully compressible form of the 
two-dimensional Navier-Stokes equations is employed as the governing 
equations. In Cartesian coordinate system and conservative form, these 
equations are expressed as: 
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Here t is time, x and y refers to the Cartesian coordinates, ρ is the density, p is 
the pressure, u and v are the velocity components and E is the total energy: 
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where µ is the dynamic viscosity. The components of the heat-flux vector are 
written as 
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where k is the thermal conductivity and T is the temperature. For the 
investigations reported in this thesis, the temperature is related to the density and 
pressure through the ideal-gas law: 
 RTp ρ=          (2.8) 
where R is the specific gas constant of the medium. 
 The definition of the speed of sound waves in fluids [61] is expressed as 
 
Tv
p p
c
c
c ρ∂
∂=          (2.9) 
Here cp and cv are the specific heats at constant pressure and constant volume, 
respectively. For an ideal gas, this equation can be expressed as a function of 
temperature only: 
 RT
c
c
c
v
p=          (2.10) 
Since the present model considers a complete description of the compressible 
nature of a substance through the fully compressible form of the governing 
equations, it predicts the local wave propagation speed accurately. The sonic 
speed values for the problems considered in this study are computed through 
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Equation 2.10. The value of the acoustic speed can also be computed directly 
from the predicted pressure waves. 
 The governing equations of the problems under investigation are solved 
using boundary conditions based on the physical nature and the geometrical 
structure of the simulated problem. These boundary conditions are given for each 
problem separately in the relevant chapters. 
 
2.3. Computational Model  
The governing equations of the problem under investigation are 
discretized (except for the diffusion terms) using a control-volume-based finite-
volume method utilizing a flux-corrected transport (FCT) algorithm [62]. An 
explicit finite difference approach is used to solve the discretized form of the 
governing equations. 
The stability criterion for an explicit Navier-Stokes solver is the Courant 
condition. This condition is achieved by limiting the timestep size of the 
computations based on the Courant number (CFL = c×∆t/∆x). Here ∆t is a typical 
timestep and ∆x is the smallest length of a computational grid. For the simulation 
reported in this thesis, the stability of the present explicit-time-marching solution 
algorithm was ensured by setting the Courant number to 0.4. This restriction 
results in rather small timestep sizes for the computations. This appears as a 
limitation of the current numerical model since the simulations of the transport 
processes in engineering applications usually need to be performed until 
practical times are reached. 
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The diffusion terms (the viscous term in the momentum equations and the 
conduction terms in the energy equation) were discretized using the central-
difference approach and the time-step splitting technique was used to include the 
terms in the numerical scheme. Time-step splitting was also used to include the 
buoyancy term in the y-momentum equation and the viscous dissipation (friction) 
terms in the energy equation. 
 
2.3.1. The Flux-Corrected Transport Algorithm 
FCT is a high order, nonlinear, monotone, conservative and positivity-
preserving scheme designed to solve a general one-dimensional continuity 
equation with appropriate source terms [62]. This scheme has fourth-order phase 
accuracy and is able to predict steep gradients with minimum numerical diffusion. 
In this algorithm, when a flow variable such as density is initially positive, it 
remains positive during the computations and no new minimum or maximum 
values are introduced due to numerical errors in the calculation process. 
Employing a two-step predictor corrector scheme, the FCT algorithm ensures 
that all conserved quantities remain monotonic and positive.  It first modifies the 
linear properties of a high order algorithm by adding diffusion during convective 
transport to prevent dispersive ripples from arising.  This added diffusion is later 
removed by an anti-diffusion stage of the integration cycle. Hence, these 
calculations maintain the higher order accuracy without artificial viscosity to 
stabilize the algorithm. 
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For illustration, consider the one-dimensional form of the continuity 
equation [62]: 
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The upwind (donor-cell) finite-difference formula is a simple linear interpolation: 
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This formula describes the diffusion stage of the FCT algorithm [62]: 
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Here εi+1/2 = ui+1/2∆t/∆t and ν is nondimensional numerical diffusion coefficient 
given by 
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2 ε<ν<ε  or )c(
2
ε+ε≈ν , where c is a clipping factor that controls how 
much extra diffusion must be added to ensure positivity over that required for 
stability, ε2/2 ( ε−<< 1c0 ). In the vicinity of steep discontinuities high numerical 
diffusion is needed, c ≈ 1-|ε|. The first order upwind scheme uses 
2
ε=ν . In 
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smooth regions away from local maxima and minima, low numerical diffusion 
(just enough to provide stability) is needed, c ≈ 0 and 
2
2ε=ν . 
 The antidiffusion stage of the FCT algorithm is given by 
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The largest choice of the antidiffusion coefficient that still guarantees positivity 
linearly is 
2
1i
2
1i
2
1i 2
1
+++
ε−ν≈µ    
2
1i
2
2
1i 3
1
6
1
++
ε+=ν    (2.18) 
However, this antidiffusion coefficient is not large enough. To reduce the residual 
diffusion (ν−µ) even further, the flux correction must be nonlinear, depending on 
the density gradient. 
 The idea behind the nonlinear flux-correction formula [62] is as follows: 
Suppose the density at grid point ‘i’ reaches zero while its neighbors are positive. 
Then the second derivative is locally positive and any antidiffusion would force 
the minimum density value to be negative. Because this can not be allowed on 
physical grounds, the antidiffusive fluxes should be limited so minima in the 
profile are made no deeper by the antidiffusive stage. It must also be required 
that antidiffusion does not make the maxima in the profile any larger. These two 
conditions form the basis for FCT. The antidiffusion stage should not generate 
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new maxima or minima in the solution, nor accentuate already existing extrema. 
This qualitative idea of a nonlinear filtering can be quantified as: 
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The ”raw” antidiffusive flux, 
2
1i
adf + , always tends to decrease ρni and to increase 
ρni+1. The flux-limiting formula ensures that the corrected flux can not push ρni 
below ρni-1, which would produce a new minimum, or push ρni+1 above ρni+2, which 
would produce a new maximum. 
The value of the residual diffusion coefficient is observed as a critical 
parameter for the low Mach number and second order flow problems under 
investigation. The default value of the RDC is 0.999. RDC may be reset to unity 
for minimal residual diffusion or to slightly smaller values than 0.999. Further 
details of the FCT algorithm used here are documented by Boris et al. [63]. 
 
2.3.2. LCPFCT Solution Procedure 
The computations for the investigation of thermoacoustic convection and 
acoustic streaming are carried out using a one-dimensional flux-corrected 
transport algorithm known as LCPFCT (Laboratory for Computational Physics, 
Flux-Corrected Transport) algorithm [63]. In order to utilize the LCPFCT 
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algorithm, the two-dimensional continuity, momentum and energy equations are 
separated in two parts, the axial terms and the transverse terms. This separation 
results in one-dimensional equations in x- and y- directions. This arrangement 
allows the LCPFCT algorithm to solve the Navier-Stokes equations by integrating 
during a given timestep ∆t for each direction. 
The first set of computations is performed along each axial row. The 
computations in the transverse direction are included next. This is done by 
employing a two-step time splitting technique. This second order time integration 
scheme greatly increases the accuracy of the simulations. Choosing an 
appropriate timestep ∆t, the first step of the integration is performed from initial 
time t0 to t0+∆t/2, the integration then proceeds from time t0 to t0+∆t. The half 
timestep approximation is used to calculate cell centered spatial derivatives and 
fluxes. 
Initially, the cell centered values for all flow variables are known for time t0. 
The LCPFCT integration procedure is described here for timestep ∆t from time t0 
to tn by employing the timestep splitting approach as follows: 
 
1. Half-step (1/2) calculation to obtain first-order time-centered variables. 
a) Convect ρi0 a half timestep to ρi1/2 
 
b) Evaluate -∇p0 for momentum sources 
 
c) Convect ρi0vi0 a half timestep to ρi1/2 vi1/2 
 
d) Evaluate -∇(p0v0) for energy sources 
 
e) Convect Ei0 a half timestep to Ei1/2 
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2. Whole-step calculation to obtain second order values for each  timestep. 
a) Calculate vi1/2 and pi1/2 using provisional values ρi1/2, ρi1/2vi1/2 and Ei1/2 
 
b) Convect ρi0 to ρin 
 
c) Evaluate -∇p1/2 for momentum sources 
 
d) Convect ρi0vi0 to ρinvin 
 
e) Evaluate -∇(p1/2v1/2) for energy sources 
 
f) Convect Ei0 to Ei1/2 
 
In the present study, a Fortran code has been employed to perform LCPFCT 
computations and to include the diffusion, conduction, viscous dissipation and 
buoyancy terms of the Navier-Stokes equations in the calculation. The 
calculation procedure is outlined in the flow chart given in Figure 2.1. 
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Figure 2.1: Flow chart of the LCPFCT procedure. 
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2.3.3. Boundary Conditions in LCPFCT 
A high-order non-dissipative algorithm such as FCT requires rigorous 
formulation of the boundary conditions [64]. Otherwise, numerical solutions may 
show spurious wave reflections at the regions close to boundaries and 
nonphysical oscillations arising from instabilities. In the present computational 
method, the treatment proposed by Poinsot and Lele [65] was followed for 
implementing the boundary conditions for density. This method is based on the 
theory of wave characteristics and avoids incorrect extrapolations and 
overspecified boundary conditions. Along any solid wall, the density is calculated 
from 
0
n
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∂ρ+∂
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∂
ρ∂       (2.21) 
where cM is the acoustic speed, M indicates the location of the wall and n is the 
direction normal to the wall. 
Since the analysis of acoustically driven streaming flow problems involves 
a moving boundary and a time dependent boundary velocity, a modification in the 
scheme is required. Equation (2.22) was derived following the procedure 
described by Poinsot and Lele [65] to calculate the density along a vibrating wall. 
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where uW indicates the velocity of the vibrating boundary and cL is the acoustic 
speed. 
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 For a thermally insulated rigid wall, the boundary condition based on the 
characteristic wave relations was also derived. In this formulation, the internal 
energy along any thermally insulated wall is calculated from 
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This method requires the calculation of both the density and the internal energy 
from the characteristic wave relations using equation 2.21 and 2.23, respectively, 
and increases the computer time for the simulations. Hence, an alternative 
technique was chosen. A thermally insulated wall was approximated by 
considering a zero temperature gradient in the normal direction to the wall and 
setting the wall heat flux to zero. Equation 2.21 is used to compute the density at 
the wall. The flow properties obtained by the theory of characteristics and zero-
temperature-gradient approaches agree well and both methods produce results 
free from numerical oscillation. 
 
2.3.4. Boundary Conditions in the Present Navier-Stokes Solver 
Since the LCPFCT was originally prepared for solving Euler equations, 
certain modifications are required to convert the algorithm to a Navier-Stokes 
solver. Euler equations describe the momentum and the energy transport in an 
inviscid and non-conducting media. Since the problems under investigation in 
this study involve strong viscous and thermal boundary layer interactions 
described by the Navier-Stokes equations, associated boundary conditions need 
to be added to the solution algorithm. 
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These boundary conditions are no-slip wall and heat conducting or 
thermally insulated wall conditions. A ghost cell approach (Figure 2.2) was 
adopted in LCPFCT for computational representation of the viscous boundaries 
and the theory of wave characteristics discussed in Section 2.3.3. 
 
 
 
 
 
 
 
Figure 2.2: Ghost cell approach for a boundary at the cell interface. 
 
In this approach, the ghost cell value of the density is given by 
W1IG 2ρ+ρ−=ρ         (2.24) 
Here, the subscripts G, I1, and W indicate the ghost cell, the first cell and the 
wall, respectively. The solution algorithm considers the arithmetic average of the 
ghost and the first cell values of the density to include the value of the density at 
the boundary. Hence, based on the equation 2.22, the wall value of density is 
included in the computations with the correct value (ρW) determined by the theory 
of characteristics. 
The ghost cell value for x-momentum is given by 
WW1I1IGG u2uu ρ+ρ−=ρ        (2.25) 
System boundary 
(a rigid wall) 
Ghost 
cell Computational domain
G I1 I2 I3
W
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Here uW is the x-component of the wall velocity and for a stationary wall uW = 0. 
Similarly, the ghost cell values for y-momentum and the total energy are 
expressed as 
1I1IGG vv ρ−=ρ         (2.26) 
W1IG E2EE +−=         (2.27) 
For an isothermal wall, the heat flux value at the wall (conducting 
boundary) is computed using equation 2.7. For a thermally insulated wall, the 
heat flux at the boundary is zero. 
 
2.4. Computational Resources 
 All numerical simulations reported in this thesis were performed at Drexel 
University, College of Engineering High Speed Computing Facility housing two 
supercomputers. The first computer is an IBM-7017 RS/6000 S80 Enterprise 
Server. This server provides a shared memory computing environment and has 
two 6-way 450 MHz RS64 III processors, each with 128 MB L1 and 8 MB L2 
cache per processor (total of 12 processors), two 4096 MB memory cards (total 8 
GB memory), and nine 18.2 GB Hard Disk Drives (total 164 GB storage space). 
The second computer is an IBM-7044 RS/6000 44P Model 270 Workstation. This 
machine has two 2-way 375 MHz Power3-II processors, each with 128 MB L1 
and 4 MB L2 Cache (total 4 processors), four 512 MB memory cards (total 2 GB 
Memory). Both computers have the IBM AIX 4.3.3 operating system. 
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3: INVESTIGATION of THERMOACOUSTIC WAVES IN AN ENCLOSURE 
 
 
3.1. Introduction  
In this first part of the project, the early time behavior of pressure waves 
produced by sudden (impulsive) heating was studied in order to investigate how 
these waves may be used as an effective heat removal mechanism. Part of the 
results on the early time behavior of thermoacoustic waves in a compressible-
fluid filled cavity discussed in this chapter can also be found in Ref. [8]. 
 
3.2. Problem Description  
The sudden (impulsive) heating is applied on the left wall of a nitrogen 
filled square enclosure with side length L = 1 mm (Figure 3.1). The horizontal 
walls of the enclosure are considered to be adiabatic. No-slip boundary 
conditions are used for all the solid walls. Variation of the fluid properties with 
temperature was taken into account. Initially the gas and all walls are in thermal 
equilibrium (T = TR everywhere). At t > 0, the left wall temperature is increased to 
a value TL (TL > TR) by a step change. Initially gas is quiescent at 1 atm pressure 
and 300 K temperature. Fine computational grid resolution (in both space and 
time) is required for accurately predicting the generation and propagation of 
thermoacoustic waves. Small lengths (L = 1 mm) were considered so that 
multiple reflections of the acoustic waves from opposing walls could be studied 
within a short period of time. Larger domains can be easily considered at the 
expense of larger computational times. For these computations, a uniform grid 
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structure was employed with 400×50 computational cells. Relatively course grids 
were used in the y-direction as only the left vertical wall was rapidly heated. The 
simulations performed using denser computational grids did not change the 
results significantly and 400×50 mesh was found to be sufficient for the present 
computations. All computations were carried out on an IBM RISC/6000 S80 
Enterprise Server. The maximum run time requirement for a typically case 
considered was approximately 74 minutes. 
 
Figure 3.1: Geometry and the boundary conditions of the problem. 
 
For impulsive heating, the left wall temperature is given by 
 ⎜⎜⎝
⎛
>+
==
0t)1A(T
0tT
T
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0
L        (3.1) 
where T0 is the initial temperature (T0 = TR) and A is the overheat ratio: 
L
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N2 
x
y 
TR TL(t) 
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R
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T
TTA −=          (3.2) 
First, a test case computation was carried out to validate the present 
numerical method and the results of the computations were compared with the 
results of an experimental study by Brown and Churchill [35]. The problem 
geometry (a closed tube) and the heating condition (rate of wall heating) are 
identical to those considered in the experimental study. In the experiments, the 
heating was stopped when the maximum wall surface temperature was reached 
and the hot surface allowed to loose energy via conduction, convection and 
radiation. The present computations did not consider the cooling of the wall and 
the temperature was assumed to be constant after the maximum was reached.  
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Figure 3.2: Variation of pressure with time at midpoint (experimental and 
numerical results). 
 
However, this difference between the experiment and the simulation has an 
insignificant effect on the thermoacoustic wave characteristics since the wall heat 
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losses become important after 10 ms which is the maximum time the simulation 
was performed. Figure 3.2 shows the variation of pressure with time in the 
system. Qualitative agreement between the results is observed. The present 
numerical technique is able to predict the wave motion and the wave reflections. 
Thermoacoustic waves are moving with the local speed of sound and the space-
averaged pressure is increasing monotonically due to the increase in gas 
temperature despite the pressure wave amplitude decrease in the system. The 
experimental values of the pressure, however, are decreasing because of the 
leakage in the system as explained in the original paper [37]. 
 
3.3. Results and Discussion 
In a numerical scheme, ‘impulsive heating’ can be approximated by the 
duration of the first time step and the increase of wall temperature by a step 
function. In these computations the first time step is rather small, 2.83×10-9 s. 
This value is determined by the Courant condition. The same step function can 
be applied using even smaller timesteps. A number of test runs performed to 
identify the effects of this slightly different heating condition showed that the 
thermoacoustic behavior does not vary significantly and similar wave amplitudes 
are obtained by the end of first wave period. Faster impulsive heating can also be 
simulated by using smaller time steps (sharper step function) than required by 
the stability criterion. 
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Figure 3.3(a) shows the profile of pressure waves along the horizontal 
mid-plane of the enclosure at four different times, where τc is the travel time of 
sound waves for the length of the enclosure (τc = 2.83 µs). 
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Figure 3.3: Variation of (a) pressure (b) temperature along the horizontal mid-
plane of the enclosure at four different times, (A = 1/3). 
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The overheat ratio is 1/3 (TL = 400 K) for the results shown. The shape of the 
pressure wave is characterized by a sharp front and a long tail. With increasing 
time, the amplitude of the pressure wave decreases. When the pressure wave 
impinges on the vertical wall, it is reflected and the amplitude of the wave 
increases. The waves travel in the enclosure at approximately the local speed of 
sound. These results are in good agreement with the predictions of Huang and 
Bau [32]. 
Variation of gas temperature along the horizontal mid-plane of the 
enclosure is shown in Figure 3.3(b). The temperature profile shows a similar 
trend as the pressure. This figure clearly demonstrates the effect of 
thermoacoustic waves on heat transport in the enclosure. In the region close to 
the left wall (TL = 400 K) the temperature is high compared to the region far from 
the wall because of heat diffusion. In classical heat transport theory, it is 
considered that beyond this heat diffusion region the temperature is at its initial 
value. However, these results prove that the thermoacoustic effect appears to be 
an additional transport mechanism and contributes to the heating of the gas. At 
t= 0.25τc, in front of the wave temperature is 300K and at the same region gas is 
quiescent as shown in Figure 3.4. The figure also indicates that the flow field is 
one dimensional and even though the characteristic velocity of the pressure 
waves is the local acoustic speed, the resultant flow itself is subsonic. Variation 
of gas density along the horizontal mid-plane is given in Figure 3.5. Close to the 
left wall the density of the gas is rather low because of the expansion in the gas 
resulting from sudden temperature increase. 
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Figure 3.4: Velocity vectors in the enclosure at t = 0.25τc (A = 1/3). 
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Figure 3.5: Variation of density along the horizontal mid-plane of the enclosure 
at four different times, (A = 1/3). 
 
Temporal variation of pressure at the mid-point of the enclosure is given in 
Figure 3.6. The pressure at the mid-point remains constant at its initial value until 
the wave arrives. Then the pressure increases suddenly and with increasing time 
0 0.00025 0.0005 0.00075 0.001
X (m)
0.00025
0.0005
0.00075
0.001
Y
(m
)
10 m/st=0.25tper
 46
it decreases gradually. Similar behavior is observed every time the 
thermoacoustic wave passes the same region. The pressure oscillations continue 
in the enclosure and eventually decay due to viscous and heat dissipation. 
 
Figure 3.6: Pressure variation at the midpoint of the enclosure with time, (A=1/3). 
 
 
 
Figure 3.7. Frequency spectra of the pressure variations at the midpoint of the 
enclosure with time, (A=1/3). 
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A power spectral density distribution of the pressure signal at the midpoint 
of the enclosure is shown in Figure 3.7, indicating the corresponding frequency 
components obtained by taking a Fourier transform of the temporal data. The 
fundamental frequency of the oscillations is at 0.35 MHz. The speed of sound 
divided by the length of the enclosure (c0/L), gives the fundamental frequency of 
the wave passing the center point. A second harmonic is also apparent at 
0.7MHz. The relative amplitude of the higher harmonics is decaying as the 
frequency increases. 
Figure 3.8 shows the local heat flux value at the mid-point of the left and 
right wall as a function of time. The heat flux at a solid wall was calculated from: 
wall@x
Tkq ∂
∂−=′′
        (3.3) 
This figure clearly indicates that very high heat transfer rates are achieved at the 
instances when the thermoacoustic waves impinge on the vertical surfaces. 
Initially there is no heat transfer from the right wall. When the thermoacoustic 
wave reaches the right wall a sudden heat transfer occurs. On the other hand, 
the heat transfer rate is initially very high at the left wall and a sudden decrease 
in the transfer rate occurs when the wave impinges on the wall. 
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Figure 3.8: Variation of local heat flux with time at the mid-point of the left and 
right wall, (A = 1/3). 
 
Figure 3.9 shows the pressure profile along the horizontal mid-plane of the 
enclosure at three different times for a case in which an impulsive symmetric 
heating is applied to both vertical walls of the enclosure with overheat ratio 1/3 
(TL = TR = 400 K). In this figure, perfectly symmetric behavior of the 
thermoacoustic waves is observed on the left and the right portions of the 
enclosure. 
Thermoacoustic waves can also be produced with rapid cooling of a solid 
boundary. Figure 3.10 shows the behavior of thermoacoustic waves generated 
by an impulsive increase in the left wall temperature (TL = 400 K) and impulsive 
decrease in the right wall temperature (TR = 200 K). In this case, the 
thermoacoustic waves generated at the left wall travel from a hotter to a colder 
medium and the waves generated at the right wall from a colder to a hotter 
medium. 
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Figure 3.9: Variation of pressure along the horizontal mid-plane of the enclosure 
at four different times in case of symmetric heating (A = 1/3). 
  
 
 
Figure 3.10: Variation of pressure along the horizontal mid-plane of the enclosure 
at four different times in case of asymmetric heating/cooling (A = 1/3). 
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3.4. Summary 
The generation, propagation and dissipation of thermoacoustic waves in a 
two-dimensional enclosure filled by nitrogen were studied computationally. The 
pressure waves were created by the sudden heating and cooling of the rigid 
enclosure surface. A sharp peak and a long tail characterize the shape of the 
thermoacoustic waves in nitrogen. The waves travel in the enclosure at 
approximately the local speed of sound and eventually decay due to dissipative 
effects. 
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4: INTERACTION OF THERMOACOUSTIC WAVES AND BUOYANCY-
INDUCED FLOWS IN AN ENCLOSURE+ 
 
 
4.1. Introduction 
A natural extension of the problem considered in Chapter 3 is the long-
time behavior of the thermoacoustic waves and their eventual interaction with 
buoyancy-induced flows. The numerical simulations were focused on the 
thermoacoustic wave motion and its effects on the developing natural convection 
process in a square enclosure. The long time effects of thermoacoustic waves in 
gas filled enclosures (under normal gravity) are discussed in this chapter. 
 
4.2. Problem Description 
A natural convection problem in a square enclosure is considered (Figure 
4.1). The enclosure has L = 13 mm and it is filled with nitrogen gas, initially 
quiescent at 1 atm pressure and 300 K temperature. The horizontal walls of the 
square enclosure are considered to be insulated whereas the vertical walls are 
isothermal. No-slip boundary conditions are used for all the solid walls. Initially 
the gas and all walls are in thermal equilibrium (T = TR everywhere). At t > 0, the 
left wall temperature is increased to a value TL (TL > TR) either suddenly or 
gradually. For all computations, a non-uniform grid structure was employed with 
141×141 computational cells. This grid system has relatively small cells in the 
vicinity of the solid walls and the grid quality gradually decreases towards the 
                                                 
+ The results presented in this chapter appeared in the International Journal Heat and Mass 
Transfer, 46:2253-2261, Aktas and Farouk, 2003 [66] 
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central region. The simulations performed using a denser (161×161) 
computational grid did not change the results significantly and 141×141 mesh 
was found to be sufficient for the present computations. Variation of the fluid 
properties with temperature was taken into account and long time behavior of the 
pressure waves produced by a step change (impulsive heating) at the left wall 
temperature of the enclosure was investigated. In this case, ‘impulsive heating’ 
was again approximated by the duration of the first time step of the numerical 
scheme. In the present computations the first time step is 104 ns. 
 
 
Figure 4.1: Geometry and the boundary conditions of the problem. 
 
The long time effects of the thermoacoustic waves on the developing 
natural convection process in the enclosure are modeled using the fully 
compressible form of the two dimensional Navier-Stokes equations and the 
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numerical solutions are obtained by the LCPFCT algorithm presented in Chapter 
2. On an IBM RISC/6000 44P Model 270 workstation, a typical simulation 
required about 9 hours of dedicated cpu time. 
 
4.3. Results and Discussion 
For the two overheat ratios considered (A = 1/3 and 1) the pressure 
increases continuously, however, the presence of thermoacoustic waves is 
evident (Figure 4.2). The pressure value shows a distinctive peak whenever the 
thermoacoustic wave crosses the midpoint. The strength of the pressure wave is 
strongly correlated to the overheat ratio and pressure oscillations are damped 
with increasing time. 
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Figure 4.2: Variation of pressure with time at the midpoint of the enclosure 
for two different overheat ratios. 
 
The effect of the gravitational acceleration was found negligible at the early 
stages of the flow development and thermoacoustic behavior. 
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In practice, due to the thermal inertia of a wall and a heating system and 
unavoidable heat losses to the environment, it is difficult to generate a step 
change (impulsive heating) in the wall temperature. Therefore, the effect of the 
rapidity of the wall heating process (gradual heating) on the thermoacoustic wave 
behavior was investigated and results are shown in Figure 4.3 (A = 1/3 and Ra = 
104) for the time variation of the midpoint pressure for three different heating 
conditions. The gradual heating process was considered with an exponential 
expression: 
 )]e1(A1[T)t(T
h/t
0L
τ−−+=        (4.1) 
Where τh is the time constant of the wall heating process. For impulsive heating, 
ideally τh= 0. For the two gradual heating cases given in Figure 4.3, τh was τc and 
20τc, respectively (τc=36.82 µs). For the first gradual heating case (τh = τc) the 
value for the time constant was identified, below which the physical behavior 
differs negligibly from that for a step change in the wall temperature. Figure 4.3 
indicates that the rapidity of the wall heating process has a significant effect on 
the strength of the pressure waves. When τh = 20τc, the strength of the 
thermoacoustic waves is negligible. This figure also shows the results of a 
pressure-velocity formulation based Navier-Stokes code solution for the 
impulsive heating case. The pressure-velocity formulation based Navier-Stokes 
code is based on discretisation of the governing equation with a finite volume 
technique and employs an implicit time integration scheme.  
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Figure 4.3: Effect of the rapidity of the left wall heating process on the 
midpoint pressure of the enclosure (τc = 36.82 µs, A = 1/3). 
 
In this method, pressure is updated during the solution process from the 
momentum equation and velocity components are corrected to satisfy the 
continuity equation. The grid structure and time step size are identical for the 
density-velocity formulation of the Navier-Stokes equations employing the FCT 
algorithm and the pressure-velocity formulation of the Navier-Stokes code. We 
find that when sufficiently small time-steps are used (time steps that satisfy the 
Courant condition), the pressure-velocity formulation of the Navier-Stokes code 
predicts the propagation of the thermoacoustic waves. However, a comparison 
between the results clearly indicates that the pressure-velocity formulation based 
Navier-Stokes code is not able to predict the amplitude of the pressure waves 
accurately. 
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 Computations were carried out for longer times (t = 0.025 s) at which the 
buoyancy-induced flow fields develop. This value is very large compared to the 
acoustic time scale (t = 36.82 µs) and a comparable value with the viscous (t= 
0.1 s) and thermal (t = 0.058 s) time scales which are growth times of the viscous 
and thermal boundary layers [30] for the natural convection problem considered. 
In Figure 4.4 and 4.5, results obtained for the x- and y- components of the 
velocity vector are shown along the horizontal mid-plane of the enclosure for 
A=1/3 and Ra = 104 (Rayleigh number) at t = 0.025 s. These results include FCT 
solutions for the impulsive and gradual heating cases and a pressure-velocity 
formulation based Navier-Stokes code solution. The first time step value for the 
pressure-velocity formulation of the Navier-Stokes code solution is rather large, 
0.0025 s (≅ 68τc). 
-0.05
-0.04
-0.03
-0.02
-0.01
0
0.01
0 2 4 6 8 10 12
x (mm)
u 
(m
/s
)
Impulsive heating
Gradual heating
Pressure-velocity formulation
based CFD code solution
Gradual heating (20τc)
(τc)
t = 0.025 s
(68τc)
 
 
 
 
Figure 4.4: Variation of the x- component of the velocity vector along
the horizontal mid-plane of the enclosure at t = 0.025 s. 
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For this solution, the heating process is slow, such that no thermoacoustic waves 
are generated. Almost identical results (not shown here) are obtained for another 
Navier-Stokes code case in which the first time step value is rather small, 
36.82µs (= τc). This indicates that reducing the time step value does not 
guarantee the prediction of thermoacoustic waves unless the acoustic time scale 
is reached. These velocity profiles show the significance of the thermoacoustic 
motion on transient heat convection. In the case of impulsive heating, strong 
pressure waves completely change the flow characteristics in the enclosure and 
the thermoacoustic wave effect dominates the fluid motion. This effect is very 
clearly seen on the negative values of the u velocity in Figure 4.4. For the 
pressure-velocity formulation based Navier-Stokes code solution, the velocity 
profile is positive everywhere and the effects of thermoacoustic wave motion are 
totally absent. The effect of thermoacoustic waves on v velocity is found less 
significant (Figure 4.5) for the problem geometry considered. 
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Figure 4.5: Variation of the y- component of the velocity vector along the 
horizontal mid-plane of the enclosure at t = 0.025s. 
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The rapidity of the wall heating process does not affect the buoyancy-induced 
flow structure significantly.  With gradual heating (where τh=τc) the 
thermoacoustic effect loses its power and the expected flow characteristics of a 
buoyancy driven fluid motion is observed (gradual heating, τh = 20τc). 
 Figure 4.6 shows this process more clearly with the velocity vectors for the 
case where A = 1/3 and Ra = 104. All four figures show the velocity field in the 
enclosure at a given time (t=0.025s), with different heating conditions of the left 
wall.  For impulsive heating, (Figure 4.6(a)), very strong back flow is observed as 
a result of the pressure wave reflection on the right wall. This behavior 
significantly changes in the case of gradual heating (τh = τc, Figure 4.6(b); τh=5τc, 
Figure 4.6(c); τh = 20τc, Figure 4.6(d)). The effect of pressure waves on the 
process decays with increasing time. It is interesting to note that though the 
characteristic time for wave propagation in the enclosure (τc = 36.82 µs) is rather 
small, the effects of the thermoacoustic waves are significant even at t=0.025 s, 
as shown in Figure 4.6. Traditional computational fluid dynamics techniques 
employing pressure-velocity formulations of the Navier-Stokes equations fail to 
predict the thermoacoustic effect on the transient buoyancy driven motion. 
In earlier studies [33, 34], the signature of the thermoacoustic waves were 
not predicted accurately – perhaps due to significant numerical diffusion and the 
lack of ‘characteristic (wave)’ type wall boundary conditions in the scheme [56]. 
The flow fields given in the earlier papers also do not clearly demonstrate the 
effects of thermoacoustic waves on the developing buoyancy-induced flows. 
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Figure 4.6: Variation of the velocity vectors and flow field depending on the 
rapidity of the wall heating process at t = 0.025 s. a) Impulsive heating, 
b) Gradual heating (τc), c) Gradual heating (5τc), d) Gradual heating (20τc).
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The Effect of Fluid Properties on Thermoacoustic Convection: 
 The effect of fluid properties on the thermoacoustic phenomena was 
investigated next by considering a helium filled enclosure. Helium has 
approximately nine times larger thermal diffusivity than nitrogen. With the same 
overheat ratio (A=1/3) and the same temperature difference (TL-TR), 
thermoacoustic waves generated by sudden (impulsive) heating of the left wall of 
the enclosure travel faster (c0 = 1016 m/s, since helium has a large ideal gas 
constant, R = 2097.17 J/kgK, and large specific heat ratio, cp/cv = 1.657, 
Equation 2.10) and generate stronger pressure waves in helium (Figure 4.7(a)) 
compared to the waves generated in nitrogen. The stronger thermoacoustic 
waves in helium are due to the small value of the density of helium. In Figure 
4.7(b), the time variation of the Nusselt number at the right wall is shown for the 
helium and the nitrogen cases. 
Higher heat transfer coefficients are achieved for helium at the right wall of 
the enclosure at the instances when the acoustic waves impinge on the wall. The 
higher values in the heat transfer coefficient are due to the stronger 
thermoacoustic waves produced in helium. Due to the faster acoustic speed of 
helium, the peaks (caused by wall impingement) occur more frequently than for 
nitrogen. For the same heating condition, computations were also carried out for 
longer time to investigate the development of the flow field for the helium case. 
Instantaneous velocity vectors are shown in Figure 4.8(a) and 4.8(b) for nitrogen 
and helium at t = 0.01 s, respectively. 
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Figure 4.7: Effect of thermoacoustic wave motion on a) midpoint pressure and 
b) Nusselt number at the right wall of the enclosure for two different gases. 
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For both cases, the temperature difference (TL-TR) and geometry are the same. 
In nitrogen (Figure 4.8(a)), thermoacoustic waves and resulting flow are relatively 
strong and the flow field appears to be one-dimensional. However, in helium due 
to the high thermal diffusivity and the higher frequency of wall reflection, the 
Figure 4.8: Distribution of the velocity vectors in the flow field for two different 
gases at t = 0.01 s. a) Nitrogen, b) Helium. 
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thermoacoustic waves (though stronger at the time of inception) decay faster. 
Hence, in Figure 4.8(b), the flow field for helium at t = 0.01 s appears to be 
buoyancy dominated and the effects of thermoacoustic waves are less dominant. 
 
4.4. Summary 
In this part of the research program, the investigations on the effects of 
thermally induced pressure waves (thermoacoustics) on the transient natural 
convection processes in a nitrogen filled enclosure were performed. The 
pressure waves were generated by the rapid heating of the enclosure wall. The 
rapidity of the wall heating process was determined as a critical parameter on the 
wave amplitudes and flow structures in the enclosure. The fluid thermal diffusivity 
was observed as an important parameter affecting the thermoacoustic behavior. 
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5: NUMERICAL SIMULATION OF OUTER ACOUSTIC STREAMING 
GENERATED BY STANDING WAVES IN AN ENCLOSURE* 
 
 
5.1. Introduction   
Simulations of the Rayleigh type (outer) acoustic streaming motion in a 
compressible gas filled two-dimensional rectangular enclosure are considered in 
this chapter. The oscillatory flow field in the enclosure is created by the vibration 
of the left wall of an enclosure. The frequency of the wall vibration is chosen such 
that an acoustic standing wave forms in the enclosure. The effects of the sound 
field intensity on the formation process of streaming motion and the flow 
structures are investigated numerically. 
 
5.2. Problem description   
To investigate the formation of streaming flow structures, a rectangular 
enclosure filled with nitrogen having insulated and no-slip walls is considered 
(Figure 5.1). For this set of computations, the vibration frequency of the 
enclosure left wall is chosen as f = 1.0 kHz. The corresponding wavelength of the 
sound waves at this frequency is λ = 353 mm depending on the value of sonic 
speed in nitrogen at 300 K (c = 353 m/s). The length of the enclosure is one 
wavelength, L = λ = 353 mm, and the height is 12.6 mm, giving the aspect ratio 
of L/H = 28. 
The displacement and the velocity of the vibrating wall are given by 
                                                 
* A portion of the results presented in this chapter appeared in “Acoustically Excited and 
Thermoacoustically induced Flows and Heat Transfer” B. Farouk, M. Aktas ICME 2003 proceedings p.1-9, 
Dhaka, Bangladesh, December 2003 
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 X = XMAXsin(ωt)        (5.1) 
 vw = ωXMAXcos(ωt)        (5.2) 
respectively. Here, XMAX is the maximum displacement of the wall, ω (rad/s) is the 
angular frequency of the vibration (ω = 2πf) and ωXMAX (m/s) product is the 
maximum velocity of the wall. 
Since the formation of acoustic streaming structures results from the 
interaction between the wave field and the viscous boundary, resolving the 
acoustic boundary layer thickness in the computational method is a required 
condition to predict the acoustic streaming structures accurately. Due to the 
symmetry of the geometry, we consider the bottom half of the enclosure as the 
computational domain and employ a non-uniform grid structure with 81×72 
computational cells for these simulations (Figure 5.2). The simulations performed 
using denser computational grids did not change the results significantly and 
81×72 mesh was found to be sufficient for the present computations.  
 
Figure 5.1: Schematic of the problem. 
 
This grid structure has very fine grids in the vicinity of the bottom wall of the 
enclosure and the grid quality gradually decreases with the increasing vertical 
N2 
L = λ = 353 mm 
H = 2h = 12.6 mm 
x 
y 
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distance from the bottom wall. In this grid structure, the variation of the left wall 
position and the size changes for the first column cells were also taken into 
account since the problem involves the modeling of a vibrating wall. 
Fully compressible form of the two dimensional Navier-Stokes equations 
are used to describe the formation of the acoustic field and streaming flow 
excited by the interaction of acoustics with viscous boundaries. The numerical 
solutions are obtained by the LCPFCT algorithm discussed in Chapter 2. 
 
Figure 5.2: The computational grid. 
 
5.3. Inner and Outer Streaming  
The viscous interactions between the oscillatory flows in acoustic fields 
and solid boundaries result in the formation of acoustic boundary layers. The 
thickness of this type of viscous boundary layer is proportional to the viscosity of 
the media carrying the sound wave and inversely proportional to the frequency of 
the oscillations and expressed as δν = (2ν/ω)1/2. 
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The inner streaming (Schlichting) structures associated with high intensity 
sound waves forms around the acoustic boundary layers and the size of these 
vortical structures are characterized by the boundary layer thickness. The height 
of the inner streaming structures in the direction perpendicular to wave 
propagation approximately equals to 1.9δν while the length of the vortices 
between a pressure node and antinode is given by a quarter wave length. 
The outer streaming (Rayleigh) structures in standing wave fields form 
outside the acoustic boundary layer and have the length of a quarter wave 
length. The size of these vortices in the perpendicular direction to the wave 
propagation is determined by the size of the physical domain. In wide channels, 
outer streaming structures dominate the flow field and the inner streaming 
structures diminish. For the simulations reported in this chapter, the acoustic 
boundary layer thickness is δν = 70.6 µm and the enclosure height-acoustic 
boundary layer ratio is H/δν = 178. Since the enclosure is rather wide compared 
to the boundary layer, only the outer streaming vortices were captured in the 
simulations. 
 
5.4. Results and discussion 
In this part of the investigation, we concentrate on the effect of the 
maximum displacement of the left wall during the vibration cycle on the formation 
of streaming structures in the enclosure. Three cases that have been considered 
are shown in Table 5.1. 
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Table 5.1: Cases considered for acoustic streaming analysis. 
 XMAX 
Case-1 8 µm 
Case-2 28 µm 
Case-3 56 µm 
 
In Case-1, the maximum displacement of the wall was set to XMAX= 8 µm. The 
calculations were started with the oscillation of the wall at x = 0 and with uniform 
values of pressure, temperature and density within a quiescent medium. For 
each cycle of the vibrating wall, about 44,000 timesteps were used. The 
computations for this case took about 128 hours of cpu time on an IBM 
RISC/6000 44P Model 270 workstation. Figure 5.3(a) shows the pressure 
distribution along the symmetry axis of the enclosure at ωt=0, π/2, π, 3π/2 (during 
cycle # 351). These pressure profiles do not vary significantly at any other 
horizontal plane far from the bottom and top walls. Pressure distribution for ωt = 
2π (not shown here) is identical to the curve given for ωt = 0. At ωt = 0 and ωt = π, 
the amplitude of the pressure waves reach a maximum value in the enclosure. At 
the beginning of the cycle (ωt = 0), the pressure is maximum on the vibrating 
(left) wall of the enclosure and decreasing with distance from the wall and 
reaching a minimum at x ≅ L/2. In the second half of the enclosure (L/2 < x < L), 
the pressure profile shows fairly symmetric behavior to the first half and reaches 
a maximum at the right wall. The pressure profiles given for different time levels 
intersect at approximately x = L/4 and x = 3L/4 and creates the pressure nodes. 
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Figure 5.3: Variation of (a) pressure (b) u velocity along the symmetry axis of the 
enclosure at four different instant (ωt = 0, π/2, π, 3π/2) during the acoustic cycle 
starting at t = 0.350 s (Case-1). 
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Corresponding u-velocity profile for this case is given in Figure 5.3(b). 
Contrary to the pressure profile, the velocity maximums and minimums are 
observed at ωt = π/2 and ωt = 3π/2. The left wall is stationary at ωt = π/2 and 
ωt=3π/2. Also a region without any horizontal fluid motion (a velocity node) is 
observed around the vertical mid-plane of the enclosure (x ≅ L/2). 
Variation of the right wall pressure with time is shown in Figure 5.4(a) and 
5.4(b). In these figures, the time evolution of the right wall pressure (general 
trend starting from t = 0) and the variation of the pressure close to the end of the 
cycle # 351 are given respectively, at the symmetry line. The pressure wave 
generation in the enclosure starts with the vibration of the left wall. These waves 
move with local sonic speed in the enclosure. A gradual increase in the pressure 
is observed during the vibration of the left wall because of the energy input to the 
system (Figure 5.4(a)). When the wave approaches the right wall, the pressure is 
increasing with a steep gradient until the wave impinges on the wall (Figure 
5.4(b)). After the wave is reflected from the right wall, the pressure decreases 
gradually. 
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Figure 5.4: Time evolution of right wall pressure (Case-1). 
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Figure 5.5 shows the primary oscillatory flow field (corresponding 
streamlines) in the enclosure for Case-1 at four different times (ωt = 0, π/2, π, 
3π/2) during the acoustic cycle # 351. 
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Figure 5.5: Variation of oscillatory flow field in the enclosure at four different 
instants (ωt = 0, π/2, π, 3π/2) during the acoustic cycle starting at t = 0.350 s  
(Case-1). 
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These streamlines are for instantaneous velocity vectors at a given time and the 
primary oscillatory flow field shows unsteady behavior during an acoustic cycle. 
The flow structures repeat the same pattern at every cycle after a quasi-steady 
behavior is reached in terms of the acoustic field and the flow development. For 
Case-1, this behavior is observed at t = 0.350 s. In Figure 5.5(a) (ωt = 0), a fairly 
symmetric flow structure is observed in the enclosure. The flow field is mainly 
characterized by the change of flow direction approximately at every quarter 
wavelength. Figure 5.5(b) shows the detail of the flow field on the left half of the 
enclosure for the region close to the bottom wall for the same time (ωt = 0). In 
this region an instantaneous counter-clock-wise circulation is observed. Three 
similar circulatory flow patterns symmetric to the shown circulation also exist in 
the right half and the upper half of the enclosure. In Figure 5.5(c), the flow 
structure at ωt = π/2 is shown. At this instant of the cycle, the main feature of the 
flow structure is the change of the flow direction at every half wavelength. 
Circulatory flow patterns are not observed at this instant. The flow pattern shown 
in Figure 5.5(d) (ωt = π/2) is similar to the one given for ωt = 0 (Figure 5.5(a)). 
The main difference is the direction of the circulatory flow observed in the left half 
of the enclosure in the vicinity of the bottom wall. As Figure 5.5(e) depicts, a 
clock-wise circulation exists for time ωt = π/2. Figure 5.5(f) shows the flow field at 
ωt = 3π/2. At this time, the flow structure is characterized by the direction change 
at half wavelength and no circulation is observed. The maximum instantaneous 
flow speed is approximately 2.3 m/s for the flow fields shown in Figure 5.5. 
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Predicted secondary acoustic streaming flow fields (corresponding 
streamlines) for Case-1 are shown in Figure 5.6. This flow field is based on the 
time averaged velocity values in the enclosure. The time averaging is applied 
during the 350th vibration cycle of the left wall and gives the streaming velocity 
values at t = 0.350 s. The maximum streaming velocity value is on the order of 
0.1m/s, while the instantaneous velocities reach 2.3 m/s in the flow field for this 
case. Eight different clock wise and counter clock wise circulations, namely 
Rayleigh type (or outer) streaming structures, in the enclosure are clearly 
observed. 
Figure 5.6: Streamlines in the enclosure based on the time averaged flow field for 
 (Case-1). 
 
In the second case considered, the maximum displacement of the wall is 
increased to XMAX = 28 µm. Figure 5.7 depicts the pressure and corresponding u-
velocity distribution along the symmetry axis of the enclosure at ωt = 0, π/2, π, 
3π/2 (during the cycle # 351) for this case. Amplitude of the pressure waves and 
speed of the flow is rather high compared to the previous case due to the larger 
value of the wall displacement. However, the general trend of the pressure and 
velocity variation with distance is similar to the previous case. 
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Figure 5.7: Variation of (a) pressure (b) u velocity along the symmetry axis of the 
enclosure at four different instant (ωt = 0, π/2, π, 3π/2) during the acoustic cycle 
starting at t = 0.250 s (Case-2). 
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Figure 5.8 shows the primary oscillatory flow field in the enclosure for this 
case at four different times (ωt = 0, π/2, π, 3π/2) during the acoustic cycle # 351. 
For Case-2, the quasi-steady flow field was reached at t = 0.350 s. In Figure 
5.8(a) (ωt = 0), four different flow regions are observed at approximately every 
quarter wavelength. Compare to the Case-1, the flow structure is less uniform. 
Figure 5.8(b) shows the left half of the enclosure for the portion close to the 
bottom wall at the same time (ωt = 0). As another difference from the Case-1, the 
instantaneous counter-clock-wise circulation is not fully formed. In Figure 5.8(c), 
the flow structure at ωt = π/2 is shown. The flow is changing direction at every 
half wavelength and the circulatory flow patterns are not observed at this instant. 
The flow pattern shown in Figure 5.8(d) (ωt=π/2) is fairly similar to the one given 
for ωt = 0 (Figure 5.8(d)). As shown in Figure 5.8(e), a clock-wise circulation 
exists. Figure 5.8(f) depicts the flow field at ωt = 3π/2. At this time, the flow 
structure is characterized by the direction change at half wavelength and no 
circulation is observed. The maximum instantaneous flow speed is approximately 
5.9 m/s for the flow fields shown in Figure 5.8. 
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Figure 5.8: Variation of oscillatory flow field in the enclosure at four different 
instants (ωt = 0, π/2, π, 3π/2) during the acoustic cycle starting at t = 0.350 s  
(Case-2). 
 
Figure 5.9 shows the time averaged flow field in the enclosure with 
corresponding streamlines at two different times. At t = 0.2 s (Figure 5.9(a)), 
twelve streaming structures are observed in the enclosure. With increasing time, 
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the vortex pattern close to left wall is deforming and at t = 0.350 s ten vortex rolls 
are observed and flow field reaches quasi steady behavior (Figure 5.9(b)). The 
maximum streaming velocity value is approximately 0.8 m/s for this case. 
 
 (a) t = 0.2 s 
 
 (b) t = 0.350 s 
 
Figure 5.9: Streamlines in the enclosure based on the time averaged flow field 
(Case-2). 
 
In Case-3, the maximum displacement of the wall is increased further and 
XMAX = 56 µm. The time evolution of streaming flow patterns in the enclosure for 
this case is depicted in Figure 5.10. At t = 0.150 s, several streaming structures 
are seen in irregular shape (Figure 5.10(a)). With increasing time, the form of the 
vortical structures is changing and more a regular flow pattern is developing with 
time (Figure 5.10(b)- 5.10(c)). Finally at t= 0.800 s (Figure 5.10(d)) quasi steady 
streaming structures are formed and this pattern does not change with increasing 
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time. The maximum streaming velocity value is approximately 2.2 m/s for this 
case while the primary flow velocity amplitudes reach 10.3 m/s. 
a) t = 0.150 s  
b) t = 0.350 s  
c) t = 0.450 s  
d) t = 0.800 s  
 
Figure 5.10: Streamlines in the enclosure based on the time averaged flow field 
(Case-3). 
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Figure 5.11 compares the temporal variation of the pressure for cases 1, 2 
and 3 at the mid-point of the right wall. The pressure amplitude is approximately 
1.8 kPa with 8 µm maximum wall displacement (Case-1) while it reaches 4.5 kPa 
with 28 µm maximum wall displacement (Case-2) and 7.5 kPa with 56 µm 
maximum wall displacement (Case-3). Also, with higher wall displacement value, 
the pressure wave form is much sharper and a shock wave type profile is 
observed. The temporal variation of the pressure at the wall is characterized by 
the sudden amplitude increase for Case-1 while more gradual increase is 
observed for Case-2 and 3. The relatively distorted wave form observed for 
Case2 and Case 3 compared to Case-1 indicates the presence of the higher 
harmonics of the fundamental frequency for the pressure signal. 
To fully explore the signature of the wave form a Fourier transformation of 
the right wall pressure signal was performed. The power spectral densities of the 
temporal pressure data for all three cases are shown in Figure 5.12. 
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Figure 5.11: Time evolution of the right wall pressure (Case-1, 2, and 3). 
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For all cases, the fundamental frequency of the pressure oscillations is at 1 kHz 
(driving frequency of the wall vibrations). The attenuation of the acoustic waves 
due to viscous interactions and nonlinear effects results in the generation of the 
second and higher harmonics observed with 1 kHz increment on the frequency 
scale. For Case-1 (Figure 5.12(a)), the second and the third harmonics are 
apparent. However higher harmonics are rather weak. For Case-2 (Figure 
5.12(b)) and Case-3 (Figure 5.12(c)), the higher harmonics are stronger since the 
pressure wave form is heavily distorted (Figure 5.11). 
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Figure 5.12: Frequency spectra of the pressure fluctuations at the right wall 
(Case-1, 2, and 3). 
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5.5. Summary 
The simulations of the outer acoustic streaming motion in a standing wave 
field were performed in a two-dimensional enclosure. The media carrying the 
standing sound waves was nitrogen. The wave field was created by the harmonic 
oscillations of the enclosure left wall at resonance conditions. The primary 
oscillatory and the secondary steady velocity fields were computed by 
considering the compressible behavior of the sound propagation media. Rayleigh 
type classical outer acoustic streaming vortices having the size of quarter 
wavelength were predicted in weakly attenuated wave fields. Smaller size 
streaming circulations were captured in strongly distorted shock wave type high 
intensity acoustic fields. 
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6: FORMATION AND INTERACTION OF INNER/OUTER ACOUSTIC 
STREAMING STRUCTURES+ 
 
 
6.1. Introduction 
Acoustic streaming motion in a compressible gas filled two-dimensional 
rectangular enclosure is simulated and inner and outer streaming structures are 
studied. The oscillatory flow field in the enclosure is created by the vibration of 
the left wall of the enclosure. The frequency of the wall vibration is chosen such 
that an acoustic standing wave forms in the enclosure. 
 
6.2. Problem description  
To investigate the formation of streaming flow structures, a rectangular 
enclosure filled with nitrogen having no-slip walls is considered (Figure 6.1). 
 
Figure 6.1: Schematic of the physical domain. 
 
                                                 
+ A portion of the results presented in this chapter are in “Numerical simulation of acoustic streaming 
generated by finite amplitude standing waves in an enclosure” Aktas, M., Farouk, B. Journal of the 
Acoustical Society of America (under review) 
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For this set of computations, the vibration frequency of the enclosure left wall is 
chosen as f = 20 kHz. Corresponding wavelength of the sound waves at this 
frequency is λ = 17.65 mm depending on the value of sonic speed in nitrogen (c 
= 353 m/s). The acoustic boundary layer thickness is δν = 15.8 µm. The 
displacement and the velocity of the vibrating wall are given by X = XMAXsin(ωt) 
and vw = ωXMAXcos(ωt), respectively. Here, XMAX is the maximum displacement of 
the wall, ω is the angular frequency of the vibration (ω = 2πf) and ωXMAX product 
represents the maximum velocity of the wall. The length was chosen as equal to 
a half wavelength, L = λ/2 = 8.825 mm. All four walls of the enclosure considered 
are thermally insulated. 
 
6.3. Results and discussion 
The acoustic intensity in the enclosure is determined by adjusting the 
maximum displacement of the wall (XMAX). The calculations were started with the 
vibration of the left wall at x = 0 and with uniform values of pressure, temperature 
and density within the quiescent medium. For the duration of each cycle of the 
vibration of the wall, about 25,000 timesteps were used. For a typical case, the 
computations took approximately 36 hours of cpu time on an IBM RISC/6000 
44P Model 270 workstation. 
We considered five different values of the enclosure height. The cases 
considered are summarized in Table 6.1. The dimensional channel width (y0/δν), 
the maximum displacement of the left wall was (XMAX), and the aspect ratio of the 
enclosure (H/L = 2y0/L) are included in Table 6.1 for each case. 
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Table 6.1: Summary of cases considered for acoustic streaming analysis. 
Case y0/δν XMAX 
[µm] 
H/L 
A 10 10 0.0358 
B-1 20 10 0.0716 
B-2 20 3 0.0716 
C-1 30 10 0.1074 
C-2 30 2 0.1074 
C-3 30 1 0.1074 
D-1 40 10 0.1432 
D-2 40 0.5 0.1432 
E-1 50 10 0.1790 
E-2 50 0.5 0.1790 
E-3 50 0.2 0.1790 
 
Results of the Simulations for Case-A 
In the first case considered (Case-A), the enclosure half-width is the 
smallest (y0/δν = 10) and the maximum displacement of the left wall was set to 
XMAX = 10 µm. Due to symmetry of the geometry, we consider the bottom half of 
the enclosure as the computational domain and employ a non-uniform grid 
structure with 121×55 computational cells for this case. This grid structure has 
very fine grids in the vicinity of the bottom wall and provides adequate resolution 
for the acoustic boundary layer (δν = 15.8 µm). 
Figure 6.2(a) and 6.2(b) show the pressure and velocity distributions, 
respectively, along the symmetry axis (y = yo) of the enclosure at ωt = 0, π/2, π, 
3π/2 for Case A (during cycle # 100). The pressure distribution for ωt = 2π (not 
shown here) is identical to the curve given for ωt = 0. The profile of the wave 
emitted by the oscillating wall is weakly distorted from a perfect sinusoid due to 
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viscous effects. At ωt = 0 and ωt = π, the amplitude of the pressure waves reach 
a maximum value in the enclosure.  
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Figure 6.2: Variation of (a) pressure (b) u- velocity along the symmetry axis of the 
enclosure at four different time (ωt = 0, π/2, π, 3π/2) during the acoustic cycle# 
100 (Case A). 
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At the beginning of the cycle (ωt = 0), the pressure is maximum on the vibrating 
wall of the enclosure and decreases with distance from the wall and reaches a 
minimum at the opposite wall (x = L). In the middle of the cycle (ωt = π) the 
pressure profile is fairly symmetric with respect to the vertical mid-plane (x = L/2) 
to the profile given for ωt = 0 and reaches a maximum at the right wall. The 
pressure profiles given for different time levels intersect at approximately x = L/2 
and creates a pressure node. The corresponding u-velocity profile for this case is 
given in Figure 6.2(b). Unlike the pressure field, velocity maximums and 
minimums are observed at ωt = π/2 and ωt = 3π/2. The left wall is stationary at ωt 
= π/2 and ωt = 3π/2. The primary oscillatory flow is periodic and the maximum 
value of the velocity is predicted to be approximately 12 m/s. Due to attenuation 
caused by viscous effects, both pressure and velocity profiles slightly differ from 
a perfect sinusoidal wave field. 
Figure 6.3 depicts the frequency spectra of the left wall pressure for Case 
A. The fundamental frequency of the pressure oscillations is at 20 kHz (driving 
frequency of the wall vibrations). The weakly attenuated acoustic wave form 
produces the second (at 40 kHz) and rather weak third harmonic (at 60 kHz). 
Higher harmonics are not apparent. 
The predicted secondary flow field for Case-A is shown in Figure 6.4 for 
the enclosure. This flow field is based on the time averaged velocity values in the 
enclosure. The time averaging was applied during the 100th vibration cycle and 
gives the streaming velocity values near t = 5 ms. 
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Figure 6.3: Frequency spectra of the pressure fluctuations at the left wall 
(Case A). 
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Figure 6.4: Flow field in the enclosure at t = 0.005 s (Case A). 
 
The time-averaged velocities were found to be cycle-independent by this time. 
The maximum streaming velocity value is found to be approximately 0.06 m/s 
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while the maximum instantaneous velocities reach 12 m/s in the primary 
oscillatory flow field in the enclosure. Four clockwise and counter clockwise 
circulations are observed in the bottom half of the enclosure. Two of these 
vortical structures, namely inner streaming structures, formed in the vicinity of the 
bottom wall. The height of the circulatory flow structures (inner streaming) 
observed in the vicinity of the horizontal walls is characterized by the thickness of 
the acoustic boundary layer. The streaming structures seen in the middle section 
of the enclosure (outer streaming) have larger sizes. The horizontal length of 
both the inner and the outer streaming vortices is a quarter wavelength (λ/4). 
Predicted streaming structures are in good agreement with the results presented 
by Hamilton et al. [49, 50] in their recent studies. 
Figure 6.5a shows the variation of the x-component of streaming velocity 
along the enclosure half-height at x = 3L/4 for case A. In this figure, the vertical 
axis is the x-component of the dimensionless streaming velocity (ust/uR) and uR is 
the reference velocity given by uR=3u02/16c0 where u0 is the maximum oscillatory 
velocity. This reference velocity value represents the maximum streaming 
velocity in case of a perfect sinusoidal wave form obtained by Rayleigh. Results 
from Hamilton et al. [49] are also included in the same figure (dashed curve). The 
predictions of the current study for Case-A compare well with the results from 
Hamilton et al. [49] especially for the outer streaming region. 
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Figure 6.5: Variation of the streaming velocity along the semi-height of the 
enclosure (Case A), (a) u- component of the streaming velocity at x = 3L/4 and 
(b) v- component of the streaming velocity at x = L/2. 
 
 
Figure 6.5b shows the variation of the y-component of streaming velocity along 
the enclosure half-height at x = L/2. The vertical axis represents the y-component 
of the non-dimensional streaming velocity (vstx0/uRy0). The maximum difference 
between the predictions of the current study and the reference solution (dashed 
curve [49]) is approximately 10%. The results given in the reference solution are 
for a resonator in which the sound field is assumed to be formed by shaking the 
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system with a harmonic excitation. Since the present study considers a resonator 
with a vibrating boundary, the resulting velocity fields differ slightly. 
Results of the Simulations for Case-B 
In the next case considered (Case B-1), the enclosure height (y0/δν = 20) 
was doubled compared to Case A and the maximum wall displacement was kept 
the same (XMAX = 10 µm). A non-uniformly spaced 121×70 mesh points were 
used for the simulations. Figure 6.6 shows the pressure distribution in the 
enclosure for this case during acoustic cycle # 100. 
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Figure 6.6: Variation of the pressure along the symmetry axis of the enclosure at 
four different instant (ωt = 0, π/2, π, 3π/2) during the acoustic cycle # 100 (Case 
B-1). 
 
Pressure waves emanating from the sinusoidal displacement of the oscillating 
wall are strongly distorted by the nonlinear effects. Since we have a wider system 
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(y0/δν = 20), the viscous effects are weak and shear forces along the top and the 
bottom walls have less effect on the bulk of the gas. This leads to higher 
pressure amplitudes and more ‘shock wave’ type profiles in the enclosure due to 
less attenuation. 
Corresponding flow structures (time-averaged) in the enclosure is shown 
in Figure 6.7. The figure depicts the flow field in the bottom half of the enclosure. 
For this case, the secondary flow patterns are observed in the shape of irregular 
vortical structures. Several second order vortices form the time-averaged flow 
field. Circulation loops apparently become unstable and non-symmetric vortex 
patterns are observed. The inner streaming structures are distorted but visible. 
The maximum primary oscillatory flow velocity is predicted as 20 m/s while the 
maximum flow speed is 0.54 m/s in the secondary, steady streaming flow field. 
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Figure 6.7: Flow field in the enclosure at t = 0.005 s (Case B-1). 
 
In the next case considered (Case B-2), the maximum wall displacement 
value was decreased to XMAX = 3 µm to reduce the sharp pressure and velocity 
gradients observed for Case B-1 in the enclosure. The enclosure height was kept 
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the same (y0/δν = 20) as in Case B-1. The wave field is shown in Figure 6.8 for 
four different times during cycle # 100. 
x (mm)
p
(P
a)
0 2 4 6 8
99000
100000
101000
102000
103000
104000
105000
0
π/2
π
3π/2
 
Figure 6.8: Variation of the pressure along the symmetry axis of the enclosure at 
four different instant (ωt = 0, π/2, π, 3π/2) during the acoustic cycle # 100 (Case 
B-2). 
 
The pressure profiles depicts slightly distorted sinusoidal wave field in the 
system. The pressure amplitudes reach a maximum at ωt = 0 and ωt = π during 
the acoustic cycle. 
Figure 6.9 compares the temporal variation of the pressure for Case B-1 
and B-2 at the mid-point of the left wall at the end of 100th vibration cycle. The 
pressure amplitude reaches approximately 16 kPa with the 10 µm maximum wall 
displacement (Case B-1) while it is 6 kPa with 3 µm maximum wall displacement 
(Case B-2). Also, with a higher wall displacement value, the pressure wave form 
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is much sharper and shock wave type profile is observed. The temporal variation 
of the pressure at the left wall is characterized by a sudden amplitude increase 
for Case B-1 while a more gradual increase is observed for Case B-2. 
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Figure 6.9: Time evolution of left wall pressure at the mid-point (Case B-1, B-2). 
 
The corresponding steady (time-averaged) flow structure in the enclosure for 
Case B-2 is shown in Figure 6.10 at t = 5 millisecond. For this case, the flow 
patterns are observed in the shape of regular structures. The inner and outer 
acoustic streaming structures are clearly visible. The maximum primary 
oscillatory flow velocity is computed as 7 m/s while the maximum flow speed is 
0.03 m/s in the secondary steady streaming flow field. 
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Figure 6.10: Flow field in the enclosure at t = 0.005 s (Case B-2). 
 
Results of the Simulations for Case-C 
For the next three cases the enclosure height increased further (y0/δν = 
30). A non-uniformly spaced 121×110 mesh points were used for the 
computations. In this geometry XMAX = 10 µm, XMAX = 2 µm and XMAX = 1 are 
considered as the maximum wall displacement values for Case C-1, C-2 and C-
3, respectively. The pressure profiles obtained for these three cases are 
presented in Figure 6.11. Larger wall displacement creates higher pressure 
amplitudes. Also the pressure gradients in the sound field increase with larger 
wall displacement. Sharp wave profile indicates the presence of higher 
harmonics in the wave field in addition to the fundamental component which 
describes a perfectly sinusoidal wave. The maximum pressure amplitudes are 
approximately 19.2 kPa, 5.2 kPa and 3.1 kPa for Case C-1, C-2 and C-3, 
respectively. 
Figure 6.12 shows the frequency spectra of the left wall pressure for Case 
C-1 and C-3. For both cases, the fundamental frequency of the pressure 
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oscillations is observed at 20 kHz. The distortion of the wave form produces the 
second (at 40 kHz) and higher harmonics observed a 20 kHz increments on the 
frequency scale. For Case C-1 (Figure 5.12(a)), the higher harmonics are 
stronger because of the strongly distorted form of the wave field. The harmonics 
beyond the third are not apparent for Case C-3 (Figure 6.12(b)). 
The time-averaged flow fields predicted for these three cases are given in 
Figure 6.13. In Figure 6.13a, the flow pattern in the enclosure in the form of 
number of vortical structures and five streaming structures are observed per 
quarter wavelength. The maximum oscillatory flow velocity is 25 m/s while the 
maximum streaming flow speed is 2.1 m/s. 
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Figure 6.11: Variation of the pressure along the symmetry axis of the enclosure 
at four different instant (ωt = 0, π/2, π, 3π/2) during the acoustic cycle # 100 for 
Case C-1 (XMAX = 10 µm), Case C-2 (XMAX = 2 µm) and Case C-3 (XMAX = 1 µm). 
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In Figure 6.13b, three outer streaming structures are observed per quarter 
wavelength while one inner streaming structure exists per quarter wavelength. 
The streaming pattern is steady but quite different from that of classical Rayleigh 
streaming. The maximum oscillatory flow velocity is 6.8 m/s while the maximum 
streaming flow speed is 0.044 m/s. In Figure 6.13c, two inner and two outer 
streaming structures are present in the system. The maximum oscillatory flow 
velocity is 3.6 m/s while the maximum streaming flow speed is 0.008 m/s. 
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Figure 6.12: Frequency spectra of the pressure fluctuations at the left wall  
(Case C-1, C-3). 
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Figure 6.13: Flow field in the enclosure at t = 0.005 s for (a) Case C-1, (b) Case 
C-2, and (c) Case C-3. 
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Results of the Simulations for Case-D 
For Case D-1 and D-2, the enclosure height is chosen as y0/δν = 40. In this 
geometry we consider XMAX = 10 µm and XMAX = 0.5 µm as maximum wall 
displacement values for Case D-1, and D-2, respectively. Figure 6.14 
demonstrates the temporal variation of the pressure at the mid-point of the left 
wall for these two cases at the end of 100th vibration cycle. 
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Figure 6.14: Time evolution of left wall pressure at the mid-point for Case D-1 
(XMAX = 10 µm) and Case D-2 (XMAX = 0.5 µm). 
 
The pressure amplitude reaches approximately 16.4 kPa with 10 µm wall 
displacement (Case D-1) while it is 2.1 kPa with 0.5 µm wall displacement (Case 
D-2). As expected, higher wall displacement value provides much sharper wave 
profile. The flow fields predicted are presented in Figure 6.15a and 6.15b. Figure 
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6.15a demonstrates a highly irregular flow structure for the strongly nonlinear 
sound field. The maximum oscillatory flow velocity is 26.5 m/s while the 
maximum streaming flow speed is 3.17 m/s. In Figure 6.14 pressure profile 
seems fairly linear for Case D-2 (XMAX = 0.5 µm) though the weak attenuation 
effects are present. However, the corresponding flow structure does not 
demonstrate the classical streaming field having two inner and two outer vortices 
per half wavelength. Four streaming rolls are observed per quarter wavelength. 
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Figure 6.15: Flow field in the enclosure at t = 0.005 s for (a) Case D-1 and (b) 
Case D-2. 
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The pressure and oscillatory velocity fields are rather weak in the domain 
compared to the previous cases A, B-2, and C-3 having weakly attenuated 
pressure and velocity fields. Since the thickness of the acoustic boundary layer is 
small, inner streaming structures diminish. The maximum oscillatory flow velocity 
is 2.5 m/s while the maximum streaming flow speed is 0.0048 m/s. 
Results of the Simulations for Case-E 
In the last three cases considered (Case E-1, E-2, E-3), the enclosure 
height was chosen as y0/δν = 50. In this geometry XMAX = 10 µm, XMAX = 0.5 µm 
and XMAX = 0.2 µm are the maximum wall displacements for Case E-1, E-2 and 
E-3, respectively. Figure 6.16 compares the temporal variation of the pressure for 
these three cases at the mid-point of the left wall at the end of 100th vibration 
cycle. 
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Figure 6.16: Time evolution of left wall pressure at the mid-point for Case E-1 
(XMAX = 10 µm), Case E-2 (XMAX = 0.5 µm) and Case E-3 (XMAX = 0.2 µm). 
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The pressure amplitude reaches approximately 21.2 kPa with 10 µm wall 
displacement (Case E-1) while it is 2.5 kPa with 0.5 µm (Case E-2) and 1.1 kPa 
with 0.2 µm (Case E-3). Also, with higher wall displacement value, the pressure 
wave form is much sharper and more distorted. The temporal variation of the 
pressure at the left wall is characterized by a sudden amplitude increase for 
Case E-1 while a more gradual increase is observed for Case E-2 and E-3. 
Figure 6.17 shows the power spectral density of the pressure signal at the 
left of the enclosure for Case E-1 and E-3. For both cases, the first harmonic of 
the pressure fluctuations is at 20 kHz. For Case E-1 (Figure 5.17(a)), the higher 
harmonics are rather strong. Only the first two harmonics are apparent for Case 
E-3 (Figure 6.17(b)). 
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Figure 6.17: Frequency spectra of the pressure fluctuations at the left wall  
(Case E-1, E-3). 
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Figure 6.18: Flow field in the enclosure at t = 0.005 s for (a) Case E-1, (b) Case 
E-2 and (c) Case E-3. 
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Corresponding flow structures in the enclosure for all three cases are 
shown in Figure 6.18. For Case E-1, approximately four outer streaming rolls are 
observed per quarter wavelength, while four and half streaming rolls are 
observed for the cases E-2 and E-3. The inner streaming structures are not 
visible. The maximum oscillatory flow velocities are 28 m/s, 3 m/s, and 1.3 m/s 
for cases E-1, E-2 and E-3, respectively, while the maximum streaming flow 
speeds are 4.5 m/s, 0.047 m/s and 0.02 m/s. 
Some characteristic results obtained for each case and the forms of 
streaming fields are summarized in Table 6.2. The maximum velocity in the 
oscillatory flow field (uMAX), the maximum acoustic streaming velocity and 
streaming Reynolds number (Res = u2MAX/νω) are included in the table. This 
Reynolds number definition is often used in the literature [45, 46, 52] and is 
based on the characteristic velocity scale (u2MAX/c) and the length scale (λ) of the 
acoustic streaming flows. 
Table 6.2: Characteristic results for the cases studied. 
CASE uMAX 
[m/s] 
vstMAX 
[m/s] 
Res Streaming 
structure 
A 12 0.06 73 Classical 
B-1 20 0.51 203 Irregular 
B-2 7 0.03 24.8 Classical 
C-1 25 2.1 317 Irregular 
C-2 6.8 0.044 23.4 Irregular 
C-3 3.6 0.008 6.6 Classical 
D-1 26.5 3.17 356 Irregular 
D-2 2.5 0.005 3.2 Irregular 
E-1 28 4.25 397 Irregular 
E-2 3 0.047 4.5 Irregular 
E-3 1.3 0.02 0.86 Irregular 
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Finally we attempt to map the regions (defined by the aspect ratio of the 
enclosure and the maximum displacement of the wall amplitude) for which 
classical streaming patterns are obtained. The symbols in Figure 6.19 indicate 
the cases considered in terms of the enclosure aspect ratio and the normalized 
maximum wall displacement. 
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Figure 6.19: Map of the cases considered as a function of the normalized 
maximum wall displacement and the enclosure aspect ratio. The symbols (♦) 
indicate the cases considered in terms of the geometrical condition and the 
normalized maximum wall displacement. 
 
The dashed line indicates the combinations of the aspect ratios and wall 
vibrational amplitudes that result in the formation of the classical acoustic 
streaming flow patterns characterized by two outer streaming vortices per half 
wavelength. Based on the results of the present investigation, the line defines the 
upper bound of the geometrical and vibrational amplitude conditions where the 
classical Rayleigh streaming patterns form. Clearly, both the vibrational 
amplitude and the height of the enclosure (wall induced viscous effects) play 
roles in the formation of the classical Rayleigh streaming structures. On the right 
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hand side of the line, the acoustic streaming structures appear in complex and 
irregular forms. The number of streaming rolls increases as the enclosure height 
and the wall displacement increases. 
 
6.4. Summary 
The formation and the interaction of the inner (boundary layer) and the 
outer acoustic streaming flow structures were investigated through simulation of 
a two-dimensional enclosure filled by nitrogen. The standing waves were created 
by the harmonic vibrations of the left wall of the enclosure. The numerical 
predictions of streaming flows in weakly attenuated harmonic wave fields 
compare well with the results reported in the literature for the enclosures having 
height-acoustic boundary layer thickness ratio (H/δν) of up to 60. The wave form 
of the acoustic field was found as a critical factor determining the shape and the 
size of the streaming patterns. 
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7: EXPERIMENTAL INVESTIGATION OF STREAMING 
FLOWS IN A RESONATOR  
 
 
7.1. Introduction 
In this chapter, the results and the observations on the experimental 
investigations of acoustic streaming flows in a high intensity sound field such as 
a resonator are reported. In this part of the study, the measurement of standing 
sound (pressure) waves and the visualization of the streaming flow patterns 
resulting from viscous interactions were the two major research tasks. The sound 
propagation media was air. 
 
7.2. Experimental Apparatus  
For the investigations of the outer streaming motion in air, an experimental 
system was designed and constructed. Figure 7.1 is a schematic illustration of 
the experimental set-up. The source of sound waves in this system was a 
compression driver type loudspeaker (JBL 2426H). The driving signal of the 
acoustic driver was controlled by a GoldStar FG-8002 function generator and a 
Crown CE1000 type power amplifier was employed to adjust the power supplied 
to the speaker. For measurements of voltage and current and for the detection of 
the input signal frequency of the driver, a Hewlett Packard 34401A and an 
Extech 380285 digital multimeter were used. 
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Figure 7.1: Experimental apparatus. 
 
The high intensity sound fields were created in two different acoustic 
resonators. The first resonator is a cylindrical tube made of Plexiglas. The inside 
diameter of the tube is 2.5 cm and the length is 32 cm. The acoustic chamber is 
configured horizontally with the compression driver on one end and closed on the 
other end. An aluminum plug was used to close the tube and it also serves as a 
wave reflector. The second resonator is also a horizontal Plexiglas chamber 
having length of 31 cm with rectangular cross-section. The height and the width 
of the chamber are 39 mm and 13 mm, respectively. The chamber is mounted to 
the acoustic driver and closed at the other end by an aluminum plate. 
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An Endevco 8701-1 series piezoresistive pressure transducer type 
miniature high sensitivity microphone was used to detect and quantify the 
acoustic field. The microphone is located at the closed end of the resonator and 
can be moved in the tube to measure the pressure at different locations along the 
axis of the cylinder. The diameter of the microphone is 2.4 mm. Since the cross 
sectional area of the microphone is approximately % 1 of the resonator area, the 
error introduced by the presence of the object (microphone) in the sound field 
was assumed negligible. The microphone was connected to an Endevco 4428A 
pressure signal conditioner. For the detection of the time varying output signal of 
the conditioner and for frequency measurements, a Tektronix TDS2002 digital 
oscilloscope was used. 
Flow visualization experiments in the resonator were performed by 
utilizing a laser system and a smoke injection technique. The laser beam 
generated by a Spectro-Physics 120S Helium-Neon 15 mW laser system passes 
through a cylindrical lens and an expanded beam is obtained illuminating a thin 
horizontal layer of the resonator. An Aristo-Craft ART-29308 U-25B smoke unit 
was used to produce smoke in the system. The smoke is injected into the 
chamber from the driver side through an inlet hole. A small discharge hole was 
also drilled on the reflector side to allow smoke to freely flow into the chamber. 
To record and store the visualized flow patterns in the experiments, a Canon 
ZR80 digital camera recorder was used. 
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7.3. Formation of a Standing Wave Field 
In first set of experiments, the main goal was to create a standing wave in 
the resonator. This was achieved by determining the resonance frequency of the 
system, which produced high amplitude pressure oscillations in the chamber. 
Results for the Cylindrical Resonator 
Figure 7.2 shows the sketch of the acoustic driver and the resonator with critical 
dimensions of the system. 
 
Figure 7.2: The compression driver with the mounted resonator. 
 
As the figure illustrates, the vibrating diaphragm of the driver is located 7.6 cm 
behind the driver end of the cylindrical chamber. A number of experiments 
conducted using chambers with different lengths showed that, a critical location 
(shown by a dashed line in Figure 7.2) at 3.1 cm from the left hand side of the 
driver end of the resonator exists in the compression driver. When the driver is 
run at a frequency value given by f1 = c0/L1, where c0 is the local speed of sound 
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and L1 is the distance between this critical location and the reflector end of the 
chamber, the resonance oscillations are achieved. This frequency is the 
fundamental frequency of the system and L1 value corresponds to wavelength (λ) 
of the oscillations. The location of this spot is related to the design and the 
internal structure of the driver. 
Figure 7.3 shows the variations of the microphone voltage with the driving 
frequency of the loudspeaker at the closed end of the resonator. The test trials 
started with 900 Hz and frequency was gradually increased. An increase in the 
microphone voltage is observed as the frequency increases. The maximum 
microphone signal received at approximately 973 Hz. At this frequency, the 
pressure fluctuations in the cylindrical chamber reach resonance. 
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Figure 7.3: Microphone signal at the closed end of the resonator. 
 
Since the speed of sound given by Equation 2.10 is c0 = 341.9 m/s at 291 K air 
temperature experiment performed, the wavelength of the oscillations, λ = c0/f1 = 
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341.9/973 = 35.14 cm, closely matches with the L1 = 32 + 3.1 = 35.1 cm value (L1 
= λ) for the present test configuration. The fundamental frequency of the 
oscillations is f1 = 973 Hz. 
Figure 7.4 depicts the variation of the measured peak-to-peak microphone 
signal along the axis of the resonator at 973 Hz. The microphone readings were 
taken moving the probe with 1 cm increments. The figure indicates a standing 
wave form. The microphone voltage is minimum at x ≅ 5 cm and x ≅ 23 cm, and 
reaches a maximum value at x ≅ 14.5 cm and at the reflector end (x ≅ 32 cm). 
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Figure 7.4: Peak-to-peak microphone signal along the axis of the resonator. 
 
The variation of the pressure (root-mean-square) along the axis of the resonator 
is given in Figure 7.5. The pressure nodes are located at x ≅ 5 cm and x ≅ 23 cm. 
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The pressure reaches approximately 1300 Pa maximum value at antinodes (x ≅ 
14.5 cm and x ≅ 32 cm). 
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Figure 7.5: The time averaged pressure distribution in the resonator 
(a) in Pascal units, (b) in terms of sound pressure level (dB). 
 
 
The sound intensity in acoustic systems is usually expressed in terms of sound 
pressure level (SPL) given by 
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ref
rms
p
plog20SPL =         (7.1) 
In this equation, pref is a reference pressure and equals to 20 µPa. In the present 
experiment, measured 1300 Pa maximum pressure value in the resonator 
corresponds to 156.2 dB sound pressure. 
Figure 7.6 and Figure 7.7 depict the form of the microphone signal 
received at the reflector end of the resonator in time and frequency domain, 
respectively. The signal is fairly close to a harmonic wave. Figure 7.7 indicates a 
strong first harmonic of the pressure signal. A weaker second harmonic is also 
evident and indicates the distortion of the wave form compared to a sinus wave. 
 
 
   
Figure 7.6: Microphone signal at the closed end of the resonator. 
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Figure 7.7: Frequency spectra of the pressure signal at the closed end of the 
resonator. 
 
Results for the Rectangular Resonator 
Similar behavior of the pressure waves and the formation of the standing 
wave field were observed for the experiments performed in the rectangular 
resonator. Figure 7.8 depicts the spatial variation of the time averaged pressure 
signal along the centerline of the resonator. For this configuration, the resonance 
frequency is 1000 Hz and the wavelength of the acoustic field is 34.2 cm. A 
pressure antinode is observed at x ≅ 14 cm. The reflector end of the chamber (x≅ 
31 cm) is also a pressure antinode. The minimum pressure fluctuation points 
(nodes) are located at x ≅ 5.5 cm and x ≅ 22.5 cm. The maximum pressure 
amplitude reaches 620 Pa at the closed end of the resonator. 
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Figure 7.8: The time averaged pressure distribution in the rectangular resonator. 
 
 
This value closely matches with the computed maximum root-mean-square 
pressure value from the simulation results for Case-1 reported in Chapter 5. In 
Figure 7.9, the root-mean-square pressure at the right wall is 616 Pa. Also, the 
dimensions of the rectangular resonator used in the experiments are very similar 
to the domain considered in the simulations (Figure 5.1). A similarity between the 
experimentally and computationally predicted wave forms is observed. 
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Figure 7.9: The time averaged (root-mean-square) pressure distribution 
in the 2-D enclosure (Simulation Case-1). 
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7.4. Flow Visualization Studies  
Results for the Cylindrical Resonator 
 For the flow visualization experiments, the cylindrical resonator was filled 
by smoke through the injection hole. During this filling process the small 
discharge hole was also kept open so that a pressure difference produced driving 
the smoke flow. Both of these holes were sealed after the smoke filling process 
was completed. Then the compression driver was started at a previously 
determined load condition. For the sample experiment reported in this chapter, 
the acoustic streaming flow structures were captured using the laser system and 
the digital camera recorder unit for the detected standing sound wave discussed 
in Chapter 7.3 (SPLmax = 156.2 dB @ 973 Hz). 
Figure 7.10(a) shows the separated flow field structure in the resonator. 
As soon as the standing wave formed by the loudspeaker, a sudden flow 
separation was observed in the middle section of the chamber (x ≅ 14.5 cm). 
  
(a)      (b) 
Figure 7.10: (a) The separation of the flow and (b) the formation of the vortical 
flow structures (SPLmax = 156.2 dB @ 973 Hz). 
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This section is a pressure antinode (AN). Since the pressure is high in this zone, 
the smoke particles are pushed in both horizontal directions and form the 
separated flow regions. A few seconds after the flow separation, formation of the 
streaming vortices is observed in the resonator. In top portion of the tube, these 
vortices are forming earlier then the bottom portion. Figure 7.10(b) demonstrates 
the separation of the flow currents from the tube wall and the formation of the 
streaming roll at the bottom portion (left loop). 
As the bottom circulation forms, the flow structure at the top portion is also 
slightly changed. The system reaches a quasi-equilibrium state in approximately 
twenty seconds from the start of the experiment and the circulatory structures are 
observed in fully closed shape (Figure 7.11). The circulations are in fairly 
symmetric form with respect to the tube axis. 
 
Figure 7.11: Formed vortical flow structures in the resonator. 
 
The captured flow structure between a pressure antinode (AN) and a 
pressure node (N) is shown in Figure 7.12. The figure demonstrates a classical 
33 mm 
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outer acoustic streaming structure. The length of a clock-wise and a counter 
clock-wise circulation is approximately a quarter wavelength (λ/4 = 8.7 cm) of the 
standing sound field. The streaming rolls are fairly symmetric with respect to the 
resonator axis. 
 
Figure 7.12: The outer acoustic streaming in the resonator (5 < x <14.5 cm). 
 
Results for the Cylindrical Resonator 
 The test procedure followed for the trials on the rectangular chamber was 
the same with the cylindrical resonator. The compression driver was run at 
1000Hz and the maximum pressure amplitude was 620 Pa (Figure 7.8). No flow 
separation and streaming formation were observed in the experiments carried 
out in these conditions. The geometry of the rectangular chamber is thought as a 
reason for this discrepancy between the experimental results and the numerical 
simulations. 
The simulations performed in a two-dimensional system without 
considering the effects of third-dimension present in real applications. However, 
Lx = 86 mm ≅ λ/4
AN N
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for a secondary flow problem analyzed in this study, the gradients and the flow 
currents in the third dimension could significantly affect the flow structures. 
Hence, full three-dimensional simulations of acoustic streaming are 
recommended to identify the conditions at which secondary flows develop and to 
fully characterize the pressure wave form-streaming pattern relation. 
 
7.5. Summary 
The outer acoustic streaming flow patterns were studied experimentally in 
a cylindrical resonator in air media. A standing sound wave in the resonator was 
created by a loudspeaker driven at resonance frequency of the system. The 
standing waves were detected by the acoustic pressure measurements. 
Formation of the Rayleigh type outer acoustic streaming was observed in the 
resonator. 
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8: CONCLUDING REMARKS 
 
8.1. Summary and Research Contributions 
The effects of the thermoacoustic phenomena on the transient natural 
convection process in an enclosure were studied by solving the unsteady 
compressible Navier-Stokes equations. The effects of the pressure 
(thermoacoustic) waves on the transient natural heat convection process and 
flow development were determined by utilizing a highly accurate flux corrected 
transport (FCT) algorithm. Thermoacoustic waves were generated by increasing 
the left wall temperature of the enclosure impulsively (suddenly) or gradually and 
the rate of the wall heating process was observed to be the most important 
parameter on the strength of the thermoacoustic waves. Also, the strength of the 
pressure waves was found directly proportional to the temperature increase ratio 
on the wall. Significant effect of the fluid thermal diffusivity on thermoacoustic 
convection phenomena was observed while the effect of the gravitational 
acceleration was found negligible on thermoacoustic behavior for early times. As 
the thermoacoustic waves loose their strength, buoyancy-induced natural 
convection currents dominate the flow field. 
The formation of standing pressure (acoustic) waves, acoustic-viscous 
boundary layer interactions and associated flows in a rectangular enclosure are 
studied by solving the unsteady compressible Navier-Stokes equations in 2-D 
Cartesian coordinate system. The acoustic field in the enclosure is created due 
to the harmonic vibration of the left wall. The effects of the maximum amount of 
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wall displacement on the wave field and the formed flow structures are 
determined by utilizing a flux corrected transport (FCT) algorithm. Observed 
primary oscillatory and secondary steady flow fields demonstrate the significant 
effects of the wall displacement and the enclosure height. Flow structure is 
strongly dependent on the pressure wave formed in the enclosure. For a given 
enclosure height, increasing the pressure amplitude induces stronger streaming 
motion (large ust/uR) and greatly changes the flow structures. Up to a certain 
enclosure height, the vibrational motion causes steady streaming flows which 
usually appear as two streaming rolls per half wavelength as reported in previous 
studies. However, when the enclosure height is increased beyond this limit, the 
streaming structures become irregular and complex. 
 Acoustic streaming motion in a cylindrical resonator was also investigated 
experimentally. A standing wave field was created by the harmonic excitations of 
a compression driver running at the resonance frequency of the system. 
Classical quarter wavelength streaming rolls were captured in the cylindrical 
resonator. A qualitative agreement between the experimentally visualized and 
the numerically simulated streaming structures was observed. 
 The developed computational model allows us to provide dynamic 
simulations of the transport phenomena driven by the interactions of acoustic 
waves with viscous flows. The highly accurate model has the capability of 
predicting the primary and the secondary flows with minimum numerical error. 
The model has potential to analyze multi-dimensional problems and can easily 
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be extended to perform simulations in generalized coordinate systems and can 
be used as a flexible design tool in industrial applications. 
 A significant part of the results obtained in this study has already been 
published and presented in various national and international conferences (see 
Appendix A for a complete listing). 
 
8.2. Recommendations for Future Work 
The acoustic-fluid dynamic interactions have applications in a wide range 
of industrial processes and create challenging problems. Several research 
problems in this area remain requiring further investigation to fully explore the 
nature of the physical processes. Each of these problems involves new physics, 
which needs to be explored to fully characterize the transport processes and 
identify the controlling parameters, creating research problem with great value. 
• An interesting extension of the thermoacoustic wave problem would be the 
investigation of two-dimensional pressure wave induced by rapid heating. 
Two-dimensional waves can be generated with two different methods in 
enclosures: Either a non-uniform temperature distribution can be applied 
at one side wall of the enclosure or a uniform temperature increase can be 
applied on one vertical and one horizontal wall. The pressure waves may 
interact in different ways and form flow structures in fluids. 
• Also, the analysis of thermoacoustic phenomena in cylindrical and 
spherical coordinate systems would be very useful in the investigation of 
combustion problems. 
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• Another interesting extension of the thermoacoustic research would be the 
simulations of thermoacoustic waves generated by a hot wire anemometry 
system. This problem has a great value in practice. The results of the 
investigation may help to improve the performance and the accuracy of 
these velocity measurement devices. 
• The investigation of thermoacoustically induced transport in fluids close to 
critical state is another aspect of the phenomena. One of the most 
interesting features of fluids near the liquid-vapor critical point is the 
vanishing thermal diffusivity (α). Low-heat-diffusivity character of near-
critical-conditions makes thermoacoustic convection mode of heat 
transport very significant for pressurized storage systems which involve 
rather weak diffusive and convective transport in specially reduced gravity 
environment. Strong thermoacoustic waves produced in reduced gravity 
conditions may provide very fast heat transport. 
 The secondary flows in oscillatory flow fields, namely acoustic streaming, 
excited by the vibration of a transducer also have important industrial 
applications. Hence, a multi-dimensional computational design tool would be very 
useful in this area. The three-dimensional investigations of acoustic streaming 
flow structures are also necessary to fully identify the formation of these flows in 
real systems. The two-dimensional numerical model reported in this thesis can 
be modified and the study can be extended for the full three-dimensional 
simulations of the problem. This would increase the CPU time allocation 
requirements for the simulations, significantly. Utilizing a parallelized version of 
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the Navier-Stokes solver (LCPFCT) could be an approach for the three-
dimensional simulations. 
The following tasks are suggested for the future experimental research: 
• To fully characterize the formation of acoustic streaming in resonators for 
weakly distorted wave forms. 
• To identify the effect of wave form on streaming flow patterns. The 
present simulations indicated that shock-wave type wave profiles 
significantly affect the flow structures in the resonator. This behavior may 
be explored with experiments conducted with distorted waveforms. 
• Also an extension of the experimental studies to quantify the velocity field 
in the resonators would be an extremely valuable contribution. 
Acoustic compressors are new technology devices which use high-
intensity sound waves to pressurize gases. Efficiency of these systems is directly 
proportional to the pressure amplitudes reached in the sound wave. With special 
design shaped-resonators, wave amplitudes are sought to be maximized while 
preventing shock wave formation. However, acoustic streaming is responsible for 
much of the energy dissipation in these systems. An analysis of these dissipation 
effects may be conducted in order to determine the optimized shape of 
resonators. 
Acoustic streaming in liquids also has important effects in biomedical 
applications. The streaming motion in high frequency traveling wave fields has 
the potential to be utilized as a diagnostic tool for detection of cysts. Thermally 
induced pressure waves in water were studied as part of the present research 
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program considering water as a fully compressible media. This investigation may 
be extended to study transducer driven flows in water and other biological liquids. 
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APPENDIX A: NOMENCLATURE 
 
 
 
 
A overheat ratio 
c speed of sound 
cp specific heat at constant pressure 
cv specific heat at constant volume 
e internal energy 
E total energy 
f frequency 
g gravitational acceleration 
H enclosure height 
h heat transfer coefficient 
k thermal conductivity 
k wave number 
L enclosure width 
Nu Nusselt number 
p pressure 
q heat flux 
R specific gas constant 
Ra Rayleigh number 
t time 
T temperature 
u velocity component in the horizontal direction 
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v velocity component in the vertical direction 
X maximum wall displacement 
x horizontal coordinate 
y vertical coordinate 
 
Greek symbols 
α thermal diffusivity 
β volumetric thermal expansion coefficient 
δν acoustic boundary layer thickness 
λ wavelength 
µ dynamic viscosity 
ν kinematic viscosity 
ρ density 
τ shear stress 
τc travel time for the acoustic wave to traverse the enclosure width 
τh time constant for wall heating 
ω angular frequency 
 
Subscripts and superscripts 
L left 
n direction normal to the wall 
R right 
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APPENDIX B: LIST OF PUBLICATIONS 
 
 
 
The present research study resulted in a number of scientific publications. 
A list of the journal articles and the conference publications is given below 
(including the papers under review): 
 
Journal Publications: 
 
1. “Numerical simulation of developing natural convection in an enclosure due to 
rapid heating”, M. Aktas, B. Farouk, International Journal of Heat and Mass 
Transfer, 46 pp. 2253-2261 (2003). 
 
2. “A numerical study of the generation and propagation of thermoacoustic 
waves in water”, M. Aktas, B. Farouk, P. Narayan, M. A. Wheatley, Physics of 
Fluids January 2004 (under review). 
 
3. “Numerical simulation of acoustic streaming generated by finite amplitude 
standing waves in an enclosure”, M. Aktas, B. Farouk, Journal of the 
Acoustical Society of America April 2004 (under review). 
 
 
Conference Publications: 
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