In this paper, we investigate the existence of positive solution for a class of singular third-order boundary value problem associated with a φ-Laplacian operator and posed on the positive half-line:
This paper is concerned with the existence of positive solutions to the following third-order boundary value problem posed on the half-line and associated with a φ−Laplacian operator:
(φ(−x )) (t) + f(t, x(t)) = 0, t > 0, x(0) = µx (0), x (+∞) = x (+∞) = 0,
where µ ≥ 0 and f = f(t, x) : R + × (0, +∞) −→ R + is a continuous function which may have space singularity at x = 0 and R + = [0, +∞). The map φ : R −→ R is a continuous, increasing homeomorphism such that φ(0) = 0 (for instance the p−Laplacian ϕ p (s) = |s| p−1 s, p > 1).
Boundary value problems (bvps for short) on the half-line appear in many applied problems relating to various phenomena in physics, biology, and combustion theory (see, e.g., [1] and references therein). In the last couple of years, the mathematical investigation of such problems, especially second-order boundary value problems have attracted several authors (see, e.g., [4] , [5] , [6] , [7] , [8] , [9] and the references therein). However, only some of them were interested in higher-order differential equations on [0, +∞) (see [9] , [11] , [12] ). The aim of this work to study a third-order differential equation with a φ-Laplacian derivative operator and posed on the positive half-line. Our approach is based on the upper and lower solution method adapted to this class of problems combined with the Schauder fixed point theorem. This papers essentially consists of three sections. Section 2 is devoted to some preliminaries facts and basic notions needed in this paper. A fixed point formulation is also provided in this section. In Section 3, we present our existence result of positive solutions when the nonlinearity f is monotonic with respect to x but may be singular at x = 0. The case f is not singular at x = 0 is also considered with less hypotheses. Our existence theorem is illustrated by means of an example of application. A function x is said to be a solution of problem (1) if
and satisfies (1). In addition, x said to be a positive solution if x(t) > 0 for t ∈ (0, +∞).
Auxiliary Lemmas
A mapping defined on a Banach space is said to be completely continuous if it is continuous and maps bounded sets into relatively compact sets. Let
(b) The functions belonging to M are almost equicontinuous on R + , i.e., equicontinuous on every compact interval of R + .
(c) The functions from M are equiconvergent, that is, for every ε > 0, there exists T (ε) > 0 such that |x(t) − x(+∞)| < ε for any t ≥ T (ε) and x ∈ M.
Note that the space
is also a Banach space with the norm x = sup
. From Lemma 2.1, we easily deduce
1+t , x ∈ M} are locally equicontinuous on [0, +∞), (c) the functions belonging to {u| u(t) =
1+t , x ∈ M} are equiconvergent at +∞.
β is called an upper solution of (1) if the above inequalities are reversed. Let
be the Green function of the linear problem −x = x(0) − µx (0) = x (+∞) = 0. The following lemmas are straightforward; the proofs are omitted.
Consider the positive cone
In addition to the null function, S contains, e.g., ln(1 + t), so S is a nonempty subset; moreover S has the following properties:
Proof.
(a) Notice that every x ∈ S is nondecreasing and thus by L'Hopital's rule lim t→+∞ x(t) 1+t = 0; as a consequence, the function
(iii) If t 0 = 1, let {t n } n be a real sequence such that 0 < t n < 1 and t n → 1, as n → +∞. By (ii), we know that x(t n ) ≥ λ x t n , ∀ n ≥ 1. Then
(iv) Finally, let t 0 ∈ (1, +∞), since x is nondecreasing, then x(t 0 ) ≥ x(1) ≥ λ x = λ x ρ(t 0 ), ending the proof of the lemma.
Main Existence Results
First we list some assumptions:
is a nonincreasing relatively to the second argument.
For x ∈ S \ {0}, define a fixed point operator T by
We have
(a) For λ > 0, let
Indeed, using the convergence of the second integral in (H 2 ), we get
then F λ is nondecreasing and
(b) Given x ∈ S \ {0}, by Lemma 2.6, there exists λ x > 0 such that x(t) ≥ λ x ρ(t), t ∈ R + . By (H 1 ), (H 2 ), and Part (a), we have
Hence lim t→+∞ Tx(t) 1+t = 0. Then Tx ∈ E and even Tx ∈ X ∩ S. Indeed Tx(t) ≥ 0,
and thus (8) is satisfied. Now we state and prove our main existence result: Theorem 3.2. Assume that Assumptions (H 1 ) − (H 3 ) hold. Then the boundary value problem (1) has at least one positive solution x ∈ X which satisfies x(t) ≥ λ 0 ρ(t) for some λ 0 > 0.
Proof. The proof is be split into three steps.
Step 1. We first determine appropriate upper and lower solution for the bvp (1). Since a ∈ S \ {0} and b(t) = Ta(t), then by (H 3 ) and Lemma 3.1, we have b, Tb ∈ S \ {0}. Moreover T being nonincreasing relatively to x, we have
Therefore, for all t > 0
and        (φ(−(Ta) )) (t) + f(t, Ta(t)) ≤ (φ(−(Ta) )) (t) + f(t, a(t)) = 0, (Ta)(0) = µ(Ta) (0), (Ta) (+∞) = 0, (Ta) (+∞) = 0.
The functions α(t) = Tb(t) and β(t) = Ta(t) are lower and upper solution of the bvp (1), respectively with α ≤ β.
Step 2. We claim that the following regular modified boundary value problem
has a positive solution, where
To see this, consider the operator A : E → E defined by
It is clear that a fixed point of the operator A is a solution of the boundary value problem (12). Since α ∈ S \ {0}, by lemma 2.6 (b), there exists a positive constant λ α such that α(t) ≥ λ α ρ(t), ∀ t ∈ R + . Moreover f(t, x) being nonincreasing in x, we have
for all positive t.
(a) A(E) ⊆ E. For x ∈ E and t ∈ R + , we have, using (14) we have
then the continuity of f * , φ −1 , (H 2 ) and the Lebesgue dominated convergence theorem,
is uniformly bounded. For x ∈ E, we have
1+t } is almost equicontinuous. For a given T > 0, x ∈ E, and t, t ∈ [0, T ] (t > t ), we have
then by (H 2 ), for any ε > 0 and T > 0, there exists δ > 0 such that
Lemma 2.2 guarantees that A(E) is relatively compact. Finally by the Schauder fixed point theorem (see, e.g., [2] ), the operator A has at least one fixed point x ∈ E, which is further in X by Lemma 3.1, solution of the bvp (12).
Step 3. Next we will prove that the boundary value problem (1) has at least one positive solution.
For this, we only need to check that α(t) ≤ x(t) ≤ β(t), ∀t ∈ R + . Since x is a solution of the bvp (12)
It follows from (9) and (H 3 ) that
Since a ∈ S \ {0}, by Lemma 3.1
These, together with Lemma 3.1 (9), (15)- (17) yield
This implies that the function z defined by z(t) = (φ(−β (t))) − (φ(−x (t))) is a nonincreasing function in R + . Moreover z(+∞) = 0 implies z(t) ≥ 0, ∀ t ≥ 0 and then (β − x) (t) ≤ 0, ∀ t ∈ R + which means that (β − x) is nonincreasing in R + . Now (β − x) (+∞) = 0 then (β − x) (t) ≥ 0, ∀t ∈ R + and so β − x is nondecreasing on R + .
Finally the boundary condition (β − x)(0) = µ(β − x) (0) ≥ 0 implies that x(t) ≤ β(t), for all t ∈ R + . In a similar way, we can prove that x(t) ≥ α(t), for all t ∈ R + . Therefore, x is a solution of the bvp (1). In addition, there existence of a positive constant λ 0 = λ α such that x(t) ≥ α(t) ≥ λ 0 ρ(t), ∀ t ∈ R + . The proof of Theorem 3.2 is completed.
However, when f(t, x) is nonsingular at x = 0, i.e. f :
function, then for all x ≥ 0, f(t, x) ≤ f(t, 0). In this case, we have Theorem 3.3. Assume that assumption (H 1 ) holds and
Then the bvp (1) has at least one positive solution x ∈ X such that x(t) ≥ λ 0 ρ(t) for some λ 0 > 0.
The proof is similar to that of Theorem 3.2. We only check that T (S) ⊂ S ∩ X and if we take a(t) = 0, ∀ t ≥ 0, then condition (H 3 ) holds. Finally the condition (H 2 ) implies that β = Ta = b, α = Tb belong to S \ {0}. 
where 0 ≤ µ ≤ Then all conditions of Theorem 3.2 are fulfilled which guarantees that the bvp (19) has at least one positive solution.
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