Machine learning is an emerging research field in crop yield analysis. Yield prediction is a very important issue in agriculture. Any farmer is interested in knowing how much yield he is about to expect. In the past, yield prediction was performed by considering farmer's experience on particular field and crop. The yield prediction is a major issue that remains to be solved based on available data. Machine learning techniques are the better choice for this purpose. Different Machine learning techniques are used and evaluated in agriculture for estimating the future year's crop production. This paper proposes and implements a system to predict crop yield from previous data. This is achieved by applying machine learning algorithms like Support Vector Machine and Random Forest on agriculture data and recommends fertilizer suitable for every particular crop. The paper focuses on creation of a prediction model which may be used for future prediction of crop yield. It presents a brief analysis of crop yield prediction using machine learning techniques.
INTRODUCTION
From ancient period, agriculture is considered as the main and the foremost culture practiced in India. Ancient people cultivate the crops in their own land and so they have been accommodated to their needs. Since the invention of new innovative technologies and techniques in the agriculture field is slowly degrading. Due to these, abundant invention people are been concentrated on cultivating artificial products that is hybrid products where there leads to an unhealthy life. Nowadays, modern people don't have awareness about the cultivation of the crops in a right time and at a right place. Because of these cultivating techniques the seasonal climatic conditions are also being changed against the fundamental assets like soil, water and air which lead to insecurity of food.
The machine learning learns the algorithm based on the supervised, unsupervised, and Reinforcement learning each has their importance and limitations. Supervised learningthe algorithm builds a mathematical model from a set of data that contains both the inputs and the desired outputs. Unsupervised learning-the algorithm builds a mathematical model from a set of data which contains only inputs and no desired output labels. Semi-supervised learning-algorithms develop mathematical models from incomplete training data, where a portion of the sample input doesn't have labels.
This paper aims to improve the yield of the crop in several ways and recommends fertilizer suitable for every particular crop.
II. RELATED WORK
The literature has many reported walks in the domain.
[1] Shivnath Ghosh, et al. (2014) In this paper machine learning system is divided into three steps, first sampling (Different soil with same number of properties with different parameters) second Back Propagation Algorithm and third Weight updating.
[2] P.Vinciya, et al. (2016) This paper mainly focused on analyzing the agriculture analysis of organic farming and inorganic farming, time cultivation of the plant, profit and loss of the data and analyzes the real estate business land in a specific area. This work goes for finding reasonable information models that accomplish a high precision and a high consensus as far as yield expectation abilities.
[3] Zhihao Hong, et al. (2016) This paper proposes an information driven approach on structure PA answers for gathering and information demonstrating frameworks. Soil dampness, a key factor in the yield development cycle, is chosen for instance to exhibit the viability of our information driven methodology. On the accumulation side, a responsive remote sensor hub is built up that expects to catch the elements of soil dampness utilizing soil dampness sensor. The prototyped gadget is tried on field soil to show its usefulness and the responsiveness of the sensors. On the information examination side, a one of a kind, site-explicit soil dampness expectation system is based over models produced by the AI procedures Support Vector Machine and Relevance Vector Machine. The structure predicts soil dampness n days ahead dependent on a similar soil and natural characteristics that can be gathered by our sensor hub.
[4] Sabri Arik, et al.(2016) In this paper, we propose a method for predicting functional properties of soil samples from a number of measurable spatial and spectral features of those samples. The method used is based on Savitzky-Golay filter for pre-processing and a relatively recent evolution of single hidden-layer feed-forward network (SLFN) learning technique called extreme learning machine (ELM) for prediction. III. PROPOSED WORK The aim of proposed system is to help farmers to cultivate crop for better yield. The crops selected in this work are based on important crops from selected location. The selected crops are Rice, Jowar, Wheat, Soyabean, and Sunflower, Cotton, Sugarcane, Tobacco, Onion, Dry Chili etc. The dataset of crop yield is collected from last 5 years from different sources. There are 3 steps in proposed work.
1) Soil Classification:
Soil classification can be done using soil nutrients data. Two Machine learning algorithms used for soil classification are Random Forest and Support Vector Machine. The two algorithms will classify, and display confusion matrix, Precision, Recall, f1-score and average values, and at the end accuracy in percentage as output.
2) Crop Yield Prediction:
Crop Yield Prediction can be done using crop yield data, nutrients and location data. These inputs are passed to Random Forest and Support Vector Machine algorithms. These algorithms will predict crop based on present inputs.
3) Fertilizer Recommendation:
Fertilizer Recommendation can be done using fertilizer data, crop and location data. In this part suitable crops and required fertilizer for each crop is recommended.
 Third Party applications are used to display Weather information, Temperature information as well as Humidity, Atmospheric Pressure and overall description. 
Support Vector Machine
SVM develops a hyperplane or set of hyper planes in a high-or boundless dimensional space, which can be utilized for characterization, relapse, or different errands. Naturally, a great partition is accomplished by the hyperplane that has the biggest separation to the closest preparing information purpose of any class, since by and large the bigger the edge the lower the speculation blunder of the classifier. The computational burden have to be reasonable, the mappings are utilized by the SVM plan to guarantee the tiny items will be figured as far as the variable in the first degree, for that a bit capacity k(x, y) chose to get the ideal computational time.
Advantages 1) SVM calculation has a regularization parameter, which stays away from over-fitting. 2) SVM calculation utilizes the portion trap, so you can construct master learning about the issue.
Random Forest
Random forest is a supervised machine learning algorithm based on ensemble learning. Ensemble learning is a type of learning where you join different types of algorithms or same algorithm multiple times to form a more powerful prediction model. The random forest algorithm combines multiple algorithm of the same type. Random Forest algorithm can be used for classification and regression problems.
Advantages
1) The random forest algorithm is not biased, since, there are multiple trees and each tree is trained on a subset of data. 2) Random Forest algorithm is stable if a new data point is introduced in the dataset the overall algorithm is not affected.
IV. EXPERIMENTAL RESULTS
The complete system is designed using Python. Different datasets like crop, crop yield dataset, Location, soil and crop nutrients, fertilizer datasets are gathered from other sources like agricultural books, agricultural websites. The
Figures (Fig 2) shows soil classification using Random Forest algorithm and Support Vector Machine. The output of these algorithms shows confusion matrix as summary of algorithms different parameters like Precision, Recall averages and accuracy in percentage. The Figure 3 shows Soil Classification and Crop Yield analysis by graphical representations. The accuracy of Random Forest is 86.35% and Support Vector Machine is 73.75% so Random Forest algorithm is good for Soil Classification. The accuracy of SVM algorithm is 99.47% for yield prediction and RF accuracy is 97.48%. So, for crop yield prediction SVM algorithm is good.
The Figure 4 shows Yield Predicted by both algorithms like if Jowar is selected then Random Forest predicts the "Jowar Predicted Yield 121 Q/H" and SVM predicts "Jowar Predicted Yield is 125Q/H".
The Figure 5 Shows Crop wise yield analysis where each crop yield is taken into consideration. Prediction of Crop Yield and Fertilizer Recommendation using Machine Learning Algorithms which also helped me in doing lots of research and I came to know many things I am really thankful to him and even my friends.
VI.
