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Many type systems and functional programming languages support functions that are paramet-
rized by a type. For example, we may create a tree flattening function flattenα : Treeα→ Listα
that works for any type α. If the implementation of a parametrized function does not inspect
the particular type α that it is operating on, possibly because the type system prohibits this,
then the function is said to be parametric: it applies the same algorithm to all types. From
this knowledge, we obtain various useful ‘free theorems’ about the function. For example, if
we have a function f : A → B, then we know that listmap f ◦ flattenA = flattenB ◦ treemap f .
If parametricity is enforced by the type system, as is the case in System F but also in a
programming language like Haskell, then we can deduce such free theorems purely from a
function’s type signature, without knowledge of its implementation. This allows parts of a
function’s contract to be enforced by the type-checker; a powerful feature.
Existing work on parametricity in dependent type systems such as Martin-Lo¨f Type Theory
(MLTT) has been able to show that the expected parametricity results hold for functions
that produce values of a small type [AGJ14, Tak01, KD13]. Below, we illustrate that existing
dependent type systems insufficiently enforce parametricity in the sense that some parametricity
theorems do not hold where large types are involved. The central aim of this paper is to resolve
this issue by equipping dependent type theory with additional parametric quantifiers.
Encoding lists in System F In order to expose the problem that occurs in dependent type
theory, we will elaborate an example that shows the power of parametricity in System F, but
which does not carry over to dependent type theory: the standard Church encoding of lists.
Given a type B, we define the type of Church lists over B as ChListB = ∀α.α → (B → α →
α)→ α. Parametricity guarantees that elements of this type are in one-to-one correspondence
with lists of elements of B. Intuitively, this can be understood as follows: values of the type
ChListB have the form Λα.λ(nil′ : α).λ(cons′ : B → α → α).t, where the body t has type α.
The only ways to create terms of the unknown type α is by using the arguments nil′ and cons′,
so the syntactical term t can be converted into a list by removing the primes.
Encoding lists in dependent type theory. Dependent type theory departs from System
F in that it erases the strict dichotomy between types and values. In particular, types can be
used as data, e.g. we can consider lists of types. The function type former → from System
F, is replaced with the dependent function type former Π. If S is a type and T is a type
depending on a variable x : S, then the type Π(x : S).T contains functions f that map any
value s : S to a value fs : T [s/x]. When T does not depend on x, we have recovered the
ordinary function type S → T from System F. If we disregard parametricity, we may also use
Π to recover the ∀ type former from System F. If the domain S is a type of types U, also
called a universe, then the function type Π(α : U).T corresponds to the polymorphic type
∀α.T from System F. So we can translate our Church encoding of lists to dependent types:
ChListB = Π(X : U).X → (B → X → X)→ X. But does this still encode the type of lists?
The answer is not in general positive, and an easy counterexample can be constructed if we
letB be the universe U itself. Then the following element exoticList = λX.λnil′.λcons′.cons′X nil′ :
ChListU is a blatant violation of how our encoding was intended to be used: given a type X and
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nil′ and cons′ operators on X, it returns the list of length one containing X. So the argument
X, a type purely provided for type-checking purposes, is used as a value in the list! As a result,
exoticList does not represent a fixed list, but a list whose content depends on what type X we
are eliminating to. This is definitely not something we want to allow. 1
Contributions. We present a dependent type system ParamDTT in which dependencies
can be either parametric or continuous. Correspondingly, we obtain relationally parametric
quantifiers ∀ and ∃ alongside the usual (continuous) quantifiers Π and Σ.
We make parametricity theorems provable internally using a type former called Glue (first
used by [CCHM16] in their quest for computational univalence), and its (novel) dual which we
call Weld. These are an alternative for the operators by [BCM15]. Both Glue and Weld have
some dependencies that are not continuous and that we cannot prove further parametricity
theorems about. This is represented by a third pointwise modality.
We construct Church initial algebras and final co-algebras of indexed functors. We prove
their universal properties (up to universe level issues) internally, which to our knowledge has not
been done before in any type system. These internal proofs have some pointwise dependencies,
indicating that internal parametricity does not apply again to those dependencies.
Annotating (co-)recursive types with a size bound on their elements is a modular way to
enforce termination and productivity of programs. We construct initial algebras and final co-
algebras of a large class of indexed functors using induction on, and parametric quantification
over size bounds. We again prove their universal properties internally.
We implement an extension to the dependently typed language Agda, which type-checks
ParamDTT and thus shows that its computational behaviour is sufficiently well-behaved to
allow for automated type-checking 2. We expect that ParamDTT minus its equality axioms,
which block computation of the J-rule, satisfies all desired computational properties.
We prove soundness by constructing a presheaf model in terms of iterated reflexive graphs
(more commonly called cubical sets), based on the reflexive graph model by [AGJ14] and
enhancements by [BCM15].
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1 When we make universe levels explicit, we have a type ChListi Uj of lists over Uj that eliminate to X : Ui.
The reader may object that we either cannot write exoticList (i > j) or we cannot use that exoticList’s contents
(i ≤ j), and hence there is no problem. Such theorem is conceivable, but does not withstand the general issue
that the ability to use type arguments as data, breaks parametricity theorems. E.g. in System F, all elements of
∀α.T (where T is closed) are constant by parametricity, but Π(X : U).T contains the identity function if T = U.
2https://github.com/agda/agda/tree/parametric
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