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I. General introduction 
In this thesis we will examine some mathematical aspects of the 
symmetry of a physical system in quantum mechanics with special empha­
sis on the symmetry groups of charged particles in crystalline solids, 
the Shubnikov space groups. 
1. The role of PUA representations of symmetry groups in physics 
In quantum mechanics a physical system is described by means of a 
Hilbert space VC . The states of the system are in one-to-one correspon­
dence with the rays of V- . By definition, a ray ψ is given by 
ψ = {λψ(λ € С, λ jí 0} (1) 
for some ψ é ΊΕ . The set of rays is said to be the "ray space" "jt . The 
transition probability between two states ψ and φ is given by the ray 
inner product ψ·φ defined by 
--
 =
 И И ·
 ψ Ε
ί ·
 ф £
і
 (2> 
This definition is clearly independent of the choice of the representa­
tives ψ and φ. Let G be the symmetry group of the system. For each sym­
metry operation g of G there exists a bijective mapping T(g) from 'Зь 
onto Λ such that the transition probabilities are conserved: 
Τ(§)Ψ ' Τ(6)φ = ψ·φ V ψ,φ é № (3) 
Each unitary or antiunitary operator U of Ä gives rise to a bijective 
mapping Τ from Λ onto & which satisfies equation (3). A well-known 
theorem of Wigner says that each bijective mapping Τ which satisfies 
equation (3) can be obtained from a unitary or antiunitary operator U 
of jit and that if two unitary or antiunitary operators U and U„ deter­
mine the same Τ then Uj and U2 are equal up to a factor of modulus one 
9 
(except for the trivial case where the dimension of φ. is equal to one) 
Therefore each T(g) determines, uniquely up to a factor of modulus one, 
a unitary or antiunitary operator U(g) of 'Jt . Since 
T(g)T(g') = T(gg') Vg.g'fe G (4) 
we have 
U(g)U(g') = oCg.g^UCgg') V g . g ' C G (5) 
where σ is some mapping from GxG to U O ) , the complex numbers with 
modulus one, which is called a factor system of G and satisfies 
o(g,g')a(gg\g") = a(g,g',g',)a8(g'
>
g") tfg.g'.g-CG (6) 
where 0° is given by 
fa if U(g) is unitary 
σ
6
 = ) (7) 
1 σ* if U(g) is antiunitary 
Let e be the identity element of G. T(e) maps each ray onto itself; 
therefore we may choose U(e) to be the identity operator on Qt .As 
a consequence the factor system σ satisfies 
a(g,e) = a(e,g) = 1 V g t G (8) 
A mapping U from G into the group of unitary and antiunitary 
operators of some Hilbert space which satisfies equation (5) and for 
which U(e) is the identity operator is said to be a projective unitary-
antiunitary (PUA) representation of G. A UA representation of G is a 
PUA representation of G for which the factor system is equal to the 
trivial one. The elements of G which are represented by unitary 
operators form a subgroup G of G which is of index 1 or 2. If G 
is a subgroup of index 1 (i.e. G =G) then a PUA representation and a 
UA representation of G will be called a PU representation and a unitary 
representation respectively. 
10 
From the considerations above it follows that the Hilbert space 
describing some physical system is the carrier space of a PUA represen-
tation of the symmetry group of that system. In many cases of physical 
interest all the operators U(g) are unitary and their phases can be 
chosen such that the factor system becomes equal to one. Then '5¿' is the 
carrier space of a unitary representation of the symmetry group. This 
case is very well-known in the literature. However, in other cases it 
is not possible to consider unitary representations; one then has to 
consider PUA representations. It is the aim of this thesis to deal 
with a number of problems of a rather mathematical nature which arise 
when one has to deal with PUA representations in solid state physics. 
The symmetry groups which we will consider consist of Euclidean 
transformations and time reversal. It has been shown by Wigner (1932) 
that a symmetry operation of such a group should be represented by an 
antiunitary operator if and only if it contains the time reversal 
operation. An example of a physical system for which the factor system 
cannot be chosen equal to one is a charged particle in a crystal with 
a uniform magnetic field, as has been shown by Brown (1964). 
2. Theory of PUA representations of finite groups 
Let G be a finite group and G a subgroup of G of index 1 or 2. 
Let U be a PUA representation of G with respect to G with factor 
system σ in a finite dimensional Hilbertspace Qt . The phrase "with 
respect to G ", which means that U(g) is unitary if g € G and anti-
unitary if U(g) t G , will be dropped in the sequel.Let {φ.,...φ } be 
an orthonormal basis of »t· . For each operator U(g) a unitary nxn 
matrix D(g) is defined by 
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D i j ( g ) = ( фі* u(8),t,j) (9) 
These matrices satisfy 
DCg^Cg') = aCg.g') D(gg*) Ifg.g'ÊG (10) 
where D is defined by 
CD if g é G 
D6 = \ 0 
l D* if g 4 Go 
(11) 
and the asterisk denotes complex conjugation. 
A PUA representation of G with factor system σ can also be de­
fined to be a mapping from G into the unitary matrices of some dimen­
sion η such that equation (10) holds. The connection with the previous 
definition lies in the choice of the basis {φ,,...φ } of 5t . In this 
1 η 
section U and D will always denote operators and matrices respectively. 
A PUA representation U of G is reducible if there exists a proper 
subspace of л. which is invariant under U(G); otherwise U is irredu­
cible. Two PUA representations U and U_ of G in the Hilbert spaces 
^¡L, and л 9 respectively are equivalent if there exists a unitary 
mapping V: TU •* X such that 
U](g)V = VU2(g) V g £ G (12) 
or, equivalently, in terms of matrices: 
two PUA representations D and D. are equivalent if there exists a 
unitary matrix V such that 
D1(g)Vg = VD2(g) Vg € G (13) 
It follows that equivalent PUA representations have the same factor 
system. 
If U is a PUA representation of G with factor system σ then U', 
12 
defined by 
U'(g) = c(g)U(g) \/g t G (14) 
where с is an arbitrary mapping from G to U(l) with c(e) = 1 is also a 
PUA representation of G; it has factor system σ' with 
o'(g,g') = ^ (gg'S 6^ ^(g.g') tfg.g'e G (15) 
Equation (15) induces an equivalence relation in the group of factor 
systems of G: two factor systems с and a' are called equivalent if a 
mapping c: G -»• U(l) exists such that equation (15) holds. The equiva­
lence classes of factor systems of G form a group which is called the 
comultiplicator of G. It is only necessary to consider PUA represen­
tations of G for one representative of each equivalence class of 
factor systems: the PUA representations for equivalent factor systems 
are pairwise related as in equation (14). 
Now suppose that G has index 2. In this case the irreducible 
PUA representations of G belong to one of the following three types: 
the restriction of an irreducible PUA representation of G to G , which 
is a PU representation of G , is irreducible (Type I), is reducible 
into two equivalent irreducible components (Type II), or is reducible 
into two inequivalent irreducible components (Type III). 
Let a be a fixed element of G\G . An irreducible PUA representation 
о 
of G with factor system в of type II is equivalent with a PUA repre­
sentation which has the form 
/A(g) 0 \ / 0 v\ 
D(8) = V 0 A(g)J^é(V D(a) =^-V θ] (,6) 
where Δ is an irreducible PU representation of G and V satisfies 
r
 о 
W * = -а(а,а)Д(а2) (17) 
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and 
VA,(g)v"1 = A(g) \/ g £ Go (18) 
where 
A'(g) = a(g,a)o*(a,a ga)A*(a ga) \/ g € Go (19) 
An irreducible PUA representation of G with factor system σ of type 
III is equivalent with a PUA representation which has the form 
/A(g) 0 \ /О а(а,а)Д(а2) 
D(g) = U/gé G ; D(a) = J (20) 
\0 à'ig)) \l 0 
where Δ' is given by equation (19). 
An irreducible (matrix) PUA representation is said to be on standard 
form if it is of type I, if it is of type II and satisfies equation 
(16) or if it is of type III and satisfies equation (20). So each 
irreducible PUA representation is equivalent with an irreducible PUA 
representation which is on standard form. 
The lemma of Schur may be generalised for irreducible PUA repre­
sentations as follows. Let D be an irreducible PUA representation of 
G which is on standard form and let V be a matrix which satisfies 
D(g) V g = V D(g) \/g é G (21) 
then 
V = λΐ ; λ € Ж, if D is of type I (22) 
/ Xt yl\ 
V = ; λ,y € С , if D is of type II (23) 
\-μ*1 λ*ΐ/ 
a n d
 (λΐ 0 \ 
V = I ; λ É С, if D is of type III (24) 
\ 0 λ*1/ 
( I always denotes a unit matrix). 
The following orthogonality relations hold for irreducible PUA 
14 
representations : 
U™Ll\ Σ D(g) . . D(8)* + Σ D(g) D* (g)l = δ ä (25) 
| G | L g «G 1 J mn g^G l n mj J im J n 
Σ Ό Ag).. D_(g)* = 0 (26) 
g 6 G o '
 1 J 2 mn 
* 
Σ D.Cg).. D,(g)* = 0 (27) 
G 1 i j 2 mn 
Here |G| is the order of G and D and D are inequivalent irreducible 
PUA representations of G with the same factor system. For irreducible 
PUA representations of G which are on standard form extra orthogo­
nality relations can be derived; they are given by the equations 
(2.10), (2.11) and (2.12) of chapter 10 of this thesis. 
3. Shubnikov space groups 
The symmetry groups we will consider explicitly in this thesis 
are the symmetry groups of particles or quasi-particles in an external 
electromagnetic field which is produced by a crystalline solid; these 
are the Shubnikov space groups. 
The Euclidean group in three dimensions E(3) is the group of all 
Euclidean transformations of a three dimensional Euclidean vector 
space. A (three dimensional) space group is a subgroup of E(3) which 
has the property that its intersection with the translations of the 
3 . . 
Euclidean vector space is isomorphic with Ζ , the additive group of 
triples of integers, and is generated by three linearly independent 
basis vectors. The subgroup Η of translations of G is an invariant 
subgroup of G; the quotient group К = G/H is isomorphic with a crys-
15 
tallographic point group. By definition, a crystallographic point group 
is a subgroup of 0(3) which leaves a lattice invariant; 0(3) is the 
group of nonsingular linear transformations of the three dimensional 
Euclidean space which leave the norm of each vector invariant. There 
are 230 different space groups; 73 of them are semidirect products of 
H and К and are called symmorphic space groups while the remaining 
157 are called nonsyiranorphic space groups. 
A(three dimensional) Shubnikov space group G is a subgroup of 
E(3) χ θ such that G Λ E(3) is a space group; here θ is the group of 
order 2 which consists of the identity and the time reversal operation. 
The Shubnikov space groups are subdivided into four types as follows. 
The Shubnikov space groups of type I are the ordinary space groups. 
The Shubnikov space groups of type II are given by G « G χ θ where 
G is an ordinary space group. The other Shubnikov space groups can 
be written as G = G + (С\С ) where G is an ordinary space group, 
G is a subgroup of G of index 2 and θ is the time reversal operation. 
The Shubnikov space groups of type III are those groups for which 
G\G does not contain translations of G; if G\G does contain 
о о 
translations then G is said to be a Shubnikov space group of type IV. 
Shubnikov space groups of types II, III and IV are also called 
magnetic space groups in the literature. For a detailed description 
of their derivation and a tabulation the reader is referred to 
Opechowski and Guccione (1965). The number of different Shubnikov 
space groups of type I, II, III and IV is 230, 230, 674 and 517 
respectively. 
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4. Literature 
In this section we will briefly discuss the most important 
literature on the subject of this thesis. 
Projective representations of finite groups have been treated 
already by Schur (1904, 1907). In particular Schur showed that for 
each finite group G a representation group R exists such that a 
complete set of inequivalent irreducible projective representations 
of G for a complete set of inequivalent factor systems follows 
immediately from a complete set of inequivalent irreducible represen-
tations of R. Rudra (1965) has shown that each projective representa-
tion of a finite group is equivalent with a PU representation and has 
given the lemmas of Schur and the orthogonality relations for irredu-
cible projective representations. Harter (1969) derived the induction 
procedure for projective representations. For the PU representations 
of continuous groups see Bargmann (1954). 
Corepresentations, which are representations in terms of linear 
and antilinear operators, are introduced in physics by Wigner (1959). 
Corepresentations are a special case of semilinear representations 
which occurred before in the mathematical literature (see for instance 
Nakayama and Shoda (1935) and Clifford (1937)). Wigner introduced the 
division of the irreducible corepresentations into three different 
types, known as the Wigner classification. The theory of corepresen-
tations has been further developed by Dimmock (1963). Dimmock showed 
that each corepresentation is equivalent with a UA representation, he 
formulated a generalisation of the lemmas of Schur and he derived 
orthogonality relations. Extra orthogonality relations for irreducible 
corepresentations which are on standard form have been given by 
17 
Kotsev (1974). 
The Wigner classification for irreducible projective corepresen-
tations has first been given by Chaldyshev, Kudryavtseva and Karavaev 
(1963) and second by Murthy (1966). Murthy also showed that the results 
of Dimmock for corepresentations hold as well for projective corepre-
sentations. Janssen (1972) generalised the representation group method 
of Schur for PUA representations. The induction procedure has been 
generalised for PUA representations by Shaw and Lever (1974). Keystones 
for this procedure were already given by Clifford (1937) and by 
Bradley and Davies (1968). For the theory of PUA representations of 
continuous groups the reader is referred to Parthasarathy (1969) and 
Cattaneo (1976). 
The literature on the representations and the corepresentations 
o'f the Shubnikov space groups is very extensive; the reader is referred 
to the book by Bradley and Cracknell (1972). The characters of the 
irreducible projective representations of the crystallographic point 
groups have been given by Döring (1959), and Hurley (1966) has tabula-
ted a complete set of matrices for them. Projective representations 
of space groups have been dealt with by Backhouse and Bradley in a 
series of four papers: Backhouse and Bradley (1970, 1972) and 
Backhouse (1970, 1971). A tabulation of the factor systems of the 
symmorphic space groups has been given by Bradley (1973). 
For the literature on Clebsch Gordan coefficients of PUA repre-
sentations see the introduction of chapter 10 of this thesis. 
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5. Summary 
This thesis consists of ten chapters: a general introduction and 
nine chapters each of which has been published separately as a paper. 
In chapter 2 a method is developed for the determination of a 
complete set of inequivalent factor systems for PUA representations 
of a group with respect to a subgroup of index 2 for the case where 
a complete set of inequivalent factor systems for PU representations 
of the subgroup is known. 
In chapter 3 we determine the relation between the factor systems 
of a group and those of an invariant subgroup. It turns out that a 
simple decomposition can be given for factor systems in terms of 
factor systems of the invariant subgroup. This decomposition enables 
us to give a method with which a complete set of inequivalent factor 
systems can be determined if a complete set for an invariant subgroup 
is known. 
In chapter 4 this method has been worked out for the Shubnikov 
space groups. Here the invariant subgroup is the subgroup of trans-
lations. 
In chapter 5 the finite dimensional PUA representations of the 
Shubnikov space groups are treated. These PUA representations can in 
principle be determined with the procedure of generalised induction. 
The results of the previous chapters on factor systems enable us to 
formulate this procedure in a simple way. A crucial role in this 
procedure is played by the little groups. For each of the 4 types of 
Shubnikov space groups we derive a formula with which these little 
groups can be determined. 
When these little groups are known one has to determine their 
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allowable PUA representations. For the determination of these allowa-
ble PUA representations one has to know the irreducible PUA represen-
tations of the Shubnikov point groups. These are treated and tabulated 
in chapter 6. The factor systems of the Shubnikov point groups are 
treated and tabulated with the methods of the chapters 2 and 3. Their 
irreducible PUA representations are obtained with the procedure of 
generalised induction; here it is important that most of the Shubnikov 
point groups are semidirect products whose invariant subgroups are 
cyclic subgroups of the unitary subgroups. 
The irreducible PUA representations can be distinguished into 
three different types. It is important to know to which type an 
irreducible PUA representation belongs; this information does not 
follow directly from the procedure of generalised induction. There-
fore in chapter 7 the question is answered to which of the three 
types an irreducible PUA representation, which has been obtained 
with the procedure of generalised induction, belongs. 
In chapter 8 some theorems on induced representations are 
generalised for induced PUA representations, such as the subgroup 
theorem of Mackey and the reciprocity theorem of Frobenius. With 
these theorems it is then possible to find an expression for the 
multiplicities of irreducible components in the Kronecker product of 
two irreducible PUA representations. From these multiplicities selec-
tion rules follow immediately. 
In chapter 9 these selection rules are worked out for the 
Shubnikov space groups. For each of the four types of Shubnikov space 
groups a sufficient condition is given for the vanishing of matrix 
elements of irreducible tensor operators with respect to a basis which 
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transforms according to irreducible induced PUA representations of 
the group. 
Finally in chapter 10 we develop a method for the calculation of 
Clebsch Gordan coefficients for PUA representations. These Clebsch 
Gordan coefficients are needed for the calculation of matrix elements 
of tensor operators with the Wigner Eckart theorem. For this Wigner 
Eckart theorem we present for the case of PUA representations a new 
proof. 
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ON THE DETERMINATION OF FACTOR SYSTEMS OF 
PUA-REPRESENTATIONS 
P . M . V A N D E N B R O E K 
Institute for Theoretical Physics, University of Nijmegen, the Netherlands 
(Received July 8, 1975) 
Λ method is developed to obtain a complete set of inequivalent factor systems of 
PUA-representations of a group with a subgroup of index two from the factor systems 
of this subgroup. 
1. Introduction 
Let G be a group which has a subgroup H of index two. A projective unitary-anti-
unitary (PUA-) representation of G is a mapping D from G into the operators on some 
Hilbert space ^ such that 
(i) the operator D(g) is unitary if g e H and antiunitary if g φ H, 
(ii) D{g)D{g') = o(g,g')D(gg') Vg.g' e G for some mapping 
a: G x G - » C/(l). 
It is customary to choose D(e) = I, where e is the identity of G and I is the identity 
operator on JV. Then a satisfies 
a(S.e)~a(e,g)=i VgeG (1.1) 
and 
o(gi,gi)<'(gigi,gì) = i'(gi,gig3)o'i(i2,gù Vgi.gi.gseG, (1.2) 
where A* is defined by 
A if geH, 
λ* if gtH, 
the asterisk denoting complex conjugation. 
A mapping o: G x G -> U{\) which satisfies (1.1) and (1.2) is called a factor system 
of G with respect to H. In the following, a factor system of G shall always mean a factor 
system of G with respect to H. If D is a PUA-representation with factor system a and 
с is a mapping from G into {/(1) with c(e) = 1, then D'(g) = c(g)D(g) is a PUA-rep­
resentation of G with factor system 
*'(*,.*,)= ^ У **..*)· (1-3) 
A* 
-
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Two factor systems a and a' arc called equivalent if a mapping c: G -* U(l) with 
c(e) = 1 exists such that (1.3) holds. Factor systems of H are defined in an analogous 
way, the only difference being the absence of the complex conjugation in (1.2) and (1.3) 
The theory of PUA-representalions and its use in physics is described by Murthy [6], 
Parthasarathy [7], Janssen [4], and Shaw and Lever [9], [10]. Factor systems of PU-
representations are studied quite extensively [1], [2], [5], [8]. This however is not the case 
for factor systems of PUA-representations. 
It is the aim of this paper to determine a complete set of inequivalent factor systems 
of G when the factor systems of Я arc known. This problem has already been attacked 
by Bradley and Wallis [3], but they have not obtained the general solution. 
Janssen [4] has given a method to obtain the factor systems of G in the case where 
G is finite, without using the factor systems of the subgroup. 
In Section 2 we reduce the problem; the results obtained here are in fact a generalis­
ation of the results of Bradley and Wallis [3]. 
Section 3 deals with the problem whether or not a given factor system of Я can be 
extended to a factor system of G. In Section 4 the problem is solved; the results are sum 
manzed in Section 5 and in Section 6 some examples are given. 
2. Reduction of the problem 
First we choose an element OQ from G \ # which remains fixed in the sequel. We can 
write all elements of G\H as a0h or h'a0 for some h,h'eH. Suppose σ is a factor 
system of G. 
The restriction <т
н
 of σ to Η χ Η is then a factor system of H. If сгн is a factor system 
of H, we may ask whether or not there exists a factor system σ of G such that its restric­
tion to HxM is σ,,. If such <т exists, it is called an extension of aH. 
LEMMA 1. An extension of a factor system σ
Η
 of Η to a factor system a of G is com­
pletely determined by the elements a(a0, a0), a{h, a0), and σ(α0, h) for all he H. 
Proof: The following relations follow immediately from (1.2): 
a(a0,hh')a*(h,h') . 
σ ( ΰ ο Α , Λ ) _ _ _ _ , (2.1) 
σ ( Μ > ( Α Α ^ ο )
 ( 2 2 ) 
σ(Λ , Co) 
a(ha0, aah ) = γτ —-¡- τ . (2.І) 
a(h,a0)a*(a0,h) 
This proves the lemma. 
If these relations are substituted in (1.2), we obtain the following three equations 
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for σ(α0, a0), a(a0,h) and σ(Λ,α0): 
a(h, а0к'ао*)а{На0к'аЪ1, a0)a(a0, aôlha0h'h")a*(aô1ha0h', k")a(a0h'h"a¿1, α0)σ(α0, A') 
= a(h, a0h'h"aô1)a(ha0h'h"asl, α0)σ(α0, h'h")a*(h', h'^a^aoh'aô1, αο)σ(α0,αζ4ιαοίι') 
4h,h',h"eH, (2 4) 
σ(θο, hh')a*(h, h') a(a0hh'a¿1, a0a0)a(a0hh'aa, aö1h"a^a(aahaZl, α 0)σ*(α 0, aZlh'h"aa) χ 
χσ*(Α", OQ) = a(a0haol,a0a0)a(aaha0,asltíh"a0)a*(h',h")x 
χ σ*(ΑΆ", αο)<'(θο, Ιήσ^αοΜαΖ1, α0)σ*(αο, αζΉ"^) Vfi, Α', h" e Η, (2 5) 
<τ(Α, α
ο
α
ο
)σ(α0, a0)a(ha0a0, h')a(ha0a0h', а()А"і251)ст(Аа0о0А'в0А"ао1, во) * 
χ σ(ο0, αί1Αα0)σ*(θοΑ'αο1, α 0 )σ(α 0 ) Α") 
= ^(ао.а^'АаоаоА'аоЛ'О^Со^'Аао.аоА'аоЛ'О^Сао.^ст'СаоЛ'а^'.аоао)^ 
xa*(a0h'a0,h")a(h,aQ)o*(a0,h')o(a0h"aö1,a0) VA, A', A" e Я . (2 6) 
LEMMA 2 ГАе equations (2 4), (2 5) cm/ (2 6) are equivalent to the following three 
equations: 
a*{h, ο0)σ*(θο, aZíhh'aa)a{azlha0, aö1h'a0)a*(h', αο)σ(α0, aZ1ha0) χ 
χ σίΑΑ', ο0)σ(Α> Α')σ(α0) a^'A'a,,) = 1 Vh.h'eH, (2 7) 
a*(a0haô1, α0α0)ο(α0α0, а11Ьа0)а*(аа, h)a(aa,aôlhaa) χ 
χ aiaohaö1, a0)a*(h, a0) = 1 VA e Я , (2 8) 
σ(α0, ÛO) "(ßo. "ο) σ(αο До. "о) σ* (ао. Оо "о) = 1 (2 9) 
The proof of this lemma is lengthy but straightforward, and is therefore omitted. 
Note that for each solution σ(Α,α0) and σ(αο,Α) of (2 7) and (2 8) we obtain two 
values of a(ao, a0) from (2 9) 
We have thus proved the following theorem. 
THEOREM 1 All extensions of a given factor system a of Η to factor systems of G 
are obtained from the solutions a{h, a0) and σ(α0, A) of equations (2 7) and (2 8). 
For each solution of (2 7) and (2 8) there are two extensions which are given by the 
equations (2 9), (2 1), (2 2) and (2 3) 
To obtain a complete set of inequivalent factor system of G it is only necessary to 
consider extensions of inequivalent factor systems of Я. This follows from the next lemma : 
LEMMA 3. Let σ
Η
 and σ'
Β
 be two equivalent factor systems of H, and ¡et a be an ex-
tension of σ
Β
 Then a'
n
 has an extension a' which is equivalent to a 
Proof: Since a
u
 and σ'
Η
 are equivalent, there is a mapping c: Η -> U(\) with c(e) = 1 
such that 
<Ή(.Λι. "г) = 7. • •• <'
a
(hl,h1) 
cyhihi) 
25 
P. M. VAN DEN BROEK 
Let Co be a mapping c0: G -* 17(1) with Co(A) = c(A) and Со(аоЛ) arbitrary. 
Define a' by 
Codi g2) 
Then σ' is a factor system of C, a' is equivalent to <τ and a' is an extension of σ'
Β
. This 
proves the lemma. 
On the other hand, inequivalent factor systems of Я have inequivalent extensions. So 
in order to obtain a complete set of inequivalent factor systems of G we have to find all 
inequivalent extensions of one representative of each class of equivalent factor systems 
of Я. 
3. The existence of extensions 
We now have to solve the equations (2 7) and (2 8). 
Suppose that a is a factor system of G; then cr satisfies (2.7) and (2 8) If σ' is defined by 
( 7 - ( g l , g 2 ) = c y-y g ( g l , g 2 ) 
C{gigl) 
for some mapping c: G -* £/(!) with c(e) = I, then a' of course also satisfies (2 7) and 
(2 8) We shall now choose the mapping с in such a way that these equations take the 
simplest possible form Let с obey 
c(a0A) = c*(AMao,A). (3 1) 
Then 
σ ' ( β ο , Α ) = 1 . (3.2) 
and it remains to choose the restriction of с to H. 
Next we define an equivalence relation in H: A and A' are called equivalent if there 
is an л € Ζ such that aoAa¿" = A'. This equivalence relation divides Η into classes. Let 
the class which contains A be denoted by A If A contains ρ elements, then h = {aZhaa"\ 
η = 0, 1, .,p— 1} and A = alhaz' If the number of elements of A is infinite, then 
A = {flSAao'l nsZ) 
Let A be a class with an infinite number of elements. Choose c(h) = 1 and define с 
on h by the relation 
c(aSAflj")<T(aSAaï", α0) = <:*(д"0-W^'Mflo, 4Г1Ііа^"-»). (3.3) 
Then we have 
"'(А', во) = 1 VA' e Л. 
Suppose now that A is a class with ρ elements and ρ it odd. 
Express c(aôAa5") for л = 1,. .,p-\ in terms of ¿(A) with (3 3). Then choose c(A) 
such that (3.3) holds for η = p. This choice is possible since ρ is odd. 
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Then again we have 
σ'(Α', a0) = 1 VA' 6 It. 
Finally consider the case where A is a class with ρ elements and ρ is even. Choose 
c(A) = 1 and define с on A by means of (3.3). Then σ'(Α', a0) = 1 for all A' e A with 
A' ^ A. Further, 
σ (Α, «ο) - [ Π [ « φ ^ , α ύ )\ [ U 1 < г К А а 0 - " , а о Г | ' ( 3 · 4 ) 
ir even neven 
Because σ satisfies (2.8) this can be written as 
p-l 
o'(h,a0)= Yl [(τ*(ο"ο+,Αβ5("+,,,βοθο)σ(βοβο.αδ-1Αβίί"-1>)]. (3.5) 
л even 
It can easily be checked that the right-hand side of (3.5) is the same for equivalent factor 
systems of H. 
Let H0 be a set of elements of Η which contains exactly one element from each class 
with an even number of elements and none from the remaining classes. Define the map­
ping Д, : Я -»17(1) by 
р-г 
ΎΙ[α*(,ά·
α
*
,/ιαΖ<"+η,α0αΛ)ο(αοαο,<α~'Λαο0'-1>)ί if h e H0, 
DM = n«0 
л even 
1 if htH0. 
Then the criterion for the existence of extensions, derived above, reads: 
THEOREM 2. Let a be a factor system of H. a can be extended to a factor system of 
G if and only if there is a factor system a' of H which is equivalent to a and obeys 
σ'(Α, A V t o ' A a » , aj'A'ao) = D¿h)I>¿h')D*(hh') (3.6) 
and 
a'*(a0ha51,a0a0)a'(a0aa,azthao) = ОЦа0каі1)Оа(К). (3.7; 
Moreover, we have constructed one extension explicitly: 
THEOREM 3. If a is a factor system of Η which satisfies (3.6) and (3.7), then a sol­
ution of (2.7) and (2.8) is given by 
σ(α0. A) = 1 and o{h, a0) = Д,(А). 
4. Determination of the ineqoivalent factor systems of G 
The last step for the construction of a complete set of inequivalent factor systems 
of G is the construction of a complete set of inequivalent extensions of a factor system 
of H when one extension is known. 
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LEMMA 4 Suppose a and σ' are extensions of a factor system σ
Η
 of Η Then a' is 
equivalent to an extension a" of σ
Η
, Kith σ '(a0, h) = a(a0, h) 
Proof Define a" by 
σ (gì, gì) -, - τ — a (gì · g2) 
C(glgl) 
with 
c(A) = 1 VA e Я and c(a0A) - ^ 0 ' ^ 
o(a0, η) 
Then a" is an extension of σ
Η
, a" is equivalent to σ' and 
σ"(αο. A) = - -ΤΓ„-ά—σ ("о. A) = σ(α0, A) в 
с(а0Л) 
Let Д(Я) be the set of all unitary one-dimensional representations Α οι Η with the prop­
erty 
¿(A) = ¿(aohas1) VA e Я 
THEOREM 4 If a is a factor system of G, then all factor system a' of G with σ
Η
 — σ'
Η 
and σ'(α0. A) = σ(αο. Λ) are given by σ (A, a0) = /1(Α)σ(Α, a0) wiiA ¿J e Л(Я) and further 
by equations (2 9), (2 1), (2 2) and (2 3) 
The proof of this theorem follows directly from equations (2 7) and (2 8) If one 
extension of a factor system of Я is known, we obtain from Theorem 4 a set of extensions 
which contains a complete set of inequivalent ones according to Lemma 4 The only 
thing we still need is a criterion to decide when two extensions of this set are equivalent 
THEOREM 5 Suppose that a and σ' are factor systems of G with 
а
н = "и, °(ßo> h) = a'(a0. A) and a'(h, a0) = A(h)a(h, o0) 
where A e R(H) Then a and a' are equivalent if and only if there exists a unitary one-
dimensional representation A0 of Я with the properties 
Aoiha^hao) = J(A) VA б Я and A*(a0a0) = aja0'a°) 
Proof. Suppose there exists a unitary one-dimensional representation A0 of Я with 
the above-mentioned properties Define the mapping c: G -* U(\) by c(A) = A0(fi) and 
c(aoA) = A*(h) Let a" be the factor system of G defined by 
«"(*,*,)= y y „(gl,g2) 
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Then we have 
ο (Αι, Аз) = /•• , ч <i(hi,ni) = —,4 ,. • ч—σκηι,ηι) = <J(."I,"Ì) = Ο ifli, "2), 
С(ЛіЯ2) До("і"2) 
а"(а0. А) = - ^ f l ^ l „(„„, A) = σ ( α 0 > A) = •(«„, A), c(a0A) 
<ί"(Α,βο) = - ^ ^ - " ί * · " » ) * ^o í^o íe f f ' *« . )^* . «о) 
= ¿1(Α)σ(Λ,βο) = σ'(Α,αο), 
and 
σ"(βο, io) = c a° c ^ (τ(ο0, oo) = /lîfaoOoMao. αο) = "'("о. "о) 
Thus, α" and a' are identical 
This proves the equivalence of σ and a'. 
Now suppose σ and σ' are equivalent Then there exists a mapping c: G -> U{Y) 
with c(e) = 1 and 
C(yi?2) 
Define the mapping Δ
α
: H-> U{ì) by /Jo(A) = c(A). From ff'(Ai, A2) = стСАц A2) follows 
Jo(Ai)¿lo(A2) = ^o(AiA2), so /d0 is a unitary one-dimensional representation of H. 
From σ'(ΰ0,Α) = σ(θο,Α) follows c(ao)e*(A) = c(aoA) Now 
АцфацЧюа) = A0{h)A0(aô1hao) = c(h)c(azlha0) 
= c(A)c(a())c4AÖ0) = ^ g = J(A). 
Finally, 
¿t, a 4 l_ _ с(До)с*(До) _ ff'(flo,Oo) 
0 0 0
 φόβο) c{a0a0) σ(α0,α0) 
This proves the theorem. 
5. Summary of results 
The factor systems of С are constructed from the factor systems of Η in the following 
way: 
Take from each equivalence class of factor systems of Η one element σ. Find the map­
ping D,: Η -» t/(l) as indicated in Section 3. If there is a factor system a' of Η which 
is equivalent to a and has the properties (3 6) and (3 7), then extensions do exist and 
one of them is given in Theorem 3 
With Theorems 4 and 5 a complete set of inequivalent extensions is obtained. All 
these sets together form a complete set of inequivalent factor systems of G. 
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6. Examples 
In this section we will illustrate our method with two examples 
As a first example consider the case where 
G = Dt = {e.a, α2, α\β,αβ, χ2β, <χ3β} and Я = {e, α2, β, α2β} = D2 
with α* = β2 = (αβ)ζ = е. Η has two ineqtiivalent factor systems, the trivial factor 
system and the factor system given by 
TABLE I 
e 
1 
1 
1 
1 
л' 
1 
1 
-/ 
ι 
β 
1 
t 
I 
-/ 
<.»/> 
1 
-i 
1 
1 »'β 
(See e.g. Parthasarathy [7], Lemma 5 3) 
Я has 4 unitary one-dimensional representations, given by 
TABLE II 
Dl 
Ö ! 
D3 
04 
e 
1 
1 
1 
1 
( I 1 
I 
- 1 
1 
- I 
β 
1 
1 
- 1 
- 1 
a'fi 
1 
- 1 
- I 
1 
First we shall look for the extensions of the trivial factor system. 
Let α play the role of a0. The set R(H) consists of the elements /), and D3. Therefore 
we have a set of 4 extensions of the trivial factor system, given by 
σ
Ι
( α , Α ) = 1 , 0,(4, α) ~ 1 , σ,(α, α) = I, 
σ 2 ( α , Α ) = 1 , (τ 2 (Λ,α)=1, σ2(α, α) = - 1 , 
σ3(α, Α) = 1, <7з(Л, ο) = .0,(4), α3(α, α) = 1, 
σ*(α, Α) = 1, ο·4(Α, α) = /)з(Л), σ4(α, α) = - 1 ; 
σι and <7j are equivalent if and only if there is a Dk with 
А ( А а - А с і ) = - < Т 4 ^ 4 Л
е
Я 
or equivalently, 
σ/Α, α) 
A ( a 2 ) = 
and Df (a2) 
0|(a, a) 0,(0, a) 
σ,(α, a) 
σ/α, а) ' 
σ/α, α) σ,08, a) " 
From this it follows that there are two inequivalent extensions of the trivial factor system, 
σ, and σ2; σ3 is equivalent to σ2 and 0 t is equivalent to σ,. 
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Now let us look for the extensions of the factor system σ given by Table I 
The set H0 consists of one element of the class {α20, β}. 
Let us choose H0 = {β}. Then the mapping D,,: Η -> 1/(1) is given by 
D
a
(e) = A,(aJ) = Α,(α2/9) = 1 and Z)„09) = - 1 . 
Equation (3 7) holds for the factor system σ but equation (3 6) does not Because in 
our case (3 7) holds for equivalent factor systems as well, we have to find an equivalent 
factor system a' for which (3 6) holds. As can be seen by a straightforward calculation 
such a a' is given by 
TABLE III 
e 
β
1 
ß 
•'β 
e «» 
1 1 
1 - 1 
I 1 
1 - 1 
β 
1 
- 1 
I 
- I 
*'β 
1 
I 
I 
1 
This a' again gives a set of 4 extensions: 
σ ; ( « , Α ) = 1 , а',(Н,а) = DM. 
сті(а,А) = 1, 
σ,Οχ,Λ) = 1, 
*;(«,*) = ι, 
σ',(α, a) = 1, 
ff¿(«. и) = —1· 
<Гэ(а,а) = 1, 
«ύία,α) = - 1 
ffi(A, а) = DM. 
a'3(h, а) = DMDM. 
<Ú(A, а) = DMDM. 
Again there are two inequivalent extensions, а[ and σί So a complete set of inequivalent 
factor systems of .D4 with respect to X>2
 l s
 given by the four factor systems σι, <г2, σί 
and σί 
This is in agreement with the result of Janssen [4]. 
Finally, we will consider an example with infinite groups. Let G be the covering group 
of the extended Poincaré group. 
G = [Я* ® SL(2, C)] ® F 
where ® denotes the semi-direct product and i - is the group of order 4 which is generated 
by S and T, the reflection of space and time, respectively (For more details see, e g. 
Parthasarathy [7]) 
Take H = [Я* ® SL(2, C)] ® F
s
 where F
s
 is the group of order 2 generated by S. 
Elements of H will be denoted by (a, e) and (a, 5); elements of G\H by (a, 7") and 
(a, ST) where α belongs to JP ® SL(2> C) 
Since all factor systems of H are equivalent, we only have to consider extensions of 
the trivial factor system. There are two unitary one-dimensional representations of H, 
Δ
ι
 and id2, given by 
¿I,(e,e) = ¿ , (0 , S)= 1, J 2 ( f l , e ) = l and zl2(e, S ) = - l . 
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Let the role of α0 be played by (e, T) Then from Theorem 4 we obtain a set of 4 ex­
tensions 
*,((«, D . A ) = 1 , <>i{h,(e,T)) = Al{h), в , ( (е ,Г) , (« .Г))=І . 
«Г2((е,Г),А) = 1, <т2(А, (e. Τ)) = /!,(*), <r2((e, Γ), (e. Γ)) = - 1 , 
<тз((е. Г), A) = 1, «г,(А, (г. Г)) = ¿,(А), „,((*, Г), (в. Г)) - 1, 
ff4((e, Г), А) = 1, сгДА, (е, Г)) = /12(А), о<((е, Т), (е, Г)) = - 1 
where A is an element of Η From Theorem 5 it is easily seen that these four extensions 
are inequivalent This result is the same as in Parthasarathy [7] 
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Abstnrt. The relation between the factor systems of a group and the factor systems of an 
invariant subgroup is discussed both for PU and for PUA representations The results are 
used to discuss the factor systems of a class of magnetic space groups 
1. Introduction 
From the well-known results of Wigner and Bargmann it follows that the study of 
projective unitary (PU) and projective umtary-anti-umtary (PUA) representations of 
symmetry groups of physical systems is of great importance in physics A natural 
consequence of dealing with PU and PUA representations is the study of their factor 
systems 
In this paper we will give a decomposition of the factor systems of a group which 
possesses an invariant subgroup Such a decomposition is useful for the determination 
of a complete set of inequivalent factor systems, as we will show in §§ 4 and 5 For factor 
systems of PU representations, decompositions have been given previously for two 
special cases by Mackey ( 1958, see pp 303-4 especially) for the case where the group is 
a semi-direct product and by Backhouse and Bradley (1972) for the case where the 
invariant subgroup is of prime order Mackey's result will turn out to be a special case of 
our result Bradley and Wallis (1974) gave a decomposition for the factor systems of 
PUA representations for the case where the subgroup is of index two and is rep­
resented by unitary operators Both the results of Backhouse and Bradley and those of 
Bradley and Wallis can easily be derived from our results 
The plan of the paper is as follows in § 2 we give some mathematical preliminaries 
to fix the notation, the main theorems are presented in § 3, and in §§ 4 and 5 we apply 
the results to those magnetic space groups which are semi-direct products of a black and 
white lattice and a point group with unitary elements 
2. Preliminaries 
Let G be a group and Go a subgroup of G of index 1 or 2 A PUA representation of G 
with respect to On is a mapping D from G into the operators on some Hilbert space Ж 
such that 
(ι) the operator D(g) is unitary if g e Go and anti-unitary if g¿Go. 
(и) D(g)D(g') = a(g, g')D(gg') for all g, g ' e G for some mapping σ : Ο χ Ο - » 
1/(1) 
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(ni) D(e) = I, where e is the identity of G and I is the identity operator on Ж. 
The mapping σ satisfies 
σ( 8 ,β) = σ ( β , β ) = 1 V g e G (2.1) 
and 
σ(8, g 'Mgg' , g") = cr(g, g'g")cr8(g', g") (2.2) 
where λ 8 is defined by 
and the asterisk denotes complex conjugation. 
A mapping σ : G x G ^ U(\) which satisfies equations (2 1) and (2.2) is called a 
factor system of G with respect to G 0 . In the following a factor system of G shall 
always mean a factor system of G with respect to Go If D is a PUA representation of 
G with factor system σ and с is a mapping from G into (7(1) with c(e)= 1 then 
D'(g) = c(g)D(g) is a PUA representation of G with factor system 
o-'(g,,g2) = [e(g,)c s ,(g2)/c(g,g2)Mg l,g2). (2.4) 
Two factor systems σ and σ' of G are called equivalent if a mapping с : G -» (7(1) with 
c(e) = 1 exists such that equation (2 4) holds If Go is a subgroup of index 1, i.e. G = Go 
then D is a PU representation 
Now suppose H is an invariant subgroup of G and К is the quotient group G/H. 
The elements of К are the cosets of G with respect to H. Elements of H will be denoted 
by a, ft, c,. , and elements of К by a, ß,y, . . Take for each coset α ε К a 
representative r(a), and let r(e) = e, if e is the unit element of K. Then each element of 
G can uniquely be written as (a, a) if we define 
(a, a ) = ar(a). (2.5) 
Let a° be defined by 
a° = r(a)ar \a) (2 6) 
and the mapping m. К x К -» H by 
r(a)r(/3) = m(a,/3M
a
/3) (2.7) 
From the associativity, it then follows 
m(a, ß)m(aß, у) = m(a, ßy)ma(ß, у) (2.8) 
and we also have 
( a T = m(ß, с О а ^ т '(/3, α). (2.9) 
The multiplication of the elements of G is given by 
(a,a)(b,ß) = (ab"m(a,ß),aß). 
In the following we shall write λ" and λ" for brevity if we mean A*"' and A(''*) 
respectively. 
Factor systems of group and invariant subgroup 
For the case where Go is a subgroup of index 2 we have to distinguish two 
possibilities" 
(i) H g Go- In this case К has a subgroup Ко of index 2 such that (α, α) ε Go if and 
only if α e Ко-
00 " i Go Now/ƒ has a subgroup Ho of index 2 which equals Η ri Go Further, 
each coset of G with respect to H contains both elements of Go and elements of G\Go. 
Therefore we may choose the coset representatives r(a) to belong to Go. 
In the following we assume such choice has been made. Then m (α, β) ε H
a
 for all 
α. β e К and (α, α) ε Go if and only if a £ Hg. 
3. The main theorems 
Theorem 1. 
Let ω' be a factor system of G. There exists an equivalent factor system ω of G which 
decomposes as follows: 
ω((α, α), (ft, β)) = y(a, b")y(ab°, m(a, ^ W , 0)P°(o, ft) (3.1) 
where γ is a factor system of Η with respect to Ho, ν is a mapping from Κ χ К into C/(l) 
and Ρ is a mapping from Κ χ Η into 1/(1) with the following properties· 
v(f,a)=i'{a,()=\ Va e К (3.2) 
P(e, a) = P(o, e) = I VaeK.VaeH (3.3) 
P(
a
,bc) = P(
a
,b)Pb(a,c)^j^ (3 4) 
Ύ (ft. c) 
Pi„fl r i - P i „ r ' l P - f « .-1 y C ( a ' P ) y ( w ( a - Р ) С " ' т ' ( g ' ß)' m ( t t ' g ) ) (aß, с)  P(a, с ) ^(ß,c)——— τ — — — ^ 
ΐ '(α,β) r(wi(a, β), с ρ) 
(3 5) 
„(α. » И - А У) _ yim'iß, у), mia, Э г » ^
 т ( д γ ) ) ^ 6 ) 
v(a, ßy)v''(ß, у) у(т(а, β), m(aß, у)) 
Proof. 
Define the mapping с : G-» U{1) by c(e, ar) = ω'((α, e), (e, α)) and the factor system ш 
of G by û,(g, g') = [ с ( 8 ) с * ( г ' ) М « £ ' Ж ( & g')· Then ω((α, e), (e, a)) = 1. Let D be a 
PUA representation of G with factor system ω Then D((a, e))D((e, a)) = D((a, a)). 
Now 
ω((α, a) , (ft. ß^Diiaft-mia, β) , aß)) 
= D((a, a))D((ft. β)) = D((a, í))D((e, a))D((ft, í))D((e, β)). 
On the other hand we have 
«((e, e), (ft", €)M(aft · , «), (m(a, β), €»<»•*((«, a), (e, ß))D((eA-in(oi, β), aß)) 
=
 ω
( ( α , e), (ft*, «))«**((«, a ) , (e, ß))D((aft·, e))D((m(a, β), í))D((e, aß)) 
= ω((α, e), (ft", e))D((eò", e))«((«, a ) , (e, ß))D((m(a, β) , aß)) 
= D((e, €))Ζ>((ίΛ €))D((e, a))D((e, β)). 
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If we multiply these two relations on the left with D '((a e)) and on the right with 
D '((е./З)) and combine them we obtain 
D((e, a))D№ «)) 
=
 <o°((a.a),(b.ß)) 
ω"({a e) ib", e))ω"{(ab" e), (m(α. β). t))<ob((e, α), (e, β)) 
D((b" e))D((e, a)) 
Since the numeritdl factor on the right-hand side depends on a and b only we may 
denote it by P(a, b) 
Let the mapping ν KxK-> 17(1) be defined by v(a, β) = ω({β, a), (e, β}) and let y 
be the restriction of ω to Hx Η Then γ is a factor system of H, and equation (3 1) has 
been proved Equation (3 2) follows from the definition of г and equation (3 3) follows 
from equation (3 1 ) if we take a = e, a - e and b — e, β = e respectively Now from the 
definition of a factor system we have 
ω((α, a){b ^))ш((а6°т(а β), aß), (с, у)) 
= ω((α, α), (bcßmiß, у), ßy)Wa "'((6, β) (с, у)) 
If we take β = e in this equation and use equation (3 1), the result is equation (3 4) In 
the same way equation (3 5) follows if we take a = b = e and у = e finally equation 
(3 6) follows if we take a = b = с = e This proves the theorem 
The opposite of the theorem above is also true 
Theorem 2 
Let γ be a factor system of Η with respect to HH Let ν and Ρ be mappings from К χ К 
and К x Я respectively into 1/(1) such that the equations (3 2), (3 3), (3 4), (3 5) and 
(3 6) are satisfied Then the mapping ω G x G-* 1Д1) defined by equation (3 1) is a 
factor system of G 
The proof of this theorem is a straightforward calculation and is therefore omitted 
The question when two factor systems decomposed as in equation (3 1) are 
equivalent is answered by the following theorem 
Theorem 3 
A factor system ω decomposed as in equation (3 1) is equivalent with the trivial factor 
system if and only if there exist mappings d H->1/(1) and e K-*U({) with 
d(e) = e(e) = 1 such that y, Ρ and ν can be written as 
e(a)e"(ß) 
v(a, β) = - — — (3 7) 
d(m(a, ß))e(aß) 
Pia, b) - ι, (3 8) 
d(b )e (a) 
and 
dia)daib) 
у{аЬ)
 = -4(Щ- ( 3 9 ) 
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Proof 
If ω is equivalent with the trivial factor system then there exists a mapping с G -» U( I ), 
with c((e, f )) = 1 such that 
/ i.-i ι t" ι aw о'/ oMf, L\ с((а,<*))<:{°°\(Ь^)) ,.
 l n . 
γ(α, ft )γ(αί> ,m(a, ß))f (α, β)Ρ (a, ft)= — — — — - (3 10) 
c((a6 m(a ,ß) , α^)) 
If we define d and e by d{a) = c((a, e)) and e(a) = c((e, a)) then it follows from equation 
(3 10) with ft = e and α = e 
с((а.0)) = а ( а ) е а ^ ) (3 11) 
Now the equations (3 7), (3 8) and (3 9) follow immediately from (3 10) and (3 11) by 
taking the appropriate elements equal to the unit element 
On the other hand, if equations (3 7), (3 8) and (3 9) hold for some mappings 
d Н->ІУ(1) and e К-» 1/(1) with <í(e) = e ( t ) = l and the mapping с G->i;( l) is 
defined by equation (3 11) then it is easily verified that equation (3 10) holds, which 
means that ω is equivalent with the trivial factor system 
4. The factor systems of black and white lattices 
In this section we shall apply the decomposition given in the preceding section to 
derive the factor systems of the three-dimensional black and white lattices Let To be a 
three-dimensional lattice and let a,, a, and a, be basis translations for To Suppose Tis 
a black and white lattice for which T„ is the ordinary sublattice Τ is then determined by 
To and an extra translation a with the property 2α ε Τ,, 
The incquivalent factor systems of To are obtained by Backhouse (1970) and are 
given by 
γ( Г, r') = exp(-2 πι <TA r') (4 1 ) 
where t stands for the translation f = ί,β, -^1
г
а
г
Л-иа-^ and for the column vector with 
entries f ι, ^ and Г3 at the same time, <T is the transpose of f and A is a matrix of the form 
0 0 0\ 
Ρ 0 0 (4 2) 
\r s 0/ 
where p, r, se[0,1) 
The quotient group T/To equals C2, consisting of the elements E and a, with a1 = e 
We choose r(a) = a, so m(a, a) = 2a. For each factor system y of To we have to solve 
Р(а, І) and v{a, a) from equations (3 4), (3 5) and (3 6) which now take the form 
Ρ(α,/ + <') = Ρ ( α , 0 Ρ ( α , ί ' ) ^ 1 Vf, i '6 To (4 3) 
γ(ΐ, 2β) = γ(2β, I) і б Т „ (4 4) 
V(a
'
a)
 -Pia,2a) (4 5) 
ν (a, a) 
From equation (4 3) it follows that y2 must be equivalent to the trivial factor system of 
To This restricts the possible values of p, r and s to 0 and 5 From these eight 
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possibilities only two satisfy equation (4 4) One of them is of course the trivial factor 
system (p = r = s = 0) and the other is given in table 1 
Tablel. 
2α 
«1 
«2 
«1 
β, + α , 
a , + « j 
<"2 + «1 
α , + ιΐ2 + 0 ι 
Ρ 
0 
0 
5 
0 
2 
2 
5 
Γ 
0 
2 
0 
ί 
() 
ί 
2 
S 
ι 
2 
0 
0 
2 
2 
0 
2 
For the two remaining factor systems y of To we have γ(ί, t')/y*(t, t') = 1, so the 
solutions of equation (4 3) are just the one-dimensional unitary representations of To 
which are well known For each solution P(a, I) of equation (4 3) there are two 
solutions »»(a, a) of equation (4 5) The inequivalent factor systems of Τ can now be 
derived with theorem 3 in a straightforward manner It turns out that there are only two 
inequivalent factor systems of Τ A nontrivial one is given by the nontnvial y and 
P(a, /) = e(a, a ) = I 
5. Factor systems of a class of magnetic space groups 
As a second application let us consider a magnetic space group G which is the 
semi-direct product of a point group Ρ and the invariant subgroup Τ of translations, 
which forms a black and white lattice, and let the nonmagnetic subgroup of G also be a 
semi-direct product The point group Ρ acts m the natural way on Τ and on the ordinary 
sublattice To and leaves both Τ and To invariant Of the 517 magnetic space groups 
which are based on black and white lattices, 110 are of this type 
The problem now is to solve the equations (3 2)-(3 6) where Η is the black and 
white lattice Τ and К is the point group Ρ The elements of Ρ may now be chosen to be 
the coset representatives of G with respect to H Equation (3 6) now tells us that f is a 
factor system of P, and according to theorem 3 we can take this factor system to be real, 
since every factor system of a point group is equivalent to a real factor system 
Therefore с cancels from equation (3 5) and we only have to solve P(R, l) from the 
equations 
P(R, l + n = P(R, ОР 'ЧК, t2)7(-R'u R!2) Vtut2eT,VReP 
rUi , '2) 
(5 1) 
and 
P(RtR2,t) = P(R],R2t)P(R2,t) VteTyRuR2eP (5 2) 
The general solution Po(R, 1) of equations (5 1) and (5 2) can be written as 
Λ)(«,0 = /Ί(Κ,»)Ρ(Κ,ί) (5 3) 
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where Р|(Я, t) is a particular solution of equations (5 1) and (5 2) and P(R, l) is the 
general solution of (5 2) and the equation 
P(R,r1 + í2) = P(« , í 1 )P '4R, l 2 ) V í b ^ e T W R e P (54) 
The solutions of equation (5 4) are just the one-dimensional UA representations of Τ 
The reciprocal lattice T* of To is spanned by i , , 62 and i , where 
_ 2ла ) ®д ь 
α,.ίβ,Οβ») 
where ƒ = (1 +1) mod (1) and к = 0 + 2 ) mod (3) As is well known the one-
dimensional unitary representations of T3 are given by Д
к
(») = е " ' where к ranges 
through the first Brillouin zone of the reciprocal lattice 
к =Q|fti+a2ft2 + ati*i where a,e[0, 1) 
After a short calculation we find that the one-dimensional UA representations of Τ 
are labelled by a pair (k, z) where 2 6 U( 1) and к e Λ(β) Λ(α) denotes the set consisting 
of those four vectors к from the first Brillouin zone that have the properties that 2k is a 
reciprocal lattice vector and e'*2* = 1 For instance if 2a = a, then 
*•>-№*$•$} 
The one-dimensional UA representations of Τ are then given by 
D l 2 ( f ) = e ' " Dkz(t + a) = ze"" VieT«, (5 6) 
The general solution of equation (5 4) is given by P(R, l) = Dk(R)l(R)(t) The 
equations which k(R) and z(R) must satisfy if P(R. t) satisfies equation (5 2) are 
k(RlR2) = R2'k(R,) + k(R2) + K{Rl,R2) К , , Д 2 е Р (5 7) 
and 
z(RlR2) = z(Rl)z(R2)¿'itiR'R*)-ki^-k{R*)-K"t·™ К , , Д 2 Е = Р (5 8) 
Here If is a reciprocal lattice vector which depends on R, and R2 Equation (5 7) is 
analogous to the equation derived by Backhouse ( 1970) for the nonmagnetic symmor-
phic space groups In that case however к ranges through the whole first Brillouin zone, 
while here к is restricted to the four vectors in Λ(α), which makes equation (5 7) rather 
easy to solve Only those solutions of equation (5 7) for which Œ{RÎ,R2) = 
exp(ia. К ( Я | , R2)) is a trivial factor system of Ρ have to be considered For those 
solutions z(R) must form a projective representation of Ρ with factor system 
^(R
u
 R2) =ехр{ш.\.K(Ru R2)-k(Ru R2) + k(Rt) + k(R2)]} This factor system is 
equivalent with σ Note that k(R). e = 0if 2a is equal to al, a2 or <i1 
Let us now turn our attention to the problem of finding a solution to equations (5 1 ) 
and (5 2) If у is the trivial factor system of Τ then of course P|(R, f) = 1 solves 
equations (5 1) and (5 2) Therefore consider the case where у is the nontnvial factor 
system of Τ 
The factor system y" of Τ defined by yR(t, t') = y(Rt, Rt')y~ '(I, /') is equivalent 
with the trivial factor system for each R e Ρ, since Τ has only two inequivalent factor 
systems Therefore we can find a mapping сц T-» 1/(1) with cR(lu) = 1 (to is the unit 
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element of T) and 
yRU,l') = cRU)c'R(f)/cRU + t·). 
CR is determined up to multiplication by a one-dimensional UA representation of T. 
Moreover cRl(R2t)crt1(t)cΚιΚι(ΐ) is a UA representation of T. Now it is easy to see that 
equations (5.1) and (5 2) have solutions if and only if the cR can be chosen such that 
CR,( Í Í2 ' )CR 2 ( Í )C R I ,R 2 (0= 1 for all f e Tand for all R,, / ^ e P . A solution is then given by 
P1(R,«) = c¿ ,(0. 
Finally we have to apply theorem 3 in order to obtain the inequivalent factor 
systems. The factor systems obtained so far are given by (y, v, P) where y is one of the 
two inequivalent factor systems of 7", f belongs to a complete set of inequivalent real 
factor systems of Ρ and Ρ is a solution of equations (5 1 ) and (5.2). Let ω and ω' be the 
factor systems of G given by (y, v. P) and (γ', с'. Ρ') respectively, ω and ω' can be 
equivalent only if γ = у' and ν = ν'. If this is the case then 
P(R,f)F '(«,<) = DI,„<R,.Z„<R>«) 
for some it,,e Λ(β) and ζ,, e U( 1 ). ω and ω' are now equivalent if and only if there exists 
a k, in Λ(α) and a one-dimensional unitary representation d of Ρ such that 
kiiR) = k[-R lk, + K VReP (5.9) 
and 
z
u
(R) = d2(R)e"""'' VReP. (5.10) 
This shows how to obtain a complete set of inequivalent factor systems of G. 
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Abstnct. The procedure of Backhouse for the determination of a complete set of 
inequivalent factor systems of the symmorphic Shubnikov space groups of t>pe I is 
generalized for all Shubnikov space groups of types I and III The results are used to obtain 
a method for the construction of a set of inequivalent factor systems of the Shubnikov space 
groups of types II and IV 
1. Introduction 
In the quantum mechanical description of a physical system an essential role is played 
by the projective unitary (pu) and projective unitary-antiunitary (PUA) representations 
of the symmetry group of the system, as is well known from the results of Wigner (1939) 
and Bargmann (1954). PU and PUA representations of Shubnikov space groups have 
been used in the theory of an electron in a crystalline potential when a uniform static 
magnetic field is present (see e.g. Brown 1964, Opechowski and Tarn 1969, Tarn 
1969). A natural consequence of dealing with PU and PUA representations is the study 
of their factor systems. In this paper we will study the factor systems of the Shubnikov 
space groups. Backhouse (1970) has given a method to derive a complete set of 
inequivalent factor systems of the symmorphic space groups, and Bradley (1973) used 
this method to tabulate these factor systems. Here we will extend the method of 
Backhouse both to the non-symmorphic space groups and to the Shubnikov space 
groups of type III. The results will then be used to discuss the factor systems of the 
Shubnikov space groups of types II and IV. We will only treat the three-dimensional 
Shubnikov space groups here; the extension to the case of π dimensions however is 
straightforward. 
2. Preliminaries 
A detailed description of the Shubnikov space groups has been given by Bradley and 
Cracknell (1972). They are subdivided into four types as follows. 
Type I: the ordinary space groups. 
Type II: the grey space groups; they contain the time-reversal operator. 
Type III: the black and white space groups based on ordinary Bravais lattices. 
Type IV: the black and white space groups based on black and white Bravais 
lattices. 
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h* 
A factor system of a magnetic or non-magnetic group G with non-magnetic subgroup 
Go is defined to be a mapping cr G χ G -» C(l) which satisfies 
^(gi,g2)<r(gig2,gi) = ff(g1,i2g,)o-«,(g2,8î) V g L g a . g ^ G (2 1) 
and 
<7(e,g) = <r(g,e) = l V g e G (2 2) 
where e denotes the identity of G and A8 is defined by 
fA if g e G0 (2 3) 
A* i fg¿G 0 
Two factor systems σ and σ' of G are called equivalent if there exists a mapping 
с G-»[/(1) such that 
o-(gi,g2) = ff(gi>g2)—: :— Vg„g2eG (24) 
C(glg2) 
Now let G be a Shubnikov space group of type I or III, H its subgroup of translations 
and G0 its non-magnetic subgroup If G is of type I then G = Gn and if G is of type 
III then Go is a subgroup of G of index two which contains H The Shubnikov point 
groups К and K
a
 are defined by G/H and G0/H respectively The identities of H and 
К will be denoted by e and E respectively 
Elements of G will be denoted by (l,R) where f ε H and Л e К We define (f, R) by 
its action on space-tune 
(t,R)(x,t) = (Rx + l + tR,tRt) (25) 
where е
я
 is defined by 
' " - i - l ifRÉKo ( 2 6 ) 
and tR is a fixed non-primitive translation associated with R The multiplication of 
elements of G is now given by 
(t,R)(t',R') = (t + Rt' + m(R,R'),RR') (2 7) 
where the mapping m К χ К -» W is given by 
І П ( К , Я ' ) = / Я + К Г
Я
- <
В
І » (2 8) 
In the sequel we shall write A " as a shorthand symbol for Д(* '" 
Let ft, /2 and 1, be basic translations of H Then each element toi H can be written 
as t = л ^ + Яг'г + 'Мз In the sequel we shall identify t with the column vector with 
entries л 1, лг and л. Moreover each element Л of A' shall be identified with the 3 x 3 
matrix which represents R with respect to the basic vectors fi, Í2 and f. These 3 x 3 
matrices may be read off from table 3 2 of the book by Bradley and Cracknell (1972) 
The reciprocal lattice H* is spanned by bi, Ьг and by where t,. b, = JTTS,, A vector 
к = atb¡ + «2*2 + 01*3 of the first Bnllouin zone of the reciprocal lattice shall be 
identified with the column vector with entries a,, a2 and a, 
The inner and outer products of two column vectors a and b with elements a, and 
b, (1 = 1, 2, 3) respectively are defined and denoted as usual a . b = I,3.1 afi, and 
a x b = с where с, = а Д - a^b, with ; = 1 + 1 (mod 3) and к = ι + 2 (mod 3) 
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3. The factor systems of Shubnikov space groups of type I and III 
The aim of this section is to give a method to derive a complete set of inequivalent factor 
systems of G Such a method has been given by Backhouse (1970) for the symmorphic 
space groups Backhouse used a decomposition of factor systems of non-magnetic 
semi-direct product groups due to Mackey (1958) In a previous paper (van den Broek 
1976b) we generalized this decomposition to factor systems of arbitrary magnetic and 
non-magnetic groups Using the results of this paper we can state the following Every 
factor system of G is equivalent with a factor system ω of G which decomposes as 
follows 
(ü((l,R)At',R)) = 7(t,Rt')y(i + Rt\m(R,R')MR,R')S*(R,Rt') (3 1) 
Here γ is a factor system of Η, ρ is a mapping from KxK into 1/(1) and δ is a mapping 
from Kx-H into t/(l) with the following properties 
v(E,R) = v(R,E) = l VReK 
S(E,t) = S(R,e)=l VKeK, 
yR(R-lt,R-tt') 
S(R,t + t') = S(R,i)S(.R,l') 
y(r. »') 
reH 
VReK,Vt,l'eH 
Я,Я'еК, геН 
(3 2) 
(3 3) 
(3 4) 
(3 5) 
y(t, m(W, R )) 
HR, RXRR; R") y(Rm(R', R"), m(R, R'R"))
s
*(n R m { R , R 1 ) 
i>(R, « ' Л ' > Я ( А ' , R") y(m(R, R'), m(RR\ R")) 
VR,R', R'eK (3 6) 
Note that the mapping P(R, t) from our previous paper now has been written as 
d*(R< Rt) This is done in order to follow Backhouse as closely as possible 
For short we write equation (3 1) as ω = (γ, с, δ) For every factor system у of Η 
and every solution for 5 and ν of the equations (3 2)-(3 6) the mapping ω, defined by 
ω = (γ, ν, δ) is a factor system of G Further, if ω = (y, ν, δ) and ω' = (y', ν', δ') then 
ωω' = (yy\ νν', δδ') Finally, a factor system ω = (γ, ν, δ) is equivalent with the trivial 
factor system if and only if there exist mappings d H-*U(\) and e K^U(\) with 
d(e) = e(E)= 1 such that γ, δ and ν can be written as 
5 (
* ' '
) =
 ¿#7) ( 3 8 ) 
V(R
'
R)
'd(m(R,R'))e(RR·) ( 3 9 ) 
From this it follows that in order to get a complete set of inequivalent factor systems of 
G we can restrict the factor systems of H to a set of inequivalent ones Such a set has 
been given by Backhouse (1970) 
y(t, П = exp(-2iriíTAí') (3 10) 
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denotes the 
( 
A = 
\ 
,, «г, азе[0, 
yR(R-
transpose of t and A is a 
0 ÛJ 
-f l! 0 
аг -a\ 0 / 
\) Then we can write 
Чя~ ) 
= ex 
:пГ-2-7гі/гГ< 
matrix of the form 
• =Я "AR-i-AW 
y(t, f) (3 11) 
From equation (3 4) it follows that the left-hand side of equation (3 11) must be a factor 
system of Η which is equivalent to the trivial factor system This is true if and only if 
€
Я
Я~'
Т
А/?~'=А (mode) Я е К (3 12) 
since a factor system of a non-magnetic Abehan group is trivial if and only if it is 
symmetric Let a be the vector with entries αι,α^ and <i1, then equation (3 12) can also 
be written as 
e„(det R)Ra = a (mod{) V Ä e K (3 13) 
From now on we suppose that A satisfies equation (3 12) Then we can write 
eRR-'TAR-'-A=BK+N" (3 14) 
where NR is an integer matrix and fl" is a symmetric matrix A particular solution of 
equation (3 4) is given by 
S(R,t) = exp(-nitTBRl) (3 15) 
The general solution of equation (3 4) can therefore be written as 
й(А,г) = ехр(-7ПІ т В я /)ехр(27пк(К).г) (3 16) 
where k(R) is a vector with entries in the interval [0, 1) Defining 
C(R,R)=BRR -BR-eRR-iTBRR-1 (3 17) 
it is easy to show that exp( - nitTC(R, R ')l) is a unitary representation of Η Therefore 
we may write 
exP(-n4TC(R,R,)t) = exp(-2mk(R,R').t) (3 18) 
where k(R, R') is defined by 
[ * ( К , К ' ) ] , = к ; ( Я , Я ' ) (3 19) 
Furthermore we have 
1\7,т£1'у)=е*Р[-2М2аХт(Я'Я'))-'] (320) 
Substituting equations (3 16) and (3 20) in equation (3 5) now gives 
k(RR')-k(R)-eRR-,Tk(R') = k(R,R')-2aXm(R,R') (modi) (3 21) 
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and equation (3 6) becomes with equations (3 16) and (3 10) 
u(R R')i>(RR , R") 
ί'(Κ,Λ ,Λ")»'Κ(Λ',Κ") 
= е х р [ - 2 т п ( т т ( Я ' , R")RTAm(R, R'R")-mT(R, R')Am(RR', R") 
-imT(R', R")RTBRRm(R', R") + k(R). Rm(R', R"))] (3 22) 
For each A which satisfies equation (3 12) we have to solve k(R) and v(R, R') from the 
equations (3 2), (3 3), (3 21 ) and (3 22) The requirement that these equations do have 
solutions is a further restriction on the possible matrices A Suppose that for some A 
one solution k(,(R) of equation (3 21) is known Then the general solution of this 
equation is given by 
k(R) = k0(R)+h(R) (3 23) 
where h(R) is the general solution of 
h(RR')-h(R)-fRR-,Th(R') = 0 (modi) (3 24) 
From the equations (3 7) and (3 8) it follows that two solutions ht(R) and ЛгС?) of 
equation (3 24) give rise to equivalent factor systems of G if and only if we can write 
hi(R)-h2(R) = k-eRR-,Tk (modi) (3 25) 
for some vector к Two solutions of this type will be called equivalent So we have to 
find a complete set of inequivalent solutions of equation (3 24) This gives a set of 
solutions k(R) of equation (3 21) via equation (3 23) For each such solution k(R) we 
have to solve viR, R') from equation (3 22) 
The requirement that equation (3 22) has solutions is a restriction on the allowed 
solutions of equation (3 24) 
Suppose for some solution k(R) of equation (3 21) one solution v0(R,R') of 
equation (3 22) is known Then the general solution of this equation is given by 
v(R,R') = uD(R,R,)ß(R<R') (3 26) 
where μ runs through the factor systems of К (which are well known, see Janssen 1972) 
From the equations (3 7), (3 8) and (3 9) it follows that two factor systems μι and /¿2 
give rise to equivalent factor systems of G if and only if they are equivalent or they can 
be written as 
μ,ίΚ, R') = exp(2i7-ik . m{R, K V ^ K , R') (3 27) 
for some vector к satisfying 
RTk=€Rk (modi) (3 28) 
Let us now summarize how to obtain a complete set of inequivalent factor systems of 
G 
(1) Find the set of matrices A which satisfy equation (3 12) 
(11) For each matrix A of this set, find a particular solution of the equations (3 3) 
and (3 21), if a solution exists 
(HI) Find the inequivalent solutions of equation (3 24) 
(iv) For each matrix A from steps (1) and (11) and each solution of (3 24) from step 
(111) find a particular solution of the equations (3 2) and (3 22) 
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(ν) Obtain a complete set of inequivalent factor systems of К with the property that 
no elements of this set are related as in equation (3 27) 
(vi) The factor systems are now obtained from the equations (3 1), (3 10), (3 16), 
(3 14), (3 23) and (3 26) 
Some remarks on the different steps given above might be useful 
(i) This step needs a short and straightforward calculation, using equation (3 13) 
(n), (iv) These steps consist of finding one solution of a set of equations of the type 
J] η,χ, =A (mod 1) 
where η, ε Ζ and A e R 
The number of equations and the number of unknowns in both cases 
increases rapidly if the order of К increases Therefore in some cases the help of 
a computer may be necessary 
(in) This step does not involve the non-primitive translations Therefore the 
solution for the Shubmkov space groups of type I can be found from the tables 
of Bradley (1973) For Shubmkov space groups of type III one can start from 
Bradley's solution for the non-magnetic subgroup 
(v) Here we have to analyse factor systems of К of the type 
a-(R, R') = exp(2iri* .miR,R')) 
This may be done (if necessary) using the decomposition of factor systems (van 
den Broek 1976b) 
Similar procedures could be constructed to obtain the inequivalent factor systems of 
the Shubmkov space groups of the types II and IV There is, however, another 
possibility one first determines the inequivalent factor systems of the non-magnetic 
subgroup with the procedure given above, or, in case this subgroup is symmorphic, 
these factor systems are obtained from the tables by Bradley (1973) The inequivalent 
factor systems of the Shubmkov space groups of the types II and IV may then be 
determined from the inequivalent factor systems of their non-magnetic subgroups 
This will be described in the next two sections 
4. Factor systems of Shubnikov space groups of type II 
Let С be a Shubmkov space group of type II and G its unitary subgroup which is a type I 
Shubnikov space group The notation of the elements of С will be as in the previous 
sections and the inequivalent factor systems of G are supposed to be known Elements 
of G will be denoted by ((f, Я), a ) where (<, R) e С, a e Сг = {e, 7} and Τ denotes the 
time-reversal operator We define ((i, R),a) by ((f, R), e) = (t, R) and ((r, R), T) = 
(l, R)T The inequivalent factor systems of G are obtained as follows (van den Broek 
1976a, b, Bradley and Wallis 1974) 
Every factor system of G is equivalent with a factor system σ of G which 
decomposes as follows 
σ(((», R),a), ((», R'), α')) = Γ((ί, R), (f, R'))/V(a, a')P(a, «', R')) (4 1) 
where Γ is a factor system of G and N and Ρ are mappings from C2 x C2 and C2 x G, 
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respectively, into 1/(1) such that 
N(e, e) = N(e, T) = N(T,e) = P(T, (e, £)) = 1 (4 2) 
P(e,(t,R))=l ( і , й ) б С (4 3) 
Ν
2 ( Γ , Τ ) = 1 (4 4) 
and 
PiTAt.RXt'.Rl) 
= P(TAt,R))P(TAt',R'))r2UR)At'.R')) V(i,R),(i ',K')eG (4 5) 
On the other hand, if N and Ρ satisfy these relations for some factor system Γ of G, the 
mapping cr, defined by equation (4 1), is a factor system of G 
From equation (4 5) it follows that Γ must have the property that Γ2 is equivalent 
with the trivial factor system For such а Γ we can write 
^RU^Rl)^^''^ (46) 
cr((f, R)(t, R )) 
Then the solution of (4 5) is given by 
P(T, (», R)) = c?((», R))D((I, R)) (4 7) 
where D runs through the unitary one-dimensional representations of G The unitary 
one-dimensional representations of G are given by 
£>((», R)) = εχρ<2πι* . ι)Δ(Κ) (4 8) 
where к is a vector from the first Bnlloum zone of the reciprocal lattice with the 
properties 
(i) Я т * = * (modi) 
(n) The factor system μ(R, R') = exp(2mk . ш(Я, R'))oi К is equivalent with the 
trivial factor system, 
and à is a one-dimensional projecti verepresen tation of К with factor system μ (R, R ') 
A factor system σ = (Γ, Ν, Ρ) of G is equivalent with the trivial factor system if and 
only if Γ is equivalent with the trivial factor system of G, N(7", T) = 1 and the unitary 
one-dimensional representation D of G, determined by equation (4 7), is also the 
square of some unitary one-dimensional representation of G (van den Broek 1976b) 
Therefore we obtain a complete set of inequivalent factor systems of G in the 
following way 
(0 From a set of inequivalent factor systems of G select those elements Γ which 
have the property that Γ2 is equivalent with the trivial factor system Let us call 
this set Ó 
(u) For each Γ e О, find a mapping cp G -» t/( 1) such that equation (4 6) holds 
(in) Obtain the set of unitary one-dimensional representations of G, modulo the set 
of the squares of these representations Let us call this set 5 
(iv) The factor systems are now given by equation (4 1), where Г e О, N satisfies 
equations (4 2) and (4 4) and Ρ is given by equation (4 7), where DeS 
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S. Factor systems of Shubnikov space groups of type IV 
Let G be a Shubnikov space group of type IV, G its unitary subgroup, which is a type I 
Shubnikov space group, and let H be the black and white lattice of G H is given by H, 
the subgroup of translations of G and an extra translation f0, with 2f0 ε Η, which occurs 
in G in combination with the time-reversal operator The notation of elements of G 
will be as in the preceding sections It is supposed that a complete set of inequivalent 
factor systems of G is known and that these factor systems can be decomposed as in 
equation(3 1) Г = (у, ν,δ) Letusdenote this set by 0_ We may assume that the trivial 
factor system of G is contained in Q Elements of G will be denoted by ((r, R), a) 
where (r, R)eG and a e C 2 = {e, a) with a2 = e We define ((», R),a) by ((t,R),e) = 
(t,R) and ((f, R), a) = (t + Rta,R)T where (t + Rt0,R) acts on space vectors in the 
usual way and Τ denotes again the time-reversal operator For the factor systems of G 
we can state the following (van den Broek 1976b) Every factor system of G is 
equivalent with a factor system σ which decomposes as follows 
сг(((Г,Я),а)((і',Я').в')) 
= Γ((ί, R), (I', К Г )Γ(«, Κ)((ί\ К Г ) , η (α, α'))Ν(α, а ')Р(а, (f'. К')) (5 1) 
where (f, К )" is given by (t, К )' = (ι, R ) and (f, К )" = (t +10 - R/o, К ), η (о, а ') is given 
by n(e, e) = n(e, a) = n(a, e) = (e, E) and n(a, a) = (2to, E), Г е О and N and Ρ are 
mappings from C2 x C2 and C2 x G respectively into U(l) with the properties 
N(e,e) = N(e,a) = N(a,e) = P(a,(e,E)) = l (5 2) 
P ( e , ( r , K ) ) = l V( f ,R)eG (5 3) 
P(a,(r,K)(r',K')) 
= P(o, (Г, К ))P(a, (/', К '))Г((Г, К )», (f', Κ γ )Γ((/, К ), «', К ')) (5 4) 
Р(а, (f, КГ)Р*(а, (ι, К))Г((» + 2Го-2Кг0, К), (2г„, Ε))Γ*((2ί0, E), (f, К)) = 1 (5 5) 
N2(a,a) = P(a,2t0) (5 6) 
For short we write equation (5 1) as σ = (Γ, Ν, Ρ) For every Г е Ο and every solution 
for N and Ρ of the equations (5 2)-(5 6) the mapping σ, defined by σ = (Γ, Ν, Ρ) is a 
factor system of G Further, if σ = (Γ, Λί, Ρ) and σ' = (Γ, Ν', Ρ') then σσ·' = 
(ΓΓ', NN', PP') Finally, a factor system σ = (Γ, Ν, Ρ) is equivalent with the trivial 
factor system if and only if Γ is the trivial factor system and there exists a unitary 
one-dimensional representation D of G such that P(a, (1, K)), which is now also a 
unitary one-dimensional representation of G, can be written as 
P(a, (1, K)) = D2((t, K))D((fo-Ki 0 , E)) (5 7) 
and further 
N ( e , e ) = D((2io,E)) (5 8) 
From equation (5 4) it follows that Γ((ί, К)°, (f', Κ')°)Γ((ί, К), (f', К')) must be equival­
ent with the trivial factor system of G If we take К = К ' = £ it follows that y2(t, t') must 
be equivalent with the trivial factor system of H Taking К = E in equation (5 5) gives 
-y2(<, 2f0) = 1 This means that there remain only two possible factor systems for H, as it 
should be, since H has only two inequi\alent factor systems (van den Broek 1976b, 
Bradley and Wallis 1974) The non-trivial factor system of H which is allowed is given 
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by equation (3 10) where a, =4n, if 2f
c
 = H1f1 + n2'2
 +
 >Ii'i and we suppose that r<> is 
chosen such that п
и
 П2 and «3 are equal to 0 or 1 
From equation (5 4) it follows that 
Р ( а , ( » , Я П 
= P(a, (t0-Rlo, E))P(a, (t, R))V{(t0-Rt0, E), (l, Л Л 
хГ((/„-Кг 0 ,Е) , ( ' ,Л)) ('S 9) 
Substituting this equation in equation (5 5) gives, using Г = (у, μ, δ) 
P(a,(lo-Rl<»E)) 
= y*(t + 2t
a
-2Rt0,2Rtcl)y(2t0,t)y((tn-Rta,t + tíl-Rtu) 
xy*(l0-Rta,t)S(R,2Rt0) (5 10) 
Using the special form of у (equation (3 10)) and the fact that y2{t, 2l0) = 1 for all Г e Я 
we obtain after a short calculation that equation (5 10) reduces to 
P{a. (»„ - Rt
n
, E)) = δ (К, 2Rl
u
) (511) 
A complete set of inequivalent factor systems of G is now obtained as follows 
(1) Find the subset Qo of О of factor systems Г with the property that Г((г, R)", 
(t', RTWdt, R), U\ R')) is equivalent with the trivial factor system of G A 
necessary condition for Г to belong to Qo is that у is one of the two allowed 
factor systems of H 
(и) For each Г e Qo, find a particular solution Po(a, (t, R)) of the equations (5 4) 
and (5 11 ), if one exists 
(111) A set of factor systems of G is given by σ = (Γ, Ν, Ρ) where Γ e Qo, Ρ is given by 
equation (5 3) and P(a, (f, R)) = P0(a, (t, R))A((t, R)) where Δ runs through the 
unitary one-dimensional representations of G with the property that Δ((ίο-
Rt0, Я)) = 1 for each R e К and N satisfies the equations (5 2) and (5 6) 
(iv) Obtain from this set a set of inequivalent factor systems with the criterion given 
in the text following equation (5 6) 
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Abstract. The ñnite-dimensional PUA representations of the Shubnikov space group» are 
discussed using the method of generalised induction given by Shaw and Lever. In particular 
we derive expressions for the calculation of the little groups 
1. Introduction 
The relevance of the projective unitary-anti-unitary (PUA) representations of 
symmetry groups of physical systems is by now well known. If one considers 2lectrons 
in a crystalline potential with an external electromagnetic field the occurring symmetry 
groups are Shubnikov space groups. Examples for these external electromagnetic fields 
occurring in the literature are a uniform magnetic field (Brown 1964, Zak 1964a, b, 
Overhof and Rössler 1968, Opechowski and Tarn 1969, Tarn 1969) and a uniform 
magnetic field together with a uniform electric field (Ashby and Miller 1965, Tarn 
1970). These authors however do not consider PUA representations of Shubnikov 
space groups (except Brown, who derived the PU representations of the group of 
translations which obey periodic boundary conditions); they construct invariance 
operator groups for the Hamiltonian operator. The PUA representations of the 
Shubnikov space groups correspond to a special class of UA representations of these 
invariance operator groups. The derivation of these UA representations of the 
invariance operator groups however is more complicated than the derivation of the PUA 
representations of the Shubnikov space groups and has been given only for a special 
class of invariance operator groups (Overhof and Rössler 1968, Opechowski and Tam 
1969). 
This paper will be devoted to the study of the finite-dimensional irreducible PUA 
representations of the Shubnikov space groups. Although infinite-dimensional 
irreducible PUA representations exist we note that if we apply periodic boundary 
conditions, as is usually done, the groups become finite, and therefore the irreducible 
PUA representations are finite-dimensional. However, we will not impose periodic 
boundary conditions, but consider only finite-dimensional PUA representations. Our 
main tool will be the method of generalised induction, given by Shaw and Lever (1974). 
In § 3 we will describe this method briefly, making use of the decomposition of factor 
systems given in a previous paper (van den Broek 1976). 
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2. Preliminaries 
Let С be a group and Go a subgroup of G of index 1 or 2 A PUA representation of G 
with respect to Go is a mapping D from G into the operators on some Hilbert space Ж 
such that 
(i) 0 ( g ) is unitary if g E Go and ami-unitary if gé Go, 
(n) D(g)D(g') = cr(g, g')D(gg') for all g g' e G for some mapping σ G x G - » l / ( l ) , 
(in) D(e) = I, where e is the identity of G and Í is the identity operator on Ж 
The mapping σ is called a factor system of G with respect to Go and satisfies 
CT(g,e) = o-(e,g)=l V g e G 
and 
"•(g. g'Wgg'. g") -- <r(g, g'g'Vig', g") 
where A * is dehned by 
(A i fgeGo 
I A* if gé Go 
Vg,g', g " e G 
(2 1) 
(2 2) 
(2 3) 
and the asterisk denotes complex conjugation 
In the sequel we will drop the phrase with respect to ' wherever it is clear which 
the appropriate subgroup of index 1 or 2 is 
A factor system σ of G is called trivial if it can be written as 
<r(g,g') = c(g)c 8 (g>- , (gg ') Vg .g 'eG (2 4) 
for some mapping с G -» U( 1 ) 
Two factor systems σ and σ' zie, called equivalent if σσ'~' is trivial 
From now on we suppose that the Hilbert space Ж is finite-dimensional 
Let {«i, , e„} be an orthonormal basis of Ж For each operator Z?(g) a unitary 
η x η matrix S)(g) is defined by ¡2,;(g) = (e„ D(g)el) The matrices 2)(g) form a PUA 
matrix representation or PUAM representation of G 
®(g)2' , i(g') = tr(g,g')S(gg) (2 5) 
where Q>' is defined by 
* Λ gé Go ( 2 6 ) 
A PLA representation Л of G is reducible if there is a proper subspace Ж of Ж which 
is invariant under D(G), otherwise D is irreducible Two PUA representations Di and 
Di of G are equivalent if there exists a unitary matrix S such that 
a 1 ( g ) = 5 - , 3 : ! ( g ) 5 e (2 7) 
In the sequel we shall identify equivalent PUA representations, and also identify a PUA 
representation with the corresponding PUAM representation 
To conclude this preliminary section let us remark that we only need to consider 
factor systems of finite order to obtain the finite-dimensional PUA representations of a 
group To see this, take the determinant of both sides of equation (2 5) 
[det 2>(g)][det mg')Y = o-"(g, g')[det 3(gg')] 
if Э is «-dimensional, this means that (T"(g, g') is a trivial factor system 
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3. Generalised induction 
In this section we will describe briefly the procedure of generalised induction given by 
Shaw and Lever (1974), with the help ot the decomposition of factor systems given by 
the author (van den Broek 1976) Let G be a group. Go a subgroup of G of index 1 or 2 
and H an invariant subgroup of G of finite index Let К be the quotient group G/H 
The elements of К are the cosets of G with respect to H blements of H will be denoted 
by a, b, c, and elements of К by α, β, γ, 
In the case where H& G0we suppose that the coset representatives are chosen to lie 
within Go Then each element of G can uniquely be written as (a, a) if we define 
(а,а) = аг(а) (3 1) 
Let a" be defined by 
a° =r(a)ar-\a) (3 2) 
and the mapping m К x К -» Ho by 
r(.a)r{ß) = m(ct,ß)r(aß) (3 3) 
where Но = Η Π Go 
The multiplication in G is now given by 
(.a,a)(b,ß) = (ab°m(a,ß),aß) (3 4) 
In the following we shall write λ", λ", Э " and 3¡a for brevity if we mean Α""', λ ' " ' , 
Э ' " ' and Э 1 ' " ' respectively (see equations (2 3)and(2 6)) L e t a be a factor system of 
G with respect to Go We may choose σ from its equivalence class in such a way that 
σ((α, a), (b, β)) = y(û, b")y(ab", m (о, / З Ж ß)Pa(a, b) (3 5) 
where y is the restriction of σ to HxH and У and Ρ are mappings from, respectively, 
KxK and KxH to 1/(1) given by
 Ι
' (α,β) = σ((«,α)1 («,£)) and Ρ(α,δ) = σ(( ί ,α), 
(b, e)) (van den Broek 1976) 
This decomposition for σ holds if and only if σ·((α, ί ), (e, β))='ί for all a e Η and all 
It will be supposed that σ is of finite order and that the irreducible PUA representa­
tions of H with respect to Ho with factor system y are known 
Let 3 be an irreducible PUA representation of H with factor system y For each 
а € К the irreducible PUA representation Э« of H is defined by 
3 „ ( β · ) = 3"(β)σ((β°, e), (e, a))cr*((e, α), (β, f)) (3 6) 
which can be put in the form 
Э.(в*) = Э"(в)^(в,в) (3 7) 
using equation (3 5) 
2
a
 also belongs to the factor system у The set {Э„ |а e К) is called the orbit of 3l 
The elements α e fi for which 21 and Э„ are equivalent form a subgroup Ко of /C The 
little group L of S) is defined by 
£. = { ( а , а ) | а б Н , а € К о } (3 8) 
L is a subgroup of G which contains H but is not necessarily an invariant subgroup An 
irreducible PUA representation D of L with factor system alL χ L is called allowable 
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if DlH = пЗі for some integer η, ι e if the irreducible components of the restriction of 
Dio H are all equal to 3> Now we shall define the induced PUA representation D \G of 
the allowable PUA representation D of L 
Let g! = e, £2, , gp be left coset representatives of G with respect to L Then 
Let fC be the representation space of D, let Si?, = X1 for 1 = 1, , ρ and let AT, be a 
fixed mapping from 3€' to 9C¡ which is unitary if & e Go and anti-unitary if g, ¿ Go The 
representation space of D^G then is Ж = Ίζ-1 ® Síf, and ( D t ^ H g ) is given by its action 
on Ж, 
(DtG)l(g) = a(g, &)с7*(й, g/""1g&)K,I>(gr1g&)A:r1 О 9) 
where / is such that gj'gg, e L 
Another way of defining D j G is in terms of matrices 
(OÎGWg)= , ч *, -.
 m w
- . , Λ , ( 3 1 0 ) 
(o-(g,gkV*(&,g, ggk)D'Jig, ggk) ifg, g g t e L 
The procedure of generalised induction now is as follows 
(1) divide the irreducible PUA representations of H with factor system γ into orbits 
and take from each orbit one element Э , 
(11) determine the little group L of Э , 
(111) find the allowable PUA representations of L, 
(iv) induce these allowable PUA representations to G 
In this way all irreducible finite-dimensional PUA representations with factor system 
σ are obtained 
Let us finally call attention to step (111) in the induction procedure We restrict 
ourselves to the case where Η £ Go For any a€K0 there exists a unitary operator U(a) 
such that 
2)(α)=1/(α)3 ( ,(α)1/" 1 (α) (3 11) 
Define U{a, a) = 2i(a)U(a) for all (a, a)eL Then U(a, a) is a PUA representation of 
L with a factor system ω which may be shown to be of the form 
<o((a,a),(b,ß)) = y(a,b'')y(ab",m(a,ß))ß(a,ß)P(a,b) (3 12) 
The factor system (σ |( ί- χ Ζ.))ω* of L thus reduces to a factor system (ν/μ)(α, β) of Ko 
The irreducible allowable PUA representations of L with factor system ŒI(L Χ L) are 
now given by U(a, a ) ® E(o), where E runs through the irreducible PUA representa­
tions of Ko with factor system νμ * So step (111) of the generalised induction procedure 
in the case where H ç G o reduces to the computation of U(a), μ{α,β) and the 
irreducible PUA representations of Ko with factor system νμ* 
4. The PUA representations of (he Shubnikov space groups of type I and III 
Let G be a Shubnikov space group of type I or III, H its subgroup of translations and Go 
its non-magnetic subgroup 
The Shubnikov point groups К and Ко are defined by G/H and Go/H respectively 
The identities of H and К will be denoted by e and E respectively Elements of G will 
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be denoted by (i, R) where teH and Re К We define (f, R) by its action on 
space-time 
(t,R)(x,t) = (Rx + l + tR,eRt) (4 1) 
where eR is defined by 
«""l-l rfH«. ( 4 2 ) 
and (я is a fixed non-primitive translation associated with R The multiplication of 
elements of G is now given by 
V,R)U',R') = (t + Rt' + m(R,R'),RR') (4 3) 
where the mapping m К x К -* // is given by 
» ! ( « , Ä') = »Я +AÍR - »RR (4 4) 
Let íi, ti and /3 be basic translations of H Then each element toi H can be written as 
t = Пі<і+Л2<2 + ПзІл In the sequel we shall identify 1 with the column vector with 
entries η ι, Л2 and η j Moreover each element R of К is given by the 3 x 3 matrix which 
represents Λ with respect to the basic vectors f 1, і
г
 and ι3, which is also denoted by R 
Let σ be a factor system of G From a previous paper (van den Broek 1977, to be 
referred to as I) it follows that we can choose σ from its equivalence class in such a way 
that 
σ(«, R), (f. Я')) = y(t, Rt')y(t + Rt', m(R, R')MR, R')P(R, О (4 5) 
where 
γ(ί, f') = exp[-2ffl(fTAf')] (4 6) 
Here A is a real antisymmetric 3 x 3 matrix 
/ 0 аз -02 \ 
A = -аз 0 fli 
\ 02 -αϊ 0 / 
and rT denotes the transpose of t 
Furthermore for each R e К there exists a symmetric 3 x 3 matrix BR with half-
integer elements and a column vector k(R) such that 
i R Ä " 1 T A Ä _ 1 - A = ß R (modi) (4 7) 
and 
P(R, t) = exp(TntTRTBRRt) exp(-2ink(R). Rt) (4 8) 
So the factor system σ is given by the matrix A, the vectors k(R), the matrices fl" and 
the mapping ν К xК-* U(l) These quantities are obtained if one determines the 
factor systems of G as is done in I and are supposed to be known in the sequel 
At this point we should note that we can take advantage of the fact that we are still 
able to choose the basic translations in a convenient way For, since the column vectors 
t and the matrices R depend on the choice of the basic translations, also the quantities 
that determine the factor σ depend on this choice Suppose we take another set of basic 
translations u,, 112 and U3 Then a translation represented by t with respect to the old set 
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of basic translations will be represented by l' = Sf with respect to the new set where 5 is 
an integer matrix with det S = ± 1 The matrices R are transformed into R' = SRS~' 
From equation (4 6) it follows that the matrix which determines y now becomes 
A' = S" 1 TA Ç-1 From the equations (4 7) and (4 8) it follows that BR and k(R) change 
into S tTBRS'^ and S~lTk(R) respectively Since A is antisymmetric. A' is also 
antisymmetric and can be written as 
ι 0 ai - a j í 
A'= i-a'3 0 a'A 
'\ а'
г
 -a\ 0 ' 
We will show that the basic translations, and thus the matrix 5, can be chosen in such a 
way that a\ = αΊ = 0 Let the vectors a and a' be given by (aj, аг, Чз) and (a',, ai, ai) 
respectively Then from A' = S'^AS'^ it follows β' = (det S)Sa 
Since γ is a factor system of finite order it follows that the entries of a and a' are 
rational Therefore we can find a vector u which is a multiple of a and has integer 
entries which are relatively prime Now we choose as new basic translation U3 the 
translation which is represented by α with respect to (,, ti and 1
Ъ
, Ui and u2 are chosen 
arbitrarily Now Su — (0,0, 1) and since a' is a multiple of 5« it follows a\ = а'г = 0 
Therefore in the sequel we may assume that the basic vectors are chosen in such a way 
that 01 = 02 = 0 The factor system γ of Η is then given by аз which is a rational 
number, so we can write аз = m/2N where m and N are integers with no common 
factor 
The PU representations of H with factor system y may be determined with the 
generalised induction procedure, starting from a subgroup of H where y is trivial, 
analogous to the derivation by Opechowski and Tarn (1969) of the unitary vector 
representations of their invariance translation operator group However, from the 
results of Opechowski and Tarn the PU representations of H with factor system y may 
be read off immediately, they are all N dimensional and labelled by a vector it, the three 
components of which run through the interval [0, 1) Their matrix elements are given 
by 
6 Χ Ρ [ 2 7 Γ 1 ( Ν ' , + Ν ' 2 + ' : 3 ' 3 + Ν ( ; " ' ) ~ ^ ' , ( ' ' 2 + / ) ) ] 
[D*W1,H thilzl . ( 4 9 ) 
' i f—-^—is integer 
0 otherwise 
The character χ*(I) = i f t , [Dk(t)]„ is given by 
J W « p [ 2 ™ ( £ « i + £ » 2 + * 3 < j ~ l i t 2 ) ] >f both £ and £ are integer 
*
 (,)
 * ) (4 10) 
[ 0 otherwise 
So the characters are different from zero only on the subgroup Hi of Η of index N2 
given by 
Η 1 = { ί ε Η | ί ι = ηιΝ>Γ2=Π2Ν,π1,η2 integer} (4 11) 
According to equation (3 6) we define for each Re. К 
DkR(t) = lDt(R-1l)TP*(R, R-'t) (4 12) 
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The character *£(/) of D R ( Í ) IS given by 
XkR(t) = [xk(R'lt)fP*(R,R'1') (4 13) 
DR and Dk are equivalent if and only if χα = χ*, or 
Xk(t)P(R,R-1t) = [xk(R-lt)f VteH (4 14) 
Now Hi is invariant under the matrices R of К This can be seen as follows from 
equation (4 7) we have 
fR (det R)Ra = a (mod è) (4 15) 
if α is the vector with entries α ι, Яг and a 3 With α ι = аг = 0 and аз = m/2N it follows 
Я ( 0 ) = ( о | (modAO (4 16) 
1/ \1 
Л /№,\ 
Therefore Rj 0 belongs to Hi and thus Ri M2 also belongs to Hi This means that 
we only need to consider equation (4 14) for t e Hi Let the matrix О be defined by 
/N 0 0\ 
Ο = 1θ Ν θ) (4 17) 
\0 0 1/ 
then the elements of H¡ can be written as Qt where teH The equations (4 14) and 
(4 10) now become respectively 
Xk(ROt)P(R,Ot) = lxk(Ot)]R W e t f (4 18) 
and 
Xk(Qt) = Nexp[2Tn(k.t-imNtih)] (4 19) 
Substituting the equations (4 19) and (4 8) in equation (4 18) gives 
fRk.t+k(R).ROt-k.O'lROt 
= kRmNtit2+ìtTQRTBRRQt-lmN(Q-lRQt)i(Q-ìRQt)2 (mod 1) 
(4 20) 
Let us denote the nght-hand side of this equation by f(t), then 
ƒ« +1 ') - f(t) -f(t') = keRmNtTCt' + tTORTBRROt'-imNtTQRTQ'lCO~lROt' 
(4 21) 
where 
,0 1 Ov 
C = ( l 0 0 . 
\o 0 0 / 
This can be written as 
f« + 0-№-nn = lTDt' (4 22) 
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where the matrix D is given, if we use equation (4 7), by 
£> = кят7 С-етЛГС»ЯтО"1С0",Я^+€
Я
ОЛ0-ОЯтАЯО (modi) (4 23) 
or 
D = fR(imNC + QAQ)-ORTQ'1(.imNC + QAO)Q-iRO (modi) (4 24) 
But 
/0 2 0\ 
lmNC+QAQ = ,2mN\0 0 θ ) (4 25) •гтМО 0 θ ) 
\0 0 θ/ 
So the matrix D has only integer entnes This means that/(f + /') -/(/) -ƒ( ! ' ) is integer 
and therefore we may write 
f(t) = l(R).i (modi) (4 26) 
From the definition of ƒ(<) it follows that we can choose l(R) by 
[/(«)], = ,2[ORTBRRQl, -imN(Q-lRQ)
u
(Q 'ROh. 
= J o i . C « ^ " « ] , , -^-QÌRuRi, (4 27) 
2iV 
Equation (4 20) now becomes 
eRA.f + fc(K)..ROf-J![.Q"1ÄOf = / (Ä) . r (modi) (4 28) 
and we finally obtain 
eRk+QR~rk(R)-QRTQ-¡k-l(R) = 0 (modi) (4 29) 
So ¡У" and D R are equivalent if and only if equation (4 29) holds This gives us the orbit 
and the little group of D \ and therefore the finite-dimensional PUA representations of 
G are obtained with the generalised induction procedure 
5. The PUA representations of the Shubnikov space groups of type II 
Let G be a Shubnikov space group of type II and G its unitary subgroup which is a type I 
Shubnikov space group The notation of the elements of G will be as in the previous 
section Elements of G will be denoted by (I, R, a ) where (t, R ) e G, a e Cj = {e, 1} and 
Τ denotes the time-reversal operator 
We define (t, R, a) by ((, R, e) = (t, R) and (f, R, T) = (f, R)T 
Let ω be a factor system of G From I it follows that ω may be chosen from its 
equivalence class in such a way that 
ω(( ί ,Λ,α),( ί ' ,Α , ,α ' )) = σ((ί>Κ),(»',Κ'))Λ/(α,α')Μ(α )(<',«')) (5 1) 
where σ is a factor system of G with the properties described in the previous section and 
N and M яге mappings from, respectively, С
г
х.Сг and CzXG into £7(1) with the 
properties 
N(e, e) = N(e,T) = N(T, e) = M(T, («, £) ) = 1 (5 2) 
M(e , ( i ,K) )= l V ( / , R ) e G (5 3) 
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and 
M(TAt,R)(i',R·)) 
= ЩТ, (t, R))M(T, (ί',Κ'))σ\(ΐ, R), (f', R')) V(l, R), (»', R')6 G 
(5 4) 
Since H is an invariant subgroup of G and ω((ί, Η, e), (e, ,R, α)) = 1 we may also 
decompose ω as follows 
<и((1,Я,о),(»',А',в')) 
= ?(', r'< R a ,)y(f+ í'(R°), •((«, α), (Я', «'))М(Я, «λ (Я', «'))^((Л, α), ί') 
(5 5) 
where (Я, α ) stands for the coset with representative («, R, a ) Here Г<я '") equals Rt and 
u((R, a), (R', a')) is equal to m(R, R') From the equations (5 1), (5 2) and (4 5) we 
obtain 
P'((R, a),t) = P(R, t)M(a, (f, £)) (5 6) 
Now for each irreducible PU representation D* of Η with factor system γ we define 
£>?„,,> by 
DiW») = [Dk(t)rP*(R, t)M*(a, (t, E)) (5 7) 
Reasoning along the same lines as in the previous section it follows that D* and D\R „> 
are equivalent if and only if 
Xk(RQt)P(R, Qt)M(a, (Οί, Ε)) = [χ*(Οί)Γ (5 8) 
From the equations (5 4) and (4 5) it follows 
М(Г, I +1') = ЛГСГ, <)М(Г, f')y2«, f) (5 9) 
So γ 2 is a trivial factor system of H, and therefore a-s = 0 or i, so m/N = 0 or 2 Since now 
y2(/)<') = exp(277i^(íiíi-f2í'1))=exp(2Tn^[í1í2 + f'1íi-(í1 + í'1)(í2 + ry]) (5 10) 
we can write M(T, t) as 
M(r,f) = exp(27n^i1f2iexp(2m*(r).<) (5 11) 
for some vector <r(T) which is determined by the factor system ш Substituting the 
equations (4 19), (4 8) and (5 11) in equation (5 8) gives 
« (a)* . f -к. CT'KQí + fe(Ä). RQt -fc(a). Oí 
^kmN^ + ïfQR^RQt-lmtiiQ^RQt^Q^RQtiï (mod 1) (5 12) 
Here e(<i) is given by e(e) = 1 and е(Г) = - 1 , k{a) is given by к(Г) and the zero vector 
k(e) Just as in the previous section the right-hand side of equation (5 12) is equal to 
\(R). f (mod 1) where /(A) is given by equation (4 27) We finally obtain 
i(o)fc-OÄT0" lfc+OÄT*(Ä)-Oit(a)-/(R) = 0 (modi) (5 13) 
as the equation which determines the orbit and the little group of if 
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6. The PUA representations of the Shubnikov space groups of type IV 
Let G be a Shubnikov space group of type IV, G its unitary subgroup, which is a type I 
Shubnikov space group, and let H be the black and white lattice of С ff is given by H, 
which is again the subgroup of translations of G, and an extra translation lo, with 
2 iosH, which occurs in G in combination with the time-reversal operator The 
notation of the elements of G will be as in the preceding sections Elements of G will be 
denoted by (i, R, a) where (i, R) e G and α e Сг = {e, a] with α 2 = e We define (f, R, a) 
by (f, R, e ) = (ί, R) and (r, R, a) = (/ + Rto, R) Τ where (t + Rto, Я) acts on space vectors 
in the usual way and Τ denotes again the time-reversal operator 
Let ω be a factor system of G From I it follows that ω may be chosen from its 
equivalence class in such a way that 
ω((ί, R, a), (ƒ', R', a')) 
= a((t,R),(l',R')° M ( l , R)(t',RT,n(a,a '))N(a, a ')M(a, (f', R ')) (6 1 ) 
where σ is a factor system of G with the properties described in § 4, (I, R)° is given by 
(i, R)' = (/, R) and (l, R)° = (t + to-Rto, R), and n(o, a') is given by n(e, e) = n(e, a) = 
n(a,e) = (e,E) and n(a,a) = (2lo,E) Furthermore the mappings N and M from 
Сг x Сг and Cj x G respectively into U(l) have the following properties 
N(e, e) = N(e, a) = N(a, e) = M(a, (<, E)) = 1 (6 2) 
/>(«,(*, K ) ) = l V(t,R)eG (6 3) 
and 
M(a, (f, Λ)(ί', Ю ) - Μ ( β , (f, Я))М(в, (ί'. R')M(f, R)', «', Λ Τ Μ ( ί , Я), «', R')) 
(6 4) 
Just as in the previous section we obtain equation (5 5), the only difference being that 
here u is given by 
и((Я, a), (R', a'))=m(R, R ) +R(a)R[to-e(a')R <„] 
Here δ and e are given by S(e) = 0, S(a) = 1, e(e)= 1 and « ( Л = - 1 Also equation 
(5 6) is valid here which means that D*Ä „) again is given by equation (5 7) From the 
equations (6 4) and (4 5) it follows 
M(a, (+ / ' ) = M(a, t)M(a, Or 2 ( t , t') (6 5) 
So the situation is completely analogous to the situation m the previous section, we can 
write 
M(a, t) = expi Ιτη^ί,ίΛ exp(2mk(a). i) (6.6) 
and the final result is that Dk and D** „) are equivalent if and only if 
f(a)k-QRTQ-1k+QRTk(R)-Ok(a)-l(R) = 0 (modi) (6 7) 
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Abstract The irreducible PUA representations of the Shubnikov point groups are tabulated 
using the procedure ofgeneralised induction and the decomposition ι heory of factor systems 
1. Introduction 
It is by now well known that in the quantum mechanical description of a physical system 
an essential role is played by the projective unitary-antiumtary (PUA) representations of 
of the symmetry group of the system The PUA representations of the Shubnikov space 
groups are important if one considers for instance a charged particle in a crystalline 
potential with an external magnetic field (Tam 1969) 
The irreducible PUA representations of the Shubnikov space groups may be derived 
by the procedure ofgeneralised induction (Shaw and Lever 1974, van den Broek 1977) 
starting from the subgroup of translations To apply this procedure one has to know the 
irreducible PUA representations of the Shubnikov point groups 
The irreducible ил representations of the Shubnikov point groups have been given by 
Bradley and Cracknel! (1972) Hurley (1966) has tabulated the irreducible PU representa­
tions of the ordinary point groups A complete tabulation of the irreducible PUA repre­
sentations of the Shubnikov point groups has however not previously been given To 
provide this tabulation will be the aim of this paper 
Since the number of inequivalent factor systems of the Shubnikov point groups may 
be very large (up to 128) it would take a lot of space to give for each Shubnikov point group 
the irreducible PUA representations for each of the inequivalent factor systems Instead 
we will only give in our tabulation the material which will enable the reader lo construct 
the factor systems and the irreducible PUA representation himself, using the procedure 
ofgeneralised induction and the decomposition theory of factor systems (van den Broek 
1976) 
We will first treat those Shubnikov point groups which are semidirect products where 
the invariant subgroup is a cyclic subgroup of the non-magnetic subgroup The groups 
which fulfil this requirement are said to be of type A Starting from a cyclic non-magnetic 
subgroup has the advantage that it has only trivial factor systems and one-dimensional 
irreducible unitary representations The requirement that the Shubnikov point group is a 
semidirect product leads to an enormous simplification of the labelling of the inequivalent 
factor systems 
There are 47 Shubnikov point groups, if isomorphic groups whose non-magnetic 
subgroups are also isomorphic are identified The five cyclic ordinary point groups need 
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of course not to be treated ОГ the other 42 Shubnikov point group (listed in table 1) 34 
are of type A The procedure of generalised induction and the decomposition theory of 
factor systems for these groups is described briefly in §3 Tables for the irreducible PUA 
representations of these groups are given in §4 
Among the remaining eight Shubnikov point groups there are two ordinary point 
groups Τ and О Although their irreducible PU representations are already known 
(Hurley 1966, Bradley and Cracknel! 1972) they are given in §5 for the sake of complete­
ness For the remaining six Shubnikov point groups, which are said to be of type B, we 
may assume now that the irreducible PU representations of their non-magnetic subgroups 
are known In § 6 we will describe briefly how the irreducible PUA representations of a 
Shubnikov point group whose non-magnetic subgroup is of index 2 can be obtained from 
the irreducible PU representations of the non-magnetic subgroup Tables for the irreducible 
PUA representations of the Shubnikov point groups of type В are given in §7 Finally we 
discuss in the Appendix the problem of how to find a relation between an arbitrary factor 
system and the factor systems used in the tabulation But first we give in the next section 
some mathematical preliminaries 
2. Preliminaries 
Let G be a finite group and G0 a subgroup of G of index 1 or 2, called the non-magnetic 
subgroup of G A PUA representation of G with respect to G0 is a mapping/) from G to the 
complex unitary matrices of some dimension л such that 
(i) m = 1 (21) 
where e is the identity of G and I is the n-dimensional unit matrix, 
(и) то'(д') = <г{9.9')іХяд') Чд^еС (22) 
for some mapping a G χ G -» U(l). Here D' is defined by 
(D i(geG0 
!)· = { (2 3) 
and the astensk denotes complex conjugation The mapping σ is called a factor system 
of G with respect to G0 and satisfies 
<т(д,е) = а(е, g) = I VgeG (24) 
and 
<Кз. в') оівв', 9") = <Ä9, g'g") " V , g") 4g, g\ g" ε G (2 5) 
where a* is defined as in equation (2 3) In the following we will drop the phrase 'with 
respect to ' wherever it is clear which is the appropriate non-magnetic subgroup 
A factor system a of G is called trivial if it can be written as 
<K9,9') = c{g) c'ig') c" W ) V9, gì e G (2 6) 
for some mapping с G -• 17(1) Two factor systems σ anda' are called equivalent if σ'σ'l 
is trivial Two PUA representations D, and D2 are equivalent if there exists a unitary matrix 
S such that 
Dì(g) = S-1D2(g)S' Mg e G (2 7) 
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A PUA representation D of G is reducible if D is equivalent with a PUA representation D' 
which can be written in the form 
Vu D2(g)/ 
otherwise D is irreducible. 
3. Generalised induction and decomposition of factor systems for Shubnikov point groups 
of type A 
Suppose that G is a semidirect product: 
G = H л К (3.1) 
where Я is a cyclic subgroup of G 0. Elements of G are denoted by hk where he H and 
к б К. Since Я has only trivial factor systems, each factor system of G is equivalent with a 
factor system of the form 
a(hk,hk') = v(k,k')Pk(h') (3.2) 
where ν is a factor system of К with respect to K0 = GB/H and {Pk} is a set of one-dimen-
sional representations of И which satisfy 
P^m = P^k'hk' - ') ƒ* (fc) V/i e Я, Vfc, fc' e К. (3.3) 
(This follows from theorem 1 of van den Brock (1976)). 
If σ and a' are two factor systems of G with the above property: <j(hk, h'k') = 
v(k, k') Pk(h') and a'(hk, h'k') = v'(fc, k') P'^h') then σ and σ' are equivalent if and only if ν 
and v' are equivalent and there exists a one-dimensional representation β of Я such that 
Рі(й) Р
к
*(Л) = Q'CO Q*(khk - ') VheH,4keK (3.4) 
(This follows from theorem 3 of van den Brock (1976)). 
Therefore we define two solutions { P j and {PJ of equation (3.3) to be equivalent if a 
Q exists such that equation (3.4) holds A complete set of ofinequivalcnt factor systemsof G 
is then given by equation (3.2) if ν runs through a complete set of inequivalent factor 
systems of X and Ρ runs through a complete set of inequivalent solutions of equation 
(3.3). 
The procedure of generalised induction now goes as follows (Shaw and Lever 1974, 
van den Broek 1977). Consider a factor system σ of G which satisfies equation (3.2). For 
each irreducible representation Γ of Я, which is one-dimensional since Я is abelian, the 
representation Г, of Я is defined for each к e К by 
rt(h) = ГЦ* - к) Ρ*(к- lAk) Vfc e Я (3.5) 
and the orbit of Г is defined to be {Pjfce К}. М(Г) is the subgroup of К defined by 
M(r)={keK\rt = r} (3.6) 
and the little group ЦГ) is defined by 
ЦТ) = {Лк|йеЯ, ІсеМ(Г)}. (3.7) 
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The allowable PUA representations of ЦТ) are defined by 
D(hk) = r(h) A(k) (3 8) 
where Δ runs through the irreducible PUA representations of Μ(Γ) with factor system v. 
Suppose 
G = t 9,ДП (3 9) 
1 = 1 
where {g1 = e, g2, gp} is a set of left coset representatives of С with respect to ЦГ) 
If D is a PUA representation of ЦТ) with factor system σ then the induced PUA repre­
sentation D f G of G is defined by 
№ Î GL „(9) = \ (310) 
Uff.^X»;1^)^;1'/!?») 1(д;1дд
к
еЦГ) 
and belongs also to the factor system σ A complete set of irreducible PUA representations 
of G with factor system σ is obtained by inducing all the allowable PUA representations 
of ЦГ) to G for one representative Г of each orbit 
Now it is clear what information is needed in order to be able to write down the 
matrices of all the irreducible PUA representations of G 
(ι) a complete set of inequivalent solutions of equation (3 3), 
(n) for each such solution a set of representatives of the orbits of the irreducible 
unitary representations of H, 
(in) for each such representative Г the group Λί(Γ). 
(iv) for each group Μ(Γ) all its irreducible PUA representations 
For each irreducible PUA representation Δ of Μ(Γ) one obtains an irreducible PUA 
representation D | G with the equations (3 8) and (3 10) The factor system σ of D î G is 
given by equation (3 2) where ν is the factor system of Δ 
The information (i), (n) and (in) will be tabulated m the next section for each Shubnikov 
point group of type A It is supposed that the irreducible PUA representations of the groups 
Μ(Γ) are already known In some cases however they must be determined wi th the methods 
described in this paper, so then one has to apply these methods more than once 
4. Tables for the irreducible PUA representations of the Shubnikov point groups of type A 
In table 1 all Shubnikov point groups G with their non-magnetic subgroups G0 and their 
defining relations are given. E always denotes the identity of G Of the Shubnikov point 
groups of type A also the cyclic invariant subgroup Η, К = G/H, and K0 = GJH are 
given Also the generators of G0, H and К are given In the three columns after the column 
of К0 we give respectively the number of inequivalent factor systems of G, the number of 
inequivalent factor systems of К and their quotient, which is the number of inequivalent 
solutions of equation (3 3) 
The tables 2 1-2 42, where the last number corresponds to the number in the first 
column of table 1 of the group under consideration, contain the following information. 
the inequivalent solutions of equation (3 3) are given in the first column, where for each 
generator of К an irreducible representation of H is given, for each of the inequivalent 
solutions of equation (3 3) the second column gives representatives of each orbit of 
irreducible representations ot H together with the generators of the corresponding groups 
М(Г) 
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Table Ζ1 
p. 
r„ 
Γ, 
r, 
Γ, 
r„ 
в 
в 
E 
Table 2.2 
P. 
Г„ 
г, 
ТаЫе 2.3 
P. 
Го 
г, 
г, 
г, 
г, 
Го 
г, 
В 
£ 
В 
E 
£ 
Table 2.4 Table 17 Table i β 
ρ, 
Γ„ 
Γ, 
Γο 
Γ, 
Γ, 
Tj 
Γ, 
Γ2 
Γ. 
Β 
Ε 
Ε 
Β 
Ε 
Ε 
Ε 
ρ. 
Γ„ 
Γ, 
Γο 
Γ, 
Г
г 
г, 
Γ„ 
Β 
Β 
Β 
Β 
Ε 
ρ. 
Γ„ 
Γ, 
Γ, 
Γ, 
Γ, 
Гз 
Γ4 
Γ, 
Γ
ο 
Γ, 
Γ, 
Β 
Β 
Β 
Β 
Β 
Β 
Ε 
Ε 
Ε 
Table 2.9 
ρ. 
Γ, 
Pc 
Γο Γο 
Γ, 
в. с 
в. с 
г„ 
Γ, 
Γ, 
Γ, 
Γο 
Γ, 
Γ„ 
Γ„ 
Γ„ 
Β 
с 
ВС 
Table 2.11 
Ρ, 
Гц 
г, 
Г, 
Г, 
Р
с 
г„ 
г„ 
г, 
г, 
Го 
Г, 
г2 Tj 
г„ 
г2 
г4 
Го 
Г, 
г„ 
г, 
в, с 
с 
с 
в, с 
с 
с 
с 
в 
E 
ВС 
E 
ТаЫе 2.10 
P. Pc 
Го 
Г| 
г„ 
г, 
г, 
г„ 
г
г 
г, 
Го 
г, 
г, 
г» 
г, 
Го 
г, 
Го 
в, с 
с 
в. с 
с 
с 
в 
ВС 
E 
Table 2.12 
Рл р. 
г. г 0 
'с 
Го 
Го 
г, 
л, в, с 
л, в. с 
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Table 113 Table 2.15 
ρ* 
Го 
Го 
р. 
Го 
Го 
' с 
г, 
г. 
р
в 
г„ 
г, 
Го 
г, 
г0 
А. Я, С, D 
А, В, С, D 
А, В, С 
р. 
г„ 
г, 
г„ 
г, 
Го 
я 
я 
£ 
Table 
р*. 
Го 
ги 
Го 
г, 
А' 
E 
Table 2.17 
p. 
Го 
г, 
г„ 
г, 
г2 
Го 
г, 
Я 
В 
в 
E 
E 
Table 2.18 
P. 
г, 
г, 
Го 
г, 
г
а 
Гз 
г„ 
г2 
г« 
в 
E 
E 
В 
E 
£ 
£ 
Tibie 2.1» 
P. Pc 
г, г0 
г, г, 
г, г0 
г, г, 
г, 
г, 
Го 
г, 
Го 
в, с 
я, с 
я 
с 
ВС 
Table 2.20 
Рл> Р. 
А', В 
А'В 
Table 2.21 ТаЫе 2.22 
р. 
Го 
Pc 
г„ г„ 
г, 
г, 
я. с 
ВС 
в, с 
г, 
г, 
г, 
Го 
г, 
г, 
Го 
г, 
г. 
г. 
г, 
с 
я 
E 
ВС 
ВС 
Р, 
Г» 
г„ 
Гз 
Г, 
' г 
г„ 
г, 
г„ 
г, 
Го 
г, 
г, 
Гз 
Го 
Г, 
Го 
г, 
г
о 
г2 
г, 
я, с 
ВС 
ВС 
В, С 
в 
E 
с 
E 
ВС 
ВС 
ВС 
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Table 1 2 5 
Pc 
г„ 
Го 
г, 
г2 
в. с 
в 
в, с 
г„ 
г, 
г„ 
г, 
в 
в 
с 
ВС 
Table Í16 
P. Pc I 
Го 
Го 
г„ 
г, 
Го 
г, 
г2 
Гз 
г„ 
г2 
г< 
в. с 
в 
в 
в. с 
в 
в 
в 
г, г, 
ТаЫе 127 
P. Pc 
Го 
г, 
Го 
Г, 
г„ 
г, 
Г! 
г, 
Го 
г0 
г, 
Го 
г, 
Го 
г, 
г, 
р
в 
Го 
г, 
г„ 
Го 
г, 
г, 
Го 
г, 
Го 
г, 
г„ 
г„ 
г„ 
г, 
г„ 
Го 
г„ 
В, C.D 
В, C.D 
B.C 
B.D 
C.D 
B.CD 
С, BD 
D, ВС 
ВС, CD 
Table 2.28 
p. 
г„ 
г. 
г, 
г, 
г, 
Pc 
Го 
г„ 
Г2 
Го 
Го 
р. 
г0 
г„ 
г„ 
г, 
г, 
Г, 
Г, 
Г, 
г„ 
г, 
г» 
г, 
г0 
Г, 
г, 
fl.C.D 
С. BD 
B.C.D 
C.D 
В, С 
D.BC 
C.D 
С 
С, BD 
С, BD 
Гз 
г, 
Го 
г2 
г2 
г2 
Ç 
г, 
г. 
Го 
Го 
Го 
г, 
BD 
BCD 
B,D 
ВС, CD 
Table 2.30 
P. P. 
A, B. C, F 
A, B, C, F 
A.B.C 
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Table 2.31 
' л f. 
г. г0 
Го Г 0 
г, г, 
г„ г, 
Pc 
г„ 
г„ 
г„ 
Го 
г» 
Го 
г, 
г„ 
г, 
f. 
Го 
Го 
г, 
г, 
г„ 
г, 
Го 
Го 
Го 
А,В. C.D, 1 
Л. В, С, D. 1 
А. В. С. 1 
А, В. С, D 
А. В, С, DI 
ТаЫег.» 
Р. ¡"с г, 
Г, Г 0 Г 0 
Г, Г, Гз 
г. г, Г0 
г, г0 г0 
Г, Гз Г 0 
г, г0 Гз 
Го В, С. D 
Г, С, BD 
Г 2 С, BD 
Г, В, С, D 
г 0 В, С 
Гз С 
Г„ B,D 
Гз BD 
Г„ C.D 
Г 2 С 
Г, С ВС 
Г, всв 
Г, С. BD 
Г, С, ВО 
Г 4 С, BD 
г. 
г, 
г, 
г, 
Гз 
г, 
г. 
г2 
Го 
п. 
В, CD 
BCD 
ВС, CD 
BD 
ТаЫе 2.33 
p. 
г„ 
г„ 
г, 
г, 
в 
в 
в 
ТаЫе2.34 
р. 
Го 
г2 
г„ 
г, 
г2 
Гз 
Го 
г, 
в 
в 
в 
в 
E 
E 
ТаЫе2.35 
г. 
г, 
г, 
г, 
Г, 
Г, 
Гз 
Г, 
Г, 
Го 
Г, 
Г, 
В 
в 
в 
в 
в 
в 
E 
E 
E 
Tabh 
¡Ά 
г„ 
г. 
136 
г„ 
г, 
Го 
А 
А 
Л' 
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Table 2.39 
p. 
r„ 
r, 
Го 
г2 
Pc 
г„ 
Го 
г, 
г, 
г„ 
г, 
г, 
Гз 
г„ 
г, 
г„ 
г, 
г„ 
г, 
в, с 
в. с 
в. с 
в, с 
с 
с 
в 
в 
ВС 
ВС 
Table 2 41 
р, р. 
г„ г0 
г, г0 
г„ г, 
г, г, 
г„ 
г, 
г„ 
г» 
г0 
А в 
4 В 
А\В 
А 
A1. AB 
ТаЫе 2.42 
ТаЫе 2.40 
P. Pc 
г„ г0 
Гз Г 0 
Г„ Г, 
Гз Гз 
г„ 
Г, 
г1 
г, 
г4 
г, 
г, 
г, 
г2 
Го 
г, 
г, 
г0 
г, 
г, 
в, с 
в, с 
в. с 
в. с 
в. с 
в, с 
с 
с 
с 
в 
в 
в 
вс 
ВС 
ВС 
РА 
Го 
г„ 
р. 
г„ 
г„ 
Pc 
г„ 
г„ 
Pc 
Го 
г, 
г„ 
г, 
г„ 
А. В, С, D 
А. В, С. D 
Л. В. С 
Here the unitary representations of the cyclic group CN (defining relation Л" = Я) 
are denoted by Г, and defined by 
Г
к
{Ат) = exp(2m km/N) 
К m = 0, , Ν - 1. (41) 
As an example of the use of these tables let us consider the group G = C 4 χ C2, 
G0 = C 4 Here Η = G0, К = C 2 and K0 = С, К has two inequivalent factor systems 
given by ЦВ, В) = + 1 For both factor systems there is one irreducible PUA representa­
tion of К D^E) = D^B) = 1 for v(B, B) = 1 and 
D2(£) =
 (oi)· ^ ( B ) = ( - i l ) 
for v(B, B) = - 1 (see §7) From table 2 17 it follows that G has four inequivalent factor 
systems, given by v(B, B) = +1 and Pa = Г0 or PB = Г, Consider first the trivial factor 
system (v(B, B) = 1, PB = Г0) There are three orbits in this case, with representatives 
Г0, Г, and Г2 Further L(ro) = ЦГ2) = G and ЦГ,) = H Both ЦГ0) and ЦГ2) have 
one allowable UA representation D, and D2 respectively They are one dimensional 
and since ЦГ0) = ЦГ,) = G we do not need equation (3 10) The only allowable repre­
sentation of ЦГ,) is Г, and inducing this representation to G with equation (3 10) gives a 
two-dimensional UA representation of G Now consider the factor system given by 
v(B, B) = — 1 and PB = Г0 Again there are three orbits with representatives Г0, Г, and 
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Г 2, ЦГ 0 ) = ЦГ 2 ) = G and ЦГ,) = H For this factor system the allowable PUA 
representations of £(!"„) and Ц Г 2 ) а г е 0 2 and V2D2 respectively, they are two-dimensional 
PUA representations of G The only allowable PU representation of ЦГ,) = Г,, and with 
equation (3 10) this gives a two-dimensional PUA representation of G So for this factor 
system G has three two-dimensional PUA representations Next consider the factor system 
given by v(B, B) = 1 and PB = Г,. There are two orbits in this case, with representatives 
Г 0 and Г 2 Here ЦГ 0 ) = Ц Г 2 ) = H, and the allowable PU representations of М(Г0) and 
М(Г2) are Г 0 and Г 2 respectively From equation (3 10) we obtain two two-dimensional 
PUA representations of G For the factor system given by v(B, B) = — 1 and P
a
 = Г, we 
also obtain two two-dimensional PLA representations of G, the only difference from the 
preceding case being the different factor system in equation (3 10) 
Table 3.5 
Trivial factory system 
Non-trivial factor system 
». 
A 
1 
(І- î ί) 
\ 0 0 - 1 / 
/ 1/V3 2.Λ/6 
Ч./ 6 -.д/з 
e 
С 
1 1 
1 ω 
1 
/ - 1 0 0\ /0 0 1\ 
( ο ι 0 ( 1 0 0 ) 
\ 0 0 - 1 / \ ο 1 0/ 
\ / і/^З 2і
Ш
/ б \ / ω2 0 ч 
' ^ 2іш2/ « -Ί-Jl' ^ 0 ω' 
D6 = 0 , ® 0 2 , 0 7 = 0 , ® В , ω = е«р(|л ι) 
ТаЫе 3.6 
Trivial Tactor system 
Non-Inval tactor system 
О, = 0 4 ® В 2 . 0 , = I ) 6 ® D 2 
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5. The irreducible PU representations of the groups Τ and О 
There remain eight Shubmkov point groups to be treated, among which are two ordinary 
point groups Τ and О Both Τ and О have two inequivalenl factor syilems Their irredu­
cible PL representations are given in tables 3 5 and 3 6 respectively, where matrices for 
each of their generators are listed The matrices of the other elements can be calculated by 
expressing the elements in the generators in alphabetical order if g = А'ВГС'О*, then 
D,(9) = ß?M) 0Γ(β) D ? ( 0 D?(D)- T· 1 6 non-trivial factor system сал be calculated from 
D(g) D(g ) = <r(g, g ) D(gq ) for any of the PU representations D with the non-trivial factor 
system 
6. Generalised induction and decomposition of factor systems for Shubnikov point groups 
of type В 
For the Shubnikov point groups of type В we will use the fact that the factor systems and 
the irreducible pu representations of their non-magnetic subgroups are known Let G 
be a finite magnetic group and C 0 its non-magnetic subgroup of index 2 
G = G0 + aG0 (6 1) 
where α is a fixed element of G\G0 Elements of G are denoted by ha, where ft e G0 and 
α = e or α = a (e is the identity of G) Each factor system of G is equivalent with a factor 
system of the form 
а(Ьл, h a') = y(h, xh'a ' ' ) у(ЛаА'а " ', m(a, a')) v(a, a') PJft') (6 2) 
where -/ is a factor system of H, m is given by m(e, e) = m(a, e) = m(e, a) = e and 
m(a, a) = a1, and further 
v(c, e) = vie, a) = v(a, e) = Pa(é) = 1 (6 3) 
Pßi)=\ VfteG0 (64) 
P,(hH) P*(h) P*(h') = '/(afta- ', ah'a'1) f{h, ft') VA, ft' e G0 (6 5) 
P*(aAa- ') Pa(h) = v(a2Aa"2, a2) y*(a\ h) VA e G0 (6 6) 
) = Р > 2 ) (6 7) 
(This follows from theorem 1 of van den Broek (1976)) 
Two factor systems <т and trOf G which both satisfy equation (6 2) (σ = (y, ν, Ρ) and 
σ = (y', ν', F)) are equivalent if and only if there exists a mapping d G0 -> U(l) with the 
properties 
/(A, A') = d*(h) d *(ft') <ί(ΑΑ') ν(Λ, A') VA, ft' 6 G 0 (6 8) 
P-Jft) = d(aha " ' ) d{h) Ρβι) VA 6 G 0 (6 9) 
and 
'(а, α) = d(o2) vfa, α) (6 Ш) 
(This follows from theorem 3 of van den Broek (1976) ) 
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Case I D(h) = Γ(Λ) 
(Ш 0 \ 
Case II D(h) = ) 
VO Г(Л); 
Л е С 0 , 
VfteG0, 
The procedure of generalised induction, starting from G0, is equal to Wigner's method 
for the constructuction of the irreducible PUA representations of G from the irreducible 
PU representations of G0 (Murthy 1966, Shaw and Lever 1974) 
Suppose σ is a factor system of G which satisfies equation (5 2) For each irreducible 
PU representation Γ of G0 with factor system y the irreducible PU representation Γ of G0 
is defined by 
f (ft) = ГЧа-'Ла) P*(a-lha) (6 11) 
There are three different cases 
Case Ι Г is equivalent with f, T(h) = UT(h) U~l and UU* = ν(α, а) Г(а2) for some 
unitary matrix U, 
Case II Г is equivalent with f, Γ(ή) = Ur(h) CT1 and UU* = -v(a,a)T{a2) for 
some unitary matrix U, 
Case III Γ and f are mequivalent 
For each Γ of case I or case II and each pair (Γ, f) of case III there is one irreducible 
PUA representation D of G with factor system σ 
Ш = и, 
/Г(й) O N / 0 ν(α,α)Γ(α2)\ 
Case III D(h) = . V/ieG0, D(a) = VO r(h)J " Vl 0 / 
So the following information is needed in order to be able to write down the matrices 
of all the irreducible PUA representations of G 
(ι) From the complete set of mequivalent factor systems of G the subset of factor 
systems with the property that the equations (6 5) and (6 6) have solutions 
(n) For each factor system of this subset a particular solution PJ of the equations (6 5) 
and (6 6) 
(in) For each factor system of this subset a set of pairs (D, v(a, a)), where D is a one-
dimensional unitary representation of G0, such that with P^ = P^D equation (6 2) gives a 
complete set of mequivalent factor systems of G 
(iv) For each of these factor systems of G and for each irreducible PU representation 
Г of G0 with this factor system the case Г belongs to, moreover, if Г belongs to case I or II 
and is at least two-dimensional a matrix U satisfying Г(Л) = UT(h) V' ' for each h e G0 
For the Shubnikov point groups of type В this information will be given in the next 
section 
7. Tables for the irreducible PUA representations of the Shubnikov point groeps of type В 
For each of the six Shubnikov point groups of type В each factor system of the non­
magnetic subgroup has the property that the equations (6 5) and (6 6) have solutions. The 
particular solution PI of the equations (6 5) and (6 6) can be taken equal to 1 if γ is the tri­
vial factor system and also for the non-trivial factor systems for the groups Τ χ C2(T) 
and Ο χ C 2(0) (with the choice а = D and а = F respectively) For the group D.(D2) 
and the non-tnvial factor system of D 2 given by table 21 (with A replaced by A ) we 
take а = AB, P^E) = P^A2) = 1 and P%(B) = .Рул 2 Д) = ι For the group 0(T) 
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Table 4.14 
KA A) = 1 
*Α.Α)= - 1 
г< 
г 
Table 4.32 
\ІА, A) = 1 
Ρ = Γ 
ΛΑ. Α) = 
Γ„.Γ, III 
Table 4.24 
Tabi« 4.23 
γ inviai 
KD, О) = 1 
у Inviai 
KD, D) = - 1 
y non-tnvial 
KD, ß) - 1 
γ ηοα-trivial 
KD, D) = - 1 
D, 
D . 
О. 
D 6 , D 7 
D „ D , 
I 
ΠΙ 
I 
II 
III 
II 
II 
III 
I 
HI 
Tabic 4.37.L Irreducible 
representahons of D , 
y trivial 
Di 
D, 
ß , 
о. 
£ 
1 
1 
1 
1 
y non-tnvial 
1 E 
A1 В 
1 1 
1 - 1 
- 1 1 
- 1 - 1 
A2 
projective 
А
г
 В 
1 
- 1 
- 1 
1 
в 
A2B 
OCXXl) 
у trivial 
'', = ' > . 
K F , F ) = 1 
γ trivial 
' • F - O . 
v ( F , F ) = - 1 
γ trivial 
P , = D 2 
KF,F) = 1 
7 tnvial 
f , = ß i 
K F , F ) = - 1 
y non-tnvial 
Ρ , - D , 
K F , F ) = 1 
γ non-tnvial 
Ρ , - D , 
K F , n = - 1 
γ non-tnvial 
P , = D 2 
K F , F ) = 1 
y non-tnvial 
P F = D 2 
K F . F ) = - 1 
D, 
Л 2 
Оз 
D, 
D 5 
D, 
о, 
»э 
о. 
о, 
D „ D 2 
» з 
D».D 5 
D - ß , 
Оз 
D . . D , 
D 6 , D , 
DT 
D e . D , 
D, 
»6 
D , 
". 
D . 
D , 
». 
I 
I 
ι 
I 
I 
II 
II 
II 
II 
II 
III 
II 
III 
HI 
I 
III 
III 
I 
III 
II 
II 
II 
II 
I 
I 
I 
' l 
' l 
и 
е
г 
"з 
' i 
Ρ 
Ρ 
ч 
ч 
Ρ 
г 
Ρ 
Ρ 
г 
Ρ 
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Т»Ые 4.37.2 
у inviai 
p.. - 0 . 
м(АВ,АВ)= 1 
1 0 · 1 о, 
1 Z)3,D4 
у trivial 
' , . = " ι 
^АВ.АВ) 1 
7 non-tnvial 
г*. = '"л.о. 
v(/1fl. /4В) ^ 1 
> non-tnvial 
v(/lfl, /Iß) 1 
D, 
D s , 0 4 
I 
I 
III 
II 
II 
III 
Table 4.38 
y trivial 
Ро = о^ 
v(ß, D) = 1 
y Inviai 
PB = Dt 
ν<£>, β ) = - 1 
D, 
Ог 
о, 
» 4 
В, 
" i 
D, 
D* 
I 
I 
I 
I 
II 
II 
II 
II 
y non-lnvial 
Po = f ìA 
v(D, D) = 1 
y non-tnvial 
Po = P'oD, 
v(D,D)= - 1 
I 
I 
II 
II 
II 
u 
f 
Í 
1 
( 
t 
and the non-trivial factor system of Τ given by the table 3.5 we take 0 = 0, PyD(E) = 
PyC) = РЦС1) = 1 and Py/i) = - 1 for fi e T\{£, C, C2}. 
Table 4 contains for each of the Shubnikov point groups of type В the following 
information: the inequivalent factor systems are given in the First column, specified by 
the factor system у of G 0, the mapping P o : G0 -• t/(l) and v(a, a); for each factor system of 
С the irreducible PU representations of G0 are listed in the second column, where the pairs 
(Г, Г) of case III have been put together; in the third column the case is given to which 
the irreducible PU representation of G0 belongs and, if Г belongs to case I or case II and 
is at least two-dimensional, in the fourth column a matrix I/ is given which satisfies 
Г(А) = Vt{h) U' ' for all h e G0. The matrices occurring in the last columns of these tables 
are 
-с:) Ч;::) '-(-іэ- - o - o -
v 0 0 V 
,1 0 0 
0 - 1 0 
0 0 - 1 
and r — — 
0 0 - 1 ' 
1 
0 
i 
N
- l - i 
1 1, 
-i i 
0 - i 
1 
о' 
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Appendix 
It will often occur that if one wants to know the irreducible PUA representations of a 
Shubnikov point group G with a factor system ω this factor system is not equal to one of 
the factor systems used in the preceding tables. Suppose ω is equivalent with the factor 
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system <τ which does occur in the tabulation Then 
«'(3,9) = —:?—7-ω(0·0) VseG (Al) 
for some mapping с G -» 1/(1) One has to determine σ and the mapping с Then the 
irreducible PUA representations £>
ω
 of G with factor system ω are given by 
D » - c*(i?)D„(0) (A2) 
where D^ are the irreducible PUA representations of G with factor system σ which may be 
obtained from the previous sections First suppose that G is a Shubmkov point group 
of type A Let us define the factor system ω' of G, which is equivalent with ω, by 
where the mapping ρ G -» 17(1) is given by 
p(hk) = ω(Λ, fc) (A4) 
Since Я is a finite cyclic group the restriction of ω' to Η χ Я is a trivial factor system of 
Я and we can write 
"^^-m-
 (A5) 
IftheorderofHisNandtheelementsofWaredenotedby Ε,Α,Α1, A"' ' the mapping 
г Я - U(l) is given by r(£) = 1, 
г(АГ = "fj ш'И"М) (A6) 
and 
КЛ™) = K/l)" Π ω'*(/1", A) m = 2, Ν - 1 (A7) 
>ι = 0 
where one of the N possible solutions for r(A) of equation (A6)may be chosen arbitrarily 
Now let us extend the mapping r to G with the définition r(hk) = r{h) and let us define 
the factor system ω" of G, which is equivalent to ω', by 
r*(hkh k) 
This factor system has the properties 
ω"(Α,Λ')=1 УЛ.Л'еЯ (A9) 
and 
ω"(Λ, fc) = 1 VA e Я, Vfc e К (AIO) 
From this it follows (van den Broek 1976) that 
(0"{hk, h'k') = v{k, k')P'k(h') (All) 
where ν is a factor system of К and {P'k} is a set of one-dimensional representations of Я 
which satisHes equation (3 5) So ω" has the form of equation (3 2), but the set {P'k} is not 
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necessarily one of the tabulated sets {Pk} However, there always existsa one-dimensional 
representation qolH such that 
Pk(h) = tmtfikhk-'Wh) (A12) 
where the set {PJ does occur in the tabulation If we extend g to G by q(hk) = q(h) and 
define the factor system σ by 
then we have 
фк, h'к') = v(fe, k')Pll(h') (A 13) 
Moreover σ is equivalent with ω and the mapping с G -> 1/(1) of equation (Al) is given by 
c{hk) = q{h)r*(h)(o(h, к) (A 14) 
For the Shubmkov point groups of type В we may proceed in an analogous way We 
define the factor system ω' of G by 
ω
.(ήί> л ) = *!"*}У «(/к Λ'«') (Al 5) 
ρ[ηιχη л f 
where the mapping ρ G -» U(l) now is given by 
p(ha) = ω(ή, ot) (A16) 
The restriction of eu' to G0 χ G0 can be related to a factor system y of G0 occurring in the 
tables 
r{hh) 
If we extend the mapping г to G with the definition r(hoi) = r(h) and define the factor 
system ω" of G by 
«"(fat, h'a') = ^ y * , ^ 0 0 ω·(Λβ, Λ'α') (A18) 
then 
a>"{h, h') = y(h, ft') VA, A' 6 G0 (A19) 
and 
ω"(Α,α)=1 АбС 0 (A20) 
Therefore we have (van den Broek 1976) 
ω"(/ι<ι, AV) = ^Α,αΑΌ-'ΜΑαΑ'α-',Μα,α'^ν'ία,ο'^Α') (/V21) 
where ν' and Ρ" have the properties mentioned in §6 If v' and F do not occur in the 
tabulation then there exists a one-dimensional representation q of H such that 
F<,(h) = q{aha-l)q{h)Pll(h) (A22) 
and 
v'(a,a) = q(a2Ha,a) (A23) 
and Ρ and ν do occur in the tabulation Extending q to G by q(ha) = q(h) and defining 
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the factor system σ by 
φα, ft'a') = ^ y f f i " * ω"(Λα, Л'а') (A24) 
q{hiha ) 
we find that σ satisfies equation (S.2) and is equivalent with ω; the mapping c. G -» 1/(1) 
of equation (A 1) is given by 
c(M = p(h!i)r*(h*)q(ha) (A25) 
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ON THE TYPE AND THE STANDARDFORM OF INDUCED 
UA REPRESENTATIONS 
Ρ M VAN 1)1 \ BROI К 
Institute for Tlieoretical Phisics Vimersiti of Nijmegen Niimegen 
Tlic Netherlands 
ABSTRAC Τ We derive to which of the three types an irreducible UA representation wludi is 
obtained with the procedure ofgeneralised induction belongs We analyse the question whether 
or not the irreducible induced UA representations are on standardform The results hold as well 
for induced 1'UA representations 
1 INTROIHK HON 
It is well known from Wigner (1959) that the irreducible unitary antiumtary (UA) represen 
tations of a group are naturally divided into three Upes and that they can be chosen from their 
equivalence classes in such a way that they have Ί special form called standardform It is very 
important if one deals with irreducible UA repiesemalions that one knows to which tv pe they 
belong and that they are on standard form for instance the lemma of Schur and the orthogonality 
relations for matrix elements generalised for irreducible UA representations are different for 
each of the three types and can be formulated suitably only tor irreducible l A representations 
which are on standardform (see for instance [ 1 ] ) 
A powerful method for the construction of a complete set ofinequnalent irreducible UA 
representations of a group is the procedure of generalised induction given by Shaw and l-evcr 
[2] The aim of this paper is to derive to which of the types an irreducible UA representation 
winch is obtained with tins procedure belongs and to amlyse the question under which con 
ditions the irreducible induced UA repiesentjlions are on standardlorm 
Although the most general form of representations occurring in physical applications are 
projective (PJUA representations rather than I A representations we restrict ourselves hcie to 
UA representations in order to avoid tedious calculations with tactor systems It is however 
a straightforward exercise to show that all the results of this paper hold as well for induced 
PUA representations 
2 PRI 1 I M 1 N A R I I S 
Let d be a finite group and (/0 a subgroup off» of index 2 A UA representation off/ with 
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respect to GO is a mapping D from G into the unitary matrices of some dimension « such that 
D(g)Di!(g') = D(gg'), ' Vg,gec (2.1) 
where D* is defined by 
D if gee 
Eß- (2.2) 
D* if s í Co 
In the following we shall drop the phrase 'with respect to Go'. 
Two UA representations ûj and Oj of 6' are equivalent if there exists a unitary matrix U 
such that 
D,{s)\ß = VD2(g) VgeC (2.3) 
A UA representation Ü is reducible if it is equivalent with a UA representation D' which has the 
form 
D'(g)=( Vi ее;. (2.4) 
According to Wigner [3] the irreducible UA representations are divided into three types the 
restriction D i G0 of an irreducible UA representation D of G to G0, which is a unitary represen­
tation of G'0, is irreducible (Type I), is reducible into two equivalent irreducible components 
(Type II), or is reducible into two inequivalent irreducible components (Type III) 
Let a be a fixed element of G\G0. An irreducible LA representation of G of Type II is equi­
valent with a UA representation which has the form 
/Δ(ί) 0 \ / 0 U\ 
ßfe)= V^eGo; 0(fl)= . (2.5) 
\ 0 Afe)/ \ - U 0 / 
An irreducible UA representation of G of Type III is equivalent with a UA representation which 
has the form 
/<4e) 0 \ / 0 А(<2г)\ 
IXg)= _ VjreGo, D(a)= (2.6) 
V 0 ù(g) I V И 0 / 
where ¿fe) is given by Δ(ί) = Д*(а - lga). 
An irreducible UA representation is said to be on standardform if it is of Type I, if it is of 
Type II and satisfies eqn. (2.5) or if it is of Type III and satisfies eqn. (2.6). So each irreducible 
UA representation is equivalent with an irreducible UA representation which is on standard-
form. 
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Now let H be an invariant subgroup of G which belongs to (70, let К be the quotient group 
G/H and let K0 be the quotient group Go/// The elements of //will be denoted by a, ¿>, c, 
and elements of A" by a, 0,7, Take for each coset a e К a representative >·(α), and let r(e) = e, 
if e and e are the unit elements of AC and (7, respectively Then each element of G can uniquely 
be written as (a, a) if we define 
(a, OL) = ar(a) (2 7) 
We suppose that the irreducible unitary representations of//are known From these a com­
plete set of inequivalent irreducible UA representations of G is obtained with the procedure of 
generalised induction [2], which will be briefly reviewed here 
Let Δ be an irreducible unitary representation of H. For each a e К define the irreducible 
unitary representation Дц of//by 
К(а) = ^{г ' ( α Μ α ) ) , (2 8) 
where ù? is a shorthand symbol for Δ<β "^ 
The elements α e К for which Δ and Δ,, are equivalent form a subgroup К of К The little 
group ¿(C) of Δ is defined by 
L(G)= {(a, a) la EH.aBK) (29) 
L(G) is a subgroup of С which contains Я but is not necessarily an invariant subgroup The set 
{Δο Ια e К} is called the C-orbit of Δ 
For any α e К there exists a unitary operator U(Q) such that 
Δ(α) = ЩаУ^іа^- ' (α) Va e Я (2 10) 
Define V(a, a) by 
F(fl, a) = A(a)U(a) (2 11) 
for each (α, α) e /.(С) Then it can be shown that 
V(a. a) V^b. β) = μ(α, β) ((а. α)φ, β)) (2 12) 
for some mapping μ К X К -> U(l ), wluch means that Vis a PU(A) representation of ¿(C) (i e 
a PUA representation if ¿(C) φ G0 and a PU representation if ¿(G) Q G0 ) whose factor system 
μ is a factor system of K0 
Now let h, be an irreducible PU(A) representation of К with factor system μ* 
Ε(
α
)Εα<β) = μ*(
α
,β)Ε(
α
β) (2 13) 
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llicn, with the definition 
3>(a. û)= Г(д, α) β 1(a) Va G//, Va e А (2 14) 
&is an irreducible U(A) reprcscnlation ol / {(i) 
Letíi = <'· Si· , gp be left-coscl rcpreiemations of 6' with respect to /.((#') Then G = 
Σ? .if,ДО 
For each L'fA) rep £2 of/.(6') the induced LA rep ® t (Ϊ is defined by 
(9 t G),,
 k¿g) =9]!(g, lggkmg, [ggk, ƒ,((.)) (^ 15) 
where 5(^, /,((/)) is defined by 
S(y.A(f;)) = 
1 if gC-UG) 
0 if gSUG) 
A complete set of incquivalcnl irreducible bA representations is obtained in the following way 
(i) Take one irreducible unitary representation Δ of// from each (УчігЫі 
(и) Гог each Δ, obtain the U(A) representations of ƒ.((/) given by eqn (2.15) where h. runs 
through a complete set of mequivalcnt irreducible РІДА) representations of A' with factor 
system μ* 
(in) Induce these U(A) representations to G 
Nute that the irreducible unitary representations ol G'0 can be obtained from the irreducible 
unitary representations of// in exactly the same way one only has to replace G by (!
a
 and К 
by A'o in the method described above In fact, we wrote I.(G) and 6"-orbit instead of just L and 
orbit in order to be able to distinguish between ƒ.((*') and I-(Go)· ('-orbit and (>0-orbit 
3 І І М Т Л І Ч A N D TIM S T A M M RDI OR M Ol INDUCI О II Л R I PR I SI ΝΤΛ FIONS 
Let Δ be an irreducible unitary representation of //, L(G) its hllle group, <? the irreducible 
U(A) representation of ƒ,((#) given by eqn (2 14) where h is an irreducible PU(A) representation 
of A' with factor system μ*, and 9Ì G the irreducible UA representation oí G given by eqn 
(2.15) The first question we will answer in this section is what is the type of 9 ΐ G'' The 
second question is can we manage that 9 t G" is on slandardform'' 
To answer these questions we have to distinguish two different cases L((i) belongs to Go or 
/(G) does not belong to GO Let us first consider the case that /.((!) belongs lo GO Then 
/.((»') equals /.(G'0) The G-orbit of Δ contains two GO-orbits of Δ the G'o-orbit of Δ and 
the G'0-orbil of Δ The restriction of 9 t G' to // (notation ( & t G') I If) contains as 
irreducible components only elements of the G'-orbit of Λ, each element of this orbil 
occurs an equal number of limes But since ((Q t G) i G'0) i // = (S t G) i // the re­
striction of (3 t G') 4 GO to // contains as irreducible components (he elements of (wo 
different GVorbits This means that (3 t G) i G'0 must contain at least two mequivalent irre-
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duuble components so S ì (ì must be ot Type III 
Let g, = e. g2. . Цр be lcft-u>sct-rcprcsentativcs of 6'0 with respect to L(G) Tlien we ma> 
choose the left-coset representatives of 6 with respect to /,((/') to be j , = e, g^. . gp, a, agi. , 
agp Define 
g,n,(! = l <P.in = ì,2ìbygl, = gl3ndgl2 =ag/ 
Tlien G = ^ 1 ι ϊ?„ \glmlÁG) bquatioii (2 1 S) can now be written as 
(9i G),ml k„s(g)=^rte;m'mn)¿teymlm,„ ЦО) (3 1) 
F o r g e r ò the blocks ( 9 1 G"),,,
 k2,(g) and (9 î G)l2,
 л и
С?) are equal to zero, 
W î C), uk„(i) = ®„(Хп XSgk, )«(«>, ' í í t i. /ДО'о)) = (31 GO),, ^(г) (3 2) 
and 
( 0 * 0 , 2 , .
 к
2
І
(г) = %(і',"2І*г*2)5(г,2І«г*2.Ц«о)) = (оТО'о),*, *,(а 'га) (33) 
Tie blocks (θ t G'),,,
 fclî(a) and ( 0 î 0)
іг
,
 t 2 î(a)are equal to 7cro, 
( 0 t Ο, ι , *2л(а) = ®«te,"i V^WteTi V * 2 . ¿(Co)) = ®„(ί,Ί lfl2ff*i)S(g>-¡ ' a 2 ^ ,. ¿(( '0)) 
(3 4) 
and 
(^ t G-);j, t l J ( a ) = ®fi(?,2'w*i W*,! V .. ¿K'0)) = Sbfe- igrfig- lí*.A(G0)) = í /*S„ 
(3S) 
So with this choice of left-coset representatives we obtained the following blockform for В î G 
f (91 G0){gì О \ 
(Strofe) = , ) vseG'o. 
\ о (®tr;0)*(a V ) / 
/0 (StG0)(fl2)\ ( 3 6 ) (Str;)(a)= ( j 
which is exactly the standardform for an irreducible UA represcntatioii of Type III It is obvious 
that with an arbitrary choice of the left-cosct-reprcsenlalives S t G is not on slandardform in 
general 
Now let us consider the case that L{G) docs not belong to G'0 Then / (G"0) is equal to 
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¿(С) η 6'0 and is a subgroup of Цб') of index 2 The G-orbit of Δ is equal to the G'-orbil of Δ 
Let ^o be the quotient group L((,0)IH K0 is a subgroup of A' of index 2 Let ato be an element 
of ^Л^о The element a € G\G0 we choose to be a = (e, a0 ) The left-coset-representatives 
gi = f. ?2. . ΐρ of (/ with respect to I.(G) are chosen to belong to Go, which means that they 
are also left-coset-representatives of G0 with respect to ¿(Go) This means that the relation 
WtG)l G0 =(2)i- I.(G0 )) î G» (3 7) 
is valid with this choice of left-coset-representatives Sis given by eqn (2 14) where E is an irre-
ducible PUA representation of К with respect to £o with factor system μ* 
The type and the standardform of an irreducible PUA representation is defined in the same 
way as the type and the standardform of an irreducible UA representation, the only difference 
being the appearance of the factor system in eqn (2 6) which reads 
/m 0\ / 0 а(а,а)Л(а2)\ 
D(S)=[ . V^eCo, D(
a
 ) - (38) 
\0 ¡Hg)) Vn 0 / 
where S(g) is given by Δ(ί) = o*(a, a~ 'g^oig, α)Δ*(α 'до) and σ is the factor system of О 
E i K0 is irreducible, consists of two equivalent irreducible components or consists of two in-
equivalent irreducible components if ¿"is of Type I, II or 111, respectively From eqn (2 14)it 
then follows that also S 4- ¿(Go) is irreducible, consists of two equivalent irreducible compo-
nents or consists of two inequivalent components respectively But from eqn (3 7) it then fol-
lows that the same holds for ( 0 t G) I G0 This shows that 2 t G is of Type I, II or III if f i s 
of Type I, II or III, respectively 
Suppose that f is of Type II and is on standardform Then we may write 
/Fla) 0 \ 
f (a)= VaeAo, f(Oo) = 
\ 0 f ( a ) / 
or, using double indices 
£(a)mP п
Я
 =F(cl)mn6p4 4aEKo,E(a0)mPfnq=Amn(6tpBlq-8,q62p) ( 3 Ю) 
for ρ, q = 1, 2, m, η = 1, , i-dim fand where f i s an irreducible PU representation of Κ0 with 
factor system μ* 
Equation (2 14) can be written as 
S(a,a)kmplnq = V{a.a)klE{a)mpnq а б Я , V a G * (3 11) 
Without loss of generality we may assume that the left-coset-representatives g, = e, g-i, , gp 
are given by (e, a, ), (e, otj), , (e, ap) where a, = e, а.г, , ap are left coset representatives of 
K
a
 with respect to Äo Then eqn (2 15) can be written as 
0 A 
-A 0 
(3 9) 
( S Î G),kmp ,tnq('. Q')= ®*mp inqUt, а
х
Г\а, (»Xe, а,))8(оіГ 'αα,, λ') (3 12) 
F o r a e ^ o this becomes, with eqns (3.10) and (3.11) 
(9îG)lkmp,ltnq(a, а)=У
к
Ме. о . Г Ч « . а)(е. α^ΧαΓ'αα,ί^δ,,^α,^αα,. Ä0) (3.13) 
So if we write Sì Gm blockform with respect to the indices ρ and q we obtain 
/ ( ® ' t C 0 ) ( e . a ) 0 \ (®tG)(fl. a)= Va eII. VaeK0, 
\ 0 O ' t C 0 ) ( f l , a ) / (3 14) 
where S' is the irreducible unitary representation of L(G0) given by 
0 > , a) = (F;/,(Co))(a, α) β/"(α) а € Я , а е ^ 0 (3.15) 
From the eqns. (311) and (3.12) it follows 
(®ÎG),kmp,,inq(e. <*<,)= VkÁ(e> α,Г'(С ûo)^. а/))£,тр іП,(аГ1ао<»,)6(оі1_,аа*,А).(3.1б) 
Since 
/ 0 ЯХаГ'ою^ою'УЛ 
¿(α, , α 0 α / ) = μ(α, 'αοα,αο',αο) _. _, Ι (3.17) 
y-FXa, α^α,αο Μ 0 / 
it follows from eqn. (3.16) that the two diagonal blocks of (<? t (7)(е, oio) are equal to /ero and 
that the two off-diagonal blocks only differ from each other by a minus sign. This shows that 
® t С is on standardform if we write the matrices in blockform with respect to the indices ρ 
and q This result is independent of the choice of the left-coset-representatives 
Now suppose that К is of Type III and is on standardform. Then we may write 
/F(a) 0 \ 
ВД= - Va € K0, (3.18) 
\ 0 / ' (а)/ 
where F(a) is given by 
Р(а) = μ(θίο.oro 'aar,,)μ*(α, α
α
)F*(aâ ' <m0) . (3.19) 
Also for this case eqns. (3.11) and (3.12) are valid. 
If we write θ t G in blockform with respect to the indices ρ and q we obtain 
((g>'\G0)(a. a) 0 \ (Θ t G')(a, a) = , (3 20) 
\ 0 {&' t Go)(a. a) / 
where & is given by eqn. (3.15) and &' is given by 
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9\a a) = (í lI((,o)){ü a)» f-(a) VaC//, VafcA0 (121) 
Since in general O ' Î Go)(fl, a) is not equal to (S?' * <70 )*((c', a0 ) ' (c a„ )) we lind that Я î 0 
is not on standardform in general Tins dilfkulty may be overcome by rinding the unitary trans 
formation which brings 0 t G on standardlorm However if we realize that St 0 is of Type 111 
and that the standardfoim of an irreducible LA representation (eqn (2 6)) is known if one of 
the irreducible components of its restriction to the unitary subgroup is known we may forget 
about the induced representation Я \ (, and consider instead the irreducible UA representation 
D of G given by 
/(®"t(;0)(a,*) 0 \ 
D{a, a) = I Va G Я, Va e λ'0 0 Ο ' î С0 )*((с. а0 Г ' (д. û)(t', а 0 )) У 
(3 :2а) 
and 
/О О î <ϊ0)((<?, а о ) г ) \ 
Д е . а о ) = (3 22Ь) 
\а о / 
which is on standardform 
However, we must keep in mind that Ü and Э î (ï are equivalent but not equal m general 
A SUMMARY Ol I U I R I S U L T S 
We distinguished two cases L(G) belongs to (!0 and A((») does not belong to б'о If L(G) be­
longs to GO then @ t G is of Type III and, with a proper choice of left-coset representatives and 
a proper order of the indices, is on standardform If/,((»') does not belong to G0 the type of 
S t G' is the same as the type of the irreducible PUA representation / of A which is used to 
obtain S(with eqn (2 14)) I f ^ î G a n d / are of Type 11 then S t G is on standardform (with 
a proper order of the indices) If 311 G and /· are ofType III then S> t (>" is not on standardform 
in general, but in this case an equivalent UA representation which is on standardfoim can be 
written down at once (eqn (3 22)) 
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Abstract. Well known properties of induced unitary representations are generalised for 
induced PUA representations They are applied to obtain an expression for the multi­
plicities in the Clebsch-Gordon series of induced PUA representations. Finally we show 
how these multiplicities can be used for the determination of selection rules 
1. Introduction 
In the quantum mechanical description of a physical system with symmetry group G 
the Hilbert space Ж of state vectors carries a projective unitary-anti-unitary (PUA) 
representation Τ of G, according to the well known results of Wigner (1939) and 
Bargmann (1954). As a basts for Ж we may choose vectors от", transforming under G 
as basis vectors of irreducible PUA representations D° of G: 
T(g)<№ = lD°„
m
(gW VgeG. (1.1) 
Here ρ labels the irreducible PUA representations of G which have the same factor 
system as T, the index a denotes that there may be more than one set of basis 
functions transforming according to D", and m and η have values from one up to the 
dimension of D". All relevant physical information, such as transition probabilities, is 
contained in matrix elements (<ΑίϊΛ O£0i"b), where O" is an irreducible tensor opera­
tor transforming according to the irreducible UA representation D " of G: 
Γ ί ί Τ ί Ο Ϊ Γ υ τ Γ ^ Σ Ο ^ Ο ; ; VgeG. (1.2) 
Л 
In order to study the properties, due to the symmetry group G, of these matrix 
elements one has to study the PUA representations of G. Analogous to the well known 
selection rules for unitary representations the matrix elements (ф%,°, ΟίΦι'1') are zero 
for each m, k, I, a and b if the trivial UA representation of G does not occur in the 
triple direct product D"' ® D " ® D". This will be shown in § 5. 
An important example of a physical system where one has to use projective unitary 
representations instead of ordinary unitary representations is an electron in a crystal­
line solid with a uniform magnetic field (Brown 1964, Tarn 1969). Moreover, 
whenever an element g of G contains the time reversal operation, T(g) must be an 
anti-unitary operator. This shows that the study of PUA representations is of general 
importance for physics. 
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It often occurs, for instance if G is a Shubnikov space group, that one has to obtain 
the PUA representations of G with the help of an induction procedure The induction 
procedure for unitary representations, which goes back to Frobemus is by now well 
known (See for instance Coleman (1966) and Bradley (1966) ) This induction 
procedure has recently been generalised for PUA representations by Shaw and Lever 
(1974) The aim of this paper is to study general properties of induced PUA represen­
tations and to apply these properties to the study of selection rules In § 3 we 
generalise some well known properties of induced unitary representations, such as for 
instance the Frobemus reciprocity theorem and Mackey's subgroup theorem In § 4 
we use these results to obtain an expression for the multiplicities in the Clebsch-
Gordan series of induced PUA representations Finally in § 5 we discuss selection 
rules, using the results of the preceding sections 
2. Preliminaries 
Let G be a finite group and Go a subgroup of index 1 or 2 A PUA representation of G 
with respect to Go is a mapping D from G into the operators on some Hilbert space Ж 
such that 
(ι) D(g) is unitary if g 6 Go and anti-unitary if g¿ Go 
(u) D(g)D(g') = a(g, g')D(gg') for all g . g ' e G for some mapping σ G x G -» 
Udì 
(ni) D(e) = I, where e is the identity of G and / is the identity operator on 3f 
The mapping σ is called a factor system of G with respect to Go and satisfies 
a(g,e) = a(e,g)=l V g e G (2 1) 
and 
σ(?, gXgg'. g") = «rig, g 'g 'V ' te ' , g") Vg, g', g" e G (2 2) 
where ^ * is defined by 
if g e Go 
'-li. 
and the asterisk denotes complex conjugation 
In the following we shall drop the phrase 'with respect to ' wherever it is clear 
which the appropriate subgroup of index 1 or 2 is Suppose 51? is finite-dimensional 
and let {«i, , e
n
} be an orthonormal basis of 3if For each operator D(g) a unitary 
η x л matrix ®(g) is defined by S>„(g)= (e„ £)(g)e,) 
The matrices ®(g) form a PUA matrix representation or PUAM representation of 
G 
®(g)2>'(g') = v(g,g'mgg') (2 4) 
where 3l' is defined by 
® 4 L ''Ζ6? (25) 
І Э * if gé Go 
A PUA representation D of G is reducible if there is a proper subspace Ж' of X which 
is invariant under D(G), otherwise D is irreducible The direct product DiX-Di of 
PUA representations Di and D2 of G with factor systems σι and 0-2 respectively is a 
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PUA representation of G with factor system σ^ζ and is defined by 
(Э,x® 2 )(g)„u = 2>i(g)lk3>2(g),i (2 6) 
Two PUA representations D\ and Dz of G are equivalent if there exists a unitary 
matrix S such that 
<*>,(£) = S- ,2>2(g)S' ! V g e G (2 7) 
or, equivalently, if 
Tr{21(g)} = Tr{2)2(g)} VgeGo (2 8) 
In the following we shall identify equivalent PLA representations, and also identify a 
PUA representation with the corresponding PUAM representation Suppose H is a 
subgroup of G, and let gi = e, gz, , gp be left coset representatives of G with respect 
to H Then G = Xi'_i g Η Let σ be a factor system of G and let Δ be a PUA 
representation of H with respect to Ho with factor system σ, where H0 = HriG0 
Then Д^С is the PUA representation of G with factor system σ which is induced from 
Δ and is defined by 
. [θ ifgr 'ggkÉtf (\lG)(g)„ks=\ _, , -ι „ ( 2 9 ) {<r(g, gk)o- (gi.g, ggkWigt ggk),s ifg, ggkStf 
It is straightforward calculation to verify that Δ J, G does not depend on the choice of 
the left coset representatives By convention, Δ î G will be an induced UA represen-
tation 
3. Properties of induced PUA representations 
The number of times an irreducible PUA representation D* occurs in a PUA represen-
tation D, which we will denote by ¡(D", D), is given by 
i(£>* £>)= 1 » e C ° * ' t ( g ) X * ( g > Π η 
where χ" and χ are the characters of D" and D respectively This property has been 
given by Karavaev (1965) for UA representations and can easily be shown to hold for 
PUA representations as well, independent of the factor system involved An immedi­
ate consequence is 
ι ( D M » = г г . - _ ' », Λ - , > О 2) 
| 1 / G O | Ï ,
€
G „ * (g)x (g) 
where D0 is the trivial UA representation of G and |Go| denotes the order of Go In 
the remainder of this section ω and σ will be factor systems of the finite group G, Η 
will be a subgroup of G, and Da(H) and Z?0(G) will be the trivial UA representations 
of Η and G respectively 
Theorem 1 Let D be a UA representation of H Then 
, ( D 0 ( H ) , D ) = M i g ! , ( D 0 ( G ) , D Î G ) (3 3) 
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Proof Define 5(g) by S(g) = 1 if g e t f and 5(g) = 0 if géH, let Φ and χ be the 
characters of D and £> î G respectively Then 
;(O0(G)>DÍG) = ¿ 1 Σ *(*) = т-Ц Σ lOSCg.'K.ìeCgr'K.) 
= 4 - Σ Σ >i'g(g:1gg,)s(g;lgg,)=^r,l Σ **ω 
Ι*-Ό| Ι eeG0 | Ο ο | • »»Но 
Theorem 2 Let Δ be a PUA representation of H with factor system σ and Γ a PUA 
representation of G with factor system ω Then 
Г ® ( Д Т С ) = [ ( П Я ) ® Д ] î G (34) 
ЯГОо/ We have to show that Тг{[Г® (A,f,G)](g)} and Тг{[((ГІ H ) ® A)LrG](g)} are 
equal for each g e Go Evaluating both terms we see that this"'is true if 
*(gV*(g, g,Mg„ g, 1gg,) = Ar"'(g7'gg)) for each / and each g e G « for which gj^gg, 
belongs to H, if χ is the character of Г But this follows from 
r(g,)r"'(g, ,gg,)r'!'(gr1) = ^(ft,g,",g&)^(gg„g, '^(g) 
if we take the trace of both sides and use the equations (2 1) and (2 2) 
Theorem 3 (Frobemus reciproaly theorem) Let Г and Δ be irreducible PUA represen­
tations of G and H respectively, both with factor system σ, and let their characters be 
χ and φ respectively Then 
r ^ i f l - . A Î G ) Σ * ( g k * ( g ) = r ¿ T ' ( A , n t f ) Σ * < * ¥ * ( * ) (3 5) 
Proof From equation (3 2) it follows that the left-hand-side is equal to 
( |Go|/|G|)i(D 0(G), ( Δ ί θ ) ® Γ * ) and the right-hand-side is equal to 
(\Ηο\/\Η\)ι(00(Η),(ΓΙΗ)®Α*) But this is, from theorem 1, equal to 
(iGo|/|G|)i(£»(,(G), [(Γ l Я ) ® Δ*] î G) Finally theorem 2 completes the proof 
Theorem 4 (Transitivity of induction) Let M be a subgroup of G such that Я is a 
subgroup of M Let Δ be a PUA representation of H with factor system σ Then 
(Δ î M) î G = Δ î G (3 6) 
Proof We have to show that ΤΓ{((Δ IM) I G)(g)} = ΤΓ{(Δ I G)(g)} for all g e Go But 
this is, after evaluating the traces, a straightforward calculation using the equations 
(2 1) and (2 2) 
Let К be a subgroup of G Then we can factorise G into double cosets G = 
Σ,Ηα,Κ Let К, be defined by K^d.KdT' and L, by L, = HnKl If D is a PUA 
representation of /C with factor system σ, then the PUA representation Di of K/ with 
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factor system σ is defined by 
D,(dlkdTl) = cr(dlkd7\d,)a*(dl,k)Dd'(k) VkeK (3 7) 
Theorem S (Mackey's subgroup theorem) Let D be a PUA representation of K, then 
(D Î G ) i H = X { ( A U , ) Î H } (38) 
σ ι σ 
Proof Let Η = Σ, hlL, be a left coset decomposition for Η with respect to Li Then a 
left coset decomposition for G with respect to К is given by G = Σ, Σ, /іУ./С (Bradley 
1966) After evaluating the traces of both sides of equation (3 8) with these coset 
representatives the theorem is proved in a straightforward way using the equations 
(2 1) and (2 2) 
Theorem 6 Let Γ be a PUA representation of H with factor system ω and Δ a PUA 
representation of К with factor system σ Then 
( A Î G ) ® ( r î G ) = H ( ( A 1 l L , ) ® ( r i Z „ ) ) î G} (3 9) 
σ α> ι ωσ 
Proof This theorem follows from the preceding theorems in the same way as for the 
case of unitary representations (Bradley 1966 and Coleman 1966) 
4. Clebsch-Gordan series of induced P L A representations 
We assume that all irreducible PUA representations of G are known, and are obtained 
with the generalised induction procedure So each irreducible PUA representation of 
G with factor system σ may be written as Δ " " ! G, where Δ" " is an irreducible PUA 
representation of a subgroup H"" of G with factor system σ In this section we will 
consider the Clebsch-Gordan series 
(A,"ÎG)®(\-"tG)^Cfa,i',p,cr,<o)(&'"" î G) (4 1) 
Here the multiplicity С(д, ν,ρ,σ, ω) can be written, according to equation (3 2), as 
i(D 0 (G), (Δ"""7 L G)* ® ( Δ " " ; G ) ® ^ " " I G)) 
I / Í G O ^ ^ C J T H Í A ' ^ L G X S ) } ! 2 
The UÀ representation (Δ""" L G)* ® ( Δ " " IG)® (Δ"" L G) can be decomposed by 
applying theorem 6 twice Let us factorise G into double cosets as follows G = 
τ,H^"^'g,H^1^', let Я Г " be given by Я Г " = g 1 t f ' " V
1
 and КУ" by ΚΓα" = 
Ht " η Я " " If Δ" " is defined according to equation (3 7) by 
Ar<r(g,ggr1) = a(g1ggr,,g>*(&,g)A''""4g) VgeH»" (4 3) 
then we have 
(Δ , " ' ΐσ)®(Δ- ' " ΐθ = Σ{((ΔΓ<ΊΑ:ί"""<Γ)®(Δ",,ΐΑ·'1''"''))ΐ G} (44) 
σ ω i AMT 
Now suppose G is factorised into double cosets for each / as follows G = 
г, Kt """g,,H"" and further Н'Г and Κι,""" are defined by ΗΊ Γ = 
gl,Η'""g,".' and KT,"p "" = Я?," 7 η J C •"•" И finally Δ;,"" is defined according to 
С(м, ί-,ρ,σ, ω) = , ,ι,ο ι
τ
 i-T-.r/л<•<*•> t ^ч/.міі ( 4 ¿) 
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equation (3 7) by 
à';r(g,.gg;ì)=(oHT)(g,,gg;ì,gl,)("<rng,.,g)b',"'i'(g) vgeH— (4 5) 
we obtain 
(Δ'" î σ)*®(Δ"'Γΐσ)®(Δ''"ΐσ) 
= 11ШГ Ι κ)®(Κσ Ι K)®w Ι K))î G) (4 6) 
/ I j * . JA ]|Ъ 
where we wrote К,, instead of к^"1""7 f
or
 brevity Combining the equations (4 2) 
and (4 6) gives 
л
 lìlli(D0(G)A(à,;riKll)*®(AriKl,)®(à>-'iK,l)ìtG) 
С ( u , p. ο, σ, ù)ϊ = 
Ι / Ι Ο ο ί Σ , , ο , , ΐ Τ Γ ί ί Δ ^ Ϊ G)(g)}|2 
(4 7) 
Finally, using theorem 1 and the fact that, if K^, =K
n
r\Go 
<(D0(K,,),D)=i(Dn(K,;i), DlK°,) (4 8) 
for each UA representation D of K, „ we obtain 
С(д, ν, ρ, σ, ω) 
= (Σ Σ jÜJj j j ^ ' Φ 0 ( Α : , 0 , ),(ДГГ Ι Κ Τ ® ( Δ Τ i лг?. ) ® ( Δ - i Α:,0, ))) 
Χ ( 4 Ι Σ |ΤΓ{(Δ·"- î GXg)}|2) (4 9) 
\ | i J o | g s C 0 акт / 
S. Selection rules 
Let us consider a physical system with symmetry group G and suppose that the 
eigenfunctions of the Hamiltonian of the system transform under g as basis functions 
of a PUA representation Τ of G An example of such a physical system is an electron 
in a crystalline solid with a uniform magnetic field, the symmetry group in this case is a 
Shubmkov space group (Brown 1964, Tarn 1969) We are interested in matrix 
elements (<££,, Οΐφ*) Here the functions {φ?, ι = 1, , dim Dy} form a basis for the 
irreducible PUA representation Dy of G with factor system σ 
Tw:=Y.Dy
r
igw (si) 
; 
and O " is an irreducible tensor operator transforming according to the irreducible UA 
representation D " of G 
TXgiOÏTXg)-' = Σ D»lk(g)OÎ (5 2) 
ι 
Analogous to the well known selection rule for unitary representations the matrix 
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element (φ",, ΟΐΦΊ) is equal to zero due to the symmetry if the trivial UA represen­
tation of G does not occur in the triple direct product D" ® D " ® D" This can be 
seen as follows 
If D" and DB are two inequivalent irreducible UA representations of G then we 
have the following orthogonality relation (Dimmock 1963) 
Σ Dlt(g)D^(g)= Σ D^(8)OS."„(g) = 0 (5 3) 
This means that 
Σ ö ( g U = Σ £>(gU = 0 (5 4) 
gcGo βίΟο 
for each UA representation that does not contain the trivial UA representation 
Since the operators T(g) are unitary if g ε Go and anti-unitary if g¿ Go we have 
( Λ θ ϊ ψ Γ ) = 7^τ( Σ ( T W - , T ( g ) o m g ) 'T(g)é4) 
+ Σ (П&)ф'т,Пе)О^Т(Я)-'П&)ф')*) (5 5) 
síCn / 
With the equations (5 1) and (5 2) this becomes 
» ü - o w D - ^ I ( Σ [o'teroa-Cgjeo'teíW.rtiWí.o;.*,') 
|Lf| рцг \g6Co 
+ Σ [D',(g)*®D,i(g)®D\g)U
mkM%0^·;)] (5 6) 
»«Co ' 
and the right-hand-side is equal to zero due to equation (5 4) if D" ® D " ® D" does 
not contain the trivial UA representation of G Now suppose, as in § 4, that D", D* 
and D" are obtained with the generalised induction procedure D" = (ΔΡ<Γ I· G), 
D " = (A"" IG) and D " = Δ" î G 
From the results of ? 4 we finally obtain the result that (0Î,. O"^Γ) is equal to zero 
for all m, fc and / if (Δ,'/'I tf?,)® (Δί1 J. /f " ,)® ( Δ " ' I AT,0,) (notation as in § 4) does 
not contain the trivial UA representation of K°, for any ι and / Note that the order of 
Δ"" , Δ" and Δ"" may be chosen arbitrarily 
In a forthcoming paper we will examine this selection rule for the case where G is a 
Shubnikov space group 
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Abstract. The theory of induced РИА representations and selection rules developed m a 
previous paper is applied to the Shubnikov space groups In particular we derive for each 
type of Shubnikov space group an expression which governs the vanishing of matrix 
elements of irreducible tensor operators 
1. Introduction 
As is well known from the results of Bargmann (1954) and Wigner (1939) the Hilbert 
space Ж of state vectors of a physical system with a symmetry group G carries a 
projective unitary-antiunitary (PUA) representation Τ of G. All relevant physical 
information is contained in matrix elements (d>1^. Οΐόϊ0). Here the vectors Φ^!1 
form a basis for Ж and transform under Τ as 
τ&)φ'„' = Σο™(8)Φ'η° V g c G ( i . i ) 
where D" is an irreducible PUA representation of G with the same factor system as T. 
The index a denotes that there may be more than one subset of basis functions 
transforming according to D1". Further O" is an irreducible tensor operator trans­
forming according to the irreducible UA representation £>* of G: 
ng)OÏT(g)-l=Y,Dït(g)OÏ VgeG. (1.2) 
In a previous paper (van den Broek 1978, hereafter referred to as I) we derived 
selection rules for these matrix elements, especially for the case where the irreducible 
PUA representations of G are obtained with the procedure of generalised induction 
given by Shaw and Lever (1974). In this paper we will apply the results of I to the 
Shubnikov space groups. For the Shubnikov space groups of type I these selection 
rules have already been obtained for the case of vector representations (Bradley 1966, 
Cracknell and Davies 1976, § 4.7 of Bradley and Cracknell 1972) The definitions of 
a factor system, of a PUA representation and of an induced PUA representation have 
been given in I and will therefore not be repeated here. 
Since Shubnikov space groups are infinite groups one usually applies periodic 
boundary conditions to make the groups finite and the irreducible PUA represen-
tations finite-dimensional. Here we will not apply period boundary conditions, but 
consider only finite-dimensional irreducible PUA representations. 
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2. Selection rules for Shubnikov space groups of types 1 and III 
Let G be a Shubnikov space group of type I or III, H its subgroup of translations and 
Go its non-magnetic subgroup The Shubnikov point groups К and Ka are defined by 
G/H and Go/H respectively The identities of H and К will be denoted by e and E 
respectively Elements of G will be denoted by (/, R) where f e H and Re. К We 
define (/, R) by its action on space-time 
{t<R)(x,t) = {Rx + t-k-lR,tRt) (2 1) 
where ея is defined by 
t R =
 \-X «RtKo ( 2 2 ) 
and f« is a fixed non-primitive translation associated with R The multiplication of 
elements of G is given by 
(t, R)(t·, R')=(t + Rl, + m(R, R'), RR') (2 3) 
where the mapping m Κ χ К -» Η is given by 
m(R,R) = tR + RlK =tRR (2 4) 
Let f], »2 and *з be basic translations of Η Then each element I of Η can be written as 
l = nit¡ +Л2/2 + Лз'э for some integers ni, Пг and Лз In the sequel we shall identify ƒ 
with the column vector with entries n\, ni and «з Moreover each clement R of К is 
given by the integer 3 x 3 matrix which represents R with respect to the basic vectors 
fi, І2 and ti, which is also denoted by R 
Let σ be a factor system of G From two previous papers (van den Broek 
1977a, b) it follows that we can choose the basic translations and the factor system σ 
from its equivalence class in such a way that 
σ((ί, Ä)(r', R')) = y(t, Rt)y(t + Rf, m(R, R'))v(R, R')P(R, I') (2 5) 
where 
y(<,í') = exp[-21n(íT/lO] (2 6) 
Here fT denotes the transpose of I and A is a 3 χ 3 matrix of the form 
0 m/2N 0\ 
-m/2N 0 0 (2 7) 
0 0 o' 
where m and N are integers with no common factor 
Furthermore, for each Re К there exists a symmetric 3 x 3 matrix B" with 
half-integer elements and a column vector λ (Я) such that 
e R Ä " 1 T A Ä " ' - A = B R (modi) (2 8) 
and 
P(R,t) = exP(mtTRTBRRt)exp(-2mk(R) Rl) (2 9) 
So the factor system σ is given by m, N, the vectors k(R), the matrices BR and the 
mapping ν К x К -* U(l) 
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to*«)],-. 
The irreducible PUA representations of G with factor system σ are obtained from 
the irreducible PU representations of H with factor system y with the procedure of 
generalised induction (for a brief description of this procedure see van den Broek 
1977b) The irreducible PU representations of H with factor system y are all N-
dimcnsional and labelled by a vector k, the three components of which run through 
the interval [0, 1) Their matrix elements are given by 
if (»2 + / - / / N ) i s integer (2 10) 
0 otherwise 
For each Я e AT the PU representation D« of H is defined by 
DkR(l) = \Dk{R-'t)\RP*{R, R'll) (2 11) 
where, if M is à scalar or a matrix, MR is defined by 
„ Ι M R€K„ 
M =\M* RtK„ ( 2 1 2 ) 
and the asterisk denotes complex conjugation 
With the criterion derived in van den Broek (1977b) one can easily check whether 
or not D* and D« are equivalent 
Let K* be the subgroup of К defined by Kk = {R e K\DR ~D1"} The orbit of Dk 
is defined by ОгЬ(Г>') = {Оя \R e К} and the little group L* of £>' is defined by 
L" ={(/, R^ReK*} For each R € / Í* there exists a unitary matrix Uk(R) with the 
property 
Dk(t)=Uk(R)DkR(t)UÏ(R) (2 13) 
If we define 
Uk(t,R) = Dk(t)Uk(R) V(f,Ä)eL* (2 14) 
then i/t is a PUA representation of L with a factor system ω which can be shown to 
be of the form (van den Broek 1976, 1977a) 
ω((ί, Я)(<' 1« ,))--у(/, Kr')r(f + Är', т (Л.Я'))м(Л, )Р(Н, t') (2 15) 
Thus the factor system (σ | (Ζ.* χ L1))«!)* reduces to a factor system μμ* of Kk If Я is 
an irreducible PUA representation of К * with factor system νμ.*, then Δ, defined by 
A(t.R)=Uk(t,R)®E(R) V(t,R)cLk (2 16) 
is an irreducible PUA representation of L with factor system σl(L X-L ) A 
complete set of inequivalent irreducible PUA representations of G with factor system 
σ is given by {D\D = k<rG}, where Δ is given by equation (2 16), E runs through a 
complete set of inequivalent irreducible рил representations of К * with factor system 
νμ* and, from each orbit of irreducible PU representations of H with factor system y, 
one representative is taken 
In I we deduced that the matrix elements (ψ^Λ ΟϊΨΓ*) can only be non-zero if the 
trivial ил representation of G occurs in the triple direct product D" ® D" ® D" 
(notation as in the introduction) Suppose that the irreducible PUA representations D" 
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and D" of G with factor system σ and the irreducible UA representation £>" of G 
have been obtained with the procedure of generalised induction as described above 
σ σ 
Δ", Δ" and Δ" have the form of equation (2 16) and are defined on Í . ' , L ' and L* 
respectively, which are the little groups of D* , £>* and D* respectively Here D* 
and D are irreducible PU representations of H with factor system γ and are given by 
equation (2 10), and £)* is a one-dimensional representation of Η 
О
к\і) = ехр(2тк" t) (2 17) 
Now factorise G into double cosets as follows 
G=ZLk(e,R,)Lt 
and let L? be given by Z-f = (i, Д , ) ^ ' (ί> Λ,)"' and L,' ' by L* nL1" for each double 
coset representatative («, R,) Again factorise G into double cosets for each ι as 
follows 
and define /,'," and M by if," = («, R, , )¿*V, R,,)"' and M = I.*," η LÌ" * η G« respec­
tively Note that M is a subgroup of Go and contains H as an invariant subgroup The 
PUA representation Δ? of L* with factor system σ I (L* χ í,f ) is defined by 
ΔΓαί,Λ,Κί,ΛΧί.Λ,) ') 
=
 σ
( ( ί , Ä,)(f, Л)(«, Λ,)"', (e, ЯО а«, Д.). (ί, Λ))[Δρ(ί, Я ) ] " 
V(t,R)eLk (2 18) 
and the UA representation Δ,μ, of Lk, by 
ΔΓ,((«,Α,,)(ί.Α)(ί,Α,.) 1) = [Д ' ' ( ' .Я)] Я " V ( i t R ) e L à ' (2 19) 
From I it follows that the trivial UA representation of G occurs in the triple direct 
product D" ® D" ® D" if and only if the trivial representation of M occurs in the 
triple direct product ( Δ ^ Ι Μ ) ® (ΔίΊΜ)* ® (Δ" ΙΛί) for some ι and / This is the case 
if and only if 
Σ Τ Γ Δ ^ / , Λ)ΤΓΔί*(/, ЯЭТгЛЧг, Я ) * 0 (2 20) 
(I A)fcM 
for some ι and / 
For irreducible unitary vector representations the summation over the translations 
in the left-hand side of equation (2 20) can be carried out, giving the desired selection 
rules immediately (Bradley 1966, Bradley and Cracknell 1972) However, this is not 
possible in the general case, since D and Dk are JV-dimensional instead of one-
dimensional Let us therefore consider the subgroup Hi of H, defined by 
Η ι = { ί 6 Η | ί ι = ηιΝ,ί2 = η 2 " , π ι , η 2 integer} (2 21) 
This subgroup has two important properties, it is invariant under the matrices R of К 
(van den Broek 1977b) and on Hi, Dk and Dk are multiples of the unit matrix 
D*(Oi)=[exp{2m(t t-\mNtibW (2 22) 
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and similarly for k', where I is the /V-dimensional unit matrix and О is given by 
IN 0 0\ 
0 = 0 N 0 (2 23) 
\0 0 1/ 
Any teH can uniquely be written as t = Qs + w. where seH, 0^Wi,W2<N and 
№3 = 0 Our purpose is to write equation (2 20) for each ι and / in the form 
E / I ( H ' , « ) I / 2 ( S . H ' , « ) # 0 (2 24) 
w R s 
and then to carry out the summation over s 
Therefore we will evaluate the three traces appearing in equation (2 20), put all 
factors not depending on s in /i and forget about them, it will turn out that /2 is 
independent of и> and R Of these calculations only an outline will be given The 
result is given in equation (2 30) Let us first consider the term Tr Δ",^, R) We first 
use equation (2 19), then use the fact that Δ11 is а и A representation of Lk to split off 
the term [^(R^Qs, E)]R<· and finally apply the equations (2 16) and (2 14) We 
then find that the only term dependent on i is схр{27пед,1к" Α , , Ό ΐ } 
Next consider the term Tr Δ" (f, R ) We can split off the term Δ" ( O Í , E) since Δ' is 
a PUA representation of Lk and then use equation (2 5) to handle the factor system 
Applying the equations (2 16), (2 14) and (2 10) shows that the s-dependent terms are 
y*(Qs, w) exp{[2i7i(* s - J mNstSi)} 
Finally we consider the term Tr Δ*(ί, R) First we use equation (2 18) and then 
split off the term [Δ" (ΛΓ'Οί, E)]"· The factor systems are handled again with 
equation (2 5) If we now apply the equations (2 16), (2 14) and (2 10) we find that 
the «-dependent terms are 
y*(C?ï, m(R, R,))y(Ch, m(R„ R^RR,)) 
yR'(.R,'Qs,R;lw-m(Rl ', R,) + R7lm(.R, R,) + m(R:x, RR,)) 
P(R„ R^Qs + RT'w -m(R7\ Rl) + R;*m(.R, R,) + m(R:\ RR,)) 
exp[-2meRl(k· O iR7lQs-\mN(0'lR,lQs)¡(0-lR7lOs)2)} (2 25) 
From equation (3 4) of van den Broek (1976) it follows that 
P(Rl,R;lQs + R;lw-m(R7l,R,) + R;,m(R,R,) + m(R7x,RR,)) = P(R„R;>Qs) 
P(R„ R;1w-m(R7\ R,) + R7lm(R, Rl) + m(R7\ RR,)) 
y(Qs,w-RMR7\R,) + m(,R,R,) + R,m(R7,,RR,)) 
y*R(R7lOs<R7lw-m(R7\Rl) + R7lm(R,R,)+m(R7\RRl)) (2 26) 
Now we take the s-dependent factors of the three terms together, substitute the 
right-hand side of equation (2 26) for its left-hand side, leave out the second term of 
this right-hand side since it does not depend on s and simplify the result using the 
relations 
γ(», t')=y*(l, -Г') 4t,t'eH (2 27) 
y(/, f' + 0 = r ( A ' ' ) r ( ' . О Vi, f', f e W (228) 
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which follow immediately from equation (2 6), and 
m(R,R')+m(RR\R") = m(R,R'R") + Rm(R',R") Л , Л ' , Я " е К (2 29) 
which follows immediately from the definition of the mapping m К x К -» H Finally 
we find that /2(1, и>, R) is independent of w and R and, if we use equation (2 9), is 
given by 
/2( î) = exp[27n{iR, к" R^Os-esk' O'RJ'QS 
+ ±nNéR,(Q 1 ΛΓ 1 Οΐ) 1 (0" , ΛΓ 1 Οί)2 + * s 
-^m№¡S2 + ksTOBRQs-k(R,) Os}] (2 30) 
Let us first consider the function <£(s) defined by 
ф(5)=±тЫе
К
,(0 ' Λ Γ ' Ο ί Μ Ο 1 Ä , 1 O i ) 2 - | r a № 1 s 2 + isTC?BR 'Os (2 31) 
Thtn 
<!>(s + s')-<j>(s)-<t>{s') = >imNíR,sTQR,i''Q-lCQ-lR:lQs,-bmNsTCs, + sTQBRQs' 
(2 32) 
where 
¡0 1 0\ 
(2 33) 
From equation (2 8) it follows that 
flR = - е к Л - ^ В ' " " Я " 1 (mod 1) (2 34) 
Therefore the right-hand side of equation (2 32) is equal (mod 1) up to a sign to the 
right-hand side of equation (4 20) of van den Broek (1977b) (if s is replaced by t and 
ЯГ' by R) But this right-hand side was proved to be an integer, thus ci(s + s') — 
φ(ε)-φ(5') is integral and we may write 
4(s) = p(R,) s (modi) (2 35) 
From equation (2 31) it follows that we can choose p(R,) by 
[*(*.)]* " ^ Ο Ϊ Λ Α Γ ' Μ Λ Γ ' ^ + Ι Ο ^ Β ί ϊ (2 36) 
Equation (2 30) now becomes 
/2(s) = exp{2ins ( е« , ,ОЯ; < 1 т Г-е я .ОАГ , т О" 1 к , + Л-0/КЯ,) + р(Л,))} (2 37) 
So Σ,/zfr) is equal to zero unless 
fR,.ORnTk"-fRlQR7iTQ~1k' + k-Qk(Rl)+p(Rl) = 0 (modi) (2 38) 
and our final result is that the matrix elements (Фт", ОкФі!ь)ате equal to zero for each 
m, к and I unless there exist values for t and j such that equation (2 38) holds Note 
that the results of Bradley (1966) and Bradley and Cracknell (1972) for the case of 
unitary representations are re-obtained by putting eRll -eR, = 1, A(Ä1) = p(Ä1) = 0and 
replacing Q by the unit matrix 
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3. Selection rules for Shubnikov space groups of types II and IV 
Since the derivation of selection rules for the Shubnikov space groups of type II and 
type IV is in many respects analogous to the derivations of the previous section, we 
will not give here the complete derivation, instead we will restrict ourselves to 
mentioning the differences with the previous section 
Let G be a Shubnikov space group of type II and G its unitary subgroup which is a 
type I Shubnikov space group The notation of elements of G will be as in the 
previous section Elements of G will be denoted by (t, R,e) where (f, R)e О and e 
equals ±1 We define (t, R, ί ) by its action on space-time 
(t,R,f)(x,t)=(Rx + t + tR,€t) (3 1) 
The multiplication of elements of G is given by 
(/, R e)(t',R',e') = 0 + Rt' + m(R,R'),RR',e€') (3 2) 
Let ω be a factor system of G From van den Broek (1977a, b) it follows that ω can be 
chosen from its equivalence class in such a way that 
ω
(( ί , R, e), (f', R', f '))= σ((ί, R), U', R))N(t, e')M(<, (*', R')) 0 3) 
where σ is a factor system of G which has all the properties of the previous section, 
and M has the properties 
Af(l, ( ' . * ) ) = ! V(f ,K)eG (3 4) 
and 
M ( - l , ( f , £ ) ) = exp{2iriT(m//V)f1f2 + t - 1 i]} (3 5) 
for some vector it ι 
For each irreducible PU representation Dk of Η with factor system y, and each 
coset representative (e, R, e) of G with respect to H, the irreducible PU representation 
D(K,) of H is defined by 
DtR,)(.l) = [Dk(R-lt)].P4R,R-1t)M*(£, ( Я ~ Ч Е ) ) (3 6) 
where, if M is a scalar or a matrix, M, is defined by Mi = M and M-i = M* 
Analogous to the derivation of equation (2 20) we obtain 
Σ Т г Д Г Д Я , 1)ТгДГ"(г,Л, ІЭТгДЧг.Я, I ) * 0 (3 7) 
(f Я D F M 
the only differeTice with the previous section being that the double coset represen­
tatives are given here by (e,R„€,) and (e, R, „ t,,) and the upper indices R are 
replaced by lower indices t The first and the third terms in equation (3 7) are handled 
in exactly the same way as the corresponding terms of equation (2 20) The J-
dependent factors of the second term are given by equation (2 25) (where the upper 
index R, of the third factor is replaced by the lower index c,) and the term 
M(e„(RT>Qs + R:,w-m(RT\R,)+R7im(R,R,) + m(R;\RR,)),R7iRR,) 
Again we can write equation (2 26) (without the upper index R, of the last factor of 
the right-hand side) and for the new term we can write with equation (3 4) of van den 
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Broek (1976) 
M(f,,(R7'Qs + R7l^-m(R7\R,)+R7lm(R,R¡)+m(R7\RR,),R;lRRl)) 
= M(el,(R71Qs,E))M(el,(R7íw-m(R¡\R,) + R7ím(R,Rl) 
+ m(R, \ RR,), R7,RRl))S(e,)y2(R7¡Qs, R7lw-m(R7\ R,) 
+ R7lm(R,R,) + m(R7\RR,)) (3 8) 
where Ä(t,) is defined by 5(1) = 0 and 5 ( - l ) = 1 
For/2(4) we obtain an expression analogous to equation (2 30), however, there is 
now an extra factor Mit,, (R7 Qs, E)) If we define A+1 to be the zero vector we can 
write from equations (3 4) and (3 5) 
M(f,AR7iQs.E)) = exp(2mQR,lTk.l s) (3 9) 
Therefore the final result is that the matrix elements (φ^,", ΟΐΦΐ*) are equal to zero 
for each m, к and / unless there exist values for / and / such that 
€,,QR7rk"-flOR7^0 'k' + k-Qk(R1) + p(Rl)+OR7tTk.,=0 (modi) 
(3 10) 
Now let С be a Shubnikov space group of type IV and G its unitary subgroup The 
notation of elements of G will be as before, and elements of G will be denoted by 
(/, R, e) where (», Л)е G and e equals ±1 The action of (f, R, e) on space-time is 
given by 
(t,R,e)(x,t)=(Rx + t + tH + S(e)Rt0,ft) (3 11) 
where 5(e) is defined by 5(1) = 0 and 5 ( - l ) = 1, ίο is a translation which does not 
belong to the subgroup Η of translations of G, but 2fo does belong to Η The 
multiplication of elements of G is given by 
(f, R, i)(<', R', t')=(t + Rt' + m(LR, R,) + S(.e)Rto-S(€)e'RR't0, RR', te') (3 12) 
Let ω be a factor system of G From van den Broek (1977a, b) it follows that ω can be 
chosen from its equivalence class in such a way that 
ω
( ( / , Α , 0 . ( ί ' , Α ' , Ο ) 
= <т((1, R), (/', Д')«М('. Ä)(i', Я')«, п(е, с'Ше, е')М{€, (г', R')) (3 13) 
where σ is a factor system of G which has all the properties of the previous section, 
n(e, e') is given by 
n(l, l ) = n ( l , - l ) = n ( - l , \) = (e,E) 
and 
л ( - 1 , - 1 ) = (2Го.Е) 
(/, R)t is given by (*, Я)і = (», Л) and (/, Я)-і = (t + to-Rh, R), and M satisfies equa­
tions (3 4) and (3 5) 
The derivation of the selection rules in this case is analogous to the case of 
Shubnikov space groups of type II The only difference is the appearance of the 
translation t0 in the calculations, but in the final result ίο cancels, so we obtain again 
equation (3 10) as a necessary condition of the non-vanishing of matrix elements 
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CLEBSCH GORDAN COEFFICIENTS OF FINITE MAGNETIC GROUPS 
P.M. van den Broek 
Institute for theoretical physics. University of Nijmegen, Nijmegen, 
the Netherlands 
Abstract: 
A detailed method is given for the calculation of Clebsch Gordan 
coefficients of finite magnetic groups. This method is a generalisa-
tion of a new method for the calculation of Clebsch Gordan 
coefficients of finite nonmagnetic groups which makes use of the 
fact that the Clebsch Gordan coefficients may be arranged into 
vectors which are eigenvectors of certain projection matrices. 
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1. Introduction 
According to the well-known results of Bargmann (195A) and Wigner 
(1939) the Hilbert space of state vectors of a physical system with a 
symmetry group G carries a projective unitary-antiunitary (PUA) 
representation of G. All relevant physical information, such as transition 
probabilities, is contained in matrix elements of irreducible tensor 
operators which transform according to irreducible PUA representations 
of G. An important tool for the calculation of these matrix elements is 
the Wigner-Eckart theorem (Koster 1958), which has been generalised for 
finite magnetic groups by Aviran and Zak (1968). To apply the Wigner-
Eckart theorem one needs the Clebsch Gordan coefficients of G. 
Recently a step forward in the theory of Clebsch Gordan coefficients 
of nonmagnetic groups has been made by the observation that columns of 
Clebsch Gordan coefficients are eigenvectors of some projection matrices. 
This observation was made first by Schindler and Mirman (1977) for the 
symmetric groups. A detailed procedure for the construction of the 
Clebsch Gordan coefficients was then given by van den Broek and Cornwell 
(1978). The advantage of this method over previous methods is that the 
calculations are straightforward, problems related to multiplicity 
(overlooked for instance in Cornwell 1970 and Berenson and Birman 1974) 
are properly taken care of and tedious adhoc methods (Sakata 1974a) and 
orthogonalisation procedures (Koster 1958) are avoided. 
The present paper extends the methods of van den Broek and Cornwell 
(1978) to nonmagnetic groups. It will turn out that as in the case of 
nonmagnetic groups the columns of Clebsch Gordan coefficients are eigen-
vectors of projection matrices but that some additional constraints 
have to be imposed on these eigenvectors which depend on the type (I, II 
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or III) of UA representations in the decomposition. I will show that 
these three types of constraints can easily be dealt with. 
Relations for the Clebsch Gordan coefficients of finite magnetic 
groups have been given by Aviran and Litvin (1973), Rudra (1974) and 
Kotsev (1974). However, none of these authors proves that these 
relations are sufficient, i.e. that each solution indeed provides 
a set of Clebsch Gordan coefficients. Also a systematic way of solving 
these relations has not been given. 
Different approaches to the problem of calculating Clebsch Gordan 
coefficients for finite magnetic groups have been given by Gard and 
Backhouse (1975) and Sakata (1974b). Gard and Backhouse (1975) assume 
that the Clebsch Gordan coefficients of the nonmagnetic subgroup are 
known and give a method to construct from them the Clebsch Gordan 
coefficients of the whole group. It is clear that this way of calculating 
Clebsch Gordan coefficients for magnetic groups by first calculating 
the Clebsch Gordan coefficients of the nonmagnetic subgroup and then 
applying the procedure of Gard and Backhouse (1975) is a roundabout 
way. 
Sakata (1974b) obtains a collection of matrices which fulfill the 
requirements to be matrices of Clebsch Gordan coefficients except for 
being unitary (or even nonsingular). The problem then remains to find 
among this collection of matrices a unitary matrix, which might be 
quite complicated. 
In section 3 we will discuss the relations for the Clebsch Gordan 
coefficients of finite magnetic groups of Aviran and Litvin (1973) and 
Kotsev (1974) and show that these relations are indeed sufficient. 
Moreover we will show that the solutions of these relations automatically 
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satisfy the orthogonality relations, which means that each solution 
gives a matrix of Clebsch Gordan coefficients which is unitary. 
The main part of this paper will be section 4 where we will derive a 
straightforward method to solve the equations of section 3. 
A summary of this method will be given in section 5, especially for 
those readers who wish to use the method without bothering for the 
proofs and the derivations. 
In section 6 we will give a derivation of the Wigner-Eckart 
theorem for finite magnetic groups which is different from the 
derivation of Aviran and Zak (1968) and which shows the close 
connection between the form of the Wigner-Eckart theorem and the lemma 
of Schur for finite magnetic groups. 
Although one has in general to consider PUA representations of G 
we will restrict ourselves to UA representations in this paper. The 
generalisation to PUA representations however is trivial; all results 
hold as well for PUA representations. 
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2. Definitions and preliminaries 
Let G be a finite group and G a subgroup of G of index 2. A 
unitary-antiunitary (UA) representation of G with respect to G is a 
homomorphic mapping Τ from G into the group of unitary and antiunitary 
operators on some Hilbert space A such that T(g) is unitary if g é G 
and T(g) is antiunitary if g φ G . In the following we shall drop the 
phrase "with respect to G ". Suppose % is finitedimensional and let 
{φ,, φ } be an orthonormal basis of Л- · For each operator T(g) 
1 η 
a unitary nxn matrix D(g) is defined by D..(g) » (φ.,Τ^)φ.). 
The matrices D(g) satisfy 
D(g) De(g·) - D(gB') ^ g.g'é G (2.1) 
where D is defined by 
D e J D i t s C ' G ° ( 2 · 2 ) 
D
 I D* if g $ Go 
A UA representation of G can also be defined to be a mapping from G 
into the unitary matrices of some dimension η such that equation (2.1) 
holds. The connection with the previous definition lies in the choice 
of the basis {Φ.....»Φ } of Ж . In the sequel Τ and D will always 
Ι η 
denote an operator and a matrix respectively. 
A UA representation Τ of G is reducible if there exists a proper 
subspace of 3£ which is invariant under T(G); otherwise Τ is irreducible. 
Two UA representations Τ and T. of G in the Hilbert spaces H. and H. 
respectively are equivalent if there exists a unitary mapping U: H. -*· H. 
such that 
T1(g)U - U T2(g) Vg e G (2.3a) 
or, equivalently, in terms of matrices: 
two UA representations D and D. of G are equivalent if there exists 
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a unitary matrix U such that 
D1(e)UÊ - U D2(g) i / g t G (2.3b) 
According to Wigner (1959) the irreducible UA representations are 
divided into three types: the restriction Die of an irreducible UA 
о 
representation D of G to G , which is a unitary representation of G , 
is irreducible (Type I), is reducible into two equivalent irreducible 
components (Type II), or is reducible into two inequivalent irreducible 
components (Type III). 
Let a be a fixed element of G\G . An irreducible UA representation 
о
 r 
of G of type II is equivalent with a UA representation which has the 
form 
/A(g) 0 \ t 0 U\ 
D (
e>-^o Δ( 8))
 V g t C V D ( a ) = U ο) (2·4> 
where Δ is an irreducible unitary representation of G and U satisfies 
UU* - -Д(а2) (2.5) and 
Uû*(a",ga)u"1 - A(g) tfg é G (2.6) 
о 
An irreducible UA representation of G of type III is equivalent with 
a UA representation which has the form 
/A(g) 0 \ (0 Д(а 2)\ 
D
<s) » о A W ) V S ¿ V D(a) = W о / ( 2 · 7 ) 
where Δ is an irreducible unitary representation of G which is not 
- - * -1 
equivalent with Δ defined by A(g) » Δ (a ga). 
An irreducible UA representation is said to be on standard form if it is 
of type I, if it is of type II and satisfies equation (2.4) or if it is 
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of type III and satisfies equation (2.7). So each irreducible UA 
representation is equivalent with an irreducible UA representation which 
is on standardform. From now on we will only consider one fixed chosen 
representative which is on standard form of each class of equivalent 
irreducible UA representations. These representatives will be denoted 
by D a, D , and their dinensions by d ,d ,... 
The lemma of Schur may be generalised for irreducible UA represen­
tations as follows. 
Let D be an irreducible UA representation of G which is on standardform 
and let U be a matrix which satisfies 
D(g)US - UD(g) У g t G (2.8) 
then 
U = λΐ; λ fe R if D is of type I, (2.9a) 
ί
 λ1 vi\ 
U - 1 Ju A J ίλ,μβί- if D is of type II (2.9b) 
and /
λ 1 0 
U
 * \ 0 ill ·λΕ-1*' i f D i s o f type I I 1 (2.9c) 
( 1 always denotes a unit matrix). 
From this the following orthogonality relations may be derived 
(Dimmock 1963, Kotsev 1974). 
If D Y is of type I: 
ft ¿G D Y 4 q ^Ы ш * epkVyn ( 2- , 0 a ) 
ft
 g^ G
 D / ( e ) P q ^ ^ , - 1 б р к 6 ч Л л ( 2 - 1 0 Ь ) 
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If D r i s of type I I : 
ft
 6fc
E
c
o
 ΏΎ
™η
οη(ε)
^ w v
+
 \,^6qi^
) (p
 ^
4 ) (2
-
l ia) 
%
 β
 Ï G D*(g)pq D ^ 8 ) k r
 δ γ η
(
ν ν
 - ^ ^ ^ )
 ( p , q ) ( 2. I l b ) 
If 0 Ύ is of type III: 
» 
О 
Τ^ Ι 8-4 D , ( 8 )pq D" ( gV- V V V ^ " ^ (2-,2a) 
E*G„ D Y ( g ) P q
 DT1(
-kil -рк-чГуп jt| -A.% D T S ) _ О'ЧЕ),,, - «„ьб„0«„„ (Ρ * q) (2.12b) 
Here |G| is the order of G; ρ "v. q means 1 i p ^ S y ^ o r - r 1 - * 1 < p,q < dT, 
In equation (2.11) and in the remainder of this paper indices of the 
dy type к + —L should be taken modulo dy. 
It should be noted that the orthogonality relations in this form do 
not hold in general if the UA representations are not on standardform. 
η fi 
The direct product D ® D of two irreducible UA representations 
η ft 
D and D of G i s defined by 
( D a Ä D 6 ) ( g ) i j t k l - D a ( g ) . k Λ ε ) ^ \ / g é C (2.13) 
α ß In general D Ж D is a reducible UA representation of dimension d d ; 
Qt ρ 
ν 
suppose it is equivalent with the direct sum Σ (b m D . Then there 
Y Y 
exists a unitary matrix U with the property 
(Da (gl D 8) (g) U 8 - U Σ φ m DY(g) Vg é G (2.14) 
Y Ύ 
The elements of the matrix U are the Clebsch Gordan coefficients. 
We label the rows of U by the pairs (i,j); i = l,2,..,d ; j » 1,2 d ß 
and the colums of U by the triples (Y.x.k) with m ^ 0; 
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1,2,...,™ and к « 1,2,...d . The Clebsch Gordan coefficients may 
then be denoted by ο Ρ i Ύ,Λ 
i j Ι к I 
Another definition of the Clebsch Gordan coefficients, which is 
easily shown to be completely equivalent with the preceding definition 
is the following. 
Let Τ be a homomorphic mapping from G into the operators on a d d -
α β 
dimensional Hilbert space >t such that T(g) is unitary if g £ G and 
о 
T(g) is antiunitary if g l G ; let {φ?.} (i - l,2,..,,d ;j - l,2,..,d.) 
o ij α ρ 
be an orthonormal basis of H which transforms under Τ according to 
T(g)*JJ - Σ (θ"«? D B ) ( s ) k l t i j Φ 2 V g é G (2.15) 
Then there exists in "K an orthonormal basis {ψ, } (m j* 0 ", 
к γ ' 
τ "1,2 m ; к - 1,2,...,αγ) such that 
T(g) ψ ^ τ - E D Y(g) J l k ф]['
Т
 tfgé-G (2.16) 
I 
The Clebsch Gordan coefficients are then defined by 
•Г-
 £
 f · · 
' i . j ^ ' 
Y , V B 
Since both bases are orthonorraal it follows 
™R '
 α B 
1J
 Y . T . k l ^ : · > ' 
(2.17) 
(2.18) 
Now we define for each γ with m > 0 and for p,q » 1,2 d-j-
Y γ 
the operators Ρ and Q by 
pq pq 
pq 
and 
TÍI .4G » ^ p , « « ) <2·19> 
Qpq * T t | . 4 G e ^ W p , « « ) <^0) 
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ν γ 
If D is of type II or type III Ρ is equal to zero if ρ φ q and 
γ 
Q is equal to zero if ρ 'ν, q. 
pq 
From the definitions the following expressions are derived immediate-
T(g)pJq = E D^ p( g) pY q Ь ε e Go (2.21a) 
T ( S ) Pïq - ^ D k p ( e ) Qkq V g t G 4 Go (2-21b) 
T(e)QÌq " I Dkp(g) Qkq ^ Б е Go (2-21c) 
Τ ( β )
ί
ς
 * J D k p ( g ) P M ^ e G 4 Go (2'21d) 
Using the orthogonality relations one can derive in a straightforward 
way the following expressions: 
If D Y is of type I 
(2.22a) 
(2.22b) 
(2.22c) 
(2.22d) 
if D Y is of type II 
P Y P71 - δ (δ P Y + δ , Ρ Ύ , ) (ρ ^  q) (2.23a) 
Pq rs γη qr ps ^ ^ ^ t s 
Q Y Q11 " δ (δ Ρ Ύ - δ . Ρ Υ , ) (ρ φ q) (2.23b) 
^pq 'rs γη qr ps ^ ^ ^ J 
P L Q! - « <*, Q!. + δ -ι Q Y ^  ) (Ρ ^  q) (2.23c) 
P Y 
pq 
Q Y pq 
P Y 
pq 
Q Y pq 
p n 
rs 
'rs 
i. 
Ρ
η 
rs 
-
-
m 
-
μ δ 
γη qr 
ie δ 
γη qr 
{δ δ 
γη qr 
}δ δ 
γη qr 
Ρ
Υ 
ps 
Ρ
Υ 
ps 
ΐ. 
ís· 
pq rs γη qr ps ¿г _Л^ 
2 ,s 
QY 
pq 
ρ
η 
rs 
« 
δ (δ Q Y • 
γη qr ps 
•
 δ
 j d
v 
q.r-t^ 
Q Y Η ) 
P^.s 
(p * q) (2.23d) 
and finally if D is of type III 
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Ργ
 P n = 6 δ Ρ Υ (ρ ·\, q) (2.24a) 
pq rs γη qr ps ч' 
Q Y Q11 = δ δ Ρ γ (ρ * q) (2.24b) 
> q ^rs γη qr ps w ^ i/ / 
P Î q Q ?s * V q r Q Î s ( P ^ ) (2.24c) 
Q;q
Prs - Vqrís- (P*4) ( 2 · 2 ^ 
From the orthogonality relations and equation (2.16) it follows that 
γ γ γ Τ 
the operators Ρ' and Q act as follows on the basis elements ψ, : 
rs ^rs
 rk 
If η Ύ is of type I 
P r iKn'T - ÍS δ
 ι
φ
Ύ , τ
 (2.25a) 
pq y k γη qk v p 
Q Y ^'τ = J« δ . ψ Ύ · τ , (2.25b) 
4pq r k γη qk rp 
if DY is of type I I 
P L "-Γ'1- β ν „ < 6 „ ν * ΐ , Τ * δ Α ψ γ , Ι > (p ^ q ) (2-26a) 
pq к γη qk ρ ^ Ц х ^ 
^іп *k , T " б п ( а
п
к * п '
Т
-
 δ
 Λ
 ψ Ύ
Ί > ( Ρ Φ ^ ( 2 - 2 6 b ) 
РЧ к γη qk ρ
 q , k 4 x ρ φ 
and if D Y is of type III 
Ρ
Ύ
 ψ ^
, τ
- δ δ , ψ
Υ
·
τ
 (ρ -χ. q) (2.27a) 
pq rk γη qk Tp 
Q Y ψ" 1^- δ ί , ψ Ύ * Τ (ρ Φ q) (2.27b) 
^pq т к γη qk Tp 
1)7 
3. Equations for the Clebsch Gordan coefficients 
Let us consider the matrix elements of P' and 0 Ύ with respect to 
pq pq 
the basis {φ..} . From equation (2.15) it follows 
(•«ϋ· Ρη
α
 •??) - fel Σ DL*8) Í Í Í B ) Dß.(6) \ mn pq ij/ |G| pq mi nj 
8 É G 
and 
( φ 0 0 , QY φ??) - ¿Χ. Ε θ Λ
ε
) D a . (g ) D e . (g ) 
\ y mn* 4 pq yij) |G|
 g ( t G pq
 ь
' т ! 4 6 , 1 nj 6 ' 
(3.1a) 
(3.1b) 
On the other hand, it follows from equation (2.18) that 
φ , Ρ
τ
 φΤ: - Σ Τ ι 
\ mn pq u i
 n > T j k η . > τ . ^ ^ » η 
η τ\/α β η ' τ ' Γ 
' ;/,ι.Γ|»τ 
к
 M i j 
Π
Ύ ...Л 
к
· ;(»:·: •·;,*.;··' ΐ " · 2 · > :Ί 
and 
Using the e q u a t i o n s ( 2 . 2 5 ) , ( 2 . 2 6 ) and ( 2 . 2 7 ) t h i s becomes i f DY i s of 
type I 
mn pq ( ƒ ! . ργ i j У
 T \
r a n
 Ρ ' ^
1
 J 
γ τ\/, α β J γ τ 
q 
( 3 . 3 a ) 
and 
U 0 ß . QY Φ α β \Tran , > q Y i j i Σ 
а В 
γ т а 6 
Ρ À i J 
γ τ ( 3 . 3 b ) 
i f D i s of type I I ^ 
(Φ"β,^ f.*)- J**y^"i* ' α β 
\ mn pq i j /
 T V.
m n
 I Ρ ι j q / _ (m η 
Υ τ Ν' α β 
2 , W J 
Y d ^ 
and (ρ ^ q) ( 3 . 4 a ) 
/ „ R ν Γ,Ά\ (a 6 γ τ\/α β γ τ\ /α β Ι γ τ \Ι α β Ι γ τ \ 
φ
α β
, QY φ??) - £ . . - Σ d, . J ^ ! 
\ mn' > q T i j j
 T V
a n
 Ρ / ^ 1 J q /
 Tl4
m n
 [Р^г / » 1 J ι ч+у^у 
(ρ * q) ( 3 . 4 b ) 
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and if D is of type III 
(φ α 6, Ργ φ?? - Σ , . . \ mn pq rij /
 τ
^ιη η ; ρ y^i j 
γ τ' 
(ρ ^  q) (3.5a) 
and „ . \ 
\ Фтп' 4pq 9ij J
 τ
 \m η | ρ /^ i j 
α β Ι γ τ \ / α β , γ τ ^ 
Ч / (ρ ^ q) (3.5b) 
Let A(r,p,q) and B(Y,p,q) be the matrices of Ρ and Q respect ively 
pq pq 
with respect to the basis {*..}: 
Α(γ,ρ,ς) ·· - 1ФаВ, ΡΎ Φ?? 4 l
'
r , n /
mn,ij V ran pq ij (3.6a) 
mnlij \ mn pq ij/ 
(3.6b) 
Let c(Y,T,k) be column matrix of dimension d d
a
 given by 
ο ρ 
ο β Ι γ τ 
с(у,т,к).. · I . · ι . ij \ι j Ι к (3.7) 
Then the equations (3.3), (3.4) and (3.5) can be written as the 
equations (3.8), (3.9) and (3.10) respectively: 
A(Y,p,q) - i Σ cÍY.T.p) с (y.T.q) 
τ 
B(Y,p,q) - i l C(Y,T,P) c(Y,T,q) 
(3.8a) 
(3.8b) 
A(Y,p,q) - Σ C(Y,T,P) С (Y,T,q)+ Σ c(.y ,τ ,p+jL)c (Y.T.q-bji) 
τ τ 
(ρ -ь q) (3.9а) 
B(Y,p,q) - Σ C(Y,T,P) c(Y,T,q) - Σ c(Y,T,p+^1)c(Y,T,q+^x) 
τ τ 
(ρ φ q) (3.9b) 
A(Y,p,q) - Σ C(Y,T,P) С (Y.x.q) (ρ -ν. q) (3.10a) 
τ 
B(Y,P,q) - Σ C(Y,T,P) c(Y,T,q) (ρ Φ q) (3.10b) 
τ 
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Here с denotes the row matrix which is the transpose of с 
Now we will show that a solution of these equations is indeed a 
unitary matrix of Clebsch Gordan coefficients. The orthogonality 
relations of the Clebsch Gordan coefficients take the form 
I c(Y,T,k) с (Y.T.k) = 1 (3.11) 
Y.T.k 
But from the equations (3.8a), (3.9a) and (3.10a) it follows that 
^ c(Y,T,k) с (γ,τ,к) is the same for each solution, and therefore 
this sum must be equal to the unit matrix, since we know that a 
unitary matrix of Clebsch Gordan coefficients exists. So each solution 
indeed gives a unitary matrix. To show that this unitary matrix is a 
matrix of Clebsch Gordan coefficients we have to prove equation (2.16) 
if equation (2.15) holds and if the basis {ψ7' }is defined by equation 
(2.17) where the coefficients are some solution of the equations (3.8) 
(for the D Y of type I), (3.9) (for the D r of type II) and (3.10) (for 
the D Y of type III). 
From the equations (2.17) and (2.15) it follows that 
/ α В ¡ η τ . 
Ρ
Ύ
 ψ,
η,τ
 - Σ \ · - . JAÍY.P.q) ·· φ". (3.12) 
i,j,m,n \ 
If we substitute for A(Y,p,q) .. the righthandside of equation 
mn, ij 
(3.3a), (3.4a) or (3.5a), take into account the orthogonality relations 
for the coefficients and use equation (2.17) again then we obtain the 
equations (2.25a), (2.26a) and (2.27a) respectively. The equations (2.25b), 
(2.26b) and (2.27b) are derived similarly. 
From the equations (2.25a), (2.26a) and (2.27a) it follows 
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ΡΎ
 ψ
Ύ
·
τ
= αψ
Ύ
'
τ
 ,, ,,^ 
pq q ρ C3.13J 
Υ γ 
where α - J if ο is of type I and a - 1 if D is of type II or of type III. 
If we apply T(g) on both sides of this equation for g 4: G it follows 
from equation (2.21a) that 
1<P
 (8> Р И ^ , Т = " T(6>*; , T (3.14) 
and using equation (3.13) we obtain equation (2.16) for g è G . 
From the equations (2.25b), (2.26b) and (2.27b) it follows 
< „ *I ' T • αΨΐ' τ ( 3 · 1 5 > 
pq я Ρ 
Applying T(g) on both sides of this equation for g é G4G we again 
obtain equation (3.14), and thus equation (2.16), by using equation 
(2.2ld). 
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4. Solution of the equations 
In this section we will give a method for solving the equations 
(3.8), (3.9) and (3.10). Let us start with equation (3.8). Since here 
D is of type I it follows from the equations (2.22) and (3.6) that 
A(Y,p,q) Α(γ,Γ,3) - Jfi Α(γ,ρ,5) (4.1a) 
B(Y,P,q) В (Y.r.s) - Jfi A(
r
,p,s) (A.lb) 
A(Y,p,q) B(Y,r,s) - J« B(Y,p,s) (4.1c) 
B(Y,P,q) A (y.r.s) - J« D(Y,p,s) (4.Id) 
γ-f γ γ·|-
Moreover, since Ρ » Ρ and Q • Q xt follows from equation (3.6) pq qp "'pq ^qp 
that 
A (Y.p.q) = A(Y,q,p) (4.2a) 
Τ (Y.p.q) - B(Y,q.p) (4.2b) 
Since we know that the solutions of equation (3.8) obey the orthogonality 
relations it follows that these solutions also satisfy 
AÍY.p.q) с (γ,т.к.) - i« ο(γ,τ,ρ) (4.3a) 
Β(γ,ρ,ς) c*(Y,T,k) - je C ( Y , T , P ) (4.3b) 
and, with ρ » q - к 
A(Y,k,k) с (γ,τ,к) - 1 с(
У
,т,к) (4.4а) 
B(Y,k,k) c*(Y,T,k) - 1 c(Y,T,k) (4.4b) 
Suppose we have found m orthonormal solutions c(Y,T,k) (τ » 1,2,...m ) 
of equation (4.4) for some fixed value of k, then it follows from 
equation (4.3a) that for ρ ¿ к the vectors с(γ,τ,ρ) are given by 
C ( Y , T . P ) - 2A(Y,p,k) c(Y,T,k) (4.5) 
« · · γ * We will show that equation (3.8) is then satisfied. Since 2P' is 
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a projection operator which projects on a subspace of dimension m (see 
equation (2.25a)) the matrix А(у,к,к) has exactly m independent eigen­
vectors with eigenvalue } and the other independent eigenvectors have 
all eigenvalue 0. Since we supposed we found m orthogonal eigenvectors 
с(у,т,к) (τ • 1,2,...,m )' with eigenvalue J this set may be extended 
with eigenvectors with eigenvalue 0 to an orthonormal basis of eigen­
vectors of А(у,к,к). The relation 
> 
A(Y,k,k) - i Ζ c(Y,t,k) с (γ,τΛ) (4.6a) 
χ 
is now proved by verifying that both sides give the same result if they 
are applied to this orthonormal set of eigenvectors. 
In the same way the relation 
B(Y.k,k) - i Σ c(Y,T,k) с (γ,τ,к) (4.6b) 
τ 
is proved, using the complex conjugates of the orthonormal set of 
eigenvectors. Equation (3.8) may now be derived immediately from the 
equations (4.5), (4.6), (4.1) and (4.2). 
So the problem of solving equation (3.8) is reduced to the problem 
of finding m orthonormal vectors с(у,т,к) (τ » I,2,...m ) which 
satisfy equation (4.4). 
Let ψ be a non-zero column of А(у,к,к), say the mn-th column: 
ψ.. - A(Y,k,k).. (4.7) 
ij ij,mn 
Note that ψ ψ » jA(Y,k,k) , which means that a column of А(у,к,к) 
mn,nin 
is non-zero if and only if the diagonal term of this column is non-zero. 
Let φ be the mn-th column of В(у,к,к): 
φ . - B(Y,k,k) (4.8) 
ij ij,mn 
We obtain immediately from equation (4.1) that 
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АСу.к.Юф = J ψ (4.9a) 
А(у,к,к)ф - J φ (4.9b) 
ΒίγΛ,ΙΟψ* = J φ (4.9c) 
В(у,к,к)ф* - J ψ (4.9d) 
If А(у,к,к) is not equal to - В(у,к,к) then ψ+φ is 
mn,mn mn,mn 
non-zero and satisfies equation (4.4). So after normalising this 
vector we may define it to be с С у . І Д ) : 
c(Y,l,k) • ¡Ü-Í-4 г (4.10) 
(AÍY.k.k) + jB^ÍT.k.k) + jB(Y.k,k)mri } ! 
mn,mn mn « mn mn,mn 
If it happens that А(у,к,к) = - BÍY.ktk.) then the vector 
mn,mn mnfmn 
ΐ(ψ-φ) is non-zero and satisfies equation (4.4); so then we may take 
с(у,1,к) equal to this vector after normalising it: 
c(ï.l.k) - ί ( ψ - φ ) . (4.1.) 
í 2 A ( Y
»
k
'
k>mn,mn } ! 
If m T > 2 we define Л'(уЛ,к) and B'(Y.k.,k) by 
A'ÍY.k.k) - A(Y,k,k) - J с(т,],к) с (y.l.k) (4.12а) 
B'ÍY.k.k) = B(Y,k,k) - } c(Y,l,k) ^(Y.l.k) (4.12b) 
It is easy to check that the equations (4.1) and (4.2) (with p,q,r and s 
all equal to k) hold as well for А'(у,к,к) and B'ÍY.k.k). 
Therefore we obtain in the same way as above a normalised vector 
с(у,2,к) which satisfies 
A'iï.k.k) c(Y,2,k) = i c(Y,2,k) (4.13a) 
B'ÍY.k.k) c*(Y,2,k) - J c(Y,2,k) (4.13b) 
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Now since 
A(Y,k,k) A'CY.k.k) - i A'(Y,k,k) (A.14) 
and 
B(Y,k,k) B' (y.k.k) - | A'ÍY.k.k) (4.15) 
we obtain from equation (4.13a) 
А(у,к,к) c(Y,2,k) - J c(y,2,V.) (4.16a) 
and from equation (4.13b) 
B(Y,k,k) c^(Y,2,k) - J c(Y,2,k) (4.16b) 
If we apply both sides of equation (4.12a) to the vector c(Y,2,k) we 
find с (γ,I»к) c(Y,2,k) • 0; so c(Y,ltk) and c(Y,2,k) are orthogonal. 
Thus we have shown that the vector c(Y,2,k) satisfies all requirements. 
It is obvious that if m > 3 we may proceed in this way until m 
orthonormal vectors satisfying equation (4.4) are obtained. 
Let us now consider equation (3.9). Note that we only have to 
consider equation (3.9a) for p,q < -r-2 and equation (3.9b) for ρ < y 1 
and q » -ri. Let us define the vectors ¿(γ,τ,ρ) for τ = 1,2 2m and 
ρ - 1,2,..., |l by 
d(Y,T,p) - C(Y,T,P) 1 < τ < т^ (4.17a) 
ο(γ,τ,ρ) = с(
У
,т-пур+!*-) πι
γ
 < τ < 2m^ (4.17b) 
This definition only implies a different labeling of the vectors 
dv C( Y , T , P ) . Equation (3.9a), for p,q < y1· now becomes 
2m 
У ~^ 
A(Y,p,q) - Σ «Ηγ,τ,ρ) d (γ,τ,ς) (4.18a) 
τ=1 
and equation (3.9b), for ρ < у1· and q > -z3- becomes 
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m . m . 
γ ^ α γ _ α 
B(Y,P,q) - Σ d(Y,T,p) d(Y,T+m .q-yí-)- Σ α(γ,τ+πι ,ρ)ά(γ,τ ,q— ' -) 
T^ l Ύ τ=1 Ύ 
which may be written as 
2m 
У 
C(Y,p,q) - Σ ε(τ) α(γ,τ,ρ) d(Y,T+m ,q) (4.18b) 
τ = 1 Ύ 
d 
where p,q < -γ- , CCy.p.q) is defined by 
d 
CÍY.p.q) - BÍY.p.q+y!-), (4.19) 
ε(τ) is defined by 
( 1 if 1 < τ < m f/ trw 
εκτ
' 1-1 if m < τ < 2m 
Ι γ - γ 
and τ+m should be read as τ+m (mod 2m ). 
Ύ Г Y 
So equation (3.9) has been rewritten as equation (4.18), with the 
definitions of the equations (4.17), (4.19) and (4.20), and the 
d 
parameters p,q now run from 1 until y1- . 
From the equations (2.23), (3.6) and (4.19) and the fact that 
0 Ύ - -QY d d and P Y » ΡΎ d d if D Y is of type II it 
p q
 n
, > •. У pq
 n+
jr.
 П+
-Л. 
d 
V 
follows that for p,q,r,s < -y-
A(Y,p,q) A(Y,r,s) - б Λ(γ,ρ,5) (4.21a) 
C(Y,P,q) C^Y.r.s) - -δ A(Y,p,s) (4.21b) 
A(Y,p,q) C(Y,r,s) - δ C(Y,P,S) (4.21c) 
C(Y,p,q) A (Y,r,s) - δ C(Y,P,S) (4.21d) 
vf Υ Ύ+ Y 
Moreover, since Ρ • Ρ and Q » Q it follows from the equations pq qp pq ЯР 
(3.6) and (4.19) that 
A (Y.p.q) » A(Y,q,p) (4.22a) 
С (Y.P.q) - -CÍY.q.p) (4.22b) 
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Since we know that the solutions of equation (ή.18) satisfy the 
orthogonality relations it follows that these solutions also satisfy 
Α(γ,ρ,ς) d(Y,T,k) - δ α(γ,τ,ρ) (4.23a) 
C(Y,p,q) d (у.т.к) - 6 с(т+т ) d(Y,T+m ,p) (4.23b) 
qK γ γ 
and, with p=q»k 
A(Y,k,k) d(Y,T,k) - d(YPT,k) (4.24a) 
A 
C(Y,k,k) d (Y,T,k) - е(т+т ) α(γ,τ+πι ,k) (4.24b) 
Suppose we found 2m orthonormal solutions d(Y,T,k) (τ = 1,2,...2m ) 
of equation (4.24) for some fixed value of k, then it follows from 
equation (4.23a) that for p^k the vectors d(Y,T,p) are given by 
d(Y,T,p) - A(Y,p,k) d(Y,T,k) (4.25) 
These vectors satisfy equation (4.18) as may be verified immediately, 
Y * » · 
noting that Ρ , is a projection operator which projects on a subspace 
of dimension 2m (see equation (2.26a)) and reasoning along the same 
lines as above where we derived equation (3.8) from the equations 
(4.4) and (4.5). 
So the problem of solving equation (4.18) is reduced to the 
problem of finding 2m orthonormal vectors d(Y,T,k) (τ • 1,2,..,2m ) 
which satisfy equation (4.24). This can be done as follows. 
Let ψ be a non-zero column of A(Y,k,k), say the mn-th column: 
ψ . - A(Y,k,k) . (4.26) 
ij ij ,mn 
and let Φ be the mn-th column of C(Y,k,k): 
φ.. - C(Y,k,k).. (4.27) 
ij ij .ran 
Then the following properties may be derived immediately from the 
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equations (Α.21) and (Α.22): 
А(у,к,к)ф - ψ (А.28а) 
А(у,к,к)ф = φ (A.28b) 
С(у,к,к)ф - φ (А.28с) 
С(г,к,к)ф =• -ψ (A.28d) 
ψ ψ = φ φ - A(Y,k,k)„ „ (Α.28e) 
Ψ Φ = 0 (A.28f) 
Therefore we may define 
dCy.l.W " (A.29a) 
{A(Y,k,k) }
J 
ШП |ШП 
and 
d(Y,m + l,k) - 2 r ; (A.29b) 
Ύ
 {А(т,к,к) } ! 
mn
 f mn 
these vectors are orthonormal and satisfy equation (A.2A). 
If m > 2 we define A'Cï.k.k) and C'Cy.k.k) by 
* ~* 
Α · ( γ Λ Λ ) = Aíy.k.k) - d(Y,l,k) d (γ,ΙΛ)- d(Y,mY+l,k)d (у.пуН.к) 
(A.30a) 
C'ÍY.k.k) - C(Y,k,k) - d(Y,l,k) d (γ,πΐ
γ
+1Λ)+ α(γ,ιη
γ
+1 ,k)d(Y,l ,k) 
(A.30b) 
It is easy to check that the equations (A.21) and (A.22) (with p,q,r 
and s all equal to k) hold as well for А'(тД,к) and C'CïA.k). 
Therefore we obtain in the same way as above two orthonormal vectors 
d(.y,2,V.) and d(Y,m +2,k) which satisfy 
A'CY.k.k) d(Y,2,k) - d(Y,2tk) (A.31a) 
A'ÍY.k.k) d(Y,mY+2,k) = d(y,m^2,Vi) (A.31b) 
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C'(Y,k,k) d (γ,2,10 = -d(Y,m+2,k) (4.31c) 
C'(Y,k,k) d (γ,m +2,к) - ¿(γ,2,к) (4.31d) 
Now since 
А(гА.к) A'ÍY.k.k) - A'ÍY.k.k) (4.32a) 
and 
C(Y,k,k) С (Y,k,k) --A'ÍY.k.k) (4.32b) 
we obtain from equation (4.31) 
A(Y,k,k) d(Y,2,k) = d(Y,2,k) (4.33a) 
A(Y,k,k) d(Y,mY+2,k) = d(Y,m +2,k) (4.33b) 
C(Y,k,k) d (Y,mY+2,k) - d(Y,2,k) (4.33c) 
C(Y,k,k) d (Y,2,k) - d(Y>mY+2,k) (4.33d) 
Since A'(Y,k,k) d(Y,2,k) - A(Y,k,k) d(Y,2,k) equation (4.30a) gives 
(dÍY.l.k) d (Y.l.k) - d(Y,iyHfk) d(Y,m +l,k} d(Y,2,k) - 0. 
By multiplying on the left with d (γ,ΙΛ) we find, since 
d (Y.l.k) d(Y,l,k) - 1 and d (Y.l.k) d(Y,m +l,k) - 0, that 
d (Y,l,k) d(Y,2,k) - 0; so d(Y,l,k) and d(Y,2,k) are orthogonal. 
In the same way we may show that d(Y,l,k), d(Y,2,k), d(Y,m +1,k) 
and d(Y
>
m
 +2,k) are orthonormal vectors. 
Thus we indeed obtained correct solutions d(Y,2,k) and d(Y,m +2,k). 
It is obvious that if m > 3 we may proceed in this way until 2m 
orthonormal vectors satisfying equation (4.24) are obtained. The 
solutions C(Y,T,P) of equation (3.9) are then given by the equations 
(4.25) and (4.17). 
Let us finally consider equation (3.10). Since here D is of 
type III it follows from the equations (2.24) and (3.6) that 
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Α(γ,ρ,ς) A(Y,r,s) - S A(Y,P,S) (ρ -ν q) (4.34a) 
B(Y,P,q) B*(Y,r,s) - 6 A(Y,p,s) (p i q) (4.34b) 
A(Y,p,q) B(Y,r,s) - 6 B(Y,p,s) (p -v- q) (4.34c) 
B(Y,P,q) A (Y.r.s) - δ B(Y,p,s) (p i q) (4.34d) 
Moreover, since Ρ « P Y and QY - 0 Ύ it follows from equation (3.6) pq qp > q Vjp 
that 
A (Y.p.q) - AÍY.q.p) (4.35a) 
В (Y.p.q) - B(Y,q,p) (4.35b) 
Since we know that the solutions of equation (3.10) satisfy the 
orthogonality relations it follows that these solutions also satisfy 
A(Y,p,q) c(Y,T,k) » 5 C(Y,T,P) (p -v. q) (4.36a) 
B(Y,P,q) cX(Y,T,k) - б C(Y,T,P) (ρ Φ q) (4.36b) 
and, with ρ = q - к 
A(Y,k,k) c(Y,T,k) = c(Y,T,k) (4.37) 
Suppose we have found m orthonormal solutions с(γ,τ,к) (τ » 1,2 m ) 
У Y 
of equation (4.37) for some fixed value of к then it follows from 
equation (4.36) that for ρ ι* к the vectors C ( Y , T , P ) are given by 
C ( Y , T , P ) - A(Y,p,k) c(Y,T,k) (4.38a) 
if ρ ^ k, and by 
C ( Y , T , P ) - B(Y,p,k) c*(Y,T,k) (4.38b) 
if ρ Φ к. 
As in the preceding cases we can show that equation (3.10) is then 
satisfied. So the problem of solving equation (3.10) is reduced to the 
problem of finding m orthonormal vectors c(Y,T,k) (τ • 1,2,...,m ) 
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which satisfy equation (4.37). 
But this problem is exactly the same as the corresponding problem 
for unitary representations of non-magnetic groups (van den Broek and 
Cornwell (1978)), the solution being as follows: let ψ be a non-zero 
column of А(у,к,к), say the mn-th column. Then 
c(Y,l,k) - * , (A.39). 
{A(Y,k,k) }* 
mn,mn 
Define ( i f m > 2) 
Ύ -
АЧгЛ.Ю - A(Y,k,k) - c ( Y > l , k ) 2* (γ, I,к) (4.40) 
and take c(Y,2,k) equal to a normalised column of A'iy.k.k). 
In this way one may proceed until m orthonormal solutions с(у,т,к) 
(τ = 1,2,...,m ) of equation (4.37) are obtained. 
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5. Summary of the method 
The decomposition of the Kronecker product and the notation of the 
Clebsch Gordan coefficients is given in equation (2.14) and the lines 
γ 
below. For each D appearing in the deconposition the Clebsch Gordan 
coefficients are calculated separately, the method depending on the type 
of D Y. 
Suppose D is of type I. We may choose k»l and we calculate the 
matrices А(у,р,к) and Β(γ,ρ^) for l£p<d from the equations (3.1) and 
(3.6). The Clebsch Gordan coefficients are written as column matrices 
with equation (3.7). We choose a diagonal element А(у,к,к) which 
τηη,ιπη 
is not equal to zero. If A(v tk,k) is not equal to -B(v,k,k) then 
τηη,ιηη mn 
с(у,1,к) is given by the equations (4.10), (4.7) and (4.8) and otherwise 
by the equations (4.11), (4.7) and (4.8). If m >2 then Α ' ( γ Λ Λ ) and 
В'СтД.к.) are obtained with equation (4.12) and from these matrices 
с(у,2,к) is obtained in the same way as с(у,1,к) was obtained from 
А(у,к,к) and В(у,к,к). This procedure is continued until с(у,т,к) is known 
for I<.T<m . The remaining Clebsch Gordan coefficients are given by 
equation (4.5). 
Suppose D is of type II. We may choose k=l and we calculate the 
d 
matrices А(у,р,к) and С(у,р,к) for ISpSy1- from the equations (3.1), (3.6) 
and (4.19). The Clebsch Gordan coefficients are written as column matrices 
with the equations (3.7) and (4.17). We choose a diagonal element 
А(у,к,к) which is not equal to zero. Then d(Y,l,k) is given by the 
mn,mn 
equations (4.29a) and (4.26); ¿(γ,m +l,k) is given by the equations 
(4.29b) and (4.27). If m >2 then А ' ( г Д , Ю and C'ÍY.k.k) are obtained 
with equation (4.30) and from these matrices we obtain d(Y,2,k) and 
d(Y,m +2,k) in the same way as we obtained d(Y,l,k) and d(Y,m +l,k) from 
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from А(г,к,к.) and C(r,k,k). This procedure is continued until d(Y,T,k) 
is known for l<T<2m . The remaining Clebsch Gordan coefficients are 
- -
 γ 
given by equation (4.25). 
Suppose D is of type III. We may choose k»l and we calculate the 
matrices А(у,р,к) and В(у,р,к) for l<p<d from the equations (3.1) and 
(3.6). The Clebsch Gordan coefficients are written as column matrices 
with equation (3.7). We choose a diagonal element А( ,к,к) which 
mn
 #mn 
is not equal to zero. Then с(у,1,к) is given by the equations (4.39) 
and (4.26). If m >2 then А'(у,к,к) is obtained with equation (4.40) and 
we obtain с(у,2,к) from A'ÍY.k.k) in the same way as we obtained 
C(YI1»10 from A(Y,k,k). This procedure is continued until ΰίγ,τ,Μ is 
known for ]<T<m . The remaining Clebsch Gordan coefficients are given 
" "
 Ύ
 d d 
by equation (4.38a) for 2<p< -^- and by equation (4.38b) for -j1- <p<d . 
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6. The Wigner Eckart theorem for finite magnetic groups 
The Wigner Eckart theorem has been generalised for UA represen­
tations of finite magnetic groups by Aviran and Zak (1968). Here we 
will give a derivation of the Wigner Eckart theorem which brings to 
light the close connection with the lemma of Schur. 
a 
Let Τ be a UA representation in a Hilbert space Η and let {φ.} 
(i » 1, ..,d.)and {φ.} (j » l,..,d ) be orthonormal sets of 
ρ J У 
elements of Η which transform under Τ according to the irreducible 
β ν UA representations D and D of G: 
T(g)i? - Ζ θξ.(8) φξ \/ <¿ G (5.1) 
j J 
and similarly for {φ!}. Let 0 be an irreducible tensor operator 
transforming under Τ according to the irreducible UA representation 
D a of G: 
T(g) θ£ T(g) ' ж Σ D^ k (g) θ£ Vg e G (5.2) 
We assume that the sets {i.}, {Φ.} and {0, } have been chosen in such 
ι j к 
a way that D , D and D are the fixed representatives of their 
equivalence classes (which is always possible). 
The elements 0. φ. transform according to D Q£ D 
T(g) 0^ φ? - t (Da ö ü \ M j θ£ φ£ tfgCG (5.3) 
If D # D is equivalent with the direct sum Ζ m D then the 
<3> Ά 
elements ψ ' (m f 0; τ - 1,2,...m , ρ • l,..d ), defined by 
ρ Л π η 
ψ
η
'
τ
« Ζ 
Ρ
 i.j 
/ α β Ι η τ\ „ 
. . 0° φ? (5.4) 
\ ι J Ι Ρ / ι J 
where the I . . I are the Clebsch Gordan coefficients, transform 
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according to 
T(g) ψ^'1- t η^(8)ψ η· τ 
qp 
Vg t G (5.5) 
We are interested in the matrix elements (φ, , 0. φ.). 
к ι j 
We have 
<> °i •;> Σ 
η,τ,ρ 
α В 
i j 
Π τ 
Ρ 
< « > 
Define the matrix U by U, - (Φ^ψ 1 1* 1) 
kp к ρ 
One verifies immediately that 
(5.6) 
DY(g) U g - U 0 η(
ε
) g (5.7) 
Therefore, if γ ^ η, U is equal to the zero matrix (Dimnock 1963); 
if γ " η then from the generalised lemma of Schur it follows that U 
has the form of the equation (2.9). 
From equation (5.6) it follows that the Wigner Eckart theorem now 
reads as follows: 
if D is of type I then 
(Φ, '. <,?•?) - 4 ° ' I : I M O 
: i j τ Vi j ' k J γ 
(5.8) 
where λ (τ) are real numbers which do not depend on i,j and k; 
if D is of type II then 
(•I. oB Φ') - Е ( а ß 
^ к ' ι
 Y j ' τ^ι j 
Ύ τ 
α ΒΙ γ τ 
, /λ (τ)+ Ι . . j . ^  d У и (τ) 
к / γ ν τ \ ι j | к«· γ/ γ 4 (5.9а) 
if к < _γ , and 
2 
«J. of •;, - г - β 
Ai J 
\ * ' 1 \* 
λ (τ)- . . . d ) μ (τ) 
Υ
4
 τ ^ r j | к- γ / γ (5.9b) 
if γ < к < d , where λ (τ) and μ (τ) are complex numbers which 
γ- ~ У У У 
¿о not depend on i,j and к; 
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i f DY i s of type I I I then 
ν β α Σ ί
β β
 1 γ Λ 
( < · 0 ? * ? - ; u jl к Ι\ω (5-,0а) 
if к < γ , and 
if γ < к < d , where λ (τ) are complex numbers which do not depend 
2 Ύ Ύ 
on i, j and к. 
Since the generalised leitma of Schur does not hold in general if the 
irreducible UA representations are not on standard form the Wigner 
Eckart theorem as formulated above will also not be valid in general 
for irreducible UA representations which are not on standard form. 
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STELLINGEN 
I 
Boyle en Green bepalen de karakters van de projectieve representaties 
van de kristallografi sehe puntgroepen met een methode die veel omslach-
tiger is dan die welke andere auteurs eerder voor hetzelfde doel hebben 
gebruikt. Als motivatie voeren zij aan dat de methode van de andere 
auteurs dubbelzinnigheden bevat en dat in hun resultaten fouten voor-
komen. Dat is niet waar. 
L.L. Boyle en K.F. Green, Phil.Trans.Roy.Soc. 
London A288, 237 (1978) 
II 
Laat D een irreducibele PUA representatie zijn van een eindige groep 
G met betrekking tot de subgroup G . Laat M een matrix zijn en M de 
getransponeerde van M. Indien 
MD(g) = D(g)M Vg 6 G 
o 
en 
MD(g) = D(g)M V g £ G4G 
o 
dan is M een veelvoud van de eenheidsmatrix. 
III 
Voorzetsels en lidwoorden die deel uitmaken van geslachtsnamen dienen 
in het telefoonboek voluit te worden vermeld. 
IV 
De uitdrukking die Rudra vindt voor het inproduct van twee verschillen-
de vectoren van een set vectoren die transformeren onder een groep G 
als basisvectoren van een irreducibele UA representatie van G van type 
II is gelijk aan nul. 
P. Rudra, J.Math.Phys. _15_· 2 0 3 1 ('974) 
(formule (20)) 
V 
De methode van Berenson en Birman voor het berekenen van Clebsch 
Gordan coëfficiënten is, voor het geval er sprake is van multiplici-
teiten groter dan I, onjuist. 
R. Berenson en J.L. Birman, J.Math.Phys. 16, 
227 (1975) 
VI 
Het verdient aanbeveling om na te gaan welke rol de groepentheoretische 
aanpak van spin rooster systemen, zoals beschreven in het boek van 
Gruber, Hintermann en Merlini, kan spelen in de renormalisatietheorie. 
С. Gruber, Α. Hintermann, D. Merlini: Group 
analysis of classical lattice systems. Lecture 
Notes in Physics 60, Springer-Verlag, 1977 
VII 
Het is zinvol de door Hoogland gegeven definities van de begrippen ijk-
equivalentie en locaal werkende representatie zodanig te wijzigen dat 
de speciale rol die in deze definities wordt gespeeld door de plaats-
observabele wordt gespeeld door een volledige set compatibele observabelen. 
H. Hoogland: On local and global equivalence of 
wave functions in quantum mechanics, Proefschrift, 
Nijmegen, 1977. 
Vili 
Bij de overwegingen die de overheid of overheidsinstellingen hanteren 
bij het al dan niet scheppen van nieuwe of instandhouden van bestaande 
arbeidsplaatsen dient een grotere plaats dan tot nu toe te worden in-
genomen door de effecten die de te nemen maatregelen zullen hebben op 
de uitgaven voor de sociale voorzieningen. 
IX 
Het is gewenst om, ter voorkoming van misverstanden, het gebruik van 
zogenaamde "dubbele groepen" te vermijden. Dit is mogelijk door in 
plaats van representaties van een "dubbele groep" projectieve repre-
sentaties van de corresponderende "enkele groep" te beschouwen. 
X 
Het is aan twijfel onderhevig of de vergelijkingen van Rudra en Sikdar 
voor de Clebsch Gordan coëfficiënten van de Shubnikov ruimtegroepen 
beantwoorden aan het doel waarvoor ze zijn opgesteld. 
P. Rudra en M.K. Sikdar, J.Math.Phys. Γ7' 4 6 3 
(1976) 
XI 
De door Araki en Woods gegeven toestanden van het oneindige vrije 
Bosegas voldoen dan en slechts dan aan de Kubo-Martin-Schwinger 
conditie als de impulsverdeling van het gas de Bose-Einstein verdeling 
is. 
H. Araki en E.J. Woods, J.Math.Phys. 4_, 637 
(1963) 
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