Monte Carlo model has been developed using the GEANT code for calculation of the full energy peak efficiency of a HPGe detector operating in the Slovak Institute of Metrology. The model has been used for calculation of the HPGe detector efficiency for gamma-spectrometry measurements associated with the development of a national radon standard. The detector model was validated by comparison of simulated efficiencies with measured experimental values for point sources and for 450 mL Marinelli beaker. A reasonable, up to 5% agreement between the simulated and experimental results was achieved in the energy range from 100 to 1800 keV.
Introduction
Germanium detectors have proved in last decades to be excellent tools for gamma-spectrometry. High purity germanium (HPGe) detectors are widely used for analysis of radionuclides in all kind of samples, where high efficiency, superior energy resolution and low background are needed. To suppress the radiation from outside of the detector, like cosmic rays, 222 Rn daughters and radionuclides in the close neighbourhood, the HPGe detector is surrounded by shielding materials, e.g. by low activity lead, copper and iron. Identification of radionuclides requires energy calibration and for determination of activity concentrations, a full energy peak efficiency (FEPE) calibration is needed.
The FEPE is a complex function characterized by the Ge detector (its dimensions and composition) and measurement conditions (composition and geometry of the source). There are several methods used for determination of FEPE, based on the energy of emitted gamma-rays and the sample geometry. They can be realised by measurement of a "radionuclide standard" of similar geometry and gamma-ray energies as a studied sample, usually referred as a relative method [1] . Another solution is to use a commercially available software, e.g. ANGLE [2] or LabSOCS [3] , which adopt semi-empirical approach combining advantages of both the absolute (detector characterization by Monte Carlo) and the relative (experimental comparison with known source) methods. For volumetric samples, calculations of the solid angle and attenuation coefficients in sample constitute special problems, because accuracy in its determination affects accuracy of the efficiency measurements [4, 5] .
When detailed information about detector composition and geometry is available, absolute methods involving Monte Carlo (MC) simulation can be used. Nowadays, there are several packages enabling tracking of gamma-rays from the source to the detector. Most commonly used simulation methods for Ge detector efficiency determination are based on MCNPX (developed at the Los Alamos National Laboratory [6] ) or on GEANT (developed at CERN [7] ) software packages. The advantage of the Monte Carlo techniques represents a quick FEPE calculation for any new geometry or matrix without a need of using additional standards. Many authors published results of MC calculations using different codes and statistical techniques [8] [9] [10] [11] [12] [13] [14] [15] .
However, not all the data and detector dimensions are available from the manufacturer (a good example is the thickness of the dead layer [16] [17] [18] ), and not rarely the nominal values supplied by the manufacturer does not provide sufficient FEPE precision when simulated by MC codes [19] [20] [21] . Therefore, many laboratories used different imaging methods, i.e. computer tomography (CT), X-ray or gamma-ray radiography to verify inner structure and dimensions of detectors [16, 17, 19, 20, [22] [23] [24] [25] . Round edge of the Ge crystal can have 5-10% effect on the FEPE, particularly for gamma-ray energies below 100 keV [15] .
Beside unknown geometry, the thickness of the so-called "dead layer" (DL) is another unknown parameter, that affects the FEPE, especially in the low energy region below 100 keV. This is severe for p-type detectors, while for n-type the thickness of the outer dead layer is much thinner and does not introduce big modification to geometry of the detector. The DL is formed by the diffusion of contact material, usually lithium atoms, into the germanium crystal, however, it cannot be simply identified as a depth of the Li-diffused layer. It is described as a layer consisting of the actual DL (charge collection efficiency is zero) and the partially active layer, or the effective DL (zone of the low charge collection efficiency) [26] . The thickness of this region depends on the Ge detector impurity level and diode production process; therefore, it can be different for each detector (depending on p-or n-type configuration), and many authors have studied the influence of the DL thickness on the FEPE [14, 17, 18, 22, [27] [28] [29] [30] [31] . The DL thickness is usually determined from MC simulations by varying the thickness in the model and optimizing with corresponding efficiency calibration measured with point sources. Therefore, an average DL thickness is usually determined as an input parameter in the MC code. Andreotti et al. [27] used a more detailed approach, when the dead layer across the detector surface was divided into finegrained topography. An automated scanning set-up allowed the implementation of DL variations into the model, and the effect of the non-uniformity of the DL was estimated to be in the order of 10% or more. Another relative reduction in efficiency depends linearly on the thickening of the DL with the operating time of the detector, and it can reach up to 18% after 13 years [32] . The increase of the DL thickness results in bigger shielding effect of DL which decreases the active volume of the Ge detector.
The Department of Ionizing Radiation in the Slovak Institute of Metrology operates a coaxial p-type HPGe detector (Canberra, model GC3020) with aluminium cryostat, that will be used for determination of 222 Rn in the secondary national radon standard by measuring radon decay products. For these measurements, the use of non-standard geometry of Marinelli beaker is planned and therefore efficiency calibration of the detection system is needed. The aim of the present work has been the development of the GEANT code for MC simulation of the detector response and determination of FEPE for calibration sources which will be used at the Slovak Metrological Institute (SIM) for calibration of the national radon standard.
Experimental
GEANT toolkit was developed for high-energy physics at CERN, but nowadays its successful applications include also other fields of science, like nuclear and accelerator physics, as well as medical and space sciences. It includes a wide range of functionality from event tracking, geometry, different physics models, as well as for registration of the hits [7] . As we used for efficiency calibration of HPGe detectors in our laboratory GEANT 3.21 code [33] , it was natural to use for immediate applications at SIM this version as well. For example, we studied in detail a HPGe detector efficiency calibration using GEANT 3 version for large volume samples of irregular shapes (e.g. for analysis of meteorites) with very good agreement between the simulated and measured results [34] . Our recent simulations of HPGe efficiencies with new GEANT 4 version also showed that results obtained by both packages have been in good agreement. A comparison of recent results obtained by GEANT 3 and GEANT 4 tools for efficiency calibration of HPGe detectors is presented in [35] .
To simulate the FEPE, a MC model of the p-type HPGe detector (Canberra GC3020) with the relative efficiency of 30% and energy resolution of 2.0 keV at the 1332.5 keV gamma-rays of 60 Co has been developed. The detector is placed inside a cylindrical shield made dominantly from 15 cm of lead. The cross-section of the shielding and the detector geometry is shown in Fig. 1 .
For the FEPE calculations, knowledge of the inner detector structure and geometry is crucial, however the manufacturer often does not share the know-how of the detector structure and composition, only basic characteristics are usually available. The known dimensions provided by manufacturer and dimensions extrapolated from the model of the detector are summarized in Table 1 . Information about the inner structure of electrodes and crystal position within the detector endcap is sometimes known from the manufacturer, and several papers described the detector structure [36, 37] .
Based on this knowledge, the MC of the GC3020 detector was constructed, and the cross-section of the used geometry is presented in Fig. 1 . The thickness of the dead layer between the electrode contacts and the Ge crystal was chosen to be 1 mm (in advance of optimization using experimental data). The number of simulated events was chosen in the order of several millions with the aim to obtain the statistical uncertainty of the simulated efficiency below 1%.
The used thicknesses of the dead layers in the model were estimated from the comparison of simulated and experimental efficiency calculated from the measurement of radioactive sources (etalons) with known activity. Marinelli beaker geometry and three distances of the point sources from the detector were used for this estimation. For the 0.7 cm distance, only monoenergetic sources ( 241 Am, 139 Ce, 137 Cs, 54 Mn and 65 Zn) were considered, to exclude the summing effects of the cascade gamma-emitters. The 16 cm and 31 cm distance of point sources were chosen for the distant geometry, and experimental efficiencies of 129 I, 241 Am, 133 Ba, 57 Co, 139 Ce, 134 Cs, 152 Eu, 54 Mn, 88 Y, 65 Zn, 60 Co and 22 Na were used for comparison with simulated data. During the simulation, the shape of the real point source (a small disc) was neglected and gamma-rays were generated in an ideal point. MBSS (Marinelli Beaker Spectrometry Standard) type 530G produced by Czech Metrology Institute from silica rubber was used as the source for Marinelli geometry. It contains 450 mL of a sample with a height of 8.25 cm and a density of 0.98 g/cm 3 . During the measurement of MBSS, only 241 Am and 137 Cs were detectable from the original spikes. Areas under characteristic energy peaks were used for FEPE calculations in each geometry.
Since the precise thicknesses and compositions of all layers around the detector can vary from the dimensions provided by the manufacturer, the thickness of the DL was used for correction of the efficiency for these unknown parameters. The DL was divided into three parts-DL at the front of the crystal, at the side of the crystal and around the hole for the central contact (see Fig. 1 ). Each part was optimized separately, because different thicknesses of layers were expected and unknown layers of materials could be present, which would absorb gamma-rays before entering the Ge crystal.
For the optimization of the DL at the front of the crystal, point sources with low energy gamma-rays were used from 0.7 and 16 cm distance. Left figure in Fig. 2 shows the simulation results of 59 keV gamma-rays with the geometry of the detector. As can be seen, the low energy quanta do not penetrate deeply into the Ge crystal, they are absorbed mainly in the surface layers; therefore, the point source geometry was chosen for optimization of this DL. Several dependencies between the simulated efficiency and the thicknesses of the DL are presented in Fig. 3 . The simulated efficiency for the detector geometry with a selected thickness of the DL was compared to experimental efficiency calculated for used radionuclides in a selected distance of the etalon from the detector.
It can be seen, that even small differences in the thickness of front DL result in relatively large difference in the efficiency (i.e. a change from 1.5 to 1 mm results in 50% increase of the efficiency for 59 keV gamma-rays at 16 cm distance), therefore, the thickness interval of the front DL is relatively well defined. The final thickness of the front DL used in the model was calculated as the averaged value A similar approach was used for determination of the thicknesses of DL at the side of the crystal and around the central contact. With a known thickness of the DL in front of the crystal, 59 keV gamma-rays from the Marinelli geometry can be used to determine the thickness of the DL around the crystal, where the same effect of absorption at the surface of the crystal is used. Figure 4 shows, that this dependence has the strongest influence (i.e. 0.1 mm decrease of the DL result in 10% difference compared to experimental data) on the thickness of this DL, where it is compared to FEPE simulated by 661 keV gamma-rays from Marinelli geometry and the point-source geometry in the 16 cm distance.
The thickness of the DL around the central contact was determined as the last parameter, because of its weak influence on the modelled FEPE. This can be seen in Fig. 5 , where simulated FEPE for 661 keV gamma-rays from three different geometries are compared. The difference between the 1 and 1.5 mm thickness, compared to experimental data, is only a few percent. All calculated thicknesses of DL that were used in the detector model are summarized in Table 1 .
Results and discussion
The model was after optimization of the DL thickness used to calculate the FEPE for three distances of point sources and for Marinelli beaker. Simulated and experimental FEPE are compared in Figs. 6, 7, 8, 9 for distances of 0.7 cm, 16 cm, 31 cm and for Marinelli geometry, respectively. The curve of the detector efficiency was constructed by linking the simulated efficiencies in discrete energies. As can be seen from the comparison, the model describes the efficiency within 5% for most of the experimental data for the GC3020 detector in the range from 60 to 1800 keV. Several simulations were also done for 39.6 keV gammarays from 129 I, but the differences between the simulated and experimental values reached 15%, and therefore this low energy region was excluded from the comparison. This discrepancy in the low energy region indicates a presence of more complicated layer structure (with high Z) in front, and probably also around the Ge crystal, that absorbs low energy gamma-rays and modify the response of the model in this region.
The difference between the simulated and experimental value for 59.5 keV of the 241 Am is 15% (Fig. 6) , and therefore it is out of the range. However, in distant geometries this difference is within 5%. This is probably caused by different shape of the Ge crystal, or its non-uniformity in the dead layer in front of the crystal [27] , compared to simulated geometry, where in distant geometries the spatial angle is much smaller and differences in crystal (slope of the crystal edge) or dead layer geometry are negligible. Another reason for this discrepancy can be a difference between the real and simulated geometry of the point source (a small disc with a radius of about 2 mm), therefore, low energy gamma-rays are the most affected by such geometry simplification. The last points, where the difference between the modelled and experimental values are higher than 5% is a measurement of 152 Eu in the 31 cm distance. Here the difference is in the range of 8-9%, and it was probably caused by a wrong Fig. 7 Comparison of simulated and experimental efficiencies for 16 cm distance to the HPGe detector measurement, or the uncertainty of the activity concentration for this radionuclide is higher than expected. In some cases, the experimental uncertainties are much smaller compared to ratio with modelled values, which can be caused by statistics of the measurement or uncertainty in the activity concentration of the used etalon.
In comparison with experimental values from point sources, there is an indication of underestimation of modelled values at higher energies, although the coefficient of determination is close to 1. This underestimation can be caused by overestimation of dead layers around the Ge crystal, when the active volume of the crystal is smaller compared to real detector, and therefore, also modelled values are lower compared to experimental ones. Overestimation of DL can be a result of several discrepancies between the real and the modelled detector, like different thicknesses of used layers compared to manufacturer data, an additional layer of material that was not modelled, a different shape of the modelled crystal and a non-homogeneous distribution of DL around the Ge crystal.
Conclusions
The GEANT 3 code was used to model the full energy peak efficiency (FEPE) of GC3020 HPGe detector, and to compare the simulated and measured detector efficiencies. The detector has been used for measurement of the radon daughters in secondary radon standards, and therefore FEPE calibration is needed for precise measurements of high-volume samples in a modified Marinelli beaker. The model has been validated by the point sources in different distances including the geometry of 450 mL Marinelli beaker, that is close to the geometry planned for further measurements. Except for the region below 100 keV for the close distant geometry (0.7 cm), up to 5% agreement between the simulated and measured detector efficiencies was achieved in the 60-1800 keV range of gamma-rays. 
