In this paper, we propose a new 0 -regularized approach to remove the temperature-dependent nonuniformity effects induced by the infrared (IR) imaging optics in an aerothermal environment. The 0 image prior is inspired by observing distinct characteristics of IR images with small targets. Based on this effective prior, we present a variational framework where we optimize an energy functional to estimate the optics-related fixed pattern noise (FPN) and the latent image. A computationally efficient numerical algorithm based on half-quadratic regularization is used to solve the optimization problem. The proposed method is fundamentally different from the existing nonuniformity correction techniques developed for infrared focal plane arrays and simultaneously suppresses the optics-related FPN and random noise. Both quantitative and qualitative comparisons to specialized state-of-art algorithms demonstrate its superiority.
Introduction
Infrared focal plane array (IRFPA) detectors are widely used in military and civilian applications, including thermal imaging, surveillance systems, hyperspectral imaging, and astronomy imaging [1] . However, the performance of IRFPA is severely affected by spatial nonuniformity (NU), also known as fixed-pattern noise (FPN). The FPN is mainly caused by the nonuniform response of the individual detectors, temperature fluctuations of optical lens and other mechanical components. In the past, many successful techniques, such as calibration-based [2] and scene-based techniques [3] - [5] , have been proposed to compensate for the FPN by estimating the intrinsic detector parameters that generate the nonuniform response. However, very limited research has been presented to remove the optics temperature-dependent NU.
In the high-speed flight, the optical window of an airborne imaging system is subject to the aeroheating effects which cause the window temperature to rise rapidly. The FPN induced by background IR window emission can significantly degrade the signal-to-noise ratio and even drive the detector into saturation [6] . Furthermore, what makes overcoming this problem more challenging is the fact that the higher window temperature and its gradient are, the stronger the FPN is. Thus, this type of FPN induced by an inhomogeneous-temperature optical window is a major threat to the airborne imaging system. Fig. 1(a) is a degraded image captured by a long-wave infrared (IR) imaging system in an electric arc wind tunnel experiment where the heat flux is 250 kW/m 2 . It is obviously observed in Fig. 1 that the radiation from the heated window makes the intensities of the background pixels unevenly increase. This optics-related FPN spatially continues and its magnitude fast increases with window temperature. In addition, the IR imaging system is often affected by the strong random noise, and therefore it is much difficult to simultaneously remove the aeroheating-induced FPN and system noise using the traditional NU correction methods.
There are some effective ways of reducing the aeroheating-induced FPN. These include 1) Detector parameter selection. If the field of view, spectral bandpass, and detector integration time are decreased, the FPN can be reduced accordingly; but they further limit the performance of an imaging detection system [7] . 2) IR window material selection. Selection of an IR window material with high transmittance and low emissivity will reduce the dynamic range requirement [8] . 3) Locating the optical window in an area of lower temperatures. For hypersonic flows, locations at the base of the rudder or the leading edge of the wing may yield lower temperatures, and therefore, the radiation from the window can be reduced [9] , [10] . 4) Window cooling. The window cooling technology has been developed to design an actively cooled window system for use on hypersonic interceptor forebodies [11] . The cooling system provides window temperature control through film cooling by supersonic gas or liquid droplet coolants ejected over the surface of each window. Although the above-mentioned techniques can prevent the IR detector from reaching saturation, the overall performance degradation, design complexity, and considerable extra cost, are significant. To date, the effective and accurate correction approaches to remove the aeroheating-induced NU have not been realized.
In this paper, we propose a new scheme to remove the FPN by utilizing IR image sparsity constraints. Two constraints are incorporated in our method. The first one is on the ideal IR image with small targets where the 0 -norm of image gradients is used to measure the sparsity. The other one is on the fit model of bias field, viz., the aeroheating-induced FPN, which is expected to be as concise as possible. A multivariate polynomial model is used to fit the additive intensity bias field. In order to tackle the non-convex 0 -norm minimization, a half-quadratic splitting strategy is introduced to optimize the proposed model. The resulting optimization problem is split into two sub-problems that can be easily solved. The workflow of the proposed method is shown in Fig. 2 . An alternating minimization scheme is adopted to estimate the NU noise and the latent IR image. Experimental results of real degraded images are presented to illustrate the effectiveness of the proposed correction method.
The remainder of this paper is organized as follows: In Section 2, we discuss the correction model based on the 0 -norm minimization. In Section 3, we solve the optimization problem using a 
Nonuniformity Correction via 0 -Regularized Prior
Optical window as an important part of an airborne IR imaging system is used to isolate delicate optical sensors and other devices from the external environment, and to provide a clear aperture with minimal optical aberration. In the aeroheating environment, the aerothermal radiation from it results in a sharp increase in uneven background noise on the focal plane detector. Therefore, this type of optics-caused FPN is additive. Based on this characteristic, in our study, the degradation model is expressed as
where z and f are the degraded image and the sharp image, respectively, b denotes the aeroheatinginduced intensity bias field, and n is system noise. Our aim is to simultaneously remove b and n in z. We formulate a variational problem with a statistical interpretation which results in an energy functional that we seek to minimize. The proposed energy functional is expressed as
where η 0 , η 1 , α and β are positive weights, and · p denotes the p-norm. Df 0 counts the number of nonzero values of Df . D and L are derivative operators (generally either gradient or Laplacian operators). This ensures that high-frequency components of f and b are penalized. The 2 norms for the two data fidelity terms in (2) correspond to a Gaussian noise assumption if the problem is formulated as a maximum a posteriori (MAP) estimation problem. From this perspective, we see that η should be proportional to the inverse noise variance for each degraded image. The proposed 0 regularization is based on the observation that the image gradients are likely to have a few nonzero values in IR image with small targets. Fig. 3(a) and (c) are an original IR image of a circle target before an electric arc wind tunnel experiment and a degraded image in it, respectively. 
Solution of the Optimization Problem
We obtain the solution for (2) by alternatively solving
and
These two sub-problems are solved as follows. 
Estimating f With b
Due to the 0 regularization term in (3), minimizing (3) is commonly regarded as computationally intractable. Based on the half-quadratic 0 splitting minimization method, we propose a new method to solve it using an efficient alternating minimization method. We introduce an auxiliary variable w corresponding to Df and rewrite (3) as
When γ is close to ∞, the solution of (5) approaches that of (3). We adopt an alternating minimization strategy to solve (5). In each iteration, given a fixed w , f can be obtained by solving
and the closed-form solution for this least squares minimization problem is
where F denotes the 2-D Fourier transform, and F −1 denotes the 2-D inverse Fourier transform. Given a fixed f, we compute w by
Note that (8) is a pixel-wise minimization problem; thus, w is obtained based on [12] 
Estimating b With f
With the given f, (4) is a least squares minimization problem. In this paper, a K degree polynomial model is chosen to denote a 2D intensity bias field b, and it is expressed as
where a is the column vector form of {a t,s }, and W is the row vectors holding the monomial terms. Considering the fact that the model in (10) already incorporates the spatial smoothness on b, the regularization term Lb 2 2 in (4) can be eliminated. As D is a gradient operator, the x-component, Db x and the y-component, Db y can be expressed as a linear combination of model parameters a: 
where i is the left neighbor pixel of i . Thus, Db can be expressed as
where C x is a constant matrix formulated by treating c T x,i in (11) as one of its rows, and C y can be computed using the same method.
Therefore, (4) can be written as
and the closed-form solution for (13) is
Experiment Results

Real Aerothermal Image
To investigate the influences of heated window on an IR imaging system in depth, two kinds of aerothermal experiments, viz., the IR window heating experiment and the electric arc wind tunnel experiment have been designed. The former one is easily implemented in the laboratory, but aerothermal and aeroforce conditions can more thoroughly be simulated in the latter one. The aim of the window heating experiment is to analyze the effect of radiation from heated window on an IR imaging system. In this experiment, the IR imaging system was aimed at the collimator and the blackbody with a target wheel, and then recorded the cooling process of the heated window. The electric arc wind tunnel experiment has been designed to thoroughly simulate aerothermal effects. The key factors considered in this experiment are the durability and survivability of different IR window materials, and the effect of window structure and coating on an IR imaging system in the severe aerothermal environment. In order to evaluate the performance of our approach, we conduct experiments on real IR images from these two experiments. We compare our approach to two state-of-art ones proposed by Cao and Tisse [13] and Liu et al. [14] . Their methods are the most related work to ours since they seek to tackle the optics-related NU. Experimental results are assessed in terms of visual inspection and the standard deviation (SD) of the background pixels of the corrected image. In all the experiments, in order to achieve small SDs, we manually set the parameters as follows: α = 36 and K = 8. As mentioned above, η is related to the inverse noise variance for each degraded image, and thus, the noise variance can be directly estimated from the degraded image by using the full automatic estimation method in [15] . Specifically speaking, as the variance σ is estimated well, η 0 is 1/σ; Because D denotes a gradient operator, η 1 is 1/2σ. Fig. 4(a) is a degraded image from the window heating experiment where the window temperature is 650 K. Fig. 4(b)-(d) are the corrected images. The image size is 210 × 320. Fig. 5 presents the 110th, 160th, 210th, and 260th columns of pixel intensity in Fig. 4 , respectively. It is obviously observed that our approach can not only remove optics temperature-dependent intensity NU, but also suppress random system noise quite well. Fig. 6(a) is a degraded image from the electric arc wind tunnel experiment. Its size is 230 × 230. Fig. 6(b)-(d) are the corrected images. Fig. 7 illustrates the 90th and 115th columns of pixel intensity in Fig. 6 . Compared with the other two methods, our corrected image has much lower residual NU. Fig. 8(a) is another degraded image in this experiment. The image size is 240 × 320. Due to the combined influence of the optical window with irregular temperature distribution and its coating, the intensity NU effects in this experiment are much stronger and more complex than the ones in the window heating experiment. In order to achieve visual comparisons on the performance, Fig. 8(b)-(d) present the corrected results. Fig. 9 illustrates the 110th, 160th, 210th, and 260th columns of pixel intensity in Fig. 8 , respectively. It is clearly seen that the proposed approach produces smoother results while preserving IR target boundaries. More importantly, our approach can suppress asymmetric stripe NU better than ones of Cao and Liu. The experimental results in Figs. 4 and 9 demonstrate the effectiveness of our proposed approach.
Visual inspection is not thorough enough to validate the performance of our approach and thus, the SDs of the background pixels of the corrected images are compared. Because the pixel values of the target bars in the corrected images are larger than ones of image background, the pixel values of image background can be easily cropped from these images. Fig. 10(a) illustrates the SD curve of the background pixels of the corrected images in the window heating experiment where the window temperature decreases from 670 K to 636 K. The SDs of the 500 frame corrected images in the wind tunnel experiment are shown in Fig. 10(b) . The smaller SDs mean that the corrected images obtained by our approach have lower residual NU. The experimental results in Fig. 10 further confirm the robustness of our proposed approach. 
Convergence of the Proposed Algorithm
The proposed NUC algorithm is based on the alternating minimization method which ensures that each sub-problem has a closed-form solution. Thus, it has fast convergence property. We evaluate the convergence rate of the proposed method using real aerothermal images from the electric arc wind tunnel experiment. We measure the quality of the corrected images in terms of SD. Fig. 11 shows the SDs of the corrected images with respect to iterations. In our algorithm, FFT is used to accelerate the computation in (7), and η 0 W T W + η 1 C T C −1 η 0 W T + η 1 C T D in (14) can be precomputed and stored into a Lookup Table. These properties make the proposed algorithm highly suitable for parallel-computing implementation in hardware (e.g. field-programmable gate array and application specific integrated circuit). 
Conclusion
In summary, we propose a simple yet effective prior for the correction of intensity NU in IR images. With the 0 sparse prior, we present an effective optimization approach based on a half-quadratic splitting strategy, which ensures that each sub-problem has a closed-form solution. The proposed approach does not require any complex filtering strategies in [13] and [14] to reduce the influence of system noise on the correction model. The significant advantage is that our approach can simultaneously remove aeroheating-induced intensity NU and strong random noise. Comparative results on real aerothermal images show that our approach outperforms the state-of-art optics temperature-dependent NUC ones.
