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Needed narrowing [3] is a sound, complete, and optimal strategy for semantic unification in inductively sequential rewrite systems. Inductive sequentiality [1] amounts to the existence of a definitional tree Ì for each operation , i.e., a set of patterns partially ordered by subsumption with the following properties up to renaming of variables. There exist operations with no definitional tree, and operations with more than one definitional tree, examples are in [1] . The existence of a definitional tree of a function is decidable and simple to decide in most practical situations.
Our implementation of needed narrowing maps each operation into a family of Prolog pred- a variable, a constructor-rooted term, or an operation-rooted term. Finally, half a dozen optimizations, some of which were originally proposed in [5] , are applied to the generated code.
A full account of the translation of Ì into ¼ ½ is in [2] .
The semantic unification of terms Ø and Ù is computed by narrowing the equation Ø Ù to true, where " " is defined by the equality rules of each sort [3] . Since these rules are inductively sequential, we obtain the Prolog predicates defining equality as for any other operation. We apply to this code a set of optimizations specialized for the relatively simple rules of " ". We use a definition of equality, referred to as semi-strict, that is more general than [5, 7] , since throughout our implementation variables are substituted by constructor terms only -a property that also holds for Gödel, whose compiler has been extended with our implementation.
Our implementation differs from [5] in that we adopt a less strict notion of equality, which reduces the size of the search space in some cases; we perform more optimizations, which make better use of the built-in unification; and we take better advantage of mode information, which avoids the creation of some choice points and the execution of some unnecessary predicate calls.
We use the five equations proposed in [5, Sect. 7 ] to benchmark our implementation. The following table shows the computation time for finding the first solution of an equation as percent of the time required by Hanus's code. The comparison with several other implementations of narrowing in Prolog can be inferred using the benchmarks in [5] , where it is shown that Hanus's code is the fastest. The benchmark shows that our code is twice as fast as [5] . The amount of memory allocated by the two methods for computing the first solution of each equation is the same.
