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Abstract:  This paper derives a negative relationship between the dispersion of forecasts among investors 
and future stock returns based on Harrison and Kreps (1978). Using monthly data for earnings forecasts 
by market analysts, this paper presents empirically that the dispersion in forecasts has particularly strong 
predictive power for future stock returns at i ntermediate horizons (between 25 months and 44 months). 
The direction of predictive power from the dispersion for future stock returns is consistent with the 
derived negative relationship. Further, results suggest that the dispersion in forecasts contains information 
about future stock returns aside from the information contained in other variables. 
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The efficient market hypothesis based on homogeneous expectations implies that future 
stock returns are unpredictable. Furthermore, this hypothesis also implies that unexpected 
movements of stock prices must be interpreted in terms of unexpected news about future 
dividends.  However, the excess volatility of stock prices and the forecastability of stock 
returns have been well documented in an extensive literature. For example, Shiller 
(1981), and Campbell and Shiller (1988a, 1988b) reported that the stock market is too 
volatile to be explained by movements of dividends. Also, Fama and French (1988), 
Campbell (1991), Campbell, Lo and MacKinlay (1997), and Lamont (1998) showed that 
financial variables such as the relative Treasury bill rate and the ratios of price to 
dividends, price to earnings, or dividends to earnings have predictive power for future 
movements of stock returns. Although economists have not yet reached a consensus on 
the source of these two puzzles −excess volatility and the forecastability of stock returns− 
one possible answer might be that financial markets are indeed inefficient.  
This paper adds to the body evidence supporting the predictability of stock returns 
by showing that the dispersion in earnings forecasts by analysts also has a predictive 
power for future stock returns and that the predictive power is not a proxy of other 
popular forecasting variables. In other words, the dispersion in expectations among 
market analysts varies over time and has predictive power for future stock returns. This 
finding not only provides another piece of evidence that stock returns are predictable, but 
also points to alternative models to explain the movements of stock prices. Instead of 
attributing the predictive power of the dispersion in forecasts to market inefficiency, this   1 
paper argues that the predictive power from the dispersion in forecasts can be explained 
by speculative interaction among investors holding heterogeneous expectations. 
Keynes (1936) argued that the pursuit of gains from speculative trading is the 
main motivation for individual investors and that investors are interested in other 
investors’ expectations in order to gain from resale.
1 Harrison and Kreps (1978) later 
showed that investors pursue gains from resale when they are aware that other investors 
have different opinions about future variables.
2 Furthermore, they demonstrated that 
willingness to pay by investors will deviate from their own present value of future 
dividends because of the expected gains from resale in the future. This paper extends 
Harrison and Kreps’ implication by relating the difference between each investor’s 
willingness to pay and his or her expected present value of future dividends to the 
average divergence in expectations across investors. From the point of view of Keynes or 
Harrison and Kreps, therefore, the predictability of the dispersion may not be so 
surprising because the dispersion itself shows the average extent to which different 
expectations are held across investors. 
At an intuitive level, it is easy to understand why the dispersion in forecasts can 
convey information that is valuable for speculative trading, when one uses a simple 
demand and supply model. One reason might be that as investors’ forecasts become more 
diverse, investors usually perceive greater gains from resale because there will be an 
increase in the number of optimistic investors. In this paper, this effect will be called the 
                                                            
1 Keynes’ view of the role of speculation is presented in Keynes (1936, Chapter 12). 
2 There are recent researches showing evidence for heterogeneous expectations. Using micro survey data 
for exchange rates, Ito (1990) showed not only that market participants’ expectations violate the rational 
expectation hypothesis but also that they have heterogeneous expectations stemming from individual 
effects. More interestingly, using almost the same micro survey data for exchange rates, Elliot and Ito 
(1999) showed that a simple trading strategy based on the prediction in the survey data can create average   2 
‘demand effect’.
3 Whenever investors have speculative motivations, hence, the dispersion 
will exert its own systematic effect on demand in the market and cause stock prices to 
change. As a result, part of the movements of stock prices can be explained by the 
dispersion in forecasts. 
Section II briefly summarizes Harrison and Kreps’ model. I then extend their 
model to derive a prediction on the relation between the dispersion in expectations and 
future stock returns. With plausible assumptions from the data such as stationarity of the 
dispersion, this paper shows that current high dispersion predicts relatively low stock 
returns in the future.  
Section III discusses how to measure the dispersion and reports summary 
statistics for the dispersion. In order to measure the dispersion in forecasts across 
investors, I/B/E/S data is used. I/B/E/S is a Wall Street research firm providing forecasts 
for the aggregate S&P 500 earnings per share every month. Section III addresses two 
further issues: whether the dispersion in expectations has any predictive power for future 
stock returns, and whether it contains information aside from that contained in other 
variables used to forecast future stock returns. The first issue is studied via long-horizon 
regressions using a measure of dispersion, rather than other financial indicators such as 
price-to-dividend ratio. Interestingly, the dispersion seems to have particularly strong 
predictive power for future stock returns at intermediate horizons (from 25 months to 44 
months). The coefficient of the dispersion variable in the regression is significantly 
negative and the dispersion appears to explain up to 14% of the movements of future 
                                                                                                                                                                             
positive profits, although the predictions in the survey data do not satisfy the conditions for the rational 
expectations hypothesis. 
3 One can think of the ‘supply effect’ resulting from additional supply created by short sales of pessimistic 
investors. Park (2001) deals with the demand effect and the supply effect together theoretically.    3 
stock returns during these horizons.
4 Regarding the second issue, the predictive power of 
the dispersion is not spurious. In other words, the dispersion is not a simple proxy for 
other popular forecasting variables, such as the relative Treasury bill rate and the ratios of 
price to dividends, price to earnings, or dividends to earnings. The dispersion also has the 
ability to predict future stock returns even when standard macroeconomic variables, such 
as the growth rate of industrial production, the inflation rate, and the interest rate are 
included in the long-horizon regression. In addition, an explanation for strong predictive 
power at intermediate horizons is provided in Section III.  
Section IV examines what moves the dispersion in earnings forecasts to see more 
directly whether the dispersion is a proxy for other variables and to check whether the 
results in the previous section are robust. This section shows that most of the movements 
cannot be explained by market volatility, financial forecasting variables, macroeconomic 
variables, or major non-economic news events such as elections and international 
conflicts.  
Section V investigates potential finite sample biases in long-horizon regressions 
via Monte Carlo simulation. The results in this section show that the finite sample bias 
appears to be not serious enough to reject the results in Section III. Finally, some 
concluding remarks are offered in Section VI. 
 
II. A Model for the Predictive Power of Dispersion 
In this section, I demonstrate that the dispersion in forecasts has a direct effect on the 
demand for stocks. Since better opportunities for resale gains occur when the dispersion 
                                                            
4 The negative coefficient for the dispersion is another piece of evidence that the demand effect dominates 
the supply effect.   4 
becomes greater, the dispersion can affect the demand and can forecast future movements 
of stock prices. In this section, the role of dispersion in the demand effect is more 
precisely and more explicitly articulated, based on Harrison and Kreps (1978). This 
section, then, investigates how dispersion can provide information on future movements 
of stock prices.  
Harrison and Kreps (1978) modeled heterogeneous expectations across investors 
by simply assuming that investors have different subjective probability assessments. 
Under additional assumptions that no short sales are allowed and that each internally 
homogeneous class has infinite collective wealth, they showed that the equilibrium stock 
price will be the maximum willingness to pay across investors.
5 Furthermore, they proved 
that in their model, to obtain any potential gains from resale, the optimal investment 
strategy for every investor is the strategy that buys, holds for only one period, and then 
resells. Since the optimal decision rule requires investors to be interested in only next 
period’s dividends and resale prices, one can define each individual investor’s 
willingness to pay denoted by  ) ( i
a
t s p , as  




t s S p d E s p = + = + + γ γ                                                            (1) 
where a is a class of investors who have identical expectations, γ  is the discounting rate, 
t d  is the dividends paid at time t and  i t s S =  denotes the state of the level of dividends 
being paid at time t. Given this result, it is straightforward to write the equilibrium stock 
prices as 
[] i t t t
a
t A a i t s S p d E s p = + = + + ∈ | ) ( 1 1
max γ γ .                (2) 
                                                            
5 Harrison and Kreps (1978) excludes the supply effect by the assumption of no short sales in the stock 
market.    5 
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t s S d E γ  was due to the consideration of the gains from resale, they did 
not show explicit economic implications. However, if one uses equation (1) and (2) 
recursively, then every individual investor’s willingness to pay can be rewritten as 
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It is important to note here that an individual investor’s willingness to pay is no 
longer the present value of future dividends. More importantly, however, the difference 
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t s S d E γ  is exactly equal 
to the expected present value of future gains from resale. In fact, this difference results 
from the fact that investors have the right to resell stocks in the future. Furthermore, as 
long as an investor has a state in which he or she is not the most optimistic investor, the 
expectation of future standard deviation in willingness to pay across investors will be a 
factor that affects the investor’s willingness to pay. 
Suppose that the number of heterogeneous classes in an economy is constant at N.  
Then, since the future equilibrium price will be the maximum of N random drawings 
from the distribution of willingness to pay across investors, an investor’s willingness to 
pay becomes greater for most distributions as the investor expects higher standard   6 
deviation in the future.
6 Intuitively, the reason is that the expected maximum of N random 
drawings from a distribution has positive relationship with the expected standard 
deviation. For example, when investors’ expectations are approximately normally 
distributed, one can clearly see this argument. With a normal distribution for willingness 
to pay, equation (3) can be rewritten as 
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t s S Z Z E s S d E s p σ γ γ          (4) 
where Z is the constant expected maximum of N random drawings from the standard 
normal distribution, 
a
t Z  is a constant that reflects the individual investor’s relative 
position in the standard normal distribution and  t σ  is the standard deviation of the 
willingness to pay across investors.
7 Thus, the expectation of  t σ  affects individual 
investors’ willingness to pay and the equilibrium price eventually. 
If  t σ  has a positive relation with the dispersion in one-year ahead earnings 
forecasts, then one can obtain explanations for the demand effect and the predictive 
power from the dispersion. If the dispersion in earnings forecasts denoted by  t σ  is 
positively serially correlated, the demand effect will exist.
8 If current  t σ  is high, then it 
will raise the expectations of future  t σ  and as a result, every investor’s willingness to 
pay will become higher. In other words, investors will perceive greater gains from 
                                                            
6 Park (2001) examines the demand and the supply effect at the same time by allowing short sales in the 
stock market. If the fraction of stockholders to all potential investors is constant and if the fraction is small 
due to high costs in short sale, then one can also derive the same empirical implication. See Park (2001). 
7 Even if one assumes a different distribution for the willingness to pay across investors rather than normal 
distribution, one can still show that the second term in equation (2) has a positive relation with the standard 
deviation of the non-normal distribution in most cases. 
8 Positive serial correlation appears a realistic assumption given the data. See Table 1 of this paper.   7 
speculative trading as  t σ  becomes greater. Since willingness to pay of all investors 
becomes higher, stock prices will rise.   
  Then, how can  t σ  predict future stock returns? Suppose that every investor 
believes that  t σ  follows a stationary process.
9 If current  t σ  is unusually high, then the 
current stock price will be higher than normal because of the demand effect. As  t σ  
returns to its normal level, however, the demand effect will weaken and stock prices will 
fall, all other things held constant. This effect will become more evident as time goes on. 
As a result, a high  t σ  in the current period implies relatively low future stock returns and 
vice versa. Therefore, part of the movements in stock prices might be explained by the 
movements of dispersion, and this possibility will be examined in the next section.
10,11 
 
III. Forecastability of Dispersion 
This section discusses how to measure the dispersion in one-year ahead earnings 
forecasts and shows summary statistics for the dispersion. It then addresses the issue of 
whether the dispersion in expectations has any predictive power for future stock returns 
and the issue of whether it contains information aside from the information contained in 
other variables used in forecasting future stock returns. A brief interpretation of the 
empirical results based on the model presented in the previous section will also be 
offered.  
                                                            
9 Stationarity in  t σ  seems realistic given the data. See Table 1 of this paper.  
10 In contemporaneous but independent research, Chen, Hong and Stein (2001) and Scherbina (2001) derive 
an identical implication using Miller’s (1977) conjecture. In order to derive a negative relationship between 
the dispersion and future stock returns based on Miller’s conjecture, however, one important assumption is 
that the median forecast should be the correct assessment for future fundamentals although Harrison and 
Kreps’ (1978) interpretation does not require this assumption.      8 
  
A. Data and Construction of Variables 
The dispersion in this paper is defined as the coefficient of variation in analysts’ earnings 
forecasts, which is the ratio between the standard deviation and mean of earnings 
forecasts. The reason to normalize the standard deviation by the average is to exclude the 
effect that the standard deviation increases with the average. Thus by definition, the 
dispersion is independent of the inflation rate.  
The average and standard deviation in the earnings forecasts for the S&P 500 
index are taken from the I/B/E/S dataset. I/B/E/S is a Wall Street research firm that 
collects forecasts for individual company earnings for current and subsequent fiscal years 
from stock market analysts every month. I/B/E/S specifically asks for forecasts of 
operating earnings per share, which excludes non-recurring or unusual expenses or 
income such as restructuring costs or unusual capital gains or losses.  
I/B/E/S has reported forecasts of the aggregate S&P 500 earnings per share in 
current, denoted here by EPS1, and the forthcoming (EPS2) calendar years since January 
of 1982. Forecasts of the aggregate S&P 500 earnings for any given calendar year are 
constructed monthly beginning in March of the previous year. As a result, the forecast 
horizon becomes shorter as the calendar year progresses. For example, in March of each 
year the maximum forecast horizon is almost two full years, whereas in February, the 
maximum forecast horizon is only 10 months. In order to take advantage of the monthly 
frequency of the forecast data, however, this paper uses some approximations to construct 
the dispersion of 12-month ahead earnings forecasts ( t σ ), that is: 
                                                                                                                                                                             
11 Recent researches on the cross-sectional examination of this implication are Chen, Hong and Stein 
(2001), Park (2001), and Scherbina (2001).   9 
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where  1 AF  ( 1 SD ) is the average (standard deviation) of EPS1,  2 AF  ( 2 SD ) is the average 
(standard deviation) of EPS2, and  m w  is 9/12 in March, 8/12 in April, and so on, ending 
at 1/12 in November.  
Except for the average and standard deviations in earnings forecasts data, all the 
data used here (e.g., the S&P 500 monthly price index, S&P 500 monthly dividend yield, 
S&P 500 monthly price-earnings ratio, monthly consumer price index, industrial 
production, Treasury bill rates, money stock measured as M1 and Moody’s AAA 
corporate bond yield) are from the DRI database.
12 Constructing monthly real stock 
returns for the aggregate S&P 500 and calculating financial indicators such as the ratios 
of price to dividends, price to earnings, or dividends to earnings between January 1982 
and October 2000 are straightforward.  
Figure 1 shows the movements of monthly real stock returns for the S&P 500, 
dispersion ( t σ ) and the average forecast. Table 1 also reports summary statistics of  t σ  
along with other popular forecasting variables. Popular forecasting variables are other 
variables reported elsewhere as containing predictive power for future stock returns. 
Fama and French (1988), Campbell and Shiller (1988a, 1988b), and Campbell, Lo and 
MacKinlay (1997) all find that the ratios of price to dividends or earnings have strong 
                                                            
12 The DRI codes for each data series are as follows. The DRI code for the S&P 500 monthly price index is 
FSPCOM, the code for the S&P 500 monthly dividend yield is FSDXP, the code for the S&P 500 monthly 
price-earnings ratio is FSPXE, the code for monthly consumer price index is PUNEW, the code for 
industrial production is IP, the codes for Treasury bill rates are FYGM3, FYGM6 and FYGMYR, the code   10 
predictive power for future stock returns. Lamont (1998) shows that the log payout ratio 
(log dividends to earnings ratio) performs well in predicting stock returns. Campbell 
(1991) reports that the relative Treasury bill rate is a good forecasting variable for stock 
returns.  
As shown in Table 1, the autocorrelation of  t σ  is fairly high but substantially 
lower than unity (0.66) and the null hypothesis that  t σ  contains unit roots can be rejected 
at a conventional significance level. Thus, the use of  t σ  in the following long-horizon 
regressions does not create a potential inference problem, which could arise if an 
econometrician used the other variables, since these are very persistent and contain roots 
extremely close to unity. In addition, the correlations of  t σ  with other popular 
forecasting variables are relatively lower than among the other forecasting variables 
themselves, which may imply that if  t σ  has a predictive power on future stock returns, 
then the reason may be different from those for other predictors. 
  The sample periodogram of  t σ  is also provided in Figure 2, which displays 
) ( ˆ j s ω σ , the sample periodogram, as a function of j, frequency, where  T j j / 2π ω =  and T 
is the sample size. As shown in Figure 2, one can find peaks at least two frequencies. In 
addition to the large contribution of the second lowest frequency (j = 2) to the variation of 
t σ , there is a peak occurring around j = 8, which explains a relatively higher portion of 
the variation in the dispersion. Interestingly, the peak around j = 8 corresponds to a cycle 
with a period of 28 months. An additional seasonal effect in the dispersion may be 
                                                                                                                                                                             
for money stock measured as M1 is FM1 and the code for Moody’s AAA corporate bond yield is 
FYAAAC.   11 
detected from the peak around j = 21 because this peak corresponds to a period of 11 
months. 
 
B. Long-horizon Regression with Dispersion 
One easy and popular way to judge the predictive ability of a variable on future stock 
returns is to check the significance of the coefficient of the variable and the 
2 R  in long-
horizon regressions.  
Table 2 shows the results of implementing long-horizon regression, using the 
dispersion in earnings forecast ( t σ ) as a regressor. Over the sample period covered in 
this paper, the dispersion (the coefficient of variation for the S&P 500 earnings forecasts 
in I/B/E/S data set) seems to have predictive power for future stock returns at 
intermediate horizons (from a 25-month horizon to 44-month horizon). During these 
horizons, the coefficient of the dispersion in the regression is significantly negative, and 
the dispersion in forecasts alone appears to explain up to 14% of the movements of future 
stock returns. Furthermore, the predictive power from  t σ  looks hump-shaped. The 
significance of the coefficient of  t σ  and 
2 R  both first increase with the length of the 
horizon but then begin to decline around 34 months and 30 months, respectively. The 
results presented here are not subject to the potential inference problems that arise with 
other popular predicting variables which have roots much closer to unity. 
Since  t σ  is the ratio between the standard deviation and average of earnings 
forecasts, one might doubt whether the predictive power of  t σ  comes from the average. 
In order to check this possibility, another long-horizon regression is implemented.   12 
k t t t t k t t p af b b a r r + + + + − + + = + + ε σ ) ( 2 1 0 1 L                    (5) 
where r is the log real return, and  t t p af −  is the log average forecast-price ratio. The log 
average forecast-price ratio is used to eliminate any possible nonstationary component in 
the average earnings forecast. The results are reported in Table 3. As shown in Table 3, 
the results in the previous table do not appear to originate from the predictive power of 
the average earnings forecast. Even with  t t p af − , the incremental 
2 R  due to  t σ
13 is 
significant at the intermediate horizons and the coefficient for  t σ  is also significantly 
negative from 25-month horizon to 38-month horizon while the coefficient for  t t p af −  is 
never significant until 48-month horizon. In addition, the predictive power of  t σ  in terms 
of the significance of the coefficient for  t σ  or incremental 
2 R  due to  t σ  also looks 
hump-shaped.    
  Another issue to address is whether the dispersion in earnings forecasts contains 
any incremental information about future movements of stock returns aside from the 
information contained in other available variables. In order to investigate this possibility, 
the following regression is run 
k t t t k t t b Z a r r + + + + + + = + + ε σ γ 0 1 L              (6) 
where  t Z  is composed of all the popular forecasting variables in the previous sub-section 
in order to examine whether the dispersion really provides additional information with 
regard to future stock returns.
14  
                                                            
13 The incremental 
2 R  due to  t σ  is the difference between the 
2 R  when both  t σ  and  t t p af −  are used as 
regressors and the 
2 R  when only  t t p af −  is used as a regressor. 
14 Obviously the log dividend price ratio, the log earnings price ratio and the log dividend earnings ratio 
cannot be included in the regression at the same time because of the multicolinearity problem. Hence, I run 
two regressions. The log dividend price ratio, the log dividend earnings ratio, the relative Treasury bill rate   13 
  The regression results with one change of variable, are given in Tables 4 and 5. 
As the results are almost identical, henceforth this paper will concentrate on the results in 
Table 4. Even with other popular forecasting variables, the coefficient of the dispersion is 
significant between the 28-month horizon and 39-month horizon. Furthermore, from the 
6-month horizon, the incremental 
2 R  of the regression due to  t σ  is positive and  t σ  adds 
up to almost 8% of the explanatory power. Like the previous regression results,  t σ  seems 
to have hump-shaped predictive power.  
  In addition, the results shown in Table 4 have another interesting feature.  
The log dividend earnings ratio has remarkable predictive ability from the one-month 
horizon to the 30-month horizon. The good forecastability of  t t e d −  is consistent with 
Lamont (1998). The relative Treasury bill rate also has relatively good predictive power 
for future stock returns for horizons from one through 3 months, as reported in previous 
research (e.g. Campbell (1991)). However,  t σ  is the only variable that has significant 
coefficients between 34-month horizon and 39-month horizon.  
  Table 6 investigates whether the dispersion contains additional information 
relative to some macroeconomic variables such as the growth rate in industrial 
production, the inflation rate and the interest rate. The monthly consumer price index is 
used to measure the inflation rate, and real three-month Treasury bill rate
15 is used for the 
interest rate. In order to address this question, I run the following regression. 
k t p t p t t k t t b b Z a r r + − + + + + + + + = + + ε σ σ γ L L 1 0 1              (7) 
                                                                                                                                                                             
and the dispersion are the regressors for one regression and the log earnings price ratio, the log dividend 
earnings ratio, the relative Treasury bill rate and the dispersion are the regressors for the other regression. 
15 The results are not sensitive to the choice among three-month, six-month, or one-year treasury bill rates.   14 
where  t Z  is a vector of current and lagged macroeconomic variables. The lag order is 
selected by Akaike information criterion.
16 As shown in Table 6, the forecastability of the 
dispersion is little affected by the inclusion of common macroeconomic variables. F-
statistics for current and lagged coefficients of  t σ  are significantly different from zero 
between the 23-month horizon and 42-month horizon, implying that  t σ  has additional 
information for future stock returns. The predictive power of  t σ  also appears hump-
shaped.  
 In summary, the results in this section seem to show that  t σ  has, to a 
considerable extent, its own predictive ability for future stock returns. Furthermore,  t σ  
has some incremental predictive power for future stock returns relative to some other 
forecasting variables or macroeconomic variables. The sign of the coefficient for  t σ  in 
long-horizon regressions is consistent with the earlier implication derived from Harrison 
and Kreps (1978). High  t σ  in the current period raises current stock prices and implies 
relatively low stock returns in the future because high  t σ  signals good opportunities for 
speculative resale.  
In addition, the sample periodogram of  t σ  might be able to explain the hump-
shaped feature of the predictive power, which seems at first sight to contradict the 
theoretical prediction that the effect from  t σ  on future stock returns becomes more 
evident as time passes. More precisely, the implication based on Harrison and Kreps’ 
model would predict that one might see a monotonically increasing predictive power of 
t σ  in the length of horizons, if all other things are constant. However, the monotonicity 
                                                            
16 The lag order is 2 and the qualitative results are not sensitive to the choice of the lag orders.   15 
of the predictive power is likely to be destroyed by a cycle with a period centering on 
approximately 28 months because the peak around j = 8 explains a relatively higher 
portion of the variation in  t σ . Roughly speaking, this cycle corresponds to the horizon 
when the predictive power from  t σ  begins to decline. 
Thus, the findings in this section can be interpreted as evidence showing that the 
consideration for resale gains by investors holding heterogeneous expectations may affect 
stock prices. In the next section, I investigate what moves the dispersion, which appears 
to have considerable predictive ability for future stock returns. 
  
IV. Causes of Dispersion Movements 
If the dispersion in forecasts has considerable power to predict future stock returns, then 
what moves the dispersion? I address this question to determine more carefully whether 
the dispersion really contains its own information that cannot be explained by other 
variables and to check whether the results in the previous section are robust. Hence, this 
section investigates the relation between the dispersion and other variables that might 
cause the dispersion to fluctuate.  
 
A. Dispersion and Market Volatility 
Although there is no direct connection between stock market volatility and the dispersion 
in forecasts, these two concepts might be indirectly connected. There could be more 
disagreement among investors when an asset becomes more risky because market 
volatility normally reflects risk and uncertainty of an asset at each moment. Thus, it 
would be reasonable to suppose that the market volatility of stock returns would increase   16 
as the dispersion in opinions increases. In other words, volatility and dispersion are 
expected to co-vary.  
Although there are many ways to estimate volatility in the stock market, the 
volatility in this paper is estimated under ARCH (1), GARCH (1,1) and GARCH in Mean 
with AR (1) specifications, because GARCH-type models are widely used in financial 
economics since introduced by Engel (1982). Since one can obtain very similar volatility 
estimates under all specifications, the results in Table 7 are only shown for GARCH (1,1) 
specification.  
  As shown in Table 7, the conjecture that market volatility and dispersion in 
forecasts would co-vary does not seem to be supported by the data. Although the 
volatility and dispersion have a positive correlation, the volatility does not Granger-cause 
the dispersion and the dispersion does not Granger-cause the volatility, either. 
Furthermore, the current volatility can explain only about 2% of the movements of the 
dispersion while its coefficient is significantly different from zero. The 
2 R  does not 
increase much even when lagged and future market volatility are included in the 
regression equation. Using lagged, current and future market volatility together appears 
to explain about 6% of the variation in  t σ . Therefore, the conjecture that the dispersion 
may reflect the volatility in the market cannot, at this stage, be accepted.  
 
B. Dispersion, Forecasting Variables and Macroeconomic Variables 
Here I investigate whether other popular forecasting or macroeconomic variables used in 
the previous section can explain a significant fraction of the movements of the dispersion. 
Hence, the following regression is run   17 
t t t Z a ε γ σ + + = 0                    (8) 
where  t Z  is a vector of either forecasting or macroeconomic variables. Macroeconomic 
variables include stock returns for the S&P 500, the growth rate of real dividend for the 
S&P 500, the growth rate of industrial production, the growth rate of real money, 
nominal long-term interest rate measured as Moody’s AAA corporate bond yield, 
nominal short-term interest rate measured as the yield on three-month Treasury bill, CPI 
inflation rate, and volatility estimates in the previous sub-section. 
  The results are presented in Tables 8 and 9. Some conclusions emerge from these 
tables. First, neither current financial forecasting variables nor current macroeconomic 
variables are able to explain most of the movements in dispersion; in fact, forecasting 
variables and macroeconomic variables can explain about 6% and 9% of the movements, 
respectively.  
Second, one can find variables that have relatively better explanatory power than 
other variables. The incremental 
2 R  due to  t t p d −  or  t t p e −  is greater than the 
2 R  due 
to all other financial forecasting variables. Three-month Treasury bill rates and volatility 
estimates also have relatively good explanatory power.  
Third, although it is hard to explain the movements in  t σ  based on forecasting or 
macroeconomic variables,  t σ  does not appear to be an exogenously given variable. 
Several bivariate Granger-causality tests show that  t t p e − , three-month Treasury bill rate 
and Moody’s AAA corporate bond yield Granger-cause  t σ  at a 5% significance level.  
Finally, the explanatory power from either forecasting or macroeconomic 
variables has a great jump when two lagged variables are included in the regression   18 
equation. This fact is more evident for the case of macroeconomic variables. If two or 
three lagged macroeconomic variables are included, then about one third of the 
movements in  t σ  can be explained by these variables. Nevertheless, there remain 
substantial unexplained movements in  t σ . 
  In summary, although most movements of  t σ  cannot be explained by forecasting 
or macroeconomic variables,  t σ  itself is not an exogenous or independent variable. One 
can find other variables that Granger-cause  t σ .  
  
C. Major News and Dispersion 
Besides volatility, forecasting or macroeconomic variables, political events and 
international conflicts can affect  t σ . For example, international political tension 
immediately before wars often raises  t σ  while settlements of such conflicts lower  t σ . 
Hence, this sub-section examines the relation between  t σ  and major news events.
17  
First, the reaction of  t σ  to major non-economic events is investigated.  Important 
non-economic events were identified using “Chronology of Events” from the World 
Almanac and Book of Facts. Further, events were excluded unless they were reported or 
discussed in the New York Times Business Section. Selecting major events in this way 
biases toward events that are expected to cause large swings in  t σ .  
                                                            
17 This approach is similar to Cutler, Poberba and Summers (1989).   19 
Table 10 lists important events along with the percentage change in  t σ  during the 
month.
18 Although there are usually some gaps between days when events occurred and 
days when forecasts were made, some of the change in  t σ  clearly appears to be 
associated with the news. For example, as it became evident that the US would win the 
Gulf War,  t σ  had declined dramatically between January of 1991 and February of 1991. 
When the US was involved in conflicts with other countries,  t σ  had always increased.
19 
However, the most surprising result is that the effects due to non-economic news are so 
small. While the standard deviation of the percentage change in  t σ  for the whole sample 
is 22.60%, the standard deviation of the percentage change in  t σ  during the month when 
such news occurred is merely 12.29%, even lower than that of the whole sample. Hence, 
it appears difficult to explain the movements of  t σ  in terms of non-economic news 
events. 
Second, in order to identify the importance of news on the movements of  t σ , 
high dispersion period
20 and related news developments for each period are investigated. 
Table 11 shows the list of high dispersion periods. Although dispersions were generally 
high during recessions, it is still difficult to derive a relation between a high dispersion 
period and the release of economic or non-economic news. Especially, during the last two 
high dispersion periods (October 1992 – January 1993 and August 1999-December 
1999), it is hard to identify relevant news items as contributing to the high dispersion. 
                                                            
18 Forecasts in I/B/E/S data are made on Thursdays that fall between the 14th and 20th of each month. 
Hence, events that happened between the 21st of the previous month and the 20th of the current month are 
assumed to affect current month forecasts.  
19 Such events during the sample period are Korean passenger shot down by Soviet (Sep., 1983), US 
Marines killed in Lebanon and US invasion to Grenada (Nov., 1983), and US invasion to Panama (Dec., 
1989).   20 
Although there was turmoil in the European financial market in September of 1992, most 
news articles in the New York Times at that time analyzed that the turmoil in Europe had 
little serious impact on the US financial market. Another major news event during the 
period, Clinton’s election, does not appear to provide clear evidence for its role in 
maintaining high dispersion. Also, although one can find many articles expressing 
concerns about stresses from emerging markets during summer of 1999
21, there are some 
doubts whether this concern was the key source for the high dispersion during the last 
high dispersion period. However, it is interesting to note that the last high dispersion 
period coincides with the period when NASDAQ index kept rising rapidly. At the other 
extreme,  t σ  was very high immediately before the Gulf War broke out and this seems 
related with the war at that time. In conclusion, major news events do not seem to explain 
most of the movements in  t σ  and it is hard to establish a general relation between major 
news and movements in  t σ .  
  This section has shown that most movements in  t σ  cannot be explained by 
market volatility, other forecasting variables, macroeconomic variables, or major news 
events. This result implies more clearly that the predictive power of  t σ  is not a spurious 
proxy for these other variables. 
  
V. Finite Sample Bias and Monte Carlo Simulation 
It has been noted that there are two major pitfalls in applying the asymptotic theory to t-
statistics in long-horizon regressions (Campbell, Lo, and MacKinlay (1997, Chapter 7)). 
                                                                                                                                                                             
20 High dispersion period is defined as the period when dispersion stays higher than its mean plus one 
standard deviation for at least 3 months. There are five such periods during the sample period.   21 
The first problem arises from the persistence of regressors in long-horizon regressions. It 
is a well-known fact that other forecasting variables such as the dividend price ratio are 
very persistent and seem to contain roots highly close to unity. Since the dispersion is not 
as persistent as other forecasting variables, this problem would not be as serious. The 
second problem arises from the fact that observations in the dependent variable of the 
long-horizon regression are overlapping. This problem would be serious especially when 
the horizon K is large relative to the sample size. The long-horizon regressions in this 
paper may have this problem. As a result, some finite sample biases appear to be 
unavoidable.  
In order to examine possible finite sample biases in the long-horizon regressions 
in Section III, I conduct a Monte Carlo simulation. Under the null hypothesis that the 
coefficient of the dispersion is equal to zero, stock prices reflect the present value of 
future dividends. Hence, I generate artificial data for dividends, and then stock prices and 
stock returns are calculated from these generated dividends, according to Mankiw, Romer 
and Shapiro (1991). Since most movements of the dispersion cannot be explained by 
other variables, the artificial data for the dispersion are generated by the estimated 
coefficients under an autoregressive process. An AR(1) specification is selected for the 
dispersion process because Schwarz Criterion supports the AR(1) specification and 
because the first lagged dispersion ( 1 − t σ ) is the only variable that has consistently 
significant coefficients among AR(1) through AR(12).
22 Innovations are bootstrapped 
from regression residuals under the AR(1) specification.    
                                                                                                                                                                             
21 Stresses from emerging markets are currency problem and bank scandal in Indonesia, political mess in 
Russia, military tension in China and volatile stock market in Argentina. 
22 See Table 12 in this paper for the details.   22 
As shown in Table 13, the finite sample bias becomes more serious with the 
length of horizon. The 5% critical value for t-statistics becomes greater in magnitude as 
the horizon increases. However, although Monte Carlo simulation indicates that the 
asymptotic distribution often leads to unreliable inference as the length of horizon 
increases, the distortion does not seem to be great enough to reject the previous results. 
Even with the simulated empirical distribution for t-statistics in the Monte Carlo 
simulation, the actual t-statistics for the dispersion are greater in magnitude than the 5% 
critical values at intermediate horizons, which implies that the actual t-statistics obtained 
in the long-horizon regressions are very rare under the null hypothesis. Therefore, even 
taking into account of possible finite sample biases via Monte Carlo simulation, the null 
hypothesis that the dispersion has no predictive power for future stock returns can still be 
rejected at a conventional significance level. 
 
VI. Conclusion 
This paper has shown that the dispersion in earnings forecasts has its own predictive 
power for future stock returns. Furthermore, the dispersion measure contains information 
about future stock returns aside from the information contained in other variables. Also, 
most of the movements in dispersion cannot be explained by other variables such as 
popular financial indicators, macroeconomic variables, volatility, or non-economic 
events, which supports the robustness of incremental predictive power of  t σ . Monte 
Carlo simulation additionally shows that finite sample biases in long-horizon regressions 
using the dispersion do not seem so serious.   23 
Finally, the forecastability of  t σ  can be explained by investors’ awareness of 
heterogeneity in expectaions, as described in Harrison and Kreps (1978). If investors are 
aware that other investors may have different expectations, then investors are interested 
in expectations by other investors to gain from speculation. In this sense,  t σ  carries 
information for opportunities of resale gains. Hence, currently high  t σ  implying better 
opportunities for resale gains raises stock prices in current period and lowers stock 
returns in the future. 
  Although the question of the source of heterogeneous expectations has not been 
fully addressed, some economists have recently begun to examine the consequences of 
differences in expectations among investors.
23 In this kind of context, the results in this 
paper would seem to warrant a reconsideration of the previous rejection of the market 
efficiency hypothesis. In this study, although  t σ  has a forecasting ability for future stock 
returns, this ability appears to result from investors’ awareness of heterogeneity in beliefs 
rather than from market inefficiency. Hence, the results in this paper suggest a new 
direction for future research – investors’ awareness of heterogeneity in expectations need 
to be incorporated in any attempt to produce a fully adequate and explicative model for 
stock prices. 
                                                            
23 Hong and Stein (1999) also tries to explain price movements based on different opinions. There are also 
several recent papers focusing on the relation between trading volume and heterogeneous expectations. For 
example, see Bamber, Barron and Stober (1999).   24 
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Table 1. Summary Statistics for the Dispersion ( t σ ) and Other Forecasting 
Variables 
 
Univariate Summary Statistics 
  t t p d −   t t p e −   t t e d −   t rrel   t σ  
Mean -3.56 -2.87 -0.69 -0.22 0.06 
Standard 
Deviation 
0.43 0.38 0.17 0.96 0.01 
Autocorrela-
tion 
0.98 0.98 0.99 0.93 0.66 
ADF  test    -0.64 -2.11 -0.80 -3.54 -3.61 
Correlation Matrix 
  t t p d −   t t p e −   t t e d −   t rrel   t σ  
t t p d −   1.00 0.91 0.48 -0.35  -0.14 
t t p e −    1.00  0.09  -0.39  -0.21 
t t e d −      1.00  -0.02  0.13 
t rrel       1.00  0.02 
t σ        1.00 
 
The sample contains monthly observations from January 1982 to October 2000.  t t p d −  
is log dividend price ratio measured as the log difference between the sum of dividends 
paid on the S&P 500 index over the previous 12 months and the current level of the 
index.  t t p e −  is log earnings price ratio measured as the log difference between the sum 
of earnings obtained on the index over the previous 12 months and the current level of the 
index.  t t e d −  is log payout ratio (log dividend earnings ratio) measured as the log 
difference between the sum of earnings and the sum of dividends paid on the index over 
the previous 12 months.  t rrel  is relative short term Treasury bill rate, which is the current 
month’s Treasury bill rate minus its previous 12-month moving average.  t σ  is the 
coefficient of variation in earnings forecast. Autocorrelation is the first autocorrelation of 
each variable. ADF (Augmented Dickey-Fuller) test is t-statistics on β  in the regression 
α ς ς + ∆ + + ∆ = − − p t p t t x x x L 1 1   t t e x + + −1 β . Lag orders are selected by Ng and Perron 
procedure. 
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Table 2. Dispersion in Long-horizon Regression  
 
 
K  1  3  12 24 26 28 
b(K)  -0.0530 0.0707 -0.0588 -2.3941 -3.1818 -3.9010 
T(b(K))  -0.3294 0.1827 -0.0637 -1.8126 -2.1921 -2.7534 
2 R   0.0005 0.0002 0.0005 0.0528 0.0895 0.1257 
 
K  30 32 34 36 38 42 
b(K)  -4.2977 -4.0993 -3.8843 -3.7225 -3.6563 -3.3471 
T(b(K))  -2.7399 -2.7707 -3.2155 -2.9921 -2.8060 -2.2470 
2 R   0.1403 0.1196 0.1010 0.0859 0.0773 0.0594 
 
The sample contains monthly observations from January 1982 to October 2000. The 
regression equation is  K K t t K t t K b a r r , 0 1 ) ( + + + + + = + + ε σ L  where r is monthly log real 
returns on the S&P 500 index and  t σ  is the dispersion in forecasts (the ratio of standard 
deviation and mean earnings forecasts). T(b(K)) is the t-statistic using Newey and West 
(1987) standard errors.  ) (
2 K R  is the 
2 R  in the regression. 
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Table 3. Dispersion and Average Earnings Forecast in Long-horizon Regression 
 
 
K  1  3  12 24 26 28 
) ( 1 K b -0.0363 0.1667  0.2316 -2.3417 -3.1405  -3.8637 
)) ( ( 1 K b T   -0.2155 0.4036  0.2410 -1.8306 -2.2050  -2.7044 
) ( 2 K b   0.0033 0.0191 0.0731 0.0249 0.0266 0.0228 
)) ( ( 2 K b T   0.4612 0.9937 1.2050 0.2643 0.2772 0.2272 
2 R  
without t σ  
-0.0031  0.0037 0.0319 0.0002 0.0002 0.0003 
Incremen-
tal 
2 R  
-0.0043 -0.0033 -0.0038  0.0474  0.0826  0.1187 
 
K  30 32 34 36 38 42 
) ( 1 K b   -4.2599 -4.0590 -3.8461 -3.6699 -3.6091 -3.3349 
)) ( ( 1 K b T   -2.6270 -2.5894 -2.7309 -2.2748 -1.9862 -1.6582 
) ( 2 K b   0.0193 0.0176 0.0135 0.0162 0.0132 0.0037 
)) ( ( 2 K b T   0.1763 0.1425 0.0959 0.1008 0.0738 0.0178 
2 R  
without t σ  
-0.0002 -0.0004 -0.0006  0.0003 -0.00002 -0.0027 
Incremen-
tal 
2 R  
0.1327 0.1115 0.0926 0.0763 0.0677 0.0518 
 
The sample contains monthly observations from January 1982 to October 2000. The 
regression equation is  K K t t t t K t t p af K b K b a r r , 2 1 0 1 ) )( ( ) ( + + + + − + + = + + ε σ L  where r 
is monthly log real returns on the S&P 500 index,  t σ  is the dispersion in forecasts (the 
ratio of standard deviation and mean earnings forecasts), and  t t p af −  is the log average 
forecast-price ratio. T(b(K)) is the t-statistic using Newey and West (1987) standard 
errors. 
2 R  without  t σ  is the adjusted 
2 R  when only  t t p af −  is used as a regressor. 
Incremental 
2 R  is the difference in 
2 R  when both of  t σ  and  t t p af −  are used as 
regressors and when only  t t p af −  is used as a regressor in the regression.   30 
 
Table 4.Long-horizon Regression with Disperion and Other Forecasting variables 
 
  Forecast Horizon K-months 
  1  3  12 24 26 28 
t t p d −  
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Table 4 (continued) 
 
The sample contains monthly observations from January 1982 to October 2000. The 
regression equation is  ) )( ( ) )( ( 2 1 0 1 t t t t K t t e d K b p d K b a r r − + − + = + + + + L  
K K t t t K b rrel K b , 4 3 ) ( ) ( + + + + ε σ  where r is monthly log real returns on the S&P 500 
index,  t t p d −  is log dividend price ratio,  t t e d −  is log dividend earnings ratio,  t rrel  is 
the relative short-term Treasury bill rate (the three month Treasury bill rate minus its 12- 
month backward moving average), and  t σ  is the dispersion in forecasts. Numbers in 
parenthesis are Newey-West corrected t-statistics. 
2 R  without  t σ  is the adjusted 
2 R  
when  t σ  is excluded from the regression equation. Hence, only  t t p d − ,  t t e d − , and 
t rrel  are used as regressors. Incremental 
2 R  is the difference in 
2 R  when  t t p d − , 
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Table 5. Long-horizon Regression with Disperion and Other Forecasting variables 
 
  Forecast Horizon K-months 
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Table 5 (continued) 
 
The sample contains monthly observations from January 1982 to October 2000. The 
regression equation is  ) )( ( ) )( ( 2 1 0 1 t t t t K t t e d K b p e K b a r r − + − + = + + + + L  
K K t t t K b rrel K b , 4 3 ) ( ) ( + + + + ε σ  where r is monthly log real returns on the S&P 500 
index,  t t p e −  is log earnings price ratio,  t t e d −  is log dividend earnings ratio,  t rrel  is 
the relative short-term Treasury bill rate (the three month Treasury bill rate minus its 12-
month backward moving average), and  t σ  is the dispersion in earnings forecasts. 
Numbers in parenthesis are Newey-West corrected t-statistics. 
2 R  without  t σ  is the 
adjusted 
2 R  when  t σ  is excluded from the regression equation. Hence, only  t t p e − , 
t t e d − , and  t rrel  are used as regressors. Incremental 
2 R  is the difference in 
2 R  when 
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Table 6. Long-horizon Regression with Dispersion and Macroeconomic Variables 
 
 
  Forecast Horizon K-months 
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The sample contains monthly observations from January 1982 to October 2000. The 
regression equation is  k t p t p t t k t t b b Z a r r + − + + + + + + + = + + ε σ σ γ L L 1 0 1  where r is 
monthly log real returns on the S&P 500 index,  t Z  is a vector of current and lagged 
macroeconomic variables including the growth rate of industrial production, real short-
term interest rate measured as the yield on three-month Treasury bill rate and CPI 
inflation rate, and  t σ  is the dispersion in earnings forecasts. F (NW) is F-statistics 
corrected using Newey-West standard errors. 
2 R  without  t σ  is the 
2 R  of the regression 
when only macroeconomic variables are used as regressors. Incremental 
2 R  is the 
difference between 
2 R  when macroeconomic variables and  t σ  are used as regressors 
and 
2 R  when current and lagged  t σ  are excluded in the regression.  
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Regression Results  Granger-Causality Test  Correlation 
t vol  
2 R   Volatility → Dispersion  Dispersion → Volatility 
0.1680 0.3444 
(2.64) 
0.0239 2.6626  0.4455 
 
2 R  for regressions including 
Number of 
lags 
Lagged and Current   Lagged, Current and future  
1 0.0335  0.0402 
3 0.0504  0.0568 
6 0.0366  0.0422 
12 0.0212  0.0242 
 
The sample contains monthly observations from January 1982 to October 2000. 
Correlation shows the correlation between volatility and dispersion. Regression results 
show the results from the following regression  t t t vol a a ε σ + + = 1 0  where  t σ  is the 
dispersion and  t vol  is the volatility. T-statistic in parenthesis is corrected using Newey-
West standard errors. Granger causality test shows the Wald test statistics under the null 
hypothesis that the volatility does not Granger-casue the dispersion (Volatility →  
Dispersion) or that the dispersion does not Granger-cause the volatility (Dispersion → 
Volatility). The lower panel of Table 7 shows the change in 
2 R  when additional lagged 
volatility estimate is included in the regression. For future volatility, two led volatility 
estimates are used. 
                                                            
24 The volatility is estimated under GARCH (1,1) specification. However, volatility 
estimates under ARCH (1) and GARCH in Mean with AR (1) are almost identical to the 
volatility estimate under GARCH (1,1).   36 
Table 8. Dispersion and Other Forecasting variables 
 
  t t p d −   t t e d −   t rrel   2 R  
Coefficient -0.0098  0.0219  -0.0011  0.0588 
t-statistics -2.16  3.75  -0.58   
Incremental 
2 R   0.0512 0.0484 0.0006   
Granger Causality (→ t σ )  2.2001 0.7462 0.3617   
Granger Causality ( t σ →)  0.1239 1.0007 1.0160   
 
  t t p e −   t t e d −   t rrel   2 R  
Coefficient -0.0098  0.0122  -0.0011  0.0588 
t-statistics -2.12  2.41  -0.56   
Incremental 
2 R   0.0512 0.0175 0.0006   
Granger Causality (→ t σ )  4.4901 0.7462 0.3617   
Granger Causality ( t σ →)  0.2445 1.0007 1.0160   
 
2 R  for regressions including lagged and current  
Number of lags  t t p d − ,  t t e d − ,  t rrel   t t p e − ,  t t e d − ,  t rrel  
1 0.0992  0.0992 
3 0.1732  0.1732 
6 0.2134  0.2134 
 
The sample contains monthly observations from January 1982 to October 2000. The 
regression equation is  t t t t t t t rrel a e d a p d a a ε σ + + − + − + = 3 2 1 0 ) ( ) (  or 
t t t t t t t rrel a e d a p e a a ε σ + + − + − + = 3 2 1 0 ) ( ) ( . T-statistics are corrected using Newey-
West standard errors. Incremental 
2 R  is the difference between 
2 R  when all these 
forecasting variables are included in the regression and 
2 R  when one of these variables 
is excluded in each case. Granger causality (→ t σ ) is Wald statistics when bivariate 
Granger causality test is conducted under the null hypothesis that a forecasting variable 
does not Granger-cause the dispersion. Granger causality ( t σ →) is Wald statistics when 
bivariate Granger causality test is conducted under the null hypothesis that the dispersion 
does not Granger-cause a forecasting variable. The lowest panel of Table 8 shows the 
change in 
2 R  when additional lagged forecasting variables are included in the 
regression.  
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-0.0448 0.0813 -0.1758 -0.0239 -0.0000 -0.0021 0.5937  0.3846 
T-
statistic 
-1.41  0.66  -0.92  -0.11 -0.002 -1.42  0.75  2.29 
Incre-
mental 
2 R  
0.0058 -0.0020 0.0010 -0.0041 -0.0042 0.0123 0.0004 0.0303 
(→ t σ )  0.1385 1.0258 0.7828 0.3286 5.3244 6.0335 0.8665 2.6626 
( t σ →)  0.1210 0.0002 0.8473 1.6515 0.0586 0.2047 0.5559 0.4455 
 
  Current  1 Lagged and Current  2 Lagged and Current  3 Lagged and Current 
2 R   0.0906 0.1723  0.3095  0.3080 
 
The sample contains monthly observations from January 1982 to October 2000. The 
regression equation is  t t t Z a ε γ σ + + = 0  where  t Z  is a vector of macroeconomic 
variables including stock returns for S&P 500, the growth rate of real dividend for S&P 
500, the growth rate of industrial production, the growth rate of real money, nominal 
long-term interest rate measured as Moody’s AAA coporate bond yield, nominal short-
term interest rate measured as the yield on three-month Treasury bill rate, CPI inflation 
rate, and volatility estimates. 
2 R  is 0.0906. Incremental 
2 R  is the difference between 
2 R  when all these macroeconomic variables are included in the regression and 
2 R  when 
one of these variables is excluded in each case. Granger causality (→ t σ ) is Wald 
statistics when bivariate Granger causality test is conducted under the null hypothesis that 
a macroeconomic variable does not Granger-cause the dispersion. Granger causality 
( t σ →) is Wald statistics when bivariate Granger causality test is conducted under the 
null hypothesis that the dispersion does not Granger-cause a macroeconomic variable. 
The lower panel of Table 9 shows the change in 
2 R  when additional lagged 
macroeconomic variables are included in the regression.  
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Table 10. Major Events and Changes in the Dispersion 
 
 
Event Date  Change 
Pres. Reagan signed a compromise bill for 
saving social security 
Apr. 20, 1983  -0.27% 
Korean passenger jet shot down in Soviet air 
space 
Sep. 1, 1983  10.07% 
US Marines killed in Lebanon 
US invades Grenada 
Oct. 23, 1983 
Oct. 25, 1983 
10.19% 
Pres. Reagan re-elected  Nov. 6, 1984  0.52% 
House votes for Tax Reform Act of 1986  Dec. 18, 1985  1.79% 
Chernobyl nuclear reactor meltdown 
Senate Committee votes for tax reform 
Apr. 30, 1986 
May 8, 1986 
-25.20% 
Greenspan named to replace Volcker  Jun. 2, 1987  15.27% 
Stock market crash  Oct. 19, 1987  -7.43% 
Bush elected as President   Nov. 8, 1988  -4.61% 
A measure to rescue the savings and loan 
industry signed 
Aug. 9, 1989  -20.44% 
US invades Panama  Dec. 20, 1989  0.98% 
Iraq invades Kuwait  Aug. 2, 1990  -5.21% 
Gulf War  Jan. 17, 1991-Feb. 27, 1991  -28.63% 
LA Riots  Apr. 29, 1992  -3.68% 
Clinton elected as President  Nov. 3, 1992  5.25% 
The great flood of 1993  July, 1993  13.26% 
NAFTA  
LA earthquake 
Jan. 1, 1994 
Jan. 17, 1994 
-4.56% 
Pres. Clinton invoked emergency powers to 
help Mexico’s financial collapse 
Jan. 31, 1995  -1.87% 
Oklahoma City federal office building 
bombed 
Apr. 19, 1995  14.94% 
Pres. Clinton re-elected  Nov. 5, 1996  -2.77% 
NATO began air strikes against Yugoslavia  Mar. 24, 1999  -12.32% 
 
‘Change’ shows the percentage change of the dispersion when major non-economic 
events occurred. Important non-economic events were identified using “Chronology of 
Events” from the World Almanac and Book of Facts. Further, events were excluded 
unless they were reported or discussed in the New York Times Business Section. 
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Table 11. High Dispersion Period and Possible Explanations  
from the New York Times 
 
Date Possible  Explanations 
Jan. – Mar., 1982  Recession, bad weather, budget debate, uncertainty in 
monetary policy 
Feb. – Apr., 1988  Worry about trade deficit 
Nov., 1990 – Jan., 1991  Gulf War and related tension, recession 
Oct., 1992 – Jan., 1993  Turmoil in European market, Clinton elected  
Aug., 1999-Dec., 1999  Rising NASDAQ index, stress in emerging market 
 
High dispersion period is defined as the period when dispersion stays higher than its 
mean plus one standard deviation for at least 3 months. Related news developments are 
identified from the New York Times. 
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Table 12. The estimation of lag orders for the Dispersion 
 
 
Lag Order  AIC  SC  HQ 
0 -8.7546  -8.5589  -8.5682 
1 -9.3802  -9.3487*  -9.3675 
2 -9.3875  -9.3403  -9.3684* 
3 -9.3881  -9.3252  -9.3627 
4 -9.3900*  -9.3114  -9.3583 
5 -9.3883  -9.2940  -9.3502 
6 -9.3797  -9.2696  -9.3352 
7 -9.3740  -9.2482  -9.3232 
8 -9.3651  -9.2235  -9.3079 
9 -9.3566  -9.1993  -9.2930 
10 -9.3472  -9.1742  -9.2773 
11 -9.3407  -9.1519  -9.2644 
12 -9.3314  -9.1269  -9.2488 
 
The sample contains monthly observations from January 1982 to October 2000.  
* indicates the optimal lag order. AIC stands for Akaike’s Information Criterion. SC 
stands for Schwarz Criterion. HQ stands for Hannan-Quinn Criterion. 
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Table 13. Dispersion in Long-horizon Regression and Small Sample Biases 
 
 
 K  1  3  12 24 26 28 
cv(5%)  -2.1010 -2.3917 -2.3575 -2.6943 -2.7904 -2.7358 
T(b(K))  -0.3294 0.1827 -0.0637 -1.8126 -2.1921 -2.7534 
p-value  0.788 0.890 0.920 0.158 0.104 0.042 
 
K  30 32 34 36 38 42 
cv(5%)  -2.6784 -2.8336 -2.9192 -2.9699 -3.1572 -3.2115 
T(b(K))  -2.7399 -2.7707 -3.2155 -2.9921 -2.8060 -2.2470 
p-value  0.042 0.050 0.032 0.044 0.054 0.138 
 
The regression equation in the simulation is  K K t t K t t K b a r r , 0 1 ) ( + + + + + = + + ε σ L  where 
r is the log real return and  t σ  is the dispersion. The artificial data for the log real return 
are generated according to Mankiw, Romer and Shapiro (1991) under the null hypothesis 
that the dispersion has no predictive power. The artificial data for the dispersion are 
generated under an autoregressive process. T(b(K)) is the t-statistic from actual long-
horizon regressions using Newey and West (1987) standard errors. The number of 
simulation is 1000. ‘cv (5%)’ is 5% critical values from the empirical distribution in the 
Monte Carlo simulation. 
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Figure 1. Monthly Stock Returns for S&P 500, the Dispersion in Earnings Forecasts 
and Average Earnings Forecast 
 
 



















The first panel shows movements of monthly stock returns on the S&P 500 between 
January 1982 and October 2000. The second panel shows movements of the dispersion 
measured as the coefficient of variation in analysts’ earnings forecasts. The third panel 
shows movements of the average forecasts among analysts. 
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Figure 2. Sample Periodogram of the Dispersion 
 
















−4 Sample Periodgram for Dispersion
 
The first panel shows movements of the dispersion measured as the coefficient of 
variation in analysts’ earnings forecasts between January 1982 and October 2000. The 
second panel shows the sample periodogram of the dispersion. 
 
 
 
 