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l. Musica e caso: esperienze precedenti all 'impiego del computer.
L' "Arca musarithmica" (fig.l), descritta in un testo del 1660, è forse
il più antico dispositivo meccanico per la composizione di musica casuale.
Essa consisteva in una scatola di legno con una fila di paletti sui quali
erano marcati i suoni della gamma diatonica e indicazioni per la battuta
e il ritmo. Per comporre musica a quattro voci bastava combinare casualmen
te i paletti in uno degli innumerevoli modi possibili(l).
Fig. l - L'Arca Musarithmica
Nella seconda metà del '700 vennero pubb"licati in diverse città euro-
pee manuali di composizione musicale basati sull'impiego dei dadi. Tali
pubblicazioni erano legate ai nomi di musicisti anche famosi, come Mozart,
Carl Philipp Emanuel Bach, Haydn. Quest'ultimo, ad esempio, scrisse "Il
gioco filarmonico; facile metodo per comporre un infinito numero di minue!
ti e trii anche senza conoscere il contrappunto".
Tutti questi metodi erano basati sullo stesso principio, quello di sce-
gliere e porre in sequenza, con il lancio dei dadi, un certo numero di bat
tute fra quelle "prefabbricate" e organizzate in tabelle dall 'autore del
manuale.
L'importanza assunta dal fattore caso nella musica contemporanea può e~
sere osservata da più punti di vista e spiegata in più modi. Molto in gen~
rale il fenomeno appare come lo stadio finale estremo del processo di pro-
gressivo rigetto delle restrizioni imposte dalle regole musicali tradizio-
nali (si pensi ad esempio al progressivo abbandono del concetto di tonali-
- 83 -
tà). Una delle posizioni più estreme, in questo senso, è quella del com
positore John Cage, la cui intenzione è di creare una musica indi pende.!].
te dal gusto personale e dalla tradizione artistica. Una fonte di casu~
lità utilizzata da Cage è data, ad esempio, dalle leggere irregolarità
dei fogli di carta, che il compositore pone in evidenza grafica per poi
codificare in notazione musicale.
Il fatto poi che alcune partiture contemporanee prevedano un comport~
mento aleatorio da parte dell'esecutore può essere posto in relazione,per
contrasto, con l'eccessiva rigidezza e complessità di certe partiture ai
limiti dell'eseguibilità; in questo senso il compositore, rinunciando al
la dettagliata specificazione di alcuni parametri, cioè lasciandoli al c~
so, restituisce libertà all'esecutore.
Infine il non-determinismo, in forma di distribuzione probabilistica,
diventa lo strumento formale più adeguato alla generazione e al tratta-
mento di grandi masse di eventi sonori.
Così Iannis xenakis(2), padre della "musica stocastica", introduce
nella sua pratica compositiva la densità di probabilità:
-cxP(x) = ce
(degli intervalli di Poisson) per calcolare durate delle note o distanze
fra gli attacchi di note successive, o la densità:
G(v) = _---=,2_ e-v2/a2
a llT
(Gaussiana) per calcolare la velocità dei glissando degli strumenti ad
arco nel brano "Pithoprakta" (1955/56), del quale sono riportate alcune
battute in fig. 2.
Naturalmente l'esigenza dei musicisti di maneggiare il caso e di utl
lizzare la teoria delle probabilità poteva iniziare a trovare nei primi
computers un valido strumento di ausilio alla composizione. Tuttavia un
impulso ancora maggiore all 'impiego compositivo degli elaboratori venne
dato dalla diffusione della teoria dell 'informazione di Shannon e Weaver,
e dalla curiosità, da parte di ricercatori di formazione prevalentemente
scientifica, di applicare la nuova teoria alla linguistica ed alla musi-
ca, in senso analitico ed in senso generativo.
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2. Il continuo ordine-caos ed il concetto di entropia in relazione alla
composizione musicale.
Ogni oggetto che susciti un certo interesse, in senso estetico, in chi
lo osserva, può essere collocato idealmente in qualche zona intermedia del
continuo che collega i due estremi opposti dell'ordine e del caos. Qualsia
si quadro è meno ordinato di una scacchiera ma più ordinato di un metro qu~
drato di ghiai~.
Herbert Brun (3): "... La musica è il risultato di un continuo tentati-
vo di ridurre all'ordine il caos del sistema degli elementi e degli eventi
t .. Ilacus- -1 Cl • •• •
Sorge il problema di esprimere numericamente, cioè di misurare, la pro-
?orzione, di ordine e di caos presente nelle strutture di una data classe.
A livello di percezione sonora, al momento dell'ascolto di un dato brano mu
sicale, i concetti di ordine e di caos si identificano rispettivamente con
i concetti di prevedibilità e non-prevedibilità: consideriamo ordinato un
brano del quale siamo in grado di prevedere gli sviluppi e disordinato un
brano dagli sviluppi costantemente imprevedibili. Prevedere gli sviluppi,
poi, significa poter assegnare a priori ad un solo evento una alta proba-
bilità di succedere all'evento percepito al presente; una situazione compor
ta invece imprevedibilità quando tutti gli sviluppi sono ugualmente proba-
bili.
E' chiaro allora come la teoria dell'informazione (che si basa sulla te~
ria delle probabilità) e il suo concetto fondamentale di entropia, che rap-
presenta una misura di disordine, o di non prevedibilità, abbiano avuto un
ruolo importante nelle ricerche sulla struttura musicale.
Nel 1958 J.E.YOungblood(4) misura l'entropia di tre gruppi di melodie,di
Schubert, Mendelsohn e Schumann (tabella l) sulla base delle frequenze di
occorrenza dei gradi della scala cromatica (dalle quali si ricavano le pro-
babilità dei gradi stessi).
L'entropia H
un alfabeto a =
di una sorgente
{al'az... a } conn
senza memoria che emette i simboli
assegnate probabilità p(a.) = p.
1 1
di
è de-
finita come
n
H - - . L l p. 1092 p.1= 1 1
a . ) .
1
l 'entro-
Essa rappresenta l'informazione media per- simbolo emesso (essendo
l(a i ) = - 10g2P(ai ) l'informazione associata al generico simbolo
L'entropia relativa H è il rapporto fra l'entropia effettiva e
r
pia massima che la sorgente può esprimere (a simboli equiprobabili):
H
r
= H/l09 2n
La ridondanza H è definita come: R - l - H .
r
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Tones Schubert Mendelesohn 5chumann
l 182 103 215
n 7 4 16
ili 168 84 148
IV 23 6 13
V 124 84 144
VI 83 52 66
VIl 16 7 22
Vili 203 104 208
IX 30 7 5
X 78 68 118 ,
Xl 29 8 23
xn B2 50 BB
1025 577 1066
,
: 3. 127 H = 3. 03 H : 3.05 II H Hr =0.B5I Hr =O.87 I Hr : O. B46 I II IR '" I30/Q I R=15.4% I R = 15 0/0 II
Tabella l - Misure di entropia in melodie di Schubert, Mendelssohn e
Schumann.
probabilità di transizione
dei simboli. sono note le
probabilità che dopo l'emi~
a., l'entropia (condiziona-
l
alle probabilità assolute p(a.)
l
p(a. Ia . ) , ci oé l e
l J
(contesto) la sorgente emetta
Se oltre
sione di a.
J
le) è data da
n
H - - ..1: 1 p(a.a.)1092 p(a.la.)c l ,J = J 1 1 J
Essa esprime l'informazione media per simbolo emesso, noto il simbolo
emesso in precedenza.
Misurare l'entropia di una 'lingua, o di un insieme di melodie, signi-
fica analizzare stat'isticamente il corpus 'in esame, ricavare le probabili
tà assolute o condizionali (a contesto di data lunghezza) di emissione dei
simboli, assumere come modello generativo della lingua o delle melodie una
sorgente S che incorpori i valori di probabilità ricavati, e misurare l'e~
tropia di S. E' naturale che dopo essere giunti, attraverso l'analisi, al-
la costruzione della sorgente stocastica S (induzione), sorga l'idea di ap-
plicare lo stesso modello in senso generativo per sintetizzare sequenze di
elementi dell 'alfabeto omogenee a quelle del corpus analizzato (deduzione).
epta-gramma, b~a. indica la giustapposizione di b~
J l J
la statistica degli epta-grammi implicita in quella
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3. Composizione musicale ma:!iantecatene di Markov e prime esperienze con
il computer.
Una catena di Markov è una sequenza di simboli di un dato alfabet~
(finito) emessa da una sorgente per la quale le probabilità di emissi~
ne dei simboli sono condizionate dalla emissione precedente (ma ci si
può ricondurre a catene di Markov anche quando le probabilità dipendono
da un prefissato numero k > l di simboli emessi in precedenza).
Quasi tutte le prime esperienze di composizione con il computer si bas~
no sulla analisi statistica di un corpus di melodie e sulla sintesi di ca
tene di Markov. Prima ancora di impiegare gli elaboratori, Pinkerton(s) -
analizzò statisticamente 39 canzoncine per l'infanzia e ne rigenerò di
nuove cm metodo probabilistico, ed Olson e Belar (6) costruirono un si~
tetizzatore che incorporava la statistica di 11 canzoni di Stephen Foster,
e componeva e suonava canzoni nello stile del compositore americano.
Uno dei primi esperimenti di cor.lposizione markoviana con il computer è
quello di Brooks, Hopkins, Newmann e Wright(7). Essi analizzano un campi~
ne di 37 semplici inni, tutti in tempo 4/4 e senza note di durata inferio
re all 'ottavo (,). Tutti gli inni vengono trasposti nella tonalità di DO,
e segmentati in 64 celle della durata di un ottavo ciascuna. Ogni cella
viene codificata con il nome della nota o porzione di nota che contiene,
specificando se si tratta di nota 'struck' (colpita, iniziata in quella
cella), o 'held' (tenuta, continuata dalla cella precedente). Ogni inno
diventa così una sequenza di 64 simboli. L'analisi statistica viene estesa
fino all 'ottavo ordine, cioè fino alle sequenze di 8 simboli, o otto-gram-
mi, ciò che consente, in fase di sintesi, di emettere i simboli sulla base
delle 7 emissioni precedenti, essendo
7
7 p(b. a.)
p(a. Ip .) ; _-,,~,---,l_
l J p(b.)
J
(b~ è il generico
J
ed a.) ed essendo
l
degli otto-grammi.
Il processo di sintesi viene anche sottoposto a vincoli di natura ritmi
ca. Fig. 3 mostra alcuni inni artificiali ricavati con diversi valori cre-
scenti dell 'ordine m dell 'analisi statistica.
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Fig. 3 - Inni artificiali dall'esperimento di Brooks, Hopkins, Newmann e
Wright
Le conclusioni degli autori sono, sinteticamente, le seguenti:
- l'analisi-sintesi di ordine troppo basso fornisce inni non riconosciuti
come appartenenti alla classe degli inni analizzati; l'analisi è troppo
superficiale e la sintesi, di conseguenza, non è in grado di riprodurre
le proprietà del campione;
- l'analisi-sintesi di ordine troppo alto produce inni che tendono a dupll
care quelli del campione, senza fornire risultati originali;
- con l'analisi-sintesi di ordine intermedio viene estratta sufficientemen
te informazione dal campione per poter riprodurre inni omogenei a quelli
originali, ma la sintesi non impone vincoli tali da ottenere la indeside
rata duplicazione del materiale analizzato.
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Per riprendere il discorso sul continuo ordine-caos in relazione a que-
sto esperimento si può concludere che si ottengono composizoni soddisface~
ti quando la sorgente markoviana ha un comportamento intermedio fra quello
eccessivamente preordinato e vincolante dell'analisi-sintesi di ordine troQ
po alto e quello eccessivamente incontrollato, o caotico, dell 'analisi-si~
tesi di ordine basso.
Il modello compositivo markoviano presenta naturalmente delle limitazi~
ni. La più evidente è quella di non poter controllare le macrostruture del
la composizione, per ottenere ad esempio una strutturazione gerarchica: le
catene di Markov infatti rendono conto soltanto dalleinterazioni a corto
raggio fra gli eventi sonori.
4. L'uso combinato di sorgenti di numeri casuali e di grammatiche.
Il principio compositivo markoviano consiste nel limitare la casualiti
delle sequenze generate dalla sorgente stocastica (dunque, nel diminuirne
l'entropia) imponendo restrizioni di natura probabilistica (le probabili-
ti condizionali). Un altro metodo di riduzione del caos consiste nel sot-
toporre il processo di generazione di eventi casuali a restrizioni di na-
tura deterministica, cioè nel confrontare (ed eventualmente scartare) gli
eventi via via generati casualmente, con insiemi di regole, o grammatiche.
Uno dei più famosi esperimenti di composizione mediante computer, la
'Illiac suite for String Quartet' di Hiller e Isaacson (8) (9), del 1957,
è appunto basato sulla implementazione e sul progressivo impiego di 14 r~
gole dello 'stretto contrappunto di prima specie' (16 0 secolo). Aumentando
le restrizioni, cioè il numero di regole impiegate, aumenta la correttezza
formale della musica generata dall 'elaboratore, ma aumenta anche il nume-
ro di tentativi falliti: succede infatti che la macchina, durante il pro-
cesso compositivo, si possa trovare in un vicolo cieco, cioè non riesca a
generare un nuovo evento sonoro, anche iterando i tentativi, senza violare
qualche regola. In questo caso la composizione, incompleta, viene scartata
ed il processo riparte da capo.
Un interessante metodo per ovviare a questo inconveniente è stato da S.
Gill (lO). I brani, a tre voci e in stile dodecafonico, vengono ottenuti
con un generatore di eventi casuali e una grammatica: parte delle regole
vengono incorporate nel generatore, e la parte rimanente viene impiegata
per valutare le note via via generate in relazione alla parte già composta.
Ad ogni passo il programma conserva otto composizioni parziali e concor
renti, non necessariamente della stessa lunghezza.
L'algoritmo di composizione è presto riassunto:
- una delle otto sequenze parziali presenti in memoria viene scelta a caso
e prolungata della durata di una croma (,) con la subroutine di generazione;
- gO -
- la sequenza risultante viene valutata e confrontata con le altre otto
sequenze in memoria (v~neinfatti conservata anche la sequenza scelta,
nella sua forma non ancora estesa);
- la sequenza valutata peggiore fra le nove viene scartata ed il proces-
so viene ripetuto con le otto rimaste.
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Fig. 4 - La ramificazione degli sviluppi di una composizione nell 'esperie.f!.
za di Gill
Un'altra esperienza di composizione automatica di melodie mediante gram-
matica (generativa di Chomsky) e generatore di scelte casuali è dovuta a Li
dove Gabura (11).
Il tentativo di estendere l'automazione alla sintesi digitale del suono
(in tempo reale) è stato affrontato, fra gli altri, da S.R.Holtzman (12).
Il 'Generatore di programmi' impiegato in quest'esperienza, è un programma
che genera automaticamente brevi programmi, chiamati 'Funzioni '; a loro
volta le Funzioni, eseguite ciclicamente, generano sequenze di campioni del
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segnale audio.
5. Simulazione di distribuzioni probabilistiche.
Molte esperienze di composizione musicale non deterministica mediante
elaboratore elettronico fanno uso di subroutines di generazione di numeri
pseudo-casua1i. La subroutine Fortran RANDU, ad esempio, genera ad ogni
sua chiamata un numero reale YFL a densità uniforme nell' intervallo (0,1)
e un numero intero IY random fra O e 231 _1 (fig. 5).
seme IX YFL
IY
Fig. 5 - Ingressi e uscite della subroutine RANDU
Il processo di generazione dei numeri pseudo-casua1i viene inizia1izzato
con un primo valore (seme) assegnato a IX. In seguito come input IX alla
subroutine viene impiegato lo stesso output,IY.
Questa stessa subroutine può venire impiegata per simulare distribuzioni
probabi1istiche più complesse di quella a densità uniforme. Per ottenere una
variabile aleatoria a densità gaussiana, ad esempio, è sufficiente sommare
un certo numero di volte una variabile aleatoria a densità uniforme in (0,1),
come YFL, (sfruttando il teorema del limite centrale), e scalare opportuna-
mente il risultato.
Per ottenere variabili aleatorie di altro tipo, sempre a partire da YFL,
si può sfruttare il seguente risultato: se F (y) è una funzione monotonay
crescente (con O < F (y) < 1) ed x è una variabile aleatoria a densità uni
- y - -
forme in (0,1), come YFL (fig. 6), la variabile aleatoria y = y(x) = F-1(x)y
ammette, come funzione di distribuzione proprio 1aF(y).y
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x
F (y)
Y
-------------------- 1------------------------
o
Yo - F-
Y
y
Fig. 6 - Generazione di una variabile aleatoria y di data distribuzione
a partire dalla variabile aleatoria x, uniforme in (D,l)
Si consideri ad esempio la distribuzione di Poisson di punti
reale, in base alla quale la probabilità di trovare k punti
fissato intervallo AB di ampiezza T è:
sull' asse
•ln un pre
Prob{k punti in AB} •
(essendo À
y fra due
lità
la densità di punti sulla retta). Si dimostra che la distanza
punti successivi è una variabile aleatoria a densità di probabi-
(y ~ O)
-ÀY(cioè a distribuzione F (y) = l - e ) e che viceversa una variabile aleay
toria di tale densità può essere utilizzata per costruire (per salti succes
sivi) una distribuzione di punti di Poisson.
x
Ebbene, per
uniforme in
ottenere una siffatta
(0,1), basta porre
variabile aleatoria y a partire da
y(x) = ln(l-x)
À
La distribuzione di Poisson riveste un ruolo molto importante nelle
esperienze di composizione musicale stocastica, per il suo carattere di
"non-causualità'~ si può dimostrare infatti che in una successione temporale
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di punti di Poisson, il numero di punti in un interv~llodi tempo non 1n-
fluenza in alcun modo il numero di punti in qualsiasi intervallo succeSS1
vo (purché gli intervalli siano disgiunti).
La distribuzione di Poisson è stata impiegata, fra gli altri, da I.X~
nakis (2), da J.Myhill (13) ed è alla base del programma di composizione
non deterministica POD, di B. Truax.
6. POD e PILE - un programma e un linguaggio di composizione non determi-
nistica.
Alcune delle recenti ricerche sulla composizione musicale non determi-
nistica tendono a creare programmi, o linguaggi, che offrano ai musicisti
strumenti per risolvere di volta in volta i propri problemi compositivi.
Il POD, di Barry Truax (14), è un programma per la sintesi di strutt~
re musicali monofoniche (in tempo reale) e polifoniche (in tempo differito),
implementato su diversi mini-sistemi (PDP-15,PDP-ll,HP-2116,NOVA-3) in Eu-
ropa ed in America.
Il principio fondamentale del programma è quello per cui l'utente speci-
fica soltanto i parametri macrostrutturali del brano (come la densità degli
eventi sonori) lasciando ad un algoritmo di distribuzione (di Poisson) la
collocazione dei singoli eventi sonori nello spazio tempo/frequenza/intensl
tà. I vincoli imposti dali 'utente sono ad esempio espressi in forma di 'm~
schera' (fig. 7), cioé regioni del piano frequenza/tempo all'interno delle
-
l'·,iQ A
f.N....)
t (f~.·:, LJ/5
o ,...
Z c._..aJ
>
o
/
.,
1-1(...... s,
T_ -
PB '"
.. ... ~.
~l;
u_
•
•
--
_._.-
C •- I
.1 •
••
.-
,.,
-.
-' ••q
"-
T__
... .. .. or
,..
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M: lllASK3
ST:UASK2;
8:12-17
ST:HEW2;
Y:ENl>;
B:12-15
ST:NE1I3;
RtF :REF*2
liASK3: REF-l
COMP:4096-REF;
H[W2
NCNT,-
NEW3
NSEL,-;
SAVE;
REF: 1
NEW3:-1
NEW2:-1
NEWl:-l;
7',
BEL li
SJ:;L
IN!T
C.... L
ZERO?
BEL ti'
STORE
MBEL
START
CHANGE CHECK
quali l'algoritmo di distribuzione sceglie gli eventi sonori. Le maschere
possono anche venire impiegate per indirizzare la associazione non-deter-
ministica dei timbri ('sound objects') in fig. 7 agli eventi sonori.
Una
que 11 a
interessante possibilità offerta da questo e da altri programmi è
di generare varianti statisticamente equivalenti di una unica stru!
r-------~---------.. .... .. tura, come accade uti 1i zzan
do 10 stesso insieme di ma-
schere ma variando il seme
di inizia1izzazione della
sorgente di numeri casuali.
In questo senso viene recu-
perata ed estesa la prerog~
tiva della musica strumentale
tradizionale di poter offri
re, attraverso diverse esecu
zioni ed interpretazioni,va-
rianti di una stessa struttu
ra (la parti tura) , che era
stata perduta con la musica
elettronica su nastro magneti
co.
NCNT BEL li
B:MASK2
ST:CNT;
CHECK
NfWl
NINC,-;
D:8-11
8T: IU.SKl ;
BEL li
8:15-11
ST:NEWlj
!fINe BEL
J4: IiASKl
ST:HICR;
TURH CAL
A: 1.+ INCR ~"I--­
IlAX:409:;-A;
NEGATIVE?
"'"-,GOONj
IHI!
.\:4D9S
INCR:-INCR;
BR.\NCH
TO:GOON2;
GOOH NEG?
A
-,0001012;
UHT
,1,:0
lNCR: - INCR;
OOOl'f2 COliVERT
SENO:A
CH.\lìNEL:D;
CHECK
CNT
TURN.CHANGEj
EHD F1NISH?
EIT:SAVE;
DECLARE
Questa possibilità è offer
ta anche dal linguaggio
PILE, scritto da P.BERG(lS)
e residente sul PDP-L5 dell'
Istituto di Sono10gia di Utrecht.
Il linguaggio è partico1armen
te adatto alla esplorazione
di nuovi metodi non-determini-
stici di sintesi del suono in
tempo reale.
L'esecuzione di un programma
scritto in PILE (e compilato)
coincide con l'esecu 7 ione musi-
cale, e si può dire che la ve-
ra parti tura del brano è pro-
prio rappresentata dal programma.
Fig. 8 mostra un programma-par
titura in PILE.Come si vede, la
prima istruzione assegna valore
7 al seme di inizia1izzazione
HEWl, NEW2, !1ASK2. CNT ,/.lASKl , IMeR. A. ~IAX, REF ,COtlP. SA VE.
HU3. MASK3;
•~._.--_...._-- _. '.-
Fig. 8 - Un programma-parti tura in linguaggio PILE
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del generatore (hardware, in questo caso) di numeri casuali. Cambiando questo
valore si ottiene un'altra versione del brano, statisticamente equivalente.
7. Musica l/f e musica autosimile
L'idea di applicare sequenze numeriche casuali a quattro di potenze l/f
(rumore rosa) anziché a spettro costante (rumore bianco) per la generazione
di melodie è dovuta a due ricercatori statunitensi, J.Clarke e R.F.Voss. In
un recente articolo (16) essi hanno messo in luce come le fluttuazioni di due
grandezze fisiche associate a brani musicali di svariati stili (potenza e fre
quenza istantanea del segnale audio) mostrino spettri di potenza P(f) ad an-
damento iperbolico (l/f) su intervalli che si estendono, inferiormente, fino
a frequenze (f) di 10-3 Hz, corrispondenti a periodi dell'ordine di alcuni mi
nuti. In altri termini, l'analisi di Clarke e Voss ha mostrato come l'evoluzio
ne temporale 'lenta', cioé delle strutture macroscopiche a lungo periodo, dei
brani analizzati sia modellata correttamente dalla casualità del rumore l/f e
non da quella del rumore bianco. (Si osservi che si sta parlando della macro-
struttura musicale, e non della microstruttura: i rumori bianco e rosa intesi
come caratteristici effetti timbri ci non hanno nulla a che vedere con tutto
ciò).
E' interessante notare come lo spettro l/f, che compare anche in numerosi
fenomeni fisici, sia associato in generale alla presenza contemporanea di flu!
tuazioni su più scale temporali anziché su una unica scala. Sulla base di que-
sta considerazione lo stesso Voss ha proposto un metodo per la generazione di
sequenze numeriche a spettro approssimatamente l/f (17) che impiega un unico
processo stocastico elementare (il lancio di un dado) riportato contemporane~
mente su più scale temporali in progressione geometrica.
D'altra parte, molte strutture musicali di svariati stili presentano una
evidente organizzazione gerarchica (movimenti, frasi, sottofrasi, incisi, ... ),
e ogni sequenza temporale organizzata gerarchicamente in sottosequenze incorp~
ra per l'appunto più scale temporali in progressione ( approssimativamente) ge~
metrica. In questo senso si può forse concludere che la presenza di fluttuazio-
ni a spettro l/f in vari generi musicali non è così sorprendente.
Le figure che seguono illustrano alcune melodie stocastiche generate dall'al
goritmo di Voss e da una sua variante; i grafici rappresentano le fluttuazioni
nel tempo del parametro acustico frequenza (la gamma utilizzata comprende 85
frequenze a distanza di semitono, ed è un sottoinsieme della gamma del termi-
nale audio TAU2 impiegato per questi esperimenti). La melodia di fig. 9a è g~
nerata dall'algoritmo originale di Voss; in figg. 9b e 9c l'algoritmo è stato
generalizzato per ottenere varianti della prima linea melodica (utilizzando lo
stesso seme) nelle quali apparisse più evidente la suddivisione gerarchica in
frasi e sottofrasi.
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Sono stati scritti programmi per la generazlone di musica a più voci;
è stata sperimentata la possibilità di controllare con sequenze numeriche
l/f anche le durate delle note e di stabilire una interdipendenza fra le
fluttuazioni delle voci (o dei parametri acustici di una voce). Due esem
pi sonori generati dai programmi di questa serie sono contenuti in un di
sco dimostrativo (18)
a)
p=1
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Fig.9 - Tre melodie stocastiche ottenute con l'algoritmo dei dadi.
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Una figura geometrica è detta 'autosimile' quando è scomponibile in
parti simili all'intera figura. Fig. 10 è autosimile.
Fig. 10 - Una figura autosimile (curva di Koch)
L'autosimilitudine può valere anche in senso statistico. Fig. 9c è sta
tisticamente autosimile; la prima metà del grafico, ad esempio, se ingra~
dita di un fattore 2, riflette lo stesso comportamento statistico dell 'in
tero grafico.
Come si vede facilmente, l'autosimilitudine è un caso particolare di stru!
turazione gerarchica e, come tale, può essere interessante applicarla alla com
posizione automatica di sequenze musicali. A questo scopo è stata scritta una
serie di programmi per la implementazione di un particolare processo stocast~
co, il volo di Lévy, e per il suo impiego in senso compositivo. (I programmi,
scritti in Fortran, generano sequenze musicali immediatamente eseguibili al
terminale audio TAU2).
Un punto mobile L compie un volo di Lévy quando si muove ln uno spazio
n-dimensionale per salti successivi che siano:
- statisticamente indipendenti
- isotropi
- distribuiti con probabilità
Prob (r > x) -
-D
x per x > l (D > O, reale)
l per x < l
per quanto riguarda il modulo r (si parlerà allora, più precisamente, di vo-
lo di Lévy ad esponente D).
Mandelbrot(19) ha mostrato come l'insieme infinito dei punti occupati dal
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punto mobile L (i vertici della poligonale che rappresenta la traiettoria del
volo) sia statisticamente (ed asintoticamente) autosimile e presenti una orga
nizzazione gerarchica tale da consentirne l'uso come modello della distribuzi~
ne delle stelle nell'universo, con galassie aggregate in ammassi di galassie,
a loro volte aggregati in ammassi di ordine superiore, e così via. Inoltre la
diminuzione dell'esponente D provoca un aumento delle distanze relative tra
le galassie (in rapporto alle loro dimensioni), ad ogni livello gerarchico, o,
da un differente punto di vista, un aumento del loro grado di aggregazione (la
contraddizione è solo apparente), e pone in maggior evidenza la struttura gera~
chica: il fenomeno è del tutto analogo a quanto si osserva in fig. 9, dove nel
passare dal caso a) al caso c) aumenta la distinguibilità fra sottofrasi conti
nue.
da Mandelbrot mediante
D = 2) accentuando la
. ~,.,,,, ~
...... : "I"
. . '"
........ '.,1:" .q.
. Il... •
," :'i')~~~.V' ':-;~ • •
. . ,\..r;~~ ,~,~.
•
11 mostra degli aggregati di galassie simulati
Lévy. Il valore di D decresce (inizialmente
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Fig. 11 - Galassie di Mandelbrot con diversi grad' di aggregazione
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separazione fra le galassie. Essendo stato utilizzato lo stesso seme (per
inizializzare il processo di generazione dei numeri casuali) per tutti gli
esempi, questi appaiono come varianti di una unica configurazione.
E' possibile ottenere musica stocastica autosimile (dunque dotata di
struttura gerarchica) ambientando un volo di Lèvy in uno spazio n-dimensio
nale nel quale ogni asse sia stato associato ad un parametro acustico (fr~
quenza, durata, intensità). Ogni salto del punto mobile L porta ad un nuo
vo vertice del volo le cui n coordinate rappresentano altrettanti nuovi va
lori dei parametri acustici, cioè un nuovo evento sonoro (20). -
Fig. 12 illustra un esempio di sequenza polifonica a 4 voci generata da
un volo di Lèvy in uno spazio quadri dimensionale nel quale tutti e quattro
gli assi sono stati associati al parametro frequenza (per semplicità si può
pensare di mantenere fissi timbri ,intensità e durate delle note). Fig. 12a
mostra una delle quattro voci; in fig. 12b le voci sono confrontate a due
a due. E' evidente la mutua dipendenza delle linee melodiche per la quale
spesso (ma non sempre) grandi intervalli di frequenza nelle voci risultano
sincronizzati.
In virtù della metrica assegnata allo spazio, l'autosimilitudine è prese~
te anche nelle proiezioni dei vertici del volo sugli assi dello spazio,cioè
nelle fluttuazioni melodiche.
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Fig.12 - Una sequenza polifonica a 4 voci generata da un volo di Lèvy (D=l)
in uno spazio acustico a 4 dimensioni (tutti e 4 gli assi sono sta
ti associati al parametro frequenza).
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