Discontinuous Galerkin finite element schemes exhibit attractive features for accurate large-scale wave-propagation simulations on modern parallel architectures. For many applications, these schemes must be coupled with non-reflective boundary treatments to limit the size of the computational domain without losing accuracy or computational efficiency, which remains a challenging task. In this paper, we present a combination of a nodal discontinuous Galerkin method with high-order absorbing boundary conditions (HABCs) for cuboidal computational domains. Compatibility conditions are derived for HABCs intersecting at the edges and the corners of a cuboidal domain. We propose a GPU implementation of the computational procedure, which results in a multidimensional solver with equations to be solved on 0D, 1D, 2D and 3D spatial regions. Numerical results demonstrate both the accuracy and the computational efficiency of our approach.
Introduction
Numerical simulation tools play an important role for solving a wide range of large-scale wave-like problems in fields as diverse as underwater acoustics, electromagnetic scattering and seismic imaging. In this context, computational procedures based on discontinuous Galerkin finite element methods are very attractive. These methods can provide accurate solutions to realistic transient wave-like problems thanks to heterogeneous, non-conforming and curvilinear meshes, high-order discontinuous basis functions, and stable formulations for complicated physical models (see e.g. [15, 42, 50, 52, 56, 64, 66, 67, 69, 72] ). In addition, the discrete structure of the numerical schemes is well suited for efficient massively parallel computing on distributed memory architectures and modern many-core accelerators [14, 30, 47, 59, 61, 65] .
A critical issue for the simulation of wave phenomena is to correctly account for radiation of waves at artificial boundaries of the computational domain. Non-reflective boundary treatments must be incorporated into the discontinuous Galerkin formulations in order to simulate the outward propagation of signals and perturbations generated from within the computational domain, even if they are not a priori known. The challenge then consists of devising boundary treatments that preserve the accuracy of the numerical solution without overpenalizing the computational efficiency of the implementation.
Basic boundary techniques encompass characteristic-based conditions, impedance conditions and sponge layers. These techniques are robust, straightforward to implement and cheap to use, but they provide a relatively poor approximation of the solution. Two families of techniques provide high-fidelity solutions at reasonable computational cost: perfectly matched layers (PMLs) (see e.g. [2, 8, 25, 44, 48, 53, 60] ) and local high-order absorbing boundary conditions (HABCs) (see e.g. [4, 7, 26, 27, 33, [35] [36] [37] 62] ). In the last two decades, PMLs have clearly received much more attention than HABCs. One reason is that the PMLs are easier to implement than HABCs. While HABCs require specific resolution procedures, with often cumbersome treatments of the corners of the computational domain, the PMLs can be rather easily implemented in existing computational codes with straightforward treatments at the corners. Nevertheless, the accuracy of PMLs strongly depends on both the discretization and a selection of parameters. Although procedures have been proposed to automate the selection [9, 18, 58] , the parameters are often chosen by experimentation, which does not ensure an optimum accuracy. By contrast, the parameters of HABCs can be tuned without any experiment thanks to reflection coefficients [20, 21, 36, 43] and a priori error estimates [37, 39] that allow for error analyses which are relevant for discretized problems.
With the aim at devising solvers that are both accurate and computationally efficient, we are interested in the coupling of discontinuous Galerkin methods with HABCs. Early HABCs have been written with high-order partial derivatives in time and space [20, 21, 43] , where the order of derivatives is as high as the order of approximation. Such formulations have been successfully implemented with finite element methods for time-harmonic problems [29, 63] , but their applicability is limited to low orders because of the high-order derivatives that must be discretized. As an alternative strategy, Collino [16, 17] proposed a formulation with only low-order derivatives and auxiliary fields defined on the boundary, enabling the use of HABCs with high orders. Hagstrom and Warburton [36, 37] have incorporated such formulations in nodal discontinuous Galerkin schemes for time-dependent problems by rewriting the auxiliary fields with characteristic variables. In order to deal with HABCs intersecting at the corners of computational domains, they also proposed a corner treatment based on compatibility conditions that preserve the accuracy of the solution. However, the resulting solvers are rather complicated to generalize and to implement. To the best of our knowledge, they have never been applied in 3D. This has motivated the introduction of the double absorbing boundary (DAB) [5, 40] which simplifies the treatment of corners in HABC procedures. LaGrone and Hagstrom [49] recently proposed a 3D finite difference scheme with compatibility treatments for the edges and the corners of cuboidal domains. The DAB technique relies on an extension of the domain with a thin layer where the auxiliary fields of the HABCs are defined. In contrast with the strategy used in [36, 37] , where linear systems are to be solved on the edges and the corners, the DAB leads to a purely iterative computational procedure. Nevertheless, a larger number of discrete unknowns is required since the auxiliary fields are solved in a layer instead of only on the boundary.
In this paper, we propose a HABC procedure coupled with a nodal discontinuous Galerkin method for efficient 3D acoustic wave simulations in cuboidal domains. Following the early works of Hagstrom and Warburton, HABCs are prescribed on the faces of the domain and compatibility conditions are derived for the edges and the corners, but we consider a specific HABC representation that leads to compatibility conditions which are easier to use. While the auxiliary fields are governed by recursive equations in the representation considered in [36, 37] , we use a representation close to the one proposed by Collino [16, 17] with uncoupled equations. In addition to a simplification of the procedure, the obtained compatibility conditions overcome some inconsistencies that appear with previous formulations when deriving discontinuous Galerkin schemes.
In order to demonstrate the computational efficiency of our approach, we describe the implementation of the HABC procedure in a state-of-the-art GPU-accelerated discontinuous Galerkin solver and present results of a 3D realistic benchmark. The complete procedure requires a multidimensional solver with equations posed in the volume, on the faces, the edges and the corners of the domain. We use elaborate implementation techniques in order to improve the computational performance, while keeping the compatibility of the final implementation with implementations in the literature [14, 59] . This paper is organized as follows. In section 2, the HABCs are presented and edge/corner compatibility conditions are derived for both the wave equation and the pressure-velocity system. Section 3 is dedicated to numerical schemes and implementation strategies. We describe the discontinuous Galerkin finite element scheme, the low-storage Runge-Kutta scheme, and key aspects of the GPU-accelerated implementation. In section 4, we present 3D numerical results which validate the formulation and demonstrate the computational performance and the applicability of the approach.
Non-reflective boundary treatment for cuboidal domain
In this section, we derive high-order absorbing boundary conditions (HABCs) with compatibility conditions for edges and corners to simulate the propagation of waves in the infinite space with a cuboidal computational domain. We aim at coupling these conditions with a numerical scheme based on the pressure-velocity system
where p(t, x) is the pressure field, u(t, x) is the velocity field, ρ is the density and c is the phase velocity. In this section, ρ and c are assumed to be constant. When deriving the conditions, it is however more convenient to work with the wave equation
The pressure-velocity system can be recovered by introducing the velocity field governed by equation (1b) and integrating the wave equation.
We first derive HABCs for a semi-infinite domain with a planar boundary (section 2.1). When using the obtained HABCs on all the faces of a cuboidal domain, a special treatment must be applied to the edges and the corners. A treatment based on accuracy-preserving compatibility conditions is proposed in section 2.2. The obtained equations of both the HABCs and the compatibility conditions involve second-order partial derivatives. In section 2.3, we derive equivalent formulations written using only first-order partial derivatives, which can quite naturally be coupled with spatial schemes based on the pressure-velocity system. Mixed boundary conditions are briefly discussed in section 2.4.
High-order absorbing boundary conditions for planar boundary
Let us consider the half-space problem defined on the domain Ω = {x ∈ R 3 : x < 0} with the planar boundary Γ = {x ∈ R 3 : x = 0}, where x is the coordinate in the Cartesian direction e x . We seek a non-reflective boundary condition to prescribe on Γ. For convenience, the transverse component of the position is denoted y, such that x = (x, y).
The exact non-reflective boundary condition of the half-space problem is well-known. Using notations borrowed from the pseudo-differential theory, it reads (see e.g. [20, 35] )
with the pseudo-differential operator
where ∆ x ⊥ ≡ ∆ − ∂ xx is the Laplace-Beltrami operator defined in the plan tangent to the direction e x . Unfortunately, this condition is non-local in both time and space because of the square root, which makes it an impractical boundary treatment.
Local absorbing boundary conditions are classically obtained by approximating the square root √ 1 + X to localize the operator (4). The features of the obtained conditions depend on the approximation that is used for the square root. In their seminal work, Engquist and Majda [20] showed that Padé approximations lead to stable conditions, while polynomial approximations based on Taylor expansions can lead to unstable conditions. Other rational approximations have been used to derive one-way wave equations and absorbing boundary conditions with better accuracy for grazing waves, evanescent modes or long-duration simulations (see e.g. [1, 3, 37, 39, 41, 43, 45, 46, 54, 57] ). In this work, we restrict ourselves to the Padé approximation, which corresponds to an asymptotic case for these rational approximations. The boundary treatment and the computational procedure described hereafter will be extended to other approximations in the future.
The (2N + 1)
th -order Padé approximation of the square root √ 1 + X is classically written as the rational function [6, 32, 54] 
which we rewrite as
where a n = sin 2 (nπ/M ), b n = cos 2 (nπ/M ), c n = tan 2 (nπ/M ) and M = 2N + 1. Using the formula (6) to approximate the square root in the exact boundary operator (4) gives to the approximate boundary condition
We introduce N auxiliary fields p n defined on the boundary Γ as
We can then explicitly rewrite the boundary condition (7) as
where the auxiliary fields are governed by
The boundary condition is local and requires the computation of the N auxiliary equations on the boundary Γ. Increasing the order of the Padé approximation increases the number of auxiliary equations and the computational cost, but it also improves the accuracy for outgoing traveling waves [16, 17, 20] .
We note that rational approximations of the square root can be written in several ways, leading to different representations of the boundary conditions. Collino [16, 17] used the rational representation (5) and obtained HABCs with auxiliary equations very close to equations (9)- (10) . This representation can also be used with different parameters as soon as they verify some relations [34] . Alternatively, rational functions written as continued fractions lead to HABCs with auxiliary fields governed by coupled equations (see e.g. [3, 28, 33, 36] ). In this work, we choose the representation (6) because it leads to compatibility conditions that are easier to incorporate in a discontinuous Galerkin framework than those obtained in previous works. This aspect is discussed later in the text.
Compatibility conditions at edges and corners
We now extend the boundary treatment to the borders of a cuboidal domain
to simulate the infinite space R 3 . The initial conditions and any source are assumed to be compactly supported inside the domain Ω. Under this assumption, the exact boundary condition (3) and its approximation (7) can be prescribed on the planes containing each of the six faces of the domain ( figure 1a ). In practice, we would like to prescribe the boundary condition (9) only on the faces (figure 1b). However, computing the auxiliary equations (10) only on the faces requires boundary conditions for the auxiliary fields on the borders of each face, which are on the edges of the domain.
To derive such conditions, we have adapted a strategy proposed by Hagstrom and Warburton [36] and based on purely algebraic manipulations of the equations. It gives edge compatibility conditions which preserve the accuracy of the solution, and require the computation of supplementary auxiliary fields governed by auxiliary equations on the edges. Proceeding in a hierarchical fashion, these new equations require boundary conditions on the borders of each edge, which are at the corners of the domain. Algebraic manipulations of these equations similarly provide compatibility conditions with supplementary auxiliary fields at the corners.
In this section, we derive compatibility conditions for the edges belonging to the lines (
The conditions for the other edges and corners can be obtained straightforwardly by symmetry.
Auxiliary fields
For the sake of clarity, we first define the fields as
where the operators M The fields with zero, one, two and three non-zero subscripts are computed on the volume, the faces, the edges and the corners, respectively. The field p 000 corresponds to the pressure field p. The fields p i00 , p 0j0 , p 00k , with i, j, k = 1, . . . , N , are defined on the faces
. Therefore, there are N , N 2 and N 3 auxiliary fields per face, edge and corner, respectively. Note that, since the initial conditions on p are assumed to be compactly supported inside the domain, the initial conditions on the auxiliary fields are equal to 0.
The auxiliary fields have two properties that are used when deriving the compatibility conditions. First, all the auxiliary fields satisfy the wave equation,
Indeed, since the pressure field is in the kernel of the wave operator ∂ tt − c 2 ∆ , the auxiliary fields defined by equation (11) are also in this kernel. Then, the auxiliary fields are related by the following relations
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These relations are trivially obtained by using definition (11) and observing that the operators M
Boundary conditions on faces and 2D relations
We write the boundary conditions for the 3D field on the faces x = L x , y = L y and z = L z . On these faces, the field p 000 satisfies HABCs corresponding to half spaces,
which can be rewritten
Using the definition (11), we have the 2D relations
for i, j, k = 1, . . . , N .
Boundary conditions on edges and 1D relations
On the borders of each face (i.e. on the edges of the domain), the 2D fields need boundary conditions. We derive here the compatibility conditions for the 2D fields on the edges (
Because p 000 belongs to the kernel of L x and L y on the edge (x, y) = (L x , L y ) and because these operators commute with M x and M y , the 2D fields p 0j0 and p i00 also belong to the kernel of L x and L y seen their definition. This result gives boundary conditions for the 2D fields on the edge (x, y) = (L x , L y ). Using similar reasoning, we obtain boundary conditions on the other edges. We then have
for i, j, k = 1, . . . , N . Unfortunately, these relations involve spatial derivatives that cannot be computed for 1D fields defined only on the edges. For instance, only derivatives with respect to z can be computed on the edge (x, y) = (L x , L y ), while equations (17a) and (17b) involve derivatives with respect to y and x, respectively. We then manipulate equations (17a)-(17f) to eliminate such inadmissible derivatives. Adding the equations corresponding to each edge and using equation (12) give
for i, j, k = 1, . . . , N . These 1D relations involve only spatial derivatives which are well-defined on edges.
Boundary conditions at corners and 0D relations
On the borders of each edge (i.e. at the corners of the domain), the 1D field equations require boundary conditions. We derive the compatibility conditions for the 1D fields at the corner (
by using a similar strategy than for the edges.
Because p 000 belongs to the kernel of L x , L y and L z and because these operators commute with M x , M y and M z , the 1D fields p 0jk , p i0k and p ij0 also belong to the kernel of
We now derive relations for the 0D auxiliary fields at the corner. Using equations (13a)-(13c) to connect the 0D and the 1D fields, one has
for i, j, k = 1, . . . , N . Unfortunately, these relations again involve spatial derivatives which are inadmissible if the 0D fields are defined only on the corner. Again, we manipulate the equations to eliminate these derivatives. Adding equations (20a)-(20c), removing the spatial derivatives by using equation (12) and integrating in time give
for i, j, k = 1, . . . , N . These 0D relations do not involve any derivatives, and they can be used to remove the 0D fields p ijk from the boundary conditions (19a)-(19c).
Formulation with first-order partial differential equations
Since all the auxiliary fields p ijk (t, x) satisfy the wave equation (12), we can define auxiliary velocities u ijk (t, x) such that each pair (p ijk , u ijk ) satisfies the pressure-velocity system
with i, j, k = 0, . . . , N . Introducing these auxiliary velocities and using integration in time on the equations derived in the previous section give a HABC formulation with only algebraic relations as boundary conditions and first-order differential equations as governing equations for the auxiliary fields:
• on the face x = L x , the boundary condition (14a) becomes
and the 2D fields are governed by
, the boundary conditions (16a)-(16b) become
and the 1D fields are governed by
for i, j = 1, . . . , N ;
• at the corner (
with
Similar relations can be obtained for the other faces, edges and corners.
The boundary treatment presented in this section then consists of a multidimensional solver with equations to solve in the volume, on the faces, on the edges and at the corners of the domain. The formulation is summarized in this way:
• on the volume, the 3D fields (pressure and velocity) are governed by the classical pressure-velocity system with initial conditions and/or sources which are compactly supported inside the domain;
• on the faces, one boundary condition is prescribed using the algebraic relation (23) and N sets of 2D auxiliary fields are governed by the first-order differential equations (24a)-(24c);
• on the edges, 2N boundary conditions (N for each adjacent face) are prescribed using the algebraic relations (25a)-(25b) and N 2 sets of 1D auxiliary fields are governed by the first-order differential equations (26a)-(26b);
• at the corners, 3N 2 boundary conditions (N 2 for each adjacent edge) are prescribed using the algebraic relations (27a)-(27c).
The equation numbers correspond to the face
. By the assumption of the compact support of the initial condition inside the domain, the initial conditions for the auxiliary variable fields are all zero.
Extension to mixed boundary conditions
We briefly address the case where a homogeneous boundary condition is prescribed on one or more faces of the computational domain. In exploration geophysics, for instance, the computational cuboidal domain must represent the underground structure. A HABC can be used on the lateral and bottom faces of the domain, while the so-called free-surface boundary condition (which is p = 0 in the acoustic model) must be prescribed on the upper face to simulate the Earth's surface.
A homogeneous boundary condition on the 3D fields is straightforwardly incorporated into the boundary procedure by using the same condition on the auxiliary 2D and 1D fields. Indeed, let us consider the homogeneous Dirichlet condition p = 0 on one face of the domain and a HABC on the adjacent faces. Seen definition (11) , the 2D auxiliary fields of the adjacent faces must be set to zero on the edges if p = 0. Therefore, no auxiliary field must be computed on edges and corners belonging to faces where a homogeneous boundary condition is prescribed.
Numerical scheme and computational implementation
In this section, we describe the explicit time-stepping procedure to solve the HABC formulation (section 3.1), the numerical discretization with the discontinuous Galerkin time domain scheme (section 3.2) and the main components of our GPU-accelerated implementation (section 3.3).
Explicit time-stepping procedure
Because of the coupling between the differential equations and the algebraic relations of the different levels, the formulation described in section 2.3 cannot be straightforwardly solved with an explicit timestepping procedure. For instance, the time derivatives of both 3D pressure and 2D pressures appear in equation (24a), and the time derivatives of both 2D pressures and 1D pressures appear in equation (26a). In order to allow an explicit time-stepping procedure, we first reformulate the boundary conditions introducing temporary variables and using characteristic variables (as in [36] ). In the directions e x , e y , e z , the characteristic variables read
where r • on the face x = L x , temporary fields p i00 are defined as
the boundary condition gives
and the 2D relations becomes
for i = 1, . . . , N ;
• on the edge (x, y) = (L x , L y ), temporary fields p ij0 are defined as
, the boundary conditions give
Algorithm 1: Explicit multidimensional solver for the pressure-velocity system with HABC and edge/corner compatibility. The symbols and equation numbers correspond to face the
3D solver (on the volume):
• update the 3D fields p000 and u000 at t2 by solving the pressure-velocity system (1a)-(1b), using the 3D incoming characteristics r −x 000 computed at t1 as boundary condition; 2D solver (on the faces):
• compute the 2D temporary fields p i00 at t1 by using equation (29);
• update the 2D fields p i00 , ui00 and vi00 at t2 by solving the 2D relations (31a)-(31c), using the 2D incoming characteristics computed r −y i00 at t1 as boundary condition; • compute the 3D outgoing characteristics r +x 000 at t2 by using equations (28a);
• compute the 3D incoming characteristics r −x 000 at t2 by using equation (30);
• compute the 2D pressure fields pi00 at t2 by reusing equation (29); 1D solver (on the edges):
• compute the 1D temporary fields p ij0 at t1 by using equation (32);
• update the 1D fields p ij0 and uij0 at t2 by solving the 1D relations (34a)-(34b), using the 1D incoming characteristics r −z ij0 computed at t1 as boundary condition; • compute the 2D outgoing characteristics r +y i00 and r +x 0j0 at t2 by using equations (28a)-(28b);
• compute the 2D incoming characteristics r −y i00 and r −x 0j0 at t2 by solving the 2N -equations system (33a)-(33b);
• compute the 1D pressure fields pij0 at t2 by reusing equation (32); 0D solver (at the corners):
• compute the 1D outgoing characteristics r and the 1D relations becomes
The numerical solution of this formulation can be computed with an explicit time-stepping scheme by solving the different levels successively at each time step, starting with the 3D and ending with the 0D. The complete procedure to update the solution from time t 1 to time t 2 = t 1 + ∆t is sketched in algorithm 1. The computational load is mainly due to two kinds of operations:
1. The 3D, 2D, 1D solvers solve first-order differential systems to update the corresponding pressure and velocity fields. Since the systems of the faces (equations (31a)-(31c)) and the edges (equations (34a)-(34b)) resemble to pressure-velocity systems, we use the same numerical scheme to solve the systems over each dimension (i.e. volume, faces and edges). To update the 3D, 2D, 1D fields at t = t 2 , the 3D, 2D, 1D solvers use boundary conditions based on incoming characteristics computed at t = t 1 . Such characteristic-based boundary conditions are naturally incorporated in discontinuous Galerkin formulations (see section 3.2).
2. The 2D, 1D, 0D solvers update respectively the 3D, 2D, 1D incoming characteristics at t = t 2 , using the fields which are already computed at t = t 2 . The computation is straightforward on the faces (equation (30)), but it requires the solution of linear systems with 2N unknowns on the edges (equations (33a)-(33b)) and 3N 2 unknowns at the corners (equations (35a)-(35c) ). For instance, for the edge (x, y) = (L x , L y ), the 2N × 2N system with equations (33a)-(33b) can be written 
where I is the N × N identity matrix and C (1) and C (2) are a N × N sparse matrices that only depend on the parameters c i 's. The vectors of incoming characteristics, r −x and r −y , contain the unknowns of system (36), while r +x , r +y , b x and b y are computed using the fields at t = t 2 . Because the matrix of the system (i.e. the matrix in the left-hand side) is the same for all the edges, we precompute and store its inverse, after which we only need to do matrix-vector multiplications at each time step. The matrix is composed of four N ×N matrices, only two of which are independent. Since its inverse has the same structure, only two N × N matrices must then be stored in memory. Similarly, for the corner conditions, the inverse matrix of the 3N 2 × 3N 2 system (35a)-(35c) can be precomputed and stored. It is composed of nine N 2 × N 2 matrices, only three of which are independent and must be stored.
This procedure is similar to the one described by Hagstrom and Warburton [36] for 2D cases, but with a different choice for the planar HABC. Their formulation has been extended to a family of more general HABC, the complete radiation boundary conditions (CRBC) [37, 39] , which can be accurate for both traveling and evanescent waves. With a specific choice of parameters, corresponding to the Padé case, these HABCs are equivalent to the one used here, but the formulations are written differently.
With the HABC of Hagstrom and Warburton in the Padé case, fields from all the levels appear in the compatibility condition at corners. This leads to an inconsistent formulation when using discontinuous Galerkin schemes based on an unstructured mesh. Indeed, both 3D and 2D fields can have more than one value at the corners of the domain if several tetrahedral or triangular mesh cells touch this corner.
The same inconsistency appears when deriving the compatibility conditions with the HABC proposed by Collino [16, 17] . By contrast, with our formulation, the 0D fields p ijk are defined only with 1D fields (equation (21)), which have only one value at corners. This observation motivated our choice for the HABC specifically based on the approximate square root represented by equation (6).
Discontinuous Galerkin time domain scheme
The HABC and compatibility conditions are discretized using a nodal discontinuous Galerkin finite element method with upwind fluxes in space and a low-storage fourth-order Runge-Kutta method in time [42] . In the complete boundary procedure for cuboidal domains, the pressure-velocity system must be solved on the edges, on the faces and in the volume of the domain, which leads to a multidimensional solver. We have used the 1D, 2D and 3D versions of the same spatial scheme. For each of the 1D, 2D and 3D solvers, the pressure fields and the Cartesian components of the velocity fields are approximated by piecewise polynomial functions, which are discontinuous at the interface between two cells. The discrete unknowns correspond to the values of fields at nodes distributed over the boundary and the interior of an element [42] . In this work, the spatial distribution of nodes in the reference tetrahedron is defined using the Warp & Blend technique [68] . The nodes in the reference triangle and on the reference line are chosen to match the face nodes and the edge nodes, respectively, of the tetrahedron.
The spatial scheme is built on a variational form of the equations. Hereafter, the material properties ρ and c are assumed to be constant over each cell, but potentially discontinuous at the interfaces. For each line, triangular and tetrahedral cell D k , we consider the variational form
where ψ(x) and ψ(x) are test functions, ∂D k is the cell boundary and n is the outward unit normal to ∂D k . The boundary conditions are prescribed and the solutions at the interface between two cells are coupled by selecting specific values for the numerical fluxes p and (n · u) in the boundary integrals of both equations. At the interface between two elements, we consider the classical upwind fluxes provided by the exact Riemann solver [42, 51, 71] ,
where {X} = (X ext +X int )/2 and X = (X ext −X int )/2 are the average and the semi-jump, respectively, of any scalar or vector X. The superscripts ext and int denote the exterior and interior values at the interface. If the medium is homogeneous at the interface, the numerical fluxes can be conveniently rewritten as
where r + and r − are the outgoing and incoming characteristics, respectively, defined as
At the domain boundary, the basic ABC is straightforwardly incorporated in the formulation by using the numerical fluxes (39)- (40) with the incoming characteristic equal to zero. In the HABC procedure, boundary conditions for the 3D, 2D and 1D solvers are enforced by defining incoming characteristics using the 2D, 1D and 0D solvers, respectively. Finally, the homogeneous boundary condition p = 0 is enforced by taking
For each element D k , the semi-discrete equations are obtained by substituting the semi-discrete fields into the variational form (37)- (38) , and using the Lagrange polynomials as test functions [42] . For each field, this leads to a system that reads
where the vectors q k and r k contain the discrete unknowns and the values of the right-hand side terms for D k . The right-hand side vector can be written as
where N dim is the spatial dimension of the element, N faces is the number of faces, f k,j corresponds to the physical flux in the x j -direction for all the nodes of D k , and the vector p k,f contains the boundary term for all the nodes belonging to the face f . In the right-hand side vector (41), the first term (called the volume term) corresponds to the integrals over the cell D k , and the second term (called the surface term) corresponds to those over its boundary ∂D k . The matrices D j and L f are respectively differentiation and lifting matrices for the reference element, while the geometric factors g vol k,i,j and g sur k,f depend on the shape of each element. The matrices and factors are defined in [42] . The semi-discrete equations are explicitly derived in [59] for the three-dimensional case.
The low-storage fourth-order Runge-Kutta scheme is used for time discretization. This scheme has five stages and require the storage of an auxiliary residual vector s k . At each stage n of each time iteration m, the residual vector s 
where r m+n/5 k and s m+n/5 k correspond to the vector computed at time t = (m + c i n)∆t. The values of the coefficients a n , b n and c n can be found in [10] .
GPU-accelerated computational implementation
We have implemented the boundary procedure in a discontinuous Galerkin code programmed using the C ++ language with the OCCA library [55] for GPU computing. Discontinuous finite element schemes have attractive features for parallel computing on multi-threading devices such as GPU, but a careful implementation is required to optimize the efficiency of the solver (see e.g. [23, 47, 61] ). In order to improve the computational efficiency, implementation strategies have been studied for advanced discontinuous Galerkin schemes with hybrid meshes [13, 14] , Bernstein-Bezier basis functions [12] , multi-rate time-stepping schemes [24, 31] and distributed parallel computing on GPU clusters [59] in several application contexts. In this work, we propose a single-GPU implementation based on the nodal discontinuous Galerkin method and the time-stepping scheme presented in the previous section. We highlight that the implementation strategies used here are compatible with those presented in the above references.
The 3D solver is implemented following strategies described in [59, 61] . We have implemented the 1D and 2D solvers in a similar way, with the supplementary tasks required for the boundary procedure. A specific implementation has been conceived for the 0D solver, which only solves the compatibility system at corners using the inverse matrix of this system. 
Memory management
All the data required for computation are stored in the global memory of the GPU. For each of the 1D, 2D and 3D solvers, a floating-point array q stores all the discrete unknowns of the solver, while the array qf contains a copy of traces associated to face nodes (i.e. p and n · u, where n is the outward unit normal to the face). The arrays rhs and res store the right-hand side terms and the residual, respectively, used for the time-stepping procedure (42)- (43) . The array qb contains the incoming characteristic variables used as boundary condition at boundary nodes of each mesh. Arrays are used to store the elemental matrices (Drst and Lift) and the geometric and physical parameters (volPar and surPar) required to compute the right-hand side terms (41) . Additional arrays used by the 0D, 1D and 2D solvers for the boundary procedure are allocated: the HABC coefficients (coefHabc), the inverse matrices of the compatibility systems (matHabcEdge and matHabcCorner) and a temporary storage q0 (its purpose is explained later).
An array of integers, the connectivity array map, is used when computing the numerical fluxes at face nodes in the surface kernel. This array has one entry for each face node: a positive value gives the address of the corresponding face node on the neighboring cell in qf, a negative value corresponds to a characteristic-based boundary condition and gives the address of the incoming characteristic in qb, and a zero value corresponds to an homogeneous Dirichlet boundary condition. Connectivity arrays between the nodes and faces nodes of meshes with different spatial dimensions are also used.
The granularity of storage of all the arrays has been chosen in order to maximize coalescing transfers and data reuse (see e.g. [47, 61] 
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Kernels
The computational procedure is decomposed into several subtasks implemented in separate OCCA kernels. This allows us to optimize each task considering the properties of both the task and the GPU. Our implementation has three main kernels for each of the 1D, 2D, 3D solvers:
1. the volume kernel computes the first term of the right-hand side vector (41); 2. the surface kernel computes the second term of the right-hand side vector (41); 3. the update kernel performs the time stepping (equations (42)- (43)) and updates the incoming and outgoing characteristics by performing the operations listed in algorithm 1.
For the 0D solver, there is a single update kernel, which updates the incoming characteristics used by 1D solver. All the kernels are called at each stage of each time step in a specific order: first the three volume kernels (in any order), then the three surface kernels (in any order), and finally the four update kernels (starting with the 3D and ending with the 0D, following the procedure in algorithm 1).
The volume and surface kernels consist of streaming operations and element-wise matrix-vector multiplications. In a nutshell, the volume kernels load the values of fields from q for each element, compute the physical fluxes at each node, perform the matrix-vector products using Drst, and store the result in rhs. The surface kernels load the values of traces and incoming characteristics from qf and qb for each element, compute the numerical fluxes at each face node, perform the matrix-vector products using Lift, and update rhs with the result.
All the volume and surface kernels are written and optimized in a similar way. In the GPU programming model, a thread is the smallest sequence of instructions that are managed independently with their own private memory. Threads belonging to the same thread block run concurrently and can collaborate using shared memory. Following [47] , the tasks of the volume and surface kernels are parallelized by associating one thread to the computational work required for one node, and by associating one thread block to several elements. In the volume and surface kernels, N p and max(N p , N faces N f p ) threads are dedicated to one element, and one thread block is dedicated to K blkV and K blkS elements, respectively. The parameters K blkV and K blkS provide a way to tune the occupation of the GPU for each kernel of each solver. The 3D kernels and further details about the optimization strategies can be found in [59] . In the 1D and 2D kernels, several sets of fields (N 2 and N , respectively) are associated to each node, and the operations are performed several times with the different fields, still associating one node per thread. Since the elemental matrices and parameters are identical for each set of fields, the kernels are written to enable reuse of these data. Aside from this difference, the 1D and 2D kernels are similar to the 3D kernels.
The update kernels perform the time-stepping for the fields, and computes the incoming and outgoing characteristics following the boundary procedure in algorithm 1. The operations performed by the update kernels are rather different: the 3D kernel only updates fields (algorithm 2), the 2D kernel updates fields and performs streaming operations (algorithm 3), the 1D kernel updates fields and solves 2N × 2N systems (algorithm 4), the 0D kernel only solves 3N 2 × 3N 2 systems (algorithm 5). The different kernels are written in algorithms 2-5 using pseudo-code to give an overview of the implementation. In these algorithms, parfor denotes a parallel loop, while for denotes a sequential loop. The most external parallel loop iterates over thread blocks, while the others iterate over threads. Since the physical/geometrical factor arrays and the three connectivity arrays are used in a straightforward way, they are not mentioned in the algorithms for the sake of clarity. We describe hereafter the key aspects of the kernels.
• The 3D update kernel (algorithm 2) performs the time-stepping for the 3D fields in three steps: first the residual is updated at nodes with equation (42), then the fields are updated at nodes with equation (43), and finally the traces are computed at face nodes. As for the volume and surface kernels, each thread deals with the tasks associated to a given node, and each thread block deals with K tet blkU elements. There are therefore K • The time-stepping of the 2D fields is performed by the 2D update kernel using the same parallelization strategy, with one node per thread and K tri blkU elements per thread blocks. Since there are N sets of 2D pressure and velocity fields per node, a sequential loop is used to iterate over the sets for each operation over these fields (algorithm 3). In addition, the 3D incoming characteristic is computed sequentially by performing the operations described in algorithm 1.
In this procedure, both the previous value and the updated value of the 3D outgoing characteristic are needed. The first is used to compute the temporary 2D fields p at the beginning of the time step, and the second is used when updating the 3D incoming characteristic. While the updated 3D outgoing characteristic is computed using the updated traces from array qf tet , we have introduced an additional array q0 tet that stores the sum of the 3D characteristics to compute p at the beginning of the time step. This array is updated when the updated 3D incoming characteristic is available.
• The role of the 1D update kernel is similar to that of the 2D kernel: updating the 1D fields on the edges of the domain and computing the 2D incoming characteristics for the neighbor faces. However, the size of data and the type of operations are different: there are N 2 1D fields to update and 2N 2D incoming characteristics (N for each neighbor face) to compute by performing matrix-vector products.
For this update kernel, we have modified the parallelization strategy in order to reduce the use of private memory storage and to perform matrix-vector products in parallel. In the 1D kernel, N threads deals with the tasks associated to one node. Each of these threads is dedicated to N sets of 1D fields and two 2D incoming characteristics. In algorithm 4, there are therefore three inner parallel loops (over the elements, the sets and the nodes). To preserve coalescing memory transfers, the inner most loop processes the nodes since they correspond to the finest granularity of storage for all the arrays.
As explained at the end of section 2.3, the 2N × 2N system to compute the 2D incoming characteristics can simply be done by performing four matrix-vector products with N × N matrices, where only two vectors and two matrices are different. The 1D kernel computes the entries of both vectors (stored in a shared array vecX) and performs the matrix-vector products in a parallel way. Each thread computes one entry of each vector, and computes one output value of each matrix-vector product.
• The only task of the 0D update kernel is computing the 1D outgoing characteristics by solving a 3N 2 × 3N 2 linear system for each corner, which the inverse matrix is available. Using symmetry in the inverse matrix, the task consists in performing nine matrix-vector products with N 2 × N entries of the three vectors (stored in a shared array vecX) and performs the matrix-vector products in a parallel fashion. In our implementation, each thread block deals with one corner, and each thread computes one entry of each vector and one output value of each matrix-vector products.
Numerical results
In this section, we present numerical results obtained with an academic benchmark (section 4.1) and a realistic benchmark used in exploration geophysics (section 4.2).
Validation benchmark
In this section, the accuracy of the HABC formulation is studied with an academic benchmark which the solution is known. We consider the propagation of a spherical wave in the infinite space R 3 . The wave is generated with a source point at position x s ∈ Ω using the Ricker wavelet s(t) defined as
where f peak is the peak frequency and t s is a time offset. The source point is incorporated in the pressure-velocity system using a Dirac delta in the pressure equation:
where S(t) is the integral of the wavelet,
The analytic solution is obtained by taking the convolution of the Green function of the wave equation with the Ricker wavelet. This solution then reads
with r = x − x s 1/2 .
Setting
The numerical simulation is performed on the cuboidal domain Ω = [−0.5, 0.5] 3 with a mesh composed of 70895 tetrahedra. Third-degree polynomial basis functions are used (i.e. P = 3). The time step ∆t is chosen according to
where c k is the wave velocity and F scale,k is the maximum ratio of surface to volume Jacobian of the k th mesh cell (see e.g. [14, 42, 70] ). For this benchmark, we use dimensionless physical parameters ρ k and c k set to 1. The duration of the simulation is t final = 5 and the peak of the Ricker wavelet is generated at t s = 0.5 with the peak frequency f peak = 2.5.
We compare the numerical solution obtained with approximate boundary treatments (basic ABC and HABC) to the infinite-space reference solution (45a)-(45b). The difference is quantified with the relative L 2 -error on the domain Ω defined as
Total energy generated by the source . The total energy generated by the source (used in the denominator) is computed by performing the simulation with the homogeneous Dirichlet condition p = 0 on ∂Ω, which does not allow outgoing energy flux. The energy then is evaluated in Ω when it reaches a constant value, that is when the wavelet is totally generated. Both this energy and the error are evaluated using a numerical integration with a quadrature rule that is exact for seventh-degree polynomials. Note that error (47) measures both modeling errors due to the approximate boundary treatment and numerical errors due to the discretization of the problem.
Results Figure 2 shows the time-evolution of the error when the source is placed at the center of the domain (x s = (0, 0, 0)) and when it is slightly shifted (x s = (0.2, 0.1, 0)). The generated spherical wavefront propagates in the domain and the peak reaches the boundary at t = 1 and t = 0.8, respectively. At this instant, the error reaches ∼ 10 −2 with all the boundary treatments and both sources. In this first period, the total error is dominated by the numerical error. After, the behavior depends on the boundary treatment.
With the basic ABC, the error increases until it reaches ∼ 0.17 for both sources, which means that approximately 17% of the total energy generated in the domain has been reflected. The error is clearly dominated by the modeling error: the reflected wavefront propagated in the domain is partially reflected at the boundary. The error is continuously decreasing as the multiple reflections are absorbed. With the basic ABC, it can be proved that, for both the continuous model and the numerical scheme, the energy cannot increases once the source is totally generated. The observed error decay is therefore the expected result.
With the HABC, the error decreases until a minimum is reached between t = 1 and t = 2.3. During this decrease, the error is the same with all the HABCs and is dominated by the numerical error. The attained minimum depends on the order of the HABC: a larger order provides a smaller error. We note that this minimum occurs earlier and is larger when the source is shifted (figure 2b). Indeed, because the source is closer to a boundary, the reflection occurs earlier, and the amplitudes of both incident and reflected wavefronts are larger. After the minimum, the error oscillates (for small N ) or increases (for large N ) to converge towards the same value for all orders of HABC. Such phenomenon is well known with Padé-like and Higdon-like boundary conditions (see the numerical results in e.g. [36, 38, 39] ). It is due to the poor long time error behavior of these conditions, which can be overcome, for instance, with the CRBC [37, 39] .
In order to validate HABC coupled with a homogeneous boundary condition, we consider a variant of the benchmark where p = 0 is prescribed on the upper face (i.e. z = 0.5), while HABC are used on the other faces. In this benchmark, a primary wavefront is generated by the source, and a secondary wavefront appears after the reflection of the primary front on the upper boundary. The reference solution is straightforwardly obtained by using the infinite-space solution (45a)-(45b) with the method of images. Figure 3 shows the time-evolution of the error for the modified benchmark. The behavior of the error is the same as with the previous benchmark for t < 1 because the second wavefront has not yet appeared. In the range t ∈ [1, 2], all the HABC give the same error, which corresponds to the numerical error when both primary and secondary wavefronts are traveling in the domain. With the basic ABC, the error is clearly dominated by modeling error due the spurious reflection of waves. The long time error behavior is similar to the previous benchmark.
Realistic benchmark
In order to test our approach with a more realistic situation, we have built a benchmark based on the SEAM Phase I model produced by the SEG Advanced Modeling Program [22] . A wavefront is generated in the upper part of the domain by using a point source with the Ricker wavelet. The position of the source is x s = (10 km, 10 km, 1.5 km), the time offset is t s = 2 s and the peak frequency is f peak = 2 Hz. The free-surface boundary condition is prescribed on the upper border of the domain (at z = 0), while an HABC is used on the lateral and bottom borders. For the boundary procedure, a surface mesh with 23, 892 triangles covers the lateral and bottom faces. The line mesh composed of 332 lines is used for the lateral and bottom edges. Only the 4 corners at the bottom are considered in the procedure. The simulations have been performed with third-degree polynomial basis functions, for the duration 15 s with the global time-step ∆t = 0.124723 ms, which has been computed using equation (46) . We solver this benchmark with one single Nvidia K40 GPU, which constrains the size of problems that can be solved. For realistic applications, the solver can be improved by using strategies for parallel computing on GPU clusters and multi-rate time stepping [59] . Using these strategies dramatically accelerates the computation, and allows for larger and more refined meshes which support higher frequencies.
Qualitative comparison
We have performed simulations using the basic ABC and HABCs with N = 3 and N = 6. Figure 6 shows snapshots of the solution at different instants for the HABC with N = 3. At t = 3.75 s, we can see the primary wavefront, as well as the secondary wavefront generated after reflection on the free surface of the domain. The source, represented with a yellow bullet, is in the upper part of the domain, which corresponds to an ocean. In the remainder of the simulation, both wavefronts are propagated in the ocean and the subsurface, and multiple reflections appear due to geological structures. Waves travel significantly faster in the subsurface than in the ocean.
In order to compare the basic ABC with the HABCs, horizontal planar cuts of the pressure wavefield are shown in figures 7 and 8 at depths z = 1.5 km and z = 5 km. HABC results are shown only for N = 3, because the images obtained with N = 6 are visually nearly identical.
The horizontal cuts shown on figure 7 are taken at the ocean level where the source is placed, at the end of the simulation. On the left border of the pictures, the medium is heterogeneous because the salt body touches the border (figures 7a and 7b). There is therefore a large change of the medium properties that must be represented by the boundary treatment. Comparing the results obtained with both boundary treatments, we can clearly observe reflections close to the left and lower sides of figure 7c (basic ABC) that are not on figure 7d (HABC). The larger reflections correspond to oblique waves, while the wavefront corresponding to a normal incidence is not reflected by the basic ABC. Note that the solution obtained with the HABC does not exhibit any incoherent behavior on the left side of the picture, where the medium is heterogeneous. Table 5 : Average runtime of each kernel per call with and without optimized K blk , and speedup (SpUp), for each variant of the realistic benchmark. The 0D update kernel has no tuning parameter. Figure 8 shows horizontal cuts. These cuts are taken earlier in the simulation in order to observe eventual reflections of the primary wavefront at the boundary. Again, we observe reflections when the ABC is used, and not with the HABC.
Computational performance
The total runtime of the realistic simulation using the basic ABC is approximately 8h45 on a Nvidia K40 GPU in single precision. Using the HABCs increases the runtime by 10 and 22 minutes for N = 3 and N = 6, respectively. As shown on table 3, the runtime rises nearly proportionally to the total number of unknowns.
We have optimized the number of elements per thread block K blk for each kernel and each boundary treatment (see section 3.3). The optimum values are given in table 4. Optimizing these parameters K blk has a significant impact on the efficiency. As shown on table 5, the speedup achieved after optimization of K blk kernel by kernel is between 1.25 and 3.95. The largest speedups are obtained with the 2D kernels and the 3D volume kernel. The speedup of the complete implementation after optimization is approximately 1.85. 27 
Conclusion
A comprehensive computational procedure is proposed for the high-performance simulation of transient waves in 3D unbounded domains. This approach combines a GPU-accelerated nodal discontinuous Galerkin finite element with local high-order absorbing boundary conditions (HABCs) and compatibility conditions for the edges and the corners of truncated cuboidal domains. Since this approach can be naturally coupled with multi-rate time stepping schemes, discontinuous Galerkin schemes for hybrid meshes and computational strategies for computations on GPU clusters, our strategy has potential for large-scale realistic simulations that are both accurate and efficient on modern parallel architectures.
The considered HABC are variants of the classical Padé-like approximate boundary conditions introduced by Engquist and Majda [20] four decades ago. With these conditions, outgoing traveling waves are simulated with an arbitrarily high accuracy, but adequate treatments must be designed to deal with the edges and the corners of cuboidal domains. By choosing a specific representation for the HABC, we have derived novel edge/corner compatibility conditions that are rather naturally coupled with discontinuous Galerkin methods. This is in contrast to classical HABC representations, which lead to inconsistency when applied to discontinuous Galerkin schemes. Boundary formulations have been derived for the wave equation and the pressure-velocity system defined on the infinite space R 3 , assuming a homogeneous medium in the exterior domain R 3 \Ω. Homogeneous boundary conditions are straightforwardly incorporated in these formulations, and numerical results suggest that they can be used with heterogeneous media.
The computational procedure relies on a multidimensional solver with partial differential equations to solve in the volume, on the faces and the edges of the computational domain. When using a formulation based on the pressure-velocity system, the procedure can be performed purely explicitly using classical explicit time-stepping schemes and existing spatial schemes for the 1D, 2D and 3D versions of the pressure-velocity system. We have proposed a GPU computational implementation based on a RungeKutta time-stepping scheme and a nodal discontinuous Galerkin method. For each of the 1D, 2D and 3D parts of the solver, we have used optimization strategies which leverage the discrete structure of nodal discontinuous Galerkin schemes and speed the final implementation. Numerical and computational results confirm the applicability and the efficiency of the approach.
As natural extensions of this work, we plan to derive similar HABCs with edge/corner compatibility conditions for other wave equations. These formulations can be based on the Padé-like approximate boundary conditions already proposed in the literature for electromagnetic [19] and elastic waves [11] in the frequency domain. We also plan to investigate variations of the HABCs that we have used with the aim of addressing long-time instabilities, and to study connections with existing long-time stable absorbing boundary conditions (see e.g. [4, 37, 39] ).
