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HO¨LDER, SOBOLEV, WEAK-TYPE AND BMO ESTIMATES
IN MIXED-NORM WITH WEIGHTS FOR PARABOLIC EQUATIONS
PABLO RAU´L STINGA AND JOSE´ L. TORREA
Abstract. We prove weighted mixed-norm Lqt (W
2,p
x ) and L
q
t (C
2,α
x ) estimates for 1 < p, q <
∞ and 0 < α < 1, weighted mixed weak-type estimates for q = 1, L∞t (Lpx)−BMOt(W 2,px ),
and L∞t (C
α
x )− BMOt(C2,αx ), and a.e. pointwise formulas for derivatives, for solutions u =
u(t, x) to parabolic equations of the form
∂tu− aij(t)∂iju+ u = f t ∈ R, x ∈ Rn
and for the Cauchy problem{
∂tv − aij(t)∂ijv + v = f for t > 0, x ∈ Rn
v(0, x) = g for x ∈ Rn.
The coefficients a(t) = (aij(t)) are just bounded, measurable, symmetric and uniformly el-
liptic. Furthermore, we show strong, weak type and BMO-Sobolev estimates with parabolic
Muckenhoupt weights. It is quite remarkable that most of our results are new even for the
classical heat equation
∂tu−∆u+ u = f.
1. Introduction
In this paper we prove weighted mixed-norm Lqt (W
2,p
x ) and L
q
t (C
2,α
x ) estimates for 1 <
p, q < ∞ and 0 < α < 1, weighted mixed weak-type estimates for q = 1, 1 < p < ∞ and
0 < α < 1, and weighted L∞t (L
p
x)−BMOt(W 2,px ) and L∞t (Cαx )−BMOt(C2,αx ) estimates for
solutions u = u(t, x) to the parabolic equation
(1.1) ∂tu− aij(t)∂iju+ u = f t ∈ R, x ∈ Rn
and solutions v = v(t, x) of the Cauchy problem
(1.2)
{
∂tv − aij(t)∂ijv + v = f for t > 0, x ∈ Rn
v(0, x) = g for x ∈ Rn.
The matrix of coefficients a(t) = (aij(t)) is assumed to be just bounded, measurable, sym-
metric aij(t) = aji(t) and uniformly elliptic, that is, there exists Λ > 0 such that Λ|ξ|2 ≤
aij(t)ξiξj ≤ Λ−1|ξ|2, for all ξ ∈ Rn, for a.e. t ∈ R. We also show strong, weak type and
BMO-Sobolev estimates with parabolic weights. Furthermore, we present explicit pointwise
formulas for the derivatives of the solutions.
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2 P. R. STINGA AND J. L. TORREA
Our first result is concerned with classical solvability and pointwise formulas for derivatives
of solutions u to (1.1). We define the matrices
At,τ = (A
ij(t, τ)) =
∫ t
t−τ
aij(r) dr for t ∈ R, τ > 0.
Then At,τ verifies Λτ |ξ|2 ≤ Aij(t, τ)ξiξj ≤ Λ−1τ |ξ|2, for all t ∈ R, τ > 0. Let
Bt,τ = (B
ij(t, τ)) = (At,τ )
−1
the inverse of At,τ . Consider the following kernel
(1.3) p(t, τ, x) := χτ>0e
−τ exp
(− 14〈Bt,τx, x〉)
(4pi)n/2(detBt,τ )−1/2
for t, τ ∈ R, x ∈ Rn.
Theorem 1.1 (Classical solvability). Let f = f(t, x) ∈ Lp(Rn+1), 1 ≤ p ≤ ∞, and define
(1.4) u(t, x) =
∫
Rn+1
p(t, τ, y)f(t− τ, x− y) dy dτ.
Then
‖u‖Lp(Rn+1) ≤ ‖f‖Lp(Rn+1).
If f ∈ C2c (Rn+1) then u is the unique bounded classical solution to (1.1) and the following
pointwise limit formulas for its derivatives hold:
(1.5) ∂iju(t, x) = lim
ε→0+
∫
Ωε
∂yiyjp(t, τ, y)f(t− τ, x− y) dy dτ − f(t, x)Iij(a)(t)
and
(1.6) ∂tu(t, x) = lim
ε→0+
∫
Ωε
(∂t + ∂τ )p(t, τ, y)f(t− τ, x− y) dy dτ + f(t, x)J(a)(t).
Here Ωε = {(τ, y) ∈ Rn+1 : max(|τ |1/2, |y|) > ε} and, for i, j = 1, . . . , n and t ∈ R,
(1.7) Iij(a)(t) =
∫
{x:|2a(t)1/2x|≥1}
e−|x|2
pin/2
(a(t)−1/2x)j(a(t)1/2x)i
|a(t)1/2x|2 dx
and
(1.8) J(a)(t) =
∫
{x:|2a(t)1/2x|≤1}
e−|x|2
pin/2
dx.
It is important to stress that, up to our knowledge, this is the first time the terms (1.7) and
(1.8) are explicitly computed in the formulas for the derivatives (1.5) and (1.6) for solutions
u to a time-dependent coefficients equation like (1.1). As our next results will show, such
representations also hold a.e. and in the corresponding norms in the case when f belongs to
more general functional spaces.
The natural geometric setting for parabolic equations is the parabolic metric space, see
Remark 3.4. The class of parabolic Muckenhoupt weights PAp(Rn+1) is the suited one for
weighted Sobolev estimates. Observe that PAp(Rn+1) is different from the usual Mucken-
houpt Ap(Rn+1) class. In our next result we show weighted parabolic Sobolev estimates for
(1.1).
Theorem 1.2 (Weighted parabolic Sobolev estimates). Let f ∈ Lp(Rn+1, w), for some
1 ≤ p <∞ and w ∈ PAp(Rn+1). Then u defined as in (1.4) is in Lp(Rn+1, w), with
(1.9) ‖u‖Lp(Rn+1,w) ≤ Cn,p,Λ,w‖f‖Lp(Rn+1,w).
Moreover, the following estimates hold.
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(1) If 1 < p <∞ then ∂iju, ∂tu ∈ Lp(Rn+1, w) and
‖∂iju‖Lp(Rn+1,w) + ‖∂tu‖Lp(Rn+1,w) ≤ Cn,p,Λ,w‖f‖Lp(Rn+1,w).
(2) If p = 1 then ∂iju, ∂tu ∈weak-L1(Rn+1, w) and, for any λ > 0,
w
({(t, x) ∈ Rn+1 : |∂iju|+ |∂tu| > λ}) ≤ Cn,Λ,w
λ
‖f‖L1(Rn+1,w).
In both cases the representation formulas (1.5) and (1.6) hold true as limits in Lp(Rn+1, w)
when 1 < p <∞, in the measure w(t, x)dtdx when p = 1, and for a.e. (t, x) ∈ Rn+1.
The case p = ∞ was left out of Theorem 1.2. We address this next, where we obtain a
weighted parabolic Sobolev estimate for the sharp maximal function. For the notation see
Section 3, in particular, (3.2) for the definition of M#F , where F is a Banach space.
Theorem 1.3 (Weighted parabolic BMO estimate). Let u be as in (1.4), where f ∈
L∞c (Rn+1). Let w = w(t, x) > 0 such that w−1 ∈ PA1(Rn+1) and suppose that wf ∈
L∞(Rn+1). Then the following BMO estimate with weights for ∂iju and ∂tu holds:
‖w ·M#R (∂iju)‖L∞(Rn+1) + ‖w ·M#R (∂tu)‖L∞(Rn+1) ≤ Cn,Λ,w‖wf‖L∞(Rn+1).
We now present our mixed-norm Lq(R, ν;W 2,p(Rn, ω)) estimates, where ν and ω are Muck-
enhoupt Aq(R) and Ap(Rn) weights, respectively.
Theorem 1.4 (Mixed-norm weighted Lq–Sobolev estimates). Let f ∈ Lq(R, ν;Lp(Rn, ω))
for some 1 ≤ p, q < ∞, where ν ∈ Aq(R) and ω ∈ Ap(Rn). Then u defined as in (1.4) is in
Lq(R, ν;Lp(Rn, ω)), with
(1.10) ‖u‖Lq(R,ν;Lp(Rn,ω)) ≤ Cn,p,q,Λ,ν,ω‖f‖Lq(R,ν;Lp(Rn,ω)).
Moreover, the following estimates hold.
(i) If 1 < p, q <∞ then ∂iju, ∂tu ∈ Lq(R, ν;Lp(Rn, ω)) and
‖∂iju‖Lq(R,ν;Lp(Rn,ω)) + ‖∂tu‖Lq(R,ν;Lp(Rn,ω)) ≤ Cn,p,q,Λ,ν,ω‖f‖Lq(R,ν;Lp(Rn,ω)).
In this case, the representation formulas (1.5) and (1.6) hold true as limits in the norm
of Lq(R, ν;Lp(Rn, ω)) and for a.e. (t, x) ∈ Rn+1.
(ii) If q = 1 and 1 < p <∞ then ∂iju, ∂tu ∈weak-L1(R, ν;Lp(Rn, ω)) and, for any λ > 0,
ν
({t ∈ R : ‖∂iju(t, ·)‖Lp(Rn,ω) + ‖∂tu(t, ·)‖Lp(Rn,ω) > λ}) ≤ Cn,p,Λ,ν,ωλ ‖f‖L1(R,ν;Lp(Rn,ω)).
In this case, the representation formulas (1.5) and (1.6) hold true as limits in the
measure ν(t)dt and in the norm of Lp(Rn, ω), and for a.e. (t, x) ∈ Rn+1.
Notice that Theorem 1.4 is neither a particular case of Theorem 1.2 nor implies it. For
the endpoint case q =∞ we have the following estimates. Recall the notation in (3.2).
Theorem 1.5 (Mixed-norm weighted L∞-BMO Sobolev estimate). Let u be as in (1.4),
where f ∈ L∞c (R;Lp(Rn, ω)), for some 1 < p < ∞ and ω ∈ Ap(Rn). Let ν = ν(t) > 0 such
that ν−1 ∈ A1(R) and suppose that νf ∈ L∞(R;Lp(Rn, ω)). Then the following Lp-BMO
mixed-norm weighted estimate for ∂iju and ∂tu holds:
‖ν ·M#Lp(Rn,ω)(∂iju)‖L∞(R) + ‖ν ·M#Lp(Rn,ω)(∂tu)‖L∞(R) ≤ Cn,p,Λ,ω,ν‖νf‖L∞(R;Lp(Rn,ω)).
Our third set of main results regards mixed-norm Lq(R, ν;C2,α(Rn)) estimates, where
ν ∈ Aq(R) if 1 ≤ q <∞, ν ≡ 1 if q =∞, and 0 < α < 1.
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Theorem 1.6 (Mixed-norm Lq–Ho¨lder estimates). Let f ∈ Lq(R, ν;C0,α(Rn)) for some
1 ≤ q ≤ ∞, where ν ∈ Aq(R) if 1 ≤ q <∞, ν ≡ 1 if q =∞, and 0 < α < 1. Then u defined
as in (1.4) is in Lq(R, ν;C0,α(Rn)), with
‖u‖Lq(R,ν;C0,α(Rn)) ≤ Cn,q,α,Λ,ν‖f‖Lq(R,ν;C0,α(Rn)).
Moreover, the following estimates hold.
(i) If 1 < q ≤ ∞ then ∂iju, ∂tu ∈ Lq(R, ν;C0,α(Rn)) and
‖∂iju‖Lq(R,ν;C0,α(Rn)) + ‖∂tu‖Lq(R,ν;C0,α(Rn)) ≤ Cn,q,α,Λ,ν‖f‖Lq(R,ν;C0,α(Rn)).
In this case, the representation formulas (1.5) and (1.6) hold true as limits in the norm
of Lq(R, ν;C0,α(Rn)), and for a.e. t ∈ R and uniformly in x ∈ Rn.
(ii) If q = 1 then ∂iju, ∂tu ∈weak-L1(R, ν;C0,α(Rn)) and, for any λ > 0,
ν
({t ∈ R : [∂iju(t, ·)]Cα(Rn) + [∂tu(t, ·)]Cα(Rn) > λ}) ≤ Cn,α,Λ,νλ ‖f‖L1(R,ν;C0,α(Rn)).
In this case, the representation formulas (1.5) and (1.6) hold true as limits in the
measure ν(t)dt and in the norm in C0,α(Rn), and for a.e. t ∈ R and uniformly in
x ∈ Rn.
We next turn our attention to the Cauchy problem (1.2). The next statement proves
the existence and uniqueness of a classical solution and the representation formulas for its
derivatives. We denote Rn+1+ = (0,∞)× Rn.
Theorem 1.7 (Classical solvability for the Cauchy problem). Let g = g(x) ∈ Lp(Rn) and
f = f(t, x) ∈ Lp(Rn+1+ ), 1 ≤ p ≤ ∞, and define
(1.11) v(t, x) =
∫ t
0
∫
Rn
p(t, τ, y)f(t− τ, x− y) dy dτ +
∫
Rn
p(t, t, y)g(x− y) dy.
Then
‖v‖Lp(Rn+1) ≤ ‖f‖Lp(Rn+1+ ) + ‖g‖Lp(Rn).
If f ∈ C2c (Rn+1+ ) and g ∈ C2c (Rn) then v is the unique bounded classical solution to the
Cauchy problem {
∂tv − aij(t)∂ijv + v = f for t > 0, x ∈ Rn
v(0, x) = g for x ∈ Rn.
In this case the following pointwise limit formulas hold:
(1.12)
∂ijv(t, x) = lim
ε→0
∫ t
ε
∫
Rn
∂yiyjp(t, τ, x− y)f(t− τ, y) dy dτ
+
∫
Rn
∂yiyjp(t, t, y)g(x− y) dy
and
(1.13)
∂tv(t, x) = lim
ε→0
∫ t
ε
∫
Rn
(∂t + ∂τ )p(t, τ, x− y)f(t− τ, y) dy dτ
+
∫
Rn
∂tp(t, t, y)g(x− y) dy + f(t, x).
Our last main result contains the mixed-norm estimates and the formulas for derivatives
for the Cauchy problem (1.2) when g = 0.
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Theorem 1.8. Suppose that f satisfies the assumptions in any of Theorems 1.2, 1.3, 1.4,
1.5 or 1.6, with Rn+1+ in place of Rn+1. Let v be the solution to the Cauchy problem{
∂tv − aij(t)∂ijv + v = f for t > 0, x ∈ Rn
v(0, x) = 0 for x ∈ Rn
given by (1.11). Then v satisfies the corresponding estimates in those Theorems, with Rn+1+
in place of Rn+1. Moreover, formulas (1.12) and (1.13) for the derivatives of v hold true in
the norm and a.e./pointwise senses as stated there, with Rn+1+ in place of Rn+1.
Our results were initally inspired by the fundamental work on mixed-norm Lq(Lp) and
Lq(Cα) a priori estimates for (1.1) by N. V. Krylov [10, 11, 12]. See also [4, 5, 14] for
estimates in weighted Sobolev spaces. Parabolic singular integrals had been considered in
the 1960’s by Fabes, Sadosky and Jones [7, 8, 9]. One of the main tools in Krylov’s approach
is the use of the vector-valued Caldero´n–Zygmund theory for parabolic singular integrals.
In this paper we follow the philosophy introduced by A. P. Caldero´n [2] in the elliptic case.
First, we solve (1.1) for compactly supported C2 right hand sides f , and obtain the explicit
formulas for the derivatives of u (Theorem 1.1). As it can be seen, ∂tu and ∂iju are expressed
as principal value singular integrals acting on f plus a multiplication operator by the bounded
functions (1.7) and (1.8), see (1.5) and (1.6). As mentioned before, this seems to be the first
time these terms are explicitly computed. The derivation of the multiplication operators
(1.7) and (1.8) involves quite delicate real-variable arguments, see Subsection 2.2.
In a second step, and relying on the vector-valued version of Caldero´n’s method that
was presented in [15], we are able to solve (1.1) when the right hand side f is in more
general classes, namely, the weighted Lq spaces (Theorem 1.2) and the weighted mixed-
norm classes Lq(Lp) and Lq(Cα) (Theorems 1.4 and 1.6, respectively). More concretely, we
shall work with the vector-valued Caldero´n–Zygmund singular integrals theory in spaces of
homogeneous type. Such machinery requires two ingredients: a kernel satisfying appropriate
size and smoothness estimates, and the boundedness of the given operator in an Lq0 space, for
some 1 ≤ q0 ≤ ∞, see [16, 17]. In Theorems 1.2 and 1.4, which correspond to parabolic Riesz
transforms, the natural exponent is q0 = 2. This is consistent with the usual theory of Riesz
transforms for elliptic PDEs considered by Caldero´n [2], where the Fourier transform readily
shows the L2 continuity. But for the weighted mixed-norm Ho¨lder estimates of Theorem 1.6,
the initial exponent is q0 =∞. The estimate can be found in Lemma 6.1.
On top of all this, with our approach we cover the end point cases q = 1, where weak-type
estimates are found, and BMO (Theorems 1.3 and 1.5). These are also novel, even for the
classical heat equation.
To prove the BMO estimates we will need to extend a result on weighted BMO bounded-
ness of singular integrals from [18] to the case of spaces of homogeneous type, see Theorem
3.3, which is of independent interest.
The estimates for the Cauchy problem (1.2) in Theorem 1.8 are obtained through a delicate
comparison argument with the solution u to (1.1). Indeed, this idea permits us to transfer
the already known results for u to v, see Section 7 for details.
2. Classical solvability: proofs of Theorems 1.1 and 1.7
In this section we present the proofs of Theorems 1.1 and 1.7. Towards this end we need
a series of preliminary computational lemmas.
2.1. Computational lemmas. This subsection is devoted to several derivation formulas
and estimates that will be useful for the proofs of Theorems 1.1 and 1.7.
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Lemma 2.1. Let B be an n×n symmetric constant matrix. For any x = (x1, . . . , xn) ∈ Rn,
(1) ∂xixj exp
(− 14〈Bx, x〉) = 12 exp (− 14〈Bx, x〉)[−Bij + 12(Bx)i(Bx)j].
(2) ∂xixjxk exp
(− 14〈Bx, x〉)
= 14 exp
(− 14〈Bx, x〉)[Bij(Bx)k +Bjk(Bx)i +Bki(Bx)j − 12(Bx)i(Bx)j(Bx)k].
Proof. Denote x = (x1, . . . , xn) and z = (z1, . . . , zn). Given z :=
1
2Bx and w :=
1
2x, consider
the function f(z, w) = exp(−〈z, w〉). Then
(2.1)
∂xif(z, w) =
n∑
k=1
∂f
∂zk
∂zk
∂xi
+
n∑
k=1
∂f
∂wk
∂wk
∂xi
= −12 exp(−〈z, w〉)
[ n∑
k=1
wkBki +
n∑
k=1
zkδki
]
= −12 exp(−〈z, w〉)
[
1
2
n∑
k=1
xkBki +
1
2(Bx)i
]
= −12 exp(−〈z, w〉)(Bx)i.
Analogously, we define gi(z, w) = −zi exp(−〈z, w〉). Then
∂xjgi(z, w) =
1
2
[ n∑
`=1
∂gi
∂z`
B`j +
n∑
`=1
∂gi
∂w`
δ`j
]
= 12 exp(−〈z, w〉)
[ n∑
`=1
(−δ`i + ziw`)B`j +
n∑
`=1
ziz`δ`j
]
= 12 exp(−〈z, w〉)
[
−Bij + 12(Bx)i(Bx)j
]
.
Following the same ideas, if we define hij(z, w) = exp(−〈z, w〉)
[
− 12Bij + zizj
]
, then
∂xkhij(z, w)
= exp(−〈z, w〉)
{
− 12(Bx)k
[
− 12Bij + 14(Bx)i(Bx)j
]
+
[
1
4Bik(Bx)j +
1
4Bjk(Bx)i
]}
= exp(−〈z, w〉)
{
− 18(Bx)i(Bx)j(Bx)k + 14
(
Bij(Bx)k +Bjk(Bx)i +Bki(Bx)j
)}
.

Lemma 2.2. Let A(t) and B(t), t ∈ R, be nondegenerate, time dependent, n× n symmetric
matrices with differentiable entries such that B(t) = A(t)−1. If we denote ′ = ∂t then
(i) B′ = −BA′B;
(ii) (detB)′ = −(detB) tr(A′B);
(iii) ∂t
(
(detB)
1
2 exp(−14〈Bx, x〉)
)
= (detB)
1
2 exp(−14〈Bx, x〉)
[
− 12 tr(A′B)+ 14〈A′Bx,Bx〉
]
.
Proof. For (i) we just need to observe that 0 = I ′ = (BA)′ = B′A + BA′, so that B′A =
−BA′. For (ii) we recall the well known Jacobi’s formula (detB)′ = tr((adjB)B′), where
adjB = (detB)B−1 = (detB)A. Hence, by (i),
(detB)′ = − tr((detB)A(BA′B)) = −(detB) tr(A′B).
For (iii) we have
∂t
(
(detB)1/2 exp(−14〈Bx, x〉)
)
=
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= 12(detB)
−1/2(detB)′ exp(−14〈Bx, x〉) + (detB)1/2(−14〈B′x, x〉) exp(−14〈Bx, x〉)
= (detB)1/2 exp(−14〈Bx, x〉)
[
− 12 tr(A′B) + 14〈A′Bx,Bx〉
]
.

Lemma 2.3. The function p(t, τ, x) ≥ 0 defined in (1.3) satisfies the following properties.
(i) For every t, τ ∈ R we have
∫
Rn
p(t, τ, x) dx = e−τ .
(ii) For every t, τ ∈ R and x ∈ Rn,
∂τp(t, τ, x) = −(∂t − aij(t)∂ij + 1)p(t, τ, x).
(iii) There exist constants C, c > 0 depending on n and Λ such that, for every t, τ ∈ R and
x ∈ Rn,
0 ≤ p(t, τ, x) ≤ Cχτ>0 e−τ e
−|x|2/(cτ)
τn/2
,
|∂ip(t, τ, x)| ≤ Cχτ>0 e−τ |x|e
−|x|2/(cτ)
τn/2+1
,
|∂tp(t, τ, x)|+ |∂τp(t, τ, x)|+ |∂ijp(t, τ, x)| ≤ Cχτ>0 e−τ/2 e
−|x|2/(cτ)
τn/2+1
,
|∂t∂ijp(t, τ, x)|+ |∂τ∂ijp(t, τ, x)|+ |∂ijkp(t, τ, x)| ≤ Cχτ>0 e−τ/2 e
−|x|2/(cτ)
τn/2+3/2
.
(iv) The Fourier transform of the function x→ p(t, τ, x) is given, for any ξ ∈ Rn, by
χτ>0
e−τ
(4pi)n/2
exp
(− |A1/2t,τ ξ|2) = χτ>0 e−τ(4pi)n/2 exp (− 〈At,τξ, ξ〉).
(v) For a function f ∈ L2(Rn+1) let us define
Tτf(t, x) :=
∫
Rn
p(t, τ, y)f(t− τ, x− y) dy
for τ ≥ 0 and (t, x) ∈ Rn+1. Then, for any τ1, τ2 > 0,
Tτ1Tτ2f(t, x) = Tτ1+τ2f(t, x).
Proof. In order to check (i) it is enough to perform the change of variables x¯ = B
1/2
t,τ x. To
see (ii) we shall compute the derivatives of the function p(t, τ, x). As
∂tAt,τ = a(t)− a(t− τ), ∂τAt,τ = a(t− τ),
by Lemma 2.2,
∂tp(t, τ, x) = p(t, τ, x)
[
− 1
2
tr
(
(a(t)− a(t− τ))Bt,τ
)
+
1
4
〈(a(t)− a(t− τ))Bt,τx,Bt,τx〉
]
,
and
∂τp(t, τ, x) = p(t, τ, x)
[
− 1
2
tr(a(t− τ)Bt,τ ) + 1
4
〈a(t− τ)Bt,τx,Bt,τx〉 − 1
]
.
On the other hand, by Lemma 2.1,
−aij(t)∂ijp(t, τ, x) = p(t, τ, x)
[
1
2
aij(t)(Bt,τ )ij − 1
4
aij(t)(Bt,τx)i(Bt,τx)j
]
= p(t, τ, x)
[
1
2
tr(a(t)Bt,τ )− 1
4
〈a(t)Bt,τx,Bt,τx)〉
]
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and we get (ii). Property (iii) follows easily from Lemmas 2.1 and 2.2, the ellipticity of
the matrix aij(t) and by using the equation. To see (iv) we perform the change of variables
x¯ = B
1/2
t,τ x and use the formula for the Fourier transform of an exponential function. For (v),
observe that the matrix Aij(t, τ) satisfies
Aij(t, τ1 + τ2) = A
ij(t− τ1, τ2) +Aij(t, τ1),
for any τ1, τ2 > 0, and use (iv). 
2.2. Proof of Theorem 1.1. By Lemma 2.3(i), for any 1 ≤ p ≤ ∞,
‖u‖Lp(Rn+1) ≤
∫
Rn+1
p(t, τ, y)‖f‖Lp(Rn+1) dy dτ = ‖f‖Lp(Rn+1).
Assume next that f ∈ C2c (Rn+1). Uniqueness of bounded classical solutions to (1.1) follows
from [10, Theorem 8.1.7]. Now, the argument we just performed above also shows that we
can interchange the integral and the second derivatives ∂ij to get
∂iju(t, x) =
∫∫
Rn+1
p(t, τ, y)∂xixjf(t− τ, x− y) dy dτ
= lim
ε→0
∫∫
Ωε
p(t, τ, y)∂yiyjf(t− τ, x− y) dy dτ.
where Ωε = {(τ, y) : max(τ1/2, |y|) > ε}. Integration by parts gives∫∫
Ωε
p(t, τ, y)∂yiyjf(t− τ, x− y) dy dτ
=
∫∫
∂Ωε
p(t, τ, y)∂yjf(t− τ, x− y)νi dS(y, τ)
−
∫∫
Ωε
∂yip(t, τ, y)∂yjf(t− τ, x− y) dy dτ,
where νi is the ith-component of the exterior unit normal vector to ∂Ωε. Let us write
(2.2) ∂Ωε = ∂Ω
1
ε ∪ ∂Ω2ε ∪ ∂Ω3ε,
where (remember that τ > 0)
(2.3)
∂Ω1ε = {(τ, y) : |y| < ε, τ
1
2 = ε},
∂Ω2ε = {(τ, y) : |y| = ε, 0 < τ
1
2 < ε},
∂Ω3ε = {(τ, y) : |y| < ε, τ
1
2 = 0}.
The exterior unit normal vector on ∂Ω1ε is (−1, 0, . . . , 0) ∈ Rn+1. Then∫∫
∂Ω1ε
p(t, τ, y)∂yjf(t− τ, x− y)νi dS(y, τ) = 0,
and the same is true for the boundary integral over Ω3ε. On the other hand, the unit normal
of ∂Ω2ε is
1
ε (0,−y). Hence, by Lemma 2.3,∫∫
∂Ω2ε
p(t, τ, y)|∂yjf(t− τ, x− y)| dS(y, τ) ≤ C
∫ ε2
0
e−ε2/(4τ)
τn/2
εn−1 dτ = Cε→ 0,
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as ε→ 0. Again, integration by parts together with an analogous discussion of the boundary
integrals gives
−
∫∫
Ωε
∂yip(t, τ, y)∂yjf(t− τ, x− y) dy dτ
=
∫∫
Ωε
∂yiyjp(t, τ, y)f(t− τ, x− y) dy dτ
−
∫∫
∂Ω2ε
∂yip(t, τ, y)f(t− τ, x− y)νj dS(y, τ)
=: I1 − I2.
The integral I1 is the first term in (1.5). Let us rewrite I2 as
I2 =
∫∫
∂Ω2ε
∂yip(t, τ, y)
(
f(t− τ, x− y)− f(t, x))yj
ε
dS(y, τ)
+ f(t, x)
∫∫
∂Ω2ε
∂yip(t, τ, y)
yj
ε
dS(y, τ)
=: I21 + I22.
By Lemma 2.3 and the Mean Value Theorem we get
|I21| ≤ C
∫ ε2
0
∫
|y|=ε
|y|e−|y|2/(4τ)
τn/2+1
(τ + |y|) dS(y) dτ ≤ C
∫ ε2
0
εn+1e−ε2/(4τ)
τn/2+1
dτ = Cε→ 0,
as ε→ 0. Now the integral in I22 depends on ε and aij(t), so we call it Iεij(a)(t). By (2.1),
Iεij(a)(t) = −
1
2
∫ ε2
0
∫
|y|=ε
p(t, τ, y)(Bt,τy)i
yj
ε
dS(y) dτ
= −1
2
∫ ε2
0
e−τ
∫
|y|=ε
exp
(− 14〈Bt,τy, y〉)
(4pi)n/2(detBt,τ )−1/2
(Bt,τy)i
yj
ε
dS(y) dτ
= −1
2
∫ 1
0
e−ε
2τ
∫
|y|=1
exp
(− ε24 〈Bt,ε2τy, y〉)
(4pi)n/2(det(ε2Bt,ε2τ ))
−1/2 (ε
2Bt,ε2τy)iyj dS(y) dτ.
Observe that ε2Bt,ε2τε
−2At,ε2τ = I. Hence limε→0 ε2Bt,ε2τ =
(
limε→0 ε−2At,ε2τ
)−1
. But
lim
ε→0
ε−2At,ε2τ = τ lim
ε→0
1
τε2
∫ t
t−ε2τ
a(r) dr = τa(t),
for a.e. t. Hence, by taking the limit as ε→ 0 in Iεij(a)(t), performing the change of variables
1/τ = r2, and using polar coordinates,
Iij(a)(t) = lim
ε→0
Iεij(a)(t)
= −1
2
∫ 1
0
∫
|y|=1
exp
(− 14τ 〈a(t)−1y, y〉)
τn/2+1(4pi)n/2(det a(t))1/2
(a(t)−1y)iyj dS(y) dτ
=
∫ ∞
1
∫
|y|=1
exp
(− 14〈a(t)−1ry, ry〉)
(4pi)n/2(det a(t))1/2
(a(t)−1y)iyj dS(y)rn−1 dr
=
∫
{x:|2a(t)1/2x|≥1}
e−|x|2
pin/2
(a(t)−1/2x)i(a(t)1/2x)j
|a(t)1/2x|2 dx.
This finishes the proof of (1.5) and (1.7).
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Now we compute ∂tu(t, x). In a similar fashion as before,
∂tu(t, x) = lim
ε→0
[∫∫
Ωε
∂tp(t, τ, y)f(t− τ, x− y) dy dτ
−
∫∫
Ωε
p(t, τ, y)∂τf(t− τ, x− y) dy dτ
]
= lim
ε→0
∫∫
Ωε
(∂t + ∂τ )p(t, τ, y)f(t− τ, x− y) dy dτ
− lim
ε→0
∫∫
∂Ωε
p(t, τ, y)f(t− τ, x− y)ντ dS(y, τ).
Again, we decompose ∂Ωε as in (2.2)–(2.3). Clearly, ντ = 0 on ∂Ω
2
ε. On the other hand,∫∫
∂Ω3ε
p(t, τ, y)f(t− τ, x− y) dS(y, τ) =
∫
|y|=ε
p(t, τ, y)f(t− τ, x− y) dS(y) = 0.
Parallel to the spatial derivatives case we write∫∫
∂Ω1ε
p(t, τ, y)f(t− τ, x− y)ντ dS(y, τ)
=
∫∫
∂Ω1ε
p(t, τ, y)
(
f(t− τ, x− y)− f(t, x))ντ dS(y, τ)
+ f(t, x)
∫∫
∂Ω1ε
p(t, τ, y)ντ dS(y, τ)
=: Jε1 + J
ε
2 .
Apply the Mean Value Theorem in Jε1 and Lemma 2.3 to get
|Jε1 | ≤ C
∫
τ=ε2
∫
|y|<ε
e−|y|2/(4τ)
τn/2
(τ + |y|) dy dτ
≤ C
εn−1
∫ ε
0
rn−1e−r
2/(4ε2) dr = Cε→ 0,
as ε→ 0, where we have assumed that ε < 1. On the other hand, by a limit argument similar
to the one used for ∂iju before,
Jε2 =
∫
|y|<ε
e−ε
2 exp
(− 14〈Bt,ε2y, y〉)
(4pi)n/2(detBt,ε2)
−1/2 dy
=
∫ 1
0
∫
|y|=1
e−ε
2 exp
(− ε24 〈Bt,ε2ry, ry〉)
(4pi)n/2(det(ε2Bt,ε2))
−1/2 dS(y)r
n−1 dr
−→
∫ 1
0
∫
|y|=1
exp
(− 14〈a(t)−1ry, ry〉)
(4pi)n/2(det a(t))1/2
dS(y)rn−1 dr
=
∫
{x:|2a(t)1/2x|≤1}
e−|x|2
pin/2
dx = J(a)(t).
This proves (1.6) and (1.8).
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We finally check that ∂tu− aij(t)∂iju+ u = f . Indeed, since
aij(t)
(a(t)−1/2x)j(a(t)1/2x)i
|a(t)1/2x|2 = 1
and
∫
Rn
e−|x|
2
dx = pin/2, it is clear that
J(a)(t) + aij(t)Iij(a)(t) = 1.
The conclusion follows from Lemma 2.3(ii). This completes the proof of Theorem 1.1. 
2.3. Proof of Theorem 1.7. The Lp estimates of v in terms of Lp norms of f and g follow
like in the case of u and by using Lemma 2.3.
As with Theorem 1.1, uniqueness is a consequence of [10, Theorem 8.1.7].
For the computation of derivatives, by linearity, it is enough to study the problems{
∂tϕ− aij(t)∂ijϕ+ ϕ = 0, for t > 0, x ∈ Rn,
ϕ(0, x) = g(x), for x ∈ Rn,
and {
∂tψ − aij(t)∂ijψ + ψ = f, for t > 0, x ∈ Rn,
ψ(0, x) = 0, for x ∈ Rn,
separately and then take v = ϕ+ ψ.
On one hand, the solution ϕ is given by
ϕ(t, x) =
∫
Rn
p(t, t, y)g(x− y) dy, t ≥ 0, x ∈ Rn.
It can be directly checked that this produces all the terms and properties in the statement
related to the initial datum g.
For the second problem, the solution is
ψ(t, x) =
∫ t
0
∫
Rn
p(t, τ, y)f(t− τ, x− y) dy dτ.
Indeed, clearly ψ(0, x) = 0. To derive the formulas for the derivatives, we proceed as in the
proof of Theorem 1.1 but with the appropriate changes due to the nature of the new ambient
space Rn+1+ . We sketch the computation here and leave details to the interested reader. We
begin as in the proof of Theorem 1.1, but replacing the set Ωε by the set Σε = {(τ, y) ∈
Rn+1+ : τ > ε}. Using integration by parts twice in space we obtain the first term in formula
(1.12). For the derivative with respect to t, we notice that ∂Σε = {(τ, y) ∈ Rn+1+ : τ = ε}.
Then parametric derivation and integration by parts yields
∂tψ(t, x) = lim
ε→0
∫ t
ε
∫
Rn
(∂t + ∂τ )p(t, τ, y)f(t− τ, x− y) dτ dy
+ lim
ε→0
∫
Rn
p(t, ε, y)f(t− ε, x− y) dy −
∫
Rn
p(t, t, y)f(0, x− y) dy
= lim
ε→0
∫ t
ε
∫
Rn
(∂t + ∂τ )p(t, τ, y)f(t− τ, x− y) dτ dy
+ lim
ε→0
∫
Rn
p(t, ε, y)
(
f(t− ε, x− y)− f(t, x− y)) dy
+ lim
ε→0
∫
Rn
p(t, ε, y)f(t, x− y) dy
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= lim
ε→0
∫ t
ε
∫
Rn
(∂t + ∂τ )p(t, τ, y)f(t− τ, x− y) dτ dy + f(t, x).
The proof of Theorem 1.7 is complete. 
3. Weighted vector-valued Caldero´n–Zygmund singular integrals
on spaces of homogeneous type
Let X be a set. A function ρ : X × X → [0,∞) is called a quasidistance in X if for
any x,y, z ∈ X we have: (1) ρ(x,y) = 0 if and only if x = y, (2) ρ(x,y) = ρ(y,x), and
(3) ρ(x, z) ≤ κ(ρ(x,y) + ρ(y, z)) for some constant κ ≥ 1. We assume that X has the
topology induced by the open balls B(x, r) with center at x ∈ X and radius r > 0 defined as
B(x, r) := {y ∈ X : ρ(x,y) < r}. Let µ be a positive Borel measure on (X, ρ) such that, for
some universal constant Cd > 0, we have µ(B(x, 2r)) ≤ Cdµ(B(x, r)) (the so-called doubling
property), for every x ∈ X and r > 0. Then (X, ρ, µ) is called a space of homogeneous type.
It is clear that Rn with the usual Euclidean distance and the Lebesgue measure is a space
of homogeneous type. See Remark 3.4 for the example of the parabolic metric space.
Let w : X→ R be a weight, namely, a measurable function such that w(x) > 0 for µ-a.e.
x ∈ X. Given a Banach space E, we denote by LpE(X, w) = Lp(X, w;E), 1 ≤ p ≤ ∞, the
space of strongly measurable E-valued functions f defined on X such that ‖f‖E belongs to
Lp(X, w(x)dµ). When w = 1 we just write LpE(X) = L
p(X;E). The norms are given by
‖f‖pLp(X,w;E) =
∫
X
‖f(x)‖pEw(x) dµ, when 1 ≤ p <∞,
and
‖f‖L∞(X,w;E) = ‖f‖L∞(X;E) = ess sup
x∈X
‖f(x)‖E ,
where the supremum is taken with respect to µ. We use the notation
L∞E,c(X) = L
∞
c (X;E) = {f ∈ L∞(X;E) : supp(f) is compact in X}.
Definition 3.1 (Vector-valued Caldero´n–Zygmund operator on (X, ρ, µ)). Let E,F be Ba-
nach spaces. We say that a linear operator T on a space of homogeneous type (X, ρ, µ) is a
(vector-valued) Caldero´n–Zygmund operator if it satisfies the following conditions.
(I) Either there exists 1 ≤ p0 <∞ such that T is bounded from Lp0(X;E) into Lp0(X;F );
or T is bounded from L∞c (X;E) into L∞(X;F ).
(II) For bounded E-valued functions f with compact support, Tf can be represented as
(3.1) Tf(x) =
∫
X
K(x,y)f(y) dµ, for x /∈ supp(f),
where, for fixed x,y ∈ X such that x 6= y, the kernel K(x,y) belongs to L(E,F ), the
space of bounded linear operators from E to F and, moreover, satisfies the following
estimates:
(II.1) ‖K(x,y)‖ ≤ C
µ(B(x, ρ(x,y))
, for every x 6= y;
(II.2) ‖K(x,y) − K(x,y0)‖ + ‖K(y,x) − K(y0,x)‖ ≤ C ρ(y,y0)
ρ(x,y0)µ(B(y0, ρ(x,y0))
,
whenever ρ(x,y0) > 2ρ(y,y0);
where ‖ · ‖ denotes the operator norm, for some constant C > 0.
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A weight w on (X, ρ, µ) is a Muckenhoupt Ap(X) weight, 1 < p < ∞, if there exists a
constant Cw > 0 such that(
1
µ(B)
∫
B
w(x) dµ
)(
1
µ(B)
∫
B
w(x)1/(1−p) dµ
)p−1
≤ Cw,
for every metric ball B ⊂ X. We say that w ∈ A1(X) if there is a constant Cw > 0 such that
1
µ(B)
∫
B
w(y) dµ(y) ≤ Cw inf
x∈B
w(x),
for every metric ball B ⊂ X.
Let (F, ‖ · ‖F ) be a Banach space. The F -sharp maximal function M#F is given by
(3.2) M#F g(x) := sup
B⊂X
1
µ(B)
∫
B
‖g(y)− gB‖F dµ,
where g is a locally integrable function on (X, ρ, µ) with values in F . The supremum above
is taken over all metric balls B ⊂ X that contain the point x, and gB := 1
µ(B)
∫
B
g(y) dµ.
We say that g is in the F -valued BMOF (X) = BMO(X;F ) space if
‖g‖BMO(X;F ) = ‖M#F g‖L∞(X) <∞.
Theorem 3.2 (Caldero´n–Zygmund Theorem). If T is a vector-valued Caldero´n–Zygmund
operator on a space of homogeneous type (X, ρ, µ) as defined above then T extends as a
bounded operator
(a) from Lp(X, w;E) into Lp(X, w;F ), for any 1 < p <∞ and w ∈ Ap(X);
(b) from L1(X, w;E) into weak-L1(X, w;F ), for any w ∈ A1(X); and
(c) from L∞c (X;E) into BMO(X;F ).
Moreover, the maximal operator of the truncations defined by
(3.3) T ∗f(x) = sup
ε>0
‖Tεf(x)‖F = sup
ε>0
∥∥∥∥∫
ρ(x,y)>ε
K(x,y)f(y) dµ
∥∥∥∥
F
is a bounded operator
(d) from Lp(X, w;E) into Lp(X, w), for any 1 < p <∞ and w ∈ Ap(X); and
(e) from L1(X, w;E) into weak-L1(X, w), for any w ∈ A1(X).
In particular, the set{
f ∈ Lp(X, w;E) : lim
ε→0+
Tεf(x) exists in F for µ-a.e. x ∈ X
}
,
is closed in Lp(X, w;E), for every 1 ≤ p <∞.
For full details about the theory presented above see [3, 6, 13, 15, 16, 17].
Next we generalize a result from [18] to the context of vector-valued Caldero´n–Zygmund
operators on spaces of homogeneous type. Observe that the following statement generalizes
part (c) of Theorem 3.2 to include weights. The proof will be provided in the Appendix.
Theorem 3.3 (Segovia–Torrea). Let T be a vector-valued Caldero´n–Zygmund operator on a
space of homogeneous type (X, ρ, µ) as defined above. Suppose that w > 0 is a weight such
that w−1 ∈ A1(X). Then, for every f ∈ L∞c (X;E) such that wf ∈ L∞(X;E), we have
‖wM#F (Tf)‖L∞(X) ≤ Cw,T,ρ,µ‖wf‖L∞(X;E),
where M#F is the F -sharp maximal function (3.2).
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Remark 3.4 (Parabolic metric space). The parabolic metric space is the space of homoge-
neous type (X, ρ, µ) = (Rn+1, ρ, dtdx), where ρ is the parabolic distance defined by
(3.4) ρ
(
(t, x), (τ, y)
)
= max(|t− τ |1/2, |x− y|), for (t, x), (τ, y) ∈ Rn+1,
and dtdx is the Lebesgue measure on Rn+1. The parabolic ball centered at (t, x) ∈ Rn+1 with
radius r > 0 is given by B((t, x), r) = {(τ, y) ∈ Rn+1 : max(|t− τ |1/2, |x− y|) < r}. Then,
|B((t, x), r)| = |B((0, 0), r)| ∼ rn+2,
so dtdx is a doubling measure. Notice next that for the case of the parabolic distance (3.4)
the right hand sides in conditions (II.1) and (II.2) read, for x = (t, x), y = (τ, y) and
y0 = (τ0, y0),
C
µ(B(x, ρ(x,y))
∼ C
(|t− τ |1/2 + |x− y|)n+2 ,
and, whenever |t− τ0|1/2 + |x− y0| > 2(|τ − τ0|1/2 + |y − y0|),
ρ(y,y0)
ρ(x,y0)µ(B(y0, ρ(x,y0))
∼ |τ − τ0|
1/2 + |y − y0|
(|t− τ0|1/2 + |x− y0|)n+3
,
respectively. The set of points y ∈ X such that ρ(x,y) > ε that appears in (3.3) is
(3.5) Ωε(t, x) := {(τ, y) ∈ Rn+1 : max(|t− τ |1/2, |x− y|) > ε}.
The class of Muckenhoupt Ap weights w = w(t, x) in this particular case is called the parabolic
Ap class and will be denoted by PAp(Rn+1), 1 ≤ p < ∞. The maximal function in the
parabolic metric space is
Mf(t, x) = sup
r>0
1
|B((t, x), r)|
∫
B((t,x),r)
|f(τ, y)| dτ dy
where B((t, x), r) are the parabolic balls as defined above. It is known that M is bounded
in Lp(Rn+1, w), for 1 < p < ∞ and w ∈ PAp(Rn+1), and from L1(Rn+1, w) into weak-
L1(Rn+1, w), for w ∈ PA1(Rn+1) (see [1], also [17]). Moreover, w ∈ PA1(Rn+1) if and only
if there exists C > 0 such that Mw(t, x) ≤ Cw(t, x), for a.e. (t, x) ∈ Rn+1.
4. Parabolic weighted Sobolev estimates: proofs of Theorems 1.2 and 1.3.
4.1. Proof of Theorem 1.2. We begin with the proof of (1.9). From the first estimate in
Lemma 2.3(iii), and by taking into account the cases |y|2/τ > 1 and |y|2/τ ≤ 1, it can be
readily seen that given any N > 0, there exist constants CN , cN > 0 such that
p(t, τ, y) ≤ CN e
−cN |τ |
(τ1/2 + |y|)n+N
for any t, τ ∈ R, y ∈ Rn. Consequently, p(t, τ, y) can be bounded by a nonnegative, radially
decreasing, integrable function in the parabolic metric space Rn+1. Therefore, there exists
Cn > 0 such that
(4.1) |u(t, x)| ≤ CnMf(t, x).
Now, (1.9) holds for p > 1 becauseM is bounded in Lp(Rn+1, w), with w ∈ PAp(Rn+1). For
the case p = 1, if w ∈ PA1(Rn+1), and exactly as was done in (4.1),∫
Rn+1
|u(t, x)|w(t, x) dt dx ≤
∫
Rn+1
|f(τ, y)|
[ ∫
Rn+1
p(t, t− τ, x− y)w(t, x) dt dx
]
dτ dy
≤ C
∫
Rn+1
|f(τ, y)|Mw(τ, y) dτ dy
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≤ C
∫
Rn+1
|f(τ, y)|w(τ, y) dτ dy = C‖f‖L1(Rn+1,w).
Next, let us prove that the operators Rij , i, j = 1, . . . , n, defined by
Rijf(t, x) = lim
ε→0+
∫
Ωε
∂yiyjp(t, τ, y)f(t− τ, x− y) dy dτ − f(t, x)Iij(a)(t)
are parabolic Caldero´n–Zygmund operators according to Definition 3.1, with Banach spaces
E = F = R and p0 = 2.
Let f ∈ L∞c (Rn+1). By using the convolution property of the Fourier transform on Rn,
Lemma 2.3 and Plancherel’s Theorem on Rn+1,∥∥∥∥∫
R
∫
Rn
∂yiyjp(t, τ, y)f(t− τ, x− y) dy dτ
∥∥∥∥2
L2(Rn+1)
=
∥∥∥∥∫
R
ξiξj ̂p(t, τ, ·)(ξ) ̂f(t− τ, ·)(ξ) dτ
∥∥∥∥2
L2(Rn+1)
=
∥∥∥∥∫
R
ξiξjχτ>0e
−τ 1
(4pi)n/2
e−〈At,τ ξ,ξ〉 ̂f(t− τ, ·)(ξ) dτ
∥∥∥∥2
L2(Rn+1)
≤ C
∥∥∥∥∫
R
χτ>0|ξ|2e−Λτ |ξ|2 | ̂f(t− τ, ·)(ξ)| dτ
∥∥∥∥2
L2(Rn+1)
≤ C
∥∥∥∥(∫
R
χτ>0|ξ|2e−Λτ |ξ|2 | ̂f(t− τ, ·)(ξ)|2 dτ
)1/2
×
(∫ ∞
0
|ξ|2e−Λτ |ξ|2 dτ
)1/2∥∥∥∥2
L2(Rn+1)
= C
∫
Rn+1
∫
R
χτ>0|ξ|2e−Λτ |ξ|2 | ̂f(t− τ, ·)(ξ)|2 dτ dξ dt
= C
∫
Rn+1
∫
R
χt>s|ξ|2e−Λ(t−s)|ξ|2 |f̂(s, ·)(ξ)|2 dt dξ ds
= C
∫
Rn+1
(∫ ∞
0
|ξ|2e−Λr|ξ|2 dr
)
|f̂(s, ·)(ξ)|2 dξ ds
= Cn,Λ
∫
Rn+1
|f̂(s, ·)(ξ)|2 dξ ds = Cn,Λ‖f‖2L2(Rn+1).
This computation shows that the integral operator in the right hand side of formula (1.5)
extends as a bounded operator from Lp0(Rn+1) into itself, for p0 = 2. On the other hand, by
making the change of variables y = a(t)1/2x and using the ellipticity of a(t),
|Iij(a)(t)| ≤
∫
{x:|2a(t)1/2x|>1}
e−|x|2
pin/2
|a(t)−1/2x||a(t)1/2x|
|a(t)1/2x|2 dx
=
∫
{x:|2y|>1}
e−|a−1/2(t)y|2
pin/2
|a(t)−1y|
|y| | det(a
−1/2(t))| dx
≤ Cn,Λ
∫
Rn
e−Λ|y|
2
dy = Cn,Λ.
Hence Iij(a)(t) ∈ L∞(Rn+1). Therefore, the operators Rij extend as bounded operators on
L2(Rn+1).
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Clearly, for any f ∈ L∞c (Rn+1) we have the representation
Rijf(t, x) =
∫∫
Rn+1
Kij((t, x), (τ, y))f(τ, y) dτ dy, for (t, x) /∈ supp(f),
where the kernel Kij is given by
(4.2) Kij((t, x), (τ, y)) ≡ Kij(t, τ, x− y) = ∂yiyjp(t, t− τ, x− y).
The size and smoothness estimates for the kernel in (4.2) follow from Lemma 2.3. Indeed,
|Kij((t, x), (τ, y))| ≤ Cχt>τe−(t−τ) e
−|x−y|2/(c(t−τ))
((t− τ)1/2)n+2(4.3)
≤ Cχt>τ ((t− τ)
1/2 + |x− y|)n+2e−|x−y|2/(c(t−τ))
((t− τ)1/2)n+2 ·
1
((t− τ)1/2 + |x− y|)n+2
≤ Cχt>τ
(
1 +
|x− y|
(t− τ)1/2
)n+2
e−|x−y|
2/(c(t−τ)) · 1
((t− τ)1/2 + |x− y|)n+2
≤ C|t− τ |1/2 + |x− y|)n+2 .
In a similar way, by Lemma 2.3,
|∂xkKij((t, x), (τ, y))|+ |∂ykKij((t, x), (τ, y))| ≤ Cχt>τe−c(t−τ)
e−|x−y|2/(c(t−τ))
((t− τ)1/2)n+3
≤ C
(|t− τ |1/2 + |x− y|)n+3 ,
and
|∂tKij((t, x), (τ, y))|+ |∂τKij((t, x), (τ, y))| ≤ Cχt>τe−c(t−τ) e
−|x−y|2/(c(t−τ))
((t− τ)1/2)n+4(4.4)
≤ C
(|t− τ |1/2 + |x− y|)n+4 .
Let |t− τ0|1/2 + |x− y0| ≥ 2(|τ − τ0|1/2 + |y − y0|). If (s, θ) is an intermediate point between
(τ, y) and (τ0, y0) then |t− s|1/2 + |x− θ| ≥ C(|t− τ0|1/2 + |x−y0|). By using the Mean Value
Theorem,
|Kij((t, x), (τ, y))−Kij((t, x), (τ0, y0))|
= |∇τ,yKij((t, x), (s, θ)) · (τ − τ0, y − y0)|
≤ |∇τKij((t, x), (s, θ))||τ − τ0|+ |∇yKij((x, t), (s, θ))||y − y0|
≤ C
( |τ − τ0|
(|t− s|1/2 + |x− θ|)n+4 +
|y − y0|
(|t− s|1/2 + |x− θ|)n+3
)
≤ C
( |τ − τ0|1/2(|t− τ0|1/2 + |x− y0|)
(|t− τ0|1/2 + |x− y0|)n+4
+
|y − y0|
(|t− τ0|1/2 + |x− y0|)n+3
)
= C
|τ − τ0|1/2 + |y − y0|
(|t− τ0|1/2 + |x− y0|)n+3
.
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In a completely analogous way we can prove, under the condition that |t− τ0|1/2 + |x− y0| ≥
2(|τ − τ0|1/2 + |y − y0|), the estimate
|Kij((τ, y), (t, x))−Kij((τ0, y0), (t, x))| ≤ C |τ − τ0|
1/2 + |y − y0|
(|t− τ0|1/2 + |x− y0|)n+3
.
In other words the kernel Kij satisfies the size and smoothness conditions (I.2) and (II.2) of
Definition 3.1. Therefore, the conclusions on ∂iju of the statement follow from Theorem 3.2.
For the time derivative, we can prove that f 7−→ ∂tu is a Caldero´n–Zygmund operator
exactly as above, so that it shares the same boundedness properties than Rijf . Details are
left to the interested reader.
The proof of Theorem 1.2 is completed. 
4.2. Proof of Theorem 1.3. We showed in the proof of Theorem 1.2 that Rijf(t, x) and
f 7−→ ∂tu are Caldero´n–Zygmund operators. Theorem 1.3 is therefore a direct corollary of
Theorem 3.3. 
5. Weighted mixed-norm Sobolev estimates: proofs of Theorems 1.4 and 1.5
5.1. Proof of Theorem 1.4. Let us begin by proving (1.10). Let MRn denote the classical
Hardy–Littlewood maximal operator on Rn, n ≥ 1. Recall that the classical heat semigroup
er∆f(x) =
1
(4pir)n/2
∫
Rn
e−|x−y|
2/(4r)f(y) dy
which is defined for r > 0 and x ∈ Rn, satisfies the pointwise inequality
sup
r>0
|er∆f(x)| ≤ CMRnf(x),
for some constant C > 0, for every x ∈ Rn. Then, by the first estimate in Lemma 2.3(iii),
|u(t, x)| ≤ C
∫ t
−∞
e−(t−τ)MRn [f(τ, ·)](x) dτ.
Thus, if p > 1,
‖u(t, ·)‖Lp(Rn,ω) ≤ C
∫ t
−∞
e−(t−τ)‖MRn [f(τ, ·)]‖Lp(Rn,ω) dτ
≤ C
∫ t
−∞
e−(t−τ)‖f(τ, ·)‖Lp(Rn,ω) dτ
≤ CMR[‖f(·, ·)‖Lp(Rn,ω)](t).
In particular, if q > 1,
‖u‖Lq(R,ν;Lp(Rn,ω)) ≤ C‖MR[‖f(·, ·)‖Lp(Rn,ω)]‖Lq(R,ν) ≤ C‖f‖Lq(R,ν;Lp(Rn,ω)),
while if q = 1,∫
R
‖u(t, ·)‖Lp(Rn,ω)ν(t) dt ≤ C
∫
R
‖f(τ, ·)‖Lp(Rn,ω)
∫
R
e−|t−τ |ν(t) dt dτ
≤ C
∫
R
‖f(τ, ·)‖Lp(Rn,ω)MRν(τ) dτ
≤ C
∫
R
‖f(τ, ·)‖Lp(Rn,ω)ν(τ) dτ = C‖f‖L1(R,ν;Lp(Rn,ω)).
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When p = q = 1 we can estimate∫
Rn+1
|u(t, x)|ν(t)ω(x) dt dx
≤ C
∫
Rn+1
|f(τ, y)|
∫
R
e−|t−τ |
[ ∫
Rn
e−|x−y|2/(c|t−τ |)
|t− τ |n/2 ω(x) dx
]
ν(t) dt dτ dy
≤ C
∫
Rn+1
|f(τ, y)|MRnω(y)
[ ∫
R
e−|t−τ |ν(t) dt
]
dτ dy
≤ C
∫
Rn+1
|f(τ, y)|MRnω(y)MRν(τ) dτ dy
≤ C
∫
Rn+1
|f(τ, y)|ω(y)ν(τ) dτ dy = C‖f‖L1(R,ν;L1(Rn,ω)).
This completes the proof of (1.10).
Let 1 < p < ∞. Fix ω = ω(x) ∈ Ap(Rn) and let E = F = Lp(Rn, ω). Let ν = ν(t) ∈
Ap(R). It is easy to check that the tensor product weight w(t, x) = ν(t)ω(x) belongs to
PAp(Rn+1). Consider, as in the proof of Theorem 1.2, the singular integral operator
Rijf(t, x) = lim
ε→0+
∫∫
Ωε(t,x)
Kij(t, τ, x− y)f(τ, y) dy dτ − f(t, x)Iij(a)(t),
where Kij(t, τ, x − y) is given as in (4.2). Since Rij is bounded on Lp(Rn+1, w), for any
w ∈ PAp(Rn+1), we obviously have that Rij is bounded on Lp(R;E). For every t, τ ∈ R
such that t 6= τ , define the vector-valued kernel Kij(t, τ) ∈ L(E,E) that acts on ϕ ∈ E with
compact support as (
Kij(t, τ) · ϕ
)
(x) =
∫
Rn
Kij(t, τ, x− y)ϕ(y) dy.
Given a function f(t, x) ∈ Lp(R;E) we consider the vector-valued function t 7−→ f(t) ∈ E,
given by f(t) = f(t, x), for a.e. t ∈ R. We then define the vector-valued operator Rij :
Lp(R;E)→ Lp(R;E) as
Rijf(t) =
∫
R
Kij(t, τ) · f(τ) dτ, for t /∈ supp(f).
The classical heat semigroup er∆ is bounded on Lp(Rn, ω), with constant independent of
r > 0. Whence, for any ϕ ∈ E, by (4.3),
‖Kij(t, τ) · ϕ‖E =
∥∥∥∥∫
Rn
Kij(t, τ, y)ϕ(x− y) dy
∥∥∥∥
Lp(Rn,ω)
≤ Cχt>τ
∥∥∥∥∫
Rn
e−|y|2/(c(t−τ))
((t− τ)1/2)n+2ϕ(x− y) dy
∥∥∥∥
Lp(Rn,ω)
=
Cχt>τ
t− τ ‖e
c(t−τ)∆ϕ‖Lp(Rn,ω)
≤ C|t− τ |‖ϕ‖Lp(Rn,ω).
Similarly, by using (4.4),
‖∂tKij(t, τ) · ϕ‖E + ‖∂τKij(t, τ) · ϕ‖E ≤ Cχt>τ
∥∥∥∥∫
Rn
e−|y|2/(c(t−τ))
((t− τ)1/2)n+4ϕ(x− y) dy
∥∥∥∥
Lp(Rn,ω)
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=
Cχt>τ
(t− τ)2 ‖e
c(t−τ)∆ϕ‖Lp(Rn,ω)
≤ C|t− τ |2 ‖ϕ‖Lp(Rn,ω).
These estimates show that Kij(t, τ) ∈ L(E,E) is a vector-valued Caldero´n–Zygmund kernel
on the space of homogeneous type (R, | · |, dt). Therefore Theorem 3.2 applies. The same
method also works for f 7−→ ∂tu. The proof of Theorem 1.4 is complete. 
5.2. Proof of Theorem 1.5. In the proof of Theorem 1.4 we showed that Rij are vector-
valued Caldero´n–Zygmund operators in the weighted mixed-norm spaces, and similarly for
f 7−→ ∂tu. The conclusion follows from Theorem 3.3 with X = R, E = F = Lp(Rn, ω). 
6. Weighted mixed-norm Holder estimates: proof of Theorem 1.6
We denote by C0,α(Rn), 0 < α < 1, the space of continuous functions φ : Rn → R such
that
[φ]Cα(Rn) = sup
x6=y
|φ(x)− φ(y)|
|x− y|α <∞.
We make the identification φ1 = φ2 in C
0,α(Rn) if φ1 − φ2 is constant. Within this quotient
space, [φ]Cα(Rn) becomes a norm and C
0,α(Rn) is a Banach space. A strongly measurable
function f = f(t, x) belongs to Lq(R, ν;C0,α(Rn)), with ν ∈ Aq(R) if 1 ≤ q <∞, and ν ≡ 1
if q =∞, if
‖f‖Lq(R,ν;C0,α(Rn)) = ‖[f(t, ·)]Cα(Rn)‖Lq(R,ν) <∞.
As before, we consider the singular integral operator
Rijf(t, x) = lim
ε→0+
∫∫
Ωε(t,x)
Kij(t, τ, x− y)f(τ, y) dy dτ − f(t, x)Iij(a)(t)
= Tijf(t, x)− f(t, x)Iij(a)(t),
where Kij(t, τ, x− y) is given as in (4.2).
Lemma 6.1. Let f = f(t, x) ∈ L∞(R;C0,α(Rn)) for some 0 < α < 1. Then
‖Rijf‖L∞(R;C0,α(Rn)) ≤ C‖f‖L∞(R;C0,α(Rn)).
The singular integral operator f 7−→ ∂tu satisfies the same estimate.
Proof. The fact that Rijf is measurable as a C
0,α(Rn)-valued function was proved by Krylov
in [12, p. 819]. We only need to consider Tijf(t, x), because Iij(a)(t) ∈ L∞(R). Let x1, x2 ∈
Rn and set ρ = |x1 − x2|2. Since ∫
Rn
Kij(t, τ, y) dy = 0,
for every t, τ ∈ R, i, j = 1, . . . , n, we can write
Tijf(t, x1)− Tijf(t, x2)
=
∫ ρ
0
∫
Rn
K¯ij(t, τ, y)
(
f(t− τ, x1 − y)− f(t− τ, x1)
)
dy dτ
+
∫ ρ
0
∫
Rn
K¯ij(t, τ, y)
(
f(t− τ, x2 − y)− f(t− τ, x2)
)
dy dτ
+
∫ ∞
ρ
∫
Rn
(
K¯ij(t, τ, x1 − y)− K¯ij(t, τ, x2 − y)
)(
f(t− τ, y)− f(t− τ, x1)
)
dy dτ
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= I + II + III,
where K¯ij(t, τ, y) = ∂yiyjp(t, τ, y) (compare with (4.2)). By applying (4.3) we can estimate
|I|+ |II| ≤ C‖[f(t, ·)]Cα(Rn)‖L∞(R)
∫ ρ
0
e−τ
∫
Rn
e−|y|2/(cτ)
τn/2+1
|y|α
τα/2
τα/2 dy dτ
≤ C‖f‖L∞(R;C0,α(Rn))
∫ ρ
0
τα/2−1 dτ
= C‖f‖L∞(R;C0,α(Rn))|x1 − x2|α.
For III, let E(x) = χτ>0 e
−τ exp
(− 14〈Bt,τx, x〉)
(4pi)n/2(detBt,τ )−1/2
and F (x) = [−12Bij + 14(Bx)i(Bx)j
]
. By
using Lemma 2.1 we have
|K¯ij(t, τ,x1 − y)− K¯ij(t, τ, x2 − y)|
= E(x1 − y)F (x1 − y)− E(x2 − y)F (x2 − y)
= (E(x1 − y)− E(x2 − y))F (x1 − y) + E(x2 − y)(F (x1 − y)− F (x2 − y))
= A1 +A2.
Consider the function s 7−→ χτ>0 e−τ
exp
(− 14s2)
(4pi)n/2(detBt,τ )−1/2
. By the mean value theorem
there exists an intermediate real number η between |B1/2t,τ (x1 − y)| and |B1/2t,τ (x2 − y)| (we
assume |B1/2t,τ (x1 − y)| ≤ η ≤ |B1/2t,τ (x2 − y)|), such that
|A1| ≤
∣∣∣∣ dds
[
χτ>0e
−τ exp
(− 14s2)
(4pi)n/2(detBt,τ )−1/2
]∣∣∣
s=η
∣∣|B1/2t,τ (x1 − y)| − |B1/2t,τ (x2 − y)|∣∣|F (x1 − y)|
≤ Cχτ>0e−τη
exp
(− 14η2)
(detBt,τ )−1/2τ1/2
|x1 − x2||F (x1 − y)|
≤ Cχτ>0e−τ |x2 − y|
τ1/2
· exp
(− |x1 − y|2/(cτ))
τn/2
· |x1 − x2|
τ1/2
[
1
τ
+
|x1 − y|2
τ2
]
≤ Cχτ>0e−τ (|x2 − x1|+ |x1 − y|)
τ1/2
· exp
(− |x1 − y|2/(cτ))
τn/2
· |x1 − x2|
τ1/2
· 1
τ
= Cχτ>0e
−τ
[ |x2 − x1|2
τ2
+
|x1 − x2||x1 − y|
τ2
]
· exp
(− |x1 − y|2/(cτ))
τn/2
.
On the other hand, it is routine to check that for |B1/2t,τ (x1 − y)| ≤ |B1/2t,τ (x2 − y)| one has
|A2| ≤ Cχτ>0e−τ |x1 − x2|
τ2
(|x1 − y|+ |x2 − y|)
exp
(− |x1 − y|2/(cτ))
τn/2
≤ Cχτ>0e−τ
[ |x2 − x1|2
τ2
+
|x1 − x2||x1 − y|
τ2
]
· exp
(− |x1 − y|2/(cτ))
τn/2
.
Now we come back to the estimate for III. We have
|III| ≤ C‖f‖L∞(R;C0,α(Rn))
∫ ∞
ρ
e−τ
∫
Rn
[ |x2 − x1|2
τ2
+
|x1 − x2||x1 − y|
τ2
]
× exp
(− |x1 − y|2/(cτ))
τn/2
|x1 − y|α dy dτ
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≤ C‖f‖L∞(R;C0,α(Rn))
∫ ∞
ρ
∫
Rn
[ |x1 − x2|2
τ3
+
|x1 − x2|
τ2
]
τα/2
exp
(− |x1 − y|2/(cτ))
τn/2
dy dτ
= C‖f‖L∞(R;C0,α(Rn))
∫ ∞
ρ
[ |x1 − x2|2
τ3
+
|x1 − x2|
τ2
]
τα/2 dτ
= C‖f‖L∞(R;C0,α(Rn))|x1 − x2|α.
Hence
|Tijf(t, x1)− Tijf(t, x2)| ≤ C‖f‖L∞(R;C0,α(Rn))|x1 − x2|α,
for every x1, x2 ∈ Rn, uniformly in t ∈ R. 
Proof of Theorem 1.6. Let E = F = C0,α(Rn) and, for every t, τ ∈ R such that t 6= τ , define
the vector-valued kernel Kij(t, τ) ∈ L(E,E) that acts on ϕ ∈ E with compact support as(
Kij(t, τ) · ϕ
)
(x) =
∫
Rn
Kij(t, τ, x− y)ϕ(y) dy.
Given a function f(t, x) ∈ L∞(R;E) we consider the vector-valued function t 7−→ f(t) ∈ E,
given by f(t) = f(t, x), for a.e. t ∈ R. We then define the vector-valued operator Rij :
L∞(R;E)→ L∞(R;E) as
Rijf(t) =
∫
R
Kij(t, τ) · f(τ) dτ, for t /∈ supp(f).
We first check that Kij(t, τ) ∈ L(E,E) for every t 6= τ with the corresponding size estimate.
For any ϕ ∈ E, by (4.3),
|Kij(t, τ) · ϕ(x1)−Kij(t, τ) · ϕ(x2)| ≤
∫
Rn
|Kij(t, τ, y)||ϕ(x1 − y)− ϕ(x2 − y)| dy
≤ Cχt>τ [ϕ]Cα(Rn)|x1 − x2|α
∫
Rn
e−|y|2/(c(t−τ))
((t− τ)1/2)n+2 ) dy
≤ C|t− τ | [ϕ]Cα(Rn)|x1 − x2|
α,
so that
‖Kij(t, τ)‖ ≤ C|t− τ | .
Similarly, by using (4.4),
[∂tKij(t, τ) · ϕ]Cα(Rn) + [∂τKij(t, τ) · ϕ]Cα(Rn) ≤ Cχt>τ [ϕ]Cα(Rn)
∫
Rn
e−|y|2/(c(t−τ))
((t− τ)1/2)n+4 dy
≤ C|t− τ |2 [ϕ]Cα(Rn).
These estimates show that Kij(t, τ) ∈ L(E,E) is a vector-valued Caldero´n–Zygmund kernel
on the space of homogeneous type (R, | · |, dt). Therefore, Theorem 3.2 applies. The case
f 7−→ ∂tu is similar and we leave the details to the reader. 
7. The Cauchy problem: proof of Theorem 1.8
Proof of Theorem 1.8. First, to prove that v satisfies the integrability properties in mixed
normed spaces with weights, we can perform computations completely analogous to those
done for the solution u given by (1.4). Details are therefore omitted.
Secondly, to obtain the estimates for the derivatives of v, one would be tempted to ap-
ply again the Caldero´n–Zygmund theorem to the integral operators in (1.12) and (1.13).
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Nevertheless, the set Σε appearing in the proof in Subsection 2.3 does not correspond to the
standard truncations for Caldero´n–Zygmund operators as given by (3.3) and (3.5). Therefore
we can not use the Caldero´n–Zygmund machinery as we did for u. Instead, prove the results
we will do a comparison argument with the global case of Rn+1. Consider the following
difference∣∣∣∣ ∫∫
Ωε
∂yiyjp(t, τ, y)f(t− τ, x− y)χ0<τ<t dy dτ −
∫ t
ε2
∫
Rn
∂yiyjp(t, τ, y)f(t− τ, x− y) dy dτ
∣∣∣∣.
We have ∣∣(χΩε − χΣε2 )χτ<t∂yiyjp(t, τ, y)∣∣ ≤ Cχ|y|>εχτ<ε2e−τ e−|y|2/(cτ)τn/2+1 .
Since τ < ε2 < |y|2, we get |y|2/(cτ) ≥ C and therefore, for any m > 0 there exists Cm > 0
such that
e−|y|
2/(cτ) ≤ Cm
(
τ
|y|2
)m/2
and, in particular,
e−|y|2/(cτ)
τn/2+1
≤ Cn
(
1
|y|2
)n/2+1
.
As a consequence,∣∣(χΩε − χΣε2 )χτ<t∂yiyjp(t, τ, x− y)∣∣ ≤ Cχ|y|>εχτ<ε2( τ|y|2
)m/2( 1
|y|2
)n/2+1
≤ Cχ|y|>εχτ<ε2
εm
(|y|2 + τ)m/2+n/2+1
= Cχ|y|>εχτ<ε2
1
εn+2(|y|2/ε2 + τ/ε2)m/2+n/2+1
=
1
εn+2
Ψ
( |y|
ε
,
τ
ε2
)
,
with
Ψ(|y|, τ) = C(|y|2 + τ)−(m/2+n/2+1)χ|y|>1χτ<1
≤ Cχ|y|2+τ≤1(y, τ) + Cχ|y|2+τ>1(|y|2 + τ)−(m/2+n/2+1) =: Φ(y, τ).
The function Φ(y, τ) is decreasing, radially symmetric and integrable in Rn+1. Therefore
sup
ε>0
∣∣∣∣ ∫∫
Ωε
∂yiyjp(t, τ, y)f(t−τ, x−y)χ0<τ<t dy dτ−
∫ t
ε2
∫
Rn
∂yiyjp(t, τ, y)f(t−τ, x−y) dy dτ
∣∣∣∣
≤ sup
ε>0
∫
Rn+1
1
εn+2
Φ
(
y
ε
,
τ
ε2
)
|f(t− τ, x− y)| dy dτ,
and this last operator is bounded in Lp(Rn+1+ , w), w ∈ PAp(Rn+1+ ), 1 < p < ∞, and from
L1(Rn+1+ , w) into weak-L1(R
n+1
+ , w), w ∈ PA1(Rn+1+ ).
On the other hand, to prove the boundedness in mixed norm Sobolev spaces with weights,
we notice that ∣∣(χΩε − χΣε2 )χτ<t∂yiyjp(t, τ, y)∣∣ ≤ Cχ|y|>εχτ<ε2e−τ e−|y|2/(cτ)τn/2+1
≤ C e
−|y|2/(2cτ)e−ε2/(2cτ)
τn/2τ
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= C
e−|y|2/(2cτ)
τn/2
· 1
ε2
φ(τ/ε2)
where φ(τ) = e−1/(2cτ). From this kernel estimate, and by manipulating with maximal
functions as we did for u, the Lq(R, ν;Lp(Rn, ω)) and weak-type estimates can be derived.
For the Lq(R, ν;C0,α(Rn)) estimate, observe that, for any x1, x2 ∈ Rn,∫
Rn+1+
e−|y|2/(cτ)
τn/2
· 1
ε2
φ(τ/ε2)|f(t− τ, x1 − y)− f(t− τ, x2 − y)| dy dτ
≤ C|x1 − x2|α
∫
R
1
ε2
φ(τ/ε2)[f(t− τ, ·)]Cα(Rn)
[ ∫
Rn
e−|y|2/(cτ)
τn/2
dy
]
dτ
= C|x1 − x2|α
∫
R
1
ε2
φ(τ/ε2)[f(t− τ, ·)]Cα(Rn) dτ
≤ C|x1 − x2|αMR
{
[f(·, ·)]Cα(Rn)
}
(t).
The boundedness properties of the Hardy–Littlewood maximal function allow to prove the
desired estimates.
Now we remind that for good enough functions the limit
lim
ε→0
{∫∫
Ωε
−
∫∫
Σε2
}
∂yiyjp(t, τ, y)f(t− τ, x− y) dτ dy
exists (see (1.5) and (1.12)). An application of the Banach principle of almost everywhere
convergence gives the proof of the a.e. convergence of this last limit. On the other hand, by
Theorems 1.2, 1.4 and 1.6, we have all the necessary convergence results for the limit
lim
ε→0
∫∫
Ωε
∂yiyjp(t, τ, y)f(t− τ, x− y) dτ dy.
Hence we get the last conclusion of Theorem 1.8 for ∂ijv.
For ∂tv we can proceed similarly, details are left to the interested reader. 
Appendix: Proof of Theorem 3.3
In this section we fix a weight w > 0 such that w−1 ∈ A1(X). We first obtain a couple of
properties about w−1 that will be needed in the proof of Theorem 3.3.
Weights in A1(X) satisfy a reverse Ho¨lder inequality, see [1, Theorem 1]. Hence there exist
constants ε > 0 and C > 0 such that, for any ball B ⊂ X and any 1 ≤ r ≤ 1 + ε,
(7.1)
(
1
µ(B)
∫
B
(w−1)r dµ
)1/r
≤
(
1
µ(B)
∫
B
(w−1)1+ε1 dµ
)1/(1+ε1)
≤ C
µ(B)
∫
B
w−1 dµ ≤ C inf
B
w−1.
From (7.1) we immediately have that, for any 1 ≤ r ≤ 1 + ε,
1
µ(B)
∫
B
(w−1)r dµ ≤ C inf
B
w−r,
which means that w−r ∈ A1(X). Therefore, as A1(X) ⊂ Ap(X) for any p ≥ 1 (see [6,
Proposition 7.2(1)]), we conclude that
w−r ∈ Ar(X), for any 1 ≤ r ≤ 1 + ε.
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In the case when 1 < r ≤ 1 + ε, this last condition reads,
(7.2)
(∫
B
w
r
r−1 dµ
)(∫
B
w−r dµ
) 1
r−1
≤ Cµ(B) rr−1 .
Let 1/r + 1/r′ = 1. Then rr−1 = r
′, −r = r′1−r′ , and 1r−1 = r′ − 1, so (7.2) can be written as(∫
B
wr
′
dµ
)(∫
B
(wr
′
)
1
1−r′ dµ
)r′−1
≤ Cµ(B)r′ .
We have just proved that
(7.3) wr
′ ∈ Ar′(X), for every 1 < r ≤ 1 + ε, 1/r + 1/r′ = 1.
With (7.1) and (7.3) at hand we can now present the proof of Theorem 3.3.
Proof of Theorem 3.3. Let f ∈ L∞c (X;E) such that wf ∈ L∞(X;E). Fix any metric ball
B = B(x0, δ) ⊂ X with center at x0 ∈ X and radius δ > 0. We use the notation cB =
B(x0, cδ), for c > 0. Fix R > 5κ, where κ ≥ 1 is the quasi-triangle inequality constant for
the quasi-metric ρ. We can write
f = fχκRB + fχ(κRB)c =: f1 + f2,
Then Tf = Tf1 + Tf2. If x ∈ B then x /∈ supp(f2) and we can write
Tf2(x) =
∫
X
K(x,y)f(y) dµ(y),
see (3.1). Hence we can define
(7.4) cB =
1
µ(B)
∫
B
Tf2(z) dµ(z) =
1
µ(B)
∫
B
∫
X
K(z,y)f2(y) dµ(y) dµ(z) ∈ F.
Now,
(7.5)
1
µ(B)
∫
B
‖Tf − cB‖F dµ ≤ 1
µ(B)
∫
B
‖Tf1‖F dµ+ 1
µ(B)
∫
B
‖Tf2 − cB‖F dµ
=: I1 + I2.
We estimate I1 and I2 separately.
We begin with I1. Pick any 1 < r < 1 + ε. We apply Ho¨lder’s inequality, (7.1), and the
fact that T is bounded from Lr
′
(X, v;E) into Lr
′
(X, v;F ), for v = wr
′ ∈ Ar′(X) to get
(7.6)
I1 =
1
µ(B)
∫
B
w−1‖Tf1‖Fw dµ
≤
(
1
µ(B)
∫
B
w−r dµ
)1/r( 1
µ(B)
∫
B
‖Tf1‖r′Fwr
′
dµ
)1/r′
≤ C inf
B
w−1
(
1
µ(B)
∫
B
‖wf1‖r′E dµ
)1/r′
≤ C inf
B
w−1‖wf‖L∞(X;E).
For I2, by using that x /∈ supp(f2) and the definition of cB in (7.4),
I2 =
1
µ(B)
∫
B
∥∥∥∥ 1µ(B)
∫
B
∫
X
(
K(x,y)−K(z,y))f2(y) dµ(y) dµ(z)∥∥∥∥
F
dµ(x)
≤ 1
µ(B)2
∫
B
∫
B
∫
X
‖K(x,y)−K(z,y)‖‖w(y)f2(y)‖E w(y)−1 dµ(y) dµ(z) dµ(x)
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≤ ‖wf‖L∞(X;E)
µ(B)2
∫
B
∫
B
[ ∫
(κRB)c
‖K(x,y)−K(z,y)‖w(y)−1 dµ(y)
]
dµ(z) dµ(x).
We claim that, for any x, z ∈ B,
(7.7) J :=
∫
(κRB)c
‖K(x,y)−K(z,y)‖w(y)−1 dµ(y) ≤ C inf
B
w−1.
With (7.7) the conclusion follows. Indeed, we have
I2 ≤ C inf
B
w−1‖wf‖L∞(X;E).
By plugging this last estimate and (7.6) into (7.5) we get that, for almost every x ∈ X,
w(x)M#F (Tf)(x) = w(x) sup
B3x
1
µ(B)
∫
B
‖Tf − cB‖F dµ ≤ C‖wf‖L∞(X;E),
where C depends only on T , w and the structure. Thus
‖wM#F (Tf)‖L∞(X) ≤ C‖wf‖L∞(X;E),
as desired.
For the proof of (7.7), let us recall that B = B(x0, δ) and let Ak = ((κR)
kB)\((κR)k−1B),
for k ≥ 2. For any x, z ∈ B we have ρ(x, z) < 2κδ. If y ∈ (κRB)c then
ρ(y,x0) ≤ κρ(y, z) + κρ(z,x0) ≤ κρ(y, z) + κδ ≤ κρ(y, z) + ρ(y,x0)/R,
which gives
ρ(y, z) ≥ R− 1
κR
ρ(y,x0).
Moreover, since κ ≥ 1,
κRδ ≤ ρ(x0,y) ≤ κρ(x0, z) + κρ(z,y) ≤ κ2δ + κρ(y, z),
so, as R > 5κ, this implies that 4κδ ≤ (R− κ)δ ≤ ρ(y, z). Hence
ρ(y, z) ≥ 4κδ > 2ρ(x, z).
Also, if y ∈ Ak then ρ(y,x0) ≥ (κR)k−1δ. Finally, observe that
B(x0,
R−1
4κ2R
ρ(y,x0)) ⊂ B(z, ρ(y, z)).
In fact, for w ∈ B(x0, R−14κ2Rρ(y,x0)),
ρ(w, z) ≤ κρ(w,x0) + κρ(x0, z) ≤ R− 1
4κR
ρ(y,x0) + κδ
≤ 1
4
ρ(y, z) +
1
4
ρ(y, z) ≤ ρ(y, z),
and the inclusion follows. Then we can use the smoothness condition given in Definition
3.1(II.2) and Ho¨lder’s inequality for some 1 < r < 1 + ε to get
J =
∞∑
k=2
∫
Ak
‖K(x,y)−K(z,y)‖w(y)−1 dµ(y)
≤
∞∑
k=2
(∫
Ak
ρ(x, z)r
′
ρ(y, z)r′µ(B(z, ρ(y, z)))r′
dµ(y)
)1/r′(∫
(κR)kB
w−r dµ
)1/r
≤ C
[ ∞∑
k=2
(2κδ)
κR
R− 1
(∫
Ak
1
ρ(y,x0)r
′µ(B(x0,
R−1
4κ2R
ρ(y,x0)))r
′ dµ(y)
)1/r′
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× µ((κR)kB)1/r inf
(κR)kB
w−1
]
≤ Cκ inf
B
w−1
∞∑
k=2
δ
1
(κR)k−1δ
µ((κR)kB)1/r
′
µ(B(x0,
R−1
4κ2R
(κR)k−1δ))
µ((κR)kB)1/r
≤ Cκ inf
B
w−1
∞∑
k=2
1
(κR)k−1
µ((κR)kB)
µ(B(x0, (κR)k−2δ))
= Cκ inf
B
w−1
∞∑
k=2
1
(κR)k−1
µ((κR)kB)
µ((κR)k−2B)
≤ C inf
B
w−1
∞∑
k=2
1
(κR)k−1
= C inf
B
w,
where in the last inequality we used that
µ((κR)kB) = µ((κR)2(κR)k−2B) ≤ Cd((κR)2)γµ((κR)k−2B),
where γ > 0 depends only on the doubling constant Cd, see Caldero´n [1, Lemma 1]. 
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