We study the Isomorphism of Polynomial (IP2S) problem with m = 2 homogeneous quadratic polynomials of n variables over a finite field of odd characteristic: given two quadratic polynomials (a, b) on n variables, we find two bijective linear maps (s, t) such that b = t • a • s. We give an algorithm computing s and t in time complexity O(n 4 ) for all instances. The IP2S problem was introduced in cryptography by Patarin back in 1996. The special case of this problem when t is the identity is called the isomorphism with one secret (IP1S) problem. Generic algebraic equation solvers (for example using Gröbner bases) solve quite well random instances of the IP1S problem. For the particular cyclic instances of IP1S, a cubic-time algorithm was later given [13] and explained in terms of pencils of quadratic forms over all finite fields; in particular, the cyclic IP1S problem in odd characteristic reduces to the computation of the square root of a matrix.
Introduction

The IP1S and IP2S problems
The Isomorphism of Polynomial with Two Secrets (IP2S) problem is the following: given a field k and two m-uples a = (a 1 , . . . , a m ) and b = (b 1 , . . . , b m ) in n variables (x 1 , . . . , x m ), compute two invertible linear maps s ∈ GL n (k) of the variables x i and t ∈ GL m (k) of the polynomials a i such that
The particular case where we restrict t to the identity transformation is also known as the Isomorphism of Polynomials with One Secret (IP1S). Both these problems have been introduced in cryptography by Patarin in [16] to construct an efficient authentication scheme, as an alternative to the Graph Isomorphism Problem (GI) proposed by Goldreich, Micali and Wigderson [10] . The IP problem was appealing since it seems more difficult than the Graph Isomorphism problem [17] . Agrawal and Saxena reduced [1] the Graph Isomorphism problem to the particular case of IP1S using two polynomials, one of them being a quadratic form encoding the adjacency matrix of the graph, and the other one being the cubic x 3 i , over a finite field of odd characteristic. For the case of quadratic polynomials, the status of this problem is unclear despite recent intensive research in the cryptographic community since this case is the most interesting for practical schemes. There exists a claimed reduction between the quadratic IP1S problem and the GI problem [17] , but we realized that this proof is incomplete. Indeed, the proof works by induction and decomposes any permutation as the composition of transpositions. It is possible to write a system of quadratic polynomials such that the only solutions of the IP1S problem will be the identity or a transposition by modifying a bit * ANSSI † Université Rennes 1 and Institut Universitaire de France ‡ Orange Labs the systems proposed in [17] . However, it is not obvious how we can compose the systems of equations such that the solutions will be the composition of the solutions.
The defining parameters of the IP problems are the number n of variables, the number m of polynomials, and their degree. For efficiency reasons, the degree is generally small, involving only quadratic and cubic equations. To our knowledge, no significant progress has been done on the cubic case.
We limit ourselves to the special case of two equations, both of which being homogeneous polynomials of degree two. According to previous literature [18, 7, 4, 6] , this is the most difficult case.
The case with only one homogeneous quadratic equation amounts to reduction of quadratic forms, which has been known for centuries [9, 12] . In the non-homogeneous case, the presence of affine terms gives linear relations between the secret unknowns [17] , and this extra information actually helps generic solvers, for example those using Gröbner bases, as shown in [7] . The case with more than two equations is easier since we can relinearize the systems [4] .
Previous work
Some recent advances have been made on the IP1S problem in the case of two homogeneous quadratic equations.
Bouillaguet, Fouque and Macario-Rat in 2011 [5] used pencil of quadratic forms to recover the secret mappings s and t when three equations are available and one of the quadratic equations a comes from a special mapping X → X q θ +1 over F q . In the case of the IP problem, this is optimal using an information theoretic argument.
A case of interest is the particular case of cyclic pencils: a pencil b = (b ∞ , b 0 ) is cyclic if b ∞ is invertible and b −1 ∞ b 0 is a cyclic matrix, i.e. its characteristic polynomial is equal to its minimal polynomial. The cyclic case is dominant (it is defined by the non-cancellation of some polynomial functions of the coefficients of b). For cyclic instances of the IP1S problem, the Gröbner basis approach works well [4] since the number of solutions is known to be small. For all other instances, the number of solutions is empirically large and such algorithms are then well known to be less efficient. Macario-Rat, Plût and Gilbert explained in 2013 [13] how to algebraically solve the cyclic instances of the IP1S problem for m = 2 over finite fields of any characteristic.
Finally, in the recent preprint [3] Berthomieu, Faugère and Perret proposed a polynomial algorithm for IP1S with any number of equations when 2 = 0. Given two families of polynomials over a field k, they give a solution to the IP1S problem over a tower k ′ of real quadratic extensions (a real quadratic extension being obtained by adjoining the square root of a sum of squares) of k. This solves the IP1S problem over the original field k only if k is Euclidean, i.e. has no real quadratic extension. This is the case for example if k is a closed real field such as R or the field R alg of real algebraic numbers, or an algebraically closed field; since any quadratic extension of a finite field is real, no finite field is Euclidean.
Our contributions
This work covers the IP1S and IP2S problems for m = 2 equations over a finite non-binary field; some parts of it are also applicable to binary or infinite fields.
For the IP1S problem, we introduce three new tools. We first give a full description of the singular part of all quadratic pencils in section 1. This uses the Kronecker classification of pencils of quadratic forms. Although this dates back to Kronecker, the classic proof uses complex analysis; we give a new proof, true over any field.
A pencil is regular if its characteristic polynomial is not zero. For regular pencils, we first give a decomposition as the orthogonal direct sum of local pencils, for which we know that at least one of the quadratic forms is regular.
We finally prove that the IP1S problem for a local, regular pencil amounts to a reduction problem for some quadratic forms over a local algebra. As this is a well-known theory (in odd characteristic), we are able to give a polynomial-time answer to all instances of IP1S in section 2. Our proof here specializes to that of [13] in the particular case of a cyclic pencil.
The last section explains how we recover the second ("outer") secret in the two-secret IP2S problem. As applying an outer linear combination to a pencil leaves the singular part of the pencil unchanged (up to isomorphism), we can use the regular part alone to recover the inner secret. This is done using the factorization of the characteristic polynomial.
Mathematical background and notations
Throughout this document, k is a field such that 2 ∈ k × . Let V be a n-dimensional vector space over the field k. We study the IP1S and IP2S problems for quadratic forms on V , which are homogeneous polynomials of degree 2 in some coordinates on V . To a quadratic form q, one may associate the polar form b defined by
this is a symmetric bilinear forms, and it satisfies the polarity identity
Since 2 = 0 in k, the polarity identity is a bijection between quadratic forms and bilinear forms. Therefore, instead of quadratic forms, we shall study directly bilinear forms.
In the case where 2 = 0 in k, the situation is much more complicated; the polarity identity is no longer a bijection, but polar forms are instead alternating bilinear forms. This means that their classification is very different from the odd-characteristic case [14] , and relies on symplectic groups and Artin-Schreier type equations, i.e. of the type 
We write R m×n for the vector space of matrices with entries in R having m lines and n columns, and 
is homogeneous of degree n. The pencil (b λ ) is called regular if the characteristic polynomial is not zero, and singular otherwise. We solve the isomorphism problem for regular pencils in section 2 below.
We reduce to the regular case by proving that the singular part of a symmetric pencil is reducible to the canonical form of Kronecker. This form is described in [8, XII(56) ]; however, the proof given there only applies to pencils over C, as it uses the computation of square roots of matrices via interpolation on the spectrum. We give here an algorithmic proof that applies to any field k.
The Kronecker decomposition of the singular part of a pencil
The pencil (b λ ) defines a symmetric bilinear form on the module 
A minimal isotropic vector for (b λ ) is one with minimal degree h; this degree is the minimal index of (b λ ). (ii) The h linear forms b 0 e 1 , . . . , b 0 e h are k-linearly independent.
(iii) For all i, j, b 0 (e i , e j ) = b ∞ (e i , e j ) = 0.
Proof. We first prove (ii 
This means that (e
is isotropic and of degree h − 1 for b λ , which contradicts the minimality of e.
To prove (i), let α 0 e 0 +. . .+α h e h = 0 be a non-trivial linear relation. Then since α 1 b 0 (e 1 )+. . .+α h b 0 (e h ) = 0, by (ii) we must have α 1 = . . . = α h = 0, which in turn implies e 0 = 0. However, in this case we see that e 1 + · · · + λ h−1 e h is isotropic of degree h − 1. We now prove (iii). For all i, j, note that we have
Write u(x) = u i (x)e i where u 0 , . . . , u h ∈ (E ⊥ ) ∨ and let the section v be defined by elements v 1 , . . . , v h ∈ V such that b 0 (e i , v j ) = 1 if i = j and 0 otherwise. The orthogonality condition then becomes
for all x ∈ E ⊥ , j = 1, . . . , h.
These relations uniquely determine u 0 and u h , and solutions (u 1 , . . . , u h−1 ) exist iff the values v i also satisfy the relations
Elements of the cokernel of ∂ h are exactly isotropic vectors of degree h − 1 in E ⊥ ; since b has minimal index h, the map ∂ h is surjective. This proves that the map
defined by the relations between the v j is surjective, and therefore that suitable v j exist. This proves the orthogonality of
Proposition 1.10. Let (V, b λ ) be a Kronecker module with minimal index h. There exists a basis of V in which the pencil (b λ ) has the matrix K h .
Note in particular that the case h = 0 corresponds to the matrix K 0 , which is the zero matrix of size 1 × 1, and to a vector belonging to all the kernels of b λ .
Proof. Let e 0 + . . . + λ h e h be a minimal isotropic vector for (b λ ) and E be the span of the e i ; we need to prove that E has a supplement which is self-orthogonal for the pencil (b λ ). Such a supplement corresponds to a retraction w of V ֒→ E such that, for all x, y ∈ V , (x − w(x)) ⊥ (y − w(y)); given that E ⊥ E, this amounts to
A basis of V /E ⊥ is given by vectors f 1 , . . . , f d ∈ V such that b 0 (e i , f j ) = 1 if i = j and 0 otherwise. Since E = E ⊥ , the family e 0 , . . . , e h ; f 1 , . . . , f h is a basis of V . Write w(f j ) = w ij e i . The equations (11) then amount to
This defines the values
This last computation shows that the proof also holds in characteristic two if we further assume that the pencil b is alternating, which is the case for the polar part of a quadratic pencil.
From Props. 1.5, 1.10 and an induction step on the minimal index of the pencil we deduce the following.
Proposition 1.13 ((Kronecker form)
). Let (b λ ) be a symmetric pencil on V . There exists a basis of V in which the pencil has a block-diagonal matrix with diagonal blocks (K h1 , . . . , K hr , B ′ ), where K h is the square matrix of size 2h + 1 defined by equation (9) , the integers h 1 . . . h r are the minimal indices of (b λ ), and B ′ is the matrix of a regular pencil.
We note that this result is the same as the classical result in characteristic zero [8, XII, §4].
IP1S for regular pencils
We give here an algorithm for solving the IP1S problem in the case of two regular pencils. Assume that b = (b λ ) is regular, which means that its characteristic polynomial f (λ) = det(b 0 + λb ∞ ) is not zero. Then, for any λ such that f (λ) = 0, the bilinear form b λ is regular.
Localisation of the IP1S problem
We first prove that we may assume that one of the bilinear forms (b λ ) is regular. Note that when k = F q is a finite field, it may happen that λ q µ − λµ q divides f (λ : µ) = 0, so that f (λ) = 0 for all λ ∈ P 1 (k). In this case, although (b λ ) is a regular pencil, all forms b λ are degenerate. However, the decomposition given by Lemma 2.2 below still applies.
We first isolate the part where b ∞ is not regular. If b 0 is regular, this is the locus where the endomorphism b
To make the proof work in the general case, we replace this endomorphism by the relation ≻ below.
Lemma 2.1. Let b be a symmetric pencil on V . For any two vectors x, y ∈ V , we write x ≻ y if b ∞ x+b 0 y = 0.
Further assume that b is regular; this means that there exists no non-trivial chain 0
(iv) The restriction of b ∞ to W ′ and the restriction of b 0 to W are injective.
Proof. (i) Assume that b 0 (y, W ) = 0 and that
is the set of linear forms which are zero on all elements x such that b λ (x, W ′ ) = 0. We have to prove the following: for any vector
This means that there exists w ∈ W such that x ≻ w, which in turn implies that x ∈ W . It follows by definition of
, there exists y 1 ∈ W ′ such that y 1 ≻ y 0 ; this implies that y 1 ∈ W . It follows that there exists an infinite sequence y = ( 
This means that y ≻ 0, and therefore y ∈ W . By (iii), this implies y = 0. Lemma 2.2. Let b be a regular symmetric pencil on the vector space V . Let f (λ : µ) = det(λb ∞ + µb 0 ) be the homogeneous characteristic polynomial of b, and let f = g i be a factorisation of f in mutually coprime factors.
Then there exists a unique decomposition V = V i such that the spaces V i are pairwise orthogonal for all forms of b and the restriction b| Vi has characteristic polynomial g i . Let f (λ) = f (λ : 1) be the affine characteristic polynomial. It is enough to prove the result for the decomposition f = gh where g, h are mutually prime. Let u, v be polynomials such that ug + vh = 1, and x, y ∈ V such that g(m)(x) = 0 and h(m)(y) = 0; we may then write 
The image of b by a linear change of variables s is then
Let b 
We define the symmetrizing space S (m) and the commutant C (m) as S (m) = {b symmetric bilinear such that bm is symmetric} ,
The invertible elements of C (m) form the commutant group C (m) × .
Lemma 2.8. Let m be an endomorphism of V .
(i) The set S (m) contains a regular bilinear form.
(ii) For any regular bilinear form t ∈ S (m) and any endomorphism a of V , the bilinear form ta belongs to S (m) if and only if a is self-adjoint with respect to t and a ∈ C (m).
(iii) Let t ∈ S (m) be regular. Any finite regular pencil with characteristic endomorphism m is of the form
(iv) Let b λ = ta(λ − m) be a finite pencil and s ∈ C (m). Then
where s ⋆ = t −1 · t s · t is the adjoint of s relatively to the bilinear form t.
Proof. Point (i) is explicitly proven in Appendix B below. Assuming that a is self-adjoint with respect to t, point (ii) follows from
since t is regular, it is cancellable in the resulting equation tma = tam. Point (iii) follows directly from (ii) and defining a = t −1 b ∞ , and (iv) is a straightforward computation.
Point (iv) of Lemma 2.8 translates to the following result.
Proposition 2.11. The congruence problem for finite symmetric pencils is equivalent to the following congruence problem: given an endomorphism m of V and two invertible self-adjoint matrices a, a
In the particular case where m is cyclic, the commutant C (m) is the (commutative) polynomial algebra k [m] . In this case, solving the IP1S problem is straightforward [13] . The proof given here specializes in the cyclic case to the proof of [13] . Namely, if m is cyclic, then Prop. 2.11 amounts to equivalence of 1-dimensional quadratic forms over k [m] , which is simply a square root computation.
To solve the general case, we first need to recall the structure of the commutant algebra C (m) (part 2.2); we then explicit the adjunction involution a → a ⋆ (part 2.3) and give the multiplicative structure of the commutant group C (m) × (part 2.4). We then need a result for quadratic forms over complete local rings (part 2.5) to conclude the proof.
Matrix form of the commutant space
We give the structure of the commutant for a local pencil. We first examine the case where the pencil is cyclic with characteristic polynomial x u . Let H u be the companion matrix of x u .
Lemma 2.12. For all integers u, v, let I u be the identity matrix of size u, and define a matrix J u,v of size u × v by
(ii) The space of all matrices A of size u × v such that We now turn to the general case where b λ is a local pencil. Let m be its characteristic endomorphism and p d be its characteristic polynomial, where p is an irreducible polynomial of degree e. There exists an appropriate basis of V in which m has the matrix M as given below.
Let M p be the companion matrix of p; then k[M p ] is isomorphic to the extension field K = k[θ]/(p(θ)). For any matrix A = (a i,j ) of size u × v with coefficients in K, let A ♭ be the ("flattened") matrix of size eu × ev with blocks of size e × e given by a i,j (M p ). The map A → A ♭ is a morphism of algebras. We write A → A ♯ for the inverse map where it is defined. There exist integers n 1 . . . n r and a basis of V in which the matrix M of m is block-diagonal, with diagonal blocks M ni = (H ni + θ) ♭ . (The matrices H ni + θ are the Jordan blocks, and this decomposition is a variant of the rational normal form). In this particular case, the structure of the commutant space C (M ) is known [8, VIII, §1, Theorem 1]: Proposition 2.14. Let M be the block-diagonal matrix with diagonal blocks (H ni + θ)
♭ . The commuting space of M is the space of all matrices A ♭ , where A is a block matrix A = (A i,j ),
According to Prop. 2.14, we have C (M ) = C (M ♯ ) ♭ . We therefore replace all elements A of C (M ) by their images A ♯ in C (M ♯ ). We may therefore assume that e = 1, which means that K = k. Since C (M ) = C (M − θ), the matrices M and M − θ share the same IP1S solutions, so that we may further assume that θ = 0. This means that M is the block-diagonal matrix with diagonal blocks H ni for integers n 1 . . . n r . We use this matrix M for the remainder of this section.
Let A ∈ C (M ). Each block A i,j may be written as a polynomial
where a i,j (H) ∈ k[H]/H nj . We simplify the notation and write A = (a i,j ) where a i,j ∈ k[H]. We note however that elements of C (M ) do not multiply as matrices with coefficients in k[H], due to the relations of Lemma 2.12 (iii). An easy way to perform the computations is given in Prop. 2.16 below.
Proposition 2.16. Let R = k[H]/H
n1 . For all i, j, let e i,j = max(0, n i − n j ). For any matrix A = (A i,j ) ∈ C (M ), where A i,j = a i,j (H ni )J ni,nj , define
Then ψ is a k-algebra morphism from C (M ) to R r×r .
Proof. The matrices of C (M ) multiply according to the relations of Lemma 2.12 ??. We only need to prove that the integers e i,j satisfy the relations:
We verify this by checking for all possible orderings of the triple (i, j, k).
The adjunction involution on C (M)
We now describe the adjunction involution A → A ⋆ of the commuting space C (M ). The following lemma is an easy computation.
Lemma 2.19. For each integer u, write T u for the anti-identity matrix of size u ( i.e. the matrix having ones on the counter-diagonal).
(i) T u is invertible and both T u and T u H u are symmetric.
(ii)
(iii) Let T be the block-diagonal matrix with diagonal blocks T ni . Then T ∈ S (M ) × .
Proposition 2.20. Let
In particular, T A is symmetric if, and only if,
Proof. This is a consequence of the definition A ⋆ = T −1 AT and the description of T in Lemma 2.19.
As a corollary of Prop. 2.16 and 2.20, we get the following. Let D ∈ R r×r be the diagonal matrix with
We then have ϕ(A ⋆ ) = t ϕ(A). This implies that, for all A, X ∈ C (M ): 
Proof. Let σ the unique permutation of [1, n] such that σ(n i ) = i for i = 1, . . . , s, and σ is increasing on all other indices. Then the matrix A σ deduced from A by applying σ both on the lines and the columns of A is lower block-triangular, with two diagonal blocks respectively equal to the matrix (a i,j (0)) i,j s and to A ′ . Since det A = det A σ , this proves the lemma.
Proof. By induction on n 1 , with Lemma 2.23 providing the induction step. The base case n 1 = 1 corresponds to k[H] = k and therefore A = (a i,j (0)).
Proposition 2.25. The commutant group C (M )
× is generated by the following matrices:
(i) big-block-diagonal matrices, i.e. matrices whose only non-zero big blocks are those on the diagonal;
(ii) transvection matrices.
Proof. By Prop. 2.24, an invertible matrix A ∈ C (M ) has all its diagonal big blocks invertible. Therefore we may apply the Gaussian elimination algorithm to factor A as a product A = LU , where L is lower triangular with diagonal elements 1, and U is upper triangular.
Classification of local symmetric pencils
We shall need the following classic result about bilinear forms over local algebras. We hereafter assume that k is a finite field with characteristic different from 2.
Proposition 2.26 ( [15, 92:1] ). Let R be a complete local ring with finite residue field k and ∆ ∈ R having a non-square image δ in k. Any regular symmetric matrix with entries in R is congruent over R to a diagonal matrix (1, . . . , 1, ε), where ε ∈ {1, ∆}.
Proof. The proof follows from applying a Hensel lift to the classical proof over finite fields [14, IV(1.5) ]. Let A be a regular symmetric matrix over R. By the Gram orthogonalization algorithm, A is congruent to a diagonal matrix [14, I(3.4) ], so that we may write A = diag(a 1 , . . . , a n ). Since x 2 is a separable polynomial over R, two applications of Hensel's lemma in the complete ring R readily prove the following:
(ii) the equation u 2 + v 2 = ∆ has a solution with u, v ∈ R.
By (i), we may assume that a i = 1 or a i = ∆. From (ii), we deduce the matrix relation
This allows canceling all pairs of ∆ appearing in the diagonalization of A.
Proposition 2.28. Let A be an invertible, self-adjoint element of C (M ). Then there exists X ∈ C (M )
Proof. We prove this by induction on the number of big blocks of A, using Gram orthogonalization on the big blocks of A. Let B be the first diagonal big block of A. We may then write A as a block matrix
Since A is invertible, by Prop. 2.25, all its diagonal big blocks are invertible; in particular the matrices B and A ′ are invertible. By the induction hypothesis, there exists
We then define
We note that the regularity hypothesis on A is essential for Prop. 2.28. As a counter-example, assume that the Jordan sequence is n 1 > n 2 with n 2 2, and let
the notations from (22), no matrix of the form ψ(X) =
and therefore A is not not big-block diagonalizable by a matrix commuting with M . This regularity hypothesis will be satisfied in the IP1S case since we then have
Proposition 2.31. Let A be an invertible, self-adjoint element of C (M ). Then A is congruent to a diagonal matrix, where each diagonal big block is either the identity matrix, or the diagonal matrix (1, . . . , 1, δ).
Proof. Use propositions 2.28 and 2.26.
Solving the general case of IP1S
Theorem 2.32. Let k be a finite field of characteristic = 2 and (b λ ) be a pencil of n-dimensional symmetric bilinear forms over k. It is possible, using no more than O(n 3 (h + 1)) O(n 4 ) operations in k, where h n is the largest of the minimal indices of (b λ ), to compute an isomorphism between (b λ ) and a (unique) block-diagonal pencil with diagonal blocks of the following form:
for integers h 0, as defined in Prop. 1.13;
where p is an irreducible polynomial, M p is the companion matrix of p, T p is a prescribed invertible matrix such that both T p and T p M p are symmetric, d is an integer, and u is either the identity matrix or a prescribed non-square element of the field k[M p ], with the extra condition that for fixed (p, d), at most one of the values u may be different from 1;
where d is an integer, u is either 1 or a prescribed non-square element of k, and for fixed d, at most one of the values u may be different from 1.
This theorem solves the IP1S problem in time O(n 4 ): given two pencils a and b, we only have to transform both of them to the canonical form above. This form will be the same iff the two pencils are isomorphic in the IP1S sense, and in this case, composing the two transformations gives an answer to the computational IP1S problem.
The only place where the finiteness of k is required in the proof of this theorem is for the structure of quadratic forms over k in Prop. 2.26. Even when k is infinite, if it has a good theory of quadratic forms, we expect it to translate to a good theory of the IP1S problem over k.
We also note that, if (b λ ) is regular, then h = 0 and the algorithm in this case has complexity O(n 3 ). As explained before, this is the dominant case and we therefore expect any implementation on random pencils to run in average time O(n 3 ).
Algorithm and complexity. The algorithm corresponding to Theorem 2.32 for a pencil b decomposes in the three following steps.
(i) Compute the Kronecker decomposition: as long as the kernel of the matrix b λ is not trivial, compute a minimal isotropic vector e = λ i e i and the according Kronecker block as an orthogonal direct factor, according to Prop. 1.5.
(ii) Now b is regular. Compute and factor its characteristic polynomial f (λ) and split V as an orthogonal direct sum of primary components V p for each prime divisor p.
(iii) For each prime divisor p, write the local pencil b p at p as a matrix with entries in K = k[θ]/p(θ). Perform big-block reduction to write b p as an orthogonal direct sum of quadratic forms over K[H]/H ni , and then reduce each of these forms to one of the two canonical diagonal forms.
Most of the linear algebra steps, including computing the rational normal form of the regular part of the pencil, may be done in O(n 3 ) field operations [11] . In particular, the Frobenius rational normal form covers the factoring of the characteristic polynomial. This may also be done, again in cubic time, using a dedicated factoring algorithm. The reduction of quadratic forms over the local algebras is just the reduction over the residual field (which uses a square root computation in said finite field), followed by a Hensel lift.
The only part not covered by classic algorithms is the reduction to Kronecker normal form performed in Step (i). Computing the minimal isotropic vectors requires solving a chain of h equations of the form b ∞ (x) = b 0 (y) and hence has a complexity O(n 3 (h + 1)). The same applies to the computation of a preimage by the map ∂ h of (8) . This algorithm is detailed in Appendix A below.
There exist cubic algorithms computing the Kronecker decomposition of pencils of linear maps over a characteristic zero field [2] . These algorithms are not directly applicable over a finite field as they use some rotations over the real numbers and are mostly concerned with numerical stability; more importantly, they work with linear maps up to equivalence, whereas we need quadratic forms up to congruence. However, as the corresponding problem over a finite field has not been much studied, the existence of a faster algorithm for computing the Kronecker decomposition is not unlikely.
Decisional IP1S and extensions of scalars. The solution of IP1S over an extension field in [3] raises the following question: given two pencils a, b defined over a field k and IP1S-equivalent over an extension k ′ of k, are they always equivalent over the base field k?
The structure given by theorem 2.32 gives an easy answer to this question. As the Kronecker blocks are invariant by extension of scalars, the problem reduces to the finite and infinite local blocks L p,d,u . For an irreducible polynomial p, we have
where
k] is odd and zero when it is even. From this we deduce: Proposition 2.34. Let a, b be two pencils which are IP1S-equivalent over a field extension k ′ of the finite field k. 
In particular, when k → k ′ is a quadratic tower, solving the IP1S problem over k ′ does not solve the decisional form of IP1S over k. Assume that m = 2. Then the second secret t is a homography in two variables, which we write γ ∈ GL 2 (k). Proof. The minimal index of the pencil b is the minimal degree of an isotropic vector e 0 + . . . + λ h e h for b λ ; such a vector may be written in homogeneous form in (λ : µ) as e(λ : µ) = λ i µ h−i e i , which is isotropic for the quadratic form b(λ : µ) = µb 0 + λb ∞ . Now let γ = a b c d ∈ GL 2 (k) be a homography. Then the vector e γ defined by e γ (λ : µ) = e(aλ + bµ : cλ + dµ) is isotropic for b γ(λ) iff e is isotropic for b. This proves that the pencils (b γ(λ) ) and (b λ ) have the same minimal index. Therefore, all their Kronecker blocks coincide.
IP2S in the regular case
Let (a λ ) and (b λ ) be two regular pencils of bilinear forms such that a γ(λ) is isomorphic, in the IP1S sense, to b λ . Then the homography γ maps the characteristic polynomial f (λ : µ) = det(a λ:µ ) to g(λ : µ) = det(b λ:µ ). In particular, it maps the prime factors of f to those of g, respecting both their degree and their exponent as a factor of the characteristic polynomial.
Let S d,e and T d,e be the set of factors of degree d and exponent e of the polynomials f and g. Then any homography γ mapping all the elements of S d,e to T d,e for each pair (d, e) is a possible second secret in the IP2S problem. We compute the intersection for (d, e) of the set Γ d,e of homographies mapping the prime polynomials of S d,e to T d,e . In most cases, the first set Γ d,e already contains only one candidate, which is therefore the second secret γ. The discussion depends on the degree d of the polynomials. We note that the sum of the size of the sets S d,e is the number of variables n; therefore, we may use the worst-case estimate
We shall use the following classic results.
3 ) and (y 1 , y 2 , y 3 ) be two (ordered) triples of distinct points of P 1 (k). There exists a unique homography γ ∈ PGL 2 (k) such that γ(x i ) = y i .
(ii) Let (x 1 , x 2 , x 3 , x 4 ) and (y 1 , y 2 , y 3 , y 4 ) be two (ordered) quadruplets of distinct points. They are homographic iff they have the same cross-ratio B(x) = B(y), where
(iii) Let {x 1 , x 2 , x 3 , x 4 } and {y 1 , y 2 , y 3 , y 4 } be two (unordered) sets of four points. They are homographic iff they have the same j-invariant j(x) = j(y), where
u i x i and v(x) be two monic polynomials of degree four. They are homographic iff they have the same j-invariant, where j(u) is a rational function of degree six in the coefficients of u.
We note that the formula for the j-invariant given in (4) is, up to a constant factor, the formula for the j-invariant of an elliptic curve. Namely, two elliptic curves with equations y 2 = f (x) and y 2 = g(x), where f, g are separable polynomials of degree 4, are isomorphic iff the polynomials f and g are homographic.
We now explain how we compute the set Γ d,e for each pair (d, e).
Case d = 1. If |S 1,e | 3, then we may immediately recover the homography γ: namely, fix a triple (x 1 , x 2 , x 3 ) in S 1,e , and iterate over the triples in T 1,e . For each such triple, there exists a unique homography γ such that γ(x i ) = y i . This homography belongs to Γ 1,e iff the images of all the other points of S 1,e belong to T 1,e . Since there are 3! |S1,e| 3
= O(n 3 ) triples (y i ), this computation requires O(n 3 ) field operations. If 1 |S 1,e | 2, then Γ 1,e may be explicitly computed as the union of the set of homographies mapping the elements of S 1,e to those of T 1,e for all permutations of T 1,e .
Case d = 2. Assume |S 2,e | 2. Let u 1 , u 2 ∈ S 2,e and v 1 , v 2 ∈ T 2,e be monic polynomials of degree two. Any homography between the sets {u 1 , u 2 } and {v 1 , v 2 } will map u 1 u 2 to v 1 v 2 . By Prop. 3.2(iv), there exists at most a bounded number of such homographies. Since there are
, this requires O(n 2 ) field operations. If |S 2,e | = 1, then Γ 2,e is the set of all homographies mapping the unique element of S 2,e to the unique element of T 2,e .
Case d = 3. Fix an element u ∈ S 3,e . For all v ∈ T 3,e , there exist at most 3! = 6 homographies γ mapping u to v. Each candidate belongs to Γ 3,e iff it maps all other elements of S 3,e to elements of T 3,e . There are |S 3,e | = O(n) candidates u and therefore O(n) candidate homographies γ.
Case d = 4. Fix an element u ∈ S 4,e . The candidates as homographic images of u in T 4,e are the v such that j(v) = j(u). Each candidate polynomial v gives at most 4! = 24 candidates homographies γ. This allows to compute Γ 4,e in O(n) field operations.
Case d
5. The naïve method is to differentiate (d − 4) times the elements of S d,e to reduce to the case where d = 4. However, as this uses only the five leading coefficients, if the polynomials are specially chosen we may find too many homographies; for example, although the polynomials x d − 1 and x d are not homographic, all their derivatives are. Instead, we first compose all the elements of S d,e and T d,e by a known, randomly chosen homography r. In general, for any two non-homographic elements u 1 , u 2 ∈ S d,e , the derivatives (∂/∂x) 4 (u i • r) are non-homographic. In the improbable case where they are homographic, we only need to change the random homography r. In this way, we may compute the set Γ d,e in at most O(n) field operations.
Computing the hidden homography. The hidden homography γ lies in the intersection of all sets Γ d,e . As each one of these sets is likely to be extremely small or even reduced to {γ}, we compute them in increasing order of assumed complexity. We use the above estimates: for each (d, e), we use the assumed complexity 
and sort the pairs (d, e) by increasing values of C d,e . We finally find a bounded number of candidate homographies using no more than O(n 3 ) operations in k.
Conclusion
In this paper, we show that we can solve in polynomial-time the IP problem with two quadratic forms in a finite field of odd characteristic. The obvious questions are whether it is possible to generalize this to fields of characteristic two and to more than two equations. The case of a binary base field is very important for cryptographical applications. The cyclic case was solved in [13] . To solve the general case, at least two roadblocks remain: quadratic forms over a local algebra behave differently [15, §93] ; finally, extending from bilinear to quadratic forms requires a study of the action of a symplectic group on the diagonal coefficients, and this group becomes quite impractical in the non-cyclic case.
On the other hand, studying the general problem with m 3 quadratic equations departs from the classic results about pencils of quadratic forms; therefore, fewer tools are available. Even in the regular case, our work heavily uses the factorization of the characteristic polynomial. An analogous strategy for m 3 would require a detailed geometric study of the hypersurface defined by this characteristic polynomial.
One can easily verify that for any polynomial p, M = M p and T = T p satisfy the relation t M T = T M and T is obviously non singular and symmetric.
Therefore the theorem is proven for any companion matrix. The result can easily be generalized when A λ is in Frobenius normal form: since M is block-diagonal and each block is the companion matrix of some elementary divisor, T can also be built up as block-diagonal, each block being non singular symmetric. Then the result can be generalized to all matrices: for any matrix N there exist a matrix M in a normal form and a non singular matrix P such as N = P −1 M P . Since we have from previous step:
t M = T M T −1 for some symmetric non-singular matrix T , we easily get t N = ( t P T P )N ( t P T P ) −1 and t P T P is obviously non singular symmetric.
