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http://dx.doi.org/10.1016/j.joems.2015.11.002 1. Introduction 
Stochastic non-linear diﬀerential equations are interested math-
ematical models simulate the probabilistic behavior related to
the applied phenomena in diﬀerent scientiﬁc branches. The
main motivations related to the study of these models due to
some random variations which eﬀect on the solution behavior
of models. In this case the solution of the models will be become
a function in random parameters or random processes. The
next step, some items must be simulated to ﬁnd the statisticaloduction and hosting by Elsevier B.V. This is an open access article 
nc-nd/4.0/ ). 
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Dehavior of the unknown stochastic solution processes. The 
tudy of random solutions of partial diﬀerential equations was 
nitiated by Kampe de Feriet in 1956 [1] . 
In the recent years, Wiener Hermite expansion (WHE) has 
n interest research area to analyze some stochastic system 
inked by perturbation and Homotoy perturbation methods to 
nd analytical treatments [2–10] . In WHE approach, there is no 
andomness directly involved in the computations. One does not 
ave to rely on pseudo random number generators, and there is 
o need to solve the SPDEs repeatedly for many realizations. 
In recent years, the analysis of the nonlinear oscillator sub- 
ected to random excitation has been studied by many inves- 
igators. This subject has become important in the study of a 
ide variety of applied problems, for example, the vibrational 
tudies of mechanical and electrical systems, earthquake distur- 
ances, wind load in structural analysis, noise-corrupted signals 
n communication theory, and the motion of the sea or ground 
oughness in vehicle dynamics and economical systems. 
Recently, piecewise semi-analytical methods, which do 
ot require perturbation or linearization, are introduced for 
nding solutions of nonlinear problems. Multi-step Diﬀerential 
ransform Method (Ms-DTM) is one of the most eﬀective, 
onvenient and accurate methods for both weakly and strongly 
onlinear problems. Ms-DTM does not require analytical 
ntegration or symbolic computations as other peer piecewise 
emi analytical-numerical method. The natural of Ms-DTM 
lgorithm plays an important role to ﬁnd a rapid approxima- 
ion for the nonlinear initial value problem but in the boundary 
alue problem, the applying of Ms-DTM requires transforming 
he problem into an initial value problem. 
The items of this paper simulate the stochastic solution pro- 
ess approximate for a probabilistic model subject to determin- 
stic initial conditions. This model is described by the nonlin- 
ar damped Duﬃng oscillator under the eﬀect of an external 
tochastic excitation and its mathematical form is described as 
ollow: 
¨ ( t ) + α ˙ x( t ) + β x ( t ) + γ x 3 ( t ) = λ n ( t;ω ) , t ≥ 0 
x ( 0 ) = a, ˙ x ( 0 ) = b (1) 
here n ( t;ω ) is the white noise process, whose intensity is given
y parameter λ and α, β, γ , a, b are deterministic parameters. 
he next items of the paper is summered in the following points:
• Section 2 presents a brief for the basics of WHE. 
• Section 3 simulates the mathematical analysis of (DTM) and 
(Ms-DTM). 
• Section 4 presents the results the stochastic approximation 
analysis for the model due to WHE application. 
• Section 5 presents the smi-analytical treatments due to DTM 
simulation for the deterministic system. 
• Section 6 discusses Ms-DTM results and some cases studies. 
• Section 7 is a general conclusion for the paper work done. 
. The stochastic Wiener–Hermite expansion (WHE) 
he stochastic Wiener–Hermite expansion (WHE) plays an 
mportant role to ﬁnd an approximation for any stochastic 
rocess x (t) . For further details we recommend [11] . This
xpansion consists of two diﬀerent quantities, the ﬁrst is a 
eterministic and the other is a probabilistic. The probabilistic 
ype contains stochastic processes take the symbolic formula  
(i) ( t 1 , t 2 , . . . , t i ) which is called stochastic Wiener – Hermite 
WH) polynomials and subject to the recurrence relation 
 
( i ) ( t 1 , t 2 , . . . , t i ) = H ( i−1 ) ( t 1 , t 2 , . . . , t i−1 ) H ( 1 ) ( t i ) 
−
i−1 ∑ 
m =1 
H ( i−2 ) ( t 1 , t 2 , . . . , t i−2 ) δ( t i−m − t i ) , i ≥ 2 , (2) 
here H (0) = 1 , H (1) (t) = n (t) is the stochastic white noise
rocess and δ(. ) is the Dirac-delta function (see Appendix A )
nd (WH) polynomials are elements of a complete set of 
tatistically orthogonal random functions, i.e. 
[ H ( i ) ( t 1 , t 2 , . . . , t i ) H ( j ) 
(
t 1 , t 2 , . . . , t j 
)
] = 0 , ∀ i  = j, (3)
here E [ . ] denotes the expectation operator. 
As a consequence of the completeness of WHPs set, the gen-
ral description for the WHE of any arbitrary stochastic pro- 
ess x ( t;ω ) can be presented in the form, 
 ( t;ω ) = x ( 0 ) ( t ) + 
∫ ∞ 
−∞ 
x ( 1 ) ( t, t 1 ) H ( 1 ) ( t 1 ) d t 1 
+ 
∫ ∫ ∞ 
−∞ 
x ( 2 ) ( t, t 1 , t 2 ) H ( 2 ) ( t 1 , t 2 ) d t 1 d t 2 + · · · (4) 
here x (0) (t) , x (i) ( t 1 , . . . , t i ) , i ≥ 1 are called the (unknown
eterministic) kernels of the WHE. The ﬁrst two terms of the
ight-hand side ( 1 st order term) deﬁne the Gaussian part of the
tochastic process, while the second-order and higher terms cor- 
espond to the non-Gaussian part. 
Under making some sequenced expectations linked by the 
tatistical properties of WHps set (see Appendix B ), the mean
nd variance for the Gaussian part of WHE can be expressed as
ollows: 
 [ x ( t;ω ) ] = x ( 0 ) ( t ) , Var [ x ( t;ω ) ] = 
∫ ∞ 
− ∞ 
[
x ( 1 ) ( t, t 1 ) 
]2 
d t 1 (5) 
. The diﬀerential transformation method (DTM) and 
ulti-step (DTM) 
he diﬀerential transform method (DTM) is a numerical as well 
s analytical method for solving integral equations, ordinary, 
artial diﬀerential equations and diﬀerential equation systems. 
he method provides the solution in terms of convergent se- 
ies with easily computable components. The concept of the 
iﬀerential transform was ﬁrst proposed by Zhou [12] and its 
ain application concerns with both linear and nonlinear ini- 
ial value problems in electrical circuit analysis. The DTM gives 
xact values of the nth derivative of an analytic function at a
oint in terms of known and unknown boundary conditions 
n a fast manner. This method constructs, for diﬀerential equa- 
ions, an analytical solution in the form of a polynomial. It is
iﬀerent from the traditional high order Taylor series method, 
hich requires symbolic computations of the necessary deriva- 
ives of the data functions. The Taylor series method is compu-
ationally taken long time for large orders. The DTM is an it-
rative procedure for obtaining analytic Taylor series solutions 
f diﬀerential equations. Diﬀerent applications of DTM can be 
ound in [13–23] . 
However, the DTM has some drawbacks. By using the 
TM, we obtain a series solution, actually a truncated series 
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Fig. 1 The comparisons of the results of Ms-DTM and NDSolve package for μx (t) for diﬀerent values of λ at α = 0 . 5 , β = 25 , γ = 
25 , a = 0 . 1 , b = 0 . 
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Fig. 2 The comparisons of the results of Ms-DTM and NDSolve package for σx (t) for diﬀerent values of λ at α = 0 . 5 , β = 25 , γ = 
25 , a = 0 . 1 , b = 0 . 
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Fig. 3 The comparisons of the results of Ms-DTM and NDSolve package for μx (t) for diﬀerent values of λ at α = 1 , β = 20 , γ = 2 , a = 
−0 . 2 , b = 2 . 
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Fig. 4 The comparisons of the results of Ms-DTM and NDSolve package for σx (t) for diﬀerent values of λ at α = 1 , β = 20 , γ = 2 , a = 
−0 . 2 , b = 2 . 
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Table 1 The series coeﬃcients for piecewise solution by Ms-DTM for μx (t) at λ = 10 α = 0 . 5 , β = 25 , γ = 25 , a = 0 . 1 , b = 0 . 
Itervals X (0) 0 X 
(0) 
1 X 
(0) 
2 X 
(0) 
3 X 
(0) 
4 X 
(0) 
5 X 
(0) 
6 X 
(0) 
7 X 
(0) 
8 X 
(0) 
9 X 
(0) 
10 
0 ≤ t ≤ 0 . 01 0 .1 0 −1 .263 0 .2104 2 .683 −0 .5392 −627.66 194.07 5919.09 −2449.63 −20174.9 
0 . 01 ≤ t ≤ 0 . 02 0 .09987 −0 .02518 −1 .255 0 .3047 1 .725 −37 .46 −597.74 656.53 5618.52 −4012.64 −7225.62 
0 . 02 ≤ t ≤ 0 . 03 0 .0995 −0 .05017 −1 .245 0 .3246 −1 .018 −71 .64 −536.4 1091.5 5268.16 −3219.82 25821.1 
0 . 03 ≤ t ≤ 0 . 04 0 .09887 −0 .07498 −1 .237 0 .2019 −5 .362 −101 .2 −445.44 1505.8 5158.79 1531.35 70135.1 
0 . 04 ≤ t ≤ 0 . 05 0 .098 −0 .09968 −1 .235 −0 .1222 −11 .04 −124 .5 −325.29 1933.8 5679.68 10762.8 112979. 
0 . 05 ≤ t ≤ 0 . 06 0 .09688 −0 .1245 −1 .246 −0 .6939 −17 .68 −139 .6 −172.87 2441.4 7203.7 23515.5 137261. 
0 . 06 ≤ t ≤ 0 . 07 0 .09551 −0 .1497 −1 .279 −1 .543 −24 .83 −144 .4 20.464 3118.8 9931.78 36818.5 119310. 
0 . 07 ≤ t ≤ 0 . 08 0 .09388 −0 .1758 −1 .342 −2 .679 −31 .9 −136 .1 269.91 4058.2 13677.2 44862.1 25489.8 
0 . 08 ≤ t ≤ 0 . 09 0 .09198 −0 .2036 −1 .443 −4 .084 −38 .15 −110 .5 596.03 5311.8 17561.8 37903.6 −188863. 
0 . 09 ≤ t ≤ 0 . 1 0 .0898 −0 .2339 −1 .589 −5 .707 −42 .58 −62 .58 1019.7 6820.8 19620.5 1500.26 −569979. 
0 . 1 ≤ t ≤ 0 . 11 0 .0873 −0 .2675 −1 .786 −7 .45 −43 .93 14 .01 1550.8 8312.1 16410.2 −82226.1 −1.13176 ×10 ^ (6) 
0 . 11 ≤ t ≤ 0 . 12 0 .08443 −0 .3057 −2 .036 −9 .159 −40 .6 125 .3 2169. 9173.6 2939.51 −228043. −1.782 ×10 ^ (6) 
0 . 12 ≤ t ≤ 0 . 13 0 .08117 −0 .3493 −2 .333 −10 .61 −30 .76 274 .5 2796.3 8357.1 −26415.1 −431595. −2.21037 ×10 ^ (6) 
0 . 13 ≤ t ≤ 0 . 14 0 .07743 −0 .3992 −2 .667 −11 .51 −12 .57 457 .8 3266.4 4426.6 −75042.8 −642398. −1.79845 ×10 ^ (6) 
0 . 14 ≤ t ≤ 0 . 15 0 .07316 −0 .4561 −3 .015 −11 .49 15 .31 658 . 3309. −4061.2 −138598. −735492. 278351. 
0 . 15 ≤ t ≤ 0 . 16 0 .06828 −0 .5197 −3 .343 −10 .15 52 .93 839 .4 2576.9 −17656. −197985. −513630. 4.50105 ×10 ^ (6) 
0 . 16 ≤ t ≤ 0 . 17 0 .06274 −0 .5893 −3 .607 −7 .152 98 . 945 .3 755.25 −34642. −215861. 207818. 9.93066 ×10 ^ (6) 
0 . 17 ≤ t ≤ 0 . 18 0 .05648 −0 .6632 −3 .753 −2 .286 145 . 906 .3 −2233.8 −49834. −145865. 1.40452 ×10 ^ (6) 1.32547 ×10 ^ (7) 
0 . 18 ≤ t ≤ 0 . 19 0 .04947 −0 .7383 −3 .726 4 .359 185 .2 661 .6 −5985.1 −54885. 38118.9 2.62422 ×10 ^ (6) 9.61511 ×10 ^ (6) 
0 . 19 ≤ t ≤ 0 . 2 0 .04173 −0 .8108 −3 .479 12 .29 207 .4 192 .8 −9483.9 −41546. 301285. 3.00527 ×10 ^ (6) −3.42133 ×10 ^ (6) 
0 . 2 ≤ t ≤ 0 . 21 0 .03328 −0 .8758 −2 .985 20 .58 201 .6 −442 .9 −11311. −7558.4 530082. 1.78586 ×10 ^ (6) −2.07918 ×10 ^ (7) 
0 . 21 ≤ t ≤ 0 . 22 0 .02425 −0 .9286 −2 .253 27 .97 162 .6 −1106 . −10255. 38375. 577834. −883826. −3.01451 ×10 ^ (7) 
0 . 22 ≤ t ≤ 0 . 23 0 .01477 −0 .9647 −1 .329 33 .18 93 .68 −1610 . −6087.4 77889. 368455. −3.6218 ×10 ^ (6) −2.13703 ×10 ^ (7) 
0 . 23 ≤ t ≤ 0 . 24 0 .005022 −0 .981 −0 .2941 35 .23 6 .967 −1796 . 55.962 92385. −21743.7 −4.65462 ×10 ^ (6) 2.00527 ×10 ^ (6) 
0 . 24 ≤ t ≤ 0 . 25 −0 .004782 −0 .9764 0 .7492 33 .74 −79 .61 −1606 . 6085.7 74869. −395287. −3.28142 ×10 ^ (6) 2.36325 ×10 ^ (7) 
0 . 25 ≤ t ≤ 0 . 26 −0 .01444 −0 .9517 1 .699 29 .1 −148 .5 −1109 . 9998.6 34603. −568975. −489296. 2.89745 ×10 ^ (7) 
0 . 26 ≤ t ≤ 0 . 27 −0 .02376 −0 .9096 2 .473 22 .26 −188 .1 −468 .4 10845. −9421.8 −494814. 1.9463 ×10 ^ (6) 1.77272 ×10 ^ (7) 
0 . 27 ≤ t ≤ 0 . 28 −0 .03259 −0 .8542 3 .025 14 .48 −195 .9 137 .6 8993.3 −40376. −265086. 2.87874 ×10 ^ (6) 1.12152 ×10 ^ (6) 
0 . 28 ≤ t ≤ 0 . 29 −0 .04081 −0 .7902 3 .344 6 .943 −177 .1 581 .2 5663. −51493. −20754.3 2.36602 ×10 ^ (6) −9.91919 ×10 ^ (6) 
0 . 29 ≤ t ≤ 0 . 3 −0 .04838 −0 .7219 3 .453 0 .535 −141 .3 814 .4 2176.2 −45967. 141166. 1.19609 ×10 ^ (6) −1.2147 ×10 ^ (7) 
0 . 3 ≤ t ≤ 0 . 31 −0 .05525 −0 .6532 3 .392 −4 .276 −98 .86 857 .5 −570.26 −31752. 198132. 130237. −8.60123 ×10 ^ (6) 
0 . 31 ≤ t ≤ 0 . 32 −0 .06145 −0 .587 3 .213 −7 .394 −57 .81 767 .7 −2243.2 −16315. 178629. −481089. −3.6928 ×10 ^ (6) 
0 . 32 ≤ t ≤ 0 . 33 −0 .067 −0 .5251 2 .964 −8 .989 −23 .24 608 .2 −2931.5 −4074.9 124827. −654334. −91000.2 
0 . 33 ≤ t ≤ 0 . 34 −0 .07197 −0 .4686 2 .686 −9 .369 2 .706 429 .9 −2921.4 3611.7 68736.3 −564051. 1.60395 ×10 ^ (6) 
0 . 34 ≤ t ≤ 0 . 35 −0 .0764 −0 .4177 2 .411 −8 .888 19 .99 265 .4 −2519.8 7290.9 26026.7 −380323. 1.90029 ×10 ^ (6) 
0 . 35 ≤ t ≤ 0 . 36 −0 .08034 −0 .372 2 .158 −7 .871 29 .75 130 .5 −1964.7 8224. −81.3655 −206403. 1.51604 ×10 ^ (6) 
0 . 36 ≤ t ≤ 0 . 37 −0 .08385 −0 .3311 1 .941 −6 .587 33 .61 29 .7 −1403.6 7640. −12660.6 −82406.9 963818. 
0 . 37 ≤ t ≤ 0 . 38 −0 .08697 −0 .2941 1 .764 −5 .238 33 .25 −39 .27 −909.35 6430.8 −16496.9 −10684.9 494291. 
0 . 38 ≤ t ≤ 0 . 39 −0 .08974 −0 .2603 1 .626 −3 .964 30 .13 −81 .25 −505.4 5121. −15765.3 21702.9 179603. 
0 . 39 ≤ t ≤ 0 . 4 −0 .09219 −0 .2288 1 .524 −2 .848 25 .48 −101 .7 −188.96 3953.1 −13310.7 29960.4 5891.93 
0 . 4 ≤ t ≤ 0 . 41 −0 .09433 −0 .1991 1 .453 −1 .933 20 .24 −105 .4 52.976 2993.9 −10728. 26221.1 −67534.4 
0 . 41 ≤ t ≤ 0 . 42 −0 .09617 −0 .1706 1 .406 −1 .226 15 .15 −96 .52 234.56 2221.2 −8708.3 18447.8 −80799.8 
0 . 42 ≤ t ≤ 0 . 43 −0 .09774 −0 .1428 1 .377 −0 .7115 10 .75 −78 .25 367.04 1581.5 −7394.35 11021.4 −64933.3 
0 . 43 ≤ t ≤ 0 . 44 −0 .09903 −0 .1154 1 .362 −0 .3519 7 .437 −53 .3 457.85 1022.6 −6659.36 5707.25 −41424.7 
0 . 44 ≤ t ≤ 0 . 45 −0 .1 −0 .08822 1 .355 −0 .09824 5 .49 −24 .05 511.18 506.02 −6301.92 2529.97 −23899.8 
0 . 45 ≤ t ≤ 0 . 46 −0 .1008 −0 .06112 1 .355 0 .1077 5 .068 7 .331 529.12 8.3706 −6169.69 480.717 −19588.4 
0 . 46 ≤ t ≤ 0 . 47 −0 .1013 −0 .03396 1 .362 0 .3283 6 .224 38 .75 512.43 −486.01 −6225.11 −1889.4 −30156. 
0 . 47 ≤ t ≤ 0 . 48 −0 .1015 −0 .006592 1 .376 0 .626 8 .909 68 .12 460.75 −995.02 −6560.64 −5934.55 −52074.4 
0 . 48 ≤ t ≤ 0 . 49 −0 .1014 0 .02115 1 .401 1 .059 12 .97 93 .3 372.11 −1548.2 −7367.02 −12397.9 −76611.6 
0 . 49 ≤ t ≤ 0 . 5 −0 .101 0 .04954 1 .441 1 .678 18 .13 111 .9 241.89 −2192. −8854.25 −20868.7 −89271 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Y  
 
 
 
 
 solution. This series solution does not exhibit the real behaviors
of the problem but gives a good approximation to the true
solution in a very small region. To overcome the shortcoming,
the Ms-DTM was presented in [24, 25] . On the other hand, the
Ms-DTM has also some drawbacks. By using the DTM, the
interval [ 0 , T ] is divided into M sub-intervals and the series
solutions are obtained in t ∈ [ t i−1 , t i ] , i = , 1 , . . . , M. In
some problems, interval [ 0 , T ] can be required a very small
sub-division of intervals. In this case, both the solution time
lengths and series solutions are obtained for a great number of
sub-intervals. 
Consider a general equation of n-th order ordinary diﬀeren-
tial equation 
f 
(
t, y, y ′ , . . . , y ( n ) 
) = 0 , (6)
subject to the initial conditions 
y ( k ) = d k , k = 0 , 1 , . . . , n − 1 (7)
To illustrate the diﬀerential transformation method (DTM)
for solving diﬀerential equations, the basic deﬁnitions diﬀeren-tial transformations are introduced as follows. Let y (t) be an-
alytic in a domain D and let t = t 0 represents any point in D .
The function y (t) is then represented by one power series whose
center is located at t 0 . The diﬀerential transformation of the k-th
derivative of a function y (t) is deﬁned as follows: 
 ( k ) = 1 
k ! 
[
d k y ( t ) 
d t k 
]
t= t 0 
, ∀ t ∈ D. (8)
In ( 8 ), y (t) is the original function and Y (k ) is the trans-
formed function. As in [ 23 , 24 ] the diﬀerential inverse transfor-
mation of Y (k ) is deﬁned as follows: 
y ( t ) = 
∞ ∑ 
k =0 
Y ( k ) ( t − t 0 ) k , ∀ t ∈ D. (9)
In real applications, the function y (t) is expressed by a ﬁnite
series and ( 9 ) can be written as 
y (t) = 
N ∑ 
k =0 
Y ( k ) ( t − t 0 ) k , ∀ t ∈ D, (10)
where 
∑ ∞ 
k = N+1 Y (k ) ( t − t 0 ) k is negligibly small. 
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Table 2 The comparisons of the results between Ms-DTM and NDSolve package for μx (t) and σx (t) for points sample of t at λ = 50 , α = 
0 . 5 , β = 25 , γ = 25 , a = 0 . 1 , b = 0 . 
t μx (t) Ms − DT M μx (t) NDsolve σx (t) Ms − DT M σx (t) NDsolve 
0. 0 .1 0 .1 0 . 0 . 
0.25 −0 .142203 −0 .142203 0 .195718 0 .195719 
0.5 0 .29943 0 .29943 0 .409234 0 .409235 
0.75 −0 .641721 −0 .641721 0 .630488 0 .630489 
1. 1 .12851 1 .12851 0 .964617 0 .964616 
1.25 −1 .21146 −1 .21146 1 .39109 1 .39108 
1.5 0 .749735 0 .749734 1 .54132 1 .54131 
1.75 −0 .308498 −0 .308498 1 .44372 1 .44371 
2. −0 .0263493 −0 .0263473 1 .29191 1 .2919 
2.25 0 .353061 0 .353057 1 .19463 1 .19463 
2.5 −0 .668741 −0 .668739 1 .20183 1 .20183 
2.75 0 .794344 0 .794347 1 .24709 1 .24709 
3. −0 .608734 −0 .608741 1 .21549 1 .21549 
3.25 0 .259973 0 .259981 1 .17176 1 .17176 
3.5 0 .0923136 0 .0923057 1 .23837 1 .23838 
3.75 −0 .359891 −0 .359888 1 .4204 1 .42042 
4. 0 .440994 0 .441 1 .62153 1 .62155 
4.25 −0 .290168 −0 .290182 1 .79077 1 .79079 
4.5 0 .0246758 0 .0246901 1 .97747 1 .97748 
4.75 0 .168016 0 .16801 2 .14407 2 .14407 
5. −0 .165895 −0 .165901 2 .16343 2 .16343 
5.25 −0 .00534259 −0 .0053304 2 .04233 2 .04231 
5.5 0 .193403 0 .193395 1 .88864 1 .88863 
5.75 −0 .246274 −0 .246276 1 .7333 1 .73329 
6. 0 .130878 0 .130888 1 .59406 1 .59405 
6.25 0 .0595993 0 .0595891 1 .53851 1 .53852 
6.5 −0 .193045 −0 .193042 1 .58656 1 .58657 
6.75 0 .183252 0 .183259 1 .69101 1 .69103 
7. −0 .0522873 −0 .0522986 1 .81923 1 .81924 
7.25 −0 .085253 −0 .0852462 1 .94545 1 .94546 
7.5 0 .118119 0 .118122 2 .00768 2 .00768 
7.75 −0 .0323549 −0 .0323637 1 .97849 1 .97848 
8 −0 .0819873 −0 .081981 1 .89606 1 .89605 
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xLet [ 0 , T ] be the interval over which we want to ﬁnd the so-
ution of the initial value problem ( 6 ) and ( 7 ). In actual applica-
ions of the DTM, the approximate solution of the initial value 
roblem ( 6 ) and ( 7 ) can be expressed by the ﬁnite series, 
 ( t ) = 
N ∑ 
k =0 
b k t k , ∀ t ∈ [ 0 , T ] . (11) 
Assume that the interval [ 0 , T ] is divided into M subinter- 
als [ t i−1 , t i ] , i = 1 , 2 , . . . , M of equal step size h = T M by using
he nodes t i = i h . The main idea of the multi-steps DTM is fol-
ows [ 24 , 25 ]. First we apply the DTM to the basic problem over
he interval [ 0 , t 1 ] , we will obtain the following approximate so-
ution, 
 1 ( t ) = 
N ∑ 
k =0 
b 1 k t k , ∀ t ∈ [ 0 , t 1 ] , (12) 
sing the initial conditions y (k ) 1 (0) = d k . For i ≥ 2 , at
ach subintervals [ t i−1 , t i ] we will use the initial conditions 
 
(k ) 
i ( t i−1 ) = y (k ) i−1 ( t i−1 ) and apply the DTM to Eqs. (6) and ( 7 )
ver the interval [ t i−1 , t i ] where t 0 in Eqs. (6) and ( 7 ) is re-
laced by t i−1 . The process is repeated and generates a se- 
uence of approximated solutions y i (t) , i = 1 , 2 , . . . , M for theolution y (t) , 
 i ( t ) = 
N ∑ 
k =0 
b ik t k , ∀ t ∈ [ t i−1 , t i ] , (13) 
nd the ﬁnal form of y (t) can be written as follow: 
 ( t ) = 
⎧ ⎪ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎪ ⎩ 
y 1 ( t ) , t ∈ [ 0 , t 1 ] 
y 2 ( t ) , t ∈ [ t 1 t 2 ] 
. . . 
y M ( t ) t ∈ [ t M−1 , t M ] 
. (14) 
. Application of the WHE to ﬁnd the stochastic approximation 
or problem 
n this section the WHE will be applied to analyze the stochastic
esponse of the nonlinear model ( 1 ). The study of this response
s limited to ﬁnd the statistical behavior of the Gaussian part of
he stochastic solution process x ( t;ω ) which can be putted in
he following form 
 ( t;ω ) = x ( 0 ) ( t ) + 
∫ ∞ 
x ( 1 ) ( t, t 1 ) H ( 1 ) ( t 1 ) d t 1 (15) 
0 
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Table 3 The series coeﬃcients for piecewise solution by Ms-DTM for μx (t) at λ = 5 , α = 1 , β = 20 , γ = 2 , a = −0 . 2 , b = 2 . 
Itervals X (0) 0 X 
(0) 
1 X 
(0) 
2 X 
(0) 
3 X 
(0) 
4 X 
(0) 
5 X 
(0) 
6 X 
(0) 
7 X 
(0) 
8 X 
(0) 
9 X 
(0) 
10 
0 ≤ t ≤ 0 . 01 −0 .2 2 1 .008 −7 .0827 0 .47051 6 .5155 21 .698 −193 .31 1 .1246 801 .87 −407 .43 
0 . 01 ≤ t ≤ 0 . 02 −0 .1799 2 .018 0 .79587 −7 .057 0 .82207 7 .4124 8 .2354 −190 .39 71 .243 753 .96 −549 . 
0 . 02 ≤ t ≤ 0 . 03 −0 .1597 2 .0318 0 .58473 −7 .0166 1 .1984 7 .5117 −4 .8303 −182 .05 136 .44 692 .74 −670 .6 
0 . 03 ≤ t ≤ 0 . 04 −0 .1393 2 .0414 0 .37503 −6 .9613 1 .5605 6 .8481 −17 .135 −168 .72 195 .62 621 .07 −755 .41 
0 . 04 ≤ t ≤ 0 . 05 −0 .1188 2 .0469 0 .16719 −6 .8924 1 .8715 5 .4774 −28 .347 −150 .93 248 .04 543 .28 −791 .79 
0 . 05 ≤ t ≤ 0 . 06 −0 .09836 2 .0481 −0 .03841 −6 .8127 2 .0977 3 .4742 −38 .173 −129 .22 293 .38 464 .51 −774 .42 
0 . 06 ≤ t ≤ 0 . 07 −0 .07789 2 .0453 −0 .2415 −6 .7261 2 .2098 0 .9294 −46 .36 −104 .17 331 .79 390 .14 −704 .86 
0 . 07 ≤ t ≤ 0 . 08 −0 .05747 2 .0385 −0 .44196 −6 .6378 2 .1834 −2 .0519 −52 .692 −76 .305 363 .88 325 .01 −591 .5 
0 . 08 ≤ t ≤ 0 . 09 −0 .03713 2 .0277 −0 .63981 −6 .5536 1 .9993 −5 .3529 −56 .988 −46 .091 390 .68 272 .81 −449 .17 
0 . 09 ≤ t ≤ 0 . 1 −0 .01693 2 .0129 −0 .83528 −6 .4801 1 .6449 −8 .8467 −59 .098 −13 .904 413 .44 235 .46 −298 .41 
0 . 1 ≤ t ≤ 0 . 11 0 .003113 1 .9943 −1 .0288 −6 .4243 1 .1137 −12 .398 −58 .895 19 .987 433 .5 212 .57 −164 .46 
0 . 11 ≤ t ≤ 0 . 12 0 .02295 1 .9718 −1 .221 −6 .3933 0 .40642 −15 .866 −56 .264 55 .416 452 .04 201 .05 −76 .209 
0 . 12 ≤ t ≤ 0 . 13 0 .04254 1 .9454 −1 .4127 −6 .3941 −0 .469 −19 .099 −51 .103 92 .295 469 .85 194 .77 −64 .876 
0 . 13 ≤ t ≤ 0 . 14 0 .06184 1 .9153 −1 .605 −6 .4329 −1 .4971 −21 .945 −43 .31 130 .57 486 .98 184 .44 −162 .42 
0 . 14 ≤ t ≤ 0 . 15 0 .08083 1 .8812 −1 .7991 −6 .5156 −2 .6544 −24 .242 −32 .792 170 .17 502 .56 157 .63 −399 .45 
0 . 15 ≤ t ≤ 0 . 16 0 .09945 1 .8433 −1 .9964 −6 .6466 −3 .9094 −25 .824 −19 .46 210 .89 514 .41 99 .013 −802 .37 
0 . 16 ≤ t ≤ 0 . 17 0 .1177 1 .8013 −2 .1984 −6 .8291 −5 .222 −26 .52 −3 .2514 252 .28 518 .9 −8 .9949 −1389 .4 
0 . 17 ≤ t ≤ 0 . 18 0 .1355 1 .7553 −2 .4067 −7 .0644 −6 .5437 −26 .156 15 .857 293 .57 510 .74 −185 .17 −2165 . 
0 . 18 ≤ t ≤ 0 . 19 0 .1528 1 .705 −2 .6228 −7 .3519 −7 .8171 −24 .56 37 .817 333 .48 482 .97 −447 .78 −3113 .2 
0 . 19 ≤ t ≤ 0 . 2 0 .1696 1 .6503 −2 .8483 −7 .6883 −8 .9763 −21 .564 62 .468 370 .1 427 .08 −812 .11 −4189 .1 
0 . 2 ≤ t ≤ 0 . 21 0 .1858 1 .591 −3 .0845 −8 .0675 −9 .9476 −17 .016 89 .494 400 .81 333 .46 −1287 .2 −5310 .2 
0 . 21 ≤ t ≤ 0 . 22 0 .2014 1 .5269 −3 .3327 −8 .4805 −10 .65 −10 .788 118 .36 422 .18 192 .1 −1871 .4 −6348 .5 
0 . 22 ≤ t ≤ 0 . 23 0 .2163 1 .4576 −3 .5936 −8 .9148 −10 .997 −2 .7911 148 .28 430 .02 −6 .1945 −2548 .2 −7125 .7 
0 . 23 ≤ t ≤ 0 . 24 0 .2305 1 .383 −3 .8676 −9 .3543 −10 .899 7 .0052 178 .14 419 .48 −268 .26 −3280 .4 −7415 .8 
0 . 24 ≤ t ≤ 0 . 25 0 .2439 1 .3028 −4 .1547 −9 .7796 −10 .267 18 .555 206 .46 385 .33 −596 .51 −4006 .4 −6957 .7 
0 . 25 ≤ t ≤ 0 . 26 0 .2565 1 .2168 −4 .454 −10 .167 −9 .0166 31 .713 231 .41 322 .39 −986 .61 −4638 . −5483 . 
0 . 26 ≤ t ≤ 0 . 27 0 .2682 1 .1246 −4 .7641 −10 .492 −7 .0733 46 .214 250 .82 226 .17 −1425 .1 −5061 .3 −2760 .6 
0 . 27 ≤ t ≤ 0 . 28 0 .279 1 .0261 −5 .0826 −10 .723 −4 .3795 61 .652 262 .23 93 .721 −1887 .4 −5143 .9 1341 .7 
0 . 28 ≤ t ≤ 0 . 29 0 .2887 0 .92126 −5 .4063 −10 .832 −0 .90171 77 .47 263 .08 −75 .479 −2336 .7 −4748 .1 6783 .5 
0 . 29 ≤ t ≤ 0 . 3 0 .2974 0 .80988 −5 .731 −10 .785 3 .3621 92 .96 250 .87 −278 .5 −2724 . −3751 .8 13279 . 
0 . 3 ≤ t ≤ 0 . 31 0 .3049 0 .69204 −6 .0515 −10 .553 8 .3747 107 .27 223 .46 −508 .13 −2991 .5 −2076 .2 20246 . 
0 . 31 ≤ t ≤ 0 . 32 0 .3112 0 .56789 −6 .362 −10 .106 14 .053 119 .44 179 .39 −752 .29 −3077 .1 283 .71 26792 . 
0 . 32 ≤ t ≤ 0 . 33 0 .3163 0 .43768 −6 .6555 −9 .4212 20 .266 128 .45 118 .19 −994 .06 −2922 .7 3230 .5 31780 . 
0 . 33 ≤ t ≤ 0 . 34 0 .32 0 .30183 −6 .9247 −8 .4801 26 .829 133 .3 40 .767 −1212 .3 −2484 .4 6546 .1 33964 . 
0 . 34 ≤ t ≤ 0 . 35 0 .3223 0 .16091 −7 .1616 −7 .2732 33 .511 133 .07 −50 .432 −1383 .5 −1743 .4 9891 .8 32217 . 
0 . 35 ≤ t ≤ 0 . 36 0 .3232 0 .015631 −7 .3584 −5 .8012 40 .04 127 .05 −151 .26 −1483 .6 −715 .99 12833 . 25808 . 
0 . 36 ≤ t ≤ 0 . 37 0 .3226 −0 .13311 −7 .5072 −4 .0761 46 .113 114 .84 −255 .99 −1491 .9 540 .14 14895 . 14676 . 
0 . 37 ≤ t ≤ 0 . 38 0 .3205 −0 .28429 −7 .6007 −2 .1224 51 .419 96 .396 −357 .63 −1393 .7 1925 .4 15637 . −382 .79 
0 . 38 ≤ t ≤ 0 . 39 0 .3169 −0 .43673 −7 .6326 0 .023142 55 .655 72 .139 −448 .49 −1183 .9 3305 .5 14743 . −17675 . 
0 . 39 ≤ t ≤ 0 . 4 0 .3118 −0 .58915 −7 .5979 2 .3121 58 .551 42 .946 −520 .92 −869 .08 4526 .6 12107 . −34794 . 
0 . 4 ≤ t ≤ 0 . 41 0 .3051 −0 .74018 −7 .493 4 .6864 59 .89 10 .133 −568 .14 −468 . 5436 .8 7881 .3 −49008 . 
0 . 41 ≤ t ≤ 0 . 42 0 .297 −0 .88839 −7 .3165 7 .0806 59 .531 −24 .625 −585 .13 −10 .891 5909 .9 2487 .2 −57793 . 
0 . 42 ≤ t ≤ 0 . 43 0 .2874 −1 .0324 −7 .0687 9 .4256 57 .426 −59 .423 −569 .26 463 .81 5868 .4 −3436 .5 −59394 . 
0 . 43 ≤ t ≤ 0 . 44 0 .2763 −1 .1707 −6 .7521 11 .652 53 .622 −92 .282 −520 .77 913 .9 5298 .2 −9132 . −53251 . 
0 . 44 ≤ t ≤ 0 . 45 0 .264 −1 .302 −6 .3714 13 .695 48 .262 −121 .32 −442 .84 1298 .8 4254 . −13854 . −40176 . 
0 . 45 ≤ t ≤ 0 . 46 0 .2503 −1 .4251 −5 .9329 15 .495 41 .58 −144 .95 −341 .25 1585 . 2851 .9 −17003 . −22213 . 
0 . 46 ≤ t ≤ 0 . 47 0 .2355 −1 .539 −5 .4446 17 .007 33 .878 −161 .96 −223 .78 1749 .8 1251 .5 −18229 . −2211 .2 
0 . 47 ≤ t ≤ 0 . 48 0 .2196 −1 .6427 −4 .9157 18 .197 25 .506 −171 .66 −99 .317 1784 .6 −369 .71 −17480 . 16768 . 
0 . 48 ≤ t ≤ 0 . 49 0 .2027 −1 .7354 −4 .3562 19 .044 16 .836 −173 .91 23 .147 1694 .7 −1842 .7 −14999 . 32067 . 
0 . 49 ≤ t ≤ 0 . 5 0 .1849 −1 .8168 −3 .7765 19 .544 8 .2328 −169 .09 135 .43 1497 .4 −3031 .3 −11250 . 41901 . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 The evaluation of unknown deterministic kernels x (0) (t) and
x (1) ( t, t 1 ) play an important role to reach the required statistical
behavior. Substituting from ( 15 ) into ( 1 ) and taking the expec-
tation for both of two sides before and after multiplying them
by one dimension element of (WHPs) set. Under the statistical
behavior of WHPs set which is presented in Appendix B Linked
by Appendix A , a deterministic system is reduced in following
form: 
L 
[
x ( 0 ) ( t ) 
]+ γ([x ( 0 ) ( t ) ]3 + 3 x ( 0 ) ( t ) ∫ ∞ 
0 
[
x ( 1 ) ( t; t 1 ) 
]2 
d t 1 
)
= 0 , 
L 
[
x ( 1 ) ( t; t 1 ) 
]+ 3 γ x ( 1 ) ( t; t 1 ) 
×
([
x ( 0 ) ( t ) 
]2 + ∫ ∞ 
0 
[
x ( 1 ) ( t; t 1 ) 
]2 
d t 1 
)
= λ δ( t − t 1 ) , 
x ( 0 ) ( 0 ) = a, d x 
( 0 ) 
dt 
∣∣∣∣
t=0 
= b, x ( 1 ) ( 0 ) = 0 , d x 
( 1 ) 
dt 
∣∣∣∣
t=0 
= 0 , 
(16)
where L = [ d 2 d t 2 + α d dt + β] . 5. Application of DTM to approximate the deterministic system 
In order to perform a statistical analysis of the Gaussian part of
the stochastic process solution of problem ( 1 ), we need to solve
the nonlinear coupled deterministic problems ( 16 ). This section
simulates the solution under the application of DTM and from
the results of Section 2 linked by Appendix C , the system ( 16 ) is
transformed into the following recurrence relations, 
( k + 2 ) ( k + 1 ) X ( 0 ) ( k + 2 ) + α( k + 1 ) X ( 0 ) ( k + 1 ) 
+ β X ( 0 ) ( k ) + γ
( 
k ∑ 
s =0 
k −s ∑ 
m =0 
X ( 0 ) ( s ) 
[
X ( 0 ) ( m ) X ( 0 ) ( k − s − m ) 
+ 3 
∫ ∞ 
0 
X ( 1 ) ( m, t 1 ) X ( 1 ) ( k − s − m, t 1 ) d t 1 
])
= 0 (17)
∫ ∞ 
0 
[
( k + 2 ) ( k + 1 ) X ( 1 ) ( k + 2 , t 1 ) 
+ α( k + 1 ) X ( 1 ) ( k + 1 , t 1 ) + β X ( 1 ) ( k, t 1 ) 
]
d t 1 
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Table 4 The comparisons of the results between Ms-DTM and NDSolve package for μx (t) and σx (t) for points sample of t at λ = 30 , α = 
1 , β = 20 , γ = 2 , a = −0 . 2 , b = 2 . 
t μx (t) Ms − DT M μx (t) NDsolve σx (t) Ms − DT M σx (t) NDsolve 
0 . −0 .2 −0 .2 0 . 0 . 
0 .25 0 .175821 0 .175821 5 .26089 5 .26089 
0 .5 −0 .249279 −0 .249279 1 .00487 1 .00487 
0 .75 0 .0200693 0 .0200696 4 .35541 4 .35541 
1 . 0 .443454 0 .443453 2 .25039 2 .25039 
1 .25 −0 .313804 −0 .313804 3 .09217 3 .09217 
1 .5 −0 .266822 −0 .26682 3 .63008 3 .63009 
1 .75 0 .358419 0 .358418 2 .37656 2 .37657 
2 . −0 .0923918 −0 .0923929 4 .24106 4 .24105 
2 .25 −0 .1007 −0 .100698 2 .5507 2 .55071 
2 .5 0 .12777 0 .127768 3 .69016 3 .69015 
2 .75 −0 .124682 −0 .124682 3 .31887 3 .31887 
3 . 0 .0717273 0 .071728 3 .00559 3 .00559 
3 .25 0 .0554013 0 .0554001 3 .8264 3 .8264 
3 .5 −0 .118399 −0 .118398 2 .92891 2 .92892 
3 .75 0 .0802807 0 .0802808 3 .63021 3 .6302 
4 . −0 .00609856 −0 .00609949 3 .31047 3 .31047 
4 .25 −0 .0369753 −0 .0369744 3 .23118 3 .23118 
4 .5 0 .0588117 0 .0588112 3 .61233 3 .61233 
4 .75 −0 .0488175 −0 .0488175 3 .1404 3 .1404 
5 . 0 .010175 0 .0101755 3 .53589 3 .53589 
5 .25 0 .0292435 0 .0292429 3 .33271 3 .33271 
5 .5 −0 .0392267 −0 .0392263 3 .31906 3 .31906 
5 .75 0 .0254048 0 .0254049 3 .50127 3 .50127 
6 . −0 .0034975 −0 .00349782 3 .2538 3 .25381 
6 .25 −0 .015667 −0 .0156666 3 .47201 3 .47201 
6 .5 0 .0236955 0 .0236953 3 .35056 3 .35056 
6 .75 −0 .0166674 −0 .0166674 3 .35601 3 .35601 
7 . 0 .00131998 0 .00132019 3 .44368 3 .44368 
7 .25 0 .0106846 0 .0106843 3 .31438 3 .31438 
7 .5 −0 .0140269 −0 .0140268 3 .43356 3 .43356 
7 .75 0 .00942649 0 .00942649 3 .36264 3 .36264 
8 −0 .000949285 −0 .000949394 3 .37208 3 .37208 
w  
a  
N
x
6
T
t
a
T
ﬁ  
r
s
o  
c
s
c
p
p
a
 
t
w  
a  
p
t  
i  
σ
(
d  
t  
a  
ﬁ  
c
e
7
I
a+ 3 γ
( 
k ∑ 
s =0 
k −s ∑ 
m =0 
∫ ∞ 
0 
X ( 1 ) ( s, t 1 ) d t 1 
[
X ( 0 ) ( m ) X ( 0 ) ( k − s − m ) 
+ 
∫ ∞ 
0 
X ( 1 ) ( m, t 1 ) X ( 1 ) ( k − s − m, t 1 ) d t 1 
])
= λ δk, 0 (18) 
here X (0) (0) = a, X (0) (1) = b, X (1) ( 0 , t 1 ) = 0 , X (1) ( 1 , t 1 ) = 0
nd the ﬁnal form for the solution by a ﬁnite number of terms
can be written as follow 
 
( 0 ) ( t ) = 
N ∑ 
k =0 
X ( 0 ) ( k ) t k , x ( 1 ) ( t, t 1 ) = 
N ∑ 
k =0 
X ( 1 ) ( k, t 1 ) t k (19) 
. Results of Ms-DTM application and discussion 
he application of DTM reduces a sequence of algebraic equa- 
ions generated after expanding the recurrence relations (17) 
nd (18) using a simulated programing by Mathematica 10. 
he solution of theses algebraic equations determines the coef- 
cients in ( 19 ) and the outputs are functions in the initial pa-
ameters related the problem. By repeating this process over 
equenced steps by a certain range to reach the real behavior 
f the problem. For every step, a new initial value problem is
onsidered and its conditions are estimated from the obtained 
olution at ﬁnal range of the previous step. The mathematical omputations related to this method is performed by a symbolic 
rogram was designed by Mathematica 10. By another one, a 
arallel program by the same version uses the NDSolve pack- 
ge to satisfy the result of the previous program. 
Our problem is a generalized model with respect to the de-
erministic model in the reference [26] . This deterministic model 
as simulated in the absence of stochastic excited term ( λ = 0)
nd its solution is approximated by DTM linked by Pade ap-
roximation methods. The application of Ms-DTM includes 
he case studies related to the spatial case [26] in the general-
zed problem ( 1 ). In these case studies, μx (t) = E [ x ( t;ω ) ] and
x (t) = 
√ 
Var [ x ( t;ω ) ] are simulated over two lines applications 
Ms-DTM and NDSolve package) and the numerical results are 
isplayed in Figs. 1–4 and Tables 1 and 3 simulate results of
he analysis of Ms-DTM and the values of columns 2 and 3
lready indicate to an initial solution for every interval and a
nal solution for every a previous interval. It is clear that, the
omparison between Ms-DTM and NDSolve applications gives 
xcellent agreements. 
. Conclusion 
n this study, the combining between WHE and Ms-DTM was 
pplied to determine the stochastic response related to the 
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 model which is described in ( 1 ). Due to applying WHE, a deter-
ministic model was generated to describe the Gaussian part of
the problem stochastic response. The next analysis included ap-
plying DTM to ﬁnd approximations over multi steps points by
the recurrence relations which were generated under the proper-
ties of diﬀerential transform. The results of Ms-DTM were ob-
tained under Mathematica software 10 and were compared with
NDSolve Mathematica 10 package which indicates the excellent
accuracy of the solution ( Tables 2 and 4 ). Some case studies re-
lated to a previous work were considered to simulate some sta-
tistical measures for the problem (mean and variance). 
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Appendix A 
The Dirac delta function [27] ( δ -function) was introduced by
Paul Dirac at the end of the 1920s in an eﬀort to create the math-
ematical tools for the development of quantum ﬁeld theory. It
has since been used with great success in applied mathematics
and mathematical physics . Some mathematical analyses in this
paper need to apply some properties related to the Dirac delta
function and they are simulated in the following items 
• 
∫ ∞ 
−∞ δ(x ) dx = 1 
• 
∫ ∞ 
−∞ δ( x − x 0 ) f (x ) dx = f ( x 0 ) 
• 
∫ b 
a δ( x − x 0 ) f (x ) dx = f ( x 0 ) ∀ a ≤ x 0 ≤ b
Appendix B 
The statistical properties of Wiener Hermite polynomials
(WHPs) [11] which were used in this paper are simulated in the
following items 
• E [ H (1) ( t 1 ) H (1) ( t 2 )] = δ( t 2 − t 1 ) 
• E [ H (1) ( t 1 ) H (1) ( t 2 ) H (1) ( t 3 )] = 0 
• E [ H (1) ( t 1 ) H (1) ( t 2 ) H (1) ( t 3 ) H (1) ( t 4 )] = δ( t 2 − t 1 ) δ( t 3 − t 4 ) +
δ( t 1 − t 3 ) δ( t 2 − t 4 ) + δ( t 1 − t 4 ) δ( t 2 − t 3 ) 
Appendix C 
In this paper, the used properties [24, 25] related to the diﬀeren-
tial transformation Y (k ) = 1 k ! [ d 
k y (t) 
d t k 
] t= t 0 for a function y (t) are
stated in the following items 
• y (t) = mu (t) ± n v (t) ⇒ Y (k ) = m U (k ) ± n V (k ) 
• y (t) = u (t ) v (t ) ⇒ Y (k ) = ∑ k l=0 U (l ) V ( k − l ) 
• y (t) = u (t ) v (t ) w (t ) ⇒ Y (k ) = ∑ k l=0 ∑ k −l s =0 U (l ) V (s ) W 
( k − l − s ) 
• y (t) = d m u (t) d t m ⇒ Y (k ) = ( k + m )! k ! U ( k + m ) 
• y (t) = t m ⇒ Y (k ) = δk,m where δk,m is Kronecker’s delta 
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