Abstract. W e consider a hybrid, one-dimensional, linear system consisting on two exible strings connected by a p o i n t mass. It is known that this system presents two i n teresting features. First, it is well posed in an asymmetric space in which solutions have one more degree of regularity to one side of the point mass. Second, that the spectral gap vanishes asymptotically. W e p r o ve that the rst property is a consequence of the second one. We a l s o c o n s i d e r a s y s t e m i n w h i c h the point mass is replaced by a string of length 2" and density 1 =2". W e show that, as " ! 0, the solutions of this system converge to those of the original one. We also analyze the convergence of the spectrum and obtain the well-posedness of the limit system in the asymmetric space as a consequence of non-standard uniform bounds of solutions of the approximate problems. Finally we consider the controllability problem. It is well known that the limit system with L 2 -controls on one end is exactly controllable in an asymmetric space. We s h o w h o w t h i s r e s u l t c a n b e obtained as the limit when " ! 0 of partial controllability results for the approximate systems in which the numb e r o f c o n trolled frequencies converges to in nity a s " ! 0. This is done by means of some new results on non-harmonic Fourier series.
Introduction
In this paper we consider a linear hybrid system composed by t wo vibrating strings connected by a p o i n t mass. Assume that the strings occupy the intervals (;1 0) and (0 1) of the real line and are connected at x = 0 b y a point mass. Let us consider a function u = u(x t) describing the vertical displacements of the strings and denote by z = z(t) the displacement of the point mass. Assuming that the strings are xed at the extremes x = 1, the equations modelling the vibrations of this hybrid system are as follows: 8 > > > > < > > > > : u tt = u xx for ; 1 < x < 0 t > 0 u tt = u xx for 0 < x < 1 t > 0 u(0 + t ) = u(0 ; t ) = z(t) for t > 0 Mz tt (t) = u x (0 + t ) ; u x (0 ; t ) for t > 0 u(;1 t ) = u(1 t ) = 0 for t > 0:
(1.1)
In (1.1) the rst two equations are the one-dimensional wave equation. The third equation imposes the continuity of the three components of the mechanical system at x = 0. The fourth equation describes the dynamics of the point mass. The parameter M > 0 represents the mass concentrated at the point x = 0. The last equation is due to the xed end conditions at x = 1. In these equations v(0 ) denote the right and left lateral limits of the function v at x = 0 . Remark 1.1. When M = 0 w e r e c o ver the continuity condition of u x at x = 0 and the classical equations for the motion of a vibrating string occupying the interval (-1,1) without point mass, i.e. with unit constant density everywhere in (-1,1).
In the sequel, to simplify the notation we will assume that M = 1. This system was studied by S. Hansen and E. Zuazua 4] f r o m a c o n trol theoretical point of view. It was observed that the system is well posed in an asymmetric space in which solutions have one more degree of regularity to one side of the point mass. It was conjectured that this phenomenon is due to the lack o f spectral gap that the presence of the point mass produces on the spectrum of the system. In this paper we p r o ve that this is indeed true and we explain this singular phenomenon by means of an asymptotic analysis which consists, roughly, on viewing system (1.1) as the limit as " ! 0 of a system connecting three strings occupying the intervals (;1 ;") (;" ") and (" 1), the middle one having a density of the order of 1=2". In this case the equations of motion are as follows:
u tt = u xx for ; 1 < x < ;" t > 0 1 2" u tt = u xx for ; " < x < " t > 0 u tt = u xx for " < x < 1 t > 0 u( " ; t ) = u( " + t ) for t > 0 u x ( " ; t ) = u x ( " + t ) for t > 0 u(;1 t ) = u(1 t ) = 0 for t > 0: remains constant in time. Remark 1.2. System (1.2) can also be viewed as the equations of motion of a string of density 1 + 1 2" (;" ") (;" ") being the characteristic function of the interval (;" ").
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However, it is easy to see that sytem (1.2) is not well-posed in asymmetric spaces in which solutions have one more degree of regularity to one side of x = 0 . System (1.1) is well posed in the Hilbert space Y = X R in the sense that for any ( u 0 u 1 z 1 ) 2 Y there exists an unique solution (u z) 2 ; C( 0 1) H 1 0 (;1 1) \ C 1 ; 0 1) L 2 (;1 1) C 1 ( 0 1))) of (1.1) taking the initial data u(x 0) = u 0 (x) u t (x 0) = u 1 (x) in (;1 1) z(0) = u 0 (0) z t (0) = z 1 :
(1.6)
On the other hand, the energy E(t) = 1 2 Z 1 ;1 j u t (x t) j 2 + j u x (x t) j 2 dx + 1 2 j z t (t) j 2 (1.7)
remains constant for every solution of (1.1). However, as we h a ve said above, system (1.1) is also well-posed in an asymmetric space in which solutions have one more degree of regularity t o one side of the point mass. For instance, this holds in the space of niteenergy solutions such that their restriction to (;1 0) belongs to H 2 (;1 0) H 1 (;1 1) and satisfying some further compatibility conditions.
In 4] the spectrum of (1.1) was analyzed and it was seen that the distance between consecutive eigenvalues tends to zero as the frequency increases. In this paper we analyze the spectrum of the approximate system (1.2). It is shown that its spectral gap is of the order of p ". T h i s p r o vides an explanation of the fact that the spectral gap vanishes in the limit.
Classical results in spectral theory prove that the spectrum of (1.2) converges to the spectrum of (1.1) in the sense that the k-th eigenpair depends continuously on " even at " = 0 . However, in order to explain the wellposedness of (1.1) we need some uniform convergence results for high frequencies too. Using classical asymptotic methods we show that, roughly, the eigenpairs converge uniformly with a rate of the order p " and for all the frequencies k " ;1=6 . This uniform convergence result allows us to obtain all the singular phenomena related to the limit system when " ! 0 from some uniform properties of the approximated systems.
For the approximate system (1.2) we construct nite-dimensional Fourier asymmetric spaces involving the frequencies k " ;1=6 in which systems (1.2) are uniformly well-posed. Passing to the limit as " ! 0 w e obtain the well-posedness of system (1.1) in an asymmetric Fourier space that we characterize as being constituted by nite-energy functions having one more degree of regularity to one side of the point m a s s . Finally, w e address the problem of controllability. In 4] it was shown that, if we act on system (1.1) by means of one L 2 -control we m a y c o n trol exactly the initial data being, roughly, i n L 2 H ;1 to the right o f x = 0 and H 1 L 2 to the left. The controllability space is therefore smaller than in the approximate systems (1.2) (in that case the space of controllable data is L 2 (;1 1) H ;1 (;1 1)) and di ers by one degree of regularity i n (;1 0). As conjectured in 4] this fact can also be interpreted in terms of the vanishing of the spectral gap with the aid of the results by 1 2 ] o n n o nharmonic Fourier series. We prove a new result in this context showing that the results of 12] are stable under small perturbations of the spectrum. This 234 C. CASTRO allows us to prove that in the approximate system the frequencies k " ;1=6 of the asymmetric space are uniformly controllable. This shows that the controllability result of the limit system can be obtained as the limit when " ! 0 of some uniform controllability property of the approximate systems.
In Remark 8.9 of section 8.3 we f o r m ulate an interesting open problem that, in our opinion, needs signi cant progresses in the theory of nonharmonic Fourier series. The question is roughly, whether the controls are uniformly bounded in L 2 (0 T ) if the initial data are uniformly bounded in the asymmetric norms k k " de ned in (8.22 ) without the restrictions of having zero Fourier coe cients for the frequencies jkj K(").
The rest of the paper is organized as follows: In section 2, we s h o w h o w solutions of (1.1) can be obtained as limit of solutions of (1.2) when " ! 0. In section 3 we analyze the eigenvalue problems corresponding to (1.1) and (1.2). In particular, we show h o w the spectral gap associated to (1.2) is of the order of p " and tends to zero as " ! 0. In section 4 we p r o ve the convergence of the eigenvalues of (1.2) to those of (1.1). First we obtain some rough estimates by means of Rayleigh quotients. Later on we obtain precise convergence results by m e a n s of a careful asymptotic analysis. In section 5 we i n troduce an asymmetric space for system (1.1) in terms of Fourier series and we s h o w h o w the wellposedness of (1.1) on it can be proved. In section 6 we recover this result as the limit when " ! 0 of non-standard uniform estimates of solutions of the approximate system (1.2). In section 7 we obtain some further convergence results of solutions of (1.2) towards the solutions of (1.1). Finally, in section 8 w e address to the control problem. First we recall the controllability result of 4] for the limit system (1.1). Then we obtain it as the limit as " ! 0 of uniform partial controllability results for solutions of (1.2) in which the number of controlled frequencies converges to in nity a s " ! 0. This requires the obtention of some new results in the theory of non-harmonic Fourier series. To pass to the limit in (1.2) it is natural to assume that the limit of these quantities exists. This limit provides the initial velocity of the point mass in the limit system. Proof. As we s a i d a b o ve, the conservation of the energies provides an uniform bound for the solutions u " in Y. By extracting subsequences (that we still denote by the index " to simplify the notation) we h a ve u " * u weakly ; in Y: (2.6) Let us see that the limit u satis es (1.1).
Solutions of (1. The embedding from Y into C ; 0 T ] L 2 (;1 1) is compact for any 0 < T < 1. Therefore, passing to the limit in (2.8), the limit u must satisfy the initial condition u(x 0) = u 0 (x) i n ( ;1 1): (2.9) In order to pass to the limit in (2.7) the only term that requires some careful analysis is I " = 1 
This shows that w(t) = u t (0 t ) and concludes the proof of (2.5). Let us go back to the term I " . W e claim that I " = 1 The initial energies E " (0) are bounded and the last term in this inequality converges to zero since 2 C 1 . This concludes the proof of (2.13).
We c a n n o w pass to the limit in (2.7). We easily get that the limit u, i n addition to (2.9), satis es u 1 (x 0)dx + z 1 (0 0) = 0 8 2 C 1 0 ((;1 1) 0 1)): (2. 14) The variational equation (2.14) with (2.9) characterizes the solution of the limit system (1.1), (1.6) with initial data (u 0 u 1 z 1 ). The solution u of (1.1), (1.6) being unique we deduce that the whole family u " converges as " ! 0.
This concludes the proof of Theorem 2.1.
The following theorem provides a strong convergence result: Theorem 2.3. Let us assume that the initial data are s u c h t h a t 8 < : ;" u " t dx ! u t (0 t ) = z 0 (t) strongly in L 2 (0 T ) a s " ! 0 (2.16) for every 0 < T < 1, where u is the solution of (1.1), (1.6) with data (u 0 u 1 z 1 ).
Proof. From Theorem 2.1 we k n o w that convergences (2.15) hold in the weak topologies.
On the other hand, from (2.15) the initial energies E " (0) converge to E(0) as " ! 0, and in view of the conservation of energies we deduce that E " (t) ! E(t) for all t > 0: Furthermore, by the dominated convergence
The strong convergences (2.16) are a direct consequence of the weak convergence and the convergence of the energies (2.17).
Remark 2.4. In section 7 we will show that the strong convergence holds uniformly in time, i.e. in the space Y.
3. Spectral analysis In this section we describe the main properties of the spectra of systems (1.1) and (1.2) . First we analyze the approximate system (1.2) and then the limit system (1.1). Concerning the spectral gap we h a ve the following: p " k C 1 p " (3.4) for every 0 < " < 1.
Proof. First of all we prove the lower bound on the spectral gap, i.e.
p " k : (3.5) It is easy to see that the eigenfunctions of (3.1) are either even or odd functions. We start by considering the even eigenfunctions. In this case system Let us rst analyze the roots such that the terms on the left hand sides of (3.9) and (3.11) are positive. Thus, we focus rst on the interval 0 < < = p 2". The intervals in which the right hand sides of (3.9) and (3.11) are positive are, respectively, I i = i 1 ; "
J i = (i ; 1=2) 1 ; " i 1 ; " i 2 Z: (3.13) Observe that these intervals are disjoint and that I i is in between J i and J i+1 .
It is easy to see that equations (3.9) and (3.11) have at most one root in the intervals (3.12) and (3.13) respectively. This shows that, in order to prove (3.5) it is su cient t o g e t l o wer bounds on the distance between " k and the extremes of the intervals in which they lie.
Let us consider rst the root on I i . Since the function on the left hand side is increasing and the one on the right hand side decreasing, it is easy to see that, as increases it approaches the left extreme of the interval I i . Given a > 0, to see that the roots of (3.9) are at distance greater than p a" to the left extreme of I i it is su cient to impose that On the other hand, in order to guarantee that the distance between the roots of (3.11) and the right extreme of the intervals J i in which they lie is On the other hand, since the roots of (3.9) move m uch faster towards the left end of I i than the roots of (3.11) move to the left end of J i as increases, it is easy to see that the situation we h a ve considered is precisely that in which the gap is minimized. More precisely, in order to guarantee that the roots of (3.11) are at a distance greater than 4 For " > 0 small enough, the right hand side of (3.17) is greater than the right hand side of (3.14), i.e. ; arctg p 2" c > 0 too and, as above, this implies that when measuring the distance from a root of (3.9) to the next root of (3.11) this is at least of the order of 4 (1 ; ").
Therefore, the proof of the lower bound (3.5) for the eigenvalues in the interval ; 0 = p 2" is concluded. The same argument can be used to bound the gap between roots in the intervals of the form
in which the terms on the right hand side of (3.9) and (3.11) remain positive.
The distance between the roots on the intervals (2k+1) p 2" p 2(k+1) p " in which the terms on the left hand sides of (3.9) and (3.11) are negative c a n be estimated in a similar way.
Let us now prove the upper bound on the gap: min j6 =k j j ; k j C 2 p ":
We focus on the eigenvalues in the interval 0 < < = p 2". W e will use the following simple lemma: We denote by f 2k;1 g k 1 the roots of (3.9) in the intervals I i and by f 2k g k 1 the roots of (3.11) in the intervals J i . It is su cient t o c heck that, given any a > 0 b > 0, then: Finally, let us check that (3.24) holds, the proof of (3.25) being analogous. We recall that the roots of (3.9) are at a distance smaller than From the proof of Theorem 3.1 it can be seen that the qualitative behavior of the eigenvalues is di erent in the intervals in which the left hand sides of (3.9) and (3.11) are positive and negative. Indeed, when the gap is minimized the expressions of (3.9) and (3.11) being positive, the roots of (3.9) approach the left extreme of the interval in which they lie while the roots of (3.11) approach the right end of the intervals J i . H o wever, in the regions in which the left hand side of (3.9) and (3.11) are negative the reverse happens, i.e. the roots of (3.9) approach t h e r i g h t end while the roots of (3.11) approach the left one. This behavior was refered to as \solotone" phenomena in 8].
Notice that when the density of the string is of the form (x) = 1 + (x) with smooth, non-negative, bounded and such that ;
It is easy to see that p 2k;2 = 2k;2 < 2k;1 = p 2k;1 = ! k < 2k = p 2k :
On the other hand, a simple calculation shows that 2k ; 2k;1 = k ; ! k = 2 k + O(k ;3 ) as k ! 1 : This is consistent with Theorem 3.1, namely the spectral gap in the approximate system (1.2) vanishes as " ! 0.
4. Convergence of the spectrum First of all we obtain some preliminary convergence results by m e a n s of basic tools from Functional Analysis. In a second paragraph we prove re ned convergence results by a precise asymptotic analysis of the eigenvalue problems.
Preliminary results
Let us recall that T " T2 L Using the variational principle that characterizes the eigenvalues we c a n obtain the following result on the rate of convergence of eigenvalues. 
This concludes the proof of (4.5).
As a consequence of these estimates we h a ve the following preliminary result on the rate of convergence of the eigenfunctions: Clearly, the results of Theorem 4.7 improve signi cantly (4.11). The fact that estimates of the form (4.8) and (4.9) hold for small frequencies only is natural in view of the solotone phenomena described in Remark 3.3. We h a ve a similar result for the eigenfunctions: Let us analyze now all the terms on the right hand side of this inequality. The proof of (4.13) is rather similar and we omit it for brevity. This section is organized as follows. In a rst subsection we will give some basic properties of the elliptic operator involved in system (1.1). This will allow us to explain how the coe cients e a k e b k e c k e d k of the Fourier development can be computed since, in principle, system (5.2) seems to be overdetermined. In a second subsection we w i l l i n troduce an asymmetric Fourier space in which the system (1.1) is well-posed. Finally, w e w i l l c haracterize this space in classical terms and see that it is constituted (roughly) by functions with one more degree of regularity to one side of the mass. In (5.9) we h a ve used the notation with 0 < 1. The space H introduced in (5.9) corresponds to = 1 and it is the smallest one in which this holds. It is also obvious that H is the sharp space, in the sense that system (1.1) is not well-posed in H for any > 1. System (1.1) is also well-posed in a more general class of asymmetric spaces of the form: We h a ve the following result:
Proposition 5.3. The set fp k g k2Z nf0 1g fq k g k2Z nf0 1g ;1 1 constitutes a Riesz basis of the asymmetric space H.
Proof. We rst observe that Therefore, the set under consideration is complete in H. On the other hand, if we de ne on H a scalar product such that this set is orthonormal, then, clearly, the corresponding norm k k is such that k U k 2 In gures 1 and 2 below w e s h o w the graphs of the rst components of k and k; k . Then, in gures 3 and 4 the graphs of the rst components of p k and q k / k; k are shown. These gures exhibit the phenomena we h a ve described above. We also introduce the vector-valued eigenfunctions :
By analogy with the quantity k measuring the distance between consecutive e i g e n values in the limit problem we i n troduce The algebraic structure of the norm k k " is similar to the asymmetric norm k k H introduced in (5.9) for the limit problem. However, in view of (6.4) the norm k k " is equivalent to the usual H 1 0 (;1 1) L 2 (;1 1)-norm.
The rst result of this section is as follows:
Theorem 6.1. There exists C > 0 independent of 0 < " < 1 such that the solutions U " = ( u " u "
In order to solve this problem we need some further results on how s o l utions of (1.2) approximate the solutions of the limit system. ; a k k + b k k : (6.10) Note that in (6.10), U 0 (u 0 u 1 z 1 ) 2 X 0 X ;1=2 .
We also introduce c(") = 1 2" Z "
;" u 1 (x)dx ; z 1 :
We h a ve the following result: with > 0 small enough independent of 0 < " < 1.
Proof. We focus on the second estimate, the rst one being easier to obtain. From Theorems 4.7 and 4.9 on the convergence of the eigenvalues and eigenfunctions we h a ve:
By Theorems 4.7 and 4.9 the rst two terms are (uniformly) of the order of p ". The last term can be estimated easily as follows
Let us analyze the third term. We h a ve,
The rst two terms can be bounded by c(") + p " while the third has to be majorized by k p ". Finally, the last term can be estimated as follows: Finally, in view of (6.12), (6.13) and (6.19) we h a ve From these results we can recover the well-posedness of the limit system in the asymmetric space H. Corollary 6.6. As a consequence o f T h e orem 6.1 and the approximation results above, the limit system (1. Taking in (6.22) the lim inf as " ! 0, using Fatou's Lemma and Theorem 6.4 we deduce that the solution U of (1.1) satis es k U(t) k 2 H lim inf
and this concludes the proof of the corollary. 7 . Further convergence results The techniques of section 6 allow us to obtain the following result about the convergence of the solutions of (1.2) towards the solution of (1.1). ;" u 1 ! z 1 as " ! 0:
Consider
Let u be the solution of the limit problem (1.1) and fu " g ">0 the sequence of solutions of (1.2) with the same initial data. Let us also de ne the truncated family of solutions of (1.2):
with K(") as in Theorem 6.4.
We h a ve the following ; j a k j 2 + j b k j 2 1 A 1=2 (7.8) and this tends to zero as " ! 0.
On the other hand, Therefore, the second term on the right hand side of (7.9) conve r g e s t o z e r o too as " ! 0.
To estimate the last term we observe that, in view of Theorem 4.9,
;" u tt = u xx for ;1 < x < 0 0 < t < T u tt = u xx for 0 < x < 1 0 < t < T u(0 + t ) = u(0 ; t ) = z(t) for 0 < t < T Mz tt (t) = u x (0 + t ) ; u x (0 ; t ) for 0 < t < T u(;1 t ) = 0 for 0 < t < T u(1 t ) = v(t) for 0 < t < T :
The only di erence between system (8.1) and the original uncontrolled system (1.1) is that we h a ve replaced the homogeneous boundary condition u(1 t ) = 0 b y u(1 t ) = v(t).
The control time T > 0 is xed a priori. Due to the nite speed of propagation it is natural to assume that T > 4.
The control problem can be formulated as follows: we assume that the control v belongs to L 2 (0 T ). The question consists in characterizing the space of controllable initial data (u 0 u 1 z 1 ) for which there exists a control v 2 L 2 (0 T ) such that the solution u of (8.1) taking the initial data u(x 0) = u 0 (x) u t (x 0) = u 1 (x) in (;1 1) u t (0 0) = z 1 = z t (0)
is at rest at time t = T, i . e . u(x T) = u t (x T) = 0 in (;1 1) z t (T) = u t (0 T ) = 0 : (8. 3)
The answer to this problem was obtained in 4]. It turns out that the sharp controllable space is an asymmetric space. We recall this result in section 8.1 below and give a complete explanation in terms of Fourier series.
In section 8.2 we r e c o ver this result as the limit when " ! 0 of uniform partial controllability results for the approximate systems (1.2). As it was shown in 4], the fact that (8.9) holds is due precisely to the fact that the gap between consecutive eigenvalues is of the order of k and that this quantity tends to zero as k ! 1 .
Indeed, it can be seen that (8.9) is a consequence of the following result by D . U l r i c h 12]: Theorem 8.2. (D . Ulrich 1 2 ] ) Let f n g n2Z and f n g n2Z be t w o s e quences of distinct complex numbers such that n 6 = n for all n, and satisfying j n ; n j! 0 j n ; n j! 0 as j n j! 1: Then e i nt n2Z
forms a Riesz basis in L 2 (0 2 ) and e i nt n2Z e i n t ; e i nt n ; n n2Z forms a Riesz basis in L 2 (0 4 ).
In order to obtain the controllability of the limit system as the limit when " ! 0 of controllability results for the approximate systems we need a result on the theory of non-harmonic Fourier series showing, roughly, that Theorem 8.2 is stable under small perturbations of n and n . This is the object of the next section.
A new result in the theory of non-harmonic Fourier series
The main result of this section is as follows:
Theorem 8.3. For any 0 < " < 1 we consider two sequences f " n g n2Z and f " n g n2Z of distinct real numbers. Then, there exists > 0 such that, if max fj n ; " n j j n ; " n jg < for all n 2 Zand 0 < " < 1 (8.10) the following two properties hold:
(a) For any 0 < " < 1, the set e i " n t n2Z n e i " n t ;e i " n t " n ; " ; j a n j 2 + j b n j 2 (8.11) for every 0 < " < 1 and fa n g fb n g 2 2 .
Proof. We write In view of (8.10) we know that sup e i " n t ;e i " n t " n ; " n o we deduce that Theorem 8.3 holds provided > 0 is small enough.
For the applications we need a more general version of Theorem 8.3: Theorem 8.7. Let f! n g n2Z be a s e quence such that ! n 6 = n for all n 2 Z and j ! n ; n j! 0 when n ! 1 . For any 0 < " < 1 we consider two sequences f " n g n2Z and f " n g n2Z of distinct real numbers such that Proceeding as in A. Haraux 5] it is easy to see that the terms corresponding to j n j N in the Riesz basis e ie " n t n e ie " n t ;e i " We consider now the approximate system (1.2) with a control v = v " (t) acting on the extreme x = 1 :
u tt = u xx for ;1 < x < ;" t > 0 1 2" u tt = u xx for ;" < x < " t > 0 u tt = u xx for " < x < 1 t > 0 u( " ; t ) = u( " + t ) for t > 0 u x ( " ; t ) = u x ( " + t ) for t > 0 u(;1 t ) = 0 u (1 t ) = v " (t) for t > 0: (8.19) Using HUM the controllability problem for (8.19) can be reduced to the obtention of suitable observability inequalities for the uncontrolled system (1.2). Since the density " (x) = 1 + 1 2" (;" ") (x) of system (1.2) is in BV it is easy to see that, for T > 4, there exists a constant C " > 0 s u c h that for any nite-energy solution of (1.2). However, the constant C " ! 1 as " ! 0. This can be easily seen taking into account that the spectral gap vanishes as " ! 0.
As a consequence of this, for any T > 4 system (8.19) is exactly controllable in L 2 (;1 1) H ;1 (;1 1) with L 2 (0 T );controls. However, there are not uniform bounds (with respect to " ! 0) on the control v " in L 2 (0 T ) i n terms of the norm of the controlled initial data.
The results of previous sections suggest that one can expect some uniform bounds in the observability inequalities if one introduces the nitedimensional asymmetric spaces.
Thus, let us consider initial data of the form holds for any solution of (1.2) with initial data U 0 " 2 H " and for every 0 < " < " 0 with " 0 > 0 small enough. Remark 8.9. We do not know whether uniform estimates of the form (8.25) may be true for all initial data U 0 without the restriction on the number of non-zero Fourier coe cients of being less than K("). The present state of the theory of non-harmonic Fourier series does not seem to allow t o g i v e an answer to this question. Notice that in the norm k k " each F ourier coe cient h a s b e e n w eighted by the distance between the corresponding consecutive eigenvalues. This enables to nd counterexamples for such a n uniform estimate and the situation seems much more delicate than when analyzing the classical inequalities of the form (8.20 ). In what concerns the limit system (8.1), the control v is also of the form v(t) = ' x (1 t ) (8.41) where ' is a solution of the adjoint system 8 > > > > < > > > > :
' tt = ' xx ;1 < x < 0 0 < t < T ' tt = ' xx 0 < x < 1 0 < t < T '(0 + t ) = '(0 ; t ) = (t) 0 < t < T M tt (t) = ' x (0 + t ) ; ' x (0 ; t ) 0 < t < T '(;1 t ) = '(1 t ) = 0 0 < t < T and concludes the strong convergence of the controls. Finally, using a transposition argument, it is easy to see that the solutions of the controlled systems converge in the sense of the second statement o f (8.34).
