In the present paper we consider application of flexible, overcomplete dictionaries to solution of general ill-posed linear inverse problems. Construction of an adaptive optimal solution for problems of this sort usually relies either on a singular value decomposition or representation of the solution via some orthonormal basis. The shortcoming of both approaches lies in the fact that, in many situations, neither the eigenbasis of the linear operator nor a standard orthonormal basis constitutes an appropriate collection of functions for sparse representation of f .
Introduction
In this paper, we consider solution of a general ill-posed linear inverse problem Qf = q where linear operator Q does not have a bounded inverse and the right-hand side q is measured with error. Problems of this kind appear in many areas of application such as astronomy (blurred images), econometrics (instrumental variables), medical imaging (tomography, dynamic contrast enhanced CT and MRI), finance (model calibration of volatility) and many others.
In particular, we consider equation
where η(t) is the Gaussian process representing the noise, √ ǫ is the noise level and Q is a linear operator which does not have a bounded inverse, so problem (1.1) is indeed ill-posed. Solutions of statistical inverse problem (1.1) usually rely on reduction of the problem to the sequence model by carrying out the SVD decomposition (see, e.g., [8] , [9] , [10] , [17] and [23] ), or its relaxed version, the wavelet-vaguellete decomposition proposed by Donoho [15] and further studies by Abramovich and Silverman [2] . Another general approach is Galerkin method with subsequent model selection (see, e.g., [11] , [16] and [22] ). Those methods, in spite of being minimax optimal in many settings, have several drawbacks. First, for majority of linear operators, the SVD decomposition is unknown and relatively stringent conditions that are necessary for application of wavelet-vaguelette decomposition are not satisfied. One can argue that equation (1.1) can be rewritten in a matrix form as y = Qf + √ ǫη, and SVD can be subsequently applied to the resulting matrix equation. The shortcoming of this approach, however, is that the eigenvectors of matrix Q may not constitute a good basis for representing f , so that the accuracy of the resulting estimator will be poor (see, e.g., [12] ). Galerkin method has a similar drawback: though it works well in the "worst case scenario" of the minimax setting, due to the limited size of the dictionary, it may not provide a good representation of f .
For example, consider the situation, of Laplace deconvolution equation (see, e.g., [12] and Section 7.1 of the present paper). One can solve this equation using Galerkin method with the basis formed by the collection of Laguerre functions e −x/2 L k (x), k = 0, 1, · · · , where L k (x) are Laguerre polynomials. The variance of estimating each subsequent coefficient in this basis is growing polynomially in k. The method works very well for a collection of functions that can be approximated by a linear combination of a few Laguerre functions. However, if f requires a relatively large number of terms in its representation, the accuracy of estimation will suffer.
In the last decade, a great deal of effort was spent on recovery of an unknown function f from its noisy observations using flexible dictionaries. In particular, if the dictionary is large enough and f has a sparse representation in this dictionary, then f can be recovered with a much better precision than, for example, when it is expanded over an orthonormal basis. A variety of techniques have been developed for solution of those problems such as likelihood penalization methods and greedy algorithms. The most popular of those methods (due to its computational convenience), Lasso and its versions, have been used for solution of a number of theoretical and applied statistical problems (see, e.g., [3] , [6] , [13] , [25] , [34] , and also [5] and references therein). However, application of Lasso is based on minimizing the empirical likelihood and, unfortunately, requires stringent assumptions on the dictionary {ϕ k } p j=1 , the, so called, compatibility conditions. While these conditions may be satisfied for the functions ϕ j in the original dictionary, they usually do not hold for their images Qϕ j due to contraction imposed by the operator Q.
In order to illustrate this issue, expand f over the dictionary as f θ = p j=1 θ j ϕ j . Then, q θ = p j=1 θ j u j with u j = Qϕ j . In a nutshell, in order Lasso can recover vector of coefficients θ correctly, matrix A with elements A kj = u k , u j should be such that its sub-matrices of a small order have eigenvalues that are uniformly separated from zero and infinity (see, e.g. [3] ). The latter usually does not hold for the ill-posed problems where the smallest eigenvalue can decrease polynomially or even exponentially as a function of j.
In order to circumvent this difficulty, instead of matching the expansion q θ to data y, we invert each of the dictionary functions ϕ j and match expansion f θ to the true function f . This approach has several advantages. First, it allows to use Lasso in a prediction setting where it requires much milder assumptions. In this setting, Lasso can deliver the, so called, slow rates of convergence under practically no assumptions on the dictionary. In addition, inverting fully known functions ϕ j is an easier task than inverting an unknown function measured with noise. In addition, the variances of the inverted images can be viewed as a "price" of including each of the dictionary functions ϕ j . In order to ensure that the estimator f θ attains fast convergence rates, we formulate a compatibility assumption and discuss sufficient conditions that guarantee its validity.
The methodology allows application to a variety of extensions. First, general formulation (1.1) enables one to solve several types of inverse problems as one paradigm: with very minor modifications, the above technique can be used for estimation of a mixing density in a continuous mixture. Second, even if the exact inverse images of the dictionary functions do not exist, one can use the approximate ones and take advantage of the exact knowledge of the dictionary functions which allows the optimal bias-variance decomposition. Finally, we we consider the case when equation (1.1) is reduced to matrix formulation and show that compatibility assumptions can be weaken if the dictionary is constituted by random vectors. We examine the choices of non-structured random dictionaries (Gaussian or Bernoulli) as well as structured random dictionaries obtained by "whitening" the original dictionary {ϕ k } p j=1 . To the best of our knowledge, application of random dictionaries to solution of linear inverse problems is novel and has not been previously proposed.
The rest of the paper is organized as follows. After introducing notations (Section 2), in Section 3, we explain how Lasso can be applied to solution of a general linear inverse problem (1.1). We introduce compatibility assumption which guarantees that the Lasso estimator attains fast convergence rates for any function f which has a sparse representation in the dictionary. In Section 4, we discuss this compatibility assumption and formulate simpler sufficient conditions under which it holds. Section 5 shows that similar approach can be used for estimating a mixing density from observations of a continuous mixture. At last, in Section 6, we study the case when the dictionary consists of random vectors. Section 7 contains examples of applications of Lasso to the models studied in the previous sections. In particular, in Section 7.1, we consider an example of Laplace deconvolution. Section 7.2 deals with estimation of the unknown density of the matrix parameter of the Wishart distribution. Section 8 presents a limited simulation study. Section 9 concludes the paper with discussion of the results, their advantages and limitations. Finally, Section 10 contains proofs of the statements formulated in earlier sections.
Notations
In the paper, we use the following notations.
• For any vector t ∈ R p , denote its ℓ 2 , ℓ 1 and ℓ 0 norms by, respectively, t 2 , t 1 and t 0 .
Similarly, for any function f , denote by f 2 , f 1 and f ∞ its L 2 , L 1 and L ∞ norms.
• For any matrix A, denote its spectral and Frobenius norms by, respectively, A and A 2 . Notation A > 0 or A ≥ 0 means, respectively, that A is positive or non-negative definite. Denote determinant of A by |A| and the largest, in absolute value, element of A by A ∞ .
• Denote P = {1, · · · , p}. For any subset of indices J ⊆ P, subset J c is its complement in P and |J| is its cardinality. Let L J = Span {ϕ j , j ∈ J}.
• If J ⊂ P and t ∈ R p , then t J ∈ R |J| denotes reduction of vector t to subset of indices J.
• Denote by λ min (m; Φ) and λ max (m; Φ) the minimum and the maximum restricted eigenvalues of matrix Φ λ min (m; Φ) = min
Also, denote by ̺(Φ) the maximum of a non-diagonal element of matrix Φ:
Whenever there is no ambiguity, we drop Φ in the above notations and write simply λ min (m), λ max (m) and ̺.
3 Lasso solution of a general linear inverse problem 
where η(g) is a Gaussian random variable with zero mean and variance g 2 2 such that E[η(g 1 )η(g 2 )] = g 1 , g 2 . Denote by Q * the conjugate operator for Q, so that Qf, g H 2 = f, Q * g H 1 for any f ∈ H 1 and g ∈ H 2 . Unless there is an ambiguity, in what follows, we denote the scalar product induced norms in both H 1 and H 2 by · 2 .
Let {ϕ j , j ∈ P} be a dictionary such that functions ϕ j are linearly independent and ϕ j 2 = 1. Denote by f the true solution of the problem (1.1) and by f θ the projection of this true solution on the linear span of functions {ϕ j , j ∈ P} where, for any t ∈ R p
If function f were known, we would search for the vector of coefficients θ as a solution of the optimization problem θ = arg min
where f t is defined in (3.2) . Note that, although f is unknown,
is the sum of the three componrnt where the first one, f 2 2 , is independent of t, and the second one, f t 2 2 is completely known. In order to estimate the last term in (3.3), we assume that the following condition holds:
Note that ν j > 1 can be viewed as the "price" of estimating coefficient θ j of f θ . While, in the regression set up, this "price" is uniform for all coefficients, this is no longer true in the case of ill-posed problems. Under Assumption A0, one can write
For this reason, we can replace β j = f, ϕ j H 1 in (3.3) by its estimator
and estimate the vector of coefficients θ by 6) where the value of α will be defined later. Note that one of the advantages of our approach is that we are using Lasso for solution of the prediction problem where it requires milder conditions on the dictionary. In particular, the, so-called, slow Lasso rates for the solution hold with no additional assumptions on the dictionary.
Theorem 1 Let Assumption A0 hold. Then, for any τ > 0 and any α ≥ α 0 , with probability at least 1 − 2p −τ , one has
where
In order to obtain fast convergence rates, Lasso relies on validity of the, so-called, compatibility assumption (see, e.g., [5] ). In order to formulate it, consider a matrix Υ = diag(ν 1 , · · · , ν p ) and a set of p-dimensional vectors
We assume that the following condition holds:
(A) Matrices Φ and Υ are such that
Under condition (3.10), one obtains fast convergence rates for Lasso estimator.
Theorem 2 Let Assumptions A0 and A hold. Then, for any τ > 0 and α = α 0 (µ + 1)/(µ − 1), with probability at least 1 − 2p −τ , one has
Therefore,
Note that inequality (3.12) ensures that, up to a log p factor, the estimator f θ attains the minimum possible mean squared error for a particular function of interest f as long as compatibility factor κ(µ, J) stays uniformly bounded below. Indeed, if f were known, one would choose J ⊆ P and estimate f by its projection on L J , so that the overall error is bounded below by
where λ min (·) is defined in (2.1). Since functions {ϕ j , j ∈ P}, are linearly independent, κ 2 (µ, J) is always positive, however, its lower bound can be too small. In the next section, we discuss sufficient conditions that guarantee that κ 2 (µ, J) is uniformly bounded below by a quantity which is separated from zero.
Remark 1 Approximate inverse images of the dictionary functions. Though Assumption (A0) requires existence of the exact solution ψ j of equation Q * ψ j = ϕ j , the method can be applied even if an approximate solution is used. Indeed, let ϕ j,δ be such that ϕ j,δ − ϕ j ≤ δ j and ψ j,δ be the solution of the equation Q * ψ j,δ = ϕ j,δ with ν j,δ = ψ j,δ < ∞. Note that the advantage of the above approach is that both the functions ψ j and the operator Q * are completely known, so one can find an ideal bias-variance balance while constructing the estimator ψ j,δ . Indeed, if δ j ≤ C δ ǫ 2(τ + 1) log p for every j ∈ P, then proofs of Theorems 1 and 2 hold with the only difference that ν j is replaced by ν j,δ and the value of λ needs to be chosen larger by the factor
Remark 2 Observational model. Although we consider an "idealized" white noise model, results of this section can be easily extended to the case when y is observed at n design points x 1 , · · · , x n , so that instead of (1.1) one has
where y, q and η are vectors in R n , q k = q(x k ), k = 1, · · · , n, and q = Qf . Note that, although vector y has only n components, the operator Q and the dictionary functions ϕ j , j ∈ P, are fully known, so matrix Φ does not change. For this reason, the fact that only a limited number of observations are available affects only estimators β j of β j in (3.4). In particular, if x k , k = 1, · · · , n, are non-random design points, β j can be estimated using numerical integration. In this case, one needs to impose a lower bound on the number of observations n in order to to ensure that the values of β j are close to β j for all j ∈ P.
Discussion of the compatibility condition
Note that condition (3.10) is guaranteed by combination of two kinds of assumptions. As we have already mentioned, since the "price" of estimating coefficients varies from one dictionary function to the other, one needs to make sure that Lasso selects coefficients with relatively low variances and sets to zero the ones with high variances. This would be useful if the true function f does not have those components. For this purpose, we consider the set of subsets J ⊂ P such that
We assume that the true function f is such that its best approximation can be achieved using J ∈ G(C ν ).
(A1) For some C ν > 0 one has
Note that Assumption A1 is natural and is similar to the usual assumptions that f is smooth and does not have fast oscillating components. In the context of the ill-posed problems, Assumption A1 means that f is not "too hard" to estimate.
The second condition needs to ensure that the dictionary {ϕ j , j ∈ P} is incoherent. The latter can be warranted by one of the following alternative assumptions introduced in [3] . In what follows, λ min , λ max and ̺ refer to matrix Φ.
(A2(a)) For some s, 1 ≤ s ≤ p/2, some m ≥ s and some constant C 0 one has
where λ min (s + m) and λ max (m) are restricted eigenvalues defined in (2.1).
(A2(b)) For some s, 1 ≤ s ≤ p/2, and some constant C 0 one has
where ̺ is defined in (2.2).
If Assumption A1 is valid, then one can replace J ⊂ P by J ∈ G(C ν ) in the inequality (3.12). For J ∈ G(C ν ), Assumption A2(a) (or A2(b)) yields a convenient lower bound on the compatibility factor κ(µ, J). In particular, small modifications of Lemma 4.1. of [3] leads to the following result:
Combination of (3.12) and (4.5) ensures that if f allows sparse representation in the dictionary {ϕ j , j ∈ P}, so that set J in Assumption A1 has at most s components, then Lasso provides an optimal (up to a logarithmic factor) representation of the function f . , with probability at least 1 − 2p −τ , one has
Finally, we comment about the choice of m in Assumption A1. Similarly to regression set up, this choice depends on the rate of decline of the minimal eigenvalues of the order m sub-matrices of Φ (see, e.g., [3] ).
Remark 3 Invertible dictionary matrix.
Note that if one imposes a somewhat stronger condition max
for some κ 0 > 0, then λ min (Φ) ≥ 1 − κ 0 ≥ κ(µ, J) and Assumption A holds. This is a "lowdimensional" application of Lasso technique which, however, may be of use in some practical situations.
Lasso recovery of a mixing density in a continuous mixture
In this section we show that, with a small modification, the method used in the previous sections, can be applied to estimation of the mixing density in a continuous mixture. Consider the situation when one observes a random sample Y 1 , Y 2 , · · · , Y n from an unknown probability density function q(y) of the form
where g(y|x) is the known conditional density and f (x) is an unknown mixing density of interest. If g(y|x) = g(y − x), then problem (5.1) reduces to the extensively studied density deconvolution problem (see, e.g., [26] and references therein). In a general set up, problem (5.1) is usually solved by expanding f over some orthonormal dictionary and then recovering coefficients of the expansion (see, e.g., [21] and [33] ). The shortcoming of this approach is that, if f does not have efficient representation in the chosen basis and requires many terms in its expansion, this leads to the poor precision of the resulting estimator. For this reason, using a large flexible dictionary seems to be an attractive alternative. Let, as before, {ϕ k } p k=1 be a dictionary and function f be expanded over this dictionary yielding its approximation (3.2). The goal is to recover the vector of coefficients θ. By introducing a linear operator
one can essentially reduce the problem (5.1) to (1.1). Note that, despite the fact that the idea of this section seems to be similar to [7] , we consider a different problem and apply a completely novel approach. Indeed, although in [7] , the authors estimated the unknown pdf by an expansion over an incoherent dictionary with coefficients subsequently recovered by Lasso, they assumed that observations from the density of interest are available which makes their problem similar to the regression problem. On the contrary, in our case, observations from the density of interest are unavailable which leads to the difficulties that are experienced in the context of the ill-posed linear inverse problems. Really, though expansion (3.2) leads to q = j θ j u j with u j = Qϕ j , due to contraction, the system of functions {u j , j ∈ P} does not meet compatibility condition even if {ϕ j , j ∈ P} does. On the other hand, if one starts with an incoherent dictionary {u j , j ∈ P}, the system of functions v j = Q −1 u j may be totally inappropriate as the dictionary for estimating f .
In order to apply methodology of Section 3, we define new values of β j and ν j
We search for θ as a solution of optimization problem (3.6) with β j and ν j given by (5.2). Then, the following statement is true.
Theorem 3 Let Assumptions A0 and A hold. Let β j and ν j be defined in (5.2) , τ be any positive constant and α 0 = 2 n −1/2 (τ + 1) log p. If n ≥ N 0 = 4 9 (τ +1) log p, then, for α = α 0 (µ+1)/(µ−1), with probability at least 1 − 2p −τ , one has
] which leads to a smaller overall error, provided the number of observations n is large enough, in particular,
.
Solution of linear inverse problems using random dictionaries
Although Lasso allows computationally efficient estimation and model selection, its main drawback is that, even in prediction set up, it requires quite stringent assumptions on the dictionary. Since it is a challenge to devise a fixed dictionary which satisfies Assumption A2(a) or A2(b), we propose to use a random dictionary which satisfies a similar assumption on the average. The advantage of this approach is that one can obtain a dictionary which satisfies a condition similar to A2(a) for any values of m and s, provided the number of observations n is large enough. In order to exploit this option, we consider a matrix version of the general equation (1.1)
where y, q, f ∈ R n and matrix Q ∈ R n×n . Here, matrix Q is invertible but its lowest eigenvalue is very small, especially, when n is relatively large. General equation (1.1) reduces naturally to formulation (6.1) by, either expanding y and f over some collection of basis functions, or by measuring them at some set of points. Our objective is to expand f over an overcomplete dictionary ϕ j ∈ R n , j ∈ P and then use Lasso technique for recovering coefficients of the expansion. Consider matrix B with vectors ϕ j , j = 1, · · · , p, as its columns and row vectors b k , k = 1, · · · , n, as its rows. We assume that row vectors b k , k = 1, · · · , n, are mutually independent and are independent of the noise vector η. Also, similarly to [24] , we impose the following "Restricted Isometry in Expectation" condition which replaces condition A2(a):
(A2(c)) Let J ⊂ P and B J ∈ R n×|J| be a reduction of matrix B to columns ϕ j with j ∈ J. We assume that for some ℵ ≥ 1 there exist two positive constants, λ max (ℵ) and λ min (ℵ), such that for all subsets J with cardinality |J| ≤ ℵ and any vector v ∈ R |J| , one has
i.e., 0 < λ min (ℵ) = λ min (ℵ;
In order Assumption A2(c) ensures validity of Assumption A2(a), we need to enforce an additional condition which guarantees that elements of the random dictionary are bounded (at least, with a high probability) and that the number of observations n is large enough, so matrix
is close to its expectation.
(A3) There exists V < ∞ such that for any k = 1, · · · , n, one has E[ϕ
is the k-th component of vector ϕ j . Moreover, for any τ ≥ 1 and for all subsets J with |J| ≤ ℵ, there exists a positive constant U τ = U τ (ℵ) and a set W τ ∈ R n×p such that, one has
Here, (b J ) k is the k-th column of matrix B T J .
For some 0 < h < 1 and 1 ≤ ℵ ≤ p, we define
The following statement ensures that under Assumptions A2(c) and A3, the lowest eigenvalues of matrices Φ J of size |J| ≤ ℵ are separated from zero.
Lemma 2 Let Assumptions A2(c) and A3 hold. Let n ≥ N (ℵ) and τ in (6.4) be large enough, so that
Then, for any J ⊂ P and matrix Φ J defined in (6. 3) one has
where W τ is the set of points in R n×p such that condition (6.4) holds. Moreover, on the set W τ , with probability at least 1 − 2p −τ , one has simultaneously
In a view of Lemma 2, we define
and obtain an estimator f θ of f using (3.2) where the vector of coefficients t = θ is constructed as
Then, the following statement is valid.
Theorem 4 Let Assumptions A0, A1, A2(c) and A3 be valid with ℵ = (H + 1)s where, for some h ∈ (0, 1), one has
Let condition (6.6) hold and let n ≥ N (ℵ) where N (ℵ) is defined in (6.5) . Denote
Then, for any τ > 0 and α = (µ + 1)/(µ − 1) 2(τ + 1) log p, with probability at least
where f L J is the projection of f onto Span{ϕ j , j ∈ J} and the set G(C ν ) is defined in (4.1) . Moreover, if the set J in Assumption A1 has at most s components, | J| ≤ s, then, with probability at least 1 − 5p −τ , one has
Conditions of Theorem 4 hold for a number of dictionaries. Below, we provide just a few examples.
Example 1 Normally distributed dictionary
i are independent standard Gaussian variables, so that V = 3 and ((b J )) i 2 2 , i = 1, · · · , n, are independent chi-squared variables with |J| = ℵ degrees of freedom. Using inequality (see, e.g., [4] , page 67)
for any i = 1, · · · , n, and any τ 1 ≥ 0, derive
Choose any τ > 0 and set τ 2 1 = 2τ log p. Then, using a standard bound on the maximum of n Gaussian variables one obtains that Assumption A3 holds with U 2 τ = ( √ ℵ + 2 √ τ log p) 2 and, for any ℵ ≥ 1 one has
It is easy to check that V = π < 1 and U 2 τ (ℵ) = ℵ. The value of κ is given by formula (6.13).
Although random dictionaries featured in Examples 1 and 2 ensure validity of the compatibility condition for any level of sparsity, their shortcoming lies in the fact that none of the elements of the dictionary represents a continuous function. In order to construct a dictionary which combines advantages of the non-random dictionary and unstructured random dictionary, one can multiply the two matrices as we show below.
Example 3 Structured continuous random dictionary
Consider a non-random dictionary {ϕ k , k = 1, · · · , m} where each vector ϕ k represents a continuous function (e.g., ϕ
k is the value of the function ϕ k at the i-th design point, i = 1, · · · , n). Denote the matrix with columns ϕ k , k = 1, · · · , m, by B. Now, construct a random matrix U ∈ R m×p with elements u k,j = U (k,j) , the i.i.d. standard Gaussian random variables. Denote W = BU/ √ m and let Φ = n −1 W T W. Let, as before, J ⊂ P and U J be the reduction of matrix U to |J| columns with j ∈ J. Denote W J = BU J / √ m and
Indeed, the first identity is self-evident. Validity of the second identity in (6.14) follows from the fact that
The third identity can be proved in a similar manner. Since W has the matrixvariate Gaussian distribution, formula (6.14) ensures that rows of matrix W are independent and that the random dictionary W satisfies Assumption A2(c). The fact that Assumption A3 holds is guaranteed by the following Lemma.
Lemma 3
For the dictionary W = BU/ √ m, Assumption A3 holds with
7 Applications of the theoretical results
Solution of a noisy version of the Laplace deconvolution equation
Consider Laplace deconvolution problem where one is interested in estimating an unknown function f (z) on the basis of observations (1.1) where
and function g is assumed to be known. Equation (7.1) is the, so called, Laplace deconvolution equation and it appears in many practical applications (see, e.g., [1] or [19] and references therein). Exact solution of (7.1) can be obtained by using Laplace transform. However, direct application of Laplace transform for discrete measurements faces serious conceptual and numerical problems. The inverse Laplace transform is usually found by application of tables of inverse Laplace transforms, partial fraction decomposition or series expansion (see, e.g., [27] ), neither of which is applicable in the case of a discrete noisy version of Laplace deconvolution. Since the approach of the paper is based on inverting integral operators for completely known functions, it appears to be particularly useful in this situation.
Note that (7.1) implies that
Exact solutions of equations Q * ψ = ϕ, with ψ(x) = 0 when x < 0, can be obtained using WienerHopf method (see, e.g., [14] ). In particular, consider the situation when g(x) is of the form
For example, g has representation (7.3) when it is expanded over the system of Laguerre functions with m + r terms (see [12] and [31] ). The following statement provides an explicit expression for the solution ψ.
Lemma 4 Let g(x) be of the form (7.3). Denote
and let
Consider the partial fractions decomposition
where ω j2 = 0, ω j2 < 0 for j ≤ M 0 and ω j2 > 0 for M 0 + 1 ≤ j ≤ M . Then, for any ϕ, the solution ψ of equation Q * ψ = ϕ is given by
Choose the following collection of functions D = ϕ j ≡ ϕ l j ,b j , j ∈ P with b j > 0 and nonnegative integer l j where
Then, functions ψ j = ψ l j ,b j , j ∈ P, in Assumption A0 can be obtained using formula (7.4) with ϕ j = ϕ l j ,b j . In order to apply the Lasso method, we need to check validity of condition A2(a) or A2(b). Specifically, the following lemma provides upper bounds for the non-diagonal elements of the matrix Φ.
It is easy to see that ν j = ψ l j ,b j 2 < ∞, so one can carry out Lasso estimation provided the dictionary D satisfies one of the Assumptions A2(a) or A2(b). Due to the fact that cosh(x) > 1 2 e |x| , for ̺ defined in (2.2), one obtains that
(7.7) Therefore, for any pair of indices j, k ∈ P such that l j ≤ l k provided b j ≥ b k , one has then
Hence, ̺ can always be made small enough to satisfy Assumption A2(b) by choosing an appropriate sequence of parameters (l j , b j ).
Estimation of the density of the matrix parameter of the Wishart distribution
Let Y|X ∼ Wishart(m, X), where X, Y ∈ R r×r are symmetric positive definite r-dimensional matrices:
where Γ r (a) is the multivariate gamma function
(see, e.g., [20] , Section 1.4). We are interested in estimating the probability density function of the unknown matrix parameter X. It is a well known fact that, even for moderate values of r, an estimator will suffer from the curse of dimensionality. In order to circumvent this difficulty, we estimate the pdf of the matrix parameter X by a mixture of inverse Wishart densities hoping that the true density f (X) either belongs to this class or is well approximated by it. In particular, we assume that
with 2r < γ < m − r, where u(X|A, γ) is the inverse Wishart density and C A is the normalizing constant, so that u(X|A, γ) has the unit L 2 -norm:
By direct calculations it is easy to check that
Now, one can verify that functions ψ j (Y) are of the forms
where C A is defined in (7.11) and v(Y|A, γ) is the solution of the equation
Here g(Y|X) and u(X|A, γ) are defined by, respectively, formulae (7.8) and (7.10) , and the integral is calculated over the space Y of all (r × r) symmetric non-negative definite matrices. By straightforward evaluations, derive that 
The latter yields the following upper bound for the maximum value of the function
Therefore, estimation can be carried out using ν j = ψ A j ,γ j ∞ as it is described in Section 5.
Simulation study
In order to measure the performance of the procedure suggested in the paper we carried out a limited simulation study. We considered a Laplace convolution equation ( We chose m 1 = 8, m 2 = 32, giving the total of m = 256 dictionary elements. We evaluated the dictionary functions as well as the kernel function on a fine grid, scaled them to have unit norms and form matrix B with columns ϕ j , j = 1, · · · , m.
In order to generate observations, we generated values of functions f and g on a fine grid. Vector q was evaluated by numerical integration as q = Qf and, subsequently, vector y was calculated at n observation points as y = q + σξ where ξ ∈ R n is a standard normal vector, which corresponds to ǫ = σ T /n (see [1] ).
We formed matrix B with columns ϕ j , j = 1, · · · , m and experimented with two types of dictionaries: the fixed dictionary W = B and the the structured random dictionary obtained as 
with γ = W(W T W) +β where (W T W) + is the Moore-Penrose inverse of matrix W T W.
In order to implement minimization in (8.1), we used function LassoWeighted in SPAMS MatLab toolbox [28] . We calculated α max as the value of the Lasso parameter that guarantees that all coefficients in the model vanish. We created a grid of the values of α = α max * i/N , i = 1, · · · , N , with N = 200. As a result, we obtain a collection of estimators θ = θ(α). Finally, we estimate bŷ f =f (α) = W θ(α).
As a benchmark, we selected the best possible parameter α = α 0 as the value which minimizes the norm of the difference between the true function and its Lasso estimator, f − f 2 . In practice, f is unavailable and parameter α is chosen by cross validation. In particular, we set α =α wherê
withp being the number of nonzero coefficients in the model. Sincep is the unbiased estimator of the number p(α) of parameters in the model (see [29] ),α can be viewed as the SURE estimator of α 0 .
We compared the Lasso estimatorf with the estimatorsf svd andf Lag wheref svd is recovered by the singular value decomposition (SVD) andf Lag is obtained by expanding the unknown function f over the system of Laguerre functions φ k (t) = e −t/2 L k (t), k = 0, 1, . . . , where L k (t) are Laguerre polynomials (see, e.g., [18] )
The Laguerre functions dictionary has been proven to be extremely efficient for Laplace deconvolution (see, e.g., [12] ). We used K s eigenbasis functions for SVD and K L Laguerre functions for the Laguerre function solution. In order to simplify our numerical work, in both cases we used the "ideal" number of terms by choosing K s and K L that minimize the "true" errors f svd − f 2 and f Lag − f 2 . Therefore, precision of the estimatorsf svd andf Lag is somewhat higher than it would be in a real life situation where K s and K L should have been estimated from data. We carried out numerical experiments with σ = 0.055 (SNR = 1) and σ = 0.110 (SNR = 0.5). Figures 1-3 present simulations results. In particular, Figure 1 demonstrates the true function q and vector y with σ = 0.055 and σ = 0.110, respectively. Figure 2 shows the three estimators of function f : the Lasso estimatorf with Lasso parameterα derived by cross validation, the SVD estimatorf svd with K s eigenvectors and the Laguerre function estimatorf Lag with K L terms. Figure 3 exhibits Lasso estimatorsf (α) andf (α 0 ) with the parameter α chosen, respectively, by cross validation and by minimizing the difference between the estimatorf (α) an the true vector f .
The table below compares the accuracy of the Lasso estimators with the estimators obtained by the SVD decomposition and the estimator based on Laguerre functions expansion. Precision of an estimator is measured by its mean squared error R(f ) = n −1/2 f − f 2 averaged over over 50 simulation runs (and its standard deviation in parentheses). Columns 1 -4 present the values of R(f ) for the Lasso estimators. Columns 1 and 2 display the errors of the Lasso estimators based on a fixed dictionary and the values of α chosen as α = α 0 (column 1) and α =α (column 2). We refer to these estimators, respectively, asf Las,F ix (α 0 ) andf Las,F ix (α). Similarly, columns 3 and 4 display the errors of the Lasso estimators based on the structured random dictionary with α = α 0 (column 3) and α =α (column 4). We denote those estimators asf Las,Ran (α 0 ) andf Las,Ran (α). The last two columns show R(f ) for the SVD estimatorf svd (column 5) and the Laguerre functions based estimatorsf Lag (column 6) with the number of terms chosen by minimizing the actual errors The average values of R(f ) for the Lasso estimators, the SVD estimators and the Laguerre functions based estimators over 50 simulation runs. Columns display R(f Las,F ix (α 0 )) (column 1), R(f Las,F ix (α)) (column 2), R(f Las,Ran (α 0 )) (column 3), R(f Las,Ran (α)) (column 4), R(f svd ) (column 5) and R(f Lag ) (column 6), where the the number of terms for the last two methods were chosen by minimizing the actual estimation errors. Standard deviations of the errors are listed in the parentheses.
Results in Table 1 confirm that procedure developed in the paper has good computational properties and that Lasso techniques show better precision than either of its competitors, especially when the noise level is high. This happens in spite of the fact that we chose a set up which is not entirely beneficial for the Lasso technique. To start with, we intentionally picked up a function f which has fairly good representation in the Laguerre functions basis. The discrepancy is much higher if the latter is not true. In addition, in order to be fair, one should compare the Lasso estimator with parameter α chosen via cross validation to the SVD or the Laguerre functions based estimator with the number of terms selected by a data driven technique. Since we did not undertake an effort of doing this, for an honest comparison, one should look at the precision of the Lasso estimator with α = α 0 . Finally, in our simulations, we intentionally chose a basis which does not satisfy condition (A2). If the values of b k were further apart, the Lasso estimator would be more accurate.
The precision of the Lasso estimator based on a structured random dictionary is somewhat lower than the one based on a fixed dictionary due to a fact that the true function does not have exact compact representation in the random dictionary (it has exact representation in the fixed dictionary {ϕ j }), and the technique relies on both the large number of dictionary functions and the Lasso ability to pick up the appropriate ones for derivation of an accurate estimator of the unknown function f .
Discussion
In the present paper we considered application of Lasso to a general linear inverse problem. The approach is based on inverting of each of the dictionary functions and matching the resulting expansion to the true function f . We put a solid theoretical foundation under the suggested methodology and study its performance via simulations. We also show how the technique suggested in the paper can be extended to the problem of estimation of a mixing density in a continuous mixture and to application of random dictionaries.
Although in the paper we investigate the white noise formulation of the problem, the theory can be easily extended to the case of discrete observations with Gaussian or sub-Gaussian noise. In addition, as we mentioned in Remark 1, the methodology can be used even if the inverse images of the dictionary functions do not exist and are replaced by their estimated versions. Moreover, although in the paper we assume that the linear operator Q is completely known, the theory can be extended to the case when operator Q is measured with error or is estimated from the data. The advantage of the approach of the paper is that it naturally partitions the problem of solution of a linear inverse problem with a noisy operator and a right hand side measured with error into two easier problems: solution of an inverse linear problem with the noisy operator and the completely known right hand side, and estimation of the linear functional of the right hand side on the basis of its noisy version. However, solution of general linear ill-posed problems with noisy operators lie outside the scope of the present paper and will be treated in future.
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Proofs
Proof of Theorem 1. Let β and z be the vectors with components β j = f, ϕ j H 1 and z j = y, ψ j H 2 , j = 1, · · · , p. Then, due to (3.4), one has
where vector ζ is such that
Following Dalalyan (2014) , by K-K-T condition, we derive for any t ∈ R p Proof of Theorem 2. Denote d = θ − t and observe that, due to |t j | − | θ j | ≥ | θ j − t j | and | θ j | ≥ | θ j − t j | − |t j |, inequality (10.4) implies that, for any set J ∈ P, one has
Let α = α 0 (µ + 1)/(µ − 1), so that (α + α 0 )/(α − α 0 ) = µ. Now, we consider two possibilities.
If µ j∈J ν j |d j | < j∈J c ν j |d j |, then
j∈J c ν j |t j | and (3.11) is valid. Otherwise, d ∈ J (µ, J) and, due to compatibility condition (3.10), one has
Using 2ab ≤ a 2 + b 2 , obtain
Plugging the value of α 0 , we again obtain that (3.11) holds. In order to prove (3.12), choose
Proof of Lemma 1. Since ϕ j = 1 and, for J ∈ G(C ν ), one has, d J c 1 ≤ µC ν d J 1 for any d ∈ J (µ, J), validity of the lemma follows from Lemma 4.1. of [3] Proof of Theorem 3. The proof is identical to the proof of Theorem 2 except for the fact that ζ j are no longer normally distributed. Indeed, in this case, β j − β j = ζ j and
The proof is based on application of Bernstein inequality: 
In order to complete the proof, recall that n ≥ N 0 .
Proof of Lemma 2.
In order to simplify the notations, we set λ max (ℵ) = λ max and U τ (ℵ) = U τ . Consider random matrices
, where (b J ) i is the i-th column of matrix B T J . Then, ξ i are i.i.d. with Eξ i = 0. We apply the matrix version of Bernstein's inequality, given in Tropp [30] : Proposition 1 (Theorem 1.6, Tropp (2011)) Let ξ 1 , . . . , ξ n be independent random matrices in R m 1 ×m 2 such that E(ξ i ) = 0. Define
and suppose that ξ i ≤ T for some T > 0. Then, for all t > 0, with probability at least 1 − e −t one has
)
Similarly to [24] , in order to find σ ξ , note that
τ λ max , since and λ max ≤ U 2 τ . Similarly, since matrices ξ i are symmetric, one obtains
so σ 2 ξ = 22 U 2 τ λ max . Now, we need to establish an upper bound for ξ i . Note that, since (b J ) 1 is a row vector, by Assumption A3 one has
τ . Therefore, Theorem 1 yields that for any r > 0, with probability at least 1 − 2p −r one has
In order to apply inequality (10.8) = inf
for any z ≥ z r + p −τ ℵ √ 2V . Note that condition (6.6) ensures that p −τ ℵ √ 2V ≤ z r /4, so that z = 5z r /4.
Finally, we need to check that z ≤ hλ min . The latter is ensured by condition (6.5). In order to complete the proof, observe that λ min (Φ J ) ≥ λ min (EΦ J ) − Φ J − EΦ J and λ max (Φ J ) ≥ λ max (EΦ J ) + Φ J − EΦ J . so that E (w J ) i 2 2 ≤ |J| B 2 ∞ . Now, note that for any i and j, and any τ 2 > 0, by Hoeffding inequality (see [32] where, for any function G, we denote byĜ(ω) its Fourier transform.
Since the roots are ordered so that ω j2 < 0 for j = 1, · · · , M 0 ≤ L and ω j2 > 0 for j = M 0 + 1, · · · , M , ψ(ω) can be written as
Therefore, taking into account that for any ω 1 and ω 2 one has 
Proof of Lemma 5.
In order to prove (7.6), observe that elements of matrix Φ are of the form
Let l 1 = l 2 . Denote d = |l 1 − l 2 | = max(l 1 , l 2 ) − min(l 1 , l 2 ) and l = min(l 1 , l 2 ). Then, l 1 + l 2 = 2l + d and, using inequality log(1 − x) ≤ −x for 0 < x < 1, one derives In order to obtain an upper bound for R 2 (l 1 , l 2 ; b 1 , b 2 ), denote h = b 1 /b 2 . Then, Combining (10.11) and (10.12), obtain (7.6).
