Abstract. The paper proposes a novel method for feedback stability evaluation for linear time-varying, discrete-time control systems. It is assumed that the time-varying system can be described by the general discrete-time, time-varying state space model and by the equivalent linear input-output (transfer) operator. The method extends feedback stability concepts for systems given in a general linear time-varying, discrete-time form, not only in the Lurie form. In the paper selected short-time stability concepts are employed for inference about feedback stability of systems defined on an infinite time-horizon. Theoretical considerations are complemented by numerical examples.
Introduction
Many control design methods for linear time-invariant systems take advantage of closed-loop stability. The time-invariant character of the system is required for the frequency domain transformations (Laplace, Fourier and Z transform). The classical approach for discrete-time systems is based on the transformation to the Z domain. Until now there have existed some extensions for nonlinear [1] [2] [3] and time-varying systems feedback stability analysis. The main approach is based either on Lyapunov methods [4] [5] [6] , or on extension of the Nyquist theory proposed by Popov [7] [8] [9] Yakubovich and Kalman [10] [11] [12] . These methods are applicable for a class of time-varying systems called Lurie systems, see Fig. 1 . The Lurie system can be described by a cascade of a static element, including nonlinear and time-varying connected with linear time-invariant dynamical system [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . The main limitation of the method in respect to applications for timevarying systems analysis is assumed, by analogy to the Hammerstein model form of the system, e.g.: static time-varying element connected with dynamic, linear time invariant part. The main aim of the paper is to formulate a theorem and propose rules applicable for the feedback stability analysis for linear time-varying, discrete-time systems.
The feedback system under consideration is a time-varying system with feedback loop shown in Fig. 2 . The linear timevarying approach is of relevant interest in an adaptive control, multi-model design with improved transient performances and switching operations in piecewise affine systems. In order to describe the dynamics of time-varying discrete-time systems, one can use difference equations with time-dependent coefficients or a generalized description employing state equations with time-dependent matrices in following form:
where
p×m are system matrices, k ∈ {k 0 , ..., k 0 + N − 1} where k 0 ∈ Z and N is length of the time horizon. For infinite time horizon N = ∞. For single input single output systems m = 1, p = 1.
Stability of an linear time-varying (LTV) system without feedback was considered in e.g. [20] [21] [22] [23] [24] . The problems are slightly different from those for LTI systems. It is well-known that unforced piecewise constant linear systems, which associated matrix of dynamics takes values in a set of strictly Hurwitzian matrices, are not guaranteed to be exponentially stable [6, [25] [26] [27] . Instability can occur when an infinite number of switches between elements of that set are performed. A surprising result is that time-varying systems with constant and strictly stable eigenvalues may be unstable if the parameters of the dynamics matrix do not vary at a sufficiently small slope [27, 28] .
Operators notation
In order to describe the dynamics of time-varying discretetime systems, one can employ state space equations with timedependent matrices given by Eqs. (1)- (2) . Alternatively, the model may be described by means of operators. Equations (1)-(2) can be converted into following operators form:
In order to make the system (3) equivalent to the system (1)-(2), operators T = C L B + D and C N must be defined in the following way:
. . .
In order to analyze the stability of the system, one has to know operators T and N which can be expressed with the help of the above operators. Operator N can be neglected when initial conditions are zero.
Operators of state x, output y and input v have the following notations:
For single input single output systems, considered in the paper input and output vectors v (k) and y (k) respectively, in each time instant k are in fact scalars. In such case input v and output y operators have the same dimensions and the transfer operator T defined by Eqs. (1)- (3) is described by a square matrix. For systems defined on finite time horizon all operators are represented by finite dimensional matrices and signals by finite dimensional vectors. Moreover, the input-output operator is a compact, Hilbert-Schmidt operator from l 2 into l 2 and actually maps bounded signals
The norm of a sequence in the Hilbert-space is understood as Euclidean norm:
The ∞-norm of a sequence in the bounded sequences space is understood as:
Norms of operators are defined in the following way:
The input/output operator T can be alternatively defined also using a set of impulse responses of a time-varying system taken at different times, e.g. for SISO system it may be written:
Generalized feedback stability for periodic linear time-varying, discrete-time systems 
Cascade of realizations
Inverse realization
Feedback connection of two realizations T 1 (forward) and T 2 (backward)
where h (k 1 , k 0 ) is the response of the system to the Kroneck-
In the case of a nonzero input-output delay operator, D = 0 and all diagonal entries of T are equal to zero. Employing operator's description of the system one can simplify a notation and easily express some operations on the system. Selected operations described using transfer operator notation with their state-space equivalents are given in Table 1 .
Stability concepts on finite time horizon
Short-time stability is a stability concept for time-varying systems which differ from well known concepts defined for timeinvariant systems. Quoting d'Angelo [35] : "Short-time stability deals with determining whether a system response lies within specified bounds over specified intervals of time when the inputs (initial conditions) are within specified bounds (...) Such concept can be of greater practical use since in many systems, the approximate operational time interval of interest is often known in advance and, due to physical limitations, inputs and outputs greater than some finite values are essentially unbounded". Definitions and detailed description of the ShortTime Stability or Finite-Time Stability and related concepts: Short-Time Nonresonance, Short-Time Boundedness one can find in many papers and books related to time-varying systems e.g. [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] .
Short-Time Stability defined in [35] corresponds to classical internal stability (non-driven systems), whereas ShortTime Nonresonance corresponds to classical input-output stability (driven systems). The strongest concept is Short-Time Boundedness containing both Short-Time Nonresonance and Short-Time Stability. The definitions below are and modified versions of Short-Time Stability and Nonresonance from [35] . Definition 1. The linear time-varying system defined on the sample interval k ∈ {k 0 , ..., k 0 + N − 1} with finite N , characterized by the following operator equation:
is said to be internally short-time stable with respect to ε 0 ,
implies that
Theorem 1.
The linear time-varying system described by the transfer operator T is internally short-time stable on the interval [k 0 , k 0 + N − 1] with respect to ε 0 , N , C x if the norm of the natural response operator satisfies the following condition
Proof.
Taking both side norms from Eq. (16) and applying triangle inequality for norms we have
Norm of state trajectory x ∞ is less then constant C x if the following condition is satisfied Bull. Pol. Ac.: Tech. 60(1) 2012
This finishes the proof.
Definition 2.
The linear time-varying system defined on the sample interval k ∈ {0, ..., N − 1} with finite N , characterized by the following operator equation:
is said to be input-output short-time stable with respect to
Theorem 2. The linear time-varying system described by transfer operator T is input-output short-time stable on the interval [k 0 , k 0 + N − 1] with respect to ε v , N , C y if the norm of the transfer operator satisfy following condition
Proof.
Taking both side norms from Eq. (20) and applying triangle inequality for norms we have
Norm of the output trajectory y ∞ is less then constant C y if the following condition is satisfied
The input-output short-time stability of the system can be judged from a norm of the finite dimensional transfer operator of the system whereas internal short-time stability can be judged from a norm of the natural response operator N.
Extension to stability on infinite time horizon
As the system transfer operator T simply define relation between input and output y = T v some important system properties i.e. stability follows directly from fundamental properties of the operator T, for example stability.
This system is called internally stable if the evolution family ϕ k i is exponentially stable, that is, ϕ k i ≤ M e −β(k−i) for some constants β > 0, M > 0 and all k ≥ i.
The system (1)- (2) is input-output stable if T is a bounded operator from M to P.
Corollary 1.
If the norm T of operator T defined on infinite time horizon is finite it can be said that the system described by transfer operator T is input-output stable. Infinite norm of the transfer operator implies the system is inputoutput unstable.
Practical applicability of above result depends whether the norm of transfer operator defined on infinite time horizon can be computed or estimated. There are exists some practical methods applicable for some classes of systems.
Norm of transfer operator defined on infinite time horizon can be also computed for periodic linear time-varying systems employing lifting technique. The paper [32] is an overview and comparison of techniques which allows to rewrite timevarying systems using time-invariant representation with increased but finite dimensions. Norm of the transfer operator for such system can be computed in similar way as for linear time-invariant systems. More description for the lifting technique for periodic time-varying systems can be found in [30] [31] [32] [33] [34] 37] .
It has been shown in [29] that a computationally efficient system norm estimate can be obtained using the running finitetime horizon approach. In particular: if the norm of a transfer operator defined on infinite time horizon is finite T = c then there exists a limit c such that
additionally
For large enough lengths of the time horizon finite time horizon norm is an approximation of the infinite time horizon norm, i.e.:
∀
It was stated in [29] that minimal length of the time horizon required for computations is dependent both on the dominant time constant of the system and the variability period of the system matrices. The method based on finite time horizon estimation can be easily applied for systems with fractional values of the switching parameter ε, i.e. for systems with fractional variability periods and other linear time-varying systems. i.e. almost periodic and almost constant systems.
Feedback stability
One of the most important tasks in the analysis and synthesis of control systems is stability testing of the feedback system. The stability test can return two results only. The results classify systems into two classes stable and unstable. Sometimes instead of such dichotomic classification one prefer to use some continuous measure. Classical frequency methods applicable for linear time-invariant systems allows to compute additional stability measures called as stability margins (gain margin and phase margin). Such measures are successfully employed in analysis and simplified synthesis of control systems. For linear time-invariant systems stability margins are defined and determined using frequency diagrams: Nyquist or Bode.
Generalisation of the concept of stability margin and method for feedback stability testing for linear time-varying systems can be done using introduced operators notation. 
According to Table 1 feedback system depicted in Fig. 2 with T 1 = T, T 2 = I can be described by equivalent feedback operator:
Taking account Corollary 1 the feedback system is stable if and only if the norm T F of equivalent feedback transfer operator is finite.
Let us recall the condition stated in the Theorem 2 T < 1.
Then following inequality holds
The term I − T is invertible with finite norm
. Then the norm T F is finite and bounded by
What proves stability of the feedback system. Consequently similar stability condition can be proved system connected with two transfer operators T 1 , T 2 . According to Table 1 equivalent feedback operator is given by
Theorem 4.
Let an open loop linear time-varying system is described by two transfer operators T 1 , T 2 . The feedback system from Fig. 3 described by transfer operator:
is stable if the norms satisfy following conditions
T 1 is finite. 
Proof.
According to Table 1 feedback system depicted in Fig. 3 can be described by equivalent feedback operator:
Let us recall the condition stated in the Theorem 2
Then following inequality holds
The term I − T 1 T 2 is invertible with finite norm
If the norm T 1 is finite. What proves stability of the feedback system.
Inequalities (27) and (28) are sufficient conditions for stability of linear time-varying feedback systems.
Having defined conditions for feedback stability for timevarying systems we can introduce a new stability measure called norm margin related to concept of stability margin (gain margin for linear time-invariant systems). 
The norm margin is given in decibels, where positive values represents expected distance to border stability of the feedback system.
The measure is defined using only sufficient condition for stability. Real distance to the border of stability for the feedback system can be equal or greater than the expected distance.
Numerical examples
The considered system is a special case of the LTV system whereas A(k) is the time-varying system matrix with invariant eigenvalues. The system is characterized by constant (timeinvariant) eigenvalues of the system matrix despite changes in its entries. This idea is borrowed from [27, 28] . The additional parameter ε allows changes of the system with a degree of non-stationarity as well as the pole location. Eigenvalues of matrix A(k) are inside the unitary circle, but can be either stable or unstable with respect to switching in the structure of the system. The important property of the system is defined by the switching interval -parameter ε. System matrices (1)-(2) are the following:
The variable κ denotes rounding towards negative infinity (floor) of the remanent (signed remainder of k/ε after division by 4). Sampling periods are equal to T p = 0.04. Eigenvalues of the matrix A(k) are independent of the parameter ε and equal to 0.5 ± 0.3873i for all k.
Value of the parameter ε have significant impact on the properties of the system. Small values ε < 2.8 implies unstable character of the system whereas large values ε ≥ 3 results in stable, switching system. For 2.8 ≤ ε < 3 the system is close to the boundary of stability. Figure 3 shows values of the estimated transfer operator 2-norm and inf-norm using norms computed on finite time In order to examine the influence of parameter ε on feedback system stability, an analysis has been carried out for 4 different values of ε equal to 3, 4, 6, and 20. Table 2 . The reciprocal of the system norm 1 T 2 represents supremum of the guaranteed stable controller gain for feedback loop system. For time-invariant systems controller gain equal to 1 T 2 corresponds to boundary stable system, whereas for time-varying system the reciprocal of the system norm is only estimate where the conservatism depends mostly on the degree of time-variability [36] of the system. Relating Table 2 to Fig. 4 it can be concluded that small values of ε i.e. ε = 3 corresponds to large conservatism -real controller gain for boundary stable feedback system is equal to 0.153, about 24 times higher, while large values of ε i.e. ε = 20 corresponds to much more lower conservatism of the estimates -real controller gain for boundary stable feedback system is equal to 0.284 about 4 times higher. Finite time horizon system norm T [200] 2 for ε = 2 is assumed to be infinite since its value is larger than largest floating point number in Matlab. 
