Abstract-This paper discusses the optimal estimation of a class of dynamic multiscale systems (DMS), which are observed by several sensors at different scales. The resolution and sampling frequencies of the sensors are supposed to decrease by a factor of two. By using the Haar wavelet transform to link the state nodes at each of the scales within a time block, we generalize the DMS into the standard state-space model, for which the Kalman filtering can be employed as the optimal estimation algorithm. The stochastic controllability and observability of time invariant DMS are analyzed and the stability of the Kalman filter is then discussed. Despite that the DMS model maybe become incompletely controllable and observable, it is proved that as long as the DMS is completely controllable and observable at the finest scale, the associated Kalman filter will be asymptotically stable. The scheme is illustrated with a two-scale Markov process.
I. INTRODUCTION

I
N THE LAST two decades, the multiscale autoregressive (MAR) framework [1] - [6] was developed to model a variety of random processes compactly and estimate them efficiently. The MAR was first motivated by Basseville et al. [1] , and based on their works Chou et al. [2] , [3] proposed the multiscale stochastic models and optimal estimation algorithms for a rich class of processes whitened by wavelet transforms (WT) [9] - [13] . Luettgen [5] and Frakt [6] contributed a lot to the stochastic realization of the MAR. MAR estimates the stationary processes from numerous measurements by multiscale techniques, which aim at saving much computation compared with the traditional linear minimum mean-square-error estimation (LMMSE).
In this paper, we aim at obtaining the real-time optimal estimation of a class of dynamic multiscale systems (DMS), which are observed by sensors independently with different resolution. Then sets of measurements are obtained. Since the observed target is the same, the measurements of the different sensors are correlated and they can be fused to estimate the state of the DMS optimally.
Order the sensors by their resolution from 1 to and suppose sensor 1 is of the highest resolution. We have the following equations to characterize the system:
(1-1) (1) (2) where is the state vector to be estimated and is its measurement. denotes the sampling time at scale . , , and are the system, input and measurement matrices. and are individually independent. They are Gaussian white processes with zero mean and covariance matrices and , respectively. State belongs to a subspace of . It is determined by the resolution of sensor . For the mentioned DMS, the well-known Kalman filtering [15] , [16] could not be employed directly as the LMMSE algorithm.
An important case of the DMS is when the sampling frequencies of the sensors decrease by a factor of two from 1 to . Fig. 1 illustrates the tree structure of the state nodes for such a DMS. In each time block , there are 2 state nodes at scale 1, 2 nodes at scale 2, …, and sequentially only 1 node at scale . The real-time optimal estimation of the state nodes should exploit all the measurements at each scale up to time . Hong [7] presented a multiresolution-filtering scheme for such DMSs. WT is used to link the state nodes at different scales. See Fig. 2 , node is the low-pass output of and the lost detail information is preserved in wavelet coefficient . Hong first estimated with the measurements at scale 1 within , then he wavelet decomposed the estimation to scale as the prediction of . The updating was performed at each scale by the local measurements. At last, the local updated estimations were inversely transformed to scale 1 and fused together. It should be noted that in Hong's algorithm, the updating is imposed only on but not on , which is correlated with state and measurement .
should also be updated and it would make contributions to the estimation of through the inverse WT. It can be seen that Hong's multiresolution-filtering is not an optimal estimation.
In [8] comparison is unfair. The Kalman filtering of the new model uses some measurements after time to estimate the state . If we perform the associated Kalman smoothing with the standard state-space model, the same results will be gotten with much less computation than Hong's scheme.
In this paper, an optimal estimation algorithm for the mentioned DMS is presented. We employ Haar wavelet transform to represent the state projection across scales within a time block and generalize the DMS into the standard state-space model. Then the classical Kalman filtering would naturally be the LMMSE algorithm. The stochastic controllability and observability of the DMS and the stability of its associated Kalman filter are discussed in the time invariant case.
Section II focuses on the modeling of the DMS by Haar wavelet transform. The stochastic controllability and observability of time invariant DMS is analyzed in Section III and the stability of the Kalman filter is discussed in Section IV. Section V presents some illustrative examples and Section VI is the discussion and conclusion. 
We have (2) (3) (4) (5) (6) (7) (8) (9) (10) where the covariance of is shown in (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) at the bottom of the page. Denote
Thus (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) and the covariance of is Obviously, the model meets the requirements of the standard Kalman filtering, which is then the LMMSE estimation algorithm of the DMS. Denote by the Kalman filtering result of model .
consists of the LMMSE of those nodes at the finest scale. The LMMSE of the nodes at coarser scales can be directly obtained from . We have the following theorem. The covariance matrices of and are constants and . 
A. Stochastic Controllability
B. Stochastic Observability
Since is positive, pair ( , ) is completely observable if and only if its observability matrix
is of full column rank [16] . We have the following theorem. where has full rank and independent with in column. There exists nonsingular matrix such that
where has full column rank. Thus is the canonical observable decomposition of . The subsystem matrix of the observable elements is and that of the unobservable elements is , whose eigenvalues are all zeros. According to definition 4-2, ( ) is completely detectable. Now that ( ) is completely detectable and stabilizable. According to the lemma 4-1, the corresponding Kalman filter will be asymptotically stable. End of Proof.
V. EXAMPLES
We take scalar Markov processes as illustrative examples, whose system equation at the finest scale is
where is Gaussian white noise with zero mean and variance . Suppose the DMS has two scales. We discuss it in two cases. One is that the measurements are available only at the finest scale and the other is that the measurements are available at both the scales.
A. Measurements are Available Only at the Finest Scale
Suppose that only the measurements at scale 1 are available, i.e. (5-2) where is Gaussian white noise with zero-mean and variance . It is individually uncorrelated with . Naturally the standard Kalman filtering could be employed to obtain the real time LMMSE of . Now we assume that the system has two scales but there is no measurement at the second scale. According to Section II, the elements of the time invariant DMS model (3-1) are Actually, in this case the Kalman filtering of model (3-1) is equivalent to the "half Kalman filtering + half Kalman smoothing" of pair ( ), the subsystem at scale 1. That is to say, once the Kalman filtering of and is finished, the filtering result of is then smoothed by measurement . The following experiments validate this observation.
Let 0.94, 1, 1, and 1.69. Fig. 3 shows a sequence of true state and its measurement . The estimation result of by the presented scheme is denoted as . Fig. 4 compares the measurement noise with the estimation error . The noise compression ratio , which is defined as the ratio of the norm of to that of , is 1.47. Fig. 5 plots the "half Kalman filtering + half Kalman smoothing" result of pair ( ) as well as . Obviously the two curves are the same. 
B. Measurements are Available at Both the Scales
Now suppose the measurements are also available at the second scale, i.e. 44. Fig. 6 shows the true-state sequence and its measurement . is taken as the lowpass output of 's Haar wavelet transform. Its estimation by the presented scheme is denoted as . Fig. 7  compares with . The noise compression ratio is 1.85. It is higher than that in the last section because the measurements at the second scale improve the estimation accuracy. Fig. 8 compares noise with estimation error . The noise compression ratio is 1.50.
VI. CONCLUSION AND DISCUSSION
The modeling and optimal estimation of a class of DMSs that observed independently by several sensors at different scales, to which the traditional Kalman filtering could not be applied directly, were proposed here. Using Haar wavelet transform to approximate the state projection between scales, we generalized the DMS into the standard state-space model and then the Kalman filtering is employed as the LMMSE algorithm. In the time invariant case, we prove that as long as the DMS is stochastically completely controllable and observable at the finest scale, its associated Kalman filter will be asymptotically stable. Examples were presented with a two-scale Markov process to illustrate the proposed scheme and its relationship with the traditional Kalman filtering and smoothing.
The computation will increase rapidly with the increasing of scale number . If the dimension of state is , the dimension of augmented state vector will be 2 . Suppose the dimension of measurement matrix is , and then the dimension of measurement matrix will be 2 , where 2 . A matrix inverse operation of di- mension will occur when calculating the gain matrix in Kalman filtering [14] , [15] , which needs very heavy computation . Fortunately, a fast algorithm of the DMS estimation was proposed by Zhang [17] . With observation that the measurements are independent of each other inter-scale and intra-scale, Zhang employed the sequential Kalman filtering of , i.e., in each time block , the estimation of is updated by measurement one by one. So the inverse computation of matrix is replaced by the inverse of those small matrices . Furthermore, Zhang pointed out that the computation could still be reduced much at the finest scale because the associated state transition (1-1) is available for this scale. The sequential Kalman filtering with all the measurements at scale 1 is equivalent to the fixed-interval Kalman smoothing of the subsystem at scale 1. Thus, for the 2 measurements at scale 1 (about half number of the 2 measurements within a time block), the 2 dimensional DMS is reduced to the dimensional dynamic system.
