We present Pipelite, a dynamic scheduler that exploits the properties of dynamic linear pipelines to achieve high performance for fine-grained workloads. The flexibility of Pipelite allows the stages and their data dependences to be determined at runtime. Pipelite unifies communication, scheduling, and synchronization algorithms with suitable data structures. This unified design introduces the local suspension mechanism and a wait-free enqueue operation, which allow efficient dynamic scheduling. The evaluation on a 44-core machine, using programs from three widely used benchmark suites, shows that Pipelite implies low overhead and significantly outperforms the state of the art in terms of speedup, scalability, and memory usage.
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A. Mastoras and T. R. Gross their data dependences must be known at compile time. However, there exist popular programs, e.g., the x264 video encoder, which cannot be handled efficiently as static linear pipelines.
Listing 1 shows pseudo-code for a simplified x264 video encoder that relies only on I-frames and P-frames, i.e., there are no B-frames. The outer loop reads frames from an input stream, segments the frame into macroblocks, encodes all macroblocks, and writes the encoded frame to the output stream. The macroblocks are encoded either as intra or as predicted macroblocks, depending on the type of the frame. A straightforward approach expresses the loop from Listing 1 as a static linear pipeline, where the first stage includes the loop condition, the second one consists of the nested while loop, and the third writes the encoded frame to the output stream. The execution of a linear pipeline can be represented with a directed acyclic graph (DAG). Figure 1 (a) illustrates three successive loop iterations, when the loop is expressed as a static linear pipeline. The arrows of the DAG indicate data dependences, i.e., the source of the arrow generates data for the target. Cross-iteration dependences are shown using dashed arrows to differentiate them from data dependences within a loop iteration. This static linear pipeline does not create sufficient parallelization opportunities, since the second stage that encodes the macroblocks is the most time-consuming, and encoding cannot be done simultaneously for macroblocks of different frames due to cross-iteration dependences. Nevertheless, encoding of a single macroblock does not depend on all macroblocks of the previous frame. Therefore, the second stage can be partitioned into a number of stages that allow encoding of different frames to overlap in time. However, these stages cannot be determined at compile time, as the number of stages depends on the number of macroblocks, which is determined by the size of the frame.
To utilize the inherent parallelism of x264 and achieve high performance, x264 must be expressed as a dynamic linear pipeline, i.e., the stages and their data dependences must be determined at runtime. There exist two key observations. First, the inner while loop can be partitioned dynamically into stages such that each stage consists of encoding some macroblocks. Second, encoding of an intra macroblock does not depend on macroblocks of earlier frames. Thus, macroblocks of I-frames can be encoded in parallel with macroblocks of earlier frames, achieving data parallelism.
Figure 1(b) shows the parallelization opportunities that are created by expressing the loop from Listing 1 as a dynamic linear pipeline. First, encoding of macroblocks can overlap in time for different frames. Second, provided that the (i + 1)-th loop iteration processes an I-frame, all macroblocks of this frame can be encoded immediately. Therefore, the data dependences of stages can be determined at runtime, allowing I-frames and P-frames to be handled differently.
Static scheduling of dynamic linear pipelines is straightforward; the challenge and the focus of this work is to achieve load-balancing. Particularly, dedup, ferret, and x264 are the pipelined programs of the PARSEC [3, 4] benchmark suite, and they all include a load-imbalanced loop, i.e., loop iterations differ substantially in execution time. Therefore, to efficiently handle all of these benchmarks, we need a scheduler that supports dynamic linear pipelines and achieves load-balancing. In addition, two of these programs, dedup and x264, consist of fine-grained loop iterations, which is the reason that previous research efforts fail to achieve good performance for both programs. Thus, the design of a scheduler that efficiently handles fine-grained workloads and scales with a large number of threads is not straightforward due to the overhead of handling cross-iteration dependences.
In this article, we present Pipelite, a dynamic scheduler that is designed specifically for dynamic linear pipelines. To efficiently handle the execution of fine-grained workloads, the design of Pipelite unifies suitable data structures with communication, scheduling, and synchronization algorithms. Furthermore, this unified design enables two mechanisms: local suspension and a wait-free enqueue operation, which are tailored to dynamic linear pipelines to make Pipelite efficient and scalable for a large number of threads. To show that Pipelite is a promising solution that requires little effort on behalf of the user, we developed a directive-based transformation on a prototype source-tosource compiler for C programs. The evaluation on 44 cores confirms that Pipelite is efficient for load-imbalanced fine-grained loops, for a number of popular and important applications selected from three benchmark suites [1] [2] [3] [4] . The experimental results show that Pipelite significantly outperforms the state of the art in terms of speedup, scalability, and memory usage.
BACKGROUND
A dynamic linear pipeline is a loop partitioned into a sequence of stages, and we refer to executions of stages as stage iterations; stages form the loop body. Particularly, the k-th iteration of stage S n is denoted as S k n , with k > 0 and n > 0. The linear property implies that iterations of different stages are executed sequentially within a loop iteration. Thus, arbitrary data dependences are allowed within a loop iteration. However, dynamic linear pipelines satisfy the constraint that no stage iteration S j n reads data that are generated by a stage iteration S i q with i < j and n < q. Stage iterations are classified into two types, depending on scheduling constraints that are introduced from cross-iteration dependences. These constraints are expressed only between successive iterations of a stage. A stage iteration S j n is dependent if its execution necessarily occurs after the completion of stage iteration S j−1 n with j > 1. However, a stage iteration S j n is independent if it can be executed in parallel with the previous iteration of the same stage.
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Cross-iteration dependences between non-successive iterations or between iterations of different stages are allowed. Yet they must not introduce additional scheduling constraints that are not expressed with the scheduling constraints between successive iterations.
Properties of Dynamic Linear Pipelines
Dynamic linear pipelines have some properties that must be exploited by the scheduler to efficiently handle fine-grained workloads. Particularly, there exist three properties:
I. Stage iterations are executed sequentially within a loop iteration. Thus, dynamic linear pipelines avoid any overhead introduced by mechanisms that handle task parallelism in a loop iteration. II. Scheduling constraints are expressed only between successive iterations of a stage. Thus, synchronization is simple; it is required only between successive iterations of a stage. III. Only dependent stage iterations require data generated by previous iterations. Thus, suspension of a loop iteration may occur only before the execution of a dependent stage iteration.
Problem Statement
Previous research efforts present schedulers that can handle linear pipelines. Therefore, we explain the reasons that these schedulers are unsuitable for efficient and scalable execution of fine-grained dynamic linear pipelines, which is the contribution of this work.
Scheduling of Linear Pipelines.
Kamruzzaman et al. [18] propose Load-Balanced Pipeline Parallelism (LBPP), a simple and efficient technique for fine-grained linear pipelines. However, LBPP is restricted to static linear pipelines and relies on round-robin scheduling. Therefore, LBPP cannot efficiently handle loops that must be expressed as dynamic linear pipelines, e.g., the x264 video encoder. In addition, LBPP assumes load-balanced loops, and round-robin scheduling does not achieve load-balancing for load-imbalanced loops.
Lee et al. [22] propose Piper, an algorithm that integrates pipeline parallelism into the workstealing scheduler of Cilk [7, 13] . However, work-stealing is a generic solution to achieve loadbalancing, and it does not exploit the properties of dynamic linear pipelines. Piper is a flexible algorithm that allows arbitrarily nested pipeline and fork-join parallelism, by expressing pipeline parallelism with the fork-join model. Unfortunately, this flexibility relies on design choices that are unsuitable for efficient handling of dynamic linear pipelines. In other words, Piper focuses on applicability and sacrifices performance, even though the authors do not present any application that requires this flexibility of Piper. Moreover, although Piper is a provably asymptotically efficient algorithm, in practice, high scheduling overhead dominates for fine-grained workloads [24, 25] .
Work-Stealing
Scheduling. Since Piper [22] and Intel Threading Building Blocks (TBB) [17] are two examples of systems that achieve load-balancing by relying on work-stealing, we explain here the drawbacks of work-stealing schedulers. These drawbacks apply to every system that executes a loop iteration either to completion or until it encounters a dependent stage iteration that needs data that are not available. If the data for a dependent stage iteration are not available, the execution of the loop iteration is suspended, and the thread chooses work from its own deque. If the deque is empty, the thread becomes a thief and steals work from another deque.
For example, Figure 2 illustrates a possible parallel execution for the dynamic linear pipeline from Figure 1(b) . In this scenario, there exist two threads, T A and T B , and each thread starts the execution of a loop iteration. We assume that at t 1 point of time, Thread T B cannot execute the stage iteration S i n due to data required from the stage iteration S i−1 n , which are not available. Thus, the i-th loop iteration is suspended, and at t 2 point of time, Thread T B continues with the execution of the (i + 1)-th loop iteration. Furthermore, at t 3 point of time, Thread T A completes the execution of the (i − 1)-th loop iteration, and at t 4 point of time, Thread T A continues with the rest of the i-th loop iteration that has been previously suspended by Thread T B . According to property (I), the completion of the stage iteration S i−1 n enables the execution of the stage iteration S i−1 n+1 if all required data are available, and thus Thread T A continues with the execution of the stage iteration S i−1 n+1 . Provided that the stage iteration S i n−1 is completed and S i n is a dependent stage iteration, the execution of the i-th loop iteration may have been suspended due to the stage iteration S i n that requires data generated by the stage iteration S i−1 n as shown in Figure 2 . In this case, the completion of the stage iteration S i−1 n enables the execution of the stage iteration S i n , and the stage iteration S i n is stored in the deque of Thread T A . Therefore, the deque of a thread contains either zero or one stage iteration, depending on whether the execution of a stage iteration has been enabled or not. The deque may also be empty when a stage iteration has been enabled but has already been stolen by another thread. A deque with more than two enabled stage iterations is impossible, as scheduling constraints are expressed only between successive iterations of a stage according to property (II).
Particularly, the completion of a stage iteration of the (i − 1)-th loop iteration may enable only the execution of a stage iteration of the i-th loop iteration. Furthermore, a thread that executes the stage iteration S i−1 n stores the enabled stage iteration S i n in its own deque only when the execution of the i-th loop iteration has been suspended. Otherwise, either the stage iteration S i n cannot be enabled since the stage iteration S i n−1 is not completed or S i n−1 is completed but the execution of the i-th loop iteration has not been suspended. In other words, a thread enables the execution of a stage iteration of the next loop iteration and stores it in its own deque only when the next loop iteration is suspended. Therefore, for two threads that execute stage iterations of two successive loop iterations, it is impossible that they both store an enabled stage iteration in their own deque.
In an ideal scenario of a work-stealing scheduler, at a given point of time, all threads execute stage iterations of non-successive loop iterations, and thus all threads enable stage iterations of different loop iterations. In other words, all threads store the enabled stage iteration in their own deque, and no stealing occurs after the completion of the currently executed stage iteration. However, in the worst case, no suspension is performed, and at a given point of time, all threads execute stage iterations of successive loop iterations. In this case, a single stage iteration is stored in some deque and belongs to a loop iteration that is currently executed by no thread. Therefore, after completing or suspending the execution of a loop iteration, every thread tries to steal a stage iteration, excluding the one thread that stores the unique enabled stage iteration in its own deque. The probability of immediately finding a stage iteration depends on the number of non-empty deques, which depends on the total number of deques, i.e., the number of threads. Consequently, the overhead implied by a work-stealing scheduler increases with the number of threads, and thus work-stealing schedulers may show poor scalability for dynamic linear pipelines.
Moreover, a work-stealing scheduler is a generic solution to achieve load-balancing; it is not aware of the dynamic linear pipeline structure and implies overhead for two main reasons. First, each thread maintains its own deque, and work is necessarily selected from this deque, ignoring the work stored in other deques. This situation inevitably leads to suspension of loop iterations, as stage iterations of earlier loop iterations must be executed first. Second, a thread with an empty deque tries to steal work. The choice of the victim depends on the work-stealing implementation but is unrelated to the properties of dynamic linear pipelines. For example, Piper [22] randomly chooses the victim and ignores the properties of dynamic linear pipelines.
DAG Scheduling.
Since the execution of a dynamic linear pipeline can be represented with a DAG, DAG schedulers [15] can handle dynamic linear pipelines. However, DAG schedulers do not exploit the properties of the data dependences of dynamic linear pipelines. Particularly, DAGs allow arbitrary data dependences, and DAG schedulers are more generic than schedulers for dynamic linear pipelines. Thus, DAG schedulers do not avoid unnecessary communication and synchronization overhead, and they do not guarantee optimal scheduling decisions either. DAG schedulers may perform well for coarse-grained dynamic linear pipelines, but they imply unnecessary overhead that may lead to poor performance for fine-grained dynamic linear pipelines.
For example, Piper is an algorithm that does not handle DAGs with arbitrary data dependences, but it allows arbitrarily nested pipeline and fork-join parallelism. Although Piper does not support arbitrary DAGs, programs supported by Piper may lead to DAGs that are more generic than that of dynamic linear pipelines. According to the evaluation for fine-grained workloads presented in Section 4, this additional flexibility may be one of the reasons that Piper performs significantly worse than schedulers that are tailored to dynamic linear pipelines.
Stream Scheduling.
Dynamic schedulers for stream programming [28, 39] are generally not optimal for linear pipelines either. Programs that are handled by stream schedulers do not satisfy properties (I) and (II). Thus, stream schedulers introduce mechanisms and data structures to provide additional scheduling flexibility, although at the expense of higher overhead for linear pipelines. The focus of this work is how to avoid unnecessary overhead and efficiently execute programs that satisfy the properties of linear pipelines, which are a large class of popular applications [1] [2] [3] [4] . In addition, stream schedulers do not handle dynamic linear pipelines, i.e., the stages and their data dependences cannot be determined at runtime.
PIPELITE
Pipelite is a dynamic scheduler that achieves efficient and scalable execution of dynamic linear pipelines by exploiting the properties of their data dependences. To achieve high performance for fine-grained dynamic linear pipelines, Pipelite relies on a unified design of data structures, algorithms, and mechanisms that are tailored to dynamic linear pipelines. Furthermore, the user can map a while loop written in C onto a dynamic linear pipeline by using a directive-based transformation, which is implemented in the prototype source-to-source compiler of Proteas [24] .
Transformation
Listing 2 shows the directives that are required by the Pipelite transformation for the parallelization of the loop from Listing 1. The user annotates the loop with the directive #pragma proteas pipelite, and the compiler automatically generates C code, which uses POSIX threads and a library for the runtime system of Pipelite. To describe the data dependences of the loop, the user indicates whether the data are private or shared, similar to the OpenMP [32] model. The private data are first written and then read within every loop iteration. In contrast, the shared data are first read and either are read-only or exhibit cross-iteration dependences. In addition, the user may specify the number of threads and the throttling limit with the directives num_threads(N) and throttling(K), respectively. These parameters are further explained in the rest of this section.
To partition a loop iteration into a sequence of stage iterations, the user annotates the loop body with directives. To create a dependent stage iteration, the user inserts the directive #pragma proteas pipelite dependent (sid) before the first statement of the corresponding stage iteration. Similarly, #pragma proteas pipelite independent (sid) is used for the creation of an independent stage iteration. To create stage iterations at runtime, these directives are inserted within a conditional statement or an iterative structure as shown in lines 10 and 16. A stage iteration S k n is identified with the integer n, and we refer to it as stage identifier (sid). The directives required by Pipelite are similar to those used by the OpenMP model. Thus, it is the user's responsibility to insert correct directives to describe the data dependences of the loop. Otherwise, the compiler will generate incorrect code. In addition, the user must partition the loop iterations into suitable stage iterations and must configure the runtime system properly with the parameters for the number of threads and the throttling limit. A sub-optimal partitioning or configuration of the runtime system may lead to poor performance. Moreover, the annotations required by the Pipelite transformation are similar to those required by Piper [22] . Therefore, the main contribution of this work is the design of an efficient dynamic scheduler for dynamic linear pipelines, and the implementation of the directive-based transformation is used as a means to confirm that Pipelite is a promising solution that requires little effort on behalf of the user.
Dynamic Linear Pipeline Structure
The first stage iteration includes the loop condition, and it is implicitly declared for every loop iteration, i.e., no directive is required. The first stage iteration may include other statements, depending on the beginning of the second stage iteration. The type of the first stage iteration is dependent for every loop iteration, as the loop condition is evaluated sequentially for while loops. Subsequent stage iterations may be either dependent or independent. In other words, different stage iterations of the same loop iteration may have different types, and different iterations of a stage may also have different types. Thus, there is no restriction about the type of stage iterations, excluding iterations of the first stage, which are always dependent. Moreover, two successive independent stage iterations can always be merged into a single independent stage iteration.
The number of stage iterations may differ for different loop iterations, and some iterations may not exist for some stages. For example, the stage iteration S i n may exist, but the stage iteration S i−1 n may not exist. This applies to both dependent and independent stage iterations. In other words, the existence of a dependent stage iteration S i n does not imply that there exists a stage iteration S i−1 n in the previous loop iteration. Thus, Pipelite allows a flexible structure with missing stage iterations.
The sid of all iterations of the first stage is 1, and that of later stage iterations may be determined in the directives by the user. Therefore, the sid argument is optional, and it can be determined automatically for static linear pipelines. The default value is equal to the sid of the same iteration of the previous stage incremented by one. The sid must strictly increase for iterations of different stages during the execution of a loop iteration, and it applies to a single stage iteration. This implies that the sid of a stage iteration may be different from the sid of another stage iteration that consists of the same sequence of statements for another loop iteration. Hence, Pipelite allows the expression of scheduling constraints between statements that seemingly belong to different stages.
In particular, a stage iteration S j n may depend on data generated by a stage iteration S i n with i < j, but the sequence of statements that corresponds to the stage iteration S i n follows the sequence of statements of the stage iteration S j n . Such a data dependence does not violate the definition of dynamic linear pipelines that no stage iteration S j n depends on a stage iteration S i q with i < j and n < q. These stage iterations have the same sid, irrespective of whether they consist of the same sequence of statements or not. This flexible structure allows Pipelite to efficiently handle x264, and stage iterations are created at runtime with the auxiliary functions new_stage_iteration and init_sid as shown in Listing 2. These functions are required only for this example, and they are not discussed further. For example, dedup and ferret do not require any auxiliary functions.
Runtime System
The design of Pipelite unifies data structures, algorithms, and mechanisms that allow efficient execution of dynamic linear pipelines. Figure 3 illustrates the design of the runtime system. Pipelite creates a thread pool of size N , and this size may be determined with the directive num_threads(N). The scheduling entity of Pipelite is a tasklet, a lightweight task that represents a loop iteration. There exist three types of data for a tasklet: private; shared; and four scalar variables, i.e., ticket, state, stage, and stage_sign. Every tasklet maintains its own replica of the private data and a reference to the shared data, which are available to all tasklets throughout the execution of a loop. A tasklet is implicitly created with the execution of a new loop iteration. The overhead for the creation of a tasklet lies in the initialization of the four scalar variables.
Pipelite relies on two data structures, a buffer and a ready queue, which are shared by all threads. Shared data structures are a key feature, as they allow the scheduler to consider the properties of dynamic linear pipelines and to try to execute stage iterations of early loop iterations first. As shared data structures typically cause contention, the design of Pipelite efficiently addresses this challenge. First, Pipelite introduces a ticket mechanism that coordinates access to the buffer. Second, the enqueue operation respects the wait-free property because its design is tailored to the scheduling algorithm of Pipelite. Therefore, both data structures avoid contention and provide fast and concurrent access to threads. The design of Pipelite exploits the properties of dynamic linear pipelines. In particular, since stage iterations are executed sequentially within a loop iteration according to property (I), Pipelite uses the buffer to achieve implicit communication through shared memory. According to property (II), scheduling constraints are expressed only between successive iterations of a stage. Therefore, threads know which stage iteration generates data that are necessary for another stage iteration, and threads must be able to detect immediately the data of a given stage iteration. The design of the buffer exploits property (II) and provides index-based access to the data of all stage iterations. Hence, inter-thread communication is achieved through shared memory. In addition, Pipelite introduces the local suspension mechanism, which considers property (III) to enable efficient suspension of loop iterations. This unified approach implies low overhead and makes Pipelite efficient and scalable for dynamic scheduling of fine-grained dynamic linear pipelines.
Communication.
The communication of threads is implicitly achieved with a buffer, a concurrent data structure that is shared by all threads. Each element contains all the necessary data for the execution of a tasklet, and we refer to a buffer element as a memory location.
Since every tasklet maintains its own replica for private data, a large amount of memory may be required for the parallel execution when a large number of tasklets is active simultaneously. To avoid unlimited memory, Pipelite allows the user to control memory by setting a throttling limit K. Thus, Pipelite allows a limited number of K active tasklets at any given point of time.
The buffer has a predefined size of K memory locations, which may be determined by the user with the directive throttling(K). Otherwise, the default value is K = 4N , where N is the size of the thread pool. The i-th tasklet stores its data in the (i mod K )-th memory location, and the (i + K )-th loop iteration cannot be executed unless the i-th is completed. Hence, the buffer provides fast index-based access, and threads access the memory location of any given tasklet in Θ(1) time.
The memory of the buffer is allocated once in the beginning, and it is released in the end. This setup implies that Pipelite avoids the overhead of dynamic memory allocation. Moreover, the buffer avoids any overhead from operations that coordinate different data structures, e.g., enqueue operations provided by a queue, as the data of the buffer do not move; threads have only read and write access to the data. This property makes the buffer similar to the data structure presented by Miranda et al. [29] that achieves point-to-point communication for dataflow tasks, and to that used by Mastoras and Gross [25] for static linear pipelines.
Scheduling.
The thread pool of Pipelite executes tasklets either to completion or until it encounters a dependent stage iteration that needs data that are not available. Then, a thread that completes or suspends a tasklet receives another tasklet from the scheduler. Therefore, the scheduling algorithm of Pipelite must decide whether the next scheduled tasklet is one that has been suspended previously due to data dependences but is now ready for execution, or one that corresponds to a new loop iteration. To distinguish between tasklets with different states, every tasklet maintains the state variable that has one of the following values:
• EXECUTED, to indicate that a thread is currently executing this tasklet;
• READY, for a tasklet that is ready for execution, but it is currently scheduled to no thread; and • SUSPENDED, for a tasklet that has been suspended due to data dependences, and the data are not yet available.
Since the data dependences of dynamic linear pipelines have some properties that imply scheduling constraints, a scheduling algorithm must make decisions by exploiting all the information about the data dependences. Particularly, the dependent iterations of a stage are necessarily executed sequentially, and all iterations of the first stage are always dependent. Therefore, the scheduling algorithm of Pipelite must always try to schedule tasklets of early loop iterations to avoid suspension of tasklets for later loop iterations. This implies that the scheduler must first try to schedule a ready tasklet, and if none exists, it must schedule a tasklet for a new loop iteration.
Since Pipelite aims at achieving high performance for fine-grained workloads, the design must rely on efficient mechanisms that immediately detect tasklets for early loop iterations. Pipelite meets this demand by using a single ticket counter and a single ready queue that provides enqueue and dequeue access to all threads. Particularly, the ticket counter is incremented by one to issue a ticket every time that a tasklet is created. The issued ticket is stored in the ticket variable of the tasklet. Similarly, Pipelite maintains a ready queue to store ready tasklets in Θ(1) time. Therefore, the ready queue allows threads to immediately detect ready tasklets, avoiding the overhead of searching for ready tasklets in the whole buffer.
Listing 3 shows pseudo-code for the function that is executed by the thread pool for the loop from Listing 2. This function is automatically generated by the directive-based transformation of Pipelite. The scheduler assigns tasklets to threads while the loop condition is true or there exist ready tasklets. Threads call the function get_tasklet that returns a scheduled tasklet.
The function get_tasklet tries first to return a ready tasklet and resume its execution. If it fails, it tries to return a tasklet for a new loop iteration. However, this can be done only if the memory location of this new loop iteration is available, as the number of active tasklets is limited to K. If a tasklet for a new loop iteration cannot be scheduled, the scheduler tries again to return a ready tasklet from the ready queue. Thus, the scheduler iteratively tries to return either a ready tasklet from the ready queue or a tasklet for a new loop iteration.
Local suspension. Suspension of tasklets requires that the context is stored such that the execution can be resumed later from the same point. Thus, suspension typically implies some overhead. However, this overhead is not inherent and can be avoided with the local suspension mechanism.
The local suspension mechanism exploits the design of the buffer and property (III) of dynamic linear pipelines in the following way. First, all necessary data for the execution of a tasklet are stored in a memory location of the buffer. Hence, there is no need to store or load any data when a tasklet is suspended or resumed, respectively, excluding register spilling that may still happen. Second, a tasklet may be suspended only due to a dependent stage iteration. Therefore, the suspension point is not an arbitrary point of a tasklet, but it is the start point of a dependent stage iteration and can be determined from the directives used for code partitioning. Therefore, the scheduling algorithm needs to know only the dependent stage iteration that causes suspension.
Consequently, the design of local suspension relies on labels, the variable stage_sign of a tasklet, and a switch statement. A label is introduced before every directive that creates a dependent stage iteration. Hence, three labels, s1, s2, and s3, are introduced for the loop from Listing 2 as shown in Listing 3. The suspension point from which the execution must be resumed is indicated with stage_sign. Thus, stage_sign is updated before the labels as shown in lines 33 and 42 for the labels s2 and s3, respectively. The update before the label s1 is omitted, as stage_sign is initialized to 1 during the creation of a tasklet such that the execution starts with the iteration of the first stage. Finally, the switch statement uses the stage_sign variable to resume the execution from the proper point, by jumping with the goto statement to the proper label.
The local suspension mechanism is similar to that proposed by Karrenberg and Hack [19] to handle barrier synchronization for OpenCL. Although the main idea is the same, OpenCL semantics require that all iterations reach the same barrier, i.e., they jump to the same label.
Wait-free enqueue operation. The design of an efficient wait-free queue with multiple enqueuers and multiple dequeuers is challenging for general-purpose situations. For example, Kogan and Petrank [20] present a wait-free queue, i.e., an implementation that guarantees progress for all threads. However, the authors state that this wait-free queue is typically slower than the lock-free queue presented by Michael and Scott [27] . Moreover, Morrison and Afek [30] present one of the most efficient queue implementations, but it does not provide wait-free guarantees.
Pipelite allows the design of an efficient queue that provides a wait-free enqueue operation, as the queue is tailored to the scheduling algorithm. In particular, since the number of active loop iterations is limited to K, the number of ready tasklets that may be enqueued at any given point of time is bounded by K. Therefore, the maximum size of the ready queue is K, and the scheduling algorithm guarantees that the enqueue operation can always be completed.
The ready queue is represented with an array of references to tasklets. The enqueue operation is implemented using an index tail, which indicates the location of the array where the next tasklet will be inserted, as shown in Listing 4. The index is incremented by one with the fetch-and-add atomic operation (line 5), as there exist multiple enqueuers. Similarly, the dequeue operation uses an index head, which indicates the location of the next tasklet that will be dequeued.
A thread reads the value of head (line 11) and the tasklet in the specified location of the array (line 12). Then, the thread confirms that the value of head remains the same (line 14). This implies that the tasklet corresponds to the initial value that has been read from head and not to a greater value that targets the same location of the array. In addition, the thread confirms that the tasklet is not NULL, which implies that an enqueue operation has inserted a tasklet in this location. The condition of the while loop does not guarantee that there exists a tasklet, as the statement in line 5 may have been executed but the statement in line 6 has not been completed yet.
To ensure that a single thread dequeues the tasklet, a thread uses compare-and-swap (line 15) to obtain exclusive access to the tasklet and to set this location of the array to NULL. After a successful compare-and-swap, the thread ensures that the value of head remains the same (line 16), and head is incremented by one to complete the dequeue operation. Otherwise, the thread has succeeded due to the ABA problem [10] . Therefore, the dequeue operation cannot be completed, and the tasklet is written back to the array (line 20).
The ABA problem may occur when a thread has executed the statement in line 14 but the statement in line 15 has not been executed yet. In the meantime, another thread may have dequeued the tasklet, and a new tasklet may have been enqueued in the same location. If both the new and the old tasklets correspond to the same loop iteration, then the references of both tasklets are the same. However, the new tasklet corresponds to a greater value of head, which targets the same location of the array. This may happen when the same tasklet has been suspended twice due to different stage iterations. Thus, these tasklets represent different data of the ready queue.
Synchronization.
The synchronization algorithm relies on three out of four variables that are stored for every tasklet: ticket, state, and stage. The variable ticket indicates the tasklet that stores its data in a memory location, i.e., ticket stores the value issued by the ticket counter of the scheduling algorithm. Furthermore, the variable stage shows the progress of a tasklet and provides efficient synchronization between successive iterations of a stage.
In particular, the function update_stage is invoked when a stage iteration S i n is completed as shown in lines 25, 32, and 41 in Listing 3. Hence, stage is updated such that another thread can execute a dependent stage iteration S i+1 n . The update can be performed by setting stage to the stage identifier (sid) of the completed stage iteration. However, this solution cannot handle the flexible structure with missing stage iterations supported by Pipelite. Thus, the update is performed based on the sid of the next stage iteration instead of that of the completed stage iteration, i.e., stage is updated with the sid of the next stage iteration decremented by one.
Moreover, the function update_stage uses the state variable to check whether the tasklet of the stage iteration S i+1 n is suspended or not. If the tasklet is suspended, the suspension has occurred due to data dependences on the stage iteration S i n . Therefore, the execution of the tasklet can be resumed now; the state variable of the tasklet of the (i + 1)-th loop iteration is changed from SUSPENDED to READY, and the tasklet is enqueued in the ready queue.
Independent stage iterations do not require any synchronization mechanism. However, a thread ensures that the stage iteration S i n is completed before the execution of a dependent stage iteration S i+1 n . This is achieved by invoking the function proceed as shown in lines 14, 34, and 43 in Listing 3. The function proceed allows a thread to execute a dependent stage iteration S i+1 n when one of the two following conditions holds:
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• stage ≥ n for the tasklet of the i-th loop iteration;
• the memory location of the i-th loop iteration, (i mod K), stores data of the (i + K )-th loop iteration, i.e., the i-th loop iteration is completed and ticket stores the ticket for the (i + K )-th loop iteration.
Otherwise, the tasklet is suspended by transferring the control to the label suspend, i.e., the function suspend_tasklet is invoked, which sets state to the value SUSPENDED.
Performance Tradeoffs
Pipelite allows the user to control memory usage by setting a throttling limit K. This restriction enables the design of two suitable data structures that allow efficient dynamic scheduling, and it avoids the overhead of dynamic memory allocation. Nevertheless, this restriction may limit the overall performance [22, 24, 25] , as the (i + K )-th loop iteration cannot be executed unless the i-th is completed. Therefore, the user should set the size of the buffer to a sufficiently large value. However, this value depends on the dynamic linear pipeline, the dataset, and the system configuration. Hence, choosing a value that leads to high performance is far from obvious.
To allow all threads to work on different tasklets, the buffer size must not be less than the number of threads. In addition, since some threads may not be able to make progress due to data dependences, the size of the buffer must be greater than the number of threads. In other words, threads should be able to switch to the execution of a different tasklet instead of waiting until these data become available. Therefore, a sufficiently large value for the throttling limit allows all threads to work on different tasklets and make progress at different rates.
By setting the throttling limit to an unnecessarily large value, Pipelite provides additional flexibility to the scheduling algorithm. Therefore, this flexibility may lead to good performance. However, there exist two main drawbacks of this approach. First, a large value for the throttling limit may lead to worse data locality, which may have significant impact on the overall performance. Second, a large value implies unnecessary allocation of memory for the buffer.
EVALUATION
We conducted an in-depth evaluation based on applications that were selected from three widely used benchmark suites [1] [2] [3] [4] . We compare Pipelite with static scheduling and the Piper [22] algorithm of Cilk. A comparison to Intel TBB [17] is not included, as Intel TBB does not readily support dynamic linear pipelines [38] . In addition, both Intel TBB and Piper rely on work-stealing to achieve load-balancing, and Lee et al. [22] show that Intel TBB performs similarly to Piper. To provide a clear picture about the comparison of Pipelite with Piper, we used all the real applications used by Lee et al. [22] and experimented with the same datasets. We include three additional applications to investigate the overhead, scalability, and memory usage.
Implementation
The code of Pipelite was generated using the directive-based transformation of Proteas [24] . Since the compiler for LBPP [18] is not publicly available, we also used the directive-based transformation of Proteas [24] for LBPP. LBPP does not support dynamic linear pipelines, and thus we implemented a parallel version of x264, which relies on round-robin scheduling, to show the effect of load-imbalance. Both the obtained speedups from the LBPP transformation and the round-robin scheduling for x264 are indicated as Static. Chunking is a mechanism that reduces the overhead of LBPP [18, 24] , but the evaluation does not consider chunking because neither Pipelite nor Piper currently support chunking. Finally, Piper [22] does not provide compiler support, and the code was parallelized using macros for the Intel Cilk Plus [41, 42] implementation. 
User Intervention
The evaluation considers the programs presented in Table 1 . For all techniques, the user inserts one directive that corresponds to the whole loop, and a number of directives for the creation of the stage iterations, as explained in Section 3.1. The number of required directives depends on the pipeline pattern, which is presented in Table 1 . Although Listing 2 shows that there exist three directives before the loop, all of them can be merged into a single directive. For example, the pipeline pattern of dedup is D → D → I → D, which implies that the first two stage iterations are dependent (D), the third stage iteration is independent (I), and the last stage iteration is dependent. Therefore, the user inserts four directives in total. One directive is inserted before the loop, and three directives are required for the creation of the stage iterations. No directive is required for the first stage iteration. For x264, the user inserts five directives: one before the loop, one directive for the second stage iteration that is always independent, one directive for the last stage iteration that is always dependent, and two directives for the rest of the stage iterations, which are created at runtime and are either dependent or independent.
Experimental Methodology
We conducted the experiments on an Intel Xeon E5-2699 v4 with two processors and a total of 44 cores. The clock frequency is 2.20GHz, and the turbo frequency reaches 3.60GHz. To show the scalability of Pipelite over the sequential execution and to fully utilize the underlying hardware, we disabled the hyper-threading technology and set the turbo frequency for all numbers of cores at 2.80GHz. The main memory is 512GB, and the last-level cache is 55MB. The source code was compiled with gcc and g++ 4.8.1 (-O3) on Ubuntu 16.04.1 LTS. The execution times of the sequential code for all benchmarks are shown in Table 2 . The presented speedups are normalized to the best sequential execution times and are based on an average of 30 measurements for each experiment. The standard deviations are less than 5% of the average execution times, excluding very few experiments of dedup and the very fine-grained hmmcalibrate, which reach up to 10% and 12%, respectively. The memory allocation becomes the bottleneck for dedup, and thus we used libjemalloc.so.1 instead of the default memory allocator. In addition, to avoid any NUMA effects when we used a small number of threads that can run on the same node, we set thread-to-core affinities for Pipelite and the static schedulers. Similarly, we used taskset for Piper when it leads to higher performance. Table 3 presents the speedups obtained from different benchmarks for N = 44 threads and a value for the throttling limit that reaches the highest speedup. In other words, we experimented with different values for K and report the best. Lee et al. [22] state that K = 4N is sufficiently large and usually performs quite well, which is confirmed from the evaluation. For those benchmarks that require a larger value, we further experimented and discuss this situation.
Case Studies
The experimental results presented in Table 3 show that Pipelite clearly outperforms both the static scheduler and the work-stealing scheduler of Piper [22] for all benchmarks. Although all benchmarks include load-imbalanced loops, we notice that Pipelite outperforms the static scheduler by up to 36% for those benchmarks that do not include sufficient parallelism, i.e., bzip2, hmmcalibrate, dedup, and x264. Particularly, Pipelite does not achieve linear speedups, and the static scheduler performs well for 44 threads. However, Pipelite significantly outperforms the static scheduler for hmmsearch and ferret, as both benchmarks include sufficient parallelism that allows Pipelite to achieve linear speedups and expand the gap between dynamic and static scheduling as a result of better load-balancing.
The comparison of Pipelite with Piper [22] shows more interesting results. We notice that the difference between the two schedulers heavily depends on the granularity of the loop, which is presented in Table 2 . In particular, Pipelite slightly outperforms Piper for ferret, as this benchmark consists of a coarse-grained loop. However, the finer-grained is the loop, the larger is the performance gap between Pipelite and Piper, according to the speedups for hmmsearch, hmmcalibrate, and dedup. Nevertheless, the granularity is not the only interesting aspect, as we can see from the poor performance of Piper for bzip2 and x264. Both benchmarks consist of coarse-grained loops, but Piper does not achieve high performance, as is explained in the rest of this section. Figure 4 shows the scalability of the different schedulers for bzip2. The static scheduler scales with the number of threads, but its performance is limited due to load-imbalance. Piper [22] performs well for a small number of threads and reaches the highest speedup for 16 threads, but it does not scale for a larger number of threads and its performance is significantly worse for 44 threads. In fact, the simple static scheduler outperforms Piper for more than 28 threads. Piper performs poorly because this loop consists of 60 iterations, and a large number of threads implies high overhead. However, Pipelite reaches the highest speedup for 24 threads, and the trend of the line shows that Pipelite maintains this speedup for a larger number of threads. Hence, in contrast to Piper, which requires proper configuration, Pipelite is robust with regard to the number of threads. Figure 5 presents the speedups for the x264 benchmark, varying the number of threads. Pipelite scales well with the number of threads, achieving the maximum speedup for 44 threads. However, Piper [22] reaches the highest performance for 36 threads and then the performance decreases. Although the loop of x264 is coarse-grained, almost all loop iterations are partitioned into 71 stage iterations. This situation leads to some fine-grained stage iterations that cannot be handled efficiently by Piper. Static scheduling scales with the number of threads, and the trend shows that the simple static scheduler may outperform Piper for more than 44 threads. Figure 6 shows the scalability of the schedulers for dedup. The static scheduler scales with the number of threads, but it does not achieve high performance due to load-imbalance. Piper performs better than the static scheduler for a small number of threads, but the high overhead implies poor performance for a larger number of threads. In particular, the simple static scheduler outperforms Piper for more than 24 threads, and the trends of the lines show that this gap expands for a larger number of threads. Pipelite clearly outperforms both the static scheduler and Piper for all numbers of threads, and it reaches the highest speedup for 16 threads. The performance decreases for a larger number of threads, as the average execution time of a loop iteration is only 60 μsec.
Since the speedups in Table 3 are obtained for different values of K, we provide an in-depth evaluation for those benchmarks that use a K > 4N , varying the throttling limit of Piper [22] and Pipelite. The static scheduler inherently limits the number of active loop iterations to the number of threads [18, 24] ; thus, no results are presented. Table 4 shows that Pipelite always reaches better 8:18
A. Mastoras and T. R. Gross performance than Piper for these three benchmarks when we use the same value for K. This implies that Pipelite requires less memory than Piper to achieve the same performance. For example, Pipelite outperforms Piper by 71% for hmmsearch with K = 88, and this gap narrows while the value of K is increased. The difference for the other benchmarks is smaller yet substantial, i.e., Pipelite achieves up to 25% and 29% higher speedups than Piper for ferret and dedup, respectively.
Note that although Table 3 shows that Pipelite requires K = 88,000 to achieve the highest speedup for dedup, Pipelite performs better than Piper even for smaller values of the throttling limit as shown in Table 4 . Therefore, Pipelite clearly outperforms Piper by 24% to 29% for all presented values of K. Moreover, both Pipelite and Piper reach the highest performance for hmmsearch for K = 880 as shown in Table 3 .
Overhead Measurement
To provide a clear picture about the performance of Pipelite, we need a very fine-grained loop such that we can measure the overhead of Pipelite and compare it to that of the simple static scheduler. Moreover, this loop must be load-balanced such that the static scheduler performs as well as the dynamic scheduler. We use hmmcalibrate, which allows the user to choose the length of the sequence that is randomly produced in every loop iteration. Therefore, the loop can become Fig. 7 . Speedups of hmmcalibrate for sequences' length 10 using K = 176 and varying the number of threads. finer-grained or coarser-grained, depending on this length. We use sequence length 10 and present the obtained speedups in Figure 7 . The average execution time of a loop iteration is only 9 μsec, making the scheduling overhead the main bottleneck. The static scheduler scales up to 12 threads, and then we notice performance degradation due to high overhead. Note that the significant difference between the speedups of 20 and 24 threads is a result of NUMA effects. Pipelite implies low overhead and performs similarly to the static scheduler for up to 8 threads. However, as expected, this overhead is higher than that of a simple static scheduler, and Pipelite performs worse than the static scheduler for a larger number of threads. Finally, the high overhead of Piper [22] implies poor performance for all numbers of threads.
Work-Stealing
Section 2 discusses the drawbacks of work-stealing for the execution of dynamic linear pipelines, and the evaluation confirms the poor performance of Piper. However, the reported results do not necessarily imply that work-stealing is the reason for the poor performance of Piper. Therefore, we conducted additional experiments to investigate the performance of work-stealing for dynamic linear pipelines, and we present the obtained results in Table 5 . Table 5 reports the maximum size of deques and the maximum number of non-empty deques observed during the execution of each program when threads try to steal work. It also reports statistics for two metrics that evaluate the overhead of work-stealing scheduling: Successful Steals and Wrong Victim Choices. The results are collected from the function random_steal of the Intel Cilk Plus [41, 42] implementation, and whether a deque is empty or not is determined with the function can_steal_from. We counted only the wrong choices of a victim, when the identifier of the chosen victim was less than 44, as we used 44 threads. Otherwise, the reported numbers would be significantly larger. In addition, Table 5 presents the percentage of successful steals in comparison to the number of loop iterations and the percentage of wrong victim choices in comparison to the number of successful steals. The considered metrics are the following:
• Successful Steals, i.e., the total number of successful steals; • Wrong Victim Choices, i.e., the total number of attempts that threads try to steal work but failed to steal, as they randomly chose a victim that had an empty deque while there was another non-empty deque available.
The maximum number of steals that may occur per loop iteration is equal to the number of dependent stage iterations. For all considered benchmarks, except x264, we notice that there is slightly more than one steal per loop iteration. For x264, we notice almost nine steals per loop iteration, as a loop iteration consists of 2 to 70 dependent stage iterations. In addition, every deque contains either zero or one stage iteration at any given point of time. Although in theory there might exist multiple non-empty deques when a thread tries to steal work, in practice there exists almost always a single non-empty deque for all considered benchmarks. For dedup, hmmcalibrate, and hmmsearch, there are few exceptions with two non-empty deques. Nevertheless, the number of these exceptions is negligible in comparison to the large number of steals, i.e., about 0%.
The large number of steals shows that threads do not execute work found in their own deque, and thus threads must perform stealing operations all the time. However, there exists almost always a single non-empty deque, and the reported results show that finding this single deque may require a lot of trials since the victim is randomly chosen. For example, for hmmcalibrate, threads make around 26 wrong choices of a victim before they manage to find a non-empty deque.
The number of wrong choices depends on the number of deques, which is equal to the number of threads. Therefore, the randomized work-stealing scheduler of Piper finds the non-empty deque, if any exists, without any failed attempts when there exist only two threads, as there is only one option for the victim. However, in practice, the number of wrong victim choices is quite large when we use a large number of threads, e.g., 44 threads as in the evaluation of this work.
DISCUSSION
The evaluation shows that static scheduling scales with a large number of threads, but its performance is limited due to load-imbalance. Piper [22] achieves load-balancing as a result of workstealing, but the high overhead of Piper implies poor performance for fine-grained loops. However, Pipelite implies low overhead and clearly outperforms Piper for all considered benchmarks, in terms of speedup, scalability, and memory usage.
There exist three main reasons that may explain the poor performance of Piper for fine-grained linear pipelines. First, the overhead may come from the Intel Cilk Plus [41, 42] implementation, as it supports a lot of features that may introduce unnecessary overhead. Second, the overhead may come from the flexibility of Piper to support arbitrarily nested pipeline and fork-join parallelism. Third, the overhead of Piper may be inherent in the work-stealing scheduling algorithm.
Unfortunately, Lee et al. [22] neither report nor discuss the overhead of Piper, and thus the main reason for the high overhead of Piper is unclear. In particular, the evaluation of Lee et al. shows the poor performance of Piper for the dedup benchmark, which is precisely confirmed by the evaluation in Section 4. Therefore, the reported results about the poor performance of Piper are not surprising according to the evaluation of Lee et al. In fact, the explanation of Lee et al. about the poor performance of Piper is unrelated to any overhead implied due to an unsuitable implementation used for the evaluation or due to the additional flexibility for nested parallelism.
Section 2 explains the reasons that work-stealing is ineffective when it is combined with the Piper algorithm, and the experimental results precisely confirm the drawbacks of work-stealing in practice. The idea of work-stealing schedulers is to avoid lock-contention on a single shared data structure, by using multiple local deques such that threads execute work found in their own deque. Hence, threads steal work when they have an empty deque, and the overhead of a work-stealing scheduler is introduced from stealing operations. This implies that work-stealing performs well as long as the deque of every thread contains sufficient work and stealing rarely occurs. However, this is not the case for Piper [22] due to design choices.
In particular, the work-stealing scheduler of Piper does not avoid lock-contention on a single data structure when threads try to steal work, as there is almost always a single non-empty deque available. Therefore, there exist two possible scenarios. First, all threads immediately find the nonempty deque and lock-contention is not avoided. Second, some threads fail to find the non-empty deque due to random choices of a victim. Thus, although lock-contention is avoided for the moment, every failed attempt introduces overhead from additional scheduling steps. Furthermore, the work-stealing scheduler of Piper introduces overhead since the size of the deque cannot be more than one. In other words, after a successful steal, Piper guarantees that all threads that try to steal from the same deque will necessarily fail. However, this is not the case when there is a single data structure. Hence, the work-stealing scheduler does not avoid lock-contention when threads try to steal work; it introduces more overhead than schedulers that rely on a single shared data structure. This overhead is not necessarily the reason for the poor performance of Piper, but it is inherent in work-stealing scheduling and independent of the Intel Cilk Plus [41, 42] implementation.
Since there are conceptual reasons that work-stealing introduces unnecessary overhead for the execution of dynamic linear pipelines, this work follows a different approach. We show how to achieve high performance by designing a system that exploits the properties of dynamic linear pipelines, and the evaluation confirms our expectations for fine-grained workloads. Pipelite enables the design of suitable data structures that are tailored to dynamic linear pipelines, and they both provide fast and concurrent access to all threads. In addition, Pipelite always tries to schedule earlier stage iterations first, and it exploits the local suspension mechanism.
The design of Pipelite could be adopted by Piper, and thus the performance of Piper may be improved for fine-grained dynamic linear pipelines. However, the main design issue of Piper is that work-stealing scheduling is ineffective for Piper according to the evaluation. The evaluation in Section 4 confirms all the drawbacks of work-stealing scheduling discussed in Section 2. Nevertheless, the reported results do not necessarily imply that work-stealing is the reason for the poor performance of Piper. Experimental results may provide only weak or strong indications.
Finally, this work shows that work-stealing is ineffective for systems that allow scheduling constraints to be expressed only between successive iterations of a stage, and threads execute loop iterations either to completion or until they encounter a dependent stage iteration that needs data that are not available. Otherwise, work-stealing may be effective for the execution of dynamic linear pipelines. For example, work-stealing may be effective for the execution of dynamic linear pipelines that include nested parallelism, which is an interesting contribution of Piper. However, this work does not cover such an evaluation, as Pipelite does not support nested parallelism, and Lee et al. [22] do not present any real application that requires this additional flexibility of Piper.
RELATED WORK
Previous research efforts are mainly restricted to static linear pipelines and rely on static scheduling. For example, HELIX [8] is a pipelining technique that performs optimizations to reduce the communication overhead and proposes an efficient mechanism that uses helper threads to prefetch synchronization signals. However, HELIX does not achieve load-balancing for load-imbalanced loops. Moreover, DSWP [33, 37] achieves pipeline parallelism by mapping different stages onto different threads. DSWP was proposed as a mechanism to effectively tolerate variable latency stalls imposed by memory loads, and it was evaluated in a simulation environment using hardware queues. DSWP transfers data between every pair of threads that execute stage iterations of data-dependent stages. Therefore, DSWP may allow stage iterations of the same loop iteration to overlap in time. However, the performance of DSWP is limited by the number of stages. PS-DSWP [36] is an extension of DSWP that allows independent iterations of a stage to execute in parallel, achieving both pipeline and data parallelism. However, stage iterations are assigned to threads in round-robin order, and thus PS-DSWP does not guarantee load-balancing for loadimbalanced loops.
All of these techniques provide compiler support and automatically perform pipelining by detecting loops that can be expressed as linear pipelines. Particularly, they automatically (a) perform data dependence analysis, (b) partition the linear pipeline into a number of static stages, and (c) configure the runtime system. Although Pipelite currently requires directives by the user, it may become a fully automatic system by using existing functionality of these systems. For example, Pipelite may use the data dependence analysis and the heuristics for partitioning used by the state of the art to automatically generate the required directives. However, it is unclear whether these tools can successfully detect the non-trivial data dependences of the real applications considered in the evaluation of Pipelite or not. Furthermore, partitioning of a dynamic linear pipeline into a number of suitable stages and proper configuration of the runtime system are far from obvious.
SpecDSWP [44] is another extension of DSWP that uses control and silent store speculation. SpecDSWP aims at handling loops that cannot be handled with DSWP due to cross-iteration dependences. In particular, SpecDSWP speculates data dependences that are highly predictable, and the overall performance depends on the misspeculation rate. DSWP+ [16] is a technique that partitions the loop body into stages that can subsequently be parallelized by other techniques, and it was evaluated in commodity hardware. Commutative user-defined annotations may be used with DSWP+ to break cross-iteration dependences and achieve better scalability.
Navarro et al. [31] present an analytical model for performance estimation of pipeline parallelism based on queueing theory. Moreover, they compare the performance of the Intel TBB [17] work-stealing scheduler to that of a static scheduler that benefits from over-subscription [3] . Mastoras and Gross [24] study the parallelization tradeoffs for linear pipelines by evaluating LBPP [18] , PS-DSWP [36] , and Piper [22] . They show that load-balancing and low scheduling overhead are the main challenges for efficient handling of linear pipelines. Mastoras and Gross [25] also describe URTS, a technique for efficient and scalable execution of fine-grained linear pipelines. In addition, Mastoras and Gross [26] present Pipelight, a technique that simplifies partitioning and the configuration of the runtime system, and it achieves better load-balancing than URTS by relying on a hybrid mapping [23] of stages onto threads. Although both URTS and Pipelight are efficient systems, they are restricted to static linear pipelines and do not efficiently handle all the programs that are handled by Pipelite.
Vandierendonck et al. [45] present hyperqueues, a programming abstraction of queues that allows the expression of deterministic and scale-free pipeline parallelism. However, hyperqueues cannot express the flexible structure of dynamic linear pipelines supported by Pipelite. Furthermore, OpenMP [32] can handle some limited form of dynamic linear pipelines using the ordered directive. One of the main limitations is that OpenMP cannot create ordered regions that are synchronized together if they correspond to different statements of the loop. The OpenMP specification says: "ordered regions that bind to different regions execute independently of each other." However, Pipelite allows stage iterations that consist of different sequences of statements to be synchronized together, based on the stage identifier (sid), which is determined at runtime.
OmpSs [12] is a programming model for heterogeneous multi-core architectures. The user annotates the code with compiler directives that are similar to that of OpenMP to express taskbased parallelism. Pipeline parallelism can be expressed with dataflow relations between tasks, and Chasapis et al. [9] present an evaluation of OmpSs, which includes dedup and ferret from PAR-SEC [3, 4] . Although the study of Chasapis et al. includes a task-based implementation of x264 with OmpSs, they do not express x264 as a dynamic linear pipeline. The generic-purpose directives of OmpSs are not suitable for expressing dynamic linear pipelines. Similarly, Pop and Cohen [34, 35] propose OpenStream, an expressive extension of a dynamic feed-forward dataflow programming model for stream programming to the OpenMP [32] model. Drebes et al. [11] present an algorithm that utilizes the data dependences between tasks of stream programs to automatically perform a NUMA-aware dynamic task and data placement for an optimized work-stealing scheduler [21] .
OpenMP, OmpSs, and OpenStream are generic-purpose programming models than can handle more programs than Pipelite. Hence, the scheduling algorithms of these systems are not aware of the properties of dynamic linear pipelines. For example, they allow the expression of non-linear pipelines, i.e., two stage iterations of the same loop iteration may be executed in parallel. Yet the price paid for this flexibility is unnecessary overhead for dynamic linear pipelines, which may negate the overall performance for fine-grained workloads. However, Pipelite focuses on a specific class of programs that can be expressed as dynamic linear pipelines, and it aims at performing efficient dynamic scheduling for fine-grained workloads.
Moreover, pipelining with futures [6] and stream programming can handle even non-linear pipelines, although at the expense of higher overhead for linear pipelines. For example, Sanchez et al. [39] present a work-stealing scheduler with a back pressure mechanism. Min and Eom [28] present DANBI, which supports dynamic scheduling based on probabilistic techniques. Furthermore, Schneider and Wu [40] propose a dynamic scheduler for stream programs that scales up to hundreds of threads. However, none of these systems exploits the properties of data dependences of dynamic linear pipelines, and to the best of our knowledge, they do not allow stages and their data dependences to be determined at runtime either. Consequently, efficient systems for static linear pipelines are available, e.g., URTS [25] , and systems that support dynamic linear pipelines are also available, e.g., Piper [22] . The challenge and the contribution of Pipelite is how to combine the flexibility of systems that handle dynamic linear pipelines with the efficiency of static systems.
CONCLUSION
Dynamic scheduling of dynamic linear pipelines is challenging when the goal is to achieve both high performance and scalability. We successfully address both challenges with Pipelite, a dynamic scheduler that is tailored to dynamic linear pipelines. Pipelite exploits the specific data dependences of dynamic linear pipelines to achieve high performance for a class of important applications that include fine-grained loops. The experimental results show that the design of Pipelite implies low overhead, and Pipelite significantly outperforms the state of the art in terms of speedup, scalability, and memory usage. Therefore, Pipelite achieves high performance for fine-grained loops, for which the state of the art performs poorly due to high overhead.
Pipelite provides compiler support for a directive-based transformation that automatically generates parallel code, making the dynamic scheduler a promising solution that leaves management of the details to tools. The reported results precisely confirm the expectations about the unsuitable design of the state-of-the-art techniques that rely on work-stealing to achieve load-balancing. Moreover, the results confirm that new hardware requires more efficient schedulers. As the number of cores increases, loops become finer-grained, and any overhead will impact scalability. Since Pipelite is tailored to support dynamic linear pipelines, it provides a path to support this class of applications on future systems that include larger and larger numbers of cores.
