Introduction
The main purpose of this paper is both to improve the main result in [FPW] and to provide a direct proof that avoids the use of the dyadic sets for spaces of homogeneous type. Both proofs are based on a classical good-λ inequality (cf. [BG] ).
Let (S, d, µ) be a space of homogeneous type, and a : B → [0, ∞) be a functional defined on the family B of all balls in S. Recall that d denotes a pseudo-metric on S and that µ is a measure that is doubling with respect to d. We want to show that if a locally integrable function f satisfies 1 µ(B) B |f − f B | dµ ≤ C a(B)
for all balls B, then one can deduce higher L p -integrability of f . As usual, f B denotes the µ average of f over B. This type of inequality is refered to as a (weak) Poincaré inequality.
The standard example of a function satisfying (1) is any f ∈ W 
for some g ∈ L p loc (S) and some τ ≥ 1, then f lies in weak L r loc (S) for r = Dp/(D − p).
Franchi, Pérez, and Wheeden ( [FPW] ) proved that this same self-improving phenomenon holds for general S and for a very wide class of functionals, described below. Their results, however, only partially contain those of Haj lasz and Koskela as the class of functionals they considered only contains (3) for τ = 1. At first glance, these results ( [HaK2] , [FPW]) appear to be weaker than either the Embedding Theorem or the theorem of Saloff-Coste given that they only show that f belongs to weak L r loc and not to L r loc . However, it turns out that the weak result always implies the strong result when (1) holds uniformly for a large family of "differentiable" functions, see section 2. This is precisely the situation considered by Saloff-Coste and in the Embedding Theorem.
For a discussion of the numerous settings and functionals for which (1) holds and for more about the history of the problem see [FPW] and [Ha] . Trudinger's Inequality (the case p = D of the Embedding Theorem) can also be viewed as a self-improvement of a family of Poincaré inequalities. This case is treated in [HaK2] and in [MP] . The paper [HaK2] shows that many of the classical theorems about Sobolev functions actually hold in much more general metric spaces for functions satisfying (1) with the functional (3).
The main theorem in [FPW] showed that if w is an A ∞ weight and the pair a and w satisfy the condition D r defined below, then any function satisfying (1) lies in weak
Definition 1.1 Let 0 < r < ∞ and w be a weight. We say that a satisfies the weighted D r condition if there exists a finite constant c such that for each ball B and any family {B i } of pairwise disjoint sub-balls of B,
Here w(B) = B w dµ. The model example of a functional satisfying D r is the fractional average
where α ≥ 0, 0 < p and ν is a nonnegative measure. When αp < D this functional satisfies D r with r = Dp/(D − αp). In particular, the functionals (3) satisfy D r for r = Dp/(D − p) when τ = 1. This is no longer true when τ > 1. In this case they only satisfy D r for any
Let us show that the functional (5) really does satisfy the stated D r condition. Recall
) whenever B 1 and B 2 are balls with B 1 ⊂ B 2 , and note
and consequently
Before stating the paper's main result, we introduce the notation
for the normalized weak L r norm, where w(E) denotes E w dµ for any measurable set E.
We denote the smallest constant c for which (4) holds by a . We always have a ≥ 1.
Theorem 1.2 Let B 0 be a ball in S and let δ > 0 be given. Set B 0 = (1 + δ)KB 0 . Suppose that the functional a satisfies the weighted D r condition (4) for some 0 < r < ∞ and some
If f is a locally integrable function on B 0 for which there exist constants τ ≥ 1 and f a > 0 such that for all balls B with B ⊂ B 0
then there exists a constant C independent of f and B 0 such that
This extends the results of [FPW] , by allowing the factor τ , and of [HaK2] by allowing the weight w and much more general functionals than (3). The constant (1 + δ)K is far better than the corresponding constant obtained in [FPW] and is probably the best possible within the general context of space of homogeneous type.
We will show in §5 that in general the weak L r norm in inequality (7) cannot be replaced by the strong L r norm. As mentioned earlier, the strong inequality can be obtained in certain circumstances. We discuss this in the next section. We do, however, have the following corollary: Corollary 1.3 Under the same hypothesis as Theorem 1.2, if 0 < p < r, then there exists a constant C = C(p) independent of f and B 0 such that
This is a consequence of the inequality
, which holds in any measure space of finite measure and whenever in p lies between 0 and r.
In many situations it is possible to replace τ B 0 by B 0 in both Theorem 1.2 and Corollary 1.3. This is the case, for example, when the ball B 0 satisfies the Boman chain condition. The point is that the inequality (7) actually holds for all sub-balls of B 0 and that the Boman chain condition allows us to iterate this inequality along chains of sub-balls of B 0 . We refer the interested reader to Remark 2.6 and the last part of Section 5 in [FPW] .
Other types of chain conditions yield the same sort of results, see [HaK1] , for example.
Let us compare our situation with that in the Campanato-Morrey spaces. These spaces are defined as those functions on R D satisfying (1) with the functional a(B) = |B| −δ , where δ is positive. It is well known (and easily verified) that this condition is equivalent to
for all balls B. The same property holds replacing the L 1 norm by the L p norm on the left hand side of these inequalities. This means that the cancellation does not play any role in these spaces. These spaces do not have the self-improving properties described in the The proof of our theorem is a modification of the classical proof that bounds the norm of the maximal function by the norm of the sharp maximal function, see [J] , for example.
Associated to the family of balls
are the functions
The heart of the proof, Proposition 4.1, consists of proving a good-λ inequality relating these two functions.
Poincaré type inequalities
The purpose of this section is to show that we can use our main result to establish sharp Poincaré inequalities for differential operators. The results here follow from Theorem 1.2 in the same way that the corresponding results in [FPW] follow from the main theorem there.
We refer to [FPW] for details.
We now consider a functional b(B, f ) of two variables of the form
where F is an appropiate set of functions contained in L 1 loc (S). In applications, the main examples of F are the Lipschitz class, or Sobolev classes, although our results are not restricted to these classical spaces.
Typical examples of b are those associated with Poincaré inequalities, namely
where X is a differential operator with X1 = 0, i.e., with no zero order term. In particular, in Euclidean space, X could be ∇ m or some other appropriate combination of partial derivatives.
The main property we need is a certain "stability" property under truncations. This idea was originally introduced in [LN] and exploited in [SW] , [FGaW] , [FLW] and [BCLSC] . Given a nonnegative function g, the truncation τ λ (g) is defined by
We shall assume that the class F has the following properties:
•
We also assume that the following natural relationships between the functional b and F hold:
• There exist r ≥ 1 and a constant C such that for any nonnegative f ∈ F, any ball B and any sequence λ k of the form {λ k = 2 k λ}, k = 1, 2, . . . , λ > 0, we have
Observe, for example, that for the functional b = b X defined in (11), we have
and then (12) readily follows since the domains of integration are disjoint.
We assume that b and F have all the properties listed above and that b also satisfies the following condition (a weighted D r condition which is uniform in f for f ∈ F) for some r ≥ 1 and some w ∈ A ∞ (µ):
for all f ∈ F, every ball B ∈ B and every family {B i } of pairwise disjoint sub-balls of B.
Theorem 2.1 Let B 0 be a ball and let δ > 0. Set B 0 = (1 + δ)KB 0 . Suppose that the functional b and the class F satisfy all of the conditions above (including (13)). If there are constants C and τ , both at least 1, for which
for every f ∈ F and B ⊆ B 0 , then
with C independent of B 0 and f ∈ F.
Corollary 2.2 Let µ and ν be doubling measures, p 0 ≥ 1, τ ≥ 1, and X be a differential operator for which
for all balls B and all Lipschitz functions f . Let 1 ≤ p 0 ≤ p ≤ q < ∞ and let (w,v) be a pair of weights such that w ∈ A ∞ (µ), v ∈ A p/p 0 (ν), and the following balance condition holds (cf. [ChW] ):
for all ballsB, B such thatB ⊂ B. Then
with C independent of f and B.
As remarked after Theorem 1.2, the conclusion of Theorem 2.1 is valid with τ B 0 replaced by B 0 on the righthand side of these inequalities whenever B 0 satisfies the Boman chain condition.
If we let X be a collection of smooth vector fields satisfying the Hörmander condition on, say, a ball B 0 , then by Jerison's theorem [Je] we have (16) with p 0 = τ = 1 and
This allows us to deduce the main results of [FLW] without making use of the representation formula obtained in that paper. For instance, there is a constant c such that
for each ball B ⊂ B 0 , where Q is the homogeneous dimension of the vector fields and |B| is the Lebesgue measure of B. This unweighted estimate is also derived in [GN] by different means. A similar inequality can be established for non-smooth vector fields X = X λ of Grushin type since a corresponding Poincaré inequality (16) was derived in [FGuW] by means of a representation formula. Recall that the balls in both of these cases are not
Euclidean balls, but rather are defined in terms of the metric associated with the vector fields. We initially obtain these results with the larger ball ηB, η > 1 on the right side, but we may then take η = 1 by using the Boman chain condition as in [FGuW] and [FLW] .
Definitions
for all x, y, z.
Given x ∈ S and r > 0, we let B(x, r) = {y ∈ S : d(x, y) < r} and refer to B(x, r) as the ball with center x and radius r. If a ball B is given, then x B denotes the center of B, while the radius will be denoted either by r B or r(B).
A space of homogeneous type (S, d, µ) is a set S together with a quasimetric d and a nonnegative Borel measure µ on S such that µ(B(x, r)) is finite for all x ∈ S and r > 0, and the doubling condition
holds for all x ∈ S and r > 0.
The doubling assumption (20) is global in nature, i.e., it is assumed to hold for all x ∈ S and all r > 0. In many important cases, however, doubling is a local property, limited to points x in compact sets and to small values of r. In such cases, our main results hold locally.
As usual, we say that w is a weight if w is a nonnegative locally integrable function. For a measurable set E, we denote w(E) = E w(y) dµ(y).
We also recall that the weight w is a A ∞ (µ) weight if there are postive constants C and α such that
for every ball B and every measurable set E ⊂ B.
We denote by D = log C the doubling order of µ, where C is the smallest constant in (20) . By iterating (20), we then have
for every pairB, B of balls such thatB ⊂ B.
Proof of Theorem 1.2
We fix δ > 0 and a ball B 0 . We assume that f , a, and w, are as in statement of the theorem. Recall that B 0 denotes the ball B 0 = (1 + δ)KB 0 . The constants K, D, and c µ will be refered to as the geometric data, and any constant that depends only on these will be called a geometric constant. Constants denoted by c, c 0 , . . . will be geometric constants.
All other constants will depend (at most) on the geometric data, the A ∞ constants of w, τ , and δ −1 .
Recall that we have to prove the inequality
Observe that without loss of generality we may assume that f a = 1 and that f
+ |f B 0 | and using (6), the doubling property of µ and the fact that f
= 0 we find that
and we are left with showing that for all λ > 0
A key object in our proof is the family of balls B = {B : x B ∈ B 0 and r B ≤ δ r B 0 }.
This family has the following properties:
The maximal function and the sharp maximal function associated to B of a locally integrable function g are, respectively,
where we understand that the supremum is zero if x is not contained in any element of B.
Both of these functions are zero outside B 0 . The Lebesgue differentiation theorem and the definition of the basis B imply that |g(x)| ≤ M B g(x) for almost every x ∈ B 0 . We define for
a.e., the proof of (23) is reduced to showing that the same weak-type estimate holds for Ω λ :
For notational convenience we introduce
Since the average of f over B 0 is zero we have Osc( B 0 ) = Av( B 0 ). We also have, using (6),
It turns out that it will be more useful for us to use a slight modification of
This is simply the sharp maximal function of f with respect to the family of balls B ∪ { B 0 }.
The next lemma contains a key inequality of good-λ type relating M B and M
Proposition 4.1 There exist geometric constants N ≥ 1 and 0 > 0, and a constant C ≥ 1 such that for all λ > 0 and all 0 < < 0 ,
where α is the A ∞ exponent of w, as in (21).
¿From this good-λ inequality we immediately obtain, in the usual way,
Combining this inequality and Lemma 4.2 below we obtain (27). This means that the proof of the theorem has been reduced to that of Proposition 4.1.
Lemma 4.2 There exists a positive constant C such that for all λ > 0
The proof is by a standard covering lemma. If x is in the set Σ λ then there is a ball B containing x and for which λ < Osc(B) ≤ a(τ B). By definition of M
f , B will be an element of B or just B 0 . In any case, (we use property (26) here), the ball B x = τ B which still contains x, is a sub-ball of τ B 0 , and λ < a(B x ). Pick a Vitali type cover of Σ λ by balls {P i } ⊆ {B x }. Then the balls {P i } are pairwise disjoint sub-balls of τ B 0 and Σ λ ⊆ ∪ i cP i . Therefore, using the condition D r and doubling of w,
We now proceed with the proof of the proposition. The following lemma, although easy, is nevertheless important.
Indeed, since B ⊂ B 0 we have
and the lemma follows.
We first observe that (29) holds for small λ's.
and 0 = γ −1 . Suppose that λ < γ Av( B 0 ). Then λ < Av( B 0 ), and because and (29) follows.
Henceforth, we will be assuming that λ ≥ γ Av( B 0 ). Observe that for such λ's we have by Lemma 4.3 that
whenever B ∈ B such that Av(B) > λ.
Lemma 4.4 Suppose that Ω λ is not empty. Then there exists a countable family {B i } of pairwise disjoint balls in B such that 
Set B * * i = M B i . Lemma 4.4 ii) implies that B * * i ∈ B. For each fixed i, we claim that
The ⊇ direction is clear. Suppose now that x lies in the set on the left. Then x ∈ B * i and there exists a ball B ∈ B containing x such that 
Observe thatB i is in B, since the center is in B 0 and its radius is smaller than δ r(B 0 ). Now property iv) of Lemma 4.4 implies that
This contradicts (33), and so proves that r(B) ≤ r(B * i ). This inequality in turn implies that B ⊂ K(2K + 1)B * i = B * * i , and therefore
This yields the ⊆ direction in (32). Now,
In the last inequality we have used Lemma 4.4 iv) and the fact that B * * i is a multiple (of at least 2) of B i that lies in B. We now find, using (32), that
Let us denote this last set by E i . Recalling (31), we see that
The next stage is to split the index set in two. Say that
measure of E i :
Then because w ∈ A ∞ (µ), we obtain for each i ∈ I that w(
Consequently,
The last inequality is a consequence of Lemma 4.4 i).
To estimate II, note that if i ∈ II and x ∈ B i , then M
Combining these estimates for I and II gives the good-λ estimate (29). This concludes the proof of the Theorem. 2
The strong estimate is false in general
The point of this section is to show that the L r,∞ weak norm inequality (7) cannot be replaced in general by the strong L r norm.
Consider the subsets of R d given by S k = B k ∪ {0} where B k is the closed ball centered at (2 −k , 0, · · · , 0) and of radius 2 −k /10. Each pair of the S k have precisely one point in common, namely, the origin. Denote the Euclidean metric restricted to S k by ρ k . Now set S = ∪ ∞ k=0 S k . We can use the ρ k to define a metric on S by "passing" through the origin. It is obvious that a ∈ D r , in fact this functional is a special case of our model example defined in (5). Observe that f is essentially |x| −d/r restricted to S. We want to show that f
for every ball B. There are two cases to consider: 0 ∈ B and 0 / ∈ B. In the first case ( Suppose now that 0 / ∈ B. The nature of the metric ρ implies that B intersects only one of the balls B k . This means that f is constant on B and so (34) holds again.
The function f does not belong to L r loc . Therefore we cannot replace the weak L r,∞ norm in inequality (7) by the strong L r norm.
