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Abstract
Motivated by the growing interest on PT-quantum mechanics, in this paper we
discuss some facts on generalized Gibbs states and on their related KMS-like con-
ditions. To achieve this, we first consider some useful connections between similar
(Hamiltonian) operators and we propose some extended version of the Heisenberg
algebraic dynamics, deducing some of their properties, useful for our purposes.
1 Introduction and notations
In ordinary quantum mechanics a physical system S is described, first of all, by a self-
adjoint Hamiltonian operator H0. This is to ensure first that the energies of the system
(i.e., the eigenvalues of H0) are real, and secondly that the time evolution of S is unitary.
If S lives in a finite dimensional Hilbert space H, then H0 is surely bounded. But, when
dim(H) = ∞, quite often H0 turns out to be unbounded. Hence, in physics, the role of
unbounded operators is crucial in several cases.
In recent years, since the paper [1], an increasing interest for systems described by
non self-adjoint Hamiltonians, H 6= H∗ with only real eigenvalues, has spread among
the physicists first, and the mathematicians later. We refer to [2]-[6], and references
therein, for two reviews and three recent volumes on this topic. The reason is that,
in some concrete applications in physics, it may happen that three different operators,
H0 = H
∗
0 , H and H
∗ (which, throughout the paper, will be assumed to be closed and,
at least, densely defined) have only point spectra, and that all their eigenvalues coincide.
In particular, in [7] several triples of operators of this kind have been discussed and the
following eigenvalues equations have been found in concrete quantum mechanical models
H0en = nen, Hϕn = nϕn, H
∗ψn = nψn, (1.1)
where Fe = {en ∈ H, n ≥ 0} is an orthonormal (o.n.) basis for the Hilbert spaceH, while
Fϕ = {ϕn, n ≥ 0} and Fψ = {ψn, n ≥ 0} are two biorthogonal sets, 〈ϕn, ψm〉 = δn,m, but
not necessarily bases for H. However, quite often, Fϕ and Fψ are complete (or total: the
only vector which is orthogonal to all the ϕn’s, or to all the ψn’s, is the zero vector) in
H and, see [7], they are also D-quasi bases, i.e., they produce a weak resolution of the
identity in a suitable set D, dense in H:∑
n
〈f, ϕn〉 〈ψn, g〉 =
∑
n
〈f, ψn〉 〈ϕn, g〉 = 〈f, g〉 ,
for all f, g ∈ D.
As it is known, the o.n. basis Fe can be used to define a Gibbs state as follows:
ω0(X) =
1
Z0
∑
n
〈
en, e
−βH0Xen
〉
, (1.2)
where Z0 :=
∑
n
〈
en, e
−βH0en
〉
=
∑
n e
−βn = e
β
e
β−1 and β is the inverse temperature, always
positive. Sometimes ω0 is written as ω0(X) = tr(ρX), where ρ :=
1
Z0
e
−βH0 and tr is the
natural trace on B(H). Hence, in view of (1.1), it is interesting to see what can be done
if, in (1.2), we replace H0 with H or with H
∗, and the en’s with the ψn’s or with the ϕn’s.
For this reason, in this paper a particular attention is devoted to these Hamiltonian
operators and to their roles in Gibbs-like states: some of their properties are derived
and some examples are discussed. After this preliminary analysis, we will explore how
they can be used to define some (generalized) Gibbs states, extending in different ways
equation (1.2).
The paper is organized as follows. In Section 2, after some preliminaries, we discuss
the mathematical settings and the functional structure associated to the operators H, H0
and H∗ that obey the eigenvalues equations in (1.1). Several pathologies concerning their
structure will be considered. In particular we will prove that, under certain conditions,
H0 and H are similar operators, in the sense od Definition 1 below.
In Section 3 we extend the Gibbs state ω0 to the general situation where we work
with Fϕ and Fψ, rather than with Fe, and where we replace H0 with H or with H
∗.
Moreover we will investigate if some (generalized version of) the KMS-relation is also
satisfied by these states. This analysis will force us to introduce different concepts of
algebraic dynamics, driven respectively by H0, H and H
∗. In Section 4 we consider other
possible generalizations of ω0, and we deduce again the related KMS-like conditions. Our
concluding remarks are given in Section 5.
2 Preliminary results
To keep the situation more general, all throughout this section we replace (1.1) with the
following eigenvalue equations
H0en = λnen, Hϕn = λnϕn, H
∗ψn = λnψn, (2.1)
where the λn’n are real numbers and we will suppose, in particular, that the sets Fϕ =
{ϕn} and Fψ = {ψn} in (1.1) are Riesz bases. This means that we can find a bounded
operator T , with bounded inverse, such that
ϕn = Ten, ψn = (T
∗)−1en, , ∀n ∈ N. (2.2)
We will study, in this particular situation, the relation between H and H0 and how
this relation is connected with the operators H and H0 being similar to each other. This
means that H and H0 satisfy the following definition (see, e.g. , [8]):
Definition 1 Let (V,D(V )), (K,D(K)) be two linear operators in the Hilbert space H.
We say that V and K are similar, and write V ∼ K, if there exists a bounded operator T
with bounded inverse T−1 which intertwines K and V in the sense that T : D(K)→ D(V )
and V Tf = TKf, for every f ∈ D(K).
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The bounded operator T of definition (1) is called a bounded intertwining operator
for (or between) V and K, [8]. Intertwining operators have been proved to be quite
important in the construction of many exactly solvable quantum models, both when the
Hamiltonian of the system considered is self-adjoint, [9], and when is not, [10].
Before proceeding we fix some notation: given a linear operator S, with domain D(S)
we denote by S ↾ G the restriction of S to a subspace G ⊆ D(S). Moreover, we recall
that, if S is a closed operator, a subspace C ⊆ D(S) is called a core for S if the closure of
S ↾ C = S. For notations and basic definitions on operators and their spectra we refer to
[16, Ch. VIII].
Proposition 2 Let (H0, D(H0)) and (H,D(H)) be closed operators in H, with H0 self-
adjoint. Let {en} be an orthonormal basis consisting of eigevectors of H0 and Fϕ and Fψ
be Riesz bases as in (2.2) for which (2.1) holds. Assume that
TH0en = HTen, H
∗(T ∗)−1en = (T ∗)−1H0en. (2.3)
Then, the following statements are equivalent.
1. H ∼ H0, with intertwining operator T .
2. The linear span of {Ten}, span {Ten}, is a core for H.
Proof: First of all, we notice that span {en} is a core for H0, as is easy to check.
We prove that 1 ⇒ 2. Let g ∈ D(H) and put f := T−1g. Since f ∈ D(H0), there
exists a sequence {fn} ⊂ span {en} such that fn → f and H0fn → H0f . We put gn = Tfn,
n ∈ N. Clearly {gn} ⊂ span {Ten} and gn → g. Moreover, Hgn = HTfn = TH0fn →
TH0f = HTf = Hg, proves the statement.
Now, we show that 2 ⇒ 1. Since span {en} is a core for H0, for every f ∈ D(H0),
there exists a sequence {fk} ⊂ span {en} such that f = limn fk, H0f = limnH0fn and it
is clear that TH0f = limk TH0fk = limkHTfk. Since, by hypothesis, Tf ∈ D(H), then
TD(H0) ⊆ D(H) and THf = HTf for every f ∈ D(H0). Moreover if g ∈ D(H), by
hypothesis, there exists {gk} ⊆ span {ϕn} such that
g = lim
k
gk and Hg = lim
k
Hgk. (2.4)
If we put f := T−1g = limk T−1gk := fk ∈ span {en} we have
lim
k
H0fk = lim
k
H0T
−1gk = lim
k
T−1Hgk = Hg.
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Hence f ∈ D(H0 ↿ span {ϕn}) and H0f = Hg. We deduce that Tfk = gk, fk ∈ span {en}
which implies by 2.4 that Hg = limkHgk = limkHTfk = limk TH0fk and limkH0fk =
T−1Hg. Hence limk T−1gk = limk fk = f then f ∈ D(H0) and limkH0fk = H0f. Therefore
TH0f = lim
k
TH0fk = lim
k
HTfk = Hg = HTf
✷
Proposition 3 If H ∼ H0, with intertwining operator T , and Fϕ and Fψ are Riesz bases
then,
D(H) = {g ∈ H :
∑
k
|λk|
2|〈g, ψk〉|
2 <∞}. (2.5)
Proof: Indeed
D(H) = {Tf ; f ∈ D(H0)} = {g ∈ H : T
−1g ∈ D(H0)}
= {g ∈ H :
∑
k
|λk|
2|〈T−1g, ek〉|2 <∞}
= {g ∈ H :
∑
k
|λk|
2|〈g, (T−1)∗ek〉|2 <∞}
= {g ∈ H :
∑
k
|λk|
2|〈g, ψk〉|
2 <∞}.
✷
Now is clear that, for every f ′ ∈ D(H) and g′ ∈ H,
〈TH0T
−1f ′, g′〉 = 〈H0T−1f ′, T ∗g′〉 =
∑
λk〈PkT
−1f ′, T ∗g′〉 (2.6)
where Pkζ := 〈ζ, ek〉ek, ζ ∈ H.
Then, if we put Rk := TPkT
−1, it is easy to check that 〈Hf ′, g′〉 =
∑
λk〈Rkf
′, g′〉.
Then {Rk} is a (non-self-adjoint) resolution of the identity, in the sense that RkRj = δk,jRj
and
∑
k Rkf = f , for every f ∈ H.
If u is a bounded continuous function, one can define 〈u(H)f ′, g′〉 :=
∑
k u(λk)〈Rkf
′, g′〉,
f ′, g′ ∈ H. Hence,
u(H) = Tu(H0)T
−1,
(for instance u(H) :=eiHt=T eiH0tT−1).
Now we set
V (t) := T eiH0tT−1, t ∈ R.
Then,
V (0) = 1, V (t + s) = V (t)V (s). (2.7)
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Notice that V (0) = V (t)V (−t), hence V (−t) = V (t)−1. The boundedness of T and T−1
implies that ‖V (t)‖ ≤ ‖T‖ · ‖T−1‖, for all t ∈ R. Hence V (t) is a (uniformly bounded)
one-parameter group of bounded operators.
Proposition 4 Let {W (t), t ∈ R} be a one-parameter group of bounded operators such
that t→W (t) is strongly continuous. Set
D(H) :=
{
f ∈ H : lim
t→0
W (t)− 1
t
f exists in H
}
,
H(f) := lim
t→0
W (t)− 1
it
f.
Then, the following statements are equivalent.
1. There exists a bounded operator T, with bounded inverse, such that {TW (t)T−1 :
t ∈ R} is a unitary group.
2. There exists a self-adjoint operator K such that H ∼ K.
Proof: 1⇒ 2. Let U(t) := T−1W (t)T, t ∈ R be a one-parameter unitary group generated
by the self-adjoint operator K defined as follows
K := lim
t→0
U(t)− 1
it
f, D(K) :=
{
f ∈ H : lim
t→0
U(t)− 1
t
f exists in H
}
.
Then TD(K) = D(H) and HTf = TKf, for every f ∈ D(K).
Indeed, for every f ∈ D(K)
Kf = lim
t→0
U(t)− 1
it
f = lim
t→0
T−1W (t)T − T−1T
it
f = T−1 lim
t→0
W (t)Tf − Tf
it
.
Then, Tg ∈ D(H) and HTf = TKf.
Conversely, if h ∈ D(H)
Hh = lim
t→0
W (t)− 1
it
h = lim
t→0
T [W (t)− 1]T−1
it
f = T lim
t→0
W (t)− 1
it
T−1h.
Then, T−1h ∈ D(K); i.e., h ∈ TD(K) and Hh = TKT−1h. Moreover HTf = TKf , for
every f ∈ D(K).
2 ⇒ 1. Assume that H ∼ K, with K self-adjoint and intertwining operator T (i.e.,
TD(K) = D(H), HTf = TKf , for every f ∈ D(K)). Let U(t) = eiKt, t ∈ R and
define W (t) = TU(t)T−1 t ∈ R. Then it is easily seen that W (t) is a strongly continuous
one-parameter group satisfying (2.7). ✷
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The assumption HTen = TH0en implies that HTen = λnTen. Hence, for the set of
eigenvalues (i.e. the point spectra), we get σp(H0) ⊆ σp(H) and since, by assumption, the
whole spectrum σ(H0) coincides with σp(H0), we conclude that σ(H0) ⊆ σp(H) ⊆ σ(H).
If H ∼ H0, the converse inclusions hold. Indeed, in that case, as shown in [8, Proposition
3.1] similarity preserves not only the spectrum set σ(H) = σ(H0) but also the parts in
which the spectrum is traditionally decomposed: the point spectrum σp(H) = σp(H0),
the continuous spectrum σc(H) = σc(H0) and the residual spectrum σr(H) = σr(H0).
Therefore, if Fϕ and Fψ are Riesz bases satisfying the assumption of Proposition 2
and if the linear span of {ϕn} is a core for H , then σ(H0) = σp(H0) = σp(H) = σ(H).
Of course, what we have obtained here for H can also be deduced forH∗, under similar
assumptions. We postpone the analysis of the relation between σ(H0), σ(H) and σ(H
∗)
when T or T−1 is unbounded to a future paper.
3 Generalizing Gibbs states
Let us now go back to the Gibbs states introduced in (1.2). The properties of ω0 are well
known in the literature, both from a mathematical and from a physical side. In particular,
ω0 is linear, normalized, continuous and positive: ω0(X
∗X) ≥ 0, for every X ∈ B(H),and
in particular ω0(X
∗X) = 0 only when X = 0.
Moreover, if we define the following standard Heisenberg time evolution1 on B(H) by
αt0(X) := e
iH0tXe−iH0t, X ∈ B(H), (3.1)
it follows that αt0(X) ∈ B(H), for every t ∈ R, and ω0 satisfies the following equality:
ω0
(
Aα
iβ
0 (B)
)
= ω0(BA), ∀A,B ∈ B(H). (3.2)
The abstract version of this equality is known in the literature as the KMS condition,
[11], and it is used to analyze physical aspects of the system under investigation like, for
instance, its phase transitions and its thermodynamical equilibria. The parameter β, as
already stated, is interpreted as the inverse temperature of the system.
What we are interested in here is the possibility of defining states of the type ω0 by
using the sets Fϕ and Fψ, rather than Fe, and by replacing H0 with H or with H
∗, see
(1.1).
1The reason why we use the word standard here is because in the following we will propose different
definitions for the time evolution of an operator, useful when the dynamics is driven by some non self-
adjoint Hamiltonian, as in our case.
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We will not suppose in this section that Fϕ and Fψ are necessarily Riesz bases, except
when explicitly stated, but only that they are biorthogonal sets. We maintain the assump-
tion that they are families of eigenvectors of H and H∗, respectively, as in (1.1). This
more general situation is relevant in pseudo-hermitian quantum mechanics, [7], and for
this reason we believe it can be useful in concrete applications. For the sake of simplicity,
we assume that the eigenvalues of H0, H and H
∗, are equal to the sequence {n} of natural
numbers. The results of this paper remain mostly valid if the eigenvalues constitute a
more general sequence {λn}, as in (2.1), with just obvious modifications.
We start with defining the following functionals:

ωϕϕ(X) =
1
Zϕϕ
∑
n
〈
e
−βHϕn, Xϕn
〉
= 1
Zϕϕ
∑
n e
−βn 〈ϕn, Xϕn〉 ,
ωψψ(X) =
1
Zψψ
∑
n
〈
e
−βH∗ψn, Xψn
〉
= 1
Zψψ
∑
n e
−βn 〈ψn, Xψn〉 ,
(3.3)
where X ,
for the time being, is just an operator on H such that the right-hand sides above both
converge, and Zϕϕ =
∑
n e
−βn‖ϕn‖2 and Zψψ =
∑
n e
−βn‖ψn‖2. Our main assumption on
Fϕ and Fψ, other than their completeness, which will always assumed all throughout the
paper, and which is always satisfied in concrete examples in our knowledge, is that also
the series defining the normalizations above do converge:
Definition 5 The biorthogonal sets Fϕ and Fψ are called well-behaved if Zϕϕ < ∞ and
Zψψ <∞.
Remarks– (1) It is easy to check that any two biorthogonal Riesz bases Fϕ and Fψ
are well-behaved. This implies, in particular, that any o.n. basis Fe = {en, n ≥ 0}
produces a pair (Fϕ = Fe,Fψ = Fe) of well-behaved biorthogonal sets (WBBS, from now
on). It is also not hard to find more examples of biorthogonal sets Fϕ and Fψ which are
not Riesz bases, but still are well-behaved. For instance, if {cn, n ≥ 0} is a sequence
of real numbers such that
∑
n c
±2
n e
−βn < ∞, and if Fe is an o.n. basis, then defining
ϕn = cnen and ψn =
1
cn
en, the sets Fϕ and Fψ are biorthogonal and well behaved, even
if they are not Riesz-bases, which is what happens if {cn} or {c
−1
n } diverges with n. As
a concrete example, taking cn = 1 + n we have Fϕ = {ϕn = (1 + n)en, n ≥ 0} and
Fψ = {ψn =
1
1+n
en, n ≥ 0} are well-behaved. Hence, the set of WBBS is rather rich.
(2) In the situation described by (2.1) we will call well-behaved the sets Fϕ and Fψ if
they satisfy
∑
n e
−βλn‖ϕn‖2 <∞ and
∑
n e
−βλn‖ψn‖2 <∞.
From now on we will always consider, when not explicitly stated, that the sets Fϕ and
Fψ used to define ωϕϕ and ωψψ are well-behaved. We call Aϕ (resp. Aψ), the set of all
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the operators on H, not necessarily bounded, such that
∑
n e
−βn | 〈ϕn, Xϕn〉 |<∞ (resp.∑
n e
−βn | 〈ψn, Xψn〉 |<∞).
It is possible to see that, since Fϕ and Fψ are WBBS, each bounded operatorA ∈ B(H)
belongs to both Aϕ and Aψ. Indeed we have, for instance,
|ωϕϕ(A)| ≤
1
Zϕϕ
∑
n
e
−βn| 〈ϕn, Aϕn〉 | ≤
1
Zϕϕ
∑
n
e
−βn‖ϕn‖‖Aϕn‖ ≤ ‖A‖,
and in the same way |ωψψ(A)| ≤ ‖A‖, for all such A’s. This means, incidentally, that ωϕϕ
and ωψψ are both continuous on B(H). Furthermore, it is easy to understand that Aϕ
and Aψ are ”larger than” B(H) itself. To understand that this is really the case, let us
consider the case in which the so-called metric operators Sϕ and Sψ are unbounded, [7],
as it happens quite often in concrete physical situations. These operators are defined as
follows:
D(Sϕ) =
{
f ∈ H :
∑
n
〈ϕn, f〉 ϕn exists in H
}
, and Sϕf =
∑
n
〈ϕn, f〉 ϕn
for all f ∈ D(Sϕ), and, similarly,
D(Sψ) =
{
h ∈ H :
∑
n
〈ψn, h〉 ψn exists in H
}
, and Sψh =
∑
n
〈ψn, h〉 ψn,
for all h ∈ D(Sψ). We first observe that, see [7], D(Sϕ) and D(Sψ) are both dense in
H if Fϕ and Fψ are complete. Moreover, if Fϕ and Fψ are biorthogonal Riesz bases,
then both Sϕ and Sψ are even bounded, so that D(Sϕ) = D(Sψ) = H. However, when
Fϕ and Fψ are not Riesz bases (but they are well-behaved and complete), Sϕ and Sψ are
unbounded, and still they are such that Sϕ ∈ Aψ and Sψ ∈ Aϕ. The conclusion is that ωϕϕ
and ωψψ are defined not only on B(H), but also on larger sets. Moreover, they are both
linear, normalized (i.e. ωϕϕ(1) = ωψψ(1) = 1) and positive on B(H) (i.e ωϕϕ(X
∗X) ≥ 0
and ωψψ(X
∗X) ≥ 0, for all X ∈ B(H)). Also, if Fϕ is complete, ωϕϕ(X∗X) = 0 implies
that X = 0, and if Fψ is complete, ωψψ(X
∗X) = 0 implies that X = 0. Of course, ωϕϕ
and ωψψ satisfy all the properties of states on C
∗-algebras, see [12]. For example, the
Cauchy-Schwarz inequalities for these states look as follows:
|ωϕϕ(A
∗B)| ≤ ωϕϕ(A∗A)ωϕϕ(B∗B), |ωψψ(A∗B)| ≤ ωψψ(A∗A)ωψψ(B∗B),
for all A,B ∈ B(H).
Let us now introduce the following quantities:
Iϕ(X) := max
{∑
n
e
−βn‖ϕn‖‖Xϕn‖,
∑
n
e
−βn‖ϕn‖‖X∗ϕn‖
}
(3.4)
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and
Iψ(X) := max
{∑
n
e
−βn‖ψn‖‖Xψn‖,
∑
n
e
−βn‖ψn‖‖X∗ψn‖
}
, (3.5)
and let Bϕ (resp. Bψ) be the set of all the operators X on H, bounded or not, such that
Iϕ(X) <∞ (resp. Iψ(X) <∞).
These sets both surely include B(H), as can be easily checked. Also, they are larger
than B(H), since, even if Sϕ is not bounded, it still belongs to Bψ. In fact, since Iψ(Sϕ) =∑
n e
−βn‖ψn‖‖ϕn‖, using the Cauchy-Schwarz inequality we find
Iψ(Sϕ) =
∑
n
e
−βn/2‖ψn‖e−βn/2‖ϕn‖ ≤
(∑
n
e
−βn‖ψn‖2
)1/2(∑
n
e
−βn‖ϕn‖2
)1/2
<∞,
since Fϕ and Fψ are well-behaved. Hence Sϕ ∈ Bψ. Analogously, it could be checked that
Sψ ∈ Bϕ, either if Sψ is bounded, or not.
Moreover, Bϕ ⊆ Aϕ and Bψ ⊆ Aψ. In fact, if A ∈ Bϕ, then
|ωϕϕ(A)| =
1
Zϕϕ
∣∣∣∣∣
∑
n
e
−βn 〈ϕn, Aϕn〉
∣∣∣∣∣ ≤ 1Zϕϕ
∑
n
e
−βn| 〈ϕn, Aϕn〉 | ≤
1
Zϕϕ
Iϕ(A),
so that A also belongs to Aϕ. Similarly one can check the other inclusion. Incidentally we
observe that, because of our previous result, we are recovering here the fact that Sϕ ∈ Aψ
and Sψ ∈ Aϕ. The reason why Bϕ and Bψ are introduced is because Aϕ and Aψ are not, in
general, ideals for B(H). However, the following result can be proved, which is a weaker
version of Aϕ and Aψ being ideals:
Proposition 6 If Fϕ and Fψ are WBBS then:
1. if A ∈ B(H) and X ∈ Bϕ, then AX,XA ∈ Aϕ;
2. if A ∈ B(H) and X ∈ Bψ, then AX,XA ∈ Aψ.
Proof:
Let us take A ∈ B(H) and X ∈ Bϕ. Then Iϕ(X) <∞. Hence, since
| 〈ϕn, AXϕn〉 | ≤ ‖A
∗‖‖ϕn‖‖Xϕn‖,
we deduce that
|ωϕϕ(AX)| ≤
1
Zϕϕ
∑
n
e
−βn| 〈ϕn, AXϕn〉 | ≤
‖A‖
Zϕϕ
Iϕ(X) <∞,
which implies that AX ∈ Aϕ.The other statements can be proved in a similar way.
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✷So far, we have only assumed that Fϕ and Fψ are well-behaved. Let us now discuss
what happens if they are related to an o.n. basis Fe = {en} via some, in general un-
bounded, operator. More explicitly, we assume here that ϕn = Ten and ψn = (T
∗)−1en,
as in (2.2), but at least one between T and T−1 is unbounded. In this case, see [7], the
sets Fϕ and Fψ might still be D-quasi bases, for some dense subset D of H. This means
that for all f, g ∈ D, the following equalities hold:
〈f, g〉 =
∑
n≥0
〈f, ϕn〉 〈ψn, g〉 =
∑
n≥0
〈f, ψn〉 〈ϕn, g〉 . (3.6)
Then, it is convenient to assume that D is stable under the action of both T and T−1,
and that en ∈ D for all n. Hence ϕn, ψn ∈ D as well. This condition is satisfied in several
concrete situations, [7]. In this case we deduce
ωϕϕ(X) =
Z0
Zϕϕ
ω0 (T
∗XT ) , ωψψ(Y ) =
Z0
Zψψ
ω0
(
T−1Y (T−1)∗
)
, (3.7)
for all X ∈ Aϕ and Y ∈ Aψ. If both T and T
−1 are bounded, i.e. when Fϕ and Fψ are
Riesz bases, from (3.7) we can deduce the following inequalities:
ωϕϕ(X) ≥
1
‖T‖2
ω0 (T
∗XT ) , ωψψ(Y ) ≥
1
‖T−1‖
ω0
(
T−1Y (T−1)∗
)
,
for all X ∈ Aϕ and Y ∈ Aψ.
3.1 The dynamics and the KMS-condition
Equations in (3.7) show that ωϕϕ and ωψψ can be related to ω0. Since we know that this
state satisfies the KMS-condition (3.2), we now investigate if some (generalized version of
the) KMS-relation is also satisfied by our states. In this section, we will always assume
that (2.2) is satisfied and that T, T−1 ∈ B(H). Hence we are dealing with Riesz bases.
The starting point of our analysis are the following relations:
TH0en = HTen, H
∗(T ∗)−1en = (T ∗)−1H0en,
for all n, which imply also that, for all complex γ,
T eγH0en = e
γHTen, e
γH∗(T ∗)−1en = (T ∗)−1eγH0en, (3.8)
for all n. Similar relations were already deduced in Section II. Of course, these equalities
can be extended to the linear span of the en’s, which is dense in H. How it has been
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extensively discussed in [13, 14], in presence of non self-adjoint Hamiltonians it is not
clear how the quantum dynamics of a given system should be defined. Recalling that the
dynamics is one of the main ingredient of the KMS-condition, it is clear that we have to
face with this problem also here. Natural possibilities which extend that in (3.1) are the
following
αtϕ(X) = e
itHXe−itH , αtψ(X) = e
itH∗Xe−itH
∗
, (3.9)
for some X ∈ A, see [13, 14]. These are two different, and both absolutely reasonable,
definitions of the time evolution of the operator X . However, it is evident that these
definitions present some problems. First of all, since H and H∗ are not self-adjoint and
since they are, quite often, unbounded, their exponentials should be properly defined.
Moreover, in general, domain problems clearly occur: even if f ∈ D(e−itH), andX ∈ B(H)
it is not guaranteed that Xe−itHf ∈ D(eitH), in fact.
For this reason it is convenient to define αtϕ(X) in the following alternative way:
αtϕ(X) := Tα
t
0(T
−1XT )T−1, (3.10)
for all X ∈ B(H). It is clear that the right hand side of this equation is well defined,
since only bounded operators are involved here. It is interesting to notice that αtϕ has all
the nice properties of a dynamics, [12, 15]. In particular,
αtϕ(1) = 1, α
t
ϕ(XY ) = α
t
ϕ(X)α
t
ϕ(Y ), α
t+s
ϕ (X) = α
t
ϕ
(
αsϕ(X)
)
, α0ϕ(X) = X,
for all X, Y ∈ B(H) and for all t, s ∈ R. Moreover, B(H) is stable under the action of αtϕ,
which is also invertible:
(
αtϕ
)−1
= α−tϕ . It is also easy to compute the generator of α
t
ϕ, and
one can check that this generator is H = TH0T
−1. In fact, since limt,0 1t (α
t
0(X)−X) =
i[H0, X ] for all bounded X , with similar computations to those of Section II, we can
deduce that
lim
t,0
αtϕ(X)−X
t
= lim
t,0
[
T
(
αt0(T
−1XT )− T−1XT
t
)
T−1
]
=
= T
[
lim
t,0
(
αt0(T
−1XT )− T−1XT
t
)]
T−1 = iT [H0, T−1XT ] = i[TH0T−1, X ].
Going back to (3.10), from (3.8) it follows that, on a dense domain, Te±itH0 = e±itHT ,
so that, under the same stability conditions on D required just before Section 3.1, we have
Tαt0(T
−1XT )T−1f = T eitH0T−1XT e−itH0T−1f
= eitHTT−1XTT−1e−itHf = eitHXe−itHf ∈ D,
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for all f ∈ D, so that we go back to the natural definition of the dynamics proposed
formally in (3.9). Now, using the properties of the trace, we deduce that
ωϕϕ(BA) =
1
Zϕϕ
tr
(
e
−βHTT ∗BA
)
, (3.11)
while
ωϕϕ(Aα
iβ
ϕ (B)) =
1
Zϕϕ
tr
(
e
−βHBTT ∗A
)
, (3.12)
for all A,B ∈ B(H). Therefore, if B commutes with TT ∗, [B, TT ∗] = 0, then
ωϕϕ(BA) = ωϕϕ(Aα
iβ
ϕ (B)). (3.13)
It is interesting to notice that the role of A in the relevant assumption for (3.13) to hold is
absolutely not relevant. We also observe that, in case we have T = 1, everything collapses
to the standard situation described at the beginning of Section II. This is because, in this
case, ϕn = ψn = en, and H0 = H = H
∗.
It is also interesting to rewrite what we have deduced in a different form. Calling
BT := (TT
∗)−1B(TT ∗), which is surely well-defined and bounded, the state ωϕϕ satisfies
the following equation:
ωϕϕ(Aα
iβ
ϕ (B)) = ωϕϕ(BTA), (3.14)
which of course returns (3.13) if [B, TT ∗] = 0. The conclusion is therefore that ωϕϕ
satisfies a KMS-like condition with respect to αtϕ, but with two different (but deeply
related) operators, B and BT . Again, the role of A seems to be not so important.
Similar computations and similar considerations can be repeated for ωψψ. In this case
we put
αtψ(X) = (T
∗)−1αt0
(
T ∗X(T ∗)−1
)
T ∗, (3.15)
for all X ∈ B(H). Using (3.8) this is formally equal to eitH
∗
Xe−itH
∗
. In this case we can
prove that
ωψψ(Aα
iβ
ψ (B)) = ωψψ(TBA), (3.16)
for all A,B ∈ B(H). Here we have defined TB = (TT
∗)B(TT ∗)−1. Of course, if
[B, TT ∗] = 0, we get TB = B and we can repeat the same considerations as above.
Moreover, similar conclusions about the nature of αtψ as an algebraic dynamics can be
repeated, repeating similar computations as those we have sketched for αtϕ. For instance,
αtψ(1) = 1 and α
t
ψ(XY ) = α
t
ψ(X)α
t
ψ(Y ), for all X, Y ∈ B(H).
A simple example:– Let a be the bosonic operator satisfying, in the sense of un-
bounded operators, the commutation rule [a, a∗] = 1. Let H0 be the self-adjoint Hamil-
tonian obtained by taking the closure of a∗a. If e0 is the vacuum of a, ae0 = 0, we can
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define new vectors en =
(a∗)n√
n!
e0, n ≥ 1. Hence, as it is discussed in any textbooks in
quantum mechanics, the set Fe = {en} is an o.n. basis for the Hilbert space H = L
2(R).
For any orthogonal projection operator P , P = P ∗ = P 2, the operator T = 1 + iP is
bounded with bounded inverse T−1 = 1 − i+1
2
P . In particular, we will consider here P
as the projection operator on the normalized vector u: Pf = 〈u, f〉u, for all u ∈ H.
Hence, calling ϕn = Ten = en + i 〈u, en〉 u and ψn = (T
−1)∗en = en + i−12 〈u, en〉u, the
sets Fϕ = {ϕn} and Fψ = {ψn} are biorthogonal Riesz bases. The state ω0 in (1.2) can
be deformed in the ways discussed previously. In particular, the state ωϕϕ in (3.3) can be
rewritten in terms of ω0 as follows:
ωϕϕ(X) =
1
1 + ω0(P )
ω0 (X + i[X,P ] + PXP ) ,
for all bounded X . In fact: Zϕϕ =
∑
n e
−βn‖ϕn‖2 =
∑
n e
−βn(1 + | 〈u, en〉 |2) = Z0(1 +
ω0(P )), while 〈ϕn, Xϕn〉 = 〈Ten, XTen〉 = 〈en, Xen〉+〈en, i(XP − PX)en〉+〈en, PXPen〉,
which implies the previous equation.
It is also interesting to compare the different definitions of time evolution introduced
so far. In particular we consider two normalized vectors Φ e Ψ in H and the rank one
operator Y defined as Y f = 〈Ψ, f〉Φ. We are now going to show that, already for this
simple operator, the dynamics αt0 and α
t
ϕ are different:
αt0(Y )f = (|Φ0(t) 〉〈Ψ0(t)|) f,
where we have defined Φ0(t) = e
iH0tΦ, Ψ0(t) = e
iH0tΨ, and (|h1 〉〈h2|) f = 〈h2, f〉h1, for
all h1, h2 and f in H. On the other hand, we get
αtϕ(Y )f = (|Φϕ(t) 〉〈Ψψ(t)|) f,
where Φϕ(t) = (T
−1)∗eiH0tT ∗Φ, Ψψ(t) = T eiH0tT−1Ψ. Of course, if H0 commutes with
T then αtϕ(Y )f = α
t
0(Y )f , equality which can be extended to all the operators of B(H).
However, already for this particular choice of Y , αtϕ and α
t
0 are different.
Incidentally we can use (3.8) to see that, if Φ and Ψ belong respectively to the linear
span of the ψn’s and of the ϕn’s, then T e
iH0tT−1Ψ = eiHtΨ and (T−1)∗eiH0tT ∗Φ = eiH
∗tΦ,
simplifying in this way the expressions of Φϕ(t) and Ψψ(t).
4 More generalizations of ω0
What we have done in the previous section suggests to consider two other linear function-
als, defined mixing the roles of Fϕ and Fψ as follows:
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

ωϕψ(X) =
1
Zϕψ
∑
n e
−βn 〈ϕn, Xψn〉 ,
ωψϕ(X) =
1
Zψϕ
∑
n e
−βn 〈ψn, Xϕn〉 .
(4.1)
Here Zϕψ =
∑
n e
−βn 〈ϕn, ψn〉 = Z0 and Zψϕ =
∑
n e
−βn 〈ψn, ϕn〉 = Z0. Of course, both
these series converge, without any need of further assumption: biorthogonality of Fϕ and
Fψ is enough. Of course, this does not mean that also
∑
n e
−βn 〈ϕn, Xψn〉 converges, in
general. Hence, we have to consider first of all the problem of the existence of ωϕψ and
ωψϕ. However, it is easy to check first that
ωϕψ(X) = ωψϕ(X∗), (4.2)
for all X ∈ A for which both sides of this equation exist. Then, from now on, we will
concentrate on ωϕψ, since the analysis of ωψϕ can be traced back to that of ωϕψ.
Let then Aϕψ be the set of all the operators X on H, not necessarily bounded, such
that |ωϕψ(X)| < ∞. If Fϕ and Fψ are WBBS, then B(H) ⊂ Aϕψ. In fact, in this case,
we have
|ωϕψ(X)| ≤
1
Z0
∑
e
−βn‖ϕn‖‖Xψn‖ ≤
‖X‖
Z0
∑
n
(
e
−βn/2‖ϕn‖
) (
e
−βn/2‖ψn‖
)
≤
‖X‖
Z0
√∑
n
e−βn‖ϕn‖2
√∑
n
e−βn‖ψn‖2 <∞, (4.3)
because of the definition of WBBS. It is also easy to check that Aϕψ is really ”larger than”
B(H). In fact, even if Sϕ is unbounded, we obtain ωϕψ(Sϕ) =
1
Z0
∑
n e
−βn‖ϕn‖2, which is
surely finite. Hence Sϕ ∈ Aϕψ. It is clear that ωϕψ is a normalized linear functional, i.e.,
ωϕψ(1) = 1. By (4.3) it follows that ωϕψ is bounded. Then ωϕψ will be positive if, and
only if,
‖ωϕψ‖ = sup
‖X‖≤1
|ωϕψ(X)| = ωϕψ(1) = 1.
Consider, for instance, the case where Fϕ and Fψ are Riesz bases. Then, simple
calculations show that, for every X ∈ B(H),
ωϕψ(X) =
1
Z0
tr(e−βH
∗
X) =
1
Z0
tr(e−βH0T ∗X(T ∗)−1) = ω0(T ∗X(T ∗)−1), (4.4)
ωψϕ(X) =
1
Z0
tr(e−βHX) =
1
Z0
tr(e−βHT−1XT ) = ω0(T−1XT ).
As is Section 3 we find that our new ”states” are related to the original one, ω0, and that
the relation is explicitly provided by the operator T and its relatives (T ∗, T−1 and T ∗−1).
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Using (4.4), we get
|ωϕψ(X)| ≤ ‖T
∗X(T ∗)−1‖, |ωψϕ(X)| ≤ ‖T−1XT‖, X ∈ B(H).
Therefore, if ‖T‖‖T−1‖ = 1, both ωϕψ and ωψϕ are positive, but we do not know what
happens if ‖T‖‖T−1‖ > 1.
An extended version of the KMS-condition can be deduced also in this case, but
making reference to the time evolution αtψ(X) = e
itH∗Xe−itH
∗
, for all X ∈ B(H), already
introduced in (3.9). We get
ωϕψ(BA) = ωϕψ
(
Aα
iβ
ψ (B)
)
, (4.5)
and both sides are equal to 1
Z0
tr
(
e
−βH∗BA
)
. Similar conclusions can be deduced for ωψϕ.
In this case, however, αtψ should be replaced by α
t
ϕ.
Remark:– It is worth noting that the condition in (4.5) looks much closer to the
original KMS-condition than the ones obtained in the previous section. In particular, the
operator T plays no role here, while it was quite relevant in (3.14) and in (3.16). This
depends, of course, on the particular definition of ωϕψ, which involves both ϕn and ψn,
while this was not so neither for ωϕϕ nor for ωψψ.
Those considered so far are not the only possible generalizations of the state ω0. Other,
quite general, possibilities arise if we replace the operators e−βH and e−βH
∗
in (3.3) with
some generic operator A∗A, for some fixed nonzero A ∈ B(H), not necessarily related to
Fϕ or Fψ. In particular, we define the following functionals on B(H):

ω′ϕϕ(X) =
1
Z′ϕϕ
∑
n 〈ϕn, A
∗AXϕn〉 ,
ω′ψψ(X) =
1
Z′
ψψ
∑
n 〈ψn, A
∗AXψn〉 ,
ω′ϕψ(X) =
1
Z′
ϕψ
∑
n 〈ϕn, A
∗AXψn〉 ,
ω′ψϕ(X) =
1
Z′
ψϕ
∑
n 〈ψn, A
∗AXϕn〉 ,
(4.6)
where Z ′ϕϕ =
∑
n ‖Aϕn‖
2, Z ′ψψ =
∑
n ‖Aψn‖
2, Z ′ϕψ =
∑
n〈Aϕn, Aψn〉, and Z
′
ψϕ =∑
n〈Aψn, Aϕn〉. Of course, all the normalization factors need to be non zero. This is
granted, at least when Fϕ and Fψ are at least complete in H. In fact, let, for instance,
assume that Z ′ϕϕ = 0. Then Aϕn = 0 for all n. Hence 〈A
∗f, ϕn〉 = 0 for all n and for
all f ∈ H. Hence, if Fϕ is complete, A
∗f = 0 for all such f ’s. Hence A∗ = 0 and A = 0
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as a consequence. Similarly, if A 6= 0 then Z ′ψψ > 0. As for Z
′
ϕψ and Z
′
ψϕ, they are also
strictly positive if A 6= 0 is an Hilbert-Schmidt operator, at least when Fϕ and Fψ are
Riesz bases. In fact, under these assumptions we can check that Z ′ϕψ = Z
′
ψϕ = tr(A
∗A),
where tr is the natural trace on B(H), which is always bounded and strictly positive.
We need now that also the series in (4.6) all converge. This can be achieved by
imposing some (further) condition on the operator A. Let {en ∈ H, n ≥ 0} be an o.n.
basis of H and T ∈ B(H) a self-adjoint, invertible operator such that ϕn = Ten. Then
we have ω′ϕϕ(X) =
1
Z′ϕϕ
tr(X|T ∗|2|A|2).
Indeed we have
ω′ϕϕ(X) =
1
Z ′ϕϕ
∑
n
〈ϕn, A
∗AXϕn〉 =
1
Z ′ϕϕ
∑
n
〈Ten, A
∗AXTen〉
=
1
Z ′ϕϕ
∑
n
〈en, T
∗A∗AXTen〉 =
1
Z ′ϕϕ
tr(T ∗A∗AXT ) =
1
Z ′ϕϕ
tr(X|T ∗|2|A|2).
A similar relation between ω′ψψ and the trace can be deduced if T
−1 is bounded. We
recall that when both T and T−1 are bounded, then Fϕ and Fψ are Riesz bases. When
this happens it is interesting to observe that the state ω′ϕψ turns out to be independent
of T . This implies, among other things, that ω′ϕψ(X) = ω
′
ϕ′ψ′(X) for all bounded X and
for any two pairs of biorthogonal Riesz bases (Fϕ,Fψ) and (F
′
ϕ,F
′
ψ). In this case, in fact
ω′ϕψ(X) =
1
Z ′ϕψ
∑
n
〈ϕn, A
∗AXψn〉 =
1
Z ′ϕψ
∑
n
〈Ten, A
∗AX(T−1)∗en〉
=
1
Z ′ϕψ
∑
n
〈en, T
∗A∗AX(T−1)∗en〉 =
1
Z ′ϕψ
tr(T ∗A∗AX(T−1)∗)
=
1
Z ′ϕψ
tr(A∗AX(T−1)∗T ∗) =
1
Z ′ϕψ
tr(A∗AX),
and T plays no role at all, as stated. This result extends to the present context a well
known result on traces, which are independent of the particular o.n. basis used to compute
them.
5 Concluding remarks
In this paper we have discussed some peculiarities concerning operators which are similar
and which can be self-adjoint or not, but all having real eigenvalues. We have proposed
several generalizations of the notions of the algebraic Heisenberg dynamics and of Gibbs
states, and we have discussed which kind of KMS-like relations appear out of them.
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This particular aspect of our research, in view of its concrete applications to quantum
mechanics, is particularly promising and a deeper understanding of the various KMS-
conditions deduced in the paper is, in our opinion, needed. This can be useful also in view
of a correct definition of the dynamics of systems driven by non self-adjoint Hamiltonians,
following the analysis already undertaken in [13] and in [14].
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