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In this paper, we describe the research on object recognition method using low resolution 
LIDAR for the purpose of providing an inexpensive peripheral surveillance system for popular 
cars. 
 
In order to reduce the number of traffic fatalities and traffic accidents, automakers are working 
on the development of Advanced Driving Assistant System (ADAS) and autonomous vehicles. 
Sensors for ADAS and autonomous vehicles are mainly cameras, millimeter-wave radars and 
LIDAR. LIDAR is a sensor that irradiates an infrared laser to measure the position from 
reflected light to an object. Since infrared light is emitted from itself, stable sensing can be 
performed without being influenced by the surrounding environment such as sensing at night, a 
place where switching of light and dark such as tunnel is intense, and rainy weather. Besides, 
LIDAR has high distance resolution and can capture outlines of objects. LIDAR is considered 
as an essential sensor for ADAS / autonomous vehicles that compensate for camera and 
millimeter wave weaknesses. 
 
Research on object recognition using point cloud data obtained from LIDAR has been 
conducted for a long time. Focusing on the method, it is roughly divided into conventional 
machine learning based methods of identifying feature quantities with a classifier such as SVM 
and methods applying deep learning that has rapidly developed in recent years. Focusing on 
LIDAR specifications can be divided into research using high-resolution LIDAR and 
low-resolution LIDAR. It is necessary to capture various objects appearing in the traffic 
environment, and deep learning method that can be classified into multiple classes is 
appropriate for the peripheral monitoring system of the ADAS / automated car. It is desirable to 
use a relatively inexpensive low resolution LIDAR, considering that it is installed at a popular 
car.  
 
In this study, we used a low resolution IDAR with relatively low vertical resolution, around 10 
scan lines. We have proposed a two-stage recognition method based on deep learning, consisting 
of the former stage of independent recognition for each scan line and the latter stage of 
integrating the results of the former stage to obtain the final result. In order to evaluate the 
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performance of proposed method, pedestrians, bicycles, motorcycles, vehicles, and other objects 
were measured with a real machine LIDAR and classified with high accuracy rate. Furthermore, 
by adopting an independent structure for each scan line in this manner, the proposed method is 
more robust to scan line defects. In order to verify this robustness, we compared the proposed 
method with the method that convert LIDAR data into depth image and classify it by 
convolutional neural network (CNN). 
 
Next, we added an improvement that prevents the proposed method from learning depending on 
the LIDAR installation height. Popular cars vary in height depending on the model. For this 
reason, if it depends on the installation height of LIDAR, relearning is necessary for each 
vehicle type. We have added a pooling layer between the former stage and the latter stage of the 
proposed method in order to suppress learning dependent on LIDAR installation height. The 
LIDAR data with different installation heights were generated with the driving simulator 
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第 2章 関連研究 



















































近年，ACC（Adaptive Cruise Control，車間距離制御装置）や AEB（Autonomous Emergency 
Braking，衝突被害軽減ブレーキ），LKA（Lane Keeping Assist 車線維持支援）など走行













































物の移動をサービス化する MaaS（Mobilty as a Servis）が注目を集めている．また，既
存の交通手段を活用する MaaS に対して，（株）未来シェアは“未来型 AI公共交通サー












































































































なればならないレベル 2が始まりといわれる．レベル 3 では，機械が運転操作も監視も
行い，人はセカンドタスクが可能になり，ここから本格な自動運転になる．すべての運

























運転支援 レベル1 • システムが前後・左右のいずれかの車両制御に関わる運転タスクのサブタスクを実施．




































戦し，技術的可能性を示したのは DARPA（国防高等研究計画局）の Grand Challenge の
























































表 1-1：レベル 4以上の自動運転に必要な認識・識別機能とセンサベンチマーク 
センサ 




















△ △ 〇 〇 〇 △ △ △ △ 
ステレオ
カメラ 
〇 〇 〇 〇 〇 △ △ △ △ 
LIDAR 〇 〇 △ × △ △ 〇 △ 〇 
ミリ波 
レーダ 




























2000年代から ACC（車間距離制御装置，Adaptive Cruise Control）などの運転支援用に
採用されていた．4 ラインや 8ラインの低解像度 LIDARが古くから自動車用として用










④ フラッシュ LIDAR  
受光素子をアレー状にして空間解像度を得るタイプの LIDARである．フラッシュ
LIDARはビームスキャンを行わないことから，スキャン機構が不要で小型化でき，注














 本研究では，現状最も安定動作し，比較的入手が容易な装置回転型 LIDAR を用いる．
装置回転型 LIDARは，LIDARの研究開発初期から製品化された種類であり，精度や信
頼性が比較的高い．米国ベンチャー企業から 64ラインの高解像度 LIDARや 16ライン，















































で表現される地図であれば，計測との照合には ICP（iteractive closest point）アルゴリズ





































 一般的な自動運転ではバウンディングボックスの大きさ（ボックスの高さ h，幅 w，
奥行き lの値）に基づいて対象物の識別を行う．例えば文献 [12] [13]では，0.8 m ≦ h ≦ 








 RANSAC（RANdom SAmple Consensus）
 Kd-treeで空間中の近い点を収集
 クラスタリングされた点群ごとの処理































より抽出する手法 [18] [19]が報告されている．これらの研究においても，SVM を用い
て分類をしている． 
 





















2.3 低解像度 LIDAR を用いた物体認識 
スキャンラインが 1 本または数本の LIDARを用いた物体検知に関する研究は 2000
年代から報告されている [27] [28] [29]．この時代では LIDARは Laser scanner や Laser 
range scanner と呼ばれていた．Laser scannerや Laser range scanner は，検知および移動体






















ータを学習した分類器 L=3は，LIDAR と物体との距離が r3付近の情報を学習している．
ここで，距離 r5において，何らかの要因でラインの本数が 2本減少した場合，分類器






























































3.1 深層学習に基づく 2段構成型分類器 
本研究で対象とする装置回転型 LIDARは，スキャンラインの本数がレーザ受発光素
子の個数によって決定されており，スキャンラインの仰角あるいは俯角は固定されてい



































図 3.1：ディープラーニングに基づく 2段構成型分類器の提案 
3.2 提案手法における事前処理 








































したとき，左端のデータ番号が L行 N列，右端のデータ番号が L行M列とする．そし













数を K 個とすると，それぞれのデータに N 本のスキャンラインがあるから，DL2に対






































































































































Siemens，Germany）を用いて 16 本のスキャンラインを持つ低解像度 LIDAR を再現し
て，地面から 132 cm の高さを基準として歩行者，二輪，車両，その他の物体（4 クラ
ス）の LIDAR データを生成した．これらを訓練データとして用いた．そして，LIDAR










































図 4.1 に，DNN を適用した提案手法の構造を示す．図 3.1 における前段である DL1
が DNN1に，後段が DNN2に該当する．1番目から N番目のスキャンラインは，それぞ
れ独立に DNN11から DNN1Nへ入力される．DNN1は 1 本のスキャンラインのみを基に
分類する．DNN2の入力は DNN11から DNN1Nの出力を 1 次元のベクトルとして統合し
たデータである．DNN2に入力されるデータ長は LIDAR が有するスキャンラインの本数
によって決定される．例えば，LIDARのスキャンライン本数をN本，1スキャンライン当
たりの DNN1の出力のデータ長を Lとすると，後段に入力するデータ D(i)は， 
 
        
     
     
   ······················································ (4.1) 
 
となる．ただし，  
 は L次元の横ベクトルで， 
 
  
                  ·························································· (4.2) 
 
である（ここで，                   ）．つまり，    は  
 を結合した 1行 N×L
列の行列または単に N×L次元の横ベクトルである．物体に照射されなかったスキャン





































実験に使用した LIDAR の仕様は次の通りである．スキャンラインの本数は 8 本．ス
キャンラインの鉛直方向の照射角度は，下のラインから-18.25 °，-15.42 °，-12.49 °，
-9.46 °，-6.36 °，-3.19 °，0.00 °，3.20 °である．水平方向角度分解能は約 0.035 °，水平
FOV は 0 ° ~ 180 °に設定した．1本のスキャンライン当たりのデータ長は 5,200点であ
る． 
 
LIDARの中心から対象物までの距離は 3 mにした．歩行者について，身長 166 cmの
一人を 9つの方向 0.0 °，22.5 °，45.0 °，67.5 °，90.0 °，112.5 °，135.0 °，157.5 °，180.0 °
から計測した．自転車について，人がまたがった状態で歩行者を撮影した方向と同じく























が照射されるように，LIDARを高さ 95 cm，仰角 7 °をつけて設置した．LIDARから 3 m
離れた位置では 8本のスキャンラインはそれぞれ 35.3 cm，50.6 cm，66.2 cm，82.1 cm，
98.4 cm，114.9 cm，131.8 cm，149.0 cmの高さに照射される． 
 
図 4.3に歩行者，車両，自転車，電柱の点群データの一例を示す．訓練データに使用
するデータとして，歩行者と自転車はそれぞれ 3,600 枚，車両は 3,000 枚，電柱は 1,700
枚，合計 11,900 枚を用意した．テストデータに使用するデータとして，歩行者と自転
車はそれぞれ 360 枚，車両と電柱はそれぞれ 300枚，合計 1,320 枚を用意した．スキャ
ンラインは 8本あるから，DNN1に対して訓練データは 95,200 枚（=11,900×8），テスト
データは 10,560枚（=1,320×8）である． 
 
















図 4.1において DNN1を 4層ニューラルネットワーク，DNN2を 2層ニューラルネッ
トワークの構成にした（入力層は数えない）．図 4.5に DNN1と DNN2の層構造を示す．
DNN1の入力層のユニット数は，LIDARの 1スキャンライン分の走査点数の 5,200 であ




(1) Pedestrian (2) Bicycle




図 4.4：DNN1と DNN2の層構造 
 
DNN2の入力層のユニット数は，DNN1のカテゴリ数 25×スキャンライン数 8 = 200 で
ある．中間層は 1 層であり，ユニット数は 50にした．出力層は歩行者，車両，自転車，
電柱の 4カテゴリに設定した． 
 

































































































































表 4-1に歩行者，車両，自転車，電柱を 25カテゴリに DNN1により分類したときの
正解率を示す．Totalの値は，テストデータ 10,560 個のデータに対する正解率を表す．
歩行者，自転車の 0～7番目スキャンラインの値は 360 個のデータに対する正解率を，
車両の 0～7番目スキャンラインの値は 300 個のデータに対する正解率を表す．電柱は
300枚× 8 ライン = 2,400個に対する正解率を表す．全体の正解率は 0.684となった． 
 
表 4-1：DNN1の正解率 
Category Accuracy rate  Category Accuracy rate 
Human - 0th 0.675  Bicycle - 0th 0.844 
Human - 1st 0.650 Bicycle - 1st 0.547 
Human - 2nd 0.631 Bicycle - 2nd 0.633 
Human - 3rd 0.308 Bicycle - 3rd 0.661 
Human - 4th 0.708 Bicycle - 4th 0.458 
Human - 5th 0.644 Bicycle - 5th 0.917 
Human - 6th 0.506 Bicycle - 6th 0.606 
Human - 7th 0.314 Bicycle - 7th 0.550 
Car - 0th 0.483 Pole - all 0.999 
Car - 1st 0.790 Total 0.684 
Car - 2nd 0.523 
 
Car - 3rd 0.657 
Car - 4th 0.813 
Car - 5th 0.060 
Car - 6th 0.277 
Car - 7th 1.000 
 






















































4.1.2 DNNまたは CNNを適用した構成の比較 
4.1.1 項では提案手法に DNN を適用した構成について考えた．4.1.2 項では前段に関
して DNNと CNNを適用した構成について比較する． 
 
（１）実験条件 


































 Dense 1のユニット数：800 
 Dense 2のユニット数：400 
 Dense 3のユニット数：200 
 
 CNNのハイパーパラメータの設定 
 Conv 1, 2：フィルターサイズ 64，カーネルサイズ 5，ストライド 1． 
 Conv 3, 4：フィルターサイズ 32，カーネルサイズ 5，ストライド 1． 
 Dense 1のユニット数：100 
 
 共通設定 
















































































DNN手法 0.770 0.783 
1DCNN手法 0.848 0.850 
（データ枚数） (26032) (2394) 
 
１DCNN を基にした構造は，DNN よりも 7％程度精度が向上した．提案手法の前段








高くなると考えられる．しかしながら，１ラインのとき 0.684，8ラインのとき 0.994 の
高い正解率で分類し，提案手法の実現性を示した． 
 
前段に DNN と CNN に適用し 1 ラインに対する正解率を比較した．CNN のほうが高






(1) 低解像度 LIDARによる歩行者，車両，自転車，その他の測定 
この実験では，提案手法の性能を評価するため，歩行者，自転車，自動二輪，車両，
その他の物体（電柱，壁，木など）のデータの分類を試みた．データのパターンを増や
すために，各カテゴリにつき数種類を用意した．歩行者は 25 人・自転車は 7 台・自動








実験に使用した LIDAR の仕様は 4.2 節と同様である．鉛直方向角度分解能やスキャ
ンライン本数の仕様を考慮して，スキャンラインが対象物体に照射されるように
LIDARを設置した．LIDAR は高さ 145 cmに設置され，対象物体は LIDAR から 3 ~ 10 m
程度の離で計測された．したがって，LIDAR から 3 m の位置で一番下のラインは対象
物の高さ 46.1 cm，一番上のラインは高さ 161.8 cmに照射される．6番目のラインは常
に 145cmの高さに照射される（図 4.8参照）． 
 
Pedestrians Bicycles
Height [cm] Height [cm] Height [cm] Length [cm] Width [cm] Height [cm] Length [cm] Width [cm]
Average 172.6 105.9 114.0 204.3 73.3 156.1 395.8 163.9
Minimum 164.0 94.0 103.5 165.0 67.0 147.0 339.0 147.0
Maximum 182.0 115.0 119.5 219.5 76.0 175.0 454.0 180.0
Standard
deviation















































いて，計測した LIDAR データは 8×3500 に深度マップへ変換した．2DCNNは畳み込み
層 1，2，プーリング層 3，畳み込み層 4，5，プーリング層 6，全結合層 7，出力層から
構成される．畳み込み層 1，2は，フィルターサイズ 32，カーネルサイズ 2×5，ストラ








(3) 訓練データおよびテストデータとして使用する LIDARデータ 
計測したデータの数は次の通りである． (a2)歩行者：42,830 枚， (b2)自転車：1,385
枚，(c2)自動二輪：8,117枚，(d2)車両：6,005 枚，(e2)その他：1406 枚（合計：59,743 枚）．
1 スキャンラインずつ数えると，合計のデータ数は 477,944 枚である．つまり，DNN1















































































Category of NN2 
proposed method 












ぼす影響を調べた．図 4.11 に，スキャンラインの本数と歩行者のデータ 100 枚中の正
解率の関係を示す．提案手法では，スキャンラインの本数が 6本から 5本に減少したと
き，正解率は約 55%減少した．一方，全結合ニューラルネットワーク手法では，スキャ
ンラインの本数が 8本から 7本に減少したとき，正解率は約 42%減少した．さらに，ス
キャンラインの本数が 7 本から 6 本に減少したとき，正解率は約 0%まで減少した．























The number of scan lines irradiating pedestrians 
proposed method 
































































































第5章 LIDAR 設置高さに対するロバスト性 







 第 3 章ではスキャンラインごとに独立して処理をする前段とそれらの結果を統合する後




































                   
       
   
       
  ····························· (5.1) 
 
となる（ここで，                   ）．つまり，    は  を結合した M 行 L
列の行列である．プーリング層は    について，列ごとに平均値をとるからの出力 D(o)
は， 
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(1) ドライビングシミュレータソフトによる LIDAR データの生成 
改良後の提案手法が LIDAR の設置高さに対してロバストであることを検証するため
に，歩行者，二輪，車両，その他物体（電柱/標識/木など）の LIDARデータを用意し，





キャンラインの本数：16 本．垂直 FOV：32 度．水平分解能：0.2 度．水平 FOV：120
度．この仕様は VLP-16®（Velodyne，USA）を参考にしている． 
 
図 5.2 にドライビングシミュレータソフトで生成した物体の画像と LIDAR データの
例を示す．歩行者は 5 種類，自転車は 2種類，バイクは 1種類，車両は種類，その他物


































数は“ReLU [38]”．ドロップアウトテクニック（ドロップアウト率は 0.5）を適用した 













に LIDAR を車高 132cm に設置した．この高さは地面からの高さである．対象物体は
LIDAR の正面に配置し，0 度から 345 度までを 15 度刻みに回転させて計測した．対象
物体は LIDARから，3mから 20mの範囲に 1m刻みに配置した．生成した LIDARデー
タを 80：20 の割合で訓練データ，検証データへ分割する．テストデータは訓練，検証
データとは別に，乱数を用いて距離と角度を設定し各物体につき 30 データを生成した







した．テストデータを生成する際に，LIDARを車高 82から 182cmまでを 5cm刻みに
設置した．つまり，訓練データを収集した設置高さ 132cmから-50～+50cmの移動量で
ある．テストデータは乱数を用いて距離と角度を設定し各物体につき 30データを生成









          
     
           




















した．テストデータの枚数は，各 LIDAR 設置高さについて実験 1 とそれぞれ同じであ







Training 1642 1642 985 1970 6238
Validation 410 410 246 492 1560
Test 150 150 90 180 570
Added pooling layer 1.000 1.000 0.978 1.000 0.994





















































5.2.1 広範囲な LIDARの設置高さにおいて正解率を向上 
 広範囲な LIDAR の設置高さにおいて，さらに正解率を向上させる方法として，基準








数は表 5.1 の 3倍である．データ量を 3倍すること以外の条件は，5.2.3節と同条件で訓
練させた． 
 
 図 5.6に基準位置のみのデータを用いて訓練をした場合と，±30 cm移動させたデータ
を含めて訓練をさせた場合の正解率を示す．テストデータは前節の二番目の実験と同様
であり，各 LIDAR設置高さについて 570 枚である．訓練データに±30 cmのデータを含











図 5.6：訓練データが基準位置のみの場合と±30 cmのデータを含めた場合の正解率 
 
5.2.2 テストデータにおける LIDARの低解像化 






 図 5.7にスキャンラインの本数を 8本と 4本に間引いたテストデータに対して，提案
手法を適用したときの正解率を示す．訓練に用いた LIDAR データおよび学習済みモデ
ルは前節と同様である．そして，1 から 16 番目スキャンラインの本数のうち，5~12 番
目のみを残して 8本のスキャンラインを持つ LIDARとみなしたテストデータと，7～10
番目の身を残して 4 本のスキャンラインを持つ LIDAR とみなしたテストデータに対し
て，提案手法を適用した． 
 



































 この実験と類似して，文献 [35]ではデータ収集時には 64本のスキャンラインを有す








図 5.7：スキャンラインの本数を間引いた LIDARデータに対する正解率 
 
5.2.3 まとめ 




































































LIDARの設置高さに対するロバスト性については，まず LIDARを高さ 132 cmに
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