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In this paper, we consider the Cauchy problem for the equation of dislocation of
crystals utt&2u+u=u2+u3. The necessary and sufficient conditions of the existence
of global solutions are obtained for E(0)= 12 (&u1&
2
L2+&u0&
2
H1)&Rn 
u0
0
f (s) ds dx<d
( f (s)=s2+s3, d is a given constant). We give the estimation of life span for the
nonglobal solution. The existence and the nonexistence of solutions for E(0)=d are
also considered.  1998 Academic Press
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INTRODUCTION
In this paper, we study the global existence and finite time blow up for
solutions of the following Cauchy problem:
utt&2u+u=u2+u3, (0.1)
u(x, 0)=u0(x), ut(x, 0)=u1(x), x # Rn. (0.2)
Equation (0.1), describing the dislocation of crystals (see [18] and
references therein), is a special form of the nonlinear KleinGordon equa-
tions which have been extensively studied for various nonlinearities f (u) (cf.
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[5, 710, 15, 16, 19] for | f (u)|c|u| p, p>1 and cf. [6, 1214] for f (u)=
|u|2 u2&|u|4 u2). In [18], Vuillermot discussed the smooth local stable
manifolds and the existence of spatially localized time-quasi-periodic classi-
cal solutions of (0.1) in one space dimension.
Motivated by applications, we consider the problem (0.1), (0.2) for n3.
We shall give necessary and sufficient conditions for the global existence of
solutions when initial energy E(0)<d (d will be defined in Section 1). We
shall also consider the existence and nonexistence of global solutions in the
case E(0)=d. Finite time blow up of solutions shall be studied for small
energy along with the estimation of the life spans of the solutions.
The technique used in this paper is essentially the variational method
developed by Lions (cf. [8, 9]). This method has been used in the study of
the existence and the stability of solutions of partial differential equations.
For example, in [3, 4, 1215], the authors studied the stability of the
standing waves and the ground state for Schro dinger and KleinGordon
equations. Shatah [13] proved the existence and instability of a ground
state for nonlinearities f ( |u| ) sign u (x # Rn, n3). An interesting result
that he proved is where the ground state is unstable but does not blow up
in finite time, i.e., there are solutions near the ground state which exist
globally in [0, ) and a sequence tn   such that &u(tn)&   as tn  .
We would like to point out that since we restrict ourselves to space
dimensions n3, the constraints K(u) used for the variational problem in
our paper are slightly different from those used in [1214]. Also, due to
the difficulty that  f (s) ds=F(s)= 14 s
4+ 13s
3 changes sign in (&, +),
the method developed by J. Shatah in [12, 13] is not directly applicable to
our problem.
1. STATEMENT OF MAIN RESULTS
For u # H1(Rn)(n3), we define the functional
J(u)= 12 &u&
2
H1&
1
4 &u&
4
L 4&
1
3 |
R n
u3 dx= 12 a(u)&
1
4b1(u)&
1
3 b2(u). (1.1)
For the sake of simplicity, we sometimes write a, b1 , and b2 for a(u), b1(u)
and b2(u).
Lemma 1.1. If d=infu # H 1, u{0 sup*0 J(*u), then d>0.
Proof.
sup
*0
J(*u)=J(*0(u)u),
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where *0(u)=(- b22+4ab1&b2)2b10 (when there is no confusion, we
also write *0 for *0(u)).
We note that
*20=
1
b1(u)
(a(u)&*0 b2(u)).
(i) If b20, it follows from *0 b2=a&*20 b1 that
J(*0u)=*20(
1
2a&
1
4*
2
0b1&
1
3*0b2)=
1
6*
2
0(a+
1
2*
2
0 b1)
1
6 *
2
0a.
Since *0=2a(- b22+4ab1+b2), we have
J(*0u)
2
3
a3
(- b22+4ab1+b2)2

2
3
(- c62+4c1 4+c32)&2, (1.2)
where c1 and c2 are the Sobolev’s embedding constants for H1/L4 and
H1/L3, respectively.
(ii) If b2<0, we see from *20b1=a&*0b2 that
J(*0u)=*20(
1
2a&
1
4*
2
0b1&
1
3*0b2)=
1
4*
2
0(a&
1
3*0 b2)
1
4 *
2
0a.
Since *20=(1b1)(a&*0b2), we get
J(*0u)
a
4b1
(a&*0 b2)
a2
4b1

1
4c41
>0. (1.3)
It follows from (1.2) and (1.3) that
J(*0u)c0>0,
where c0=min[ 23 (- c62+4c41 +c32)&2, 14c41]. Therefore, we conclude that
the constant d is positive, i.e.,
d= inf
u # H 1, u{0
sup
*0
J(*u)>0.
The proof of Lemma 1.1 is complete.
Let u(t) be the flow of (0.1). We write E(u(t))= 12&ut &
2
L2+J(u).
Theorem 1.2. Let u0 , u1 # C2(Rn) & H3(Rn), n3, satisfy E(u(0))<d.
Then there is a nontrivial classical global solution of problem (1.1), (1.2) if
and only if
a(u0)>b1(u0)+b2(u0) or a(u0)=0. (1.4)
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From Lemma 1, we see that d=infu{0 J(*0u). Furthermore, *0=1 if
and only if a(u)=b1(u)+b2(u)>0. We shall always normalize u such that
*0(u)=1; that is,
K(u)=a(u)&b1(u)&b2(u)=0, &u&H 1{0.
Then our variational problem can be written as
d=inf J(u), (1.5)
subject to the constraints
K(u)=0, &u&H 1{0. (1.6)
Theorem 1.3. Let E(0)=d, u0 # H 2(Rn) and u1 # H1(Rn).
(1) If a(u0)=b1(u0)+b2(u0){0, then u0 is the equilibrium of (0.1)
and u0 # C(Rn).
(2) If a(u0)>b1(u0)+b2(u0) or a(u0)=0, then the global solution of (0.1)
and (0.2) exists in C(R+, H1(Rn)) & H 1loc(R
+, H1(Rn)) & Lloc(R
+, H 2(Rn)).
(3) If a(u0)<b1(u0)+b2(u0) and (u0 , u1)0 or (u0 , u1)<0 and
&u0&2L2&u &2L 2 (u is the equilibrium of (0.1)), then the solution of (0.1), (0.2)
is blow up in finite time.
2. THE PROOF OF THEOREM 1.2
Lemma 2.1. If n3, u0 # H2(Rn) and u1 # H1(Rn), then the problem (0.1),
(0.2) has a unique local solution in
C0(0, T; H 1(Rn)) & L2(0, T; H2(Rn)) & H1(0, T; H1(Rn))
for some T<0. Moreover, &ut &2L 2 , Rn u3 dx and &u(t)&4L4 are continuous
in t.
Proof. By making use of the energy estimate and fixed point theory,
we obtain the bounds for &u(t)&H2 and &ut&H1 in [0, T] for some T>0.
Moreover, the solution is unique. Observe that
|&u(s)&H 1&&u({)&H 1 |&u(s)&u({)&H1 max
[s, {]t[s, {]
&ut(t)&H1 |{&s| ,
(2.1)
where s, {T, [s, {]=min[s, {] and [s, {]=max[s, t]. Hence, &u(t)&H1 is
continuous in t (within the interval of existence). On the other hand,
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|&u(s)&L4&&u({)&L4 |&u(s)&u({)&L4c &u(s)&u({)&H1 , (2.2)
}|Rn u3(x, {) dx&|R n u3(x, s) dx }
|
Rn
( |u(x, {)|2+|u(x, {)| |u(x, s)|+|u(x, s)|2) |u(x, {)&u(x, s)| dx
3 max
[s, {]t[s, {]
&u(t)&2L4 &u({)&u(s)&L2 . (2.3)
(2.2) and (2.3), with (2.1), show that b1(u(t)) and b2(u(t)) are continuous
in t (within the interval of existence). In what follows, we shall use the fact
that
a(u)>b1(u)+b2(u) (or a(u)<b1(u)+b2(u))
will be valid if and only if
*0(u)>1 (or *0(u)<1).
We introduce the invariant region of H1(Rn). Set
W=[u | u # H1(Rn), J(u)<d], (2.4)
W1=[u | u # W, a(u)>b1(u)+b2(u)] _ [0], (2.5)
and
W2=[u | u # W, a(u)<b1(u)+b2(u)]. (2.6)
Lemma 2.2. W=W1 _ W2 and W1 & W2=,.
Proof. It is clear that W1 _ W2=,. Let us prove that W=W1 _ W2 . In
fact, we only need to prove that WW1 _ W2 .
Note that
*0(u)=
- b22+4ab1 &b2
2b1
.
It is easy to see that
J(*0u)=sup
*0
J(*u), *0(u)=1
are satisfied if and only if
a(u)=b1(u)+b2(u)>0.
9DISLOCATION OF CRYSTALS EQUATION
File: DISTL2 340906 . By:CV . Date:20:05:98 . Time:09:39 LOP8M. V8.B. Page 01:01
Codes: 2358 Signs: 1278 . Length: 45 pic 0 pts, 190 mm
Hence, if *0(u)=1, we have
J(u)=J(*0(u)u)=sup
*0
J(*u)d.
This derives the following: if u # W and u{0, then *0(u){1, which is
equivalent to a(u){b1(u)+b2(u). This means that u # W1"[0] or u # W2 ,
i.e., WW1 _ W2 .
Definition. A region 7H1(Rn) is called an invariant region for the
solution of (0.1) if u0 , u1 # 7; then the solution u(x, t, u0 , u1) of (0.1) with
u(x, 0, u0 , u1)=u0(x) and ut(x, 0, u0 , u1)=u1(x) belongs to 7.
Lemma 2.3. W1 and W2 are invariant regions for the solutions of (0.1),
provided that
E(0)= 12&u1 &
2
L2+J(u0)<d. (2.7)
Proof. From Eq. (0.1), we have
1
2&ut&2L2+J(u)=E(0)<d, (2.8)
which implies u # W.
(1) Let u0 # W1 . For the sake of simplicity, we write u(t) for
u(x, t, u0 , u1). We claim that u(t) # W1 . If it is false, then there exists t0>0
such that u(t0)  W1 . From Lemma 2.3, we have u(t0) # W2 . On the other
hand, since a(u(t)), b1(u(t)) and b2(u(t)) are continuous in t, by the defini-
tion of W1 and W2 , there exists a time t* (0<t*<t0) such that
a(u(t*))=b1(u(t*))+b2(u(t*)).
If a(u(t*)){0, then *0(u(t*))=1. Hence, J(u(t*))d, i.e., u(t*)  W.
This contradicts (2.8). If a(u(t*))=0, we might as well suppose
0<a(u(t))<b1(u(t))+b2(u(t)) for t*<tt0 , lim
t  t*+0
a(u(t))=0.
Hence, we have
1<
b1(u(t))+b2(u(t))
a(u(t))
C 41a(u(t))+C
3
2a
12(u(t))
and, consequently,
1 lim
t  t*+0
b1(u(t))+b2(u(t))
a(u(t))
=0.
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This contradiction shows that u(t) # W1 .
(2) Let u0 # W2 . We claim u(t) # W2 . Suppose it is false, i.e., there is
t0 such that u(t0) # W1 . Then there exists t* such that a(u(t*))=b1(u(t*))+
b2(u(t*)) (0<t*t0) and u(t) # W2 for 0t<t*. We first consider the
case a(u(t*))=0. Since a(u(t)), b1(u(t) and b2(u(t)) are continuous in t, we
claim
lim
t  t*
a(u(t))=0.
On the other hand, since u(t) # W2 for 0t<t*, this yields a(u(t)){0 and
a(u(t))<b1(u(t))+b2(u(t)) 0t<t*.
Thus
1<
b1(u(t))+b2(u(t))
a(u(t))
C 41a(u(t))+C
3
2a
12(u(t)).
This leads to
1 lim
t  t*&0
b1(u(t))+b2(u(t))
a(u(t))
=0
which is impossible.
If a(u(t*)){0 then by the same argument as in (1) we have J(u(t*))d.
This contradicts (2.8). So we conclude that u(t) # W2 . The proof of Lemma
5 is complete.
Proof of Theorem 1.2. (1) (Sufficiency.) Let u0 # W1 . From Lemma
2.2, we know that u(t) # W1 . Hence,
a(u(t))>b1(u(t))+b2(u(t)), for all t0.
Then
1
6a(u)<
1
6 a(u)+
1
12b1(u)+
1
3 (a(u)&b1(u)&b2(u))=
1
2a(u)&
1
4b1(u)&
1
3b2(u)
=J(u)<d. (2.9)
So a(u)<6d for all t0. Furthermore, (2.8) implies that
&ut&2L2d or ut # L(0, +; L2). (2.10)
It follows from Sobolev’s embedding theorem that b1(u) and b2(u) are
bounded for all t0.
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We now discuss the regularity of u(t). Differentiating (0.1) with respect
to xi and multiplying (0.1) by uxi t and integrating with respect to x # R
n,
we obtain
1
2 (&uxi t &
2
L2+&uxi &
2
H 1)$3(u
2uxi , uxit)+2(uuxi , uxi t)
C &uxit &L2 &uxi &L6 (&u&
2
L6+&u&L3).
From (2.9) and n3, we have &u&2L6+&u&L3const. and
(&uxit &
2
L2
+&uxi &
2
H 1)$C(&uxi t&
2
L2+&uxi &
2
H1). (2.11)
Consequently
&uxi t&
2
L2+&u
2
xi
&H1C0ect, (2.12)
which gives ut # H1 and u # H2 for any 0t<+. Similarly, since u0 , u1
belong to C2(Rn) & H3(R3), we get the following estimates for any
T<+:
&ux :t&L2C(T ), &ux : &H1C(T ), (2.13)
where |:|2, C(T ) is constant depending on T.
Applying Sobolev’s embedding theorem yields
u(x, t) # C1(R+, C 2(Rn))
which completes the proof.
(2). (Necessity.) Let u0  W1 . It follows from E(0)<d, Lemma 2.2,
and Lemma 2.3 that u0 # W2 . This implies u(t) # W2 , i.e.,
a(u(t))<b1(u(t))+b2(u(t)). (2.14)
Multiplying Eq. (0.1) by u and integrating with respect to x # Rn, we have
1
2 (&u(t)&)2L 2)"=&ut(t)&2L2+b1(u)+b2(u)&a(u). (2.15)
It follows from (2.14) that(&u(t)&2L2)">0 for all t0, i.e., &u(t)&
2
L2 is a
convex function.
From (2.8) we have
b1(u)+b2(u) 32 (&ut&
2
L2+a(u))&3E(0). (2.16)
Along with (2.15), this yields
1
2 (&u(t)&
2
L2)"(1+
3
2) &ut &
2
L2+
1
2a(u)&3E(0). (2.17)
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In the following, we will prove that there are t2>t1 such that (&u(t)&2L2)$0
if tt1 and &u(t)&2L26E(0) if tt2 .
Suppose that (&u(t)&2L2)$0, for all t0. Then &u(t)&
2
L2 is bounded for
all t0 and there exists a positive number A such that
lim
t  
&u(t)&2L2=A. (2.18)
Since (&u(t)&2L2)">0, we have
lim
t  
(&u(t)&2L2)$=B0. (2.19)
From (2.18) we know that B=0. Hence, there is a sequence tn , tn  +
as n   such that limn  (&u(tn)&2L2)"=0. Taking (2.14) and (2.15) into
account implies that
lim
t  
&ut(tn)&2L2=0, (2.20)
lim
n  
[b1(u(tn))+b2(u(tn))&a(u(tn))]=0. (2.21)
Clearly, by combining (2.8) and (2.20) we obtain
lim
n  
J(u(tn))=E(0)<d, (2.22)
lim
n  
[a(u(tn))+ 12b1(u(tn))]= lim
n  
6[J(u(tn))+ 13 (b1+b2&a)]=6E(0).
(2.23)
Therefore, b1(un), a(u(tn)) and b2(u(tn)) are bounded. Furthermore, we
can assert that there is a subsequence [tni] of the sequence [tn] such that
limni   a(u(tni)) and limni   bj (u(tni)) ( j=1, 2) exist.
If E(0)>0, it follows from (2.21) and (2.23) that
lim
ni  
a(u(tni))= limni  
[bi (u(tni))+b2(u(tni))]>0.
Therefore, we have
lim
ni  
*0(u(tn))=1
and
lim
ni  
J(*0(u(tni )) u(tni ))= limni  
J(u(tni)d (2.24)
If E(0)<0, from (2.23) this contradicts a(u)0 and b1(u)0.
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If E(0)=0, from (2.21) and (2.23) we get
lim
ni  
a(u(t)ni )= limni  
b1(u(t)ni)= limni  
b2(u(t)ni)=0.
On the other hand, it follows from (2.14) that
1>
a(u(tni ))
b1(u(tni ))+b2(u(tni ))

1
C 41 a(u(tni))+C
3
2 a
12(u(tni))
.
This is impossible, howevever, as ni  . This contradiction shows that
there is t1>0 such that (&u(t1)&2L2)$0. Since (&u(t)&2L2)">0, for all t>0,
we have (&u(t)&2L2)$>0 for t>t1 . Of course, there is a t2>t1 such that
&u(t)&2L2>6E(0). Therefore, form (2.17) we have
(&u(t)&2L2)">5 &ut &2L2 , for tt2 . (2.25)
Consequently
&u(t)&2L2 (&u(t)&
2
L2&)"&
5
4 [(&u(t)&
2
L2)$]
2
>5[&u(t)&2L2 &ut &
2
L2&(ut , u)
2] for tt2 ,
and
(&u(t)&&12L2 )"=&
1
4 &u(t)&
&92
L2 [(&u(t)&
2
L2)"&
5
4 (&u(t)&
2
L2)$]
2<0
for t>t2 .
Since (&u(t)&&12L2 )$=&
1
4&u(t)&
&52
L2 (&u(t)&
2
L2)$<0, if t>t1 , &u(t)&
&12
L2 is a
decreasing concave function for tt2 . Therefore, there exists T<+,
such that limt  T&0 &u(t)&&12L2 =0, i.e.,
lim
t  T&0
&u(t)&2L2=+.
The proof of Theorem 1 is complete.
3. THE PROOF OF THEOREM 1.3
Lemma 3.1. Let v be an extremal of (1.5) and (1.6), then v is an equilibrium
of (0.1).
Proof. The Euler equation associated with (1.5) and (1.6) is
(qv&v+v2+v3)+:(2 qv+4v3+3v2&2v)=0
14 LI AND ZHANG
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which is equivalent to
(1+2:)(qv&v+v2+v3)+:(2v3+v2)=0 (3.1)
where : is the Lagrange multiplier.
Multiplying (3.1) by v and integrating, we obtain from (1.6) that
: |
R n
(2v4+v3) dx=0. (3.2)
Since v is an extremal, v is non-negative. In fact, if v is not of one
sign, then K( |v| )<K(v)=0. Since K(* |v| )=*2a(v)&*3 &v&3L3&*
4 &v&4L4
and K( |v| )<0, there exists *1 # (0, 1) such that K(*1 |v| )=0.
On the other hand, since v is an extremal,
d=J(v)=sup
*0
J(*v)>J(*1 v)>J(*1 |v| ).
It follows from K(*1 |v| )=0 that J(*1 |v| )=sup*>0 J(* |v| ). Therefore, we
have
d>J(*1 |v| ) inf
v # H1v{0
J(v).
This contradicts the definition of d. Therefore, v must be of one sign.
Thus, from (3.2) we have :=0. Obviously, v satisfies the equation &2v+v
=v2+v3.
Proof of Theorem 1.3. If a(u0)=b1(u0)+b2(u0). From E(0)=d, we
know that u1=0 and u0 is the extremal of (1.5) and (1.6). By Lemma 3.1,
u0 is the equilibrium of (0.1).
Since u0 # H 2(Rn) and satisfies
&2u0=&u0+u20+u
3
0 .
then the elliptic regularity theory and Sobolev embedding theorem we have
u0 # C(Rn).
(2) If a(u0)>b1(u0)+b2(u0) or a(u0)=0, we claim that
a(u(t))>b1(u(t))+b2(u(t)) or a(u(t))=0, for all t0. (3.3)
In fact, if there is a t1 such that
a(u(t1))<b1(u(t1))+b2(u(t1)) (3.4)
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since a(u(t)), b1(u(t)), and b2(u(t)) are continuous in t, then there is a t0
such that
a(u(t0))=b1(u(t0))+b2(u(t0)) (3.5)
and
a(u(t))<b1(u(t))+b2(u(t)) for t0<tt1 (3.6)
It follows from the proof of Theorem 1.2 that a(u(t0)){0. Hence,
Lemma 2 shows that u(t0) is the equilibrium of (0.1).
Since a(u0){b1(u0)+b2(u0), we have u(t)u(t0), for 0tt0 .
Set v(t)=u(t0&t)u(t0). Then v(0)=u(t0), v(t0)=u0 , vt(0)=
limt  0&ut(t0&t)=0, and v(t) satisfies
vtt&2v+v=v2+v3
v(0)=u(t0), vt(0)=0.
However, u(t0) is also a solution of the above problem. This contradicts the
uniqueness of the solution of the above problem. Therefore, (3.3) is valid.
Similar to the proof of Theorem 1.2, we obtain a solution u # C(R+, H1(Rn))
& Lloc(R
+, H1(Rn)) & H 1loc(R
+, H 1(Rn)).
(3) Similarly to (2), if a(u0)<b1(u0)+b2(u0), we claim that
a(u(t))<b1(u(t))+b2(u(t)), (3.7)
1
2 (&u(t)&
2
L2)"=&ut &
2
L2+b1(u)+b2(u)&a(u). (3.8)
If (u0 , u1)0, in view of (3.7) and the procedure of the proof of
Theorem 1.2, it is easy to show that &u&2L2 is blow up in finite time.
If (u0 , u1)<0, &u0&2L2&u &
2
L2 (u is the equilibrium of (0.1)) and there
exists t0>0 such (u(t0), ut(t0))= 12 (&u(t0)&
2
L2)$t0. In fact, if (&u(t)&
2
L2)$=
2(u(t), ut(t))<0. From (3.7) and (3.8) we have
|
t
0
[&ut &2L2+b1(u)+b2(u)&a(u)] d{<&(u0 , u1) for all t0,
i.e.,
|
+
0
[&ut &2L2+b1(u)+b2(u)&a(u)] dt
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is finite. Therefore, limt   &ut &2L2=0, limt  + [b1(u)+b2(u)&a(u)]=0
and limt   J(u)=d. This gives limt   [b1(u)+b2(u)&a(u)+2J(u)]=
limt   [
1
2b1(u)+
1
3 b2(u)]=2d. Since
J(u)= 12a(u)&
1
4 b1(u)&
1
3b2(u)
= 12a(u)+
1
4 b1(u)&[
1
2b1(u)+
1
3 b2(u)],
we obtain limt  
1
2a(u)+
1
4b1(u)=3d. In view of a(u), b1(u)0, we assert
that a(u), b1(u) are finite for all t0. By virtue of (1.5) and (1.6), the limit
of u(t) is the extremal, i.e., the limit of u(t) is the equilibrium of (0.1). But,
from &u0&2L2&u &2L2 and (&u(t)&2L2)$<0, &u(t)&2L2 is decreasing. This is a
contradiction, thus our assertion holds. As in the proof of Theorem 1.2, we
can prove that &u&2L2 is blow up in finite time.
4. LIFE SPAN OF THE NONGLOBAL SOLUTION
In this section we discuss the life span of nonglobal solutions for (0.1)
and (0.2).
Theorem 4.1. Let E(0)<d, a(u0)<b1(u0)+b2(u0) and T0 be the life
span of the solution of (0.1) and (0.2). Then the following estimations of T0
are valid :
T0{
 6(:&2)(3&:) arcsin \
(:&2)(3&:)
6(z$(0))2+(:&2)(3&:) z2(0)
z(0)+
if (u0 , u1)0
&2 &u0&L2 6c5 arctg \
1
&u0 &L2 
5
6c
(u0 , u1)++ 6(:&2)(3&:)
?
2
if (u0 , u1)<0,
where :=max[6d(3d&E(0)), 52], Z(t)=&u(t)&
(:&2)2
L2 , and c=d&E(0).
Proof. By virtue of Theorem 1.2 we have, for all t0,
a(u)<b1(u)+b2(u)
and
1
2 (&u&
2
L2)"=&ut &
2
L2+b1(u)+b2(u)&a(u).
Since 12 (&ut&
2
L2+a(u))=
1
4b1(u)+
1
3b2(u)+E(0), we obtain
(&u&2L2)"=5 &ut &
2
L2+
1
2b1(u)+a(u)&6E(0). (4.1)
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From the proof of Lemma 1.2 we have
J(*0u)=
*20
6 \a(u)+
1
2
*20b1(u)+d.
Therefore,
a(u)
6
*20
d&
*20
2
b1 .
Using *20<1 and a(u)>6d&(*
2
0 2) b1 , we obtain
(&u(t)&2L2)"5 &ut &2L2+6(d&E(0)).
It follows from E(0)<d that (d&E(0)) ] c>0 and
(&u(t)&2L2)"5 &ut &2L2+6c. (4.2)
For the sake of simplicity, let y(t)=&u(t)&2L2 . It follows from (3.2) that
y"(t)
5
4
( y$(t))2
y(t)
+6c. (4.3)
Since a(u0)<b1(u0)+b2(u0), we have a(u0){0. If (u0 , u1)<0, let T1>0
such that y$(t)0 for 0tT1 . Then y(0) y(t) for 0tT1 and,
hence,
y"(t)
5
4y(0)
( y$(t))2+6c.
A further integration from 0 to T1 yields
T1&2 6cy(0)5 arctg \
5
24cy(0)
y$(0)+
] &2 &u0 &L2 6c5 arctg \
1
&u0 &L2 
5
6c
(u0 , u1)+ . (4.4)
Now we consider the life span of the solution for (u0 , u1)0. Note that
:
2
(&ut &2L2+a(u))&
:
4
b1(u)&
:
3
b2(u)&:E(0)=0,
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thus it is similar to (4.1) that
1
2
(&u&2L2)"=\1+:2+ &ut &2L2+\1&
:
4+ b1(u)
+\1&:3+ b2(u)+\
:
2
&1+ a&:E(0).
Since a(u)>6d& 12b1(u), we find that
1
2
(&u&2L2)"=\1+:2+ &ut&2L2+\
3
2
&
:
2+ b1(u)
+\1&:3+ b2(u)+\
:
2
&1+ 6d&:E(0).
If we take :=max[6d(3d&E(0)), 52], by E(0)<d then we have 2<:<3,
(32)&(:2)>1&(:3) and ((:2)&1) 6d:E(0). It follows from
b1(u)0 that
(&u(t)&2L2)"(2+:) &ut &
2
L2+2 \1&:3+ (b1(u)+b2(u))
(2+:) &ut &2L2+2 \1&:3+ a(u).
In view of a(u)&u(t)&2L2= y(t), we can obtain
y"y(t)
:+2
4
( y$(t))2+2 \1&:3+ y2. (4.5)
Set z(t)= y&(:&2)4 (t). Then
z"&16 (:&2)(3&:) z(t). (4.6)
Since z$(t)<0, multiplying (4.6) by z$ and integrating yields
z$(t)&- 16 (:&2)(3&:)(z2(0)&z2(t))+(z$(0))2. (4.7)
By virtue of the nonexistence of Theorem 1.2, there exists t0 such that
z(t0)=0. Therefore, we can integrate to obtain
t0&|
0
z(0)
dz
- (z$(0))2+ 16 (:&2)(3&:)(z2(0)&z2(t))
= 6(:&2)(3&:) arcsin \
(:&2)(3&:)
6(z$(0))2+(:&2)(3&:)z2(0))
z(0).
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Specifically, if (u0 , u1)=0, i.e., z$(0)=0 then
t0 6(:&2)(3&:)
?
2
.
If this result is combined with (4.4), we have
T0{
 6(:&2)(3&:) arcsin \
(:&2)(3&:)
6(z$(0))2+(:&2)(3&:) z2(0)
z(0)+
if (u0 , u1)0,
&2 &u0&L2 6c5 arctg \
1
&u0 &L2 
5
6c
(u0 , u1)++ 6(:&2)(3&:)
?
2
if (u0 , u1)<0.
The proof of Theorem 4.1 is complete.
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