Técnicas GPGPU para acelerar el modelado de sistemas ultrasónicos  by Romero-Laorden, D. et al.
© 2012 CEA. Publicado por Elsevier España, S.L. Todos los derechos reservados
http://dx.doi.org/10.1016/j.riai.2012.05.002 
Revista Iberoamericana de Automática e Informática industrial 9 (2012) 282–289
Te´cnicas GPGPU para acelerar el modelado de sistemas ultraso´nicos
D. Romero-Laorden∗, O. Martı´nez-Graullera, C.J. Martı´n-Arguedas, M. Pe´rez, L.G. Ullate
Centro de Acu´stica Aplicada y Evaluacio´n No Destructiva (CAEND CSIC-UPM) Arganda del Rey, Madrid, Espan˜a.
Resumen
El desarrollo de sistemas de simulacio´n de campo acu´stico en tiempo real para aplicaciones de Evaluacio´n no Destructiva
ultraso´nica constituirı´a una herramienta muy u´til tanto para la planiﬁcacio´n de las inspecciones como para la interpretacio´n de
los resultados de evaluaciones in-situ. Sin embargo, son algoritmos que requieren una alta capacidad de co´mputo, no tanto por
su complejidad sino por el gran nu´mero de puntos a analizar, lo que limita su uso al laboratorio sobre estaciones de trabajo de
altas prestaciones. Los recursos de paralelizacio´n que actualmente ofrecen los sistemas informa´ticos, como son los procesadores
multicore o las te´cnicas GPGPU, constituyen una oportunidad muy interesante para el desarrollo de este tipo de aplicaciones. Este
trabajo analiza el modelo de paralelizacio´n de ambas alternativas con objeto de desarrollar un sistema portable de simulacio´n de
campo ultraso´nico para tiempo real. Se describen por tanto los cambios en el algoritmo de ca´lculo de campo acu´stico para adaptarlo
a una estrategia GPGPU y se valora el coste computacional de ambas implementaciones. Copyright c© 2012 CEA. Publicado por
Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
Actualmente las te´cnicas de Evaluacio´n No Destructiva o
END juegan un rol importante tanto en la caracterizacio´n co-
mo en la deteccio´n de defectos en materiales y estructuras. Su
objetivo es usar algu´n tipo de feno´meno que al interaccionar
con el objeto de intere´s permita medir algunas propiedades en
el mismo sin alterarlo. Las te´cnicas de END basadas en ultra-
sonidos se basan en un principio ba´sico: un sistema electro´nico
excita uno o ma´s transductores ultraso´nicos que generan pulsos
de ondas meca´nicas de alta frecuencia que se introducen y pro-
pagan en el material a inspeccionar. Del ana´lisis de los cambios
que se producen sobre esta misma onda o sobre sus reﬂexiones
es posible extraer diversas caracterı´sticas como la presencia de
discontinuidades, que pueden ser identiﬁcadas como defectos
(Steinberg, 1976; Kino, 1987).
Hoy en dı´a se tiende a inspeccionar estructuras de geometrı´a
cada vez ma´s compleja, mediante agrupaciones de transducto-
res (conocidos como arrays) que pueden contener cientos de
elementos. Para resolver las diﬁcultades asociadas al ana´lisis
de los datos de la evaluacio´n se precisa del apoyo de te´cnicas
de simulacio´n que permitan obtener una referencia del resulta-
do de la misma. En este sentido, las te´cnicas de END basadas en
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ultrasonidos hacen uso de distintos modelos de simulacio´n (Pi-
wakowsky and Sbai, 1999; Choi, 2000; Pinar Crombie, 1997)
tanto para la planiﬁcacio´n de inspecciones como para la obten-
cio´n de “huellas so´nicas”que son usadas como base a la hora
de determinar el estado del componente bajo ana´lisis. Soﬁstica-
dos paquetes de software como el CIVA (Cea, 2003) han sido
desarrollados con este objetivo. Sin embargo su uso esta princi-
palmente limitado al laboratorio, ya que la simulacio´n del cam-
po acu´stico es un proceso que requiere de una gran potencia
de ca´lculo y tiene un coste computacional alto. No tanto por la
complejidad del modelo de simulacio´n sino por el gran nu´mero
de puntos sobre los que se debe calcular y por los altos requeri-
mientos de resolucio´n que exige la zona de campo cercano. Este
hecho limita la eﬁcacia de los modelos de simulacio´n como he-
rramienta de campo ya que el evaluador no puede hacer uso de
ella durante la inspeccio´n, donde le permitirı´a adaptar la plani-
ﬁcacio´n a las circunstancias reales o facilitarı´a la interpretacio´n
de los resultados. Se han propuesto distintos modelos basados
en aproximaciones que reducen el tiempo de computacio´n (Jen-
sen, 1991) pero los resultados au´n esta´n fuera del tiempo real.
Sin embargo, la mayorı´a de los me´todos de modelado en END
presentan caracterı´sticas comunes: el algoritmo computacional
utilizado se aplica de manera iterativa a una gran cantidad de
puntos, aumentando el tiempo de ejecucio´n y haciendo por tan-
to muy dı´ﬁcil su uso en sistemas que demandan tiempo real. Sin
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Figura 1: Ejemplo de la discretizacio´n de la apertura. Comparativa de la respuesta exacta con (a) la respuesta discreta con resolucio´n espacial λ2 (b) la respuesta
discreta con resolucio´n espacial λ4 (c) la respuesta discreta con resolucio´n espacial
λ
8 (d) la respuesta discreta con resolucio´n espacial
λ
16 (e) valor del campo acu´stico
para todos los casos expuestos (f) campo de presio´n generado sobre un plano situado en frente del array. Resolucio´n temporal en todos los casos es de λ32c .
embargo, estas caracterı´sticas los hacen ido´neos para la compu-
tacio´n paralela.
La progresiva popularizacio´n de sistemas que explotan el
paralelismo como vı´a para aumentar la capacidad de procesa-
miento, como los procesadores multicore o las te´cnicas GPG-
PU, suponen alternativas interesantes para el desarrollo de este
tipo de problemas. Ambas plataformas plantean soluciones pa-
ra aplicaciones que precisen alta capacidad de procesamiento a
bajo coste. En nuestro caso nos permiten desarrollar soluciones
para ca´lculo en tiempo real sacando la simulacio´n del labora-
torio y lleva´ndolo a las zonas de trabajo, aumentando la capa-
cidad del evaluador para determinar la gravedad del problema
detectado. Sin embargo, debido a la naturaleza de ambos proce-
sadores los estilos de paralelizacio´n son radicalmente distintos
e involucran modelos de programacio´n muy diferentes.
El modelo multicore basado en la integracio´n de procesa-
dores de altas prestaciones en un so´lo chip, cada uno con su
propia memoria cache L1 y una serie de recursos compartidos
entre todos (cache L2, etc). Estos sistemas, disen˜ados para el
acceso aleatorio a memoria, permiten implementar estructuras
de datos complejas y un modelo de desarrollo que explota el
paralelismo a nivel de thread (thread-level parallelism), que en
nuestro caso es fa´cil desarrollar a nivel de punto espacial.
En el modelo GPGPU (General Purpose Computation on
Graphics Processing Units) donde el nu´mero de procesadores
es mucho mayor, pudiendo llegar a centenares, pero con unos
recursos mucho ma´s reducidos (pocos registros internos, limi-
taciones aritme´ticas) y particulares modos de acceso a memoria
(E.Lindholm and Montrym, 2008), la paralelizacio´n no es un
proceso sencillo. Para adaptar los accesos a memoria y las es-
tructuras de datos a las caracterı´sticas de la GPU es necesario un
ana´lisis complejo del problema a paralelizar. Aunque ya existen
herramientas que facilitan tanto el desarrollo como la portabili-
dad del co´digo (Nvidia, 2012b; J. Nickolls and Skadron, 2008),
un conocimiento de esta arquitectura permite una mejor optimi-
zacio´n del algoritmo.
Pese a que cualquier algoritmo que es implementable en una
CPU lo es tambie´n en una GPU, e´stas implementaciones no son
igual de eﬁcientes. Este trabajo analiza ambos modelos de desa-
rrollo para el problema de ca´lculo de campo acu´stico, basa´ndo-
nos en el modelo de la respuesta espacial al impulso desarrolla-
da por Piwakowsky (Piwakowsky and Sbai, 1999). Se analiza
en profundidad la solucio´n para GPU, por sus peculiaridades
y por el cambio que supone frente al modelo de paralizacio´n
convencional. El objetivo es reducir el alto coste asociado a los
algoritmos y facilitar su implementacio´n en sistemas que permi-
tan a la larga el desarrollo de soluciones de tiempo real, lo que
de alguna forma permitan desarrollar aplicaciones para operar
en campo.
2. Modelado en END
La expresio´n general de la presio´n acu´stica generada por un
array que trabaja en emisio´n y recepcio´n viene dada por (Jen-
sen, 1991):
p(x, t) =
1
c2
∗ ∂
2v(t)
∂t2
∗ hE(x, t) ∗ hR(x, t) (1)
donde hE y hR son, respectivamente, las respuestas al impulso
en emisio´n y recepcio´n del array:
hE(x, t) =
N∑
i=1
aEi hi(x, t − TEi ) (2)
hR(x, t) =
N∑
i=1
aRi hi(x, t − TRi ) (3)
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Figura 2: Algoritmo iterativo de Piwakowsky. El ca´lculo del campo acu´stico en emisio´n y recepcio´n requiere seis pasos
En la expresio´n anterior, hi() es la respuesta al impulso del
i-e´simo elemento y ai es su peso asociado. TEi y T
R
i son los re-
tardos de focalizacio´n en emisio´n y recepcio´n respectivamente,
que para un punto p(x) vienen dados por la expresio´n:
Tp(i) =
|x − xi| − |x|
c
(4)
donde c es la velocidad del sonido en el medio inspeccionado,
y xi es el vector de posicio´n del i-e´simo elemento. Para poder
calcular el campo acu´stico se ha seguido el me´todo de Piwa-
kowsky (Piwakowsky and Sbai, 1999), que hace una compu-
tacio´n directa de la integral de Rayleigh por medio de muestras
temporales a intervalos Δt y discretiza las superﬁcie del trans-
ductor en celdas cuadradas de a´rea ΔS . La contribucio´n de ca-
da elemento a la respuesta al impulso en el instante dado tS se
obtiene an˜adiendo las contribuciones de cada una de las cel-
das contenidas entre dos ondas esfe´ricas conce´ntricas de radio
inferior a cΔtS , que esta´n separadas por el intervalo de discreti-
zacio´n cΔt (Piwakowsky and Sbai, 1999). Ası´, la contribucio´n
a la respuesta al impulso correspondiente al i-e´simo elemento
del array en el instante t = ts es:
hi(t = tS ) =
1
Δt
∑
j
b j tS − Δt/2 ≤ t j ≤ tS + Δt/2 (5)
b j =
aiΔS
2πRj
y t j =
Rj
c
+ Ti (6)
donde Ti denota el retardo de focalizacio´n en emisio´n o recep-
cio´n y Rjc es el tiempo de propagacio´n. De este modo, el valor
del campo resultante viene dado por la siguiente ecuacio´n:
P(x) = maxt(abs(p(x, t))) (7)
A pesar de ser un modelo aproximado, el me´todo de Piwa-
kowsky tiene la peculiaridad de poder aplicarse a cualquier tipo
de aperturas y geometrı´as. El error de co´mputo entre los patro-
nes discretos y la solucio´n analı´tica exacta ha sido estudiado
en (Piwakowsky and Sbai, 1999), concluyendo que hay una al-
ta precisio´n cuando tanto la resolucio´n espacial como temporal
son del orden de Δx
λ
= 0,01 y Δt f = 0,01 respectivamente,
donde f es la frecuencia central de la onda ultraso´nica.
Los efectos acerca del problema de la discretizacio´n para el
caso de un array de 32 elementos (tabla 1) pueden apreciarse
en la ﬁgura 1. En concreto, las ﬁguras (a), (b), (c) y (d) mues-
tran las diferencias existentes entre las respuestas obtenidas en
el ca´lculo de la respuesta al impulso por el me´todo de Piwa-
kowsky para una resoluciones de λ2 ,
λ
4 ,
λ
8 y
λ
16 respectivamente
con respecto a la respuesta propuesta por Piwakowsky calcu-
ladas sobre un punto situado a una profundidad de 10mm para
una focalizacio´n deﬂectada 15◦ en elevacio´n. Como vemos, el
incremento de la resolucio´n espacial ayuda a reducir el error
introducido por la discretizacio´n, aunque al mismo tiempo el
coste computacional aumenta sustancialmente. La mayorı´a de
los errores introducidos por la discretizacio´n son ruido de alta
frecuencia, y por tanto son eliminados por la onda al actuar e´sta
como un ﬁltro. Este efecto de ﬁltro se hace patente sobre los
resultados de la ﬁgura 1, donde se muestra que una resolucio´n
espacial de λ16 es adecuada y ofrece una solucio´n de compro-
miso entre el nu´mero de puntos en la apertura y la exactitud
del resultado. Esto es ası´ ya que la propuesta de Piwakowsky es
fuertemente restrictiva al deﬁnir estos lı´mites para determinar
la exactitud sobre la respuesta espacial al impulso y no sobre
la onda de presio´n resultante. Por otro lado, en la ﬁgura 1(e) se
muestra el valor de campo para todas la resoluciones en deci-
belios donde los errores de la discretizacio´n se hacen evidentes
principalmente para el caso de λ2 . Por u´ltimo, el campo de pre-
sio´n sobre un plano situado en frente del array se muestra en la
ﬁgura 1(f) como resultado de la simulacio´n.
2.1. Algoritmo computacional
La ﬁgura 2 describe esquema´ticamente el algoritmo compu-
tacional utilizado para el ca´lculo del campo acu´stico usando el
me´todo de Piwakowsky. Ma´s en detalle, se muestran las etapas
necesarias para calcular el valor del campo en cada punto es-
pacial P, siendo por tanto, un proceso iterativo que se aplica
sobre todo el conjunto de puntos del espacio. A continuacio´n se
describen cada una de las etapas:
En los pasos 1 y 2, se calculan las distancias desde to-
das las celdas pertenecientes a la apertura a cada punto
del espacio P en emisio´n y recepcio´n respectivamente.
Adema´s, se calcula informacio´n adicional como son los
tiempos de retardo de focalizacio´n (ec. 4) y los pesos de
la apodizacio´n o ﬁltro espacial, y se asocian a sus respec-
tivas celdas (ec. 6).
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Despue´s, en los pasos 3 y 4, se calcula la respuesta al im-
pulso del array en emisio´n hE(P, t) y en recepcio´n hR(P, t)
(ecs. 2 y 5).
A continuacio´n, se hace la convolucio´n entre hE y hR,
obteniendo la respuesta al impulso en ida y vuelta del
array hER(P, t) (ec. 1).
Finalmente, se obtiene el campo acu´stico en ida y vuelta,
realizando la convolucio´n entre hER(P, t) y la sen˜al emiti-
da (ec. 1).
Por u´ltimo, cabe remarcar un aspecto importante. La longi-
tud de las respuestas al impulso h depende fundamentalmente
de la distribucio´n de los elementos del array en el tiempo. Estos
valores pueden ser corregidos mediante la aplicacio´n de lentes
de focalizacio´n, de tal manera que acortara´n la longitud de las
respuestas al impulso en el foco mientras que se vera´n alargadas
fuera de e´l.
2.2. Modelo de ca´lculo
Para poder evaluar las capacidades y ventajas de la compu-
tacio´n paralela, se ha simulado un ejemplo de ca´lculo del campo
generado en emisio´n y recepcio´n con un array lineal emitiendo
en un medio homoge´neo (en este caso, agua). Las caracterı´sti-
cas del modelo esta´n resumidas en la tabla 1. Como vemos, el
array tiene N = 32 elementos con una separacio´n entre elemen-
tos (pitch) d = λ2 . El ancho de los elementos es a = d y su altura
es b = 10λ. Los elementos emiten pulsos de 50% de ancho de
banda. Para la evaluacio´n de los resultados se ha calculado el
ma´ximo de presio´n en 19300 puntos pertenecientes a un plano
situado frente al array.
Tabla 1: Para´metros del modelo de simulacio´n
Medio Agua
Velocidad del medio 1540 m/s
Taman˜o del array 32 elementos
Ancho de los elementos (pitch) λ2mm
Altura de los elementos 10λmm
Frecuencia central 3 MHz
Ancho de banda 50%
Nu´mero de puntos de campo 19300 (48.25mm×101mm)
Resolucio´n espacial (resx, resz)=(0.25, 1.01)
3. Infraestructuras de co´mputo paralelo
Antes de discutir el disen˜o de nuestro algoritmo, es nece-
sario comentar brevemente algunos detalles relativos a las ar-
quitecturas multicore en CPU como en GPU. En estos u´ltimos
an˜os, una de las tendencias dominantes en las arquitecturas de
microprocesadores ha sido el continuo incremento del parale-
lismo a nivel de chip. Hoy en dı´a, vemos algo comu´n trabajar
con CPUs compuestas de varios nu´cleos de proceso (cores) y
probablemente la tendencia seguira´ incrementando au´n ma´s el
paralelismo con nuevos chips formados por mu´ltiples nu´cleos.
Un procesador multicore CPU, esta´ compuesto por dos o ma´s
procesadores independientes, encargados de leer y ejecutar las
instrucciones del programa. Estas instrucciones son las instruc-
ciones tı´picas de una CPU (como sumar, mover datos o instruc-
ciones condicionales) pero con la ventaja de que los distintos
nu´cleos son capaces de ejecutar varias instrucciones al mismo
tiempo aumentando considerablemente la velocidad general de
los programas que son susceptibles de computacio´n paralela.
En cambio, las unidades de procesamiento gra´ﬁcos o GPUs
(Graphics Processor Units) son arquitecturas muy poderosas
computacionalmente hoy dı´a que pueden estar formadas por
centenares de cores. De hecho, es comu´n tratar con GPUs de
128, 240, 256 o 512 cores (arquitectura Fermi) aunque las ac-
tuales NVIDIA GPUs (Nvidia, 2012a) ya pueden contener has-
ta 1358 cores (arquitectura Kepler) y e´stas pueden ser progra-
madas directamente en co´digo C usando las tecnologı´as CUDA
(Nvidia, 2012b; J. Nickolls and Skadron, 2008) u OpenCL.
Con el objetivo de obtener el mayor provecho posible de
una GPU, se ha considerado apropiado describir las caracterı´sti-
cas generales de la arquitectura hardware de una tarjeta gra´ﬁca
para su programacio´n en CUDA. Para tal ﬁn, una comparati-
va entre las arquitecturas de una CPU multicore y una GPU
se muestra esquema´ticamente en la ﬁgura 3. Como vemos, una
GPU se compone de una serie de multiprocesadores (MPs) (des-
de 1 a 30 dependiendo de la arquitectura considerada) que a su
vez esta´n compuestos por varios procesadores escalares (SPs)
(varı´an entre 8 a 192 segu´n el tipo de GPU). Adema´s, cada MP
contiene una memoria on-chip (memoria compartida) con muy
baja latencia y alto ancho de banda, similar a una cache L1 de
una CPU. Las diferencias son apreciables y tanto la CPU como
la GPU se encargan de gestionar su propia memoria, siendo la
primera conocida como memoria del host (que es directamen-
te la memoria RAM del PC) mientras que la segunda, llamada
memoria del dispositivo, device o global, es la memoria de la
tarjeta gra´ﬁca que es usada por todos los multiprocesadores de
la GPU.
Figura 3: CPU de cuatro-cores frente a una tarjeta gra´ﬁca de 240 cores (30 MPs
de 8 SPs cada uno)
El concepto fundamental del modelo de programacio´n CU-
DA es trabajar con cientos de hilos que ejecutan la misma fun-
cio´n pero con diferentes datos. Por tanto, una aplicacio´n se or-
ganiza como un programa secuencial en la CPU que incluye
funciones especiales paralelas, llamadas kernels, que son eje-
cutadas varias veces sobre diferentes datos. El programador or-
ganiza los datos a procesar por un kernel en estructuras lo´gicas
que consisten en bloques de hilos y rejillas de bloques. Ası´, una
rejilla o grid es una estructura 1D, 2D o 3D de bloques y un
bloque es una estructura 1D, 2D o 3D de hilos. U´nicamente se
puede deﬁnir un grid dentro de un kernel. Asociado a cada fun-
cio´n paralela existen una serie de para´metros que es necesario
conocer si se quiere maximizar el rendimiento, siendo los ma´s
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importantes el nu´mero de registros utilizados por cada hilo y la
ocupacio´n de los MPs. Para una completa descripcio´n sobre la
arquitectura y el modelo de programacio´n puede consultarse la
extensa documentacio´n disponible (Nvidia, 2012b).
4. Algoritmos paralelos
Los candidatos perfectos para la computacio´n paralela son
aquellas funciones que son ejecutadas muchas veces indepen-
dientemente sobre diferentes datos y en este sentido, las carac-
terı´sticas propias de los algoritmos utilizados en END normal-
mente implican operar con un gran volumen de datos y el ca´lcu-
lo de distintos resultados de manera repetitiva, lo que les hace
ser unos candidatos ido´neos para la computacio´n paralela.
En este trabajo se evalu´an tres implementaciones distintas,
siendo dos de ellas desarrolladas exclusivamente en CPU. La
primera de las soluciones que se ha desarrollado es la puramen-
te tradicional, que utiliza un u´nico nu´cleo como cerebro para el
ca´lculo el campo acu´stico. En todos los casos, los algoritmos se
han programado en C y ejecutados en Matlab R© por simplicidad
para el desarrollo.
4.1. Paralelizacio´n multi-core
Trasladar el algoritmo de co´mputo de campo a una arquitec-
tura multicore en CPU es un proceso relativamente sencillo. Por
ello, la paralelizacio´n ha consistido en utilizar un hilo de ejecu-
cio´n en CPU por cada uno de los puntos del espacio, distribu-
yendo el trabajo entre el ma´ximo de procesadores disponibles
en nuestro equipo. Para tal ﬁn, y puesto que todas las librerı´as
de campo habı´an sido desarrolladas con anterioridad utilizando
el entorno de ca´lculo matema´tico Matlab R©, la paralelizacio´n
se ha realizado usando las herramientas para co´mputo paralelo
que e´ste entorno nos proporciona, consiguiendo de una manera
ra´pida una buena distribucio´n de los recursos disponibles y de
la memoria.
4.2. Paralelizacio´n en GPU
Desafortunadamente, una implementacio´n directa de los al-
goritmos disen˜ados para CPU a GPU no es normalmente la me-
jor opcio´n por lo que es necesario deﬁnir una estrategia de pa-
ralelizacio´n apropiada de los algoritmos para poder obtener el
ma´ximo beneﬁcio. Las notables diferencias que existen entre
las arquitecturas CPU y GPU hacen necesario comentar breve-
mente algunas consideraciones sobre la computacio´n en GPU.
En primer lugar, las transacciones entre CPU y GPU son
bastante lentas, por lo que deben ser minimizadas lo ma´ximo
posible para mejorar el rendimiento global. Adema´s, la memo-
ria del dispositivo es limitada por lo que en muchos casos puede
ser necesario tener que reducir el volumen de datos que se debe
procesar en paralelo. El tiempo de lectura desde la memoria del
dispositivo es lento y es recomendable por tanto usar algunos
otros mecanismos de acceso, como la memoria de textura (que
es cacheable y ra´pida) o la memoria compartida (disponible en
cada MP y por tanto accesible u´nicamente entre hilos de un mis-
mo bloque) siempre que sea posible. Finalmente, simpliﬁcar las
operaciones por hilo y homogeneizar el tiempo de ejecucio´n de
todos los hilos puede resultar muy beneﬁcioso ası´ como mini-
mizar las escrituras a memoria de la GPU.
En este trabajo se han evaluado distintas alternativas. Debi-
do al hecho de que el algoritmo se aplica a cada punto del espa-
cio, la paralelizacio´n directa serı´a por puntos al igual que suce-
de en el caso multicore calculando todos los puntos simulta´nea-
mente. Pero la arquitectura es distinta, y tenemos mucho ma´s
paralelismo, por lo que hay otras posibilidades que pueden ser
tomadas en cuenta. Las diferentes etapas del algoritmo implican
diferentes requisitos computacionales, ası´ que quiza´s podrı´a in-
tentarse una paralelizacio´n por celdas espaciales de la apertura,
muestras de las respuestas en emisio´n-recepcio´n u otras.
Tabla 2: Conﬁguraciones de los distintos kernels para cada estrategia, taman˜o
de bloque tb, nu´mero de bloques en x e y nbx y nby, nu´mero de puntos np,
nu´mero de registros por kernel nreg, ocupacio´n de los multiprocesadores ocup,
nu´mero de celdas nc, nu´mero de muestras de las respuestas en ida-vuelta mhiv
y nu´mero de muestras de la convolucio´n con la onda mc.
Kernels A B
1 tb = 128 tb = 128
nbx = np/tb nbx = nc/tb
nby = 1 nby = np
nreg = 15 nreg = 13
ocup = 100% ocup = 100%
2 tb = 128 tb = 64
nbx = np/tb nbx = nh/tb
nby = 1 nby = np
nreg = 19 nreg = 5
ocup = 75% ocup = 100%
3 tb = 64 tb = 128
nbx = np/tb nbx = mhiv/tb
nby = 1 nby = np
nreg = 17 nreg = 12
ocup = 93% ocup = 100%
4 tb = 128 tb = 128
nbx = np/tb nbx = mc/tb
nby = 1 nby = np
nreg = 19 nreg = 10
ocup = 75% ocup = 100%
Para el desarrollo de los algoritmos paralelos en GPU se
han disen˜ado 4 kernels bien diferenciados que cubren cada una
de la etapas deﬁnidas anteriormente: Kernel 1, para calcular las
distancias y tiempos de retardo desde cada punto espacial a to-
das las celdas en emisio´n y recepcio´n (etapas 1 y 2); Kernel
2, que computa la respuesta espacial al impuso con una imple-
mentacio´n paralela del me´todo de Piwakowsky en emisio´n y
recepcio´n (etapas 3 y 4); Kernel 3, que realiza la convolucio´n
en ida y vuelta (etapa 5); y Kernel 4 obtiene el valor ﬁnal de
campo (etapa 6).
A partir de la deﬁnicio´n operativa de estos kernels, la para-
lelizacio´n se puede realizar a dos niveles que corresponden con
las dos estrategias identiﬁcadas en la ﬁgura 4. La primera sigue
el patro´n convencional seguido para la implementacio´n multi-
core (paralelizacio´n por punto espacial), lo que hemos deﬁnido
como un modelo de grano grueso. La segunda, es de grano ma´s
ﬁno y la paralelizacio´n se lleva a cabo a partir de las celdas
espaciales de la apertura y los taman˜os de los vectores. Asimis-
mo, en la tabla 2 se muestran los distintos para´metros asociados
a ambos niveles, relativos al taman˜o de bloque, nu´mero de blo-
ques, la ocupacio´n de los multiprocesadores, registros, etc.
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Figura 4: Esquemas de las dos estrategias estudiadas para GPU en este trabajo: (A) un thread por punto de campo, convolucio´n en el dominio del tiempo, (B)
solucio´n paralela especı´ﬁca adaptada a cada etapa del algoritmo
4.3. Paralelizacio´n de grano grueso
Como se ha comentado antes, esta´ primera estrategia con-
siste en lanzar un thread (simbolizado con una ﬂecha ondulada
en la ﬁgura 4) para cada punto del campo y cada paso del algo-
ritmo. El taman˜o del grid, que en este caso es ide´ntico a todos
los kernels, tiene unas dimensiones de (ceil( nptb )× 1) bloques de
taman˜o tb = 128. Esto proporciona una buena ocupacio´n de los
multiprocesadores pero que no llega a ser del 100% en todos los
casos (ver tabla 2). Cada resultado parcial (distancias, retardos,
respuestas al impulso) es transferido a memoria de textura (que
es cacheable) para usarlo en las etapas posteriores. De este mo-
do, se optimizan los accesos a memoria y se gana en velocidad.
A pesar de doblar la velocidad obtenida en CPU, los requisitos
de memoria eran muy grandes y se comprobo´ que era demasia-
do lento debido al gran tiempo consumido por las funciones de
convolucio´n de las dos u´ltimas etapas como factores ma´s deter-
minantes.
4.3.1. Paralelizacio´n de grano ﬁno
A raı´z de los problemas identiﬁcados se intento´ mejorar el
uso de memoria y acelerar el tiempo de co´mputo de cada ker-
nel, explotando el poder de la GPU, disen˜ando una solucio´n
paralela a ma´s bajo nivel (esto es, para cada etapa del algorit-
mo de la ﬁgura 2.1) y desarrollando nuevas estructuras de datos
que permitieran incrementar el uso de recursos del hardware. A
continuacio´n se detallan las optimizaciones y cambios llevados
a cabo en cada en cada kernel:
Kernel 1. La paralelizacio´n se hace por punto y por cel-
da como se observa en la ﬁgura 4. El taman˜o de blo-
que se ha ﬁjado en tb = 128 en un grid de dimensio´n
(ceil( np128 )×nc). En ese sentido, el kernel se ha simpliﬁca-
do hasta la mı´nima expresio´n, calculando las distancias
y los retardos muy ra´pido (raı´z cuadrada, sumas y multi-
plicaciones). Los resultados se almacenan en vectores de
tuplas (distancia, retardo) en memoria de textura.
Kernel 2. Con el objetivo de reducir la memoria requeri-
da para almacenar las respuestas al impulso en los pasos
3 y 4 - ﬁgura 2.1, el segundo kernel tiene dos funcio-
nes: la primera, tiene como objetivo ordenar las distan-
cias de menor a mayor en funcio´n del primer campo de la
tupla (ordenacio´n bito´nica) y sumar los retardos cuando
las distancias son iguales, generando una estructura que
llamaremos Protorespuesta que contiene u´nicamente la in-
formacio´n esencial de h (se excluyen los valores nulos).
De esta manera, la Protorespuesta en emisio´n se calcula
muy ra´pido. A continuacio´n, la respuesta completa en re-
cepcio´n se computa lanzando un thread por punto y por
muestra de la h. Ambos resultados se almacenan en me-
moria de textura para beneﬁciarnos del acceso a memoria
ma´s eﬁciente.
Kernel 3. La primera convolucio´n utiliza las Protorespuesta
en emisio´n y las respuestas en recepcio´n calculadas en la
etapa anterior. En este caso, el algoritmo desarrollado si-
gue el modelo Input Side (Smith, 1998) paralelo, donde
se lanza un thread por punto y por muestra de la estruc-
tura que almacena la respuesta al impulso en ida y vuelta.
De este modo, la calculamos de manera eﬁcaz, gracias a
que los vectores esta´n ordenados, lo que permite acceder
directamente el valor correspondiente para la muestra.
Kernel 4. Para el u´ltimo paso, se ha desarrollado un al-
goritmo paralelo optimizado en GPU y que esta´ basado
en el modelo de convolucio´n Ouput Side (Smith, 1998).
Calcula por tanto las convoluciones con la onda y permi-
te obtener el resultado ﬁnal para esa muestra al ﬁnal de
la ejecucio´n del kernel, no siendo necesario almacenar el
resultado pues so´lo nos interesa obtener el ma´ximo. Pa-
ra ello, se lanza un thread por punto y por muestra de
la convolucio´n en ida-vuelta, se computa el valor (mini-
mizando los accesos de lectura y escritura a memoria) y
se almacena en memoria compartida. Una vez todos los
threads del mismo bloque han terminado su tarea, se ob-
tiene el ma´ximo por bloque y se realiza una reduccio´n del
conjunto de ma´ximos por bloque para cada punto, calcu-
lando el ma´ximo global y obteniendo ası´ el valor ﬁnal del
campo.
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Tabla 3: Tiempo en segundos para calcular el campo acu´stico en 19300 puntos de campo para distintas conﬁguraciones en CPU y GPU
Resolucio´n Espacial CPU (1 core) CPU (4 cores) GPU
Taman˜o de Puntos en la Resolucio´n Temporal Resolucio´n Temporal Resolucio´n Temporal Iteraciones
la celda apertura λ32c
λ
64c
λ
128c
λ
32c
λ
64c
λ
128c
λ
32c
λ
64c
λ
128c
λ
32c
λ
64c
λ
128c
λ
2 1280 31.42 32.50 38.12 9.58 11.25 12.32 0.51 1.44 4.94 1 1 1
λ
4 2560 71.70 74.60 83.10 20.25 21.89 23.18 1.15 2.34 6.55 2 4 4
λ
8 5120 224.35 231.30 240.14 68.75 69.76 77.62 3.27 5.75 10.66 8 12 12
λ
16 10240 875.00 889.45 912.36 261.30 268.64 284.28 14.38 15.32 31.80 20 24 28
λ
32 20480 3241.42 3256.10 3289.51 984.10 1001.80 1019.60 91.12 105.7 178.60 48 56 64
Cabe por u´ltimo comentar en ambos casos, que los datos
correspondientes al modelo de simulacio´n (esto es, el array y
los puntos de campo) se almacenan en memoria constante de la
GPU para conseguir un acceso lo ma´s ra´pido posible. Respec-
to a la tabla 2, como vemos la paralelizacio´n de grano ﬁno hace
que los multiprocesadores este´n al 100% de actividad, no como
sucedı´a en la solucio´n directa. Y adema´s, el nu´mero de regis-
tros usados en cada kernel tambie´n se ha visto reducido, dando
como efecto una mejor optimizacio´n de cada una de las etapas
que se reﬂeja signiﬁcativamente en el tiempo de co´mputo.
5. Discusiones y resultados
Para testear los algoritmos paralelos desarrollados, se ha uti-
lizado una tarjeta NVIDIA Quadro 4000 que contiene 256 cores
de proceso con 2GB de memoria global. Se ha instalado en un
PC Core 2 Quad y procesador Intel Q9450 2.66 GHz con 4GB
de RAM.
Las implementaciones de los diversos algoritmos se han
realizado desde el entorno de programacio´n MATLAB R© en su
versio´n R2010a gracias a la interoperabilidad que CUDA pro-
porciona con estos entornos de trabajo. Se ha llevado a cabo
una comparacio´n entre el tiempo de co´mputo usando las tres
conﬁguraciones descritas: CPU (1 core), CPU (4 cores) y GPU
para el modelo de simulacio´n descrito en la seccio´n 2.2. Se han
calculado por tanto 19300 puntos de campo. Las resoluciones
espaciales y temporales se han variado desde λ2 a
λ
32 y desde
λ
32c a
λ
128c respectivamente. Los ca´lculos se han realizado uti-
lizando precisio´n simple. Un ana´lisis exhaustivo acerca de la
precisio´n en el ca´lculo de campo acu´stico sobre hardware gra´ﬁ-
co esta´ descrito en (Romero-Laorden, 2011) concluyendo que
no hay diferencias apreciables entre el uso de precisio´n simple
o doble en este tipo de aplicaciones.
La tabla 3 muestra los tiempos obtenidos para la solucio´n
monocore, multicore y GPU. Los tiempos obtenidos usando la
GPU incluyen las transferencias a memoria global y la copia de
resultados al host. Adema´s, el lı´mite de memoria impuesto por
la GPU Quadro 4000 nos obliga a dividir nuestro co´mputo lan-
zando grupos ma´s pequen˜os de puntos, puesto que la memoria
necesaria para almacenar los resultados parciales puede llegar
a ser muy grande. Esto signiﬁca que irremediablemente tendre-
mos una o ma´s iteraciones dependiendo del caso como se puede
ver en la u´ltima columna de la tabla 3.
Con respecto a las dos primeras implementaciones - CPU
(1 core) y CPU (4 cores) - la primera es obviamente la ma´s
lenta al no existir ningu´n tipo de paralelizacio´n. En general, la
tabla 3 indica que los tiempos de la solucio´n multicore dividen
entre 3 y 4 veces el tiempo de ejecucio´n de la solucio´n mono-
core. Para las soluciones que explotan el paralelismo por punto
espacial, el aumento del nu´mero de puntos en la apertura supo-
ne un aumento signiﬁcativo en el coste mucho ma´s importante
que al incrementar la resolucio´n temporal. Esto se debe en par-
te al hecho de que las FFTs de los algoritmos en CPU trabajan
con respuestas al impulso cuyas longitudes son normalizadas al
valor ma´s cercano potencia de dos. Sin embargo, esto no se pro-
duce en la solucio´n GPU donde el aumento ma´s importante en
el coste se produce al incrementar el tiempo, disminuyendo el
rendimiento global debido a un mayor nu´mero de ejecuciones.
Para los valores de resolucio´n propuestos por Piwakowsky,
los tiempos son de ma´s de 7 horas en monocore y ma´s de 2 en el
caso multicore. Dado el ﬁltro que introduce el pulso gaussiano
de excitacio´n mostrado en la seccio´n 2 para el ejemplo desarro-
llado, estos requerimientos son excesivos siendo posible obte-
ner un buen resultado para λ16 y t =
λ
32c que corresponde con
tiempos de 875.00, 261.30 y 15.32.
Finalmente, las ﬁguras 5(a) y 5(b) muestran la ganancia en
velocidad conseguida. La parte derecha de ambos gra´ﬁcos co-
rresponde con un alto nu´mero celdas en la apertura (ma´s de
15000 celdas) que produce un decremento en la eﬁciencia de
me´todo. La causa principal se debe a que el nu´mero de ite-
raciones en estos casos es mayor debido a las limitaciones de
memoria. Por otro lado, la parte izquierda de las ﬁguras corres-
ponde con un submuestreo espacial, donde no se obtiene tanto
provecho en GPU. Respecto a la resolucio´n temporal, la lı´nea
con cuadrados corresponde a intervalos de tiempo muy cortos
(sobremuestreo temporal), demandando una mayor cantidad de
memoria que aumenta el tiempo de ejecucio´n. Las lı´neas con
tria´ngulos y cı´rculos corresponden a valores ma´s lo´gicos, sien-
do los ma´s adecuados para resoluciones de λ8 ,
λ
16 y
λ
32c y
λ
64c .
Como podemos observar, para estos valores el rendimiento del
algoritmo en GPU llega a ser de hasta 20 veces ma´s ra´pido res-
pecto a una implementacio´n multicore en CPU.
6. Conclusiones
Este trabajo se ha centrado en explorar el paralelismo que
se ofrecen en los sistemas de consumo para el desarrollo de
algoritmos de modelado en END con vı´a a la implementacio´n
de sistemas de tiempo real. Ası´, se han comparado tres imple-
mentaciones de ca´lculo de campo acu´stico para el modelo de la
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Figura 5: (a) Ganancia en velocidad CPU (1 core) vs GPU (b) Ganancia en velocidad CPU (4 cores) vs GPU
respuesta espacial al impulso basa´ndonos en la solucio´n apro-
ximada de Piwakowsky. La solucio´n convencional que corres-
ponderı´a a un so´lo nu´cleo; la paralelizacio´n de ca´lculo a nivel
de puntos de campo que corresponde a un desarrollo multico-
re; y por u´ltimo la solucio´n para GPU que explota el paralelis-
mo dentro de las cuatro etapas del algoritmo. La paralelizacio´n
multicore es particularmente sencilla ya que permite utilizar el
algoritmo original respecto al monocore, y produce una mejo-
ra directamente proporcional al nu´mero de cores involucrados.
Utilizando u´nicamente una tarjeta gra´ﬁca sencilla equipada con
tecnologı´a NVIDIA CUDA, nuestros resultados experimenta-
les demuestran que el tiempo de ca´lculo para el campo acu´stico
se ve dra´sticamente reducido con respecto a implementaciones
en CPU (monocore y multicore), consiguiendo en algunos ca-
sos una ganancia de hasta 70 veces ma´s ra´pida para el siste-
ma monocore y de 20 para el sistema multicore. Los resultados
demuestran que la GPU se adapta particularmente bien a los
algoritmos con un alto grado de paralelismo, que no precisan
necesidad de estructuras de datos complejas, y que exigen una
alta intensidad aritme´tica. E´sta es una solucio´n econo´mica con
muy buena relacio´n entre potencia y coste. Adema´s, es escala-
ble y puede ser utilizada para acelerar muchos otros problemas
de modelado en END, facilitando el desarrollo de implementa-
ciones para tiempo real. El incremento en velocidad consegui-
do por la te´cnicas GPGPU es especialmente signiﬁcativo si el
nu´mero de hilos de ejecucio´n y los recursos asociados se man-
tienen dentro de los lı´mites fı´sicos de la tarjeta y el nu´mero de
ejecuciones es reducido.
English Summary
Using GPGPU techniques to accelerate modelling of ul-
trasonic systems.
Abstract
The development of acoustic ﬁeld simulation in real time
for non destructive ultrasonic evaluation applications would be
an useful tool for both the planning and evaluation of inspec-
tions in-situ. However, they are algorithms which require high
computing power, not due to their complexity but because of the
large number of points to be analysed, which limits their use to
laboratory workstations for high performance. The paralleliza-
tion resources currently available in computer systems, such as
multicore processors and GPGPU techniques, are a very inter-
esting chance for the development of such applications. This
work analyses the parallelization model of both alternatives in
order to develop a portable ultrasonic ﬁeld simulation system
for real-time. The changes for both algorithms are described, in
order to adapt it to GPGPU philosophy and a estimation of the
computational cost of both implementations is given.
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parallel algorithms, ultrasonic systems, GPGPU
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