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DIFFERENTIAL EVOLUTION – PARTICLE SWARM OPTIMIZATION 
Nuria Gómez Blas, Alberto Arteta, Luis F. de Mingo 
 
Abstract:  This  paper  shows  the  Particle  Swarm  Optimization  algorithm  with  a  Differential  Evolution.  Each 
candidate  solution  is  sampled  uniformly  in  [!5,5]  D,  whereDdenotes  the  search  space  dimension,  and  the 
evolution  is performed with a classical PSO algorithm and a classical DE/x/1 algorithm according  to a  random 
threshold.  
Keywords:  Benchmarking,  Black­box  optimization,  Direct  search,  Evolutionary  computation,  Particle  Swarm 
Optimizacin, Differential Evolution 




techniques  fit  into  one  of  the  three  broad  classes.  The  first  major  class  involves  calculus­based  techniques. 
These techniques tend to work quite efficiently on solution spaces with “friendly” landscapes. The second major 





a mathematical modeling  paradigm  inspired  by Darwin's  theory  of  evolution.  An  EA  adapts  during  the  search 
process,  using  the  information  it  discovers  to  break  the  curse  of  dimensionality  that  makes  non­random  and 
exhaustive search methods computationally  intractable.  In exchange  for  their efficiency, most EAs sacrifice  the 
guarantee of locating the global optimum. 
Differential  evolution  (DE)  and  Particle  Swarm Optimization  are  both  stochastic  optimization  techniques.  They 
produce good results on both real life problems and optimization problems. A simple mixture between those two 












discussed.  Differential  evolution  is  capable  of  handling  non­differentiable,  nonlinear  and  multimodal  objective 
functions  and  is  fairly  fast  in  doing  so.  DE  has  participated  in  the  First  International  IEEE  Competition  on 
Evolutionary Optimization (ICEO) and was proven to be one of the fastest evolutionary algorithms [10]. The DE 
algorithm also works with a population of potential  solutions. The principle  is  the same as PSO: a particle can 
gain by using information from other particles as well as the results of their own search. However, in the case of 







Step 1: define a population  
 







Each particle  is  presented by an array,  or  formally  speaking by a  vector,  of D  values where D  represents  the 













Step 2: mutation  
 
The next step consists of making a mutated vector through differential mutation. It is a process whereby for each 












Step 3: crossover  
 
Crossover is a term used when parameters of the mutant are mixed with parameters of the target vector to form a 









 In  Differential  Evolution  there  are  2  main  forms  of  crossover:  binomial  and  exponential.  Both  ways  use  a 





















Step 4: selection  
 
Once the new trial vector z is created, the algorithm has to decide whether or not it should become a member of 
the  new  generation  (or  otherwise  known  as  iteration  t+1).  This  is  done  by  comparing  fitness  values  with  the 
original element of the population. If the fitness of the trial vector is better (i.e. lower for a minimization), itshould 
be  the new member  of  the  population.  If  it  is  not  better,  the  current member  should  be  kept  unchanged. This 
process continues, for example, until a maximum number of iterations is exceeded.  
 
















Hybrid DE­ PSO  
 
DE­PSO  is basically  a Differential Evolution algorithm mixed with  ideas of Particle Swarm Optimization.  It was 



























current particle. If  it  is smaller,  the mutated particle should replace the old one  in the population. Though if  it  is 
bigger, the particle swarm optimizer should be triggered. 
 
Step 3: performing PSO  
If  the  DE­part  of  the  algorithm  did  not  find  a  better  solution,  the  PSO  is  activated.  A  new  particle  should  be 
created  according  to  formulas  (d)  for  the  velocity  and  (e)  for  the  new  position.  A  basic  velocity  and  position 
clamping should be performed here as well. It is enough to just check if the new velocity or position exceeds the 
bounds  in  which  the  algorithm  is  performed.  If  the  newly  created  particle  is  proven  to  be  better,  it  should  be 








of  those  is  the  version  proposed  by  José García,  Enrique  Alba  and  Javier  Apolloni  in  their  work:  “  Noiseless 







Where  j  is  the dimension and  i=1,2,…, population  size. !  is  a  scaling  factor  (!  = UN(0,1))  and "  is  the  social 
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