This paper takes a broad perspective on ambient, intelligent technologies in the context of contemporary European society at the turn of the 21'' century. The underlying ideas and expectations of ambient intelligence in a period when Europe focuses progressively on the various social, economic, and ethical challenges facing the Information Society are discussed. The use of information and communication technologies in different organizational and economic settings are explored, with an illustrative focus on eHealth. It is particularly argued that more space, effort and facilities need to be created for a public social and ethical debate among European's citizens with regard to information and communication technologies development.
INTRODUCTION
Ambient intelligence is a concept that combines the notions of intelligent, pervasive and ubiquitous computing. Pervasive and ubiquitous computing are terms that are often used together, but describe different situations. Pervasive is used in the sense of information and communication technologies that are "everywhere, for everyone, at all times"', whereas
Centre for Pervasive Computing htt~:/lwww.pervasive.dk/index.htrnl ubiquitous refers to computers that are disappearing and becoming invisible2. The view of one of the major European industrial contributors to advances in the field of ambient intelligence is that it "refers to the presence of a digital environment that is sensitive, adaptive, and responsive to the presence of people. Within a home environment, ambient intelligence will improve the quality of life of people by creating the desired atmosphere and functionality via intelligent, personalized inter-connected systems and services. Ambient intelligence can be characterized by the following basic elements: ubiquity, transparency, and intelligence. Ubiquity refers to a situation in which we are surrounded by a multitude of interconnected embedded system^."^ In this paper, three perspectives on an intelligent environment are pursued. The aim in taking this multi-perspective approach is to deconstruct the interactions between intelligent technologies and their social application, in order to understand better the ethical issues that are contained within such a complex techno-social setting. The perspectives taken are those of the technical level, the regulatory level, and the user level.
To set the context for the discussion, an overview of ambient intelligence and its development is laid out. A defence of a multi-perspective approach follows, both as a methodology for identifying relevant issues and for examining those issues in greater detail. The discussion is then taken beyond the more general picture of ambient intelligence by focusing on a particular European application domain that has been at the forefront of information and communication technologies developments -the domain of eHealth.
Having illustrated the type of environment constructed by ambient technologies, an outline of the current situation regarding the consideration of ethics and information and communication technologies is provided. It points to a new view of the place of ethics in the immediate future.
Finally, the discussion is drawn together. It is argued that, using a multiperspective approach is not only useful as an aid to understanding the interactions and ethical considerations in a complex domain but also provides a basis for discussion among the diverse stakeholder communities. Implicit in this argument is the belief that discussion is necessary, and that space, effort and facilities need to be created for a public social and ethical UbiComp 
AMBIENT INTELLIGENCE AND ITS DEVELOPMENT: THE WIDER CONTEXT
Although the 'intelligent environment' is in its early days of development, the notions it captures are not confined to research institutions. In 2005, even taxi drivers talk knowledgeably about the concept of the intelligent fridge and its ordering of the week's grocery shopping from the local supermarket -concepts formulated in the mid-1990s (Buxton, 1996) and operationalized by a number of software developers and appliance manufacturers circa 20004.
Ambient intelligence is a concept developed over the past decade as a vision for the future, and which is backed in Europe today by a considerable amount of research both academic and applied. These types of applications are at different stages of development: either, currently at the research stage; even early development; and -in some cases -at the stage of application and deployment. However, they are generally based on existing computing technologies integrated with concepts from artificial intelligence, where the technological foundations already exist.
Ambient intelligence combines developments in information and communication technologies with notions of 'pervasive' and 'ubiquitous' computing, and describes an intelligent environment operating in the background in an invisible and non-intrusive way. The vision of ambient intelligence is of an environment where computer intelligence is used to enhance the operation of daily activities, and to assist individuals and organizations in the management of their lives.
In the home, ambient intelligence can respond to individual preferences and requirements in lighting, heating, entertainment -adjusting room conditions as appropriate5. In the office, among the many possible applications, it can be used to encourage working relationships by enhancing 'The Smart Home Revisited' (March 2000) (Rosa et al, 2004) and "Interaction in sensitive house -future room that sense human mood and responds to it" ( Thomas 2004 ).
and emphasizing group discussions around the coffee machine. In the domain of handheld and mobile devices it will provide context-sensitive information to users, based on location and user profile6. Ambient intelligence will also play an important role in healthcare, coordinating information between medical implants and diagnostic databases, and making that information available to health carers7.
Communicating intelligent devices are foreseen as being embedded in such diverse locations as the environment at large, homes, vehicles, mobile devices, fabrics, wearable devices, and the body -in other words, almost everywhere. Not all intelligent devices -smart clothing for example -are yet intended for network-to-network communications use. Nevertheless, it is a short step from smart clothing that can not only inform the user of low blood sugar levels but that can also contact local medical aid centres.
Such developments in information and communication technologies have raised public concern regarding ethical issues. On the one hand, the incorporation of information technologies within the social sphere is as yet at a comparatively early stage. Many of the effects and impacts are unfamiliar to users within this new context of use. Thus, legislation and appropriate ethical principles have not yet been implicitly incorporated into the general application areas under development. On the other hand, although the medical informatics domain is well served as far as ethical principles and legislation are concerned -since this is a field in which such issues have traditionally been extremely adequately covered -a number of interdisciplinary areas of research, such as biological, genomic, and proteonomic research are now coming together. In this innovative merging of crossscientific disciplines, they may pose new social and ethical considerations.
Because such technologies form part of a complex system of devices that directly inform interactions between the personallprivate and the publiclsocial domain, it is argued that a broader perspective is needed in order to fully appreciate the dynamics of the interactions, and their impacts in a wider setting. This multi-perspective and holistic notion of ambient intelligence -a view that all the issues raised are more than the sum of their 
A HOLISTIC AND MULTI-PERSPECTIVE VIEW OF AMBIENT INTELLIGENCE
While current research initiatives in this field aim individually and even collectively at bringing benefits, it is not enough to focus simply on technical feasibility or achievement. Technology is situated in a specific context (Suchman, 1987) . The context of ambient intelligent systems is diverse and, in some cases, far-reaching; for example, if used within the context of a global network.
The intelligent fridge is a recognisable example of the type of 'intelligent, personalized inter-connected systems and services' that have captured the public imagination. However, this example, while familiar and seemingly simple, does not convey either the complexity within the information system itself or, indeed, the increased integration and interrelationships of the 'multitude of interconnected embedded systems'. There are particular challenges raised by the sophistication of these systems in an ambient intelligent environment. This is not only because the operations are invisible, but also because the exchange of information between diverse systems and stakeholders is likely to be made based on decisions of intelligent agents. By viewing a system from different perspectives, it is possible to become aware of the diverse interactions and relationships of the system. From that foundation, one can see the challenges that need to be considered from the broader whole-system view. Allen's (2004) work on a social analysis of ubiquitous information systems describes how a range of perspectives bring out differing properties of a system. It further identifies how the various technical communities have diverse views on the wider implications of their products. Allen uses this bottom-up approach to bring out the assumptions of the different communities, and to clarify the value conflicts and social choices in the development process.
To begin with, Allen distinguishes between the material aspect of technology, and its symbolic vision. He notes that at the material level the technological community has a vision of the exemplary artefact described by its physical form, and how it should be built. The symbolic level describes the problems the artefact will solve, together with the key performance criteria (those aspects that need to be present to produce a successful solution). Table 1 below summarizes these points. Allen applies this framework to clarify the scope of the different technological communities within the domain of ambient intelligence. These communities are the embedded computing community, the pervasive computing community, and the ubiquitous computing community. He then examines the assumptions made by each community with regard to the social relationships surrounding their creations. Table 2 below details the key points of Allen's findings.
The material level (the artefact)
The symbolic level This paper takes a similarly structured approach, but adopts the various perspectives relevant to a system of ambient intelligence embedded in the social infrastructure. It contrasts with Allen's work, however, in so far as it is a top-down approach: it begins with the whole system and then
Ubiquitous computing community
Allen notes the dilemma of attempting to maintain user control of a technology that is seamless and unobtrusive (2004: 15).
Concentrates on the system level deconstructs it, by taking three separate perspectives. These three approaches are: the technical infrastructure, regulation, and the individual user experience. These concepts are outlined in Table 3 below, and are explored in more detail in the three sections that follow. 
Technical Infrastructure The user experience (the level of the individual user)
At the architectural level, four areas of importance are identified with regard to the technical infrastructure: compatibility, availability of resources, reliability, and dependability. These reflections could also be extended to aspects of software applications.
individual interests Information overload Information management Personal control Choice of use
Assuming that many applications will be operating in a wider networked environment, a key consideration must be compatibility across platforms and with other relevant applications. In itself, achieving compatibility is not a trivial task and, even at the level of applications available today, it is a considerable preoccupation of the computing science community. Consider, for example, the integration of intelligent systems as everyday appliances in the home, at work and in the environment. In order for such systems to work 'seamlessly' -which is considered to be one of the essential requirements of future technologies -all systems must be compatible. This compatibility clearly does not exist at present -rather, the rapid advances in applications result in a constant 'catch-up' process and variances between applications and versions.
A second consideration is the availability of technical resources, or the lack of them, in terms of bandwidth, storage, and processing power. Users have been assured by reports in the media over the years that these resources are increasing and are becoming less costly. While this is true to a certain extent, in practice there appears to be a constant need to upgrade equipment and services in order to gain the full benefit of what available systems can offer. It is never long before the systems are struggling to cope with the demands of new applications. How often at work, for instance, are we constrained by the limits of computer memory and storage? If the role of intelligent technologies is to underpin daily life, it will not be good enough for users to exist at a level of 'barely coping'.
Finally in this context, the issues of reliability and dependability are raised. These are key concerns within the computing community not only where systems are safety critical, but also when a loss of confidence by users would have a serious impact on uptake. Some of the specific issues that have been identified within this area are: loss of use; data vulnerability during transmission -for example, from a malicious attack; and safety aspectswhere the technology is deployed within societal infrastructures such as traffic management systems (Simoncini et al, 2004) . These same authors remark on the difficulties of predicting the effects within complex systems:
"[tlhe propagation and cascading effects that can derive from the failure of single elements might cause effects that are unforeseeable at first sight", and further note that it is "misleading to understand each dependability attribute in isolation" (Ibid: 303)
Regulation
The legal and regulatory circumstances surrounding ambient intelligence are of considerable importance. As well as the multi-tiered levels of types of regulation (informal self regulation through to formal legislation) systems need to be compliant with legislation both locally and, where appropriate, globally9. There are a number of challenges that are causing concern at the present time -privacy, intellectual property, and other types of computer misuse common to the Internet -that are extremely difficult to address technologically and enforce internationally.
At an ethical level, consideration must be given to how cultural diversity in social norms and practices can be reconciled in the use of intelligent technologies and, at the political level, it is necessary to consider the power balance between government (and commercial) interests with private (individual) interests. This dilemma is particularly important at the early stages of development when funding comes from government and industry (e.g., Gallant, 2004) .
The Individual User Experience
For individual users, challenges arise from information overload, information management, personal control and choice of use. The introduction of today's technologies has resulted in a considerable cognitive load for users. Proponents of ambient intelligence would no doubt argue that the cognitive load will be reduced by virtue of the 'invisible' and 'seamless' characteristics of technology. The trade-off, however, for the user, could be loss of personal control in a number of areas: the validity and integrity of the information being processed; user orientations, such as c~l t u r a l '~ preferences; personal control of the use of information (for example, third party use of personal information); and personal choice in taking advantage of the technologies especially where the technologies are used in places which were previously recognized as 'private' -such as, in the home, in clothing, and in the body.
Ethical Issues Arising from Taking a Holistic, MultiPerspective View
Thus, the ambient environment has been deconstructed into the three perspectives of technical infrastructure, regulation, and individual user experience. The analysis developed has been used to identify the main ethical challenges apparent in these fields. Thus, the analysis can be used to present more clearly the ethical issues within the system. The technical aspects have potential ethical impacts on users in several areas:
Compatibility: a user may be tied in to a particular set of system applications or may be forced to upgrade to maintain compatibility. This, in turn, raises issues of affordability and opportunity for equal access. Availability of resources: If bandwidth, storage, or download time are scarce resources, the question of prioritizing use becomes an issue. In the ambient environment scenario, some communications are likely to be more important than others. The challenge becomes: Important to whom? Who decides the priorities of use? Is the prime decision-maker the user, the marketplace, the government, or individual members of the design team? Reliability and dependability: For the user, there are likely to be circumstances where ambient systems are life-critical (in the eHealth domain, for example). However, even in less critical circumstances, users need to know how reliable they can expect the systems to be or whether an alert will be given when any problems arise.
As far as regulation is concerned, the main ethical concerns will occur where regulation is applied globally to diverse cultural groups. One nation's law does not necessarily fit together with the cultural or religious beliefs of another. Where compliance with legislation is written into the software applications used, an additional dilemma is raised. Users could be forced to submit to legislation that may not be applicable to their own country or culture. This is a complex situation which certainly involves different layers of regulation, many of which are not legislatively-based or mandatory, and may even be relatively informal in their character. A certain flexibility in approach towards localization of approaches, and openness to national, regional, and domestic adaptation may therefore be necessary.
At the level of the individual user, a raft of ethical issues may need consideration. These are mainly due to the lack of knowledge and control that a user may have of the system (particularly where systems are invisible). If it is accepted that informed consent is a key principle of ethical interactions, one should ask to what extent and in what way, using what methods, the particular user is "informed". An additional issue that should be taken into consideration in any design of these systems is user privacy. With the increased use of information systems in society, this is becoming an issue of major social concern. With the growing invisibility of technologies, the potential opportunity for abuse of privacy requirements increases. A more obvious issue as far as privacy is concerned, is the collection and storage of personal information that is necessary for user-profiling. Such data collection needs careful management (such as security in storage, transmission and third party use), with regard to the personal information that is likely to be collected in the home, in clothing, through vital signs measured close to or within the body. This is to ensure that the system provides the precise service that the system has been designed and specified to provide. In addition to these information management, control, and choice of use issues, the user may experience information overload. However, this is a concern which perhaps poses fewer ethical than psychological or occupational and health and safety concerns. The degree and intensity of such concerns may well differ according to the social and cultural background of the particular user environment into which such invisible technologies are introduced.
To conclude, each of these three levels -the technical, the regulatory and, ultimately, the user -are linked and each poses at least one ethical consideration. For example, reliability may affect privacy; compatibility extends to regulation -particularly in a global context; and the invisibility of the system, while bringing benefits to the user, also raises a certain number of concerns.
WHERE ARE WE TODAY? E-HEALTH AS A SPECIFIC EXAMPLE
Healthcare systems around the globe are currently facing major challenges1'. For the Member States of the European Union, these challenges include -but are not limited to: a rising demand for health and social services, due to an ageing population and higher income and educational levels. the increasing expectations of citizens who want the best care available, and at the same time to experience a reduction in inequalities in access to good health care; increasing mobility of patients12 and health professionals including the opening of the internal markets in services -that are likely to result in a higher demand for reimbursable cross-border healthcare products and services13; "COM (2001)723 final The future of health care and care for the elderly: guaranteeing accessibility, quality and financial viability '' COM(2004) 301 Follow-up to the high level reflection process on patient mobility and healthcare developments in the European Union l 3 Regulation 1408171 that co-ordinates social security legal schemes was amended in 2004 to streamline and modernise access to health care across borders, particularly when undue delays occur in the patient's home Member State. In January 2004, the Commission tabled a proposal for a directive on freedom of provision of services which laid down a framework for the provision of health care services in the internal market and for their reimbursement by the relevant health insurance institutions.
the need to reduce the so-called 'disease burden'14, and to respond to emerging disease risks; the difficulties experienced by public authorities in matching investment in technology with investment in the complex organizational changes needed to exploit its potential; management of huge amounts of health information that need to be available securely, accessibly, and in a timely manner at the point of need, processed efficiently for administrative purposes, and the need to provide the best possible health care under limited budgetary conditions.
The recognition of these challenges to the field of healthcare provision has culminated in the publication of a Commission Comrnunication15 which advocates concentration on the concept of a European eHealth Area. It has been determined that this Area will be implemented throughout the next five-year period until 2010, focusing in particular on the need for interoperability of systems while continuing to bear in mind the important consideration of subsidiarity and the principle of Member State's domestic responsibility for healthcare provision.
The challenges outlined in this eHealth Communication are principally political, social, organizational, and economic. Relatively few are legal and regulatory, and even fewer are ethical in orientation. This is because such challenges are based on tried and tested eHealth technologies, developed over a 30-year period of research and development (Wilson, Leitner, & Moussalli, 2004; Wilson, 2005) , and are relatively close to deployment and implementation.
Any treatment of legal and regulatory issues in eHealth is, however, likely to cover issues such as the collection and sharing of health-related data, use or sale of health-related products, privacy and data protection, use of electronic signatures, delivery of eHealthcare, ecommerce in health, epharmacies, and cross-border access to healthcare provided electronically.
Nevertheless, there are on the horizon a number of potentially more challenging eHealth developments. As technologies and sciences converge, exciting new disciplines and domains are emerging. One example is that of l 4 The disease burden is a measure of the health of a population and quantifies the total impact of disease in terms of incidence, mortality, disability, and the cost of illness. The use of biomedical data, including molecular and proteonomic data has implications not only for the individual's health status, but also for that of hisker extended family (older relations as well as offspring). Under such circumstances, it is important to ensure that the appropriate principles of privacy, confidentiality, and control of misuse of information are maintained. In this regard, for example, the Eurostem Partnership (2004) has drafted a thoughtful ethical framework for research performance (see also, for example, Joliff-Botrel, Caro, and Sommers, 2004) .
Generally, these new areas of exploration will cast light on innovative methods and systems for improved medical knowledge discovery and understanding. The proposed systems and services will undoubtedly be required to demonstrate tangible, measurable, benefits, and to remain userfriendly while at the same time respecting all aspects of confidentiality and privacy.
More specific and currently rapidly developing areas of ambient intelligence are those of ICT implants (which may be either medical or nonmedical); smart environments (particularly textiles); and the use of nanoand micro-technologies. These three domains of the information and communication technologies that can be used in eHealth are explored here briefly, in order to give a flavour of some of the potential social and ethical considerations arising in the field.
At the start of 2005, the European Group on Ethics16 saw it as appropriate to explore the ethical implications of both medical and non-medical information and communication technologies implants. In issuing a new l 6 The European Group on Ethics is a neutral, independent, pluralist and multidisciplinary body which advises the European Commission on ethical aspects of science and new technologies in connection with the preparation and implantation of Community legislation or policies httu:ileuro~a.eu.int~commleuropean mouv ethicslindex en.htm Opinion, the Group took as its basis the precautionary principle and drew on a number of well-established, health-related principles: to 'do no harm'; to ensure informed consent, autonomy, patient choice, privacy and confidentiality of personally identifiable data; and to protect both human dignity in general and minors (children). The Group's Opinion starts from classic social science and philosophical approaches regarding forms of social control, and the nature of identity and of being.
The Opinion strongly advocated in its recommendations that: information and communication technologies implants as a form of remote control are unacceptable; information and communication technologies implants should be based on need rather than economic resources or social prestige; surveillance issues in relation to implants need to be approved and monitored by an independent court; and, finally, there should be a launch of a 'legislative initiative' in relation to the directive on medical devices in relation to implantable devices. This statement is hence a recognition of the potential ethical implications of implants, and the need for extensive discussion at ethical and philosophical levels in the field of medicine and elsewhere.
In terms of smart environments, the potential ethical aspects of intelligent textiles when used for health and medical purposes can be explored in greater detail (Whitehouse, forthcoming) . Such questions can cover: the impact of the availability of self-monitoring on the wearer; the possible abuse of information; the balancing of benefits and disadvantages; equity and fair access to the benefits of smart textiles; experiments involving human and non-humans; and possible impacts of smart textiles on the environment.
In the field of nano-technologies, for example, it is also possible to imagine how these might be used to facilitate drug-delivery or the clearance of arteries (Klerkx, 2005) .
Among other current technologies finding applications in health-related domains are those relating to wireless networks, Grid technologies, and eyegaze technologies. These cover both infrastructure and control techniques, and their social implications are increasingly well covered in recent prospective technology assessments and reports (for example, European Commission, 2005).
ETHICALLY, WHERE ARE WE HEADING?
Members of the International Federation for Information Processing (IFIP) Working Group on Computers and Social Accountability (WG9.2) and others, have considered the ways in which invasive and ambient technologies will increasingly affect people's lives (Berleur et al, 1990; Beardon & Whitehouse, 1993; Berleur & Whitehouse, 1997; ISTAG, 2003) . Some of the upcoming technologies contain tremendous potential to improve the situation of human beings, including their health and general goodwill. However, they also open up possibilities for invasion of security and privacy -if the regulations and behaviours that have been so carefully created over the decades to craft the use of technologies are not fully respected. It is certainly important to maintain a balance between "the technologies that are helping humanity to achieve greater heights and people's right to security, privacy, safety and health" (Masurkur, et al, 2004) .
Technologies such as these can be seen as challenging, and demanding of a certain amount of ethical reflection and consideration. There is a need to show care and discretion as socially, scientifically, and technologically, shifts in opinion occur and boundaries are crossed that were traditionally protected and respected. Such dialogue is not necessarily, however, about curtailing scientific progress.
For some time, there has been a growing well of concern with regard to the ethical issues surrounding information and communication technologies. The current rapid and dynamic pace of technological change indicates that the characteristic process of 'catch-up', in legal and regulatory terms, that was prevalent in the last century will not meet the needs of the 21" century. At least three levels of commitment are required (Holvast, Duquenoy and Whitehouse, 2005, p. 150) :
"First of all we have to be convinced that technique is not autonomous but can in a way be predicted and controlled. The three stages of development in social consequences of information communication technologies -awareness, scientific knowledge and political willingness -must be integrated. In controlling technique a combination of reactive, participatory and anticipatory control is necessary."
Protective approaches which rely on the uniquely legislative will be insufficient. Rather, new initiatives will have to be put into place. These include different forms of technology development, the creation of new research agendas, and various forms of user involvement and awarenessraising, dissemination, education, and stakeholder engagement Ethical ways of thinking need to be encapsulated within the very process of the research itself, probably based on multi-disciplinary or interdisciplinary perspectives. A more informed and balanced analysis of the potential social and ethical implications of technology would, it is hoped, be the result.
All information and communication technologies-related European Union research and development proposals currently undergo a rigorous ethical review procedure. The observations which emerge from the review committee are considered to be useful in the negotiation stage of any project, and they ensure that the proper procedures are put in place during the duration of the project if they were previously missing in the research proposal.
European Member States also have their own ethics and research councils. A Forum of National Ethics Councils was set up in 2002; its membership is composed of the chairs and secretaries of national ethics committees, and it provides an independent informal platform for the exchange of information, experience and good practices on issues of common interest in the field of ethics and science. Topics covered include the ethical aspects of the life sciences, biotechnology, agriculture, food safety, and health. There are similar bodies in the countries which are considering accession to the European Union. Clearly also, on an international front, many of the leading countries throughout the globe also possess such organizations and structures.
On the industrial front, the information and communication technologies sector could do more to encourage a sense of social and ethical responsibility on the part of its member companies, especially in terms of appropriate development of user requirements and on the design side. It may be that researchers and developers are unaware of the social and ethical implications of their work. Researchers and developers should be encouraged to be more ethically aware, to recognize which areas of their work might potentially raise ethical concerns, and to embrace such questioning and awarenessraising more willingly and openly. A similar openness should be encouraged on the part of the project managers leading research programmes.
In-house within an organization, it is possible to institute approaches that raise levels of introspection and concern, as were piloted during the years [2003] [2004] in the European Commission Directorate-General for Information Society and Media. These included an informal ethics network, various ethics-related seminars, and two sets of public ethics and ICT workshops that culminated in a report from external expertd7.
Large companies have also introduced such processes and procedures, although illustrations and more precise details of such cases are not furnished here. An exploration of different organizational and industrial approaches is likely to form the subject of a proposed round table or workshop to take place under the auspices of the International Federation for Information Processing in 2006.
A number of the concerns in this paper arose following a topical session on ambient intelligence in 2004 which focused on infrastructure, governance, applications, and ethicsI8. Papers were presented to an audience representing both technical and social science communities. The combination of perspectives enriched the discussions, and introduced new ideas to those involved. The benefits of these types of event should not be underestimated, as the different communities grasp opportunities to understand a different perspective. The results of the discussion were not captured in the preliminary published document (Masurkar et al, 2004) , and are therefore summarized below in Table 4 (adapted from that document). At the end of the day, it is the process of involving all the appropriate stakeholders in an ethical dialogue which is key. These stakeholders can involve important decision-makers, industrialists, managers, researchers, all aspects of information and communication technologies professions and occupations, specialist users, generalist users, and the public at large.
WHAT OF THE IMMEDIATE FUTURE BOTH TECHNOLOGICALLY AND ETHICALLY?
As information and communication technologies become more invasive and ambient, they challenge many previously accepted social and ethical norms with regard to autonomy, independence, privacy, and the nature of the self. Both informed public debate and discussion in the media are of tremendous importance.
It is clear that these and other related ethical issues are likely to become increasingly more public in profile, and will not disappear in the immediate period. As patient and citizen advocacy grows, citizens are likely to become more and more involved in the debate about the ethics of technologies and to want to get clearer, more detailed, and unambiguous information. They will want to be reassured that research is conducted appropriately, and that deployment bears serious concern for users in mind.
One need only look back to the period in the mid-1990s: then, much of the media exploded with a plethora of coverage of the social and ethical issues relating to the birth of the Internet (such as the use and abuse of data, freedom of speech, and privacy of data). With this example, it is possible to recognize what may happen as new technological developments in the field of ambient intelligence emerge.
New generations and adaptations of ambient intelligence are developing, and new social and ethical questions with them. While the basic ethical questions may remain fundamentally the same, the challenge is that the work of scientists, researchers, developers, and manufacturers is entering new areas of technical and technological domains that traverse disciplines that have traditionally been separated and distinct. However, regulation should not provide an excuse to inhibit or restrain scientific advancement. Rather, it offers an opportunity for reflection on both the European continent and wider using a coherent, collaborative approach that encourages sharing of values across the Union.
In the coming decade, societies will need to optimize the benefits and reduce the risks of information and communication technologies overall, by concentrating on the advantages that can be offered to citizens. eHealth is only one example of a set of technologies that are now being used in a field that was always traditionally particularly socially oriented, and involved a great deal of human care.
Socially aware societies will now wish to pay special attention to addressing technology assessment through mechanisms like user workshops. They will wish to pay particular note of developments in specific fields, such as eHealth. There, the focus is likely to be on appropriate implementation and deployment, as well as issues of access, quality of care, the economics of care, patient safety, and reduction in medical error.
SUMMARY AND CONCLUSIONS
This paper offers its readers a flavour of the scope of ambient intelligence and the range of applications that are foreseen. Rather than focusing on individual applications, it emphasizes a range of roles in a networked and communicating environment. Only by taking this holistic view can the real challenges that these technologies may raise be fully appreciated. Intelligent devices -even in a network -do not operate in isolation, but are embedded in a social context and have an impact on individuals as users. Therefore, as they are introduced into the various environments and cultures within which they will be used, consideration must be given to policies and regulation, and to the rights of individuals to retain some control over their use. If these artefacts are to bring benefits to citizens rather than disadvantages, a consideration of potential ethical impact must be included in the vision.
The domain of eHealth has been paid particular attention. This paper has explored the benefits not only of immediate eHealth applications, but of longer-term developments such as biomedical informatics and the processing of large-scale health data using HealthGrid technologies.
Medical and health practice has always traditionally been an area that has been alert and sensitive to ethical behaviour and performance. So too, the use of information and communication technology implants, smart environments (particularly textiles, wearables, and implantables), and nanoand micro-technologies are generally well defined in terms of ethical principles. However, as scientists push the research envelope furtherespecially when technologies converge -it is always necessary to remain cautious and vigilant with regard to future directions and possibilities.
In today's construction of an intelligent world, an environment is being created with a set of dynamics and relationships that were hitherto unknown. Experience has been gained in the medical field, and more recently in the field of informatics, of the ethical implications of these constructs. It is therefore strongly recommended that previous experience is used to pursue new perspectives in the domain of ambient intelligence, that: advance the ethical analysis ensure that new organizational processes are ethically sensitive, and recognize that future and emerging technologies will continue to come onto the horizon and will challenge historical concepts of legitimacy and what may have been considered as 'right' or 'wrong'.
Diverse perspectives can bring different approaches, for example, from different communities (Allen, 2004) . Such a multi-perspective approach is not only useful for purposes of analysis, but also provides a basis for discussion within the diverse stakeholder communities (Masurkar et al, 2004) . As a result, it is especially recommended to creating spaces for discussion -that give consideration to the ethical perspective -as part of a proactive and yet circumspect vision of emerging and future technologies.
In the latter half of the 2oth century, and particularly since the 1970s, the debate surrounding the ethics of new technologies has been considerably expanded (Holvast, Duquenoy, and Whitehouse, 2005) . We believe that, at the dawn of the 21" century, an open debate on the ethics of computing is particularly pertinent. It should be conducted not simply using a theoretically-based model but in a way that is applied to technologies that are currently in development or are likely to be developed in the next 10-15-year period.
It is, therefore, appropriate at this stage of development to take a broad and multi-perspective view of such technologies -taking into account the many different interactions that will be needed to take place between the technology and the society within which it operates. From this broader view, citizens can more easily appreciate the full context of application of ambient intelligence and give consideration to its social and ethical dimensions.
