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rezultatov magistrskega dela je potrebno pisno soglasje avtorja, Fakultete za računalnǐstvo
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Povzetek
Naslov: Napovedovanje bakterijskih gostiteljev virusov z zlivanjem napove-
dnih modelov
Metodam za zlivanje podatkov z uporabo matričnega razcepa je skupen
problem hladnega zagona, ko na začetku njihovega izvajanja primanjkuje
podatkov, na katerih bi se algoritmi lahko začeli učiti. V magistrskem delu
se osredotočimo na metodo DFMF in jo prilagodimo tako, da problem hla-
dnega zagona naslovimo s prenosom znanja od drugod. Implementiramo
več prilagoditev metode in njihovo delovanje najprej preizkusimo na ume-
tno ustvarjenih podatkih, kjer pri testiranju s prečnim preverjanjem večina
prilagoditev dosega vǐsje vrednosti AUC kot osnovna različica. Prilagojene
metode apliciramo še na realnem problemu določanja bakterijskih gostiteljev
virusov, kjer imamo na voljo množico laboratorijsko že potrjenih interak-
cij, na podlagi katerih želimo predlagati potencialne nove. Prenos znanja
opravimo z uporabo konvolucijske nevronske mreže za napovedovanje takso-
nomske razvrstitve organizmov, ki jo prilagodimo tako, da lahko vektorje
iz zadnjega nivoja uporabimo za inicializacijo faktorskih matrik v metodi
DFMF. Pri testiranju s prečnim preverjanjem se izkaže, da dve prilagojeni
različici dosegata približno enake natančnosti kot osnovna metoda DFMF,
medtem ko so ostale slabše. Na koncu predstavimo še nekaj potencialnih
novih interakcij med bakteriofagi in bakterijami, ki jih napovemo z osnovno
metodo in eno izmed prilagojenih različic, ki daje najbolǰse rezultate.
Ključne besede
napovedni modeli, zlivanje modelov, matrična tri-faktorizacija, preneseno
učenje, nevronske mreže, bioinformatika, bakteriofagi, bakterije
Abstract
Title: Inferring viral bacterial hosts by fusing predictive models
Data fusion by matrix factorization methods have a cold start problem
in common, which is characterized by a lack of initial data that could suffice
for the initiation of the algorithms’ learning process. In this master thesis
we focus on the DFMF method and adjust it in such a way that a cold start
problem is addressed by transfer learning. We implement several adjustments
of the method and cross validate their efficiency on artificially created data
where most of the adjustments reach higher AUC numbers than its basic
version. Then we apply the adjusted methods on the real problem of defining
viral bacterial hosts, with numerous in laboratory confirmed interactions,
upon which we wish to suggest potentially new ones. Transfer learning is
achieved with the use of convolutional neural network used for predicting
taxonomic classification of organisms which we adjust in such a way that
vectors from the last level can be used for the initialization of the factor
matrix in the DFMF method. Cross validation suggests that two of the
adjusted versions reach approximately the same precision results as the basic
DFMF method, whereas the others prove to be worse. In the end we present
some potentially new interactions among bacteriophage and bacteria which
we predict with the basic method and one of the adjusted versions that gives
the best results.
Keywords
predictive models, model fusion, matrix tri-factorization, transfer learning,
neural networks, bioinformatics, bacteriophages, bacteria
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Uvod
1.1 Motivacija
Ko v računalnǐstvu govorimo o virusih, ponavadi s tem mislimo program-
sko kodo, ki se začne ob izvedbi samodejno podvajati in prenašati na druge
računalnike z vstavljanjem v druge programe. Vendar pa tema našega ma-
gistrskega dela ni v povezavi s temi virusi, ampak so v ospredju virusi kot
biološke entitete, tj. neživi skupki snovi, ki šele ob okužbi gostitelja začnejo
izvajati različne kemične procese in se replicirati. Virusi imajo velik vpliv
na naša življenja, kar se lahko še posebej opazi v zadnjem letu, ko se svet
spopada s hudo nalezljivo boleznijo, ki jo povzroča novi koronavirus. Ta se
je na začetku leta 2020 v nekaj mesecih razširil po večjem delu zemeljske
oble in močno vplival na življenje skoraj vseh ljudi. Svetovna zdravstvena
organizacija (WHO) je kmalu razglasila svetovno pandemijo, večina držav je
bila prisiljena zapreti meje, ustaviti javno življenje ter uvesti številne dodatne
stroge ukrepe, s katerimi so skušale zajeziti hitro širitev virusa. Do konca sep-
tembra 2020 je bilo na svetu že več kot 30 milijonov potrjenih primerov, virus
je vzel več kot milijon življenj [1]. Človeštvo ni česa podobnega doživelo od
španske gripe, ki je izbruhnila leta 1918 in zahtevala med 20 in 50 milijonov
smrtnih žrtev [2]. Vsem poznano “navadno” gripo prav tako povzroča virus,
ki vsako leto po svetu vzame od četrt do pol milijona življenj [3]. Obenem so
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virusi krivi tudi za vse vrste prehladov, ki nam predvsem v zimskih mesecih
nemalokrat kalijo življenje. Potem je tu smrtonosen in še vedno neozdra-
vljiv sindrom pridobljene imunske pomanjkljivosti (AIDS ), ki jo povzroča
virus človeške imunske pomanjkljivosti (HIV ) in je od začetka osemdesetih
let preǰsnjega stoletja pa do leta 2018 zahteval več kot 30 milijonov žrtev [4].
Vse našteto nam dokazuje, kako velik vpliv imajo lahko ti majhni, neživi
skupki kemičnih snovi na naše življenje.
A čeprav so, kot lahko razberemo iz preǰsnjega odstavka, naša srečanja z
virusi v veliki meri negativna, temu ni nujno vedno tako. Posebna skupina
virusov ima namreč zelo velik potencial pri zdravljenju človeških bolezni, ki
jih povzročajo bakterije. Ti virusi se imenujejo bakteriofagi (kraǰse fagi)
in živijo kot zajedavci v bakterijah ter so evkariontskim celicam, iz katerih
smo sestavljeni tudi ljudje, neškodljivi. Poleg vseh prej naštetih človeških
bolezni, za katere so krivi virusi, obstaja namreč tudi mnogo bolezni, ki
jih povzročajo bakterije. Za njihovo zdravljenje se v zahodni medicini sicer
uporabljajo antibiotiki, ki jih je svetu predstavil Aleksander Fleming, ko je
leta 1928 odkril penicilin [5]. Kljub izredni učinkovitosti antibiotikov pa
postaja v zadnjih desetletjih vedno bolj pereč problem razvoj odpornosti
bakterij na njihovo delovanje. Na začetku, v t.i. zlati dobi antibiotikov,
ki je trajala od štiridesetih do konca osemdesetih let preǰsnjega stoletja, se
je v štirih desetletjih izumilo več kot štirideset novih antibiotikov, tako da
se je pojav rezistence bakterij na nek antibiotik preprosto rešilo z uporabo
drugega. V devetdesetih letih pa je prǐslo do opaznega zmanǰsevanja pri
številu novo odkritih spojin, v zadnjih dveh desetletjih se je večinoma le
predelovalo in nadgrajevalo obstoječe spojine. Problem je namreč ta, da je
razvoj novih antibiotikov izjemno kompleksen in drag proces: izmed 5000
- 10000 potencialnih novih spojin jih do prve faze kliničnih študij pride le
pet, od teh le ena dobi potrditev za uporabo na ljudeh [6]. Zato vedno
pogosteje prihaja do pojavov smrtonosnih bakterij, ki so odporne na vse
obstoječe metode zdravljenja z antibiotiki in zato z njimi takih okužb ni
mogoče pozdraviti, kar pa lahko za obolelega pomeni tudi smrt. Ocenjuje se,
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da bodo neozdravljive bakterijske okužbe do leta 2050 krive za 10 milijonov
smrtnih žrtev na leto, stroški reševanja tega problema pa bi se lahko povzpeli
na 100 bilijonov amerǐskih dolarjev [7, 8].
Razvoj novih pristopov k zdravljenju bakterijskih okužb je torej nujen,
ena izmed možnih rešitev pa je uporaba prej omenjenih bakteriofagov. Bakte-
riofage in njihov potencial za zdravljenje bolezni, ki jih povzročajo bakterije,
je uradno odkril Felix d’Herelle, mikrobiolog francosko-kanadskega porekla,
ki je deloval v Parizu in je svoje ugotovitve svetu predstavil leta 1917 [9].
Do njihove uporabe je tako prǐslo že pred odkritjem antibiotikov, vendar
je odkritje le-teh povsem zaustavilo raziskovanje in uporabo bakteriofagov v
zahodni medicini. Nadaljnji razvoj se je izvajal le v Gruziji, Rusiji in na Polj-
skem, kjer je še danes mogoče zdravila, ki za zdravljenje bakterijskih okužb
uporabljajo fage, kupiti v lekarnah. V teh državah je bilo v preǰsnjem stoletju
izvedenih veliko število kliničnih študij, od katerih pa žal večina ne ustreza
strogim zahodnim standardom [9]. Kljub temu pa postajajo raziskave o nji-
hovi uporabi, predvsem zaradi prej opisanega pojava bakterijske rezistence,
vedno bolj pogoste tudi v zahodni medicini, in sicer v državah, kot so Belgija,
Nemčija, Velika Britanija, Francija idr. [10, 11], čeprav je zdravljenje z njimi
trenutno dovoljeno le v Belgiji [12].
Če primerjamo delovanji bakteriofagov in antibiotikov, se ti precej razli-
kujeta. Medtem ko antibiotiki navadno zmotijo oz. vplivajo le na en proces,
ki poteka v bakteriji, bakteriofagi delujejo na celotno celico in jo uničijo -
povzročijo t.i. lizo bakterije. Do tega pride pri uporabi litičnih fagov, ki
delujejo na način, da najprej vbrizgajo svoj dedni material v bakterijo, ki
se vključi v deoksiribonukleinsko kislino (DNA) bakterije, to pa povzroči,
da začne bakterija proizvajati nove fage. Ko je teh toliko, da se bakterij-
ska celica razpoči, govorimo o lizi bakterije. Lizogeni fagi delujejo drugače
in povzročijo lizo le ob določenih pogojih, zato za zdravljenje načeloma niso
uporabni. Prednost fagov v primerjavi z antibiotiki je tudi ta, da se na mestu
okužbe samodejno razmnožujejo in jih je zato potrebno dozirati redkeje kot
pa antibiotike. Če pri antibiotikih velja, da imajo ponavadi zelo širok spekter
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delovanja in delujejo na mnogo različnih vrst bakterij, so bakteriofagi precej
bolj ozko usmerjeni; en fag ponavadi zajeda le eno vrsto bakterij ali celo
samo nekaj sevov posamezne vrste. Obstajajo sicer bakteriofagi, ki lahko
napadajo več različnih vrst bakterij, a taki primeri so redkeǰsi [13]. Pred-
nost ozke usmerjenosti delovanja na bakterije je ta, da je vpliv na človeški
črevesni mikrobiom manǰsi, kar vodi v manj stranskih učinkov. Težava pa
je, da je treba pri vsaki okužbi natančno določiti, katera bakterija jo pov-
zroča, saj je sicer lahko zdravljenje neuspešno. Spekter delovanja se lahko
deloma razširi z uporabo t.i. koktejlov, ko se za zdravljenje uporabi večje
število bakteriofagov različnih vrst. Vseeno se na ta način predvsem nasla-
vlja razvoj odpornosti bakterij, saj lahko med zdravljenjem pride do tega,
da se bakterija prilagodi in postane odporna na izbrano vrsto virusa. V
primerjavi z iskanjem novih antibiotikov je iskanje novih bakteriofagov eno-
stavneǰse in predvsem ceneǰse. Fagi so namreč najbolj razširjene biološke
entitete na svetu, saj se ocenjuje, da jih je prisotnih kar 1031 ter da jih je
v nekaterih ekosistemih lahko celo 10-krat več kot bakterij [14]. Težava pa
je, kako iz množice potencialnih bakteriofagov izbrati le tiste, ki napadajo
točno določeno vrsto bakterije, krivo za bolezenske okužbe pri ljudeh. Pri
reševanju tega problema je mogoče uporabiti računalnǐske algoritme, s kate-
rimi se lahko zoža izbor potencialnih bakteriofagov, kar pomeni, da je treba
v laboratoriju izvesti manǰse število testiranj. Iz tega sledi, da se zmanǰsajo
tako stroški kot tudi čas iskanja pravega bakteriofaga.
V pričujoči magistrski nalogi tako naslovimo problem določanja bakterij-
skih gostiteljev virusov. Iz omejenega števila informacij o že znanih virusnih
gostiteljih želimo z združevanjem napovednih modelov z uporabo metod za
zlivanje podatkov ustvariti združen model, ki omogoča napovedovanje inte-
rakcij med virusi in bakterijami.
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1.2 Napovedovanje bakterijskih gostiteljev vi-
rusov z algoritmi za zlivanje podatkov
V magistrskem delu uporabimo obstoječi algoritem za zlivanje podatkov z
uporabo matričnega razcepa (DFMF), ki ga je v svoji doktorski disertaciji
razvila dr. M. Žitnik [15], in ga predelamo na način, s katerim hočemo od-
praviti problem hladnega zagona. Ta problem je značilen za mnoge algoritme,
ki se uporabljajo v priporočilnih sistemih in pod katere spada tudi DFMF.
Razvoj osnovnih priporočilnih sistemov se je začel že v devetdesetih letih
preǰsnjega stoletja, pri čemer je šlo predvsem za spletne strani, na katerih je
uporabnik lahko dobil priporočila za branje člankov, poslušanje glasbe, gleda-
nje filmov. Kasneje je tehnologije za priporočanje začela uporabljati svetovno
znana stran za prodajanje izdelkov Amazon.com [16]. Z rastjo popularnosti
svetovnega spleta in razvojem različnih plačljivih spletnih storitev je rasla
tudi popularnost metod za priporočanje [17]. Velik zagon v razvoju je pov-
zročilo amerǐsko podjetje Netflix, ko je leta 2006 razpisalo tekmovanje, kjer so
ponujali kar 1 milijon amerǐskih dolarjev tistemu, ki na anonimizirani pod-
množici podatkov za 10% izbolǰsa natančnost priporočanja filmov uporab-
nikom v primerjavi z njihovim obstoječim algoritmom [17, 18]. Zmagovalni
ekipi je to uspelo leta 2009, pri čemer so dosegli izbolǰsanje za 10, 06% [19].
Priporočilne sisteme lahko v grobem razdelimo v 2 skupini. Sistemi, ki
spadajo pod t.i. vsebinsko filtriranje, so se v glavnem uporabljali na začetku
in temeljijo na principu, da skušajo za vsakega uporabnika oz. stvar defini-
rati nek svoj profil, ki ga predstavlja. Programi potem skušajo na podlagi
teh profilov uporabnikom predlagati določene stvari. Problem tega principa
je, da potrebuje dodatno znanje iz zunanjih virov, s katerim se lahko definira
profile uporabnikov in stvari [16]. Posledično se je razvoj usmeril v razi-
skovanje algoritmov skupinskega filtriranja, ki spadajo v drugo skupino. Ti
algoritmi temeljijo na obstoječem preferenčnem znanju uporabnikov in pri
izvajanju priporočil upoštevajo uporabnǐske profile vseh ostalih uporabnikov
v sistemu. Ustvarjanje posebnih profilov z uporabo dodatnih informacij o
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uporabnikih ali stvareh tako ni potrebno, upoštevajo se samo obstoječe in-
formacije, ki jih do nekega trenutka vsebuje sistem (na podlagi obstoječih
ocen filmov nekega uporabnika se lahko na primer priporoča nove filme, na
podlagi že kupljenih izdelkov se lahko predlaga druge izdelke, ki bi jih upo-
rabnik morda želel kupiti, idr.) [16].
Za prve primere skupinskega filtriranja veljajo algoritmi, ki delujejo na
način, da skušajo ustvariti skupine podobnih uporabnikov in uporabniku, ki
pripada neki skupini, priporočati podobne stvari, kot so jih gledali, poslušali
ali kupili ostali uporabniki te skupine. Problem tega načina je skalabilnost,
saj lahko število uporabnikov hitro naraste, poleg tega se profil uporabnika
hitro spreminja z ocenjevanjem novih stvari. Zato so se bolj razširili algo-
ritmi, ki v bistvu delujejo na enakem principu, le da ǐsčejo podobnosti med
stvarmi. Število teh je ponavadi manǰse in se redkeje spreminja, poleg tega
ima ena stvar ponavadi mnogo večje število ocen, kot pa ima uporabnik
ocenjenih stvari; dodatna ocena stvari tako nima velikega vpliva na pov-
prečje. Največja prednost je, da je matriko podobnosti med stvarmi mogoče
izračunati vnaprej in nato uporabniku predlagati stvari, ki so podobne ti-
stim, ki jih je uporabnik že pozitivno ocenil. Gre torej za algoritme, ki ǐsčejo
podobnosti med uporabniki, stvarmi, lahko pa tudi obojim [16].
Velik napredek pri razvoju metod skupinskega filtriranja se je zgodil v
času prej omenjenega Netflixovega tekmovanja, saj je takrat prǐslo do razvoja
in uporabe metod, ki temeljijo na matričnem razcepu. Prvi se je problema,
na katerem je slonelo tekmovanje, z uporabo matričnega razcepa lotil Funk
S., ki je svoj algoritem objavil na svojem blogu [20]. Metode priporočanja,
ki temeljijo na matričnem razcepu, pa so se hitro izkazale za zelo natančne
in skalabilne [21, 22, 23]. Ideja je v tem, da se z matričnim razcepom ustvari
približke originalne matrike X, v kateri so zapisane uporabnǐske ocene stvari.
Matriko približkov se izračuna kot X ≈ UV T , kjer je X ∈ Rn×m matrika
približkov uporabnǐskih ocen, U ∈ Rn×k matrika latentnih faktorjev za upo-
rabnike in V ∈ Rm×k matrika latentnih faktorjev stvari [20, 24]. Matriki
U in V tako sestojita iz vektorjev, ki predstavljajo preslikave informacij o
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uporabnikih in stvareh v njihov skupen latentni prostor. Z množenjem i-te
vrstice matrike U in j-tega stolpca matrike V se dobi približek ocene i-tega
uporabnika j-ti stvari. Ker je matrika X ponavadi zelo redka, ima latentni
prostor značilk nizke dimenzije, kar pomeni, da se lahko matrikama U in V
določi nizko drugo dimenzijo. Zaradi tega matriki zavzemata malo spomin-
skega prostora, tudi računanje z njimi je računsko manj zahtevno [25].
Pri kompleksneǰsih podatkih, kot so na primer biomedicinski, ko se al-
goritme skupinskega filtriranja uporablja za določanje asociacij med bole-
znimi ali pa za določanje povezav med ekspresijo genov in podatki o rako-
vih obolenjih idr., predpostavka, da podatki ležijo v enem latentnem pro-
storu, navadno ne drži [24]. Zato se v teh primerih uporablja matrična
tri-faktorizacija, kjer se približek matrike X izračuna kot X ≈ USV T ,
pri čemer je S ∈ Rk1×k2 dodatna, tretja latentna matrika in U ∈ Rn×k1,
V ∈ Rm×k2. V matrikah U in V so podatki predstavljeni v dveh različnih
latentnih prostorih, matrika S pa izvaja preslikave med tema dvema prosto-
roma [26, 24].
Tudi algoritem DFMF, ki ga uporabimo in prilagodimo v naši magistrski
nalogi, sloni na matrični tri-faktorizaciji, obenem pa omogoča zlivanje podat-
kov iz različnih virov. Na takšen način se lahko na primeru uporabnikov in
stvari uporabi še podatke o tem, kje ti uporabniki živijo, kakšne so njihove
navade idr. S tem je v podatkih mogoče najti še druge vzorce, kar na koncu
omogoča izvajanje bolǰsih priporočil [15]. Kot smo že zapisali na začetku
tega poglavja, se tako kot pri večini drugih algoritmov, ki se uporabljajo v
priporočilnih sistemih, tudi v metodi DFMF pojavi problem hladnega zagona.
Do tega pride na začetku izvajanja algoritma, ko primanjkuje informacij, na
katerih bi se algoritem lahko začel učiti. Vzrok tega pa je izjemna redkost
podatkov, na katerih se navadno uporabljajo ti algoritmi [27]. Primer redke
matrike, ki vsebuje le 1 % ne ničelnih vrednosti, je mogoče videti na sliki 1.1.
Obstaja sicer precej različnih načinov, kako določiti začetne vrednosti, ven-
dar je njihova učinkovitost odvisna od problemske domene in uporabljenega
algoritma.
8 POGLAVJE 1. UVOD
0 200 400 600 800 1000
0
200
400
600
800
1000
Slika 1.1: Primer naključno ustvarjene redke matrike dimenzij 1000× 1000
z 1% ne ničelnih vrednosti, ki so prikazane s črno barvo.
1.3 Prispevki magistrske naloge
V magistrski nalogi predlagamo prilagojeno metodo za zlivanje podatkov,
za kar nadgradimo že obstoječo metodo DFMF, pri čemer se osredotočimo
na problem hladnega zagona, ki ga skušamo rešiti s prenosom znanja v fazi
inicializacije faktorskih matrik.
Ko se v metodi DFMF izvede razcep osnovne matrike na produkt treh
faktorskih matrik, se na začetku dve izmed teh matrik lahko preprosto ini-
cializira na naključne vrednosti ali pa se uporabi algoritme, kot so random
C, random Acol ter drugi [28]. V našem delu inicializacijski del nadgradimo
s tem, da za inicializacijo uporabimo podatke, ki jih pridobimo s prenosom
znanja (za začetne vrednosti na primer vzamemo vrednosti značilk laten-
tnega prostora iz napovedi nevronske mreže). S tem želimo doseči hitreǰsi
razcep ter pridobiti natančneǰse napovedi. Prenos znanja upoštevamo na
več različnih načinov, ki jih najprej preizkusimo in analiziramo na umetno
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generiranih podatkih.
Na koncu metodo apliciramo na realni podatkovni množici bakterijskih
gostiteljih virusov, ki jih pridobimo v okviru drugega projekta. Tu želimo
napovedati potencialne nove interakcije med virusi in bakterijami. Problem
hladnega zagona rešujemo z uporabo dodatnega znanja o genomih virusov in
bakterij, za kar uporabimo in ustrezno prikrojimo konvolucijsko nevronsko
mrežo, ki na podlagi genomov izvaja taksonomsko klasifikacijo organizmov.
1.4 Vsebina magistrske naloge
V naslednjem poglavju magistrske naloge opravimo pregled področja, v kate-
rem sprva preučimo in opǐsemo metodo DFMF, potem pa še pregledamo ter
primerjamo nekatere druge algoritme za zlivanje podatkov, ki slonijo na prin-
cipu matrične tri-faktorizacije. Tu opǐsemo tudi delovanje nevronskih mrež
ter predstavimo podatke, na katerih bomo uporabili naše, prilagojene metode
DFMF. Tretje poglavje vsebuje predstavitev nadgradenj, ki jih izvedemo na
metodi DFMF, pri čemer opǐsemo več možnih izbolǰsav za reševanje problema
hladnega zagona s prenosom znanja. Sledi poglavje, v katerem opǐsemo potek
testiranja prilagojenega algoritma. To se najprej izvede na umetno generira-
nih podatkih, nato pa še na realni množici podatkov o bakterijskih gostiteljih
virusov. V tem delu opǐsemo tudi način izvedbe prenosa znanja iz rezultatov
konvolucijske nevronske mreže za taksonomsko razvrstitev organizmov. Peto
poglavje vsebuje analizo in predstavitev rezultatov, ki smo jih pri testiranju
dobili. Predstavimo potencialne interakcije med bakteriofagi in bakterijami,
ki še niso bile potrjene in ki jih napovemo iz podatkov o bakterijskih gosti-
teljih virusov. Magistrsko delo zaključimo s sklepnim poglavjem, v katerem
ovrednotimo implementacijo naše rešitve in predlagamo morebitne izbolǰsave,
ki bi jih bilo mogoče opraviti v prihodnje.
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Poglavje 2
Pregled področja
2.1 Matrični razcep
Najbolj učinkoviti algoritmi za zlivanje podatkov pretežno temeljijo na prin-
cipu matričnega razcepa, ki smo ga kratko predstavili že v uvodnem po-
glavju 1.2. Z matrično faktorizacijo se skuša originalno matriko razcepiti
na več matrik, pri čemer je glaven namen doseči čim bolǰso aproksimacijo
originalne matrike. Za izbrano matriko X ∈ Rn×m se njen matrični razcep
definira s formulo:
X ≈ UV T , (2.1)
kjer U ∈ Rn×k in V ∈ Rm×k. Ponavadi je rang teh faktorskih matrik mnogo
nižji, kot je rang osnovne matrike (k  min (n,m)), kar omogoča, da se v
matrikah U in V shrani kompresirana predstavitev verzije osnovne matrike
X. Če enačbo 2.1 zapǐsemo tako, da gledamo vsako vrstico matrike X
posebej, potem se vsak tak vrstični vektor predstavi kot linearna kombinacija
X i = U iV
T . Na ta način lahko rečemo, da vrstice matrike V T predstavljajo
latentne faktorje, elementi matrike U pa uteži te linearne kombinacije [29,
30].
Večina algoritmov, ki temelji na matričnem razcepu, deluje tako, da
skušajo minimizirati razliko med originalno matriko in njenim približkom.
Za ocenjevanje kvalitete približka se zato uporabijo različne cenitvene funk-
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cije, za katere se skuša poiskati lokalni minimum. Kot preprosto mero razlik
med dvema matrikama A in B se lahko uporabi kvadrat evklidske razdalje:
||A−B||2 =
∑
ij
(Aij −Bij)2. (2.2)
Najnižja vrednost te cenitvene funkcije je enaka 0, do česar pride le v primeru,
ko je A = B. Druga pogosto uporabljena metrika je:
D(A||B) =
∑
ij
(Aij log
Aij
Bij
−Aij + Bij). (2.3)
Tudi tu velja, da je njena minimalna vrednost enaka 0 in to le, ko je A = B.
Zaradi asimetričnosti ta mera ne predstavlja razdalje, ampak t.i. diver-
genco, ki se zreducira na Kullback-Leiblerovo divergenco v primeru, ko velja∑
ij Aij =
∑
ij Bij = 1. Tedaj se namreč lahko matriki A in B upošteva kot
normalizirani verjetnostni distribuciji [30]. Na primeru matričnega razcepa
sicer potem v enačbo kot A podamo X in kot B vstavimo UV T .
2.1.1 Zlivanje podatkov z uporabo matričnega razcepa
- metoda DFMF
M. Žitnik in B. Zupan, avtorja članka ”Data Fusion by Matrix Factoriza-
tion” [15], predlagata metodo za zlivanje podatkov z uporabo matričnega
razcepa, kraǰse imenovano DFMF. Metoda upošteva r različnih tipov objek-
tov ε1, ..., εr in zbirko podatkovnih virov, pri čemer vsak vir povezuje dva tipa
objektov (εi, εj). V kolikor je število objektov tipa εi enako ni (pri čemer
je oip p-ti objekt tipa εi) in je število objektov tipa εj enako nj, potem se
informacije iz podatkovnega vira, ki povezuje tipa (εi, εj), kjer velja i 6= j,
predstavijo v relacijski matriki Rij ∈ Rni×nj . Če se navežemo na naš primer
določanja bakterijskih gostiteljev virusov, bi kot objektna tipa izbrali bakte-
rije in bakteriofage, matriko Rij pa bi definirali kot matriko interakcij med
njimi. V splošnem velja, da sta matriki Rij in Rji asimetrični. Poleg virov,
ki povezujejo različne tipe objektov, se lahko uporabi tudi take, ki opisujejo
razmerja le enega tipa εi. V tem primeru se te omejitve posameznega tipa
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predstavi v omejitveni matriki Θi ∈ Rni×ni . Za naš primer bi morda lahko
določili matriko interakcij med bakterijami samimi, vendar to v realnosti ni
najbolj pogost in raziskan pojav. Poudariti je treba, da metodi ni potrebno
definirati podatkovnih virov za vse možne kombinacije tipov, veljati mora le,
da povezave med entitetami tvorijo povezan graf.
Matrična tri-faktorizacija z omejitvami
Zlivanje podatkov deluje na principu matrične tri-faktorizacije z omejitvami,
pri čemer pride do simultanega razcepa vseh podanih relacijskih matrik Rij
na faktorske matrike Gi ∈ Rni×ki , Gj ∈ Rnj×kj in Sij ∈ Rki×kj . Obenem se z
upoštevanjem omejitvenih matrik Θi, Θj izvede regularizacija aproksimacije.
Približek ene relacijske matrike se nato izračuna po formuli:
Rij ≈ GiSijGTj . (2.4)
Z drugimi besedami to pomeni, da je približna vrednost Rij(p, q) enaka ska-
larnemu produktu p-te vrstice matrike Gi s stolpci Sij, produkt pa je potem
še utežen s q-tim stolpcem matrike Gj. Pomembno je to, da so dimenzije
matrike Sij mnogo manǰse od Rij (ki  ni, kj  nj), saj to omogoča, da je
dobro rekonstrukcijo mogoče dobiti le v primeru, če vektorji matrik Gi,Gj in
Sij razpenjajo prostor, razkrivajoč strukturo, ki je skrita, a lastna vhodnim
podatkom [29].
Metodi se kot vhod poda relacijsko bločno matriko R, ki je konceptualna
predstavitev vseh relacijskih matrik:
R =

∗ R12 . . . R1r
R21 ∗ . . . R2r
...
...
. . .
...
Rr1 Rr2 . . . ∗
 . (2.5)
Tu zvezdica (”∗”) predstavlja povezavo med objekti istega tipa, česar DFMF
ne obravnava. Algoritem je prilagojen za več-relacijske podatke z več tipi
objektov, pri čemer ni nujno, da so relacije simetrične, t.j. Rij 6= RTji, hkrati
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pa tudi ni potrebna prisotnost vseh relacij, tako da lahko v bločni matriki R
manjkajo nekatere matrike Rij.
En tip objekta ima lahko definiranih več različnih omejitvenih matrik, kar
pomeni, da ima lahko tip εi določenih ti ≥ 0 podatkovnih virov, predstavlje-
nih z omejitvenimi matrikami Θ
(t)
i za t ∈ {1, 2, ..., ti}. Omejitve so združene
v bločnih diagonalnih omejitvenih matrikah Θ(t) za t ∈ {1, 2, ...,maxi ti}:
Θ(t) = Diag(Θ1
(t),Θ2
(t), ...,Θr
(t)). (2.6)
Če velja, da je t > ti, potem je i-ti blok na glavni diagonali Θ
(t) enak nič.
Vrednosti v teh matrikah so pozitivne za tiste objekte, ki si niso podobni,
in negativne za tiste, ki so si. Sloneč na predpostavki, da morata biti dva
objekta istega tipa blizu v njunem skupnem latentnem prostoru, pride do
tega, da med izvajanjem optimizacije negativne vrednosti zmanǰsajo vrednost
kriterijske funkcije.
DFMF izvede matrično tri-faktorizacijo bločne matrike R na bločni fa-
ktorski matriki G in S:
G = Diag(Gn1×k11 ,G
n2×k2
2 , ...,G
nr×kr
r ), (2.7)
S =

∗ Sk1×k212 . . . Sk1×kr1r
Sk2×k121 ∗ . . . Sk2×kr2r
...
...
. . .
...
Skr×k1r1 S
kR×k2
r2 . . . ∗
 . (2.8)
Za matriko S velja, da je asimetrična (Sij 6= STji) ter da ima enako bločno
strukturo kot R iz enačbe 2.5. Če v bločni matriki R manjkajo relacijske
matrike, potem v S prav tako manjkajo priležne faktorske matrike.
Na začetku se vsakemu tipu objekta εi določi rang razcepa ki. Dalje se s
faktorskimi matrikami Sij definirajo latentne povezave med tipi objektov εi
in εj. Matrike Gi so specifične le za tip εi ter se uporabljajo pri rekonstru-
kciji vseh relacij tega tipa. Metoda za vsako relacijsko matriko Rij izvede
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matrično tri-faktorizacijo GiSijG
T
j , kar se lahko predstavi v bločni matriki
približkov:
R ≈

∗ G1S12GT2 . . . G1S1rGTr
G2S21G
T
1 ∗ . . . G2S2rGTr
...
...
. . .
...
GrSr1G
T
1 GrSr2G
T
2 . . . ∗
 . (2.9)
P -ta vrstica v faktorski matriki Gi vsebuje latentno predstavitev objekta o
i
p.
V kolikor matriki Gi in Sij fiksiramo, se vidi, da je latentna predstavitev
tega objekta odvisna najprej od Gj, potem pa tudi od prisotnosti relacije
Rij. Shematski primer strukture podatkov, ki se lahko uporabijo v metodi,
je prikazan na sliki 2.1.
Cenitvena funkcija in iskanje minimuma
V metodi DFMF se izvede minimizacija cenitvene funkcije, s katero se skuša
pridobiti čim bolǰsi približek vhodnih podatkov in hkrati upoštevati podane
omejitve tipov objektov:
min
G≥0
J(G;S) =
∑
Rij∈R
||Rij −GiSijGTj ||
2
+
maxi ti∑
t=1
tr(GTΘ(t)G). (2.10)
V enačbi 2.10 je z znakom || · ||2 predstavljena Frobeniusova norma ma-
trike, s tr(·) pa sled matrike (vsota diagonalnih elementov). R je množica
vseh relacij, ki so vključene v model in kot smo poudarili že prej v 2.1.1, ni
nujno, da so v množici prisotne relacije med vsemi kombinacijami objektnih
tipov.
Algoritem deluje tako, da najprej inicializira faktorske matrike Gi ter jih
potem iterativno popravlja, pri čemer alternira med dvojim: sprva se fiksira
G-je in posodablja S-je, nato pa se fiksira S-je ter posodablja G-je. To se
izvaja, dokler ne pride do konvergence. Velja namreč, da zaporedno posoda-
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Slika 2.1: Na sliki je prikazana konceptualna predstavitev zlivanja podatkov
štirih različnih tipov objektov (ε1, ε2, ε3, ε4), ki jih povezuje osem podatkov-
nih virov, predstavljenih z relacijskimi matrikami Rij. Posamezni objekti so
definirani z informacijami, ki so predstavljene v omejitvenih matrikah Θi.
Na vrhu slike je struktura prikazana na grafu, spodaj pa z bločnimi matri-
kami. Spodaj desno je predstavljen razcep na faktorske matrike Gi in Sij,
ki je rezultat metode DFMF. Vir: dr. M. Žitnik [29].
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bljanje matrik Gi in Sij konvergira k lokalnemu minimumu optimizacijskega
problema.
Določanje rangov faktorskih matrik
Pred izvajanjem metode DFMF je potrebno določiti range r1, r2, ..., rn fak-
torskih matrik G1,G2, ...,Gn. To se stori tako, da se na intervalu možnih
rangov izbere tiste, ki maksimirajo ocenjeno kvaliteto modela. Da se zmanǰsa
število potrebnih zagonov algoritma, se optimalne range poǐsče z uporabo bi-
sekcijske metode, tako da se teste izvede najprej z uporabo rangov iz sredine
in na mejah izbranih intervalov. Kvaliteto modelov se oceni z uporabo vsote
kvadratov ostanka (RSS ), razložene variance in kofenetskega korelacijskega
koeficienta, ki se jih računa na ciljni relacijski matriki. Ustrezne range pa se
na koncu določi tam, kjer je razložena varianca visoka, kofenetski koeficient
začne padati in se na krivulji RSS doseže pregibno točko [31].
Inicializacija faktorskih matrik
V nasprotju z nekaterimi drugimi algoritmi za matrični razcep, kot je na pri-
mer singularni razcep (SVD), ki so robustni in zagotavljajo edinstvenost re-
zultatov, pri matrični tri-faktorizaciji ni edinstvenega globalnega minimuma.
Algoritem zagotavlja le konvergenco k enemu izmed lokalnih minimumov.
Zato v praksi navadno pride do tega, da se pridobi rezultate iz več različnih
začetnih točk in nato vzame najbolǰsega iz med njih [28]. Rezultati so pri me-
todi DFMF odvisni od inicializacije faktorskih matrik G, ustrezne začetne
vrednosti pa omogočajo konvergenco k lokalnemu minimumu in zmanǰsajo
število za to potrebnih iteracij. Algoritem inicializira vsak Gi iz bločne ma-
trike G, pri čemer se za določanje začetnih vrednosti lahko uporabi različne
algoritme za enojni matrični razcep. Ker se faktorske matrike S-ja izračunajo
iz G-jev, njihova inicializacija ni potrebna.
Najenostavneǰsi način inicializacije je t.i. preprosta naključna inicializa-
cija, po kateri se za vrednosti v matrikah izbere naključna števila med 0 in
1. Tega se v svojih delih poslužijo Wang in sod. [32] pa tudi mnogi drugi av-
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torji [30]. Napredneǰsi načini inicializacije, ki skoraj vedno vodijo k bolǰsim
rezultatom, so algoritmi random Acol [28], random C [28], več različic ne
negativnega dvojnega SVD-ja [33], algoritem gručenja z voditelji [28], idr.
Algoritem DFMF privzeto omogoča uporabo preproste naključne inicializa-
cije ali pa uporabo metod random Acol in random C. Metoda random Acol
izbere začetne vrednosti Gi tako, da vrednosti vsakega stolpca nastavi na
povprečje p stolpcev matrike Rij. Random C deluje na podoben način, le
da za povprečje naključno izbere p stolpcev matrike Rij, ki jih določi med
tistimi z najvǐsjimi vrednostmi druge norme.
2.1.2 Pregled algoritmov za zlivanje podatkov iz hete-
rogenih virov
Razvoj algoritmov za skupinsko filtriranje, ki omogočajo zlivanje podatkov
iz več heterogenih virov, je v zadnjem desetletju močno napredoval. Količina
različnih podatkov, ki so na voljo, namreč izjemno hitro narašča skoraj na
vseh področjih naših življenj. Kot nekaj primerov lahko navedemo svetovni
splet s pojavom družabnih omrežij, vse bolj prisotno digitalizacijo zdravstva
in industrije ter seveda prihod interneta stvari. Poudariti velja tudi biološke
podatke, kjer so količine res ogromne (na primer sekvenciranje proteinov in
genomov) in je raznovrstnost podatkov velika. Upoštevanje informacij iz
različnih virov omogoča izbolǰsanje robustnosti algoritmov, pa tudi napove-
dne natančnosti [15].
Pavlidis in sod. [34] razdelijo metode za zlivanje podatkov na tri skupine.
Algoritmi zgodnjega (polnega) združevanja delujejo tako, da pretvorijo vse
podatkovne vire v eno tabelo značilk, na kateri se potem lahko uporabijo
različni algoritmi za podatkovno rudarjenje. Najbolj značilni negativni la-
stnosti te skupine sta, da je združevanje podatkovnih virov lahko kompleksno,
poleg tega se v tem primeru zanemarijo informacije o strukturi podatkov.
Pri pozni (odločitveni) integraciji se ustvari model za vsak podatkovni
vir posebej. Napovedi teh modelov pa se na koncu združijo z uporabo uteži.
Tudi tukaj je na začetku potrebno vsak vir predelati na način, da ta hrani
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informacije o relacijah do ciljnega vira. Težava je, da te pretvorbe niso nujno
trivialne, treba jih je narediti neodvisno za vsak vir posebej.
Nazadnje so tu noveǰse metode za zlivanje podatkov, ki spadajo pod vme-
sno (delno) integracijo. Ti algoritmi direktno naslavljajo večplastnost po-
datkov in zlivanje izvedejo preko enega združenega modela. Tukaj ne pride
niti do združevanja podatkov v eno tabelo niti do ustvarjanja modelov za
vsak vir posebej. Namesto tega se obdrži strukturo podatkov tako, da se
jo vključi v strukturo samega napovednega modela. Ta skupina algoritmov
daje najbolǰse napovedne točnosti, vendar pa je treba za vsak problem pri-
lagoditi novo različico algoritma [15]. Metoda DFMF, opisana v preǰsnjem
poglavju 2.1.1, spada med algoritme delne integracije, a hkrati omogoča upo-
rabo le z minimalnimi spremembami vhodnih podatkov.
Matrični razcep se je sprva v glavnem uporabljal v algoritmih za zmanǰse-
vanje dimenzij matrik, gručenje in računanje približkov z matrikami nizkih
rangov, tako da raba v metodah za zlivanje podatkov ni bila pogosta. Ena
izmed prvih na tem področju sta bila Lange in Buhmann [35], ki sta ra-
zvila integracijo z ne negativnim matričnim razcepom glavne matrike, ki
je bila konveksna kombinacija matrik podobnosti, pridobljenih iz več virov.
Wang in sod. [36] so na podoben način uporabili ne negativno matrično tri-
faktorizacijo, vendar je v obeh primerih šlo za zgodnjo integracijo, pri kateri
je bilo mogoče modelirati le več diadičnih relacij. Primer vmesne integracije
je algoritem združenega matričnega razcepa, ki več matrik Ri razdeli na
skupno matriko W in različne matrike koeficientov H i, kjer se tako skuša
doseči približek Ri ≈WH i [37]. Negativna stran tega algoritma je uporaba
skupne matrike W , saj je uporaben le, ko so objekti matrik Ri fiksni za
vse relacijske matrike. Obstaja sicer veliko število algoritmov, ki temeljijo
na matrični faktorizaciji, vendar ti mnogokrat upoštevajo samo eno binarno
relacijsko matriko oziroma več relacijskih matrik med le dvema različnima
tipoma [15].
Algoritma, ki sta konceptualno najbližja metodi DFMF, sta simetrična
matrična tri-faktorizacija z omejitvami (tri-SPMF ) [32] in simetrična ne ne-
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gativna matrična tri-faktorizacija (S-NMTF ) [38]. Oba izvedeta simultano
gručenje relacijskih podatkov z več različnimi tipi, za kar uporabita sime-
trično ne negativno matrično tri-faktorizacijo. Pri obeh se upoštevajo tako
viri, ki opisujejo relacije med različnimi tipi objektov, kot tudi viri, s kate-
rimi so definirane omejitve posameznega tipa. Glavna razlika v primerjavi z
DFMF je ta, da morajo biti obvezno definirane vse relacije, ki morajo biti
hkrati tudi simetrične (Rij = R
T
ji). V primeru asimetričnih relacij Rij 6= RTji
algoritma ne konvergirata k lokalnemu minimumu [15].
Pomanjkljivost, za katero trpijo tako tri-SPMF, S-NMTF kot tudi DFMF
je, da implicitno predpostavljajo, da so vsi podatkovni viri enako pomembni
in tako ne izvajajo nobenih razlikovanj med njimi. To lahko v primeru
neustreznih podatkovnih virov (tistih, ki imajo veliko šuma ali pa imajo
majhen vpliv na ciljno relacijo) močno poslabša natančnost napovedi mo-
dela [39]. Avtorji metode za napovedovanje povezav med lncRNA in bo-
leznimi s pomočjo matrične faktorizacije (MFLDA) so to pomanjkljivost
naslovili tako, da se pri matričnem razcepu vsaki povezavi med različnimi
objektnimi tipi dodeli utež. To pomeni, da vsaki izmed matrik Rij pri-
pada utež W ij ∈ [0, 1], pri čemer imajo manj pomembne relacijske ma-
trike manǰse uteži, pomembneǰse pa vǐsje. Te uteži se potem na koncu
upoštevajo pri računanju rekonstruirane začetne matrike, kar omogoča raz-
likovanje v pomembnosti med posameznimi podatkovnimi viri. Velja pa, da
je W ij = 1 samo v primeru, če ima Rij najnižjo rekonstrukcijsko napako
(||Rij −GiSijGj||2) med vsemi relacijskimi matrikami. Tedaj se vse ostale
relacijske matrike zanemari [39]. Ker pa algoritem ne določi uteži virom, ki
definirajo omejitve le enega tipa, je vpliv manj pomembnih oziroma neustre-
znih podatkov še vedno mogoč. Rešitev zlivanja podatkov za napovedovanje
povezav med lncRNA in boleznimi, ki temelji na uteženi matrični faktorizaciji
(WMFLDA) pripǐse uteži tudi omejitvenim matrikam, s čimer skuša odpraviti
še to težavo [40]. Kljub temu pa teži k temu, da preferira redkeǰse matrike,
torej tiste, ki imajo večje število ničelnih vrednosti. V splošnem namreč ve-
lja, da imajo te matrike nižjo rekonstrukcijsko napako (||Rij −GiSijGj||2)
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ali pa nižjo vrednost člena, ki upošteva omejitvene matrike (tr(GTΘ(t)G)).
Ker preveč redke matrike mnogokrat ne vsebujejo dovolj informacij, ki bi bile
relevantne za rešitev problema, Y. Wang in sod. [41] predlagajo pristop za
zlivanje podatkov, ki temelji na selektivni matrični faktorizaciji (SelMFDF ),
pri kateri cenitveno funkcijo spremenijo v:
min
G≥0
J(G,S,W r,W h) =
∑
Rij∈R
W rij||Rij −GiSijGTj ||
2
+
m∑
i=1
τ∑
t=1
W hit||R
(t)
ii −GiSiiGTi ||2,
(2.11)
pri čemer so W r ≥ 0,W h ≥ 0,W r ∈ Rm×m,W h ∈ Rm×τ , τ = maxi ti.
Matrika W r vsebuje uteži za relacijske matrike Rij (če Rij 6∈ R, potem
W ij = 0). W
h pa vsebuje uteži za omejitvene matrike, v kolikor te obsta-
jajo (če R
(t)
ii 6∈ R ali t > ti, potem je W hit = 0). Če zanemarimo dodane
uteži, je glavna sprememba enačbe 2.11 v primerjavi z enačbo 2.10 pri drugem
členu, ki sedaj omogoča, da se omejitveni matriki, ki ni skladna z drugimi
omejitvenimi matrikami, določi manǰso utež. Da bi preprečili določanje pre-
visokih uteži posameznim omejitvenim matrikam, kar lahko vodi do tega, da
se ostalih ne upošteva dovolj, se enačbi doda še dva regularizacijska člena.
2.2 Nevronske mreže
Prepoznavanje govora, detekcijo stvari na slikah ali video posnetkih, izvajanje
medicinskih diagnoz itd., se je v preteklosti izvajalo z algoritmi podatkovnega
rudarjenja, ki so bili posebej razviti za vsako izmed teh nalog. Izjemnega po-
mena je bila začetna obdelava podatkov, saj je bilo potrebno iz njih izluščiti
značilke, na katerih so potem lahko ti algoritmi izvajali napovedi, klasifikacije
idr. Ker je prilagajanje algoritmov vsaki problemski domeni ponavadi zelo
kompleksno in časovno potratno, so se že v začetku druge polovice preǰsnjega
stoletja začele pojavljati težnje k drugačnemu pristopu, ki bi bil bolj splošen
ter bi bil zmožen samostojno izluščiti pomembne vzorce iz podatkov [42].
Raziskovalci so se pri razvoju algoritmov zgledovali po delovanju človeških
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možganov, kar je privedlo do razvoja globokega učenja in nevronskih mrež.
Tako velja, da sta nevronske mreže kot prva zasnovala Warren M. in Wal-
ter P. že leta 1943 [43]. Način delovanja več nivojskih nevronskih mrež, v
smislu kot se uporabljajo še dandanes in ki omogoča učenje značilk iz po-
datkov, pa je bil odkrit šele v sedemdesetih in osemdesetih letih preǰsnjega
stoletja. Ugotovili so, da se za učenje lahko uporabi stohastičen gradientni
sestop, pri čemer se za računanje gradientov uporabi postopek vzvratnega
razširjanja napake. Do tega odkritja je neodvisno prǐslo več različnih sku-
pin, vendar je bil princip vzvratnega razširjanja v kontekstu nevronskih mrež
prvič predstavljen v članku ”Learning representations by back-propagating er-
rors”, avtorjev Davida E. R., Geoffreya E. H. in Ronalda J.W. [44]. Zaradi
premajhne računske moči računalnikov je do množične uporabe nevronskih
mrež prǐslo šele v drugi polovici prvega desetletja tega stoletja z razvojem
poceni grafičnih procesnih enot(GPU ), na katerih je bilo vzporedno izvajanje
algoritmov mnogo hitreǰse. Zelo dobri rezultati so tako bili doseženi na pri-
meru klasifikacije ročno pisanih črk (podatkovna množica MNIST ) [45] ter
na prepoznavanju govora, kjer je uporaba nevronskih mrež močno presegla
rezultate preǰsnjih algoritmov [46]. Do preloma je prǐslo z razvojem po-
sebnega tipa globokih nevronskih mrež, t.i. konvolucijskih nevronskih mrež,
ki izjemno natančnost dosegajo predvsem pri klasifikaciji slik. Eden izmed
prvih primerov s tako dobrimi rezultati je mreža, ki je dosegla najbolǰse na-
tančnosti na tekmovanju ImageNet LSVRC-2010 pri klasifikaciji 1,2 milijona
slik v 1000 različnih razredov [47]. Od leta 2010 naprej so tako na praktično
vseh tekmovanjih v klasifikaciji slik najbolǰse rezultate dosegle konvolucijske
nevronske mreže [48]. Uporabljajo se pri razpoznavanju predmetov na slikah
(klasifikacijo predmetov v realnem času omogoča že večina mobilnih telefo-
nov) in video posnetkih, procesiranju naravnega jezika, detekciji anomalij,
iskanju zdravil za zdravljenje bolezni ... [42]
V naslednjih dveh podpoglavjih tako predstavimo osnovno arhitekturo
nevronskih mrež in njihovo delovanje, pri čemer se zgledujemo po delih [44,
49, 50]. Sledi še predstavitev konvolucijskih nevronskih mrež, ki se jih v
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Slika 2.2: Primer preproste nevronske mreže z enim nevronom, tri dimen-
zionalnim vhodom in eno dimenzionalnim izhodom.
našem delu poslužimo za določanje taksonomske razvrstitve organizmov. In-
formacije o konvolucijskih nevronskih mrežah črpamo iz del [42, 51].
2.2.1 Arhitektura nevronske mreže
Nevronsko mrežo sestavlja urejena množica enot, ki se imenujejo nevroni.
Nevroni so med seboj povezani s povezavami, s katerimi se označijo funkcijske
odvisnosti med njimi. Na vhodu dobi nevronska mreža vektor z vrednostmi
atributov x, kot izhod pa vrne vektor napovedi y, pri čemer ima lahko ta eno
ali več dimenzij. V kolikor se model uporablja za regresijo, potem se navadno
uporabi ena dimenzija, pri klasifikaciji pa uporabimo toliko dimenzij, kolikor
je v podatkih različnih razredov.
Osnovno strukturo nevronske mreže je najlažje prikazati na preprostem
primeru z enim samim nevronom. Primer take mreže je prikazan na sliki 2.2.
V tem primeru nevron sprejme kot vhod vektor [x1, x2, x3] ter dodaten kon-
stanten nevron (+1). Nevron izračuna aktivacijsko vrednost po enačbi
hW,b(x) = σ(W
Tx) = σ(
∑3
i=1(Wixi + b)), kjer je σ aktivacijska funkcija in
sta W, b parametra, ki se med učenjem prilagodita danim podatkom. Najbolj
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Slika 2.3: Primer nevronske mreže z vhodnim nivojem iz treh enot, enim
skritim nivojem s tremi enotami ter izhodnim nivojem, ki ga sestavlja le en
nevron.
značilna in pogosto uporabljena aktivacijska funkcija je t.i. sigmoida:
σ(z) =
1
1 + e−z
. (2.12)
Velikokrat se uporabljata tudi funkciji ReLU (ang. rectified linear unit):
σ(z) = max (0, z) (2.13)
in tanh:
σ(z) =
ez − e−z
ez + e−z
. (2.14)
Nevronske mreže so tako sestavljene iz množice povezanih nevronov. Pre-
prost primer nevronske mreže iz treh nivojev je prikazan na sliki 2.3. Na levi
je vhodni nivo, sestavljen iz treh enot z dodanim konstantnim nevronom. Na
sredini je skriti nivo, ki prav tako sestoji iz treh nevronov in dodatnega kon-
stantnega nevrona. Sledi še izhodni nivo z enim samim nevronom. Število
nivojev označimo z nl (v našem primeru je nl = 3), posamezen nivo l pa z Ll.
Parametri nevronske mreže so tako (W (1), b(1), ...,W (nl−1), b(nl−1)), kjer W lij
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označuje utež med nevronom i z nivoja l in nevronom j z nivoja l + 1. Vse
uteži med nivojema l in l+ 1 se skupaj predstavi v matriki W (l). Parameter
b
(l)
i predstavlja pristranskost (konstantni člen), povezano z enoto i z nivoja
l + 1. Aktivacijo nevrona i nivoja l + 1 pa se izračuna:
z
(l+1)
i =
n∑
j=1
W
(l)
ij xj + b
(l)
i (2.15)
a
(l+1)
i = σ(z
(l+1)
i ) (2.16)
Enačbi za računanje aktivacijske vrednosti 2.15 in 2.16 je mogoče drugače
zapisati v matrični obliki kot:
z(l+1) = W (l)a(l) + b(l) (2.17)
a(l+1) = σ(z(l+1)). (2.18)
Uporaba matričnih operacij omogoča mnogo hitreǰse izvajanje računskih ope-
racij, zato se ta način s pridom izkorǐsča pri implementacijah nevronskih
mrež.
Parametre nevronske mreže se na začetku navadno inicializira na na-
ključne vrednosti, ki so blizu ničli [49], mogoče pa je uporabiti tudi druge,
bolj napredne načine inicializacije, ki se poslužujejo vzorčenja vrednosti iz
različnih porazdelitev [52]. Vhodne podatke, sestavljene iz primerov x in pri-
padajočih vrednosti y, se razdeli na manǰse množice {(x1,y1), ..., (xn,yn)},
ki se jih zaporedoma podaja nevronski mreži. Za učenje se tako uporablja že
prej omenjeni stohastični gradientni sestop, sestavljeno je iz dveh osnovnih
korakov. Najprej se mreži poda matriko xi, za katero se izračunajo vse akti-
vacijske vrednosti v nevronski mreži, rezultat zadnjega nivoja pa je vrednost
ŷi. Posodabljanje parametrov se izvede v drugem koraku, imenovanem vzvra-
tno razširjanje napake (ang. backpropagation), predstavljeno v naslednjem
podpoglavju 2.2.2.
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2.2.2 Vzvratno razširjanje napake
Pri učenju nevronske mreže je cilj prilagoditi parametre tako, da se napo-
vedi ŷi na učni množici čim manj razlikujejo od pravih vrednosti yi. Za
posodabljanje parametrov se uporabi gradientni sestop, pri čemer se skuša
minimizirati naslednjo kriterijsko funkcijo:
J(W , b;x,y) =
1
2
||hW ,b(x)− y||2. (2.19)
Z računanjem vrednosti gradientov se prične na zadnjem nivoju, kjer imamo
na voljo tako napovedi kot tudi dejanske vrednosti y. Računa se gradiente
za uteži ( δ
δW
(l)
ij
J(W , b)) in tudi za konstantne člene ( δ
δb
(l)
i
J(W , b)). Od za-
dnjega nivoja se postopoma nadaljuje z računanjem proti prvemu, dokler
niso sčasoma izračunani vsi gradienti. Za računanje vrednosti parcialnih od-
vodov se uporabi verǐzno pravilo odvajanja, pri čemer se na vsakem nivoju l
uporabi vrednosti, ki so bile prej izračunane na nivoju l+1. Od tod tudi ime
vzvratno razširjanje napake, saj se z računanjem napak začne pri zadnjem
nivoju in nato nadaljuje preko skritih nivojev proti prvemu. Ko so vrednosti
vseh gradientov izračunane, se utežem in členom pristranskosti prǐsteje nega-
tivne vrednosti gradientov, pri čemer se obenem upošteva parameter učenja
α, s katerim se nadzira hitrost učenja (α je lahko statičen ali pa se za časa
trajanja učenja spreminja):
W
(l)
ij = W
(l)
ij − α
δ
δW
(l)
ij
J(W , b) (2.20)
b
(l)
i = b
(l)
i − α
δ
δb
(l)
i
J(W , b)). (2.21)
Ko se parametri nevronske mreže posodobijo z uporabo opisanega po-
stopka, se ji poda novo matriko xi, iz katere se ponovno najprej izračunajo ak-
tivacijske vrednosti, potem pa se z vzvratnim razširjanjem napake izračunajo
še gradienti. Ta postopek se ponavlja, dokler ne pride do konvergence. Na
začetku so sicer obstajala mnenja, da imajo nevronske mreže velik problem,
ker se hitro ujamejo v enem izmed lokalnih minimumov, kar lahko vodi do
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slabega prilagajanja podatkom. Vendar se je izkazalo, da temu ni tako, saj
pri velikih mrežah model skoraj vedno doseže lokalne minimume podobne
kvalitete, ki dajejo dobre rezultate [42].
2.2.3 Konvolucijske nevronske mreže
Že v uvodnem delu tega poglavja 2.2 smo izpostavili poseben tip nevronskih
mrež, imenovan konvolucijske nevronske mreže, ki se izjemno dobro izkaže
pri detekciji, razpoznavanju in segmentaciji objektov na slikah. Konvolucij-
ske nevronske mreže ponavadi sprejmejo kot vhod tabele različnih dimenzij.
Če damo kot primer barvne slike, so to tri dvodimenzionalne tabele z inten-
zitetami pikslov za vsakega izmed treh barvnih kanalov, ki se uporabljajo za
digitalno predstavitev slik.
Tudi pri delovanju konvolucijskih nevronskih mrež se v ozadju skriva mo-
tivacija iz sveta biologije. Človeški vid namreč deluje tako, da specifični ne-
vroni v mrežnici zaznavajo le majhne dele vidnega polja. Nevroni v možganih
pa potem poskrbijo za združevanje zaznanih delov in ekstrakcijo komple-
ksneǰsih vzorcev. Konvolucijske nevronske mreže delujejo na podoben način;
zgrajene so iz dveh delov, prvi služi za ekstrakcijo značilk, drugi del pa za
klasifikacijo. Del za ekstrakcijo značilk je v glavnem sestavljen iz dveh tipov
nivojev, in sicer konvolucijskih (ang. convolutional layers) in združevalnih
nivojev (ang. pooling layers). Del za klasifikacijo pa je zgrajen iz povezanih
nevronov na način, kot je to predstavljeno v poglavju 2.2.1. Primer konvo-
lucijske nevronske mreže LeNet-5 je prikazan na sliki 2.4, kjer se vidi, kako
se sprva izmenjujejo konvolucijski in združevalni nivoji, na koncu pa sledi še
del s polno povezanimi nevroni.
Za konvolucijske nivoje so značilni filtri, ki imajo ponavadi zelo majhno
prostorsko dimenzijo, njihova globina pa je ponavadi enaka globini podatkov.
Ko podatki dosežejo konvolucijski nevron, se ta filter ”zapelje” čez celotno
matriko podatkov, kar rezultira v dvodimenzionalni aktivacijski tabeli. Če
nadaljujemo s primerom slik, je lahko en tak filter matrika velikosti 3× 3, ki
se jo potem uporabi na matriki z intenzitetami pikslov. Le-to se navadno do-
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Slika 2.4: Shematski primer delov konvolucijske nevronske mreže LeNet-5,
namenjene razpoznavanju ročno napisanih črk. Vir: LeCun Y. [53].
polni z dodajanjem ničel na robove (ang. zero-padding), s čimer se poskrbi,
da ne pride do izgubljanja informacij na robovih slike. Nato se začne s pre-
mikanjem po matriki slike, tako da se sprva vzame njen del v zgornjem levem
kotu velikosti 3×3. Produkt te pod matrike s filtrom se shrani kot del aktiva-
cije tega nevrona. Z izbranim korakom, ta je lahko več kot 1, se potuje desno
po matriki do konca vrstice in nato nadaljuje navzdol, dokler se ne pride do
konca desno spodaj. Na vsakem izmed teh korakov se izvede množenje filtra
z delom matrike intenzitet. Opisani postopek se imenuje konvolucija, nad
dobljeno matriko se zatem še uporabi aktivacijsko funkcijo, ki je v tem pri-
meru ponavadi ReLU. Različni filtri omogočajo zaznavanje različnih vzorcev
na slikah, lahko gre za zaznavanje robov pa tudi kompleksneǰsih oblik.
Združevalni nivoji služijo zmanǰsevanju velikosti dimenzij znotraj nevron-
ske mreže, kar omogoča hitreǰse delovanje in zmanǰsuje prekomerno prileganje
podatkov. Deluje na enak princip kot konvolucija, s premikanjem filtrov po
matriki podatkov, le da se kot rezultat vzame na primer le maksimalno vre-
dnost iz izbrane pod matrike (ang. Max pooling). Mogoča je uporaba tudi
filtra najmanǰsih (ang. Min pooling) ali povprečnih (ang. Average pooling)
vrednosti.
2.3. PREDSTAVITEV PODATKOV 29
2.3 Predstavitev podatkov
V našem magistrskem delu preizkusimo nadgradnjo algoritma DFMF na
bioloških podatkih o bakterijskih gostiteljih bakteriofagov. Matriko interakcij
med virusi in bakterijami je pridobila dr. Nika Janež iz dostopne literature.
Zbrani so bili podatki o 826 bakterijah in 120 litičnih fagih. Zabeleženih je
5221 pozitivnih interakcij, kar pomeni, da bakteriofag gostuje pri bakteriji,
in 1665 negativnih interakcij, kjer bakteriofag bakterije ne more napasti.
Za preostale možne kombinacije, ki jih je 92234, podatki ne obstajajo. To
pomeni, da matrika interakcij RV B ∈ R826×120 vsebuje 99120 vrednosti, od
tega je 92234 ničel, 5221 enic, 1665 pa jih je enakih −1.
Za organizme iz matrike interakcij (bakterije in bakteriofage) pridobimo
njihove genske zapise, ki jih prenesemo iz podatkovne baze NCBI v forma-
tih FASTA ali GenBank. Oba omogočata tekstovno predstavitev podatkov
o genskih zaporedjih organizmov pa tudi o zaporedju aminokislin, ki sesta-
vljajo proteine. Razlika je, da zapis GenBank vsebuje na začetku še več
dodatnih informacij o genomski sekvenci. To so na primer podatki o avtor-
jih zapisa, natančneǰsi opis organizma in njegove taksonomije ter podatki o
tem, v sklopu katere publikacije je do sekvenciranja prǐslo [54, 55]. V obeh
zapisih je genom predstavljen z zaporedjem črk A, T, G, C, ki predstavljajo
dušikove baze adenin, timin, gvanin in citozin. Iz podatkovne baze nam je
uspelo prenesti vseh 120 genomskih zapisov virusov, medtem ko smo bili pri
prenašanju podatkov bakterij manj uspešni in smo pridobili le 243 zapisov.
Problem je namreč, da so preostali zapisi shranjeni v formatu SRA [56], v ka-
terem se hrani množico kraǰsih sekvenc organizma (ponavadi kraǰsih od 1000
parov nukleotidov), ki se jih dobi pri postopku visoko-zmogljivega sekvenci-
ranja DNA (ang. high-throughput sequencing). Te zapise bi bilo potrebno
z uporabo posebnih orodij združiti v eno zaporedje, kar pa je žal preseglo
okvire tega dela. Poleg omenjenih 120 virusnih in 243 bakterijskih genomov
smo prenesli še ≈ 12000 virusnih in ≈ 25000 bakterijskih sekvenc, ki so bile
uporabljene za učenje nevronske mreže za določanje taksonomske razvrstitve
organizmov.
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Datoteke z zapisi genskih zaporedij v nekaterih primerih vsebujejo tudi
dodatne informacije o organizmih. To so na primer podatki o taksonomski
razvrstitvi sekvenciranega organizma ali pa o tem, kje je bil dani organizem
najden - tu gre najprej za državo in/ali mesto najdǐsča, potem pa tudi za
vir, iz katerega je bil organizem izoliran (ang. isolation source). Velikokrat
je prisoten tudi podatek o letu (in mesecu), v katerem je prǐslo do pridobitve
organizma. V datoteki je še polje, v katerem je zapisan gostitelj organizma,
vendar je ta podatek ponavadi premalo specifičen, da bi lahko na njegovi pod-
lagi določili dodatne interakcije v matriki RV B. Obstajajo še druga polja, v
katerih je na primer dodan komentar z dodatnim opisom organizma oziroma
genomskega zaporedja, pri bakterijah obstaja še podatek o sevu idr. Pro-
blem opisanih podatkov je v tem, da niso obvezni, hkrati pa niti niso najbolj
zanesljivi. To pomeni, da datotekam mnogokrat manjkajo določene informa-
cije, prav tako poimenovanja za določene stvari niso natančno določena. Na
primeru podatka o državi, ki naj bi načeloma vseboval le ime države, je mno-
gokrat dodano še ožje območje oziroma pokrajina ali mesto (na primer USA:
CA). Kot primer sta na slikah 2.5 in 2.6 prikazana histograma, ki kažeta
število virusov in bakterij za določeno državo.
V podatkih o viru, iz katerega je bil organizem izoliran, se nemalokrat
skrivajo slovnične napake oz. podobna poimenovanja istih stvari (na pri-
mer leaf in leaves, waste water in wastewater, clinical in clinical sample,
več različnih nizov, ki vsebuje besedo sewage itd.). Ko smo konstruirali ma-
triki, ki označujeta, iz katerega vira so bili virusi (RV S) ali bakterije (RBS)
izolirani, smo zato ta podobna poimenovanja virov združili. Pri matrikah,
ki definirajo državo virusa (RV C) ali bakterije (RBC), smo nize, v primeru,
da so ti vsebovali podrobneǰse podatke, razčlenili in dodali dva stolpca v
matriko; enega le za državo, drugega za celoten niz. Matrika ima vredno-
sti enake 1 na mestih, kjer velja, da je bil določen organizem, predstavljen
v vrstici i, dobljen v eni izmed držav, predstavljeni v stolpcu j. Preostale
vrednosti so enake 0. Podobno smo naredili tudi za matrike, ki definirajo
čas pridobitve organizma, saj je v podatkih včasih definirano samo leto, spet
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Slika 2.5: Histogram, ki prikazuje število virusov, izoliranih v posameznih
državah
Slika 2.6: Histogram, ki prikazuje število bakterij, izoliranih v posameznih
državah
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drugič je dodan tudi podatek o mesecu, obstajajo pa tudi primeri, ki vse-
bujejo drugačen format zapisa datuma. Nekatere informacije o viru, državi
in času zajetja organizma so prisotne tudi v zbranih podatkih o interakcijah
med fagi in bakterijami, tako da smo pri ustvarjanju matrik upoštevali tudi
te. Opazili smo tudi, da se nekatera poimenovanja razlikujejo samo v rabi
velike začetnice, zato smo vse nize pretvorili v male črke.
Poglavje 3
Reševanje problema hladnega
zagona z zlivanjem napovednih
modelov
Problem hladnega zagona, ki je značilen za večino algoritmov skupinskega
filtriranja in s katerim se sooča tudi metoda DFMF, smo predstavili že v
poglavju 2.1.1. Izziv, ki ga predstavlja ta problem je, na kakšen način inici-
alizirati faktorske matrike Gi na začetku izvajanja algoritma. Najbolj pre-
prost način je nastavitev na naključne vrednosti, vendar ta ponavadi ne daje
najbolǰsih rezultatov. Zato so se razvile druge, napredneǰse metode, ki inicia-
lizacijo izvedejo na bolj sofisticiran način, kar privede do hitreǰse konvergence
metode DFMF in doseganja bolǰsih rezultatov. To so na primer random Acol,
random C, algoritem gručenja z voditelji, idr. Ti algoritmi načeloma skušajo
v inicializacijske matrike preliti obstoječe znanje, ki ga je mogoče najti v
danih relacijskih matrikah Ri.
V magistrski nalogi hočemo preizkusiti še drugačen način inicializacije,
za kar uporabimo zlivanje napovednih modelov. Uporabiti želimo vzorce in
pravila, ki so se jih uspeli naučiti drugi modeli ter njihove napovedi pre-
nesti v začetne vrednosti faktorskih matrik algoritma DFMF. Ko v našem
konkretnem primeru spremenjeno verzijo metode apliciramo na podatkih o
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interakcijah med bakterijami in virusi, uporabimo prenos znanja iz konvolu-
cijske nevronske mreže deepTaxo, ki na podlagi genomskih zaporedij izvaja
taksonomsko klasifikacijo organizmov. Nevronsko mrežo predelamo tako, da
namesto taksonomske pozicije vrača latentni vektor značilk. Te vektorje po
vrsticah združimo v matriko, ki za viruse predstavlja GV , za bakterije pa
GB. Pred uporabo v DFMF matriki še zmanǰsamo drugo dimenzijo, za kar
uporabimo metodo glavnih komponent (PCA). V primeru, da za nek orga-
nizem nimamo genskega zaporedja, vektor nastavimo na majhne naključne
vrednosti, pri čemer njihov razpon določimo glede na distribucijo preostalih
podatkov, ki smo jih pridobili iz napovedi deepTaxo.
Naš prilagojen postopek je mogoče uporabiti tudi na drugačnih primerih;
lahko bi uporabili algoritme za določanje podobnosti genomskih sekvenc, ki
bi nam lahko razkrili vzorce, ki med seboj povezujejo viruse ali bakterije.
Pri priporočanju izdelkov uporabnikom bi lahko že prej izračunali podobno-
sti med uporabniki ali filmi - na primer z uporabo algoritmov, ki omogočajo
pridobivanje različnih informacij iz grafov, s katerimi bi ponazorili povezave
med uporabniki ali filmi. Pri prvih bi lahko graf definirali na podlagi po-
znanstev (na primer podatki iz socialnih omrežij), pri drugih pa glede na
to, ali filmi pripadajo istim kategorijam. Tudi pri določanju povezav med
boleznimi in zdravili bi lahko uporabili prenos znanja iz drugih algoritmov,
ki lahko razkrivajo podobnosti med samimi boleznimi (na primer simptomi)
in zdravili (podobnosti učinkovin, iz katerih so ta sestavljena). Spremenjeno
metodo DFMF je možno uporabiti še na mnogih drugih področjih in tako ni
omejena le na primer, ki ga uporabimo v našem magistrskem delu.
3.1 Prilagoditve metode DFMF
Problem hladnega zagona metode DFMF smo naslovili na več načinov, ki
smo jih potem preverili na različnih podatkovnih množicah. Na podlagi
dobljenih rezultatov smo lahko na koncu določili, katera izmed predlaganih
predelav metode DFMF daje najbolǰse rezultate.
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Prvi način, ki smo ga implementirali, deluje tako, da se metodi DFMF
najprej poda matrike, ki se jih pridobi iz napovedi drugih modelov, in se jih
potem uporabi kot faktorske matrike Gi. Algoritem se nato normalno iz-
vaja naprej, kar pomeni, da prihaja do posodabljanja vseh faktorskih matrik
(tako iz G kot tudi iz S) z uporabo posodobitvenih pravil, preko katerih se
izvaja gradientni sestop. Metoda se zaključi, ko skupna razlika (izračuna se
Frobeniusova norma) med rekonstruiranima matrikama R
(t)
ij in R
(t+1)
ij (pri
čemer t in t + 1 predstavljata zaporedni iteraciji) pade pod določeno mejo
ε ali pa algoritem preseže maksimalno število iteracij, ki se jih definira na
začetku izvajanja. Različica se imenuje INIT G. Tu preizkusimo še vpliv do-
datne regularizacije, tako da vsako iteracijo gradientnega sestopa matrikam
Gi uteženo prǐstejemo majhne naključne vrednosti - ta različica se imenuje
INIT G RND.
Druga možnost, ki smo jo poizkusili in nosi ime FIXED G, je ta, da se
tako kot pri prvem načinu Gi nastavijo z vrednostmi, prenesenimi od drugod.
Zatem se izračunajo samo še matrike Sij, algoritem pa se nato prekine in
do nadaljnjega posodabljanja faktorskih matrik ne pride več. Na ta način
preverimo, koliko informacij nam že v osnovi nudijo podane matrike ter če
lahko vrednosti, ki se izračunajo v Sij, že na začetku omogočijo dovolj dobro
povezavo informacij iz matrik Gi in Gj.
Tretji način, imenovan WEIGHTED G INIT, uporabi uteženo inicializa-
cijo, pri čemer se upošteva dvoje matrik; najprej se z uporabo ene izmed me-
tod, ki jih podpira DFMF (na primer z random Acol) inicializira Gi, potem
pa se tej matriki uteženo prǐstejejo še vrednosti, ki se pridobijo s prenosom
znanja od drugod. Utež wi = 0 pomeni, da se upošteva le inicializacijska
metoda, z uporabo uteži wi = 1 pa se upošteva le podana matrika značilk.
Od tu naprej se algoritem nemoteno izvaja dalje.
Različico, ki uporablja uteži, smo predelali še tako, da do uteženega
seštevanja vrednosti pride v vsaki iteraciji algoritma. Matriki G
(t)
i se v t-
ti iteraciji uteženo prǐsteje matrika značilk, ki je bila pridobljena iz nekega
drugega modela. Na ta način se v vsaki iteraciji vsiljuje upoštevanje prene-
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senega znanja. Različico označimo kot WEIGHTED G.
Zadnja verzija metode DFMF, ki smo jo implementirali, prav tako izvede
inicializacijo matrike Gi z uporabo ene izmed obstoječih metod, hkrati pa
sprejme in upošteva še dodatno matriko značilk. Ti dve matriki se potem
horizontalno združi skupaj, na združeni matriki pa se izvede PCA, s čimer se
zmanǰsa njeno dimenzijo na željeno, manǰso velikost. Ime metode je PCA G.
Tudi tej različici dodamo še prǐstevanje majhnih naključnih vrednosti vsako
iteracijo, to poimenujemo PCA G RND.
3.2 Prilagoditve nevronske mreže deepTaxo
Ko našo prilagojeno metodo DFMF na koncu apliciramo na podatkovni
množici, ki opisuje interakcije med bakterijami in virusi, dodatno znanje pri-
dobimo z uporabo konvolucijske nevronske mreže deepTaxo. Ta mreža prejme
na vhodu množico sekvenc nekega organizma ter skuša napovedati njegovo
taksonomijo (določiti položaj v filogenetskem drevesu življenja). Genomske
sekvence so predstavljene z zaporedjem črk, kot smo opisali v poglavju 2.3,
ki se jih pretvori v številske vektorje. Vsaka sekvenca je sicer sestavljena iz
več manǰsih delov, vsakega izmed njih se, pretvorjenega v številske vektorje,
poda nevronski mreži na vhodu. Kot izhod pa ta vrne vektorje, iz katerih se
na različne načine lahko izračuna pozicije na taksonomskem drevesu.
Za potrebe naše magistrske naloge smo mrežo spremenili tako, da se iz
končnih vektorjev ne izračuna taksonomskega položaja, ampak vektorje, pri-
dobljene za vsak odsek nekega organizma, povprečimo. Te povprečene vek-
torje lahko potem uporabimo v predelani metodi DFMF kot začetne vredno-
sti faktorskih matrik Gi, pri čemer jim je treba najprej zmanǰsati dimenzijo.
To storimo z uporabo metode PCA.
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3.3 Uporabljene tehnologije
Naše magistrsko delo sloni na algoritmu zlivanja heterogenih podatkov z upo-
rabo matričnega razcepa, ki ga je v svojem doktorskem delu pod mentorstvom
dr. B. Zupana razvila dr. M. Žitnik [15]. Implementacija metode je nare-
jena v programskem jeziku Python [57], ki ga v našem delu uporabimo za
implementacijo vseh funkcionalnosti. Metoda za svoje delovanje uporablja
knjižnice SciPy [58], Numpy [59] ter Joblib [60]. Prva je namenjena različnim
matematičnim in statističnim operacijam, druga omogoča poenostavitev in
pohitritev matričnih operacij, z zadnjo pa je mogoče na enostavneǰsi način
izvesti paralelizacijo implementiranih operacij.
V naši kodi se velikokrat poslužimo funkcij iz knjižnice scikit-learn [61],
v kateri so implementirani mnogi algoritmi, namenjeni podatkovnemu ru-
darjenju, in pomožne funkcije, ki olaǰsajo njihovo testiranje in razvoj drugih
algoritmov. Za vizualizacijo informacij uporabimo knjižnico za risanje gra-
fov Matplotlib [62]. Prenos in obdelavo sekvenc genomov virusov ter bakterij
izvedemo s knjižnico BioPython [63], katere glaven namen je uporaba za razi-
skovanje v bioinformatiki. Ker so podatki o interakcijah med fagi in bakteri-
jami na voljo v razpredelnici Google, kar omogoča konstantno posodabljanje
in morebitno popravljanje podatkov, smo do njih dostopali z uporabo Google
Docs API [64].
Konvolucijska nevronska mreža deepTaxo, razvita v okviru drugega pro-
jekta [65], ki smo jo uporabili in preuredili za naše potrebe, uporablja knjižnico
Keras [66] in okolje Tensorflow [67].
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Poglavje 4
Eksperimentalno vrednotenje
Implementacijo sprememb metode DFMF, ki smo jih opisali v preǰsnjem
poglavju 3.1, smo sprva testirali na podatkih, ki so bili umetno ustvarjeni. Na
ta način smo lahko izvedli obsežneǰse testiranje in se prepričali, da so bile naše
spremembe ustrezno implementirane. Izvajanje algoritma DFMF smo lahko
preizkusili na poljubno velikih matrikah, predvsem uporaba manǰsih matrik
nam je omogočila hitreǰsi razvoj in poenostavila morebitno razhroščevanje
ter preverjanje pravilnosti izvajanja programa. Hkrati nam je testiranje na
umetno ustvarjenih podatkih dalo podrobneǰsi vpogled na to, kakšen vpliv
imajo različice metode na rezultate. Podatke smo generirali na več različnih
načinov, s čimer smo pridobili rezultate o izvajanju naših prilagoditev iz več
zornih kotov. Vse to nam je omogočilo, da smo že na tem mestu lahko
ugotovili, katere spremembe se bolje izkažejo. Tako smo se tudi kasneje pri
testiranju na realnih podatkih bolj osredotočili na delovanje teh različic in
ne tistih, ki so se odrezale slabše kot osnovna verzija algoritma.
V naslednjem podpoglavju 4.1 tako predstavimo, na kakšne načine smo
ustvarili umetne podatke ter kako smo zasnovali naše eksperimente na njih.
V 4.2 prikažemo, na kakšen način smo ovrednotili izvedene spremembe, pod-
poglavje 4.3 opisuje uporabo in testiranje implementiranih različic metode
DFMF na realni podatkovni množici interakcij med bakteriofagi in bakteri-
jami. Rezultate, ki smo jih pridobili z opisanimi eksperimenti, predstavimo
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in podrobneje analiziramo v 5. poglavju.
4.1 Način ustvarjanja umetnih podatkov
Da bi kar se da natančno analizirali vpliv naših prilagoditev metode DFMF,
smo le-te preizkusili na več različnih tipih podatkov, ki smo jih ustvarili na
umeten način. Ker smo se pri tem osredotočili na vpliv zunanjih matrik na
kvaliteto rezultatov, smo naš podatkovni model zreducirali na le 2 objektna
tipa εV , εB z eno relacijsko matriko RV B, ki ta dva tipa povezuje. V našem
delu smo kasneje aplicirali DFMF na realnih podatkih bakterijskih gostite-
ljev virusov, zaradi česar smo že na tem mestu uporabili poimenovanje, ki
se navezuje na to problemsko domeno. Tako objektna tipa εV in εB pred-
stavljata viruse ter bakterije, RV B pa relacijsko matriko z interakcijami med
njimi. Iz tega sledi, da pride v algoritmu DFMF do matričnega razcepa re-
lacijske matrike na RV B ≈ GVSV BGTB, pri čemer je GV faktorska matrika
s predstavitvijo virusov v latentnem prostoru, GB matrika z latentno pred-
stavitvijo bakterij, SV B pa faktorska matrika, ki prostora virusov in bakterij
povezuje med seboj.
Prvi in najpreprosteǰsi način za generiranje podatkov, ki ga uporabimo in
poimenujemo DATA 0, deluje tako, da najprej ustvarimo matriko GV , ki jo
napolnimo z naključnimi vrednostmi. Relacijska matrika se potem izračuna
kot RV V = GVG
T
V . Algoritmu DFMF nato podamo izračunano relacijsko
matriko RV V , na kateri se bo izvedel razcep. Hkrati mu podamo še matriko
GV , ki se uporabi za inicializacijo faktorskih matrik. To pomeni, da se
podatki tukaj ustvarijo na zelo preprost način, ki vsebuje le en tip objektov
in ne dveh različnih. Pri vseh načinih inicializacije se matriki RV B, preden
se jo poda algoritmu DFMF, prǐsteje šum, s čimer se podatke bolj približa
realnim primerom. Šum simuliramo z majhnimi, naključnimi vrednostmi, s
katerimi se v majhni meri razbije vzorce v podatkih. Na koncu matriko še
binariziramo, kar pomeni, da njene vrednosti nastavimo na ničle in enice.
Za to uporabimo funkcijo, ki se ji s parametrom δ določi, kolikšen delež enic
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bo prisoten v matriki. V kolikor je vrednost parametra enaka δ = 0, 1, to
pomeni, da se bo 10% najvǐsjih vrednosti v matriki nastavilo na ena, preostale
pa bodo zamenjane z ničlami. Testiranje metod izvedemo za več različnih
vrednosti parametra δ, s čimer ugotovimo, kakšne natančnosti se dosežejo na
bolj ali pa manj redkih podatkih.
Druga različica (DATA 1 ), ki je zelo podobna prvi, deluje na način, da
se naključno ustvari še matrika GB, tako da se relacijsko matriko potem
izračuna po formuli RV B = GVG
T
B. V tem primeru se za računanje RV B
uporabi dve različni matriki in ne le ene same, kar se že bolj približa realnim
primerom.
Pri tretjem načinu, imenovanem DATA 2, se uporabi še vmesno ma-
triko SV B, katere vrednosti se nastavijo na 1. Sprva smo poizkusili tudi
matriko SV B generirati naključno, a se izkaže, da to v veliki meri razbije
vzorce v podatkih, kar močno oteži iskanje razcepa in privede do zelo niz-
kih rekonstrukcijskih natančnosti. Relacijska matrika se izračuna po formuli
RV B = GVSV BG
T
B, algoritem DFMF pa skuša doseči čim bolǰso aproksi-
macijo matrike RV B z matričnim razcepom, pri čemer se mu kot faktorski
matriki poda GV in GB.
Pri četrti verziji (DATA 3 ) inicializacije uberemo drugačno pot, saj želimo
doseči večjo podobnost z realnim primerom interakcij med fagi in bakteri-
jami, na katerem bomo kasneje aplicirali metodo. Predpostavljamo namreč,
da nam bo nevronska mreža deepTaxo vrnila podobne vektorje za tiste vi-
ruse oz. bakterije, ki se na filogenetskem drevesu življenja nahajajo blizu
eni drugim. Zato naključno ustvarimo m različnih vektorjev (m je velikost
druge dimenzije matrike), ki jih potem vstavimo v matriko GV tako, da se
ti večkrat ponovijo. Pri tem načinu se vsak izmed teh vektorjev v matriki
pojavi k-krat, kjer se k izračuna kot k =
⌊ n
m
⌋
(n je velikost prve dimenzije
relacijske matrike). Če se zgodi, da rezultat ni celo število, se zadnji vek-
tor ponovi večkrat. Na koncu vrstice v matriki še premešamo, tako da se
isti vektorji ne nahajajo skupaj, eden za drugim. S tem želimo v podatkih
predstaviti podobne organizme (v tem primeru gre sicer za povsem enake
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vektorje). Istega principa se poslužimo pri ustvarjanju matrike GB, relacij-
sko matriko pa izračunamo kot RV B = GVSV BG
T
B. Peta verzija (DATA 4 )
je enaka preǰsnji, le da se pri računanju RV B izpusti matriko enic SV B. Ker
so podatki v tem primeru zelo enostavni in vsi algoritmi dosegajo zelo vi-
soke natančnosti, rezultatov te različice v naslednjem poglavju ne prikažemo.
Šesta različica (DATA 5 ) je podobna DATA 3, le da se m različnih vektorjev
ponovi naključno-krat.
Na koncu poizkusimo kompleksnost podatkov, ustvarjenih pri DATA 5,
še malo nadgraditi, kar naredimo tako, da povečamo število različnih pona-
vljajočih se vektorjev. Število različnih vektorjev se določi naključno; naj-
manj jih je lahko n
4
, največ pa n
2
, pri čemer je n prva dimenzija matrike RV B.
Ta način se imenuje DATA 6.
4.2 Način vrednotenja sprememb
Prilagojene različice metode DFMF ovrednotimo na različnih podatkih, ki
jih ustvarimo na več različnih načinov, opisanih v preǰsnjem poglavju 4.1.
Testiranje izvedemo z uporabo k-prečnega preverjanja, kar pomeni, da se
matriko RV B naključno razdeli na k delov, kjer vsak vsebuje
n×m
k
vrednosti,
pri čemer je k število delov oz. ponovitev, (n,m) pa dimenziji matrike. Nato
se vzame prvega izmed k delov in zamaskira njegove vrednosti. To izve-
demo z uporabo posebnega tipa tabel, imenovanih MaskedArray, iz knjižnice
NumPy, ki omogočajo, da se neki matriki definira, katera polja so maskirana.
Metoda DFMF zna te informacije uporabiti na način, da poljem na maski-
ranih mestih nastavi enako vrednost. Ta je lahko poljubno izbrana ali pa
je na primer povprečje stolpca ali vrstice, v kateri se izbrano polje nahaja.
Med učenjem se tako ne upoštevajo dejanske vrednosti, ki se nahajajo na teh
poljih, ampak tiste, ki smo jih določili pri maskiranju. S tem preprečimo,
da bi se algoritem med učenjem preveč prilagodil opazovanim vrednostim
in hkrati simuliramo napovedovanje na mestih, kjer relacijska matrika nima
definiranih vrednosti (oz. se tam nahajajo ničle). Ko se v relacijski matriki
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GOSTITELJEV VIRUSOV 43
zamaskira n×m
k
vrednosti, se na njej požene algoritem DFMF in nato preveri,
kako se napovedane vrednosti skladajo s tistimi, ki so bile zamaskirane. To
se ponovi k-krat, kar pomeni, da je na vsakem koraku (k−1)n×m
k
vrednosti v
učni množici in n×m
k
vrednosti v testni množici. Na koncu se napake iz vseh
k delov povpreči, s čimer se lahko verodostojno določi napako rekonstrukcije
originalne relacijske matrike. Ponavadi nastavimo k = 10, kar pomeni, da je
na vsakem koraku 10% podatkov v testni in 90% podatkov v učni množici.
Napako računamo na dva možna načina; pri prvem uporabimo RMSE,
ki se izračuna kot kvadratni koren povprečja razlik med napovedmi in ori-
ginalnimi vrednostmi [68]. Pri drugem pa uporabimo AUC, ki je definirana
kot površina pod krivuljo ROC. Krivulja ROC na grafu predstavlja delež
pravilno pozitivno klasificiranih primerov v odvisnosti od deleža primerov,
ki so bili nepravilno določeni za pozitivne. Krivulja prikazuje, kako dobro
je model sposoben izvajati binarne klasifikacije v odvisnosti od določenega
praga, pri katerem se vrednosti večje od njega določi kot pozitivne, manǰse pa
kot negativne primere [69]. Da bi se še bolj izognili pristranskim rezultatom,
prečno preverjanje izvedemo večkrat in izračunamo povprečno napako.
4.3 Testiranje na podatkovni množici bakte-
rijskih gostiteljev virusov
Po testiranju na umetno ustvarjenih matrikah metodo DFMF apliciramo še
na realnem primeru. Gre za napovedovanje bakterijskih gostiteljev bakterio-
fagov, kjer imamo na voljo matriko RV B empirično dokazanih interakcij med
virusi in bakterijami, želimo pa si napovedati morebitne nove interakcije, ki
doslej v laboratoriju še niso bile potrjene. Podatkovno množico, na kateri
uporabimo metodo DFMF, smo podrobneje predstavili že v poglavju 2.3, v
tem poglavju pa se bolj osredotočimo na to, kako podatke predstavimo, da
se lahko uporabijo v metodi DFMF.
Uporabimo 5 različnih objektnih tipov; najprej so tu virusi εV in bakterije
εB, potem pa še države εC , izolacijski viri εS in datumi εD. Najprej imamo
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Slika 4.1: Shematski prikaz objektnih tipov ε iz podatkovne množice bak-
terijskih gostiteljev virusov in relacijskih matrik R, ki te tipe med seboj
povezujejo.
matriko s pozitivnimi in negativnimi interakcijami med virusi in bakterijami
R119×825V B , ki povezuje tipa virusov in bakterij (εV , εB). Dalje sta tu dve re-
lacijski matriki R119×37V D in R
825×37
BD , ki viruse in bakterije povežeta z datumi
zajetja organizmov iz okolja. Prva dimenzija predstavlja viruse ali bakterije,
druga pa vse možne datume zajetja, ki smo jih prebrali iz podatkov. V koli-
kor je bil organizem i zajet na datum j, se na mesto (i, j) v matriki nastavi
vrednost ena, sicer pa nič. R119×95V S in R
825×95
BS definirata, iz katerega vira so
bili virusi in bakterije izolirani, R119×59V C in R
825×59
BC pa, v kateri državi so bili
organizmi najdeni. Tudi tu prva dimenzija predstavlja bodisi bakteriofage
bodisi bakterije, druga pa vire oz. države izolacije. Shematski prikaz objek-
tnih tipov in relacijskih matrik, ki te tipe povezujejo med seboj, je prikazan
na grafu na sliki 4.1. Poleg tega, da se metodi definira graf zlitja, kar pomeni,
da se določi prej opisane objektne tipe in relacijske matrike, ki jih povezujejo,
je treba specificirati tudi range faktorskih matrik Gi. V kolikor so ti preve-
liki, pride do prekomernega prileganja modela podatkov, s premajhnimi pa
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ni mogoče zajeti vzorcev, ki so v njih prisotni. Velikost rangov se zato določi
eksperimentalno, vendar ponavadi na zelo nizke vrednosti.
Inicializacijo faktorskih matrik z uporabo prenosa znanja od drugod iz-
vedemo le pri relaciji med virusi in bakterijami, tj. pri razcepu relacijske
matrike RV B. Za to uporabimo konvolucijsko nevronsko mrežo deepTaxo, ki
jo prilagodimo na način, opisan v poglavju 3.2. Ustvarimo dva modela, pri
prvem se izvede učenje na virusnih podatkih, pri drugem pa na bakterijskih.
Učenje prvega modela izvedemo na približno 12000 genomskih zaporedjih
virusov, drugega pa na cca. 25000 bakterijskih genomih. Za vsak genom
virusov in bakterij iz relacijske matrike RV B, ki nam jih uspe pridobiti, nam
naučeni modeli nevronske mreže naredijo napovedi, ki jih uporabimo za ini-
cializacijo faktorskih matrik GV in GB. Da se izognemo prekomernemu
prileganju podatkom, želimo tudi tu imeti faktorske matrike z nizkim ran-
gom, zaradi česar na rezultatih nevronske mreže uporabimo metodo PCA, ki
preslika vektorje v ortogonalno bazo željenih, nižjih dimenzij.
Manǰsi izziv, ki se je pojavil pri podatkovni množici bakterijskih gosti-
teljev bakteriofagov, je tudi upoštevanje negativnih interakcij. Kot smo že
zapisali v poglavju 2.3, smo take interakcije v relacijskih matriki predstavili
z vrednostjo −1. Tako se naš problem malce spremeni, saj nimamo na voljo
samo binarnih in le pozitivnih podatkov. Čeprav gre pri metodi DFMF za
ne negativni matrični razcep, se negativne vrednosti iz relacijske matrike še
vedno upoštevajo. S tem dosežemo, da se vrednosti rekonstrukcijske matrike
na mestih negativnih interakcij nastavijo bolj proti ničli oz. preprečimo, da
bi se bližale enici, kar bi nakazovalo morebitno pozitivno interakcijo, čeprav
vemo, da tam to ni mogoče. Pri testiranju sicer preizkusimo oboje, učenje na
samo binarnih podatkih, kjer negativne vrednosti nastavimo na 0, in učenje
na celotnem naboru. Zaradi bolǰsih rezultatov v tem delu predstavimo le
rezultate, pridobljene na celotnem naboru vrednosti. Kot evalvacijsko me-
triko uporabimo AUC, saj tu računanje RMSE ni tako koristno; bolj nas
namreč zanima, kako dobro se klasificira dejanske interakcije (delež pravilno
klasificiranih pozitivnih primerov) kot pa splošna napaka pri napovedova-
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nju vrednosti. Kot pri testiranju na umetno ustvarjenih podatkih, kar smo
opisali v preǰsnjem poglavju 4.2, se tudi na tem mestu uporabimo k-prečno
preverjanje in računanja površine pod krivuljo ROC. Razlika je v tem, da v
testno množico tokrat dodajamo tako pozitivne kot tudi negativne vrednosti,
poleg tega pri vsaki izmed k iteracij prečnega preverjanja maskiramo še vse
ničelne vrednosti.
Ko želimo na koncu še izvesti napovedi potencialnih novih interakcij med
bakteriofagi in bakterijami, poženemo metodo DFMF na celotnih podat-
kih, ne da bi jih maskirali. Nato iz rekonstrukcijske matrike RV B izberemo
najvǐsjih x vrednosti in jih uredimo po velikosti. Ker so s številom 1 v
začetnih podatkih modelirane interakcije, predpostavljamo, da na mestih
(i, j), kjer se nahajajo vǐsje vrednosti, obstaja večja verjetnost, da virus i
napada bakterijo j. Izmed teh x vrednosti preverimo, katere se ujemajo z že
dokazanimi interakcijami in za potencialne nove vzamemo tiste, pri katerih
imamo v originalni matriki RV B zapisano ničlo.
Obravnava manjkajočih vrednosti z uporabo ansamblov
Kot smo že omenili v poglavju 2.3, nam žal ni uspelo pridobiti vseh 825 bak-
terijskih genomov, ampak smo na koncu iz nevronske mreže pridobili le 243
napovedi. Zato manjkajoče vrstice matrike GB nastavimo na naključne vre-
dnosti, pri čemer upoštevamo razpon vrednosti, ki jih vrača nevronska mreža
deepTaxo. Ker je v matriki GB vrstic z naključnimi vrednostmi kar 70, 5%,
postane izvajanje napovedi pri večkratnem zaganjanju metode močno odvi-
sno od naključnih vrednosti v matriki GB pri posameznem zagonu. To pri-
vede do tega, da se napovedne natančnosti med posameznimi zagoni močno
razlikujejo.
Da bi omejili vpliv naključnih podatkov na natančnost, se odločimo na-
povedi izvesti tako, da vsakič uporabimo večje število modelov, ki se učijo
na različnih inicializacijah matrike GB. Na ta način se ustvari ansambel mo-
delov, ki omogoča stabilneǰse in bolǰse napovedi, kot jih dosegajo posamezni
modeli. Napovedni modeli, ki sestavljajo ansamble, se sicer lahko razliku-
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jejo v vrednostih različnih parametrov ali pa v podatkih, na katerih se učijo.
V našem primeru gre za to zadnje. Obstaja več pristopov, kako na koncu
združiti napovedi posameznih modelov v skupno napoved, pri čemer se na-
vadno uporabi različne metode uteževanja rezultatov [70, 71]. Pri nas kot
končno napoved vzamemo kar povprečje posameznih napovedi.
Rangi faktorskih matrik
Način določanja rangov faktorskih matrik, ki ga uporabijo v članku [15],
opǐsemo v poglavju 2.1.1, sami pa se poslužimo malo drugačne metode.
Kot mero določanja kvalitete rezultatov metode DFMF tudi tu uporabimo
AUC, tako da ga računamo za različne range in rezultate prikažemo na
grafu. Pri poganjanju metode DFMF razdelimo podatke na učno in testno
množico, nato pa AUC računamo na učni množici, s čimer določimo, kako
se z večanjem ranga povečuje prileganje danim podatkom. Če začnemo z
zelo nizkimi rangi (npr. 2), se pričakuje, da bo z njihovim večanjem AUC
najprej hitro rasel, nato pa se bo naraščanje umirilo in začelo limitirati k
neki vrednosti, saj bodo faktorske matrike dovolj velike, da bodo omogočale
hranjenje večine informacij, ki so na voljo v podatkih. Problem je, ker pri
nadaljnjem večanju rangov pride do prekomernega prileganja podatkom, kar
rezultira v slabih napovedih na testni množici. Kot optimalen rang zato
uporabimo tistega, kjer na grafu pride do točke preloma in se hitro dviga-
nje AUC umiri. S tem se doseže, da se model nauči iz vhodnih podatkov,
a se hkrati prepreči, da bi prǐslo do prekomernega prileganja. V kolikor se
namesto AUC uporabi RMSE, je graf z rezultati drugačen, saj je pri nizkih
rangih razlika med osnovno in rekonstruirano relacijsko matriko večja, tako
da je tudi RMSE visok; z vǐsanjem ranga pa se začne RMSE nižati.
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Poglavje 5
Rezultati
5.1 Analiza učinkovitosti algoritma na ume-
tno ustvarjenih podatkih
Delovanje algoritma DFMF je odvisno od večjega števila spremenljivk, zaradi
česar je testiranje zelo kompleksno. Majhna sprememba ene izmed spremen-
ljivk lahko namreč povzroči veliko spremembo na napaki rekonstrukcijske
matrike. Zato skušamo biti pri izvajanju testiranja in interpretaciji rezulta-
tov čim bolj pozorni na vplive nastavitev, tako da delovanje analiziramo v
odvisnosti od več različnih parametrov. Najprej sicer izvedemo bolj splošno
primerjavo med rezultati, ki se pridobijo za različne tipe podatkov in različne
tipe predelav metode DFMF. Velikosti matrik, delež enic v relacijski ma-
triki in range faktorskih matrik v tem primeru fiksiramo na vrednosti, ki jih
določimo na podlagi obsežneǰsega testiranja, pri katerem ugotavljamo, kako
te lastnosti vplivajo na delovanje algoritma. Zelo močan vpliv ima na primer
redkost podatkov; različne variante delujejo različno dobro pri matrikah z
večjim ali manǰsim deležem le-teh. Vse te rezultate predstavimo v kasneǰsih
podpoglavjih tega poglavja. V zadnjem razdelku napǐsemo še naše ugotovi-
tve ter določimo, katere različice algoritma dajo najbolǰse rezultate glede na
dane pogoje.
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Slika 5.1: Vrednosti AUC na podatkih, ustvarjenih na osnoven način
DATA 0 z 10% enic.
5.1.1 Vpliv načina generiranja podatkov na natančnost
V tem razdelku predstavimo rezultate, ki jih pridobimo s poganjanjem več
variant metode DFMF na različno ustvarjenih umetnih podatkih. Velikost
matrik GV in GB, iz katerih se potem na različne načine ustvari relacijska
matrika RV B, nastavimo na 1000×25. V kolikor se pri ustvarjanju upošteva
tudi matrika enic SV B, ima ta posledično dimenziji 25 × 25. Odstotek enic
najprej nastavimo na 10%, potem pa še na 1%. Ta, druga številka, je bližje
deležu definiranih interakcij na realnih podatkih, na katerih izvajamo algori-
tem kasneje in ki jih je okoli 3%. Pri različicah metode DFMF, v katerih se
uporabljajo uteži, se te nastavijo na 0, 1.
Pri testiranju na matrikah z 10% enic so rezultati naslednji. Osnovni
način ustvarjanja podatkov ne pokaže pomembnih razlik med osnovno ver-
zijo algoritma in spremenjenimi različicami, kar lahko vidimo na grafu 5.1.
Najbolǰse rezultate dobimo z INIT G in WEIGHTED G INIT, ki dosežeta
AUC enak skoraj 0, 99, vendar je osnovna verzija BASIC le nekaj desetink
za njima. Najslabše rezultate dobimo s FIXED G, kjer AUC le za malo
5.1. ANALIZA UČINKOVITOSTI ALGORITMA NA UMETNO
USTVARJENIH PODATKIH 51
BASIC
0.86
0.88
0.90
0.92
0.94
0.96
0.98
AU
C
INIT_G
0.86
0.88
0.90
0.92
0.94
0.96
0.98
FIXED_G
0.86
0.88
0.90
0.92
0.94
0.96
0.98
INIT_G_RND
0.86
0.88
0.90
0.92
0.94
0.96
0.98
WEIGHTED_G
0.86
0.88
0.90
0.92
0.94
0.96
0.98
WEIGHTED_G_INIT
0.86
0.88
0.90
0.92
0.94
0.96
0.98
PCA_G_RND
0.86
0.88
0.90
0.92
0.94
0.96
0.98
Slika 5.2: Vrednosti AUC na podatkih, ustvarjenih na način DATA 1 z
10% enic.
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Slika 5.3: Vrednosti AUC na podatkih, ustvarjenih na način DATA 2 z
10% enic.
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Slika 5.4: Vrednosti AUC na podatkih, ustvarjenih na način DATA 3 z
10% enic.
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Slika 5.5: Vrednosti AUC na podatkih, ustvarjenih na način DATA 5 z
10% enic.
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Slika 5.6: Vrednosti AUC na podatkih, ustvarjenih na način DATA 6 z
10% enic.
preseže 0, 84, kar nakazuje, da faktorski matriki GV ,GB ne vsebujeta do-
volj informacij, ki bi omogočale direktno rekonstrukcijo relacijske matrike
preko računanja SV B. Napake pri drugem (graf 5.2) in tretjem (graf 5.3)
načinu ustvarjanja podatkov so zelo podobne kot pri osnovnem, do večjih
razlik pride šele pri DATA 3 (graf 5.4), kjer se nekatere izmed predelanih
različic precej bolje izkažejo kot pa osnovna različica. Vendar se na tem pri-
meru tudi vidi, da najbolǰse rezultate doseže algoritem FIXED G, iz česar
lahko sklepamo, da so podatki, ustvarjeni na ta način, zelo preprosti in jih
je mogoče že direktno rekonstruirati le z izračunom vmesne faktorske ma-
trike SV B. Zelo podobne rezultate nam da WEIGHTED G, ostali algoritmi
so malce slabši; drugače je pri WEIGHTED G INIT, katerega AUC se ne
razlikuje veliko od osnovne verzije. Vidi se, da tu prihaja do večjih nihanj
med večkratnimi zagoni iste metode, saj se začnejo pojavljati večji odkloni
med posameznimi meritvami. Najbolj je to opazno pri BASIC in WEIGH-
TED G INIT, ki sta na teh podatkih najbolj nestabilni. Rezultati DATA 5
(graf 5.5) so skoraj identični tistim pri DATA 3, le da so razlike med algo-
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Slika 5.7: Vrednosti AUC na podatkih, ustvarjenih na osnoven način
DATA 0 z 1% enic.
ritmi manǰse. Pri DATA 6 (graf 5.6) je situacija podobna kot pri prvih treh
načinih ustvarjanja podatkov; tu FIXED G ponovno doseže najslabše rezul-
tate s povprečnim AUC ≈ 0, 81, medtem ko ostali dosegajo AUC > 0, 96. Iz
predstavljenih rezultatov ne moremo reči, da prilagojene različice dosegajo
bolǰse rekonstrukcijske natančnosti kot pa osnovna. Ponavadi so razlike zelo
majhne, razlika v AUC je manj kot 0, 01, do večjih odstopanj pride le na
enostavneǰsih podatkih.
Izvajanje spremenjenih metod DFMF preizkusimo še enkrat na enako
velikih matrikah z istimi načini ustvarjanja podatkov, le da je tokrat odstotek
enic nižji, in sicer 1% namesto 10%.
Tokrat so razlike med osnovno verzijo metode DFMF in našimi spre-
menjenimi različicami večje. Že pri DATA 0 se slabše od osnovne verzije
z AUC ≈ 0, 92 izkaže samo še FIXED G, ki ima AUC ≈ 0, 87. Najbolje
rekonstruira originalno relacijsko matriko metoda WEIGHTED G z zelo vi-
sokim AUC ≈ 0, 99. Tudi PCA G RND in INIT G RND sta zelo blizu z
AUC ≈ 0, 98. Rezultati za ta primer so sicer predstavljeni na grafu 5.7.
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Slika 5.8: Vrednosti AUC na podatkih, ustvarjenih na način DATA 1 z 1%
enic.
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Slika 5.9: Vrednosti AUC na podatkih, ustvarjenih na način DATA 2 z 1%
enic.
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Slika 5.10: Vrednosti AUC na podatkih, ustvarjenih na način DATA 3 z
1% enic.
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Slika 5.11: Vrednosti AUC na podatkih, ustvarjenih na način DATA 5 z
1% enic.
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Slika 5.12: Vrednosti AUC na podatkih, ustvarjenih na način DATA 6 z
1% enic.
Testiranje na podatkih, ustvarjenih preko DATA 1, nam da zelo podobne
vrednosti kot pri preǰsnjem primeru (graf 5.8). Drugače je pri DATA 2
(graf 5.9), kjer so razlike med variantami manǰse. Najslabši je ponovno FI-
XED G z AUC ≈ 0, 85, ostale prilagojene verzije pa so si zelo blizu, pri njih
AUC presega 0, 99. Osnovna varianta ne zaostaja veliko, saj ima povprečen
AUC ≈ 0, 96. Zelo velike razlike se pojavijo pri DATA 3 (graf 5.10), kjer
osnoven DFMF in WEIGHTED G INIT dosežeta AUC ≈ 0, 80, pri vseh
ostalih variantah pa je AUC večji od 0, 98. FIXED G doseže zelo nizko re-
konstrukcijsko napako, kar ponovno dokazuje, da podani matriki ne vsebujeta
dovolj velike količine informacij. Kot se lahko vidi na grafu 5.11, je tudi pri
DATA 5 podobno kot pri pri preǰsnjem načinu, le da so tokrat razlike med
algoritmi manǰse. Na teh podatkih se pojavijo veliki odkloni med različnimi
meritvami pri metodah BASIC in WEIGHTED G INIT. Kompleksneǰsi po-
datki, ki se generirajo pri DATA 6, spet prikažejo večje razlike med osnovno
in prilagojenimi različicami. Osnovni algoritem doseže AUC ≈ 0, 83, najvǐsje
pa sežejo INIT G RND, WEIGHTED G in PCA G RND z AUC ≈ 0, 99.
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Izmed teh treh je najbolǰsi drugi z AUC = 0, 994.
Če pri relacijskih matrikah z 10% enic ni mogoče zaznati večjih razlik
med različnimi variantami metode DFMF, lahko vidimo, da se pri redkeǰsih
matrikah te razlike poglobijo. Velik vpliv ima sicer način ustvarjanja podat-
kov, saj se izkaže, da se osnovna različica precej slabo odreže na matrikah, ki
ne vsebujejo kompleksneǰsih vzorcev. Na takih podatkih sicer večina prilago-
ditev metode DFMF z visoko natančnostjo izvaja rekonstrukcije originalne
matrike. Pri kompleksneǰsih podatkih se slabši rezultati pojavijo še pri ne-
katerih drugih različicah, vendar je vsakič tako, da se vsaj nekaj prilagoditev
precej bolje izkaže od osnovne verzije. Vsakič je sicer najbolǰsa različica
WEIGHTED G, kjer se v vsaki iteraciji uteženo prǐstejeta matriki GV ,GB,
iz katerih je bila relacijska matrika sploh ustvarjena. Le redko daje dobre
rezultate tudi WEIGHTED G INIT ; utež 0, 1 je premalo, da bi preneseni
podatki imeli dovolj velik vpliv na izvajanje metode. Seveda je treba pri
rezultatih, ki jih daje metoda WEIGHTED G, biti previden; tukaj namreč
direktno podajamo algoritmu matrike, iz katerih je bila relacijska matrika
RV B ustvarjena. Prǐstevanje teh matrik v vsaki iteraciji ima očitno zelo velik
vpliv kljub uporabi majhnih uteži. Vseeno pa se pri izvajanju na realnih po-
datkih lahko pričakuje, da rezultati ne bodo tako dobri. Tedaj se bo namreč
prǐstevalo matrike, ki bodo sicer vsebovale znanje, ki naj bi omogočilo na-
tančneǰso rekonstrukcijo originalne relacijske matrike, vendar pa med njimi
in matriko RV B ne bo tako močne korelacije kot na umetnih primerih iz
tega poglavja. To dejstvo moramo upoštevati pri vseh rezultatih na umetnih
podatkih, vseeno pa je vpliv pri metodah, v katerih prǐstevamo matrike z
dodatnim znanjem v vsaki iteraciji, še večji. Z večjo mero zaupanja lahko
tako gledamo na rezultate metod INIT G, INIT G RND in PCA G RND.
Predvsem pri zadnjih dveh so natančnosti ponavadi zelo blizu tistim pri me-
todi WEIGHTED G, medtem ko je INIT G malce slabši (AUC je največ za
0, 02 nižji), a še vedno natančneǰsi od osnovne različice, ki ima v nekaterih
primerih AUC nižji celo za 0, 2.
5.1. ANALIZA UČINKOVITOSTI ALGORITMA NA UMETNO
USTVARJENIH PODATKIH 59
0.00 0.02 0.04 0.06 0.08 0.10
Delež enic
0.6
0.7
0.8
0.9
1.0
A
U
C
BASIC
INIT_G
INIT_G_RND
WEIGHTED_G_INIT
PCA_G_RND
Slika 5.13: AUC vrednosti na podatkih, ustvarjenih na način DATA 0 za
različne deleže enic.
5.1.2 Vpliv deleža enic v podatkih
V tem poglavju natančneje preverimo, kolikšen vpliv ima delež enic, priso-
tnih v podatkih, na natančnosti rekonstrukcije relacijskih matrik RV B. V ta
namen ustvarimo matrike z različnimi deleži enic in sicer: 10%, 7, 5%, 5%,
2.5%, 1%, 0, 5%, 0, 1%. To storimo večkrat (št. ponovitev je 10), pri čemer
nato na teh matrikah izvedemo k-prečno preverjanje (k = 5) in povprečimo
vrednosti AUC, ki jih izračunamo na rekonstruiranih relacijskih matrikah.
Povprečne vrednosti AUC z njihovimi napakami za večkrat generirane ma-
trike z izbranim deležem enic nato predstavimo na grafih.
Na podatkih DATA 0 dobimo rezultate, ki so prikazani na grafu 5.13. V
skladu z rezultati iz preǰsnjega podpoglavja, predstavljenimi na grafu 5.1, je
videti, da pri 10% enic razlik med algoritmi praktično ni oz. so zelo majhne
(vrednosti AUC se razlikujejo za manj kot 0, 2). Situacija je pri 7, 5% in
5% podobna, do večjih razlik pride šele pri 2, 5% enic, kjer se natančnosti
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Slika 5.14: AUC vrednosti na podatkih, ustvarjenih na način DATA 1 za
različne deleže enic.
osnovne metode in INIT G ter WEIGHTED G INIT opazno zmanǰsajo.
AUC osnovne metode pade na 0, 90, medtem ko imata INIT G RND in
PCA G RND približno enaki vrednosti (0, 97). Do 1% ostaneta rezultata
AUC algoritmov INIT G RND in PCA G RND približno enaka, pri nižjih
deležih pa začneta tudi ta dva padati. Pri ostalih različicah je padec precej
bolj očiten, pri 0, 1% pade AUC osnovne verzije na kar 0, 59. Takrat dosežeta
INIT G RND in PCA G RND AUC ≈ 0, 84 in AUC ≈ 0, 86. Vidi se tudi,
da je takrat algoritem precej bolj nestabilen, saj se vrednosti iste metode
med več ponovitvami lahko razlikujejo tudi za 0, 1.
Kot lahko vidimo na grafu 5.14, je na podatkih DATA 1 trend zelo po-
doben kot pri DATA 0. Rezultati različnih variant metode DFMF so pri
matrikah z večjim deležem enic zelo podobni, pri nižjih deležih pa pride do
velikih razlik. Vseeno so tukaj padci rekonstrukcijske natančnosti manǰsi kot
prej. Največja sprememba v primerjavi s podatki, ustvarjenimi na preǰsnji
način, je vidna pri 0, 1% enic, kjer osnovna verzija doseže precej vǐsji rezul-
5.1. ANALIZA UČINKOVITOSTI ALGORITMA NA UMETNO
USTVARJENIH PODATKIH 61
0.00 0.02 0.04 0.06 0.08 0.10
Delež enic
0.800
0.825
0.850
0.875
0.900
0.925
0.950
0.975
1.000
A
U
C
BASIC
INIT_G
INIT_G_RND
WEIGHTED_G_INIT
PCA_G_RND
Slika 5.15: AUC vrednosti na podatkih, ustvarjenih na način DATA 2 za
različne deleže enic.
tat z AUC ≈ 0, 85. Nato z vǐsanjem deleža enic sledi padec natančnosti na
AUC ≈ 0, 77 pri 0, 5% enic. Od tam naprej se rezultati izbolǰsujejo, tako
kot je to pri DATA 0. Do te visoke vrednosti pride zelo verjetno zato, ker
je takrat število enic v matriki RV B res že zelo majhno. Na matriki, ki ima
dimenziji 1000 × 1000, je to le 1000 enic in kar 999000 ničel. Možno je, da
lahko osnovna verzija z uporabo inicializacijskega algoritma random Acol bo-
lje nastavi začetne vrednosti kot pa uporaba podanih faktorskih matrik pri
algoritmih INIT G in WEIGHTED G INIT.
Izvajanje metode DFMF na podatkih, ki se jih ustvari na način imeno-
van DATA 2, vrne rezultate, ki so predstavljeni na grafu 5.15. Tokrat se
prilagojene različice obnašajo zelo podobno, najbolj odstopa osnovna ver-
zija, ki ima že pri 5% enic opazno nižji AUC, ki je enak 0, 88 (ostale različice
imajo AUC ≥ 0, 95). Tudi pri 1% so rezultati prilagojenih verzij metode zelo
skupaj, velike razlike so opazne šele pri 0, 1% enic. Pri tako nizkem deležu
osnovna metoda DFMF ponovno vrne zelo dobre rezultate, pri čemer doseže
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Slika 5.16: AUC vrednosti na podatkih, ustvarjenih na način DATA 6 za
različne deleže enic.
AUC -ja INIT G RND in PCA G RND (vrednosti enake približno 0, 98).
Rezultati na podatkih DATA 3 so zelo podobni preǰsnjima dvema, obe-
nem pa smo v preǰsnjem podpoglavju 5.1 ugotovili, da podatki DATA 3 in
DATA 5 ne vsebujejo nekih kompleksneǰsih vzorcev in so zelo enostavni.
Zato rezultate, ki smo jih dosegli na teh podatkih, tukaj izpustimo. Predsta-
vimo le še rezultate na podatkih DATA 6, ki so vidni na grafu 5.16. Podobno
kot pri DATA 2 je tu spet moč opaziti zelo visoke vrednosti AUC -ja, ki jih
doseže osnovni algoritem pri 0, 1% enic. Tokrat daje nižje vrednosti AUC
v primerjavi z ostalimi algoritmi WEIGHTED G INIT, kateremu vrednosti
padejo na 0, 95 že pri 5% enic, medtem ko vsi ostali dosežejo AUC ≈ 0, 99.
Iz predstavljenih rezultatov lahko povzamemo, da ima to, kolikšen delež
podatkov binarne matrike je ne ničeln, zelo velik vpliv na natančnost re-
konstrukcije relacijske matrike RV B. Če je delež enic večji od 10%, večini
algoritmov uspe doseči zelo majhne napake pri rekonstrukciji. Seveda vǐsanje
deleža ne gre do 100%, saj takrat dobimo zrcalen problem, da je v podatkih
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premalo ničel in preveč enic, kar spet oteži izvajanje rekonstrukcije. Večje
razlike se z nižanjem deleža prisotnih enic začno pojavljati pri 5% in se potem
večajo. Zanimivi so rezultati pri 0, 1%, ko osnovni algoritem dosega vrednosti
AUC, ki so primerljive oz. ponekod celo bolǰse od najbolǰsih različic. To sta
sicer INIT G RND in PCA G RND. Preizkusili smo tudi delovanje različice
WEIGHTED G, ki konstantno dosega zelo dobre rezultate. Manǰsi padec
je ponavadi viden šele pri 0, 1% enic, ko pri prvih treh načinih ustvarjanja
podatkov AUC pade iz 0, 99% na 0, 98%. Na podatkih DATA 3, DATA 5 in
DATA 6 so razlike večje, DATA 5 da najnižji AUC ≈ 0, 94. Vseeno pa je to
še vedno za 0, 05 več od drugega najbolǰsega algoritma, ki je PCA G RND.
Ker so rezultati tako konsistentni in ker menimo, da bo na realni podat-
kovni množici situacija drugačna, kar smo že obrazložili v preǰsnjem podpo-
glavju 5.1, jih na grafih tokrat ne prikažemo.
5.1.3 Vpliv uteži na natančnost
Kot smo že opisali v poglavju 3.1, pri nekaterih izmed spremenjenih različic
metode DFMF uporabimo uteži, s katerimi lahko uravnavamo vpliv po-
danih matrik na inicializacijo. Pri verzijah WEIGHTED G in WEIGH-
TED G INIT se ob inicializaciji faktorskih matrik G tem uteženo prǐstejejo
vrednosti, ki se jih pridobi od drugod. Pri različicah INIT G RND ter
PCA G RND je drugače, saj se v tem primeru prǐstevajo naključne vredno-
sti. Če bi v vsaki iteraciji prǐstevali naključne vrednosti, katerim bi določili
visoke uteži, bi to zmotilo proces gradientnega sestopa. Zmanǰsal bi se na-
mreč vpliv vrednosti, ki se izračunajo na podlagi gradientov, saj bi se te
povozile z naključnimi vrednostmi. Zato na teh metodah ne testiramo vpliva
uteži, marveč se osredotočimo le na različici WEIGHTED G in WEIGH-
TED G INIT, hkrati pa na grafih prikažemo še vrednosti osnovne verzije
BASIC in INIT G, kar omogoča bolǰso primerjavo rezultatov.
Graf 5.17 prikazuje vrednosti AUC na podatkih DATA 0. Metodi brez
uteži imata AUC enak, približno 0, 78 (osnovna verzija) oz. 0, 89 (INIT G).
V kolikor se uteži nastavi na wi = 0, 0, se algoritma WEIGHTED G in
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Slika 5.17: AUC vrednosti na podatkih, ustvarjenih na način DATA 0 za
različne vrednosti uteži.
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Slika 5.18: AUC vrednosti na podatkih, ustvarjenih na način DATA 2 za
različne vrednosti uteži.
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Slika 5.19: AUC vrednosti na podatkih, ustvarjenih na način DATA 3 za
različne vrednosti uteži.
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Slika 5.20: AUC vrednosti na podatkih, ustvarjenih na način DATA 6 za
različne vrednosti uteži.
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WEIGHTED G INIT obnašata enako kot osnovna različica, tako da takrat
vsi dosežejo rezultat enak približno 0, 78. Že pri uteži wi = 0, 1 je opaziti
velik skok v natančnosti; AUC metode WEIGHTED G je 0, 98, pri WEIGH-
TED G INIT pa 0, 86. Vidimo, kako ima nadaljnje povečevanje uteži zelo
majhen vpliv na natančnost, saj ta sploh pri WEIGHTED G ostaja približno
enaka 0, 98 ne glede na uteži. Tudi WEIGHTED G INIT se ne spreminja več
dosti, ko velikost uteži preseže 0, 5 in se ustali pri vrednostih, ki jih dosega
INIT G. Tako vidimo, kako inicializacija s prenosom vrednosti od drugod hi-
tro izbolǰsa rezultate. Pri algoritmu WEIGHTED G je to še posebej opazno,
saj nam rezultati še enkrat dokažejo to, o čemer smo pisali že v preǰsnjih dveh
podpoglavjih - da ima konstantno prǐstevanje zunanjih matrik na umetno ge-
neriranih podatkih (pre)velik vpliv. Graf, ki se ga dobi pri preizkušanju na
podatkih DATA 1, je skoraj identičen tistemu pri podatkih DATA 0, zato ga
tu izpustimo. Tudi rezultati na DATA 2 (graf 5.18) se ne razlikujejo veliko,
so pa vrednosti pri vseh algoritmih zelo visoke (že osnovna verzija dosega
AUC ≈ 0, 89), kar kaže na veliko enostavnost podatkov. Natančnosti pri
podatkih DATA 3 (graf 5.19) so tudi zelo visoke, zanimive pa so vredno-
sti različice WEIGHTED G INIT, ki kažejo zelo postopno vǐsanje AUC -ja v
odvisnosti od vǐsanja uteži. Šele ko so uteži enake 1, 0 AUC doseže vredno-
sti enake tistim, ki jih dosega INIT G (približno 0, 98). Tudi rezultati pri
testiranju na podatkih DATA 5 so zelo podobni tistim pri DATA 3, zaradi
česar jih tu ne predstavimo. Testiranje vpliva uteži pri DATA 6 prav tako
rezultira v podobnem grafu 5.20, vseeno pa algoritem WEIGHTED G INIT
že pri utežeh wi = 0, 8 doseže skoraj najvǐsji AUC. Pri utežeh wi = 0, 1 je
opazen manǰsi padec natančnosti, vendar gre tu res za majhno razliko (AUC
pade za manj kot 0, 01), tako da lahko to označimo kot napako. Na večini
podatkov je utež wi = 0, 1 dovolj, da pride do opaznega izbolǰsanja rezulta-
tov, le pri WEIGHTED G INIT na podatkih DATA 3, DATA 5, DATA 6 je
drugače, saj se najvǐsji AUC doseže šele pri zelo visokih utežeh. Kljub temu
za optimalno utež pri ostalih testih izberemo wi = 0, 1, saj se želimo izogniti
prevelikemu vplivu prenesenih podatkov.
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5.1.4 Vpliv rangov faktorskih matrik
Testiramo tudi, kakšen vpliv na rezultate imajo velikosti druge dimenzije ma-
trik GV ,GB, iz katerih se na enega izmed opisanih načinov ustvari relacijska
matrika. V preǰsnjih dveh podpoglavjih namreč prikažemo rezultate le za
velikost 25, saj se izkaže, da to nima velikega vpliva na razlike med rezultati
različic metode DFMF (testiramo še za velikosti 10, 50, 100). Bolj pomembno
je določanje rangov faktorskih matrik, ki se jih definira pred izvajanjem me-
tode in ki povedo, kakšnih dimenzij bodo faktorske matrike, na katere se bo
razcepilo podano relacijsko matriko. Ker pri testiranju na umetnih podatkih
našim različicam podajamo matrike, ki vsebujejo veliko količino informacij
o dani relacijski matriki, tukaj večanje ranga vedno vodi v izbolǰsanje re-
zultatov. Pri apliciranju na realni podatkovni množici podane matrike ne
vsebujejo toliko informacij, zato se z vǐsanjem rangov točnosti izbolǰsujejo le
do neke mere; kasneje pride do prekomernega prilagajanja učni množici, zato
pride do zmanǰsanja napovedi na testni množici. Vpliv različnih rangov pri
testiranju na realnih podatkih predstavimo v poglavju 5.2.3.
5.1.5 Pregled
V preǰsnjih podpoglavjih smo opisali rezultate, ki smo jih dobili pri testiranju
prilagojenih različic algoritma DFMF na različnih tipih podatkov. Delova-
nje smo testirali v odvisnosti od več različnih parametrov, pri čemer smo se
osredotočili na tiste, za katere smo ugotovili, da imajo največji vpliv na rezul-
tate. Izkaže se, da imata tako delež enic v podatkih kot tudi velikost uteži pri
različicah, ki jih uporabljajo, velik vpliv na natančnost rekonstrukcije origi-
nalne matrike. Sklepali bi lahko, da se skoraj vedno najbolje obnese različica
WEIGHTED G, vendar smo že v preǰsnjih podpoglavjih opisali zadržke, za-
radi katerih ne moremo priti do tega zaključka. Več o tem napǐsemo ob
testiranju na realni podatkovni množici v poglavju 5.2.
Za najbolj potencialni prilagoditvi lahko tako označimo INIT G RND in
PCA G RND, ki ponavadi dosegata rezultate, ki so precej blizu tistim, ki jih
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vrača WEIGHTED G. Vsakič se bolje od osnovnega algoritma obnese tudi
različica INIT G, kar nam kaže, da lahko inicializacija faktorskih matrik s
podatki, ki se pridobijo s prenosom znanja, res pomaga metodi pri iskanju
(bolǰsega) lokalnega minimuma.
5.2 Analiza učinkovitosti algoritma na podat-
kovni množici bakterijskih gostiteljev vi-
rusov
Po tem, ko dosežemo obetavne rezultate pri testiranju prilagojenih metod
DFMF na umetno ustvarjenih podatkih, njihovo delovanje preizkusimo še
na realni podatkovni množici, ki opisuje dokazane interakcije med bakteri-
jami in bakteriofagi. Podatke, ki jih uporabimo, smo opisali v poglavju 2.3,
način, na katerega jih prilagodimo in predstavimo, da se jih lahko uporabi
v metodi DFMF, pa v poglavju 4.3. V naslednjem podpoglavju 5.2.1 na
kratko opǐsemo, kako smo pridobili latentne značilke taksonomskih napo-
vedi za sekvence bakterij in virusov. Podpoglavje 5.2.2 vsebuje obrazložitev
in utemeljitev uporabe ansamblov modelov. V 5.2.3 opǐsemo rezultate, ki
jih dobimo ob poganjanju različnih verzij metode DFMF na omenjenih po-
datkih, potem pa še preizkusimo, kakšen vpliv na napako ima pri določenih
verzijah raba različnih uteži. Na koncu poizkusimo še napovedati potencialne
nove interakcije, ki do sedaj še niso bile uradno dokazane in tako v podatkih
niso označene. Ta del predstavimo v 5.2.4.
5.2.1 Pridobitev napovedi iz konvolucijske nevronske
mreže deepTaxo
Naučili smo dva modela, prvega na genomskih sekvencah bakterij, drugega
pa na sekvencah virusov. Kot smo že dejali v poglavju 2.3, smo prenesli pri-
bližno 25000 sekvenc bakterij in 12000 sekvenc virusov, na katerih smo potem
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opravili učenje. Število krogov učenja (ang. epoch) smo obakrat nastavili na
10. Ko sta bila modela naučena, smo z njima opravili napovedi na sekvencah
virusov in bakterij, ki so prisotni v matriki interakcij med njimi. Tako smo
dobili matriki, v katerih je vsaka vrstica predstavljala vektor značilk laten-
tnega prostora. Matriko z napovedmi na virusnih sekvencah uporabimo za
inicializacijo GV , matriko z napovedmi na bakterijskih sekvencah pa za GB.
5.2.2 Uporaba ansamblov
Zaradi problema z manjkajočimi vrsticami v matriki GB smo za izbolǰsanje
napovednih natančnosti uporabili ansamble modelov, in sicer na način, ki smo
ga opisali v poglavju 4.3. Da bi se prepričali, če uporaba ansamblov izbolǰsuje
napovedi na nestabilnih podatkih, smo se jih najprej odločili preizkusiti na
nekaj preprostih množicah podatkov, na katerih smo uporabili preproste al-
goritme strojnega učenja, kot so linearna in logistična regresija, naključni
gozdovi in algoritem k-najblǐzjih sosedov. Pognali smo jih na nekaj znanih,
prosto dostopnih množicah podatkov, in sicer na podatkih o diagnosticiranih
primerih raka dojke iz Winsconsina [72], na podatkih o ocenjevanju kvalitete
vina s severa Portugalske [73], na podatkih o nepremičninah v Bostonu in
njihovih cenah [74] ter na množici podatkov o ponarejenih bankovcih [75]. V
kolikor podatki vsebujejo več kot dva razreda, smo jih ustrezno pretvorili, da
smo lahko izvajali binarne napovedi. Poizkus smo izvedli tako, da smo vsako
množico podatkov razdelili na učno in testno množico ter vsak klasifikacijski
algoritem 50-krat naučili na učnem delu in izvedli napovedi na testnem delu.
Hkrati pa smo učnim podatkom pri vsaki izmed ponovitev prǐsteli naključne
vrednosti. Napovedi iz vsake iteracije smo shranili in na koncu na grafu
prikazali dvoje: krivuljo ROC ansambla, ki za napoved uporabi povprečje
vseh 50 napovedi, ter povprečno krivuljo ROC za napovedi vsake iteracije
posebej. Poizkus smo ponovili 2-krat; prvič tako, da smo seme generatorja
naključnih števil vsako iteracijo spreminjali, drugič pa tako, da smo ga vsakič
nastavili na enako vrednost.
Rezultati, ki jih z uporabo različnih klasifikatorjev pridobimo na štirih
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Slika 5.21: Krivulje ROC za napovedovanje diagnoz na podatkovni množici
diagnoz raka dojke.
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Slika 5.22: Krivulje ROC za napovedovanje ocen na podatkovni množici
ocenjevanja kvalitete vina.
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Slika 5.23: Krivulje ROC za napovedovanje vǐsine cen na podatkovni
množici o nepremičninah v Bostonu.
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Slika 5.24: Krivulje ROC za napovedovanje prevar na podatkovni množici
o ponarejenih bankovcih.
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podatkovnih množicah, so prikazani na grafih 5.21, 5.22, 5.23 in 5.24. Pri
poganjanju na teh podatkih vsakič pride do tega, da se na levem grafu, ki
prikazuje rezultate, kjer se vsako iteracijo prǐstejejo enake vrednosti, krivu-
lje ROC povprečne napovedi prekrivajo s povprečno krivuljo ROC napovedi
vsake iteracije. Prav tako ni razlik med krivuljami ROC za napovedi iz vsake
iteracije. Desni grafi, pri katerih se prǐstevajo naključne vrednosti, ki so za
vsako iteracijo različne, se od levih močno razlikujejo. Pri algoritmih na-
ključnih gozdov in k-najblǐzjih sosedov se vidi, da so krivulje ROC povprečne
napovedi vedno bolǰse od povprečne krivulje ROC posameznih napovedi (to
se opazi tudi pri vrednostih AUC, napisanih v legendah grafov). Uporaba
ansamblov pri teh dveh algoritmih torej vedno močno izbolǰsa napovedne
natančnosti v primerjavi s posameznimi napovedmi. Ostala dva algoritma
sta stabilneǰsa, zato razlik med posameznimi napovedmi načeloma ni. Na
primeru napovedovanja diagnoz raka dojk (graf 5.21b) se tako pri algoritmu
naključnih gozdov kot tudi pri algoritmu k-najblǐzjih sosedov zgodi, da an-
sambel modelov doseže AUC vǐsji za približno 0, 10. Največje razlike so sicer
opazne na množici podatkov o ponarejenih bankovcih, kjer se AUC algoritma
k-najblǐzjih sosedov izbolǰsa za kar 0, 25. Zelo majhen napredek je viden na
množici ocenjevanja kvalitete vina (graf 5.22b), kjer se napovedovanje ocen,
vǐsjih od 5, izkaže za težavno opravilo in so vrednosti AUC vseh algoritmov
zelo nizke. Napovedovanje, če je vǐsina cen nepremičnin v Bostonu vǐsja od
določenega zneska, je enostavneǰse, tako da so tam vrednosti AUC visoke
tudi brez uporabe ansamblov (graf 5.23b).
Predstavljeni rezultati nam kažejo, da se v primeru velike naključnosti v
podatkih izplača uporabiti ansamble modelov, saj ti omogočajo, da se vpliv
naključnosti omili. Na ta način dosegajo bolǰse rezultate kot pa posamezni
modeli. Vendar to velja samo za manj stabilne algoritme, ki lahko kon-
vergirajo k različnim lokalnim minimumom. Ker je tudi pri metodi DFMF
zagotovljena le konvergenca k enemu od lokalnih minimumov, pri testira-
nju prilagoditev metode uporabimo ansamble, kjer se prav tako poslužimo
50 modelov, naučenih na podatkih, dopolnjenih z naključnimi vrednostmi,
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ustvarjenimi z uporabo različnih semen.
5.2.3 Rezultati DFMF -ja na podatkih o interakcijah
med bakteriofagi in bakterijami
Na podatkovni množici o bakterijskih gostiteljih virusov najprej testiramo
delovanje različic metode DFMF tako, da preverimo, pri katerih rangih ma-
trik GV in GB te dajo najbolǰse rezultate. Za metode, ki za svoje delovanje
uporabljajo različne uteži, izvedemo še testiranje, s katerim določimo njihove
najbolj optimalne vrednosti. Rezultate, ki jih dobimo pri obeh testiranjih,
predstavimo v naslednjih dveh podpoglavjih.
Določanje rangov faktorskih matrik
Optimalne range določimo na način, ki smo ga opisali v poglavju 4.3, pri
čemer se osredotočimo na testiranje vpliva rangov rV in rB, ki določata fak-
torski matriki GV in GB. Pri testiranju na manǰsem naboru kombinacij
rangov namreč opazimo, da imata največji vpliv na rezultate prav rV in
rB, medtem ko spreminjanje ostalih rangov nima pomembnega vpliva na
natančnost rekonstruiranja relacijske matrike RV B.
Najprej enega izmed rangov rV in rB fiksiramo in spreminjamo le drugega.
Poizkusili smo s fiksiranjem na nekaj različnih vrednosti in se potem na
podlagi rezultatov odločili za nizke range (rV = rB = 6), saj po grafih sodeč
takrat še ne pride do prekomernega prileganja. Testiranje izvedemo tako, da
učenje poteka le na učni množici, v kateri je 80% označenih vrednosti, napako
pa potem izračunamo tako na učni kot tudi na testni množici. To ponovimo
10-krat in rezultate povprečimo, za napovedovanje pa uporabimo ansamble s
50 modeli. Rezultati na učni množici so predstavljeni na grafu 5.25a, kjer se
vidi, da so za začetni rang rV = 2 vrednosti AUC nižje za vse različice metode
DFMF. Najnižje so WEIGHTED G, INIT G RND in PCA G RND, ki imajo
AUC ≈ 0, 84. Precej dobro se obnese osnovna različica, pri kateri je AUC ≈
0, 95 (rezultatov verzije FIXED G na grafu ne prikažemo, saj so vrednosti
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(b) Rezultati na testni množici.
Slika 5.25: Vrednosti AUC pri testiranju različic DFMF na podatkovni
množici s podatki o bakterijskih gostiteljih virusov v odvisnosti od različnih
rangov faktorske matrike GV .
zelo nizke; pri rangu 2 je AUC ≈ 0, 50). Ko se rang poveča na rV = 4,
pride pri večini metod do skokovitega naraščanja natančnosti, INIT G RND
in PCA G RND tu dosežeta že AUC ≈ 0, 975, kar je za 0, 135 več kot prej.
Metoda WEIGHTED G raste počasneje in ima pri rV = 4 AUC ≈ 0, 88.
Pri osnovni metodi in WEIGHTED G INIT se tudi pri rV = 6 še lahko vidi
manǰse spremembe, potem pa se razlike med rezultati za različne range zelo
zmanǰsajo, zato za optimalen rang rV določimo vrednost 6. INIT G se dvigne
za 0, 02 še pri rangu 8 in potem ustali. Pri INIT G RND in PCA G RND
je dviganje po rV = 4 minimalno. Drugače je pri WEIGHTED G, kjer
se naraščanje ustavi pozneje, tako da je optimalen rang v tem primeru 10.
Graf 5.25b prikazuje rezultate na testni množici, ki pa niso v skladu z našimi
pričakovanji. Če se pričakuje, da bo AUC na učnih podatkih vedno vǐsji, saj
se z večjimi rangi lahko zajame večjo količino informacij in tako bolj prilagodi
originalnim podatkom, bi na testnih podatkih z vǐsanjem moralo priti do
prekomernega prilagajanja učni množici in posledično do padca vrednosti
AUC. Vendar do tega ne pride, saj tudi pri rangu 50 ne pride do opazneǰsega
zniževanja napovednih točnosti.
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(b) Rezultati na testni množici.
Slika 5.26: Vrednosti AUC pri testiranju različic DFMF na podatkovni
množici s podatki o bakterijskih gostiteljih virusov v odvisnosti od različnih
rangov faktorske matrike GB.
Teste za različne range izvedemo še tako, da fiksiramo rang rV in spre-
minjamo vrednosti rB. Vrednosti AUC so prikazane na grafu 5.26a. Ta je
zelo podoben preǰsnjemu, pri katerem se je spreminjal rang rV , le da se tukaj
tudi INIT G ustali že pri rangu 4 ter da so natančnosti metode WEIGH-
TED G tukaj nižje (optimalen rang te metode bi tukaj bil že 8). Poleg tega
imata metodi PCA G RND in INIT G RND vrednosti AUC pri rangu 2 kar
za 0, 09 vǐsje kot prej. Na grafu 5.26b z rezultati na testnih podatkih po-
novno ne pride do padca natančnosti, zato opravimo še teste, ko ranga rV , rB
povečujemo hkrati.
Na rezultatih, ki se jih dobi s testiranjem na učni množici (graf 5.27a),
se lahko opazi nekaj manǰsih razlik v primerjavi s preǰsnjimi, ko spremi-
njamo le rV ali pa samo rB. Pri BASIC in WEIGHTED G INIT bi range
lahko določili kot rV = rB = 6, ostali (razen WEIGHTED G) se ustalijo
nekoliko kasneje; lahko bi vzeli rang 8 ali 10). So pa spremembe pri rangih
vǐsjih od 6 res majhne, tako da bi tudi pri teh metodah lahko izbrali rang
6. WEIGHTED G preneha s hitrim naraščanjem natančnosti pri rangu 10,
vendar potem vseeno še naprej konstantno raste tudi, ko sta ranga velikosti
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Slika 5.27: Vrednosti AUC pri testiranju različic DFMF na podatkovni
množici s podatki o bakterijskih gostiteljih virusov v odvisnosti od različnih
rangov faktorskih matrik GB in GV .
50. Velika razlika pa je vidna na rezultatih testne množice, prikazanih na
grafu 5.27b. Tu začnejo vrednosti AUC za nekatere algoritme padati pri
rangu 15 (osnovna različica BASIC, WEIGHTED G INIT in INIT G). To
se sklada z našimi predpostavkami, da napovedna natančnost testnih podat-
kov začne padati, ko se model preveč prilagodi učnim podatkom. Očitno
ta pojav pri spreminjanju le enega ranga ni prisoten, ker je drugi rang tako
nizek. To omogoči, da ne pride do pretiranega prilagajanja učnim podatkom.
Zanimivo pa je, da do padca natančnosti ne pride pri metodah INIT G RND,
PCA G RND in WEIGHTED G. Tem metodam je skupno to, da se vsako
iteracijo gradientnega sestopa prǐsteje bodisi naključne vrednosti bodisi vre-
dnosti, prenesene iz konvolucijske nevronske mreže.
Ko metodama INIT G RND in PCA G RND nastavimo utež na 0, kar
pomeni, da do prǐstevanja naključnih vrednosti ne prihaja več, dobimo re-
zultate, prikazane na grafu 5.28. Krivulja INIT G RND je tedaj enaka algo-
ritmu INIT G. Vrednosti AUC metode PCA G RND tokrat začnejo padati
po rangu 15 in pri rangih rV = rB = 50 celo padejo najnižje izmed vseh al-
goritmov. Tako se izkaže, da če se vsako iteracijo prǐsteje majhne naključne
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Slika 5.28: Vrednosti AUC pri testiranju različic DFMF na testnem delu
podatkovne množice s podatki o bakterijskih gostiteljih virusov v odvisnosti
od različnih rangov faktorskih matrik GB in GV . Pri različicah INIT G RND
(ki je tako enak INIT G) in PCA G RND ne pride do prǐstevanja naključnih
vrednosti.
vrednosti, to v učenje vnese ravno dovolj veliko mero naključnosti, kar pre-
prečuje prekomerno prileganje učni množici.
Na vseh grafih, ki prikazujejo rezultate za različne range, se sicer lahko
vidi, da so vrednosti napovedi za različne zagone ansamblov metod ponavadi
konsistentne. To je sicer odvisno od posamezne metode, največje odklone
je videti pri metodi WEIGHTED G, kjer so lahko odkloni mere AUC tudi
0, 025, kar kaže na večjo nestabilnost te metode.
Različice metode DFMF, ki jih implementiramo in ki se poslužujejo pre-
nosa znanja iz konvolucijske nevronske mreže deepTaxo, za inicializacijo upo-
rabijo matrike, nad katerimi najprej opravimo zmanǰsanje dimenzij, za kar
uporabimo metodo PCA. Pri analizi teh matrik ugotovimo, da se pri matriki
z napovedi za viruse doseže 99% razložene variance z uporabo 6 komponent,
pri matriki napovedi za bakterije pa to dosežemo z uporabo 12 komponent (s
6 komponentami je skupna razložena varianca enaka 97%). Uporaba nizkih
rangov tako zadošča, saj z zmanǰsanjem dimenzij matrik z uporabo metode
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PCA izgubimo zelo malo informacij.
Da bi še podrobneje preučili vpliv rangov na delovanje metod, izvedemo
več testov z uporabo prečnega preverjanja za različne velikosti rangov rV
in rB. Krivulje ROC za nekaj izbranih različnih rangov (4, 6, 8, 10, 20,
30, 40, 50) so prikazane na grafih 5.29, 5.30. Tako kot smo to storili v po-
glavju 5.2.2, tudi tu na grafih prikažemo oboje: krivulje ROC povprečne
napovedi ansambla modelov ter krivulje ROC posameznih napovedi iz an-
sambla. Izkaže se, da se z uporabo ansamblov doseže vsaj tako dobre na-
povedi, kot jih dajejo posamezni modeli. Pri nekaterih različicah (BASIC,
INIT G , WEIGHTED G INIT ) postajajo sicer razlike z večanjem rangov
vedno večje in razen na primeru metode WEIGHTED G postaja razmak
med točnostmi posameznih napovedi in napovedi ansambla vedno večji. Pri
tej se namreč največje razlike opazijo pri nizkih rangih, ko dosega slabše
natančnosti. Testiranje s prečnim preverjanjem tudi nakazuje, da do pre-
tiranega prileganja učnim podatkom pride kasneje, kot bi lahko sklepali iz
grafov testiranja rangov, graf 5.27. Vidi se lahko, da se osnovna verzija naj-
bolje obnaša pri nižjih rangih, saj je pri rV = rB ∈ {6, 8, 10} krivulja skoraj
enaka in je vrednost AUC ≈ 0, 97. Ko gresta ranga preko 10, pa začne
natančnost padati, kar se ujema s preǰsnjimi grafi vrednosti AUC na testni
množici za različne range. Z algoritmom INIT G je drugače in najvǐsjo na-
tančnost doseže kasneje, pri rV = rB ∈ {8, 10, 20}, kjer je AUC ≈ 0, 97.
Nato tudi tu začnejo površine pod krivuljo ROC počasi padati. Rezultati, ki
se ne skladajo s tem trendom padanja, so sicer vidni pri rangu 50, kjer AUC
te metode spet naraste. Vseeno se vidi, da so posamezne napovedi te metode
slabše in da prihaja do večjih razlik med njimi. Uporaba ansambla omogoča,
da se iz teh slabših napovedi izlušči informacije, s katerimi se doseže vǐsjo na-
tančnost. Natančnost različice WEIGHTED G INIT narašča podobno kot
BASIC in pri rV = rB ∈ {6, 8, 10} doseže AUC ≈ 0, 97. Slabe rezultate daje
pri nizkih rangih WEIGHTED G, ki ima pri rV = rB = 4 AUC ≈ 0, 80. Z
uporabo vǐsjih rangov pa natančnost narašča in pri rV = rB = 40 doseže
kar 0, 94. Pri rezultatih INIT G RND in PCA G RND se AUC vrednosti z
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Slika 5.29: Krivulje ROC pri testiranju različic DFMF na podatkovni
množici s podatki o bakterijskih gostiteljih virusov v odvisnosti od različnih
rangov ({4, 6, 8, 10}) faktorskih matrik GB in GV .
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(a) Krivulje ROC za rV = rB = 20.
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(b) Krivulje ROC za rV = rB = 30.
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(c) Krivulje ROC za rV = rB = 40.
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(d) Krivulje ROC za rV = rB = 50.
Slika 5.30: Krivulje ROC pri testiranju različic DFMF na podatkovni
množici s podatki o bakterijskih gostiteljih virusov v odvisnosti od različnih
rangov ({20, 30, 40, 50}) faktorskih matrik GB in GV .
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Slika 5.31: Vrednosti AUC pri testiranju različic DFMF na podatkovni
množici s podatki o bakterijskih gostiteljih virusov v odvisnosti od različnih
vrednosti uteži.
vǐsanjem rangov večajo in limitirajo k vrednosti 0, 97. Opazimo, da pri teh
dveh metodah in različici WEIGHTED G, tako kot se to zgodi pri grafih z
vrednostmi AUC za različne range, do pretiranega prilagajanja učni množici
ne pride.
Testiranje uteži
Kot smo to storili na umetno ustvarjenih podatkih, tudi na realni množici pre-
izkusimo, kako se različici WEIGHTED G in WEIGHTED G INIT izkažeta
za različne vrednosti uteži wi (najmanj 0, 0 in največ 1, 0). Vse range na-
stavimo na 6, razen rBS, rV S, ki ju nastavimo na 4. Vrednosti AUC v od-
visnosti od velikosti uteži so prikazane na grafu 5.31. Če se osredotočimo
na vrednosti metode WEIGHTED G, vidimo, da večanje uteži zelo hitro po-
slabša natančnosti napovedi, saj že pri utežeh wi = 0, 1 AUC pade iz 0, 95
na 0, 82. Pri nadaljnjem povečevanju se natančnost občasno malo izbolǰsa,
82 POGLAVJE 5. REZULTATI
vendar se na grafu spet vidi, da se vrednosti AUC pri izbrani uteži razlikujejo
za ±0, 01. Drugače je pri metodi WEIGHTED G INIT, ki pri wi = 0 dosega
najvǐsji AUC, enak tistemu od osnovne metode. Z vǐsanjem se natančnost
počasi slabša, tako da je pri wi = 1 AUC ≈ 0, 94. Osnovna metoda sicer
konstantno dosega AUC ≈ 0, 95, INIT G ji sledi z AUC ≈ 0, 94. Uporaba
metod z utežmi na realnih podatkih ne dosega tako dobrih rezultatov, kot
je bilo to na umetno ustvarjenih, kar smo sicer pričakovali še posebej v pri-
meru rabe metode WEIGHTED G. Vseeno pa so natančnosti različice WEI-
GHTED G INIT pri nizkih utežeh primerljive tistim, ki jih dosega osnovna
metoda.
Pregled
Iz rezultatov testiranja na realni podatkovni množici, ki so predstavljeni v
preǰsnjih treh podpoglavjih, vidimo, da prilagoditve metode DFMF ne iz-
bolǰsajo natančnosti osnovnega algoritma. Kljub temu pa več različic doseže
enake vrednosti AUC kot metoda BASIC, le da pri drugih rangih. Pri nižjih
rangih to uspe metodama INIT G in WEIGHTED G INIT, pri vǐsjih pa
tudi ostalim (razen seveda FIXED G, ki daje zelo slabe rezultate). Da bi se
izognili prekomernemu prilagajanju učnim podatkom, pri večini algoritmov
za optimalne range vseeno vzamemo nižje vrednosti (rV = rB = 6). Dej-
stvo je tudi, da se vrednosti med različnimi zagoni ansambla enega algoritma
lahko razlikujejo tudi do 0, 02, tako da so metode precej primerljive med se-
boj. Ugotovili smo, da je rang faktorskih matrik zelo pomemben faktor, ki
močno vpliva na natančnost rekonstrukcije osnovne relacijske matrike RV B.
Prǐstevanje naključnih vrednosti faktorskim matrikam Gi zmanǰsa vpliv pa-
rametrov algoritma, kar med učenjem prepreči prekomerno prileganje učni
množici in omogoči rabo večjih rangov. Kljub temu pa metode, ki to izvajajo,
ne dosežejo vǐsjih natančnosti kot BASIC, INIT G in WEIGHTED G INIT.
Če se v vsaki iteraciji prǐstevajo matrike z napovedmi iz nevronske mreže
deepTaxo, kar se dogaja pri WEIGHTED G, potem to prepreči, da bi se mo-
del naučil do konca, zato AUC doseže visoke vrednosti šele za zelo visoke
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range, kjer bi sicer pričakovali, da bo prǐslo do pretiranega prilagajanja učni
množici.
Zelo velik vpliv na rezultate imajo tudi naključno ustvarjene vrednosti,
s katerimi zapolnimo manjkajoče vrstice v faktorskih matrikah, kar pa vodi
do razlik med rezultati za posamezne zagone metode. Čeprav se vrednosti
AUC za zagone na različnih naključnih podatkih ne razlikujejo pretirano,
smo ugotovili, da uporaba ansamblov navadno izbolǰsa napovedne točnosti
oziroma zmanǰsa vpliv naključnosti v podatkih.
5.2.4 Napovedi interakcij med bakteriofagi in bakteri-
jami
Ko zaključimo z analizo natančnosti metode DFMF in prilagoditev, ki smo
jih na njej opravili, skušamo z uporabo metod še izvesti napovedi morebi-
tnih novih interakcij med bakteriofagi in bakterijami, ki do sedaj še niso
bile uradno potrjene v laboratoriju. Vzamemo osnovno različico BASIC in
prilagojeno INIT G, ki dosežeta najbolǰsi rekonstrukcijski natančnosti in ju
poženemo na celotni matriki RV B, ne da bi uporabili maskiranje vredno-
sti. Tudi tukaj uporabimo ansamble petdesetih modelov. Nato se osre-
dotočimo na rekonstruirano matriko RV B, kjer vrednosti uredimo po veliko-
sti od največje do najmanǰse in na grafih prikažemo vrednosti, ki se nahajajo
na mestih med 4000 in 6000. Na tem intervalu pride namreč do pojava, ko
vrednosti v realni matriki prehajajo iz enic v ničle. Grafa 5.32a in 5.32b pri-
kazujeta napovedi osnovne verzije BASIC. Zanimajo nas rdeče pozicije, saj
na teh podatek o razmerju med virusom in bakterijo ne obstaja, v originalni
matriki RV B je tu ničla. V kolikor se visoka vrednost napove kombinaciji, ki
ima v originalni matriki določeno −1, to namreč pomeni, da gre skoraj go-
tovo za napako algoritma. Možno je sicer tudi, da je bil podatek o negativni
interakciji nepravilno dokazan v laboratoriju, a je verjetnost za to manǰsa.
Na grafu se rdeče obarvane vrednosti okrog 0, 27 najprej pojavijo na mestih
4974 in 4975, dalǰse zaporedje se nadaljuje še naprej do mesta 5153, pri čemer
je večina vrednosti enakih približno 0, 22. Na toplotni karti 5.33 so prikazane
84 POGLAVJE 5. REZULTATI
4000 4250 4500 4750 5000 5250 5500 5750 6000
Mesto
0.0
0.2
0.4
0.6
0.8
Na
po
ve
da
na
 v
re
dn
os
t
(a) Rdeči stolpci označujejo vrednosti, kjer je v originalni matriki RV B ničla.
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(b) Zeleni stolpci označujejo vrednosti, kjer je v originalni matriki RV B minus
ena.
Slika 5.32: Na grafih so z modro črto prikazane po velikosti padajoče urejene
napovedi algoritma BASIC na mestih od 4000 do 6000.
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Slika 5.33: Najvǐsje napovedane vrednosti matrike RV B na mestih, kjer
se v originalni matriki nahajajo ničle. Prikazanih je največ 10 virusov ali
bakterij, v primeru več enakih napovedi se njihovo število poveča. Napovedi
so bile narejene z ansamblom osnovne metode BASIC.
še najvǐsje napovedane vrednosti za 10 različnih bakterij in 4 viruse. Najvǐsjo
možnost za potencialno interakcijo imata tako virus TP1 in bakterija 423925
z napovedano vrednostjo enako 1, 1. Sledita še dve kombinaciji z vrednostma
okrog 0, 27, preostale napovedi pa so nižje ali enake 0, 24. Glede na število
interakcij, ki imajo enako napovedano vrednost (0, 22), bi kot morebitne in-
terakcije lahko pregledali še tiste, ki imajo vrednosti vǐsje od 0, 22, čeprav
verjetno tudi te že predstavljajo šum. S toplotne karte se tudi vidi, da ima
virus TP11 prikazanih kar 8 potencialnih interakcij (virus se večkrat pojavi
tudi na nižje rangiranih mestih, ki tu niso prikazana). Ta bakteriofag ima
v originalni matriki potrjenih 412 interakcij, tako da je razumljivo, da ga
algoritem rangira visoko in mu pripǐse veliko število potencialnih gostiteljev.
Napovedane vrednosti algoritma INIT G so predstavljene na grafih 5.34a
in 5.34b, kjer se več rdeče obarvanih vrednosti prikaže že na mestih med
4826 in 4860 velikosti približno 0, 36. Do dalǰsega zaporedja pride od me-
sta 4888 dalje (tu vrednosti padejo na približno 0, 24). Najvǐsje vrednosti
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(a) Rdeči stolpci označujejo vrednosti, kjer je v originalni matriki RV B ničla.
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(b) Zeleni stolpci označujejo vrednosti, kjer je v originalni matriki RV B minus
ena.
Slika 5.34: Na grafih modra črta prikazuje po velikosti padajoče urejene
napovedi ansambla metod INIT G na mestih od 4000 do 6000.
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Slika 5.35: Najvǐsje napovedane vrednosti matrike RV B na mestih, kjer
se v originalni matriki nahajajo ničle. Prikazanih je največ 10 virusov ali
bakterij, v primeru več enakih napovedi se njihovo število poveča. Napovedi
so bile narejene z ansamblom metode INIT G.
napovedi za 2 virusa in 10 bakterij so prikazane na toplotni karti 5.35, kjer
zelo visoko vrednost 1, 1 doseže kombinacija virusa TP1 in bakterije 423925,
kar se ujema z najvǐsjo napovedjo metode BASIC. Bakteriofag TP1 ima v
originalni relacijski matriki kar 672 interakcij, bakterija 423925 pa 10. Na
karti ni za virus TP1 prikazane več nobene potencialne interakcije, naslednje
najvǐsje vrednosti pripadajo virusu TP11 in preostalim devetim bakterijam.
Še približno 20 naslednjih interakcij ima enako vrednost okrog 0, 36, pri vseh
gre za isti virus TP11. Da bi en virus napadal še toliko dodatnih bakterij je
sicer možno, a ne najbolj verjetno. Zanimivo je, da se prvih deset najvǐsje
rangiranih bakterij med algoritmoma BASIC in INIT G razlikuje, enaka je
le najvǐsje rangirana kombinacija. Do nekaj podvojenih bakterij pride šele,
ko vzamemo 50 najvǐsje rangiranih potencialnih interakcij, število se potem
seveda hitro zvǐsuje, če jih vzamemo na primer 100. Če pri testiranju ne
uporabimo ansamblov, se izkaže, da je metoda INIT G manj konsistentna
od osnovne različice; ob večkratnem poganjanju metode prihaja do rezulta-
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tov, ki se med seboj lahko včasih precej razlikujejo. Občasno se zgodi tudi
to, da algoritem velikemu številu kombinacij določi enake vrednosti, kar po-
meni, da je toplotna karta v takem primeru zelo raztegnjena - trije virusi
lahko dosežejo visoke vrednosti z več deset bakterijami. Tako se tu še enkrat
vidi problem manjkajočih vrednosti v matrikah GV ,GB, ki jih nadomestimo
z naključno izbranimi števili.
Če primerjamo grafa 5.32b in 5.34b, se lahko opazi razlike v tem, da
INIT G vǐsje klasificira večje število kombinacij, ki so v originalni matriki
označene z −1. Pri BASIC je število zelenih črt z vǐsjimi vrednostmi precej
manǰse. Iz tega lahko sklepamo, da ta različica izvaja slabše napovedi kot pa
osnovna metoda DFMF, saj kot pozitivne klasificira večje število negativnih
interakcij.
Poglavje 6
Sklep
V magistrski nalogi smo uporabili algoritem za zlivanje podatkov z uporabo
matrične tri-faktorizacije DFMF, pri čemer smo se osredotočili na problem
hladnega zagona. Problem smo naslovili z uporabo prenosa znanja iz re-
zultatov drugih modelov v fazi inicializacije faktorskih matrik. V ta namen
smo ustvarili več različnih prilagoditev metode DFMF in njihovo delovanje
sprva preizkusili na umetno ustvarjenih podatkih, ki so bili generirani na več
načinov. S tem smo izvedli osnovno preverjanje prilagojenih metod, s čimer
smo lahko dobili osnovne informacije o tem, kako se obnašajo spremenjene va-
riante metode DFMF in določili, kako velik vpliv na delovanje imajo različni
parametri. Pri testiranju na teh podatkih smo ugotovili, da ima delež enic v
podatkih velik vpliv na to, kakšne rezultate dosegajo različice metode DFMF.
Pri podatkih z vǐsjimi deleži so razlike med metodami manǰse, pri tistih z
nižjim številom enic pa se poglobijo. Pri različicah, ki se jim pred izvajanjem
definira uteži, ima velikost le-teh pomemben vpliv na potek izvajanja in re-
konstrukcijsko natančnost. Nekatere izmed prilagojenih metod dajejo zelo
spodbudne rezultate in se predvsem na redkeǰsih podatkih izkažejo bolje kot
osnovna različica.
Po analizi prilagoditev metode DFMF na umetno ustvarjenih podatkih
se osredotočimo še na realen problem določanja bakterijskih gostiteljev vi-
rusov, kjer skušamo napovedati potencialne nove interakcije. Kot osnovo
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uporabimo podatke o interakcijah, ki so bili zbrani v okviru drugega pro-
jekta. Prenos znanja izvedemo iz konvolucijske nevronske mreže deepTaxo,
ki na podlagi genomov določi taksonomsko uvrstitev organizmov. Genomske
zapise prenesemo iz podatkovne baze NCBI in jih ustrezno obdelamo za po-
trebe nevronske mreže. Iz prenesenih datotek, ki vsebujejo genome organiz-
mov, izvlečemo še dodatne informacije, ki jih v metodi DFMF uporabimo kot
dodatne vire. Nevronsko mrežo prilagodimo na način, ki omogoča, da lahko
njene klasifikacijske napovedi uporabimo za inicializacijo faktorskih matrik
v algoritmu DFMF. Na podatkih interakcij med bakteriofagi in bakterijami
nato izvedemo testiranje prilagoditev metode DFMF, pri čemer nobena iz-
med prilagoditev ne uspe bistveno izbolǰsati rezultatov osnovne metode. Pri
testiranju ugotovimo, da ima zelo velik vpliv na rezultate izbira rangov fak-
torskih matrik, zaradi česar to še podrobneje analiziramo in tako določimo
optimalne range. Izkaže se tudi, da se s prǐstevanjem majhnih naključnih vre-
dnosti faktorskim matrikam prepreči prekomerno prilagajanje učni množici,
kar omogoča visoke rekonstrukcijske natančnosti tudi v primeru rabe vǐsjih
rangov. Pri matrikah, ki vsebujejo napovedi nevronske mreže, imamo ve-
liko število manjkajočih vrstic, ki jih nadomestimo z naključnimi vrednostmi.
Izkaže se, da lahko uporaba ansamblov metod izbolǰsa napovedne natančnosti
in omili vpliv naključnosti v podatkih. To pa je res tudi pri osnovni metodi,
ki za inicializacijo faktorskih matrik uporablja algoritem random Acol. Na
koncu izberemo dve najbolǰsi različici metode DFMF in ju poženemo na
celotnih podatkih ter iz rekonstruirane relacijske matrike določimo potenci-
alne nove interakcije med bakterijami in virusi. Žal je število napovedanih
interakcij, na katere bi lahko gledali z večjo mero zaupanja, zelo majhno.
V magistrskem delu nam kljub obetavnim rezultatom, ki jih s prilagoje-
nimi metodami dosežemo na umetno ustvarjenih podatkih, ne uspe bistveno
izbolǰsati rezultatov osnovne metode na realnem problemu določanja bakte-
rijskih gostiteljev virusov. Razlog za to tiči v napovedih konvolucijske ne-
vronske mreže, ki jih uporabimo za inicializacijo faktorskih matrik. Zaradi
manjkajočih podatkov o genomskih sekvencah nam pri 826 bakterijah namreč
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manjka kar 583 napovedi. V kolikor bi želeli doseči bolǰse in bolj zanesljive
rezultate, bi morali implementirati združevanje delov genomskih sekvenc, da
bi napovedi lahko opravili še za preostale bakterije. Konvolucijsko nevronsko
mrežo bi lahko predelali v večmodalno nevronsko mrežo, s čimer bi pridobili
napovedi, ki bi vsebovale še bolǰse informacije o podobnostih med organizmi.
Prav tako bi lahko izpopolnili oz. razširili podatke, s katerimi smo definirali
ostale relacijske matrike.
Med izdelavo magistrske naloge smo pridobili veliko novega znanja o algo-
ritmih, namenjenih zlivanju podatkov z več virov z uporabo matričnega raz-
cepa in o nevronskih mrežah. Naučili smo se, kako zelo pomembna je kvali-
teta podatkov in njihova začetna obdelava, preden se jih uporabi v algoritmih
strojnega učenja. Razširili smo svoje znanje v rabi različnih knjižnic, ki so
namenjene strojnemu učenju, ter se naučili mnogo novega o bakteriofagih in
njihovem velikem potencialu za zdravljenje bakterijskih okužb.
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[65] A. ALIČ, Klasifikacija virusnih in bakterijskih genomov s konvolucij-
skimi nevronskimi mrežami (2020).
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