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Abstract
The segmentation of digital images is one of the essential steps in image
processing or a computer vision system. It helps in separating the pixels into
different regions according to their intensity level. A large number of segmenta-
tion techniques have been proposed, and a few of them use complex computa-
tional operations. Among all, the most straightforward procedure that can be
easily implemented is thresholding. In this paper, we present a unique heuris-
tic approach for image segmentation that automatically determines multilevel
thresholds by sampling the histogram of a digital image. Our approach em-
phasis on selecting a valley as optimal threshold values. We demonstrated that
our approach outperforms the popular Otsu’s method in terms of CPU com-
putational time. We demonstrated that our approach outperforms the popular
Otsu’s method in terms of CPU computational time. We observed a maxi-
mum speed-up of 35.58× and a minimum speed-up of 10.21× on popular image
processing benchmarks. To demonstrate the correctness of our approach in
determining threshold values, we compute PSNR, SSIM, and FSIM values to
compare with the values obtained by Otsu’s method. This evaluation shows
that our approach is comparable and better in many cases as compared to well
known Otsu’s method.
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1. Introduction
In most computer vision systems, one of the essential preprocessing tasks is
the image segmentation. The reliability of the outputs depends on the quality
of the input image provided by the image preprocessing. Thus, research is
progressing in the direction of enhancing the quality of input images to eliminate
noise, visual artifacts, and redundancy of information. One of the most used
techniques to handle these issues is Image Segmentation. It is the process of
grouping pixels into different groups or segments in an image. Each such group
represents an object in an image providing a better understanding of the objects
in the given image.
Recently, image segmentation have been applied in a number of areas such
as Medical Imaging for the detection of brain tumor or the study of brain de-
velopment of neonatal brain from Magnetic Resonance Imaging (MRI) scanning
[1, 2, 3, 4], improvement of irregularity detection in biometric fingerprint [5],
landscape analysis of remotely sensed satellite images [6], also for object detec-
tion in still and moving images [7] .
The approach of image segmentation can be broadly categorized into
discontinuity-detection and similarity-detection based methods [8]. The for-
mer is an approach of segmenting an image into regions based on discontinuity,
whereas the later segments image into regions based on the similarity of pixels.
Image segmentation can be achieved by a number of varying techniques, some of
these are 1) thresholding, 2) clustering-based, 3) edge-based, 4) region-based, 5)
watershed-based methods, 6) partial differential equation-based and 7) Artificial
Neural Network (ANN)-based segmentation methods.
One of the simplest image segmentation technique is thresholding. In this
method, a threshold value is chosen to segment an image. All pixel values above
or below the threshold value are classified as object or as a background. When
only a single threshold value is used to segment image, it is known as global
3thresholding, and when multiple threshold values are used to segment one or
more objects, it is referred to as local thresholding techniques. Clustering in
image segmentation is a technique of thresholding, in which an image is parti-
tioned into K-clusters. For each K-clusters, a cluster center is chosen randomly
(or using a heuristic method). A pixel is assigned to a particular cluster based
on the minimum distance between the pixel and the cluster center. The dis-
tance metric is usually based on features such as pixel color, intensity, texture,
etc. These processes are iterated to compute appropriate cluster centers until
convergence is achieved. Segmentation of image is achieved by mapping these
clusters back to the original spatial domain [9]. However, edge-based image
segmentation is based on the theory that segmentation can be achieved by de-
tecting discontinuity of pixels lying on the boundary between different regions.
Gray histogram and gradient based method are two main edge-based segmen-
tation methods [10]. The region-based segmentation approach is based on the
partitioning of the image into different regions according to a set of predefined
criteria [11]. Another segmentation method, watershed-based image segmen-
tation replicates the process of rainfall in a real landscape. In a gray-scale
landscape, light and dark intensity pixel are considered as hills and hollows of a
gray-scale image. When an imaginary rainfall occurs in a gray-scale landscape,
the rain flows from high altitude (gray level area) to some low lying (gray level)
region. This flow creates watersheds or catchment basins. A gray-scale land-
scape is then segmented or partitioned into regions according to watersheds
[12]. When looked into a supervised segmentation along with a training data
set a little or incomplete knowledge of the problem is required. Artificial Neu-
ral Networks (ANN) is a technique of supervised image segmentation. ANN
are networks of interconnected parallel processing units. ANN partitions the
image into multiple segments where all pixels in a partition holds some similar
characteristics. As any other supervised learning model, ANN can learn by ex-
amples [13]. Extracting the desired object of interest from an image has always
been the fundamental and most important task in image segmentation. When
considering partial differential equations (PDE) for image segmentation, PDE
4always considers images as continuous objects. Due to the flexible structure,
PDE converts images into initial and boundary conditions and later obtains the
segmentation result as the solution of the equation [14].
A thresholding-based method is considered to be the simplest among all
the known techniques. The problem is to determine a threshold value (for
global thresholding) that divides the pixels into different classes. Two famous
classic works are attributed to Otsu [15] and Kapur et al. [16]. The core idea
behind Otsu’s method is to maximize the between-class variance of gray levels.
Kapur et al. propose the maximization of histogram entropy of segmented
classes to select the optimal threshold value. Both these methods (Otsu’s and
Kapur’s) can be easily extended for multilevel thresholding. However, they are
inefficient in determining optimal thresholds due to the exponential growth in
the computational complexity of the algorithm. The precision of the algorithm
also decreases as the number of thresholds increases [17]
An approach that is in line with Kapur’s work is minimization of cross en-
tropy commonly referred to as MCET. The work was initially presented by
Solomon Kullback in [18]. MCET was considered as an extension to Kapur’s
work. However, due to the computational complexity of determining the optimal
threshold, the problem remains. To address this problem, researchers propose
a large number of meta-heuristic optimization algorithms. Some of these opti-
mization algorithms minimizes the cross-entropy [19, 20, 21, 22], while others
maximize the Kapur’s entropy [17, 23, 24, 25] (or maximize Otsu’s between
class variance [17, 24, 25]) to determine optimal threshold values. Segmentation
of image is one of the most essential and preliminary steps in many applica-
tions related to computer vision and image processing. These meta-heuristic
optimization algorithms converge to the optimal solution faster than the ex-
haustive search. However, when the dimension of the problem (i.e., the number
of thresholds to be found out) increases, there is a proportional increase in the
search time. The problem becomes worst for an image having higher dimensions
(image size).
Image segmentation based on the histogram of an image is a popular thresh-
5olding technique. A histogram of an image consists of a number of peaks and
valleys, and each valley separates a region or an object from its background.
When there are only two distinct peaks in a histogram, it forms a bi-modal
histogram. A valley between the two peaks forms an optimal global threshold
value. However, when more than two peaks exist, global thresholding may not
serve well. It requires more than one thresholds or a multilevel thresholding
technique is a need. In this paper, we propose a heuristic method of image seg-
mentation using the multi-threshold technique by sampling the histogram of a
digital image. Our algorithm is designed for a gray-scale image of n-levels. The
algorithm consists of three main steps. First, it iterates over the n-levels and de-
termines all valleys from the histogram so as to emphasis the resultant threshold
as valley [26]. Second, the histogram is equally partitioned into r-regions and
determine points having minimum value (Frequency in a histogram see Figure
2) within each region. The goal of this step is to select the minimum point
within a region. The only two possibilities for this point is the lowest valley or
a descending slope in the region. The advantage of this step is two-fold 1) it
helps to eliminate a local minima problem within a region, which is a serious
issue in most optimization algorithm and 2) it helps to select threshold point
in a uniformly distributed fashion. Finally, the third step is to choose these
optimal threshold values obtained in the previous two steps. Candidate points
are formed by choosing common points in the two prior steps (valley points from
the first step and minimum points from the second step). We adopt an ad-hoc
approach of clustering the candidate points and select a mean of the cluster as
an optimal value. The number of clusters is the number of threshold values
to be determined. To emphasis valley as the threshold, we select the immedi-
ate next candidate point to the mean of the cluster. The implementation of
this approach and benchmarks reported in the paper can be downloaded from
https://sites.google.com/view/imagesegmentation/downloads.
The rest of the paper is organized as follows. Section 2 provides the necessary
basic concepts in image processing. In Section 3, we present our algorithm
of multilevel thresholding. In Section 4, we provide the experimental results
6to illustrate the performance of our approach compared to the most popular
multilevel thresholding method. We conclude in Section 5.
2. Preliminaries
We propose an algorithm for image segmentation using the multi-
thresholding technique for digital images. Our approach is mainly based on
the histogram generated from the gray-scale image of the given image.
(a) Binary Image (b) gray-scale Image (c) RGB Image
Figure 1: Types of Digital Images for the benchmark image of a girl Lena.
2.1. Digital Image
Digital images are two-dimensional (2D) images defined as some function
f(x,y), where x and y are known as spatial or plane coordinates. Digital images
are transformed images from analog media to electronic data which can be saved,
organized, retrieved and restored through electronic devices [27]. They can be
broadly classified into three different types on the basis of their size and range
of pixel values as:
1. Binary Image: Digital images with only two possible values for every
pixel is known as binary images. Each pixel will be stored as a single bit
i.e., 0 or 1. Figure 1a shows the binary image generated from the original
color image of the girl Lena, the most commonly used image benchmark
in the field of image processing.
72. Gray-scale Image: Gray-scale images are 8-bit images giving a possible
range of pixel values from L ∈ [0, 255]. The pixel values in a gray-scale
image represent the brightness of the pixel. Typically zero is taken to be
black, and 255 is taken to be white. The gray-scale image obtained from
the color image of the girl Lena is shown in Figure 1b.
3. Color Image: It is also known as an RGB image, where R, G, and B
stands for the primary color red, green, and blue, respectively. The RGB
image is a system for representing the color to be used in a computer
display as a two-dimensional array of small integers. Each of these integers
represents a pixel value for an image. An RGB image has three-pixel
values, one for each of red, green, and blue colors. The RGB image of the
benchmark image Lena is shown in Figure 1c.
Color images are converted to equivalent gray-scale using the standard for-
mula [28]
Igray(i, j) = [0.29890.58700.1140]×

R(i, j)
G(i, j)
B(i, j)
 (1)
where R(i, j), G(i, j) and B(i, j) are respectively red, green and blue pixel values
of the color image. Igray(i, j) is the equivalent gray-scale value computed as a
weighted sum of these three components. These gray-scale images, in turn,
can be easily converted to a binary image by applying a global thresholding
technique.
Ibw(i, j) =
 1 if Igray(i, j) < th0 if Igray(i, j) >= th (2)
th is the chosen global threshold value and Ibw(i, j) is the corresponding binary
value generated for the selected threshold for the image.
2.2. Image Histogram
For visualization of a target object from the background image, the
histogram-based thresholding technique is the most commonly used approach
for image segmentation, in digital image processing [29]. A histogram is a graph
8consisting of x- and y-axis, where the x-axis is the gray level pixel values, and
the y-axis gives the number of pixels (or frequency) corresponding to the gray
levels. Figure 2 shows a histogram plot of the gray-scale image of Lena. The
Figure 2: Histogram of a gray-scale image of Lena. The symbol + (coloured in red) and o
(coloured in green) shows a peak and a valley point in a curve.
histogram plot is a nonlinear curve. In this paper, we call a peak to a point
representing the highest frequency in a curve and a valley to the point denoting
the least frequency in a curve (see Figure 2).
2.3. Multilevel thresholding
Determining the best threshold for any digital image is computationally ex-
pensive. The three most popular method that can be found in the literature for
global thresholding which subsequently extended for multilevel or local thresh-
olding is presented in the following subsections.
2.3.1. Maximizing variance between classes
Otsu proposes to maximize the between class variance in order to determine
the best threshold value for image segmentation [15] (object from the back-
ground). Let h represent the histogram of the image in gray-scale such that
h(i) = ni/N and N = n1 + n2 + ... + nL where ni is the number of pixels in
level i. Then, the probabilities of class occurrence [1, ..., (th− 1)] and [th, ..., L]
9are given by
ω0(th) =
th−1∑
i=1
h(i) and ω1(th) =
L∑
i=th
h(i) (3)
Whereas the class mean is represented by
µ0(th) =
th−1∑
i=1
ih(i)/ω0 and µ1(th) =
L∑
i=th
ih(i)/ω1 (4)
Therefore, to determine the best threshold value th Otsu proposes to maximize
the between-class variance denoted by
σ2B(th) = ω0ω1(µ1 − µ0)2 (5)
This method can be easily extended to support multilevel thresholding. For
instance, when the number of thresholds to be determine is two (th1, th2), three
classes or probability distributions are formulated as X1 = [1, ..., (th1−1)], X2 =
[th1, ..., (th2 − 1)] and X3 = [th2, ..., L]. Accordingly, the optimal thresholds is
now a function of two variables th1, th2 which is computed as
arg max{σ2B(th1, th2)} (6)
2.3.2. Maximizing entropy
Kapur et al. presented an algorithm based on the concept of entropy to
segment digital image. Let h(i) bears the same meaning as in Equation 3. To
determine two thresholds (say t = [th1, th2]), where 1 < th1 < th2 < L, the
probabilities of class occurrence [1, ..., (th1−1)], [th1, ..., (th2−1)] and [th2, ..., L]
are given by
ω0(t) =
th1−1∑
i=1
h(i); ω1(t) =
th2−1∑
i=th1
h(i) and ω2(t) =
L∑
i=th2
h(i) (7)
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Then, the entropies for each of these classes are given by
H0(t) = −
th−1∑
i=1
h(i)
ω0
ln
(
h(i)
ω0
)
H1(t) = −
th2−1∑
i=th1
h(i)
ω1
ln
(
h(i)
ω1
)
H2(t) = −
L∑
i=th2
h(i)
ω2
ln
(
h(i)
ω2
)
(8)
The optimal thresholds are computed by maximizing the sum of the entropies.
For global threshold, the optimal threshold is given by σW (th1) = H0(t)+H1(t)
here th2 = L. Multilevel thresholding, t = [th1, th2] optimal thresholds are
obtained by maximizing σW (th1, th2) = H0(t) +H1(t) +H2(t).
2.3.3. Maximizing cross entropy
The cross-entropy between two probabilistic distribution is the measure of
the statistical difference in uncertainty in the outcome of the experiment when
data is transmitted from one distribution to another. Kullback’s cross-entropy
is given as [18]:
ϕ(X,Y ) =
N∑
i=1
xi log
(
xi
yi
)
(9)
where X = {x1, x2, ..., xN} and Y = {y1, y2, ..., yN} are the two probability
distribution. A high value of ϕ represents more uncertainty in the distribution
process.
In a digital image, to segment an image into an object and a background
(i.e., into two partitions), a threshold value th is chosen. For efficient image seg-
mentation, an optimal threshold is computed by minimizing the cross-entropy
given by [30]:
η(th) =
th−1∑
i=1
ih(i) log
(∑th−1
i=1 ih(i)∑th−1
i=1 h(i)
)
+
L∑
i=th
ih(i) log
(∑L
i=th ih(i)∑L
i=th h(i)
)
(10)
where h is the histogram of the image. The computational complexity for de-
termining a single threshold value is O(L2). However, this complexity increases
to O(Ln+1) for ‘n’ threshold values. To compute an optimal threshold using
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exhaustive search, we compute Equation 10 for all th ∈ [1, L], and select the th
where η(th) is the minimum of all. This is computationally an expensive oper-
ation, to reduce this complexity, [31] presented an improvement by introducing
recursive programming to support multilevel thresholding. Let [th1, th2, ..., thn]
be the set of thresholds to be determined, th0 < th1 < th2, ..., thn < thn+1,
where th0 = 1 and thn+1 = L+ 1 are dummy thresholds introduced for conve-
nience. The objective function to be minimize, to obtain an optimal thresholds
can be represented as:
η(th1, th2, ..., thn) =
n+1∑
i=1
m1(thi−1, thi) log
(
m1(thi−1, thi)
m0(thi−1, thi)
)
(11)
where m0 and m1 are the values of zero-moment and first-moment points com-
puted as
m0(a, b) =
b−1∑
i=a
h(i) and m1(a, b) =
b−1∑
i=a
ih(i)
Equation 11 reduces the computational complexity from O(Ln+1) to O(Ln),
‘n’ being the number of thresholds to be determined. However, this reduction
did not do any better when ‘n’ is large. The literature presents a large num-
ber of meta-heuristic optimization algorithms (mentioned earlier in Section 1).
This algorithm applies heuristic techniques on these three popular thresholding
methods to converge to the optimal solution in fewer iterations. However, there
is no clear winner in this race. Segmentation is the most important step in all
image processing and computer vision. Therefore, determining an efficient seg-
mentation technique is still a recent research area in digital image processing.
3. Multilevel Thresholding using Histogram Sampling
We propose an approach of determining multiple threshold values from a
given image represented as a gray-scale image. When the input image is a color
image, it is converted into gray-scale using Equation 1.
3.1. Proposed Algorithm
We present below our proposed algorithm as five major steps:
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Step-1: We obtain the normalized histogram h of the input image repre-
sented as h(i) = ni/N for N = n1 + n2 + ... + nL, where ni, is the number of
pixels in level i. L is the pixel of an image representing the highest gray level
intensity.
Step-2: Let Xv be the set of all valley points between [1, L]. A valley point
is a pair (i, h(i)). We scan the histogram of the image and obtain all pixel-level
that represents a valley in the histogram and construct setA as
for i in 1 to L
setA = {i : h(i) ∈ Xv}
Note that as mentioned in Section 2.2, a valley is a point representing the lowest
frequency of a pixel-level in a curve. A simple method to determine all valleys
in the histogram is a gradient search method. In this case, gradient descent is
used to find all discrete local minima.
Step-3: We sample the histogram into r-regions or partitions of equal size,
and determine pixel-level having the lowest frequency in each of these partitions.
We decide the number of partitions as
r = L/s for s ∈ { x : (L % x) is zero, and x > 1 }
where % is the modulo division operator. We computed setB, to obtain the set
of all minimum points in the histogram h, for each r-partitions as follows:
setB = arg min
ri−1≤i<ri
{h(i)} ; ri is the ith partition.
When L = 256, the possible values for r are 2/4/8/16 and the partition sizes
can be 128/64/32/16. In this paper, we chose 32 equal partitions. However,
when the required number of thresholds is 32 or more, 64 or higher partitions
size can be selected. The goal of this step is to select the minimum point within
a region. The only two possibilities for this point is either the lowest valley or the
last spot in a descending slope in that region. The advantage of this step is; first,
it helps to eliminate a local minima problem within a region. A local minima
problem is a severe concern in most optimization algorithms. Secondly, this
partitioning of histograms helps to uniformly distribute the candidate thresholds
in the histogram of a digital image.
Step-4: We now create new set setC using sets setA obtained in Step-2
13
and setB in Step-3. setC contains the elements that are common in both setA
and setB, computed as
setC = setA ∩ setB
Step-5: Thus, setC contains the candidate threshold values. Now, based
on the number of threshold values to be determined, we can select appropriate
thresholds from the candidate set setC. Let t be the number of thresholds to be
determined. We adopt a very naive approach of grouping the candidate points
into t clusters and select the mean of the cluster as optimal value. The number
of clusters formed is based on the number of threshold values to be determined.
We emphasis thresholds as valley points and select the immediate next candidate
point to the mean of the cluster (for the same reason as mentioned earlier).
For computational efficiency, we perform Step-2 and Step-3 under the same
scan of the histogram h. Moreover, the histogram of an image is already a
probability distribution function (PDF), and our approach do not depend on
the normalized histogram. Therefore, we may skip the computation involved in
step-1, instead just use the histogram obtained from the input image.
3.2. Complexity Analysis
The computational time of our algorithm for computing multilevel thresholds
are constant. However, for most algorithms, the computational time increases
with an increase in the number of thresholds to be determined. Step-1 is the
most expensive step in our algorithm, which computes the histogram of an
image. In the worst case, the time to compute a histogram is O(N2), assuming
the height and width of the image are equal to N . The next two steps are
computed in a single for loop of size L, this can be done in O(L), where L is the
highest intensity level of the pixel. Step-4 compares the elements of sets setA
and setB, this requires O(max(a, b)), where a and b are the number of elements
in the two sets, a, b < L. Finally, Step-5 requires at most r iterations which
compute the mean of candidate thresholds for each t clusters. This computation
can be done in O(r), where r and t are the number of partitions and thresholds
to be determined, respectively. The number of partitions r is usually constant,
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and t < r < L; therefore, an increase in the size of t does not affect the
computational time.
3.3. Illustration
We illustrate our approach with the help of Figure 3. The algorithm begins
by generating a histogram of the image in Step-1. Step-2 generates all the
valley points in the histogram and create set Set-A. In the figure, all points
represented by the green circle are valley. In Step-3, the algorithm partitions
the histogram into equal-partitions, in this example it is divided into 16 parti-
tions. The dotted lines(- -) in magenta colour denotes the partitions. In each
of these partitions, the pixel having the least frequency is chosen to form a set
setB. These points are marked as cross (x) in red colour. Step-4 determines
only those points that are common in both setA and setB and call this set as
setC. In the example, we obtain 13 such points when 16 partitions are chosen.
Finally, Step-5 returns the required number of threshold values from the set
setC based on a very naive clustering approach.
Figure 3: Illustration of our approach on the image of Lena.
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3.4. Segmentation using Multi-thresholding
We segment the image into multiple segments by using threshold values ob-
tained from the proposed algorithm. In this work, we use the following approach
to segment image into three classes using two thresholds:
Iseg(i, j) =

Igray(i, j) if Igray(i, j) ≤ th1
th1 if th1 < Igray(i, j) ≤ th2
Igray(i, j) if Igray(i, j) > th2
(12)
When the number of thresholds are more than two we use the following approach
to generate segmented image:
Iseg(i, j) =

Igray(i, j), if Igray(i, j) ≤ th1
th1, if thi−1 < Igray(i, j) ≤ thi, i = 2, 3, ..., t− 1
Igray(i, j), if Igray(i, j) > tht
(13)
4. Experiments
We have implemented our proposed algorithm in MATLAB. In the text that
follows, we refer to our histogram-based algorithm as AMTIS, abbreviating
Automatic Multilevel Thresholding for Image Segmentation. We present an
evaluation of the algorithm on various standard benchmarks commonly used
in the literature. Performance of our proposed algorithm in comparison to
the popular Otsu’s method is reported. We use MATLAB’s built-in function
multithresh, which implements Otsu’s method of multilevel thresholding [15].
4.1. Benchmarks
We use standard image benchmarks that are popular in image process-
ing. The dimensions of the benchmarks are shown in Table 1. Some of
these images are obtained from the USC-SIPI image database. The im-
age Frozen Franz Josef is taken from https://earthobservatory.nasa.gov/
images/76883/frozen-franz-josef-land. Franz Josef is located 600 miles
from the North Pole. It is always covered with ice even during the sum-
mer. The image is a satellite image made from a combination of visible and
16
Sl. No. Benchmark Size (width × height)
1 Lena 220× 220
2 Cameraman 256× 256
3 Hunter 512× 512
4 Baboon 512× 512
5 Fruits 512× 512
6 Mountain 640× 480
7 Airplane 512× 512
8 Boat 512× 512
9 FingerPrint 1 300× 300
10 FingerPrint 2 300× 300
11 Blonde (Lady Zelda) 512× 512
12 Frozen Franz Joshef 4531× 6005
Table 1: Image benchmarks and their sizes in pixels.
near-infrared wavelengths. The two fingerprint images are taken from http:
//bias.csr.unibo.it/fvc2000/download.asp, using the DB1 B.zip and the
benchmark files are 101 1.tif and 105 2.tif respectively.
4.2. Results
The experiments were performed on AMD FX(TM)-6100 Six-Core Proces-
sor, 3.3GHz, with 8 GB RAM. The results are an average of 20 runs. The num-
ber of thresholds evaluated is 2, 3, 4, and 5 in line with the results presented
in the related literature [32, 33, 34]. We obtain threshold values using our al-
gorithm AMTIS and generate a segmented image. To verify the quality of the
segmented image, we compute the peak-to-signal ratio (PSNR), the structure-
similarity index (SSIM) and feature similarity index (FSIM). The PSNR is a
measure to determine the quality of the reconstructed image (in this case the
segmented image Iseg) in comparison to the original image (Igray) using the
17
root mean square error (RMSE) as:
PSNR = 20log10
(
Maxp
RMSE
)
, (dB)
RMSE =
√∑m
i=1
∑n
j=1(Igray(i, j)− Iseg(i, j))
m× n
(14)
where Maxp is the highest intensity value of a pixel. The unit of measurement
is in decibel (dB). When the intensity value is represented using 8-bit, Maxp =
255. A higher PSNR value is desired for better quality [35].
SSIM [36] is used to measure the structural similarity between the original
image and the segmented image computed using the Equation 15. Like PSNR,
for a better segmentation quality, a higher value of SSIM is desired.
SSIM(Igray, Iseg) =
(2µIgrayµIseg + C1)(2σIgrayµIseg + Cc)
(µ2Igray + µ
2
Iseg
+ C1)(σ2Igray + σ
2
Iseg
+ C2)
,
σIgrayIseg =
1
N + 1
N∑
i=1
(Igrayi − µIgray )(Isegi − µIseg )
(15)
where σIgrayIseg is the standard deviation, C1, C2 are constant values used to
avoid instability when (µ2Igray + µ
2
Iseg
) approaches to zero.
FSIM [37, 23] calculates the similarity between two images: in this case, the
original gray-scale image and the segmented image. As PSNR and SSIM, the
higher value is interpreted as a better performance of the thresholding method.
The FSIM is then defined as:
FSIM =
∑
x∈Ω SL(x)PCm(x)∑
x∈Ω PCm(x)
(16)
where,
SL(x) = SPC(x)SG(x),
SPC(x) =
2PC1(x)PC2(x) + T1
PC21 (x) + PC
2
2 (x) + T1
,
SG(x) =
2G1(x)G2(x) + T2
G21(x) +G
2
2(x) + T2
(17)
The gradient magnitude of the image, G is given by:
G =
√
G2x +G
2
y (18)
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Benchmark #th
AMTIS Algorithm Otsu's Algorithm
Thresholds Values PSNR SSIM FSIM Thresholds Values PSNR SSIM FSIM
1 Lena
2 76  133 21.5534 0.8373 0.8730 93  162 18.3630 0.7767 0.8027
3 55  133  159 17.7697 0.7298 0.7964 71  120  177 24.4511 0.8862 0.9078
4 55  108  133  159 22.8782 0.8538 0.8827 56  100  145  193 21.9961 0.8093 0.8581
5 55  76  108  149  159 23.6053 0.8608 0.8974 50  86  117  155  198 23.4954 0.8373 0.8776
2 Cameraman
2 56  120 23.5950 0.9038 0.8972 69  143 19.6920 0.8369 0.8373
3 45  120  175 21.8643 0.8817 0.8706 59  121  157 23.7898 0.9054 0.9009
4 34  81  154  191 18.7400 0.7841 0.8077 59  116  148  173 24.0384 0.8925 0.9010
5 31  70  139  191  206 18.1175 0.8123 0.8195 45  97  135  162  196 24.3154 0.8620 0.8966
3 Hunter
2 82  132 23.5790 0.8357 0.8968 85  140 22.0429 0.8043 0.8680
3 68  121  145 23.7282 0.8439 0.8976 69  111  153 26.9783 0.9019 0.9402
4 58  101  156  190 20.5173 0.7523 0.8569 79  111  145  176 25.9988 0.8750 0.9407
5 58  88  132  166  194 22.7267 0.7876 0.9046 71  110  141  161  185 25.0000 0.8507 0.9349
4 Baboon
2 56  97 27.3935 0.9439 0.9715 98  164 19.5858 0.7281 0.8603
3 49  127  150 17.2279 0.7104 0.8362 73  123  178 22.7317 0.8448 0.9212
4 42  80  127  134 22.2693 0.8518 0.9350 71  113  157  203 22.4076 0.8263 0.9327
5 42  80  127  150  163 21.9339 0.8498 0.9411 51   87  122  160  204 22.9211 0.8525 0.9504
5 Fruits
2 63  109 30.1909 0.9580 0.9610 113  195 15.9214 0.7520 0.7906
3 36  109  152 24.2045 0.9186 0.9227 81  144  202 23.3742 0.8799 0.8949
4 29  80  152  184 20.0290 0.8049 0.8484 70  126  170  212 21.8275 0.8045 0.8622
5 21  67  109  167  207 19.9540 0.7767 0.8423 60  107  149  182  218 23.0362 0.8115 0.8810
6 Mountain
2 70  134 23.7259 0.9131 0.9620 73  169 18.4295 0.8079 0.9048
3 47  127  166 20.3475 0.8571 0.9325 59  131  196 21.6300 0.8795 0.9446
4 39  102  166  191 20.3352 0.8692 0.9467 50  104  151  207 23.4865 0.9219 0.9681
5 31  79  118  166  183 22.9988 0.9210 0.9691 43   85  127  169  212 24.9699 0.9435 0.9794
7 Airplane
2 65  98 32.7655 0.9761 0.9773 116  178 25.3992 0.9101 0.9150
3 45  98  142 27.2934 0.9550 0.9543 83  135  184 26.9884 0.9423 0.9337
4 38  65  98  118 32.2510 0.9746 0.9777 73  126  172  201 24.5508 0.9089 0.9148
5 38  65  98  142  153 27.9051 0.9493 0.9610 65  107  144  179  204 26.3129 0.9226 0.9426
8 Boat
2 58  114 26.2578 0.9220 0.9378 92  154 17.7148 0.6612 0.8131
3 42  106  138 25.1380 0.9152 0.9221 71  124  166 25.6688 0.8981 0.9314
4 32  80  130  162 23.6828 0.8457 0.9071 60  111  145  178 23.4464 0.8055 0.9191
5 26  69  106  162  186 18.3488 0.6885 0.8448 48   93  129  154  185 24.3153 0.8231 0.9363
9 FingerPrint_1
2 128  160 28.5674 0.9144 0.8949 155  195 24.4348 0.7809 0.7506
3 96  152  181 22.4285 0.8510 0.8219 146  177  208 27.9377 0.8869 0.8651
4 96  128  181  188 20.8015 0.7469 0.7208 122  154  182  210 26.0531 0.8790 0.8626
5 90  113  137  160  181 29.7260 0.9481 0.9429 117  145  168  190  213 27.0431 0.9043 0.8983
10 FingerPrint_2
2 120  153 26.2572 0.8453 0.8446 148  193 24.8934 0.7911 0.7835
3 120  146  166 29.4517 0.9069 0.9026 133  161  196 28.2909 0.8742 0.8748
4 97  130  166  174 23.3665 0.8076 0.8194 127  148  170  201 28.9826 0.9039 0.9180
5 89  120  138  153  166 28.2730 0.9242 0.9330 122  141  159  179  206 29.0540 0.9157 0.9340
11
2 59  91 28.8039 0.9078 0.9267 64  111 23.7733 0.8271 0.8465
3 59  100  125 25.6890 0.8654 0.8844 53  92  125 26.3154 0.8758 0.8975
4 43  70  91  113 29.6934 0.9087 0.9460 43  74  103  131 26.9770 0.8621 0.9104
5 43  70  91  125  142 25.2996 0.8176 0.8812 39  67  92  114  136 27.2994 0.8549 0.9230
12
2 59  116 26.4262 0.9426 0.9792 65  157 19.6948 0.8620 0.9231
3 59  108  125 28.3351 0.9559 0.9855 45  113  179 24.1935 0.9182 0.9655
4 19  73  116  125 25.6461 0.9040 0.9736 33  89  146  196 23.5285 0.8889 0.9620
5 19  73  116  154  206 24.5080 0.8781 0.9706 21  62  113  160  203 23.9781 0.8797 0.9687
Sl. 
No.
Blonde
(Lady Zelda)
Frozen Franz 
Joshef
(Satellite Image)
Table 2: Comparison of results obtained by AMTIS to that of Otsu’s Method.
and PC is the phase congruence, expressed as
PC(x) =
E(x)
ε+
∑
nAn(x)
(19)
The local amplitude on the scale of n is An(w) and E(w) is taken to be the
magnitude of the response vector in w on n. The term ε is a positive constant.
For a better segmentation quality, a higher value of FSIM is desired.
Table 2 shows the performance comparison of our proposed algorithm
(AMTIS) to that of Otsu’s method. The algorithm is compared to the gen-
erated optimal threshold values and the values of PSNR, SSIM, and FSIM. We
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observed that the results obtained by our proposed algorithm AMTIS are com-
parable and better in many cases in comparison to the popular Otu’s method.
In a few benchmarks, AMTIS fails to compute optimal threshold values. This
drawback is because we adopt a naive approach in selecting the thresholds, one
way to improve this is by devising appropriate clustering technique. However,
our algorithm outperforms Otsu’s method in CPU computational time, as evi-
dent in Table 3. A maximum speed-up of 35.58× is observed for FingerPrint 2
benchmark and a minimum speed-up of 10.21× for the most popular benchmark,
Lena respectively.
Figures 4, 5, and 6 show the outputs of the segmented image and the his-
togram showing thresholds obtained using AMTIS. The algorithm ensures that
chosen thresholds are some valley point in the histogram. We see that images
segmented using AMTIS can be easily perceived by human eyes.
5. Conclusions
We propose a heuristic approach for automatically segmenting an image to
determine multilevel thresholds by sampling the histogram of a digital image.
The algorithm first employs a gradient descent search to evaluate all valley
points in the histogram of the input image. Secondly, the histogram is also
partitioned into equal-sized regions to determine minimum frequency within
each partition. This partitioning of a histogram is done to obtain candidate
threshold values by eliminating multiple local valleys within a local region. It
also ensures that candidate values are distributed uniformly in a histogram.
Finally, in the third step, we emphasis valley points as optimal thresholds,
based on a naive clustering approach. We find that such a naive approach
is not very efficient for some benchmarks and required fine-tunning. One such
improvement is to select the first candidate threshold instead of taking the mean
from the last cluster. As future work, appropriate clustering algorithms can be
applied to select optimal threshold values. We demonstrated that our approach
outperforms the popular Otsu’s method in terms of CPU computational time.
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Benchmark #th
Running Time (in Seconds)
Speed-up
AMTIS Algorithm Otsu Algorithm
1 Lena
2 0.00094780 0.01410000 14.88
3 0.00094065 0.00960000 10.21
4 0.00092575 0.01080000 11.67
5 0.00090975 0.01250000 13.74
2 Cameraman
2 0.00037440 0.00690000 18.43
3 0.00032890 0.00950000 28.88
4 0.00032130 0.01020000 31.75
5 0.00032645 0.01090000 33.39
3 Hunter
2 0.00051780 0.01340000 25.88
3 0.00049225 0.01510000 30.68
4 0.00051535 0.01550000 30.08
5 0.00049815 0.01630000 32.72
4 Baboon
2 0.00330000 0.04460000 13.52
3 0.00330000 0.04490000 13.61
4 0.00330000 0.04730000 14.33
5 0.00320000 0.04700000 14.69
5 Fruits
2 0.00340000 0.04620000 13.59
3 0.00330000 0.04540000 13.76
4 0.00330000 0.04650000 14.09
5 0.00330000 0.05100000 15.45
6 Mountain
2 0.00063865 0.01500000 23.49
3 0.00076325 0.01490000 19.52
4 0.00063810 0.01410000 22.10
5 0.00067580 0.01540000 22.79
7 Airplane
2 0.00340000 0.04450000 13.09
3 0.00330000 0.04540000 13.76
4 0.00330000 0.04700000 14.24
5 0.00330000 0.04960000 15.03
8 Boat
2 0.00057055 0.01450000 25.41
3 0.00053110 0.01410000 26.55
4 0.00062880 0.01660000 26.40
5 0.00052495 0.01700000 32.38
9 FingerPrint_1
2 0.00041685 0.00730000 17.51
3 0.00034555 0.00910000 26.33
4 0.00035185 0.00950000 27.00
5 0.00031295 0.01050000 33.55
10 FingerPrint_2
2 0.00031475 0.00690000 21.92
3 0.00031715 0.00790000 24.91
4 0.00036615 0.00940000 25.67
5 0.00030920 0.01100000 35.58
11
2 0.00047325 0.01320000 27.89
3 0.00049330 0.01390000 28.18
4 0.00049175 0.01580000 32.13
5 0.00048765 0.01640000 33.63
12
2 0.13980000 2.98710000 21.37
3 0.13560000 2.96150000 21.84
4 0.14110000 2.98110000 21.13
5 0.14200000 2.95440000 20.81
Sl. 
No.
Blonde
(Lady Zelda)
Frozen Franz 
Joshef
(Satellite Image)
Table 3: Performance speed-up on various benchmarks using AMTIS compared to Otsu’s
Method in MATLAB.
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Figure 4: Result obtained using our approach on the benchmark Lena, Cameraman and
Hunter.
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Figure 5: Result obtained using our approach on the benchmark Baboon, Fruits and Mountain.
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Figure 6: Result obtained using our approach on the benchmark Boat, Finger-print and
Blonde.
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We observed a maximum speed-up of 35.58× and a minimum speed-up of 10.21×
on popular image processing benchmarks. The results obtained by our proposed
algorithm AMTIS are comparable and better in many cases in comparison to
the popular Otu’s method. We see that these images, segmented using AMTIS
can be easily perceived by human eyes.
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