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Abstract
Let G be a graph and S a subset of V (G). Let (S) denote the maximum number of pairwise nonadjacent vertices in the subgraph
G〈S〉 of G induced by S. If G〈S〉 is not complete, let (S) denote the smallest number of vertices separating two vertices of S and
(S) = |S| − 1 otherwise. We prove that if (S)(S) and |S| is large enough (depending on (S)), then G is S-pancyclable, that
is contains cycles with exactly p vertices of S for every p, 3p |S|.
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1. Introduction
For a graph G we denote by V =V (G) its vertex-set and by E =E(G) its set of edges. The symbols = (G) and
 = (G) stand for the independence number and the connectivity of G.
If S is a subset of V , G〈S〉 is the subgraph of G induced by S and (S) denotes the maximum number of pairwise
nonadjacent vertices in S. If G〈S〉 is not complete, we deﬁne (S) as the smallest number of vertices separating two
vertices of S and we put (S) = |S| − 1 otherwise.
A vertex of S is called an S-vertex and a cycle of G that contains exactly p S-vertices is said to have S-length p;
such a cycle will be denoted by CSp . The vertex-set S is said to be cyclable in G if G contains a cycle through all the
vertices of S and pancyclable in G if G contains cycles of every S-length p with 3p |S|.
Notice that putting S = V (G) in the above deﬁnitions concerning S we clearly get back the usual notions of
independence number, connectivity, hamiltonicity and pancyclicity.
Let us recall the notion of Ramsey numbers R(k,m) that we need to express our main result.
Given two integers k2 and m2, the Ramsey number, R(k,m), is the smallest integer such that each graph of
order nR(k,m) contains a clique on k vertices or an independent set of cardinalitym. The existence of such a number
is guaranteed by the famous Ramsey’s theorem (see [9]).
In 1971 Bondy [1] suggested that almost all nontrivial sufﬁcient conditions for a graph to be hamiltonian also imply
that it is pancyclic except for maybe a simple family of graphs.
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This “metaconjecture” of Bondy was at the origin of many results on hamiltonicity and pancyclicity. Here we will
need the well known Chvátal–Erdo˝s theorem.
Theorem 1 (Chvátal and Erdo˝s [5]). Let G be a graph of order at least 3 satisfying . Then G is hamiltonian.
Note that for the Chvátal–Erdo˝s condition  the metaconjecture does not hold because there is a large family
of triangle-free graphs (see for example the survey [3]) that satisfy the Chvátal–Erdo˝s condition but are clearly not
pancyclic. However, if we add the assumption that the order of G is large enough with respect to the independence
number of the graph, the Chvátal–Erdo˝s condition happens to be sufﬁcient for pancyclicity. More precisely, in [6], the
authors proved the following.
Theorem 2 (Flandrin et al. [6]). Let G be k-connected graph with independence number . If k and the order of
G is at least 2R(4,  + 1), then G is pancyclic.
We now raise the question of the existence of some analogous nontrivial results when we consider only a subset S of
V and the parameters (S) and (S) instead of  and , and S-cyclability and S-pancyclability instead of hamiltonicity
and pancyclicity.
Let us recall those concerning cyclability, ﬁrst by Fournier [8] and then improved in [4,7].
Theorem 3 (Fournier [8]). Let G be a 2-connected graph and S ⊂ V . If (S), then S is cyclable in G.
Theorem 4 (Broersma et al. [4]). Let G be a graph and S a subset of V (G) with |S|3. If (S)(S), then S is
cyclable in G.
Actually, in [4] it is shown that if G is 2-connected and (S)(S), then the same conclusion holds. However, with
a simple modiﬁcation of the proof (see [7]) we can easily get the last result.
In this paper we give an extension of Theorem 2 and prove that the above condition also implies that S is pancyclable
in G provided the cardinality of S is large enough with respect to (S).
Theorem 5. Let G be a graph and S ⊂ V . If (S)(S) and |S|2R(4(S), (S) + 1), then S is pancyclable in G.
2. Notations
WeuseBondy andMurty’s book [2] for terminology and notation not deﬁned here and consider only ﬁnite, undirected
and simple graphs.
For a graph G, a vertex x in V and a subgraph H in G, NH(x) denotes the set of the neighbors of x in H and the
degree, dH (x), of x with respect to H is equal to |NH(x)|. When H = G, the subscript H will be omitted.
Let C be a cycle in G with an arbitrary orientation and x and y two vertices of C. The segment C[x, y] is the subpath
of C from x to y according to the orientation (x and y included). We deﬁne in a similar way the segment P [x, y] of a
path P with a given orientation.
We also use the notations x+ and x− for the successor and the predecessor of x on C. If considering a subset S of
V (G) and two S-vertices s1 and s2 on C, s2 is said to be the S-vertex following s1 on C if C[s1, s2] ∩ S = {s1, s2}. We
say that s1 and s2 are S-consecutive on C.
3. Proof of Theorem 5
Suppose thatG is a graph, S a subset ofV (G) such that (S) and (S) satisfy (S)(S) and |S|2R(4(S), (S)+
1). Notice that if (S) = 1, then S is a clique and we are done, therefore we can assume 2(S)(S) and
|S|2R(8, 3)> 46. Now we shall show that G contains a CSp for each p, 3p |S|.
The proof will be divided into two parts, depending on the S-length of the cycles that we want to obtain.
Case 1: p |S|/2 − 1.
Observe that, by Theorem 4, this statement is evident for p = |S| and suppose that G contains a cycle CSp with
p |S|/2. We shall prove that G also contains a CSp−1.
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Let a1, a2, . . . , ap be the vertices of CSp ∩ S appearing in that order on CSp , where the indices are considered modulo
p. Since p |S|/2R(4(S), (S) + 1), and the graph induced by CSp ∩ S has no independent set of cardinality
(S) + 1, it follows from Ramsey’s theorem that it contains a clique, say K , having 4(S) S-vertices. Assume that
among the cycles of S-length p passing through {a1, a2, . . . , ap}, CSp is chosen such that it contains as many edges of
K as possible and ﬁx an arbitrary orientation of CSp .
Suppose now that G does not contain any cycle with p − 1 S-vertices. Clearly ai cannot be adjacent to ai+2 for
1 ip and, consequently, if ai belongs to K , ai+2 is not in K .
Let d1, d2, . . . , dr be the vertices of K , appearing in that order on CSp , such that for 1 ir , the S-vertex following
di on C
S
p is not in K .
From the above remark, there are at least 2(S) such vertices di , and we shall denote by bi the S-vertex following
di on C
S
p , 1 ir, r2(S). Since 2(S)> (S), there are necessarily two vertices bi1 and bi2 that are adjacent.
Using the edges bi1bi2 and di1di2 , we easily obtain a cycle with exactly the same S-vertices as CSp and that contains
more edges of K as CSp , and we get a contradiction with the choice of CSp . This implies the existence of a cycle of
S-length p − 1 as soon as p |S|/2. Hence, by induction, G contains cycles CSp for each p |S|/2 − 1.
Case 2: p< |S|/2 − 1.
Since |S|2R(4(S), (S) + 1) and S has no independent set of cardinality (S) + 1, it follows from Ramsey’s
theorem that S contains a clique on 4(S) vertices. Thus, our statement is evident for 3p4(S). Suppose G has a
CSp for some p satisfying p< |S|/2 + 1 − 4(S). We claim that it contains also a cycle with exactly p + 4(S) − 2
S-vertices.
Since p = |CSp ∩ S|< |S|/2, the graph G − CSp contains at least |S|/2R(4(S), (S) + 1) S-vertices, hence also
contains a clique, say K , on 4(S) vertices.
Since we cannot separate two vertices, the ﬁrst one ofK and the second one ofCSp ∩S, by deletion of fewer than (S)
vertices, it follows from Menger’s theorem that there are at least min((S), p, 4(S)) vertex-disjoint paths between the
vertices of K and the vertices of CSp ∩S. Consequently, using the assumptions (S)(S), there exist r=min((S), p)
vertex-disjoint paths, that join CSp with K . Fix an arbitrary orientation of CSp , and denote by xi and yi, i = 1, 2, . . . , r ,
the end-vertices of those paths belonging to V (CSp) and V (K), respectively. We assume that the vertices x1, x2, . . . , xr
appear on the cycle CSp in the order of their indices. Let Pi (i = 1, 2, . . . , r) be the path of endvertices xi and yi . Notice
that xi does not belong necessarily to S. We will assume that every path Pi has minimum S-length, hence, from the
deﬁnition of (S), |V (Pi) ∩ S|2(S) for every Pi, 1 ir . Set li = |(V (Pi) − {xi}) ∩ S|2(S), i = 1, 2, . . . , r .
Claim 1. Assume that for some i, 1 ir , we have CSp[xi, xi+1] ∩ S ⊂ {xi, xi+1}. Then G contains a CSp+4(S)−2.
Proof. Suppose ﬁrst that li + li+14(S) − 2. Delete the interior vertices and the edges of the segment CSp[xi, xi+1]
and add the paths Pi , Pi+1 and Qi , where Qi is a path from yi to yi+1 in K with 4(S) − 2 − li − li+10 interior
vertices. In this way we obtain a cycle with p + 4(S) − 2 vertices of S.
Suppose now that 4(S) − 1 li + li+14(S) and consider the case li = 2(S) and li+1 = 2(S) − 1. Let
s1, s2, . . . , s2(S)=yi be the S-vertices of the directed pathPi[xi, yi] appearing onPi[xi, yi] in the order of their indices.
Obviously, s1 /∈V (CSp). Because of the choice ofPi , the set s2, s4, s6, . . . , s2(S) is independent. Denote nowby z the last
S-vertex onCSp (according to the orientation ofCSp) before xi . From the deﬁnition of (S), zmust be adjacent to a vertex
s2j for some j(S). Delete the interior vertices and the edges of the segmentCSp[z, xi+1] and add the edge zs2j and the
pathsPi[s2j , yi],Pi+1 andQi , whereQi is a path from yi to yi+1 inK with 4(S)−2−(2(S)−2j+1)−(2(S)−1)0
interior vertices. In this way we get a cycle having p + 4(S) − 2 S-vertices, as required. Considering, if necessary,
the ﬁrst S-vertex on CSp after xi+1, we proceed in a similar way in other subcases of the case 4(S) − 1 li + li+1
4(S). 
Consequently, we assume that any two vertices xi and xi+1 are separated by at least one S-vertex on CSp . There are
two possibilities, depending on the value of p with respect to (S).
Case 2.1: (S)p.
We have r = (S). For 1 i(S), let vi be the S-vertex following xi on CSp , which is, from our hypothesis, interior
to the segment CSp[xi, xi+1]. Let x be any vertex of K\{y1, y2, . . . , yr}. Then A = {v1, v2, . . . , v(S), x} is a subset
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Fig. 1. Case 2.1 of the proof of Theorem 5.
of S with (S)+ 1 vertices and so the subgraph G〈A〉 contains at least one edge. Suppose ﬁrst that xvi ∈ E for some i.
Then we apply Claim 1, where the path Pi+1 is replaced by the path x, vi of length one, and we obtain a cycle having
p + 4(S) − 2 vertices of S.
So we may assume now that such an edge joins two vertices of the cycle CSp , say vi and vj (see Fig. 1). Suppose that
li + lj 4(S)− 2. Delete the interior vertices and the edges of the segments CSp[xi, vi], CSp[xj , vj ] and add the paths
Pi ,Pj andQij , whereQij is a path from yi to yj inK with 4(S)−2− li − lj 0 interior vertices. In this way we obtain
a cycle with p+ 4(S)− 2 vertices of S. It remains the case where 4(S)− 1 li + lj 4(S). Suppose li = 2(S) and
lj = 2(S)− 1 and let s1, s2, . . . , s2(S) = yi be the S-vertices of the directed path Pi[xi, yi] appearing on Pi[xi, yi] in
the order of their indices. Clearly, s1 /∈V (CSp). Denote now by z the last S-vertex on CSp (according to the orientation
of CSp) before xi . We can show, as in the proof of Claim 1, that z must be adjacent to a vertex s2m, for some m(S).
Delete the interior vertices and the edges of the segments CSp[z, vi], CSp[xj , vj ] and add the edge zs2m and the paths
Pi[s2m, yi], Pj and Qij , where Qij is a path from yi to yj in K with 4(S)− 2 − (2(S)− 2m+ 1)− (2(S)− 1)0
interior vertices. Thus, we get a cycle having p + 4(S) − 2 vertices of S as required. We proceed in a similar way in
other subcases of the case 4(S) − 1 li + lj 4(S).
Case 2.2: p< (S).
We have r=p. If one of the segmentsC[xi, xi+1] has no interior vertex in S then, by Claim 1, we are done. Otherwise,
there is exactly one vertex of S interior to the segment C[xi, xi+1] for 1 ip. If li + li+14(S)−1, for some i, then
the cycle x−i , xi, Pi[xi, yi],Qi[yi, yi+1], Pi+1[yi+1, xi+1], xi+1, x+i+1, . . . , x−i has S-length p + 4(S)− 2, where Qi
is a path from yi to yi+1 in K with 4(S) − 2 − li − li+1 + 10 interior vertices. If li + li+1 = 4(S) we proceed as
in the proof of Claim 1.
From the existence of CSp for 3p4(S) and the fact that for every cycle of S-length p, p< |S|/2 + 1 − 4(S),
we obtain a cycle of S-length p + 4(S)− 2, we deduce, by induction, that G contains CSp for 3p< |S|/2 − 1. This
concludes the study of Case 2.
Putting together the results in Cases 1 and 2, we ﬁnally complete the proof of Theorem 5.
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