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Abstract
In this thesis, the use of photonic crystal cavities for experiments in cavity quantum-electrodynamics
is described. To this end, the propagation of light in photonic crystals, and the creation of cavities
by making defects in the photonic crystal lattice, is discussed. By drawing an analogy with Fabry-
Perot etalons, the mechanism of light confinement in these cavities is explained. It is shown that by
engineering the immediate cavity neighborhood, the mirror reflectivities can be increased, resulting
in a very high quality factor (Q) and low mode volume. Photonic crystal cavity designs used in this
thesis are introduced, along with numerically computed data of their performance.
Device fabrication in gallium arsenide wafers is described in detail, with special attention to
address factors that lead to a lack of reproducibility. Over the course of this thesis effort, several
thousand cavities were fabricated, and a wide range of Qs were recorded. Careful experiments were
performed to determine the causes of low Qs, both at the wafer growth level, and at the fabrication
level. Technological improvements in wafer growth are reported, as well as fabrication techniques to
improve cavity Q.
These cavities contain indium arsenide quantum dots (QDs) as internal light sources. Cavity-
induced enhancement of QD light emission is discussed, along with interferometric measurements
of photon correlations. It is found that light emission from coupled QD-cavity systems is highly
non-classical, and this quantum nature is characterized by means of a second order correlation
function.
To conclude, a novel application of high-Q cavities is discussed, that of an electrically-pumped
laser fabricated in a 1D nanobeam cavity. The salient feature of such a geometry is that a high Q
is retained even with the introduction of gold in the cavity vicinity. Finally, approaches to improve
cavity Q by material system optimizations are explored. In the first approach, QD growth in III-
V material systems with light emission wavelengths in the telecommunications wavelength range
(λ ≈ 1.55µm) is discussed, and in the second, the growth of III-V-based active media in silicon
structures is considered.
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1Chapter 1
Light in a Cavity
From the very early days of quantum mechanics, physicists have tried to understand the properties
of atomic spectral lines. Albert Einstein’s seminal work in 1916–17 formalized a quantum theory of
radiation and proposed three basic generators of spectral lines - spontaneous emission, stimulated
emission, and photo-absorption, each of which was phenomenologically described with an appropriate
probability of the event’s occurrence1.
Spontaneous emission refers to the phenomenon of emission of a photon by an atom in an
excited state making a transition to its ground state. The word “spontaneous” came from the
initial observation that the transition would happen without any external influence. The notion
of “external” influence got substantially revised with the full quantum treatment of particles and
fields. This physics came to be formally studied in the field of quantum-electrodynamics (QED),
which, along with being a template for other field theories, is to date one of the most precise physical
theories worked out by humankind2.
It was soon recognized that the rate of spontaneous emission from an atom was greatly depen-
dent on the electromagnetic environment. Naturally, it became interesting and important to consider
structures with controllable electromagnetic environments such as resonators. A well designed res-
onator can trap light for substantial periods of time, and thus allows the study of interactions
between trapped light and matter (corresponding to different atomic states). Light emitted by an
atom in a resonator faces a drastically different electromagnetic environment compared to free space,
which has a continuum of electromagnetic states. Further, the electromagnetic environment (i.e.,
the density of optical states) in a resonator can be modified by altering the cavity geometry, making
it possible to create light-matter coupled states that might be otherwise hard or impossible to find
in nature.
It is beyond the scope of this thesis to present the full formalism and theory of cavity QED
1Later called the “Einstein coefficients.”
2Figures often quoted in support of this argument pertain to very precise measurements of the anomalous magnetic
dipole moments, hyperfine splitting, and the Lamb shift in hydrogen, among others, that are matched spectacularly
by QED predictions [1].
2(cQED), and there are many elegant, scholarly works that the readers can refer to for this purpose
[2, 3, 4, 5]. In order to explain the physics behind experimentally observed data, some of the relevant
aspects of cQED are presented without derivation in this chapter. Practical implementations and
related issues are also sketched.
1.1 Spontaneous Emission
To understand and calculate the rate at which spontaneous emission happens requires a careful
consideration of the interaction between the atom (treated as a two-level system) and the (quantized)
electromagnetic fields in which the atom finds itself.
For the sake of simplicity, it is first assumed that the electromagnetic environment is composed
of a single mode3. A useful tensor-product notation for a atom-field state is of the form |s, n〉, where
s is the state of the atom (either excited se or ground sg), and n is the number of photons in the
electromagnetic mode. The interaction energy between an atom and a single electromagnetic mode
is equal to the dot product of the atomic dipole moment and the electric field at the atom’s position.
This, along with the energy of the field and atom, allows the total atom-field Hamiltonian to be
written down, as was first done in the Jaynes-Cummings [6] model. Most physical situations justify
the use of the rotating wave approximation in the solution of this Hamiltonian. It is found that
the atom-field interaction leads to a coupling between states of the form |se, n〉 and |sg, n+ 1〉, and
that the energy eigenvectors of the coupled system are superpositions of these states. The atomic
levels are said to have been “dressed” by the electromagnetic field. The time evolution of the system
is worked out using Schro¨dinger’s equation, revealing that the atom flops between the excited and
ground states with the characteristic “Rabi” frequency, R0 = −2g
√
n+ 1, where g is the atomic-
dipole matrix element. An interesting observation at this point is that in the full quantum treatment
described here, an initially excited atom “Rabi-flops” even if there are no photons in the cavity. This
is because while the expectation value of the vacuum electric field vanishes, the expectation value
of the field intensity does not, and in effect, vacuum fluctuations cause the atom to spontaneously
emit4.
Now, instead of a single electromagnetic mode, the coupling between an atom and a number of
modes can be considered. By applying Fermi’s Golden Rule, the probability of transition to a single
mode can be computed, and by summing over these probabilities for multiple modes, it is found
that the rate of spontaneous emission Γ is proportional to the optical density of states, D(ω), as
Γ = 2pig2(ω)D(ω). The story in the case of free space is slightly different, since a continuum of
modes is available for the atom to couple to. The situation is now considerably complicated, since
3A simple analogy to understand a single mode is to think of an air pipe that is blown “gently” into so as to excite
only a single frequency.
4This behavior is not predicted by semi-classical theory.
3the coupling between the atom and a large number of states must be considered, and, as noted
earlier, the interaction energy for each mode depends on the orientation of the atomic dipole with
the field polarization. The Weisskopf-Wigner theory takes these factors into account and an elegant
expression for the spontaneous emission rate in free space is obtained [3],
Γ =
1
4pi0
4ω3 |µ|2
3c3~
(1.1)
where ω and µ are the atomic transition frequency and dipole moment, respectively. It must be
noted that the Weisskopf-Wigner theory predicts an irreversible exponential decay of the excited
state of the atom, and is valid in the presence of a continuum of electromagnetic modes.
1.2 Atom in a Cavity
While deriving the rate of spontaneous emission in free space, it was observed that this rate was
proportional to the optical density of states. Purcell [7] realized that this rate can be enhanced by
placing an atom in a cavity resonant with the atomic transition, and subsequently Kleppner [8, 9]
discussed the inhibition of spontaneous emission of a Rydberg atom by eliminating vacuum modes
at the transition frequency.
To understand the physics better, the Hamiltonian describing the coupling between an atomic
transition and a single electromagnetic mode is revisited. As seen earlier, the Hamiltonian evolution
of the system led to Rabi-flopping between the atomic states. Two important dissipative processes
must be noted at this point. First, mirror imperfections lead to an irreversible loss of photons from
the cavity (at a rate κ, simply related to the cavity quality factor, Q, and resonant frequency, Ω,
as κ ≡ Ω/Q). Second, a coupling between the atom and electromagnetic modes outside the cavity
modifies the spontaneous emission rate, Γ. The latter is easily seen in the case of a 1D or 2D photonic
crystal, where the atom can couple to the continuum of electromagnetic modes (radiation modes) in
the dimensions lacking a photonic band-gap. Using the formalism of system-reservoir interactions,
the atom-cavity system is modeled as being coupled to thermal reservoirs (corresponding to mirror
losses and the electromagnetic continuum), and a new “master equation” that incorporates these
effects is used to model the system’s dynamics.
Depending on the relative strengths of the coupling and decay mechanisms, two different regimes
of interaction emerge at this point. In the first regime, the cavity and atomic decay rates (κ and
Γ, respectively) exceed the coupling rate (g) between the atom and the cavity, i.e., Γ, κ >> g, and
is known as the weak coupling (or “bad cavity”) regime. The second regime of strong coupling (or
“good cavity” regime) is the reverse, with the coupling rate exceeding the decay rates, i.e.,Γ, κ << g.
It must be noted that the coupling rate, g, can be expressed [10] in terms of the dipole moment ~µ,
4vacuum field strength ~E0 and mode volume V , as
g = ~µ · ~E0/~
where E0 satisfies r0 |E0|2 V = ~ω/2
(1.2)
This expression also highlights the importance of the alignment between the dipole moment and
vacuum field for good coupling. The two regimes will now be elaborated upon.
1.2.1 Weak Coupling
In this regime, where dissipation exceeds coupling, it is found that the excited atomic state decays
exponentially at the rate Γ = Γ′+Γc, where Γ′ is the decay rate into the electromagnetic continuum
[4], and Γc is the decay rate to the cavity, given [3] by
Γc =
2g2/κ
1 + 8δ2/κ2
(1.3)
where δ = Ω− ω, is the atom-cavity detuning. The previously alluded to effect of the enhancement
or inhibition of the spontaneous emission rate can now be readily understood. For a given coupling
strength, the decay rate Γc increases5 by increasing the cavity Q and reducing the detuning δ. Sim-
ilarly, rearrangement of the κ terms in Γc shows that inhibition is observed by increasing the cavity
Q and detuning δ. To have these effects dominate, the trick of course lies in reducing, to whatever
extent possible, the decay to the electromagnetic continuum such that Γ′ → Γc. Additionally, under
the simplifying assumptions of Γ′ = 0, δ = 0, and atom placement at the field antinode, it is found
that the enhancement in the spontaneous emission rate due to the cavity is proportional to Q/V ,
where V is the cavity mode volume. Thus high Q/V cavities provide an ideal method of exploring
these effects. The fraction of spontaneous emission from an atom that gets coupled to the cavity
mode is commonly referred to as its “β” factor.
1.2.2 Strong Coupling
In this regime, an excited atom emits a photon and it is more likely that this photon is reabsorbed
by the atom, rather than decaying incoherently. Thus, a reversible exchange of energy between the
atom and cavity mode continues for several cycles before the eventual decoherence sets in.
While the spectrum of spontaneous emission in the weak coupling case is a Lorentzian, here
two partially overlapping Lorentzians are observed, separated by the vacuum Rabi frequency 2g
and each having an equal full-width-at-half-maximum (FWHM) of (Γ + κ)/4. As was seen in the
Jaynes-Cummings model, the eigenstates of the coupled system are superpositions of the states
5Known as Purcell enhancement.
5Figure 1.1: Dressed atomic states.
|se, n〉 and |sg, n + 1〉. In the special case of zero-detuning, this translates into states of the form
( 1√
2
)(|se, n〉 ± |sg, n + 1〉), each separated in frequency by ∆f = 2g
√
n+ 1. Figure 1.1 shows the
“dressed” states and frequency splittings till n = 1, and Figure 1.2 graphically shows the emergence
of the double-peaked spectrum in the strong coupling regime at zero-detuning by varying the cavity
and QD decay rates, while keeping the coupling strength constant for the n = 0 eigenstates.
Figure 1.2: Emergence of the double-peaked spectrum in the strong coupling regime (left to right)
by decreasing the QD and cavity decay rates, as a function of (normalized) frequency difference,
ω − ωc, from the cavity frequency, ωc, at zero detuning, δ = 0. Solid line indicates coupled-system
spectrum and dashed lines indicate (Lorentzian) spectra of individual eigenstates for the case of a
single photon in the cavity. Individual Lorentzians are centered at ω = ωc ± 2, and have decreasing
FWHM - from 4 (left) to 3 (middle) to 1 (right).
These graphs help explain one of the many elegant physical effects seen in strong coupling,
6namely that of optical nonlinearity at the single-photon level. Consider an atom strongly coupled
to a cavity with a single photon bouncing back and forth. For sake of simplicity, assume that the
individual atomic and cavity resonances have no detuning. In this case, the spectrum of the coupled
system shows two resonances at ω0 ± g, and no resonance at ω0 . Hence, a photon stream incident
on the cavity at a frequency ω0 will get reflected back as long as the cavity has the single photon
in it (photon blockade). Once the single photon within decays, the cavity will allow the ω0 photon
stream. Thus a single photon within the cavity can dramatically alter the transmission through the
cavity. As noted previously, |E0| ∝
√
ω/V , which leads to g/κ ∝ Q√(ω/V ), once again pointing to
high Q/V cavities for exploring these effects.
1.3 Atom-Optics to Semiconductor Cavity QED
The physics that has been presented so far has traditionally been studied in the atom-optics com-
munity. Certain atomic transitions in cesium or rubidium atoms are typically used, along with
micrometer-sized cavities with very-high-reflectivity mirrors. The technical challenges faced are
enormous, both in creating the experimental setup and in collecting data. Sophisticated trapping
techniques such as magneto-optic-traps are used to hold an atom precisely over a cavity. The atom
is then allowed to fall into the cavity region, and it interacts with the cavity for a very short period
of time (order of µs). In this time, a laser pulse must excite the atom, while other laser beams
interrogate the state of the coupled atom-cavity system6. While these experimental setups are im-
portant in understanding physics and demonstrating concept, it is hard to imagine their use in more
complicated configurations (e.g., coupling between several cavities), or their portability to industry.
In this context, semiconductor-based cavity-QED presents a refreshing alternative, albeit (un-
derstandably) with its own set of complications. Here, cavities can be formed by creating defects
in otherwise-periodic dielectric structures (photonic crystals), and Chapter 2 deals extensively with
the theory of light confinement in these structures. It must be noted that semiconductor-based,
non-periodic structures such as ring resonators can also be used. The counterpart of the atom is the
quantum dot (QD). A QD is a small-sized semiconductor structure (several times smaller than the
wavelength), which is surrounded in all three dimensions by higher electronic band-gap material.
This spatial and energetic confinement leads to a quantized spectrum of the QD transitions, thus
making the analogy with discrete atomic transitions apparent. These QD transitions correspond to
different exciton7 configurations (excitons, charged-excitons, bi-excitons).
Since these quasi-atoms are stationary, a big technological challenge has been side-stepped. Of
course, such a setup has its own issues8. One of them is that the QD embedded devices need to
6The atomic motion introduces further complications such as velocity-dependent modifications to the spontaneous
emission rate, among others.
7A bound electron-hole pair.
8Since there are no free lunches!
7be cooled down to liquid helium temperatures (4-40 K) to narrow the (QD) transition linewidth
and reduce non-radiative recombination. Secondly, the QD transition wavelengths are dependent on
the QD size, and so, instead of a unique transition frequency, there exists an ensemble of transition
frequencies on any given wafer containing QDs. Rapid progress in the design of photonic crystal
cavities has led to the development of cavities with Qs in excess of 1, 000, 000 while maintaining a
mode-volume comparable to a cubic wavelength. Design and fabrication of these devices is detailed
in chapters 2 and 3, respectively.
1.3.1 Quantum Dot Dynamics
After the initial observation of strong coupling [11, 12, 13, 14] between a semiconductor-based cavity
and embedded QDs, further experimental work in recent years has revealed some rather unexpected
physics. The first is QD-cavity coupling for large values of spectral detuning between QD and cavity
resonances [15]. The second is the observation of a third peak [16] in between the two peaks predicted
by the Jaynes-Cummings model in the strong coupling regime (see right pane of Figure 1.2). These
observations have led to intense work within a relatively short period of time to better model QDs
and their coupling to cavities. At the time of writing (April 2010), there is no clear consensus in
the physics community about the explanation of these experimental observations, and some leading
ideas on the generalization of the two-level-system approximation of the QD are as follows:
• In addition to the decay mechanisms already identified (photon decay from the cavity, and
spontaneous emission into free space by the QD), pure dephasing [17, 18, 19, 20, 21] of the QD
holes and electrons (potentially at different rates [17]) is taken into account, and is believed to
be responsible for non-resonant QD-cavity coupling via phonon mediation [21], as well as the
spectral triplet. An alternate [22] explanation attributes the triplet to a quantum interference
effect between the different decay channels available for a cavity photon.
• Exciton injection [17, 23] and incoherent cavity-mode pumping [19, 23] rates are also taken
into account in computing the spectrum of the coupled system.
• The role of QD hyperfine interactions in the cavity-mediated mixing of different exciton states
is also being investigated [17, 24].
Interestingly, some of these different models [17, 19, 22, 23] have shown a good fit with ex-
perimental data [16]. Finally, there are strong indications [19] that the signature of being in the
strongly-coupled regime is more complex than the observation of a spectral doublet/triplet. As
Laussy et al. [23] pointed out, depending on the rate of incoherent cavity pumping, one or two
peaks can be observed in the weak and strong coupling regimes at zero QD-cavity detuning. Rich
theoretical and experimental work in the field of semiconductor cavity-QED is in rapid progress.
81.4 Thesis Organization
In this chapter, starting with the intent of controlling the spontaneous emission rate from an atom,
the different regimes of light-matter interaction have been touched upon. The following chapters
discuss the various aspects of practical devices that allow the exploration of these regimes.
Chapter 2 introduces the theory of light propagation in photonic crystals, using which, the
presence of a photonic band-gap in such structures is explained. Methods of numerical computation,
and the creation of cavities (resonators) by introducing defects in the photonic crystal lattice is
discussed. By modeling a photonic crystal cavity as a Fabry-Perot etalon, the principles of photon
confinement in these cavities are illustrated. Finally, an analysis of the cavity geometries fabricated
in this thesis is presented.
Chapter 3 discusses the composition of the wafers in which the devices are fabricated. Subse-
quently, the fabrication sequence is elaborated upon.
In Chapter 4, the experimental measurement of cavity Q is taken up, followed by an analysis of
the factors that degrade the Q. Wherever possible, improvements are suggested.
Chapter 5 explores the properties of light emission from QDs coupled to photonic crystal cavities.
Cavity-induced enhancement of QD luminosity, along with the non-classical nature of the light
emission from the QDs is discussed.
Finally, Chapter 6 looks into a proposal of an electrically pumped laser based on a 1D nanobeam
cavity. Numerical computations of device performance are presented, along with the fabrication
sequence. To conclude the thesis, material system optimizations for increasing cavity Qs are pre-
sented. Two approaches are discussed, the first involves tailoring QD emission to telecommunication
wavelengths (λ ≈ 1.55µm) in III-V material systems, and the second involves the growth of III-V
based QDs on silicon substrates.
9Chapter 2
Light Trapping Structures - Theory
A photonic crystal1 is a structure whose dielectric constant has spatial periodicity in one or more
dimensions [26, 27]. Two distinct features of photonic crystals distinguish them from bulk dielectric
media: the presence of a photonic band-gap, and optical modes with group velocities that can
be much lower than the velocity of light in bulk media. In this chapter, the formalism used to
quantify light propagation in photonic crystals is described, by means of which, the presence of a
photonic band-gap in such structures is explained. Computational tools are then introduced and
used to calculate dispersion relations for photonic crystals. After noting practical issues pertaining
to viable geometries, cavity construction using photonic crystals is outlined. A discussion of the
mechanisms for cavity-Q enhancement follows, and finally the cavity geometries studied in this
thesis are described.
2.1 General Notions
The presence of a photonic band-gap can be understood by invoking an analogy with crystals that
exhibit an electronic band-gap. The periodic arrangement of atoms in a crystal leads to a periodicity
in atomic potentials that an electron wave traveling through the lattice experiences. Depending on
the frequency, the scattering of the electron wave can be constructive or destructive. The latter
case is readily seen in semiconductor crystals, where complete destructive interference causes an
electronic band-gap between valence and conduction energy bands. Analogously, a structure that
has a periodicity in its dielectric constant can exhibit a photonic band-gap, i.e., a region of frequencies
where light propagation is inhibited due to destructive interference between light waves scattering
off of dielectric-boundary interfaces. The band-gap is called complete if the inhibition takes place
in all directions. The property of modes displaying “unusual” group velocities is also rooted in the
scattering mechanism alluded to above. Both of the above properties will become clear once the
1The first half of this chapter is inspired by the elegant exposition on the subject by J. D. Joannopoulos in his
book [25].
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dispersion relation for light in a photonic crystal is computed.
The usual method of studying light propagation in photonic crystals is to recast Maxwell’s equa-
tions into an eigenvalue problem. Starting from the general form of Maxwell’s equations, and making
the assumption of a source-free, linear, isotropic, and frequency-independent dielectric constant, one
gets the following:
∇× ~E(~r, t) = −µ0 ∂
~H(~r, t)
∂t
(2.1)
∇× ~H(~r, t) = −0r(~r)∂
~E(~r, t)
∂t
(2.2)
∇ · ~H(~r, t) = 0 (2.3)
∇ · [0r(~r) ~E(~r, t)] = 0 (2.4)
where ~E(~r, t), ~H(~r, t) represent the electric and magnetic fields, respectively, and µ0 the permeability
of free space. The permittivity, (~r), is given by (~r) = 0 r(~r), where 0, r(~r) represent the
permittivity of free space, and the relative permittivity, respectively.
A justification of the assumptions made is in order:
• Source free - The devices considered here do not have a direct current injection mechanism.
• Linearity - The optical nonlinearities encountered in the material systems considered here
(GaAs, Si) are small enough to be treated perturbatively.
• Isotropic - This is really a simplifying assumption, and not a restriction. The generalization
to the tensor form of the permittivity is straight-forward, giving the relation between the
displacement field ~D(~r, t) and electric field ~E(~r, t) as ~D(~r, t) = 0 r(~r) ~E(~r, t).
• Frequency independence is justified since the goal is to design resonators, which by definition
operate in a narrow frequency range where the permittivity is nearly constant. This implies
that care must be taken in calculating dispersion relations that involve large wavelength ranges,
and it might be necessary to iterate the calculations a few times with the updated permittivity
in the frequencies of interest.
The eigenvalue recasting follows from taking the curl of equation 2.2, and choosing a harmonic
time dependence of the electric and magnetic fields ({ ~E, ~H}(~r, t)) = { ~E, ~H}(~r) e−jωt) leads to
∇×
(
1
(~r)
∇× ~H(~r)
)
=
(ω
c
)2
~H(~r), or (2.5)
Θ ~H(~r) =
(ω
c
)2
~H(~r) (2.6)
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where the eigen operator, Θ, is defined as Θ ≡ ∇×
(
1
(~r)∇×
)
, and
(
ω
c
)2 are the eigenvalues. The
above equation is commonly referred to as the master equation [25]. The Hermitian2 nature
of the operator Θ leads to real eigenvalues. Further, since (~r) > 0 everywhere, Θ is positive
semi-definite, and therefore all the eigenvalues are nonnegative. Further, any two eigenmodes with
different eigenvalues are orthogonal.
As defined above, a photonic crystal has a spatially periodic permittivity, (~r). Consider a spatial
direction sˆ in which the permittivity is periodic such that
(~r) = (~r + nS sˆ) (2.7)
where S is the period, and n ∈ Z. The above equation describes a discrete translation, and must
be a symmetry of the system. Stated differently, the (discrete) translation operator Tˆ~S must com-
mute with the operator Θ in the master equation (equation 2.5). As a result, one can construct
simultaneous eigenfunctions of both operators. Tˆ~S , which acts in the following way:
Tˆ~S (~r) = (~r + ~S) = (~r) (2.8)
admits exponential-type eigenfunctions, since
Tˆn~S e
j ~K·~r =
(
ejnS
~K·sˆ
)
ej
~K·~r (2.9)
Note that if ~K in the above equation (2.9) is replaced by ~K + (2pi/S)sˆ, a degenerate eigenfunction
is generated whose eigenvalue, by definition, is the same. This vector (2pi/S)sˆ is referred to as the
reciprocal lattice vector.
It is worth noting the special case of a medium showing continuous translational symmetry, such
as a bulk medium. In this case, the translational operator T~t will commute with the operator Θ for
any value of translation, ~t.
By the property of simultaneous eigenfunctions, the eigenmodes of the master equation (2.5) can
be expressed in the following plane wave form:
~H(~r) = ej ~Kx·~r(xi,..) ~H0(~r(yi, ..)) (2.10)
where {xi} denotes the spatial dimensions in which the permittivity is periodic, while {yi} denotes
the remaining dimensions such that ~r = ~r(xi, ..)+~r(yi, ..), ~Kx is any vector in the sub-space denoted
by {xi}, and ~H0(~r(yi, ..)) is an arbitrary function in the subspace denoted by {yi}. For instance, if
the permittivity (~r) was periodic in the x direction, the form that ~H(~r) takes would be
2An operator Φ is said to be Hermitian if for any vector fields ~X(~r), ~Y (~r), the following inner product relation
holds: ( ~X,Φ~Y ) = (Φ ~X, ~Y ).
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~H(x, y, z) = ejKxx ~H0(y, z) (2.11)
Instead of the simple form of ~H(~r) in equation 2.10, a linear combination of degenerate eigen-
modes can be used to construct a more general solution of the form
~H(~r) = ~H0(~r(yi, ..))
∑
m∈Z
cm, ~Kx(yi, ..) e
j( ~Kx+m
2pi
Sx
sˆx)·~r(xi,..) (2.12)
=
(
ej
~Kx·~r(xi,..) ~H0(~r(yi, ..))
)
u ~Kx(xi, ..) (2.13)
where cm, ~Kx(yi, ..) are constants w.r.t (xi, ..),
2pi
Sx
sˆx is the reciprocal lattice vector, and by construc-
tion u ~Kx(xi, ..) is periodic in the sˆx direction with period Sx. Thus we have arrived at the well
known Bloch’s theorem and have expressed the eigenmodes of the system in terms of a plane wave
expansion modulated by a periodic function, also known as Bloch states.
As has already been noted, modulo the reciprocal lattice vectors, all Bloch states are identical,
which means that it suffices to specify ~Kx ∈ [0, 2piSx sˆx]. This restricted space of reciprocal lattice vec-
tors is referred to as the Brillouin zone. Analogous to the manner in which the discrete translational
symmetry of the dielectric structure reduced the set of reciprocal wave vectors, ~Kx to the Brillouin
zone, additional symmetries that might exist in the structure (rotations, reflections, or inversions)
further reduce the Brillouin zone to what is known as the irreducible Brillouin zone.
A situation often encountered in practical structures is that of a combination of discrete and
continuous periodicity in the permittivity; for instance, in a bulk medium with periodically drilled
holes. In such a case, equation 2.12 takes a special form, with (xi, ..) denoting the dimensions of
discrete periodicity, and (yi, ..) denoting the dimensions of continuous periodicity;
~H(~r) =
(
ej
~Kx·~r(xi,..)ej ~Ky·~r(yi,..)
)
u ~Kx(xi, ..) (2.14)
where ~Kx is restricted to the irreducible Brilluoin zone and ~Ky is unrestricted.
Given the dielectric structure (~r) of a photonic crystal, the eigenmodes (of the form in equation
2.12) can be found by solving the master equation (equation 2.5) and each mode can be labeled
by its eigenfrequency ω and a reciprocal wave vector ~Kx from the irreducible Brillouin zone. This
leads to the dispersion relation ω( ~Kx) for a photonic crystal. A consequence of the periodic nature
of u ~Kx(xi, ..) (and hence
~H(~r)) is that the spectrum of eigenvalues of the Hermitian operator, Θ, is
discontinuous. That is, at each given ~Kx point, the set of eigenvalues form a discrete set. At the
same time ~Kx enters into equation (2.12), and hence in the master equation (equation 2.5), in a
continuous sense (within the irreducible Brilluoin zone), which, along with the previous observation,
leads to discrete bands of eigenfrequencies in the dispersion relation, and the “folding” of bands at
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the edges of the Brilluoin zone.
An important property of photonic crystals, the photonic band-gap, can now be explained. The
time-averaged electric field energy
UE =
1
4
∫
(~r)| ~E(~r)|2d3r (2.15)
is minimized3 when most of the electric field is concentrated in a region of high (~r). Further,
as a mode in a particular band approaches an edge of the Brillouin zone with increasing
∣∣∣ ~Kx∣∣∣, it
gets folded and creates a second band. As noted previously, modes (and hence bands) with different
eigenvalues are orthogonal. As a result of all the above, at an edge of the Brillouin zone, orthogonality
between the two bands can only be maintained if the two bands differ in frequency. The mode in
the lower band (called the dielectric band) concentrates its energy in regions of high (~r), while
remaining orthogonal to the mode in the higher band (called the air band), which concentrates its
energy in the regions of lower (~r). It is this splitting in frequency that creates a photonic band-gap:
a spectral region that does not contain any eigenmodes of the system. The width of this band-gap
is correlated with the dielectric contrast (max/min) in the structure.
The presence of a photonic band-gap in one or more dimensions makes photonic crystals very
elegant structures for constructing resonators. Such resonators, called photonic crystal cavities,
are based on the principle that if an electromagnetic excitation (light) within the band-gap can
be excited in the crystal, its propagation within the crystal is inhibited, and it remains spatially
localized in the neighborhood of the excitation. The following sections will delve into resonator
considerations and designs.
2.1.1 Practical Considerations
At this point, it is instructive to consider practically feasible devices. Planar devices have the great
advantage that they are amenable to electron-beam/photo lithography, and all the mature tools and
techniques from the semiconductor processing industry can be taken advantage of. While it would
be ideal to have a 3-dimensional photonic band-gap, a planar fabrication sequence lends itself most
naturally to 1D or 2D photonic crystal cavities, and other mechanisms such as index confinement
[28] (via total-internal-reflection [TIR]) must be used to confine light in the remaining dimension(s)4.
As mentioned previously, the extent of the band-gap depends on the dielectric contrast in the
structure. A larger band-gap results in a tighter confinement of light to the resonator, and allows
room for some device imperfections that are inevitable during fabrication. A maximum dielectric
contrast is possible when a high index material is surrounded by air (r = 1).
3This heuristic idea is formalized in the electromagnetic variational theorem.
4This mechanism is behind the confinement of light to the core of a fiber optic cable.
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Keeping in mind the above two considerations, leads to photonic crystal slabs. Such structures
have periodic permittivity in one or two dimensions in-plane, and uniform permittivity (within the
slab) in the remaining dimension. The technique of creating free-standing semiconductor slabs by
selective wet etching methods will be discussed in Chapter 3.
2.2 Computational Electrodynamics
For all the elegance of photonic crystals, a completely analytical description is elusive, and these
devices must be analyzed numerically. Powerful numerical programs, such as the open-source appli-
cations developed by the MIT Ab-Initio group5 are employed. A plane-wave basis for the eigenmodes
is used to solve the master equation (equation 2.5) in the eigensolver program MPB [29].
Figure 2.1: (Left) Real-space and reciprocal-space representation of triangular lattice of air holes
(radius r = 0.30 a) in an infinitely thick structure (r = 12.605). (Right) Corresponding dispersion
relation showing TE and TM eigenmodes.
To make matters that have been discussed so far more concrete, an example of a 2D photonic
crystal is discussed. Such an ideal structure is infinite in the z direction, and has periodic permittivity
in the x-y plane, generated by drilling a triangular lattice (lattice constant a) of air holes (radius
r) in an infinite bulk medium of relative permittivity r. It must be noted that since Maxwell’s
equations are scale-invariant, the choice of a length scale is arbitrary, and it is convenient to express
all quantities in terms of the lattice constant. The left pane of Figure 2.1 illustrates the top view
of such a structure along with the (shaded) irreducible Brillouin zone. Due to the infinite extent
of the structure in the z direction, there are two possible polarizations: transverse-magnetic (TM),
5http://ab-initio.mit.edu/wiki/index.php/Main_Page
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where Hz(~r) ≡ 0, and transverse-electric (TE), where Ez(~r) ≡ 0. Figure 2.1 shows the dispersion
relation, ω(k), of the structure for both polarizations6. Note the presence of a photonic band-gap
for only the TE polarization (for ω/2pi = a/λ ≈ 0.20− 0.27). The group velocity at any (ω, k) point
is ∂ω/∂k, and as can be seen in the dispersion relation (for the first few bands), takes on values close
to zero at high-symmetry reciprocal-lattice points such as the M,K points. The velocity of light in
a medium corresponds to its group velocity7 at a particular frequency, and thus the unusual group
velocity in photonic crystals can be exploited for dramatic light slow-down [30, 31].
Figure 2.2: Dispersion relation showing TE-like and TM-like eigenmodes for a triangular lattice
photonic crystal slab (thickness d = 0.75 a, radius r = 0.30 a, r = 12.605). Insets show real-space
and reciprocal-space representation of the photonic crystal.
To make matters more realistic, the case of a structure with finite extent in the z direction is
now considered. Frequency domain simulations of a photonic crystal slab consisting of a triangular
lattice of air holes reveal the extent of the photonic band-gap as a function of the in-plane Bloch
wave vectors, as seen in Figure 2.2. A subtlety must be mentioned at this point: Since the structure
only has 2D periodicity, light is (incompletely) confined in the vertical direction by TIR. Therefore,
6The simulations and dispersion relations use natural units, i.e., speed of light, c ≡ 1.
7The group velocity of light in a bulk medium is given by, vg = c/n, where n is the refractive index.
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any mode (designated by [ω, k]) lying above the light line (defined as, ω = c k) will always couple to
the continuum of electromagnetic modes (called radiation modes). Thus, the photonic band-gap in
this case is defined as the frequency range that is devoid of any guided modes [32] below the light
line (i.e., for ω < ck). Radiation modes, of course, exist at all frequencies.
It should be noted that all guided bands can be divided into two groups depending on the E-
field symmetry with respect to the plane in the middle of the slab; even and odd (or equivalently,
transverse electric [TE]-like or transverse magnetic [TM]-like, to invoke the similarities to their 2D
counterparts). In case of the triangular lattice of air holes, it is well known that a band-gap exists
only for TE-like modes, and this can be seen in Figure 2.2.
The spectral location of the photonic band-gap is a function of the slab thickness (see Figure
2.3). Qualitatively, one can imagine starting from an infinitely thick slab and “squeezing” the slab
(and thus the confined mode) to a finite thickness. Thus, as the slab thickness is decreased, so is the
mode wavelength, and the mode frequency increases as a result. The slab thickness is chosen such
that only the lowest-order mode in the vertical direction is supported, thereby keeping the mode
volume at a minimum and suppressing the coupling to the higher-order slab modes. Therefore, the
slab thickness tends to be approximately close to half the wavelength of light in the material for
optimal confinement.
Figure 2.3: Photonic band-gap variation as a function of normalized slab thickness (d/a).
As alluded to previously, the presence of a photonic band-gap can be exploited for resonator/cavity
formation by simply creating a “defect” (such as a missing/modified hole[s]) in the photonic crystal.
Strictly speaking, a defect makes the structure lose its crystalline property, but if the defect is small
enough, the situation can be handled perturbatively. Physically this means that if light with a
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frequency within the band-gap is excited inside the defect, it propagates some finite distance away
from the defect before experiencing the band-gap, i.e., it evanescently decays away from the defect.
The defect also presents a computational challenge for frequency domain calculations which is
overcome by defining a “super cell”—a photonic crystal containing the defect and a sufficiently large
number of periods around it such that the mode excited in the defect region becomes negligible at
the super cell boundaries. Not only does this require greater computer memory because of the larger
size of the computational cell, many more bands must be computed because the original bands get
folded many times over due to the introduction of an artificial periodicity by the super cell. As
an illustration, Figure 2.4 depicts the electric field energy density for different modes within the
band-gap of an infinitely-thick 2D triangular lattice of air holes. Note that the cavity structure has
four-fold symmetry which shows in the mode profiles.
Figure 2.4: Frequency-domain simulations showing electric field energy density profiles of defect
modes in a 2D triangular-lattice photonic crystal cavity with radius r = 0.24 a
In practice, frequency domain simulations are performed for the defect-free case to reveal the
spectral extent and location of the photonic band-gap. Finite-difference time-domain (FDTD) sim-
ulation methods [33] are then employed to launch a mode within this band-gap to find the exact
resonant wavelength, Q (by computing the inverse Fourier transform of the cavity field), and mode
profiles. This brute-force technique8 discretizes the dielectric structure (in what is known as the Yee
lattice [35]) and time-steps the electromagnetic fields according to equations 2.1–2.4.
8MEEP [34], one of the open-source applications developed by the MIT Ab-initio group for performing FDTD
simulations is primarily used in this thesis.
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Aside - The choice of a triangular lattice is interesting. It is a curious geometrical property that
for a planar crystal lattice, only 2-, 3-, 4-, and 6-fold symmetries can exist. Structures with 5-,
7-, 8-fold (and higher) symmetries were thought to not exist in nature for a long time, till their
relatively recent experimental discovery [36] in 1984. These structures are called quasi crystals.
Though strictly not periodic, they have a long-range order. Long before this, however, expressions
of 5-fold symmetric structures were found in 15th century Islamic art [37], five centuries before Roger
Penrose formally studied and explained them. Photonic quasi crystal cavities have been fabricated
by several research groups [38], and while they are very elegant structures, no real advantage over
regular photonic crystal cavities has been found. The latter are mathematically more tractable in
both design and analysis, and are thus the devices of choice.
2.3 Photonic Crystal Cavities
Figure 2.5: Cut-away of an air-suspended L3 photonic crystal cavity showing layer composition.
(Credit: Se-Heon Kim.)
Having sketched the basic methods for analyzing photonic crystal cavities, a description and
analysis of the cavities designed and fabricated for this thesis is presented. With the constraint of
planar fabrication, it is natural to consider cavity geometries that inhibit propagation in-plane. This
idea finds expression in a 2D lattice of air holes. Device composition is elaborated in Chapter 3, but
for now it suffices to note the presence of internal light sources in the middle of the slab in the form
of InAs quantum dots (QDs). Typical QD dimensions are 20−30 nm in-plane, and ≈ 5 nm in height;
as a result, QD electric field polarization tends to be dominantly in-plane, and is the chief reason
for the choice of the triangular lattice—the QDs couple well with the TE-like polarization (electric
field is entirely in-plane in the z = 0 symmetry plane of the slab) of the cavity and as noted in the
previous section, such a structure shows a band-gap (also see Figure 2.2) for TE-like polarizations.
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A cut-away section of an L3 cavity structure (elaborated later) showing the mid-plane QD layer and
the 2D photonic crystal is seen in Figure 2.5.
2.3.1 Fabry-Perot Etalon Model
To understand light confinement in photonic crystal cavities, it is physically insightful to model these
resonators as symmetric Fabry-Perot etalons. Such an etalon is simply composed of a waveguide
sandwiched between identical mirrors, as depicted schematically in Figure 2.6. In the geometries
that will be explored here, the mirror is a distributed, not “lumped” element.
Figure 2.6: Schematic showing cavity modeled as a waveguide sandwiched between mirrors.
Photonic crystals provide a very elegant method of implementing both waveguides as well as
mirrors. This beautiful property can be seen in Figures 2.7–2.8, where the dispersion relation for
a rib waveguide is compared with that of a rib perforated by a periodic array of air holes (i.e., a
1D photonic crystal). In these dispersion relations, modes below the light line are guided modes,
whereas modes with ω > c k are radiation modes. Note two very significant differences between
these two cases, one, the presence of a photonic band-gap, and two, very low group velocities near
the edge of the Brillouin zone, both in the case of the 1D photonic crystal (analogous to a 1D Bragg
mirror). Thus, by choosing an appropriate frequency, one obtains a mirror (if within the band-gap),
or a waveguide with very low group velocity (just above or below the band-gap), both of which are
elusive in a rib waveguide. Inside the band-gap, modes become evanescent and instead of the form
seen previously in equation 2.12, the magnetic field takes on a form
Hz(r) = ejkz u(z) e−κz (2.16)
corresponding to a complex wavevector k+ jκ. The importance of low group velocities will become
apparent subsequently.
To make matters concrete, consider a waveguide of length l that supports a waveguide mode
with a group index ng (≡ c/vg, vg being the group velocity) at a wavelength λ0. Let the (complex)
mirror reflectivity be |r(λ)| ejψr(λ) where |r(λ)| , ψr, represent the reflection amplitude and phase,
respectively. For such a system, the quality factor at a wavelength λ0 is [39]
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Figure 2.7: Dispersion profile for rib waveguide (width=a, height=0.75a) with r = 12.605. Only
TE-like modes are considered here.
Q =
pi
1− |r(λ0)|2
[
2 l ng(λ0)
λ0
− λ0
pi
(
δψr
δλ
)
λ0
]
(2.17)
Three immediate factors impacting cavity-Q positively can be identified by examining the above
equation: high mirror reflectivity, slow group velocity, and low
(
δψr
δλ
)
λ0
. These factors are now
investigated, and for sake of simplicity (particularly computational), a 2D geometry of collinear air
holes in a rectangular waveguide is explored. This helps illustrate the physical principles of light
confinement, while circumventing the need for time-consuming 3D calculations.
2.3.1.1 Resonator Construction
The first issue is of resonator construction. To implement the schematic in Figure 2.6, starting with
a rectangular strip of width a, a section of air holes with radius r = 0.30 a is chosen as the mirror,
and a section of air holes with a smaller radius r = 0.15a is chosen as the waveguide. It is important
to scale (reduce, in this case) the lattice constant of the waveguide section with respect to the mirror
section in order to position a waveguide mode inside the photonic band-gap of the mirror section.
Figure 2.9 shows the appropriately scaled dispersion relations for periodic versions of each of these
sections. For sake of comparison, the dispersion relation for a homogeneous waveguide is also shown.
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Figure 2.8: Dispersion profile for air holes (radius r = 0.30 a) in a beam (width=a, height=0.75a)
with r = 12.605. Yellow shading reveals photonic band-gap. Only TE-like modes are considered
here.
Finally, a four-hole waveguide section is sandwiched between twelve-hole mirror sections on either
side, and a resonant mode within the mirror band-gap is found at ωa/2pi = a/λ = 0.219, with
Q =6,330.
2.3.1.2 Mirror Reflectivity
The second issue is of mirror reflectivity. By setting up the cavity as above, light in the waveguide
section is a guided mode, where it takes an evanescent form in the mirror section, inevitably leading
to a mode mismatch. By implementing a “taper” section between the waveguide and mirror sections,
an increase in reflectivity has been proposed and demonstrated [39, 40, 41] in various geometries.
The purpose of the taper is to minimize mode-mismatch by gradually increasing the (imaginary)
wavevector κ (see equation 2.16) in the mirror section.
In the mirror-waveguide-mirror geometry discussed above, a taper is now introduced in the
twelve-hole mirror section by linearly decreasing (in steps of 2%) the radius of the six mirror-section
holes nearest to the waveguide section (as well as a corresponding shrinkage of the pitch by the
same amount), i.e., the first mirror-section hole has a radius equal to 88% of the end holes. It is
found that the cavity blue-shifts to a/λ = 0.223, with a significant Q increase to Q =15,934. The
cavity blue-shift is expected because of a slight reduction in the cavity length by the shrinkage of
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Figure 2.9: Scaled dispersion relation for (2D) mirror and waveguide sections. Right side shows the
“unit” cell of each section. Yellow shading shows the band-gap for the mirror section (r = 0.30a).
Rectangular strip width=a, r = 12.605. Only TE modes are considered here.
the mirror-section holes nearest to the waveguide.
To quantify the change in reflectivity due to tapering, numerical calculations using FDTD were
performed on a waveguide-mirror geometry, schematically depicted in Figure 2.10. In this case
the waveguide is simply a homogeneous rectangular strip, while the mirror section is as discussed
earlier. A line source is placed in the waveguide and the Poynting-vector flux through the end of the
waveguide section is computed with and without the taper, and is normalized by the flux in the case
without a mirror section9. It is clear from Figure 2.11 that tapering increases reflectivity. All other
things held constant, equation 2.17 suggests that Q ∝ 1/(1−R2) and using the computed values for
reflectivity (R), tapering predicts an increase in Q from 6,330 to 13,578, close to the actual value of
15,934.
It might be argued that the increase in cavity-Q could also stem from a decrease in the group
velocity, as the dispersion relation for the waveguide mode reveals a decrease in group velocity
9A technical point must be noted: flux (through the plane) is first calculated without the mirror, and is subtracted
from the flux in the presence of the mirror. This is to remove the contribution of incident power in the reflected flux
calculation.
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Figure 2.10: Schematic showing reflectivity computational cell of a waveguide adjacent to a mirrors.
Figure 2.11: Reflectivity as a function of normalized frequency for the waveguide-mirror schematic
shown in Figure 2.10.
(see slope of lower green curve for ωa/2pi > 0.210 in Figure 2.9). To verify the contribution of
the taper in the reflectivity increase, a waveguide with nearly-constant dispersion in this frequency
range is substituted, and the role of the taper investigated. Such a waveguide is implemented
by a homogeneous strip, and its dispersion is shown by the orange curve in Figure 2.9. FDTD
computations (summarized in Table 2.1) indicate a change of (a/λ,Q) from (0.217, 3,845) to (0.222,
10,490) by implementing the same taper as above, thus confirming the increase in reflectivity by
tapering. Using the computed reflectivities at these frequencies, tapering should increase the Q from
3,845 to 8,605, again slightly short of the actual value of 10,490. Since slow-light effects are ruled
out in this case, the difference in Q is attributed to a change in the phase term in equation 2.17,
arising from a tapering-induced decrease in effective cavity-length. As noted previously, the slight
decrease in effective cavity-length shows up in a blue-shift of the cavity wavelength.
No taper Taper
rwg/a = 0.00 (0.217, 3,845) (0.222, 10,490)
rwg/a = 0.15 (0.219, 6,330) (0.223, 15,934)
Table 2.1: Table of (a/λ,Q) values for different waveguide and taper implementations.
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2.3.1.3 Group Velocity
The third issue is of low group velocity. By examining the dispersion diagrams in Figure 2.9 and
locating the resonant cavity frequencies on them, it is evident that that the modes mentioned
previously do not lie at the edge of the Brillouin zone, and hence do not make full use of the
low group velocities available near the edge. With this consideration noted, the waveguide section
was perturbed by replacing the holes with rectangles. The transverse dimension of the rectangle
was varied continuously, and a dramatic improvement in cavity-Q was observed, reaching a peak
of 604, 944. As seen in Figure 2.12 and in all tunings considered, the Q exceeded the Qs of the
waveguide of holes. To investigate whether the 37-fold increase in Q is related to low group velocity,
the dispersion relations and group velocities for the two different waveguide implementations are
considered. In the first implementation, four holes with radius r = 0.15 a and pitch 0.78 a are used,
while in the second, four rectangular slits with the same pitch are used (transverse size= 1.475 a,
axial size= 2×0.15 a). In the former case, FDTD calculations show (a/λ,Q) =(0.223, 15,934), while
in the latter case (a/λ,Q) =(0.227, 604,944). Using the dispersion plots as seen in Figure 2.13,
mode frequencies are used to find the corresponding wavevectors and group velocities (marked by
arrows in Figure 2.13). Surprisingly, the reduction in group velocity is very small and can’t explain
the dramatic Q enhancement.
Figure 2.12: Cavity-Q (left axis) and frequency (right axis) as a function of transverse rectangular
size (e, in units of axial rectangular size). The axial rectangular size is kept constant at 2× 0.15 a,
and (tapered) mirror implementation is described in the text. Bottom pane shows the cavity in a
rectangular strip of width a in a material with r = 12.605.
These results highlight the weaknesses of the Fabry-Perot model. Photonic crystal-based mirrors
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Figure 2.13: Dispersion profiles for periodic waveguides formed out of holes(blue) and rectan-
gles(red). Dashed lines show the cavity frequencies in the respective cases. Arrows show group
velocity at cavity frequencies. Note that speed of light c ≡ 1.
are not “lumped” elements and the mirroring action happens over several periods of the photonic
crystal holes. Furthermore, the reflection-phase term in equation 2.17 is not well defined because
there is no distinct waveguide-mirror boundary. All the dispersion relations shown so far assume
an infinitely periodic structure, and it is expected that there will be deviations when considering
short waveguide sections. Taken together, these tools are of intuitive use in cavity design, but as
seen in the case of the rectangular tuning, inadequate in predicting or fully explaining Q-enhancing
mechanisms. A few other ideas useful in guiding cavity design will be elaborated upon in the context
of 2D photonic crystal cavities, taken up in the next sub-section.
Having sketched the physics of optical confinement in computationally tractable 2D geometries,
a description of practically realizable devices is in order. The majority of devices fabricated in this
thesis are 2D photonic crystal cavities. The relatively recent [42, 43] discovery of high-Q cavities in
1D nanobeam structures is taken up after that.
2.3.2 2D Cavities - L3 and L1
Lx cavities are formed by removing x adjacent, collinear holes in a triangular lattice, forming a
“spacer” region. Additionally, some holes in the immediate neighborhood of the holes are modified
to increase the cavity-Q. L3 and L1 cavities are discussed here as they form the bulk of devices
fabricated for this thesis.
The general design philosophy [44] in these devices is to engineer the region around the spacer such
that a mode is “gently” confined within the spacer. Qualitatively, this means that the neighborhood
26
around the spacer is adjusted such that the spatial envelope of the field in the cavity doesn’t get
abruptly terminated, but instead is smoothly terminated. To give an illustration of the dramatic
improvement in cavity-Q, consider the following sequence of cavity pertubations. First, a “plain”
L3 cavity is created by removing three air holes. Next, the holes on either end of the spacer are
modified [44]. Finally, three holes on either side of the spacer are modified [45] to give a Q that is
much higher than the plain L3 design (see Table 2.2). The cavity mode volume [46], V , defined in
the following way
V ≡
[∫
V
(~r)| ~E(~r)|2d3r
]
max
[
(~r)| ~E(~r)|2
] (2.18)
does not increase significantly in this tuning process, resulting in an overall improvement in Q/V .
Design# 1 2 3
r′/a 0.30 0.30 0.30
sa/a 0.00 0.17 0.17
sb/a 0.00 0.00 0.025
sc/a 0.00 0.00 0.17
Q 6,045 77,899 108,754
a/λ 0.251 0.249 0.249
V/(λ/n)3 0.302 0.368 0.367
Table 2.2: Improvement in Q by hole-tuning process for L3 cavity. In all, r/a = 0.3, d/a =
0.75, n2 = 12.605. Schematic on right shows the tuning parameters.
By increasing the number of photonic crystal periods surrounding the spacer region, in-plane pho-
ton loss can be virtually eliminated, and coupling to radiation modes (corresponding to wavevectors
in the light cone: see gray-shaded region of Figure 2.2) in the vertical dimension is essentially the
source of photon loss (apart from material and processing-induced losses). The particular high Q
mode chosen in Table 2.2 has the following electric field symmetries about the principal symmetry-
planes of the cavity: (x = 0, y = 0, z = 0 : even, odd, even); as a result the y-component of the
electric field is dominant. Taking the spatial Fourier transform of the dominant cavity fields (Ey)
reveals the wavevector composition, and sheds light on the success of the tuning mechanism de-
scribed above. The transformed fields for design #1 and #3 are shown in Figure 2.14, and it is very
evident that the wavevector components within the light cone are severely reduced in the case of
design #3. This quantifies the idea of “gentle” confinement alluded to earlier—abrupt cavity termi-
nations tend to generate wavevectors within the light cone, and thus, by modifying this termination
suitably, the Q can be greatly increased. A corresponding (slight) increase in the mode volume and
wavelength is indicative of an increase in the effective cavity length and or a larger penetration into
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Figure 2.14: Absolute value (normalized) of spatial Fourier transforms of Ey fields in a plane just
above (and parallel to) the slab surface for design #1 (left) and design #3 (right). Inner circle
denotes the light cone, center of the circle is the origin of the kx − ky plane, and bounding box
denotes wavevectors kx,y = ±2pi/a.
the surrounding photonic crystal.
An alternative explanation [39] of the Q improvement by end-hole tuning, as mentioned earlier
in the chapter, comes from the modeling of the L3 cavity as a Fabry-Perot cavity. Modification of
the spacer neighborhood increases the reflectivity of the end mirrors of the cavity, thus increasing
the Q. While the mirror tapering can be implemented by a combination of end-hole radius shrinkage
and hole-shifts, from a fabrication point of view lattice shifts are more precisely implemented than
individual hole-size shrinkage, and this empirical fact guides cavity-design selection.
A similar tuning process can be done in the case of L1 cavities by shrinking and shifting the
holes nearest to the spacer. Table 2.3 shows the ~Hz(~r) fields, and the electric-field energy densities
(~r)| ~E(~r)|2 in the principle symmetry planes of the cavities, along with a summary of the cavity
parameters for L3 and L1 cavities.
2.3.3 1D Nanobeam Cavities
Extending the collinear-hole geometries considered earlier in the chapter (see Figure 2.12) to have
a finite extent in the z-direction leads to “air-bridge” or 1D nanobeam cavities. As demonstrated
earlier, tapering the mirror section increases reflectivity. Further, by smoothly tapering the hole
radius and corresponding lattice-constant from the mirror to the waveguide section results in a very
high Q, in excess of 1, 000, 000. As an example [43], reducing the radius and pitch in steps of 2% in
a beam(width a and height 0.7 a) from a value of radius= 0.30 a, lattice-constant= a to a value of
radius = 0.86 × 0.30 a, lattice-constant = 0.86 × a, gave an ultrahigh-Q of 1,142,268, and a mode
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L1 L3
Hz(r)
0r(r)|E(r)|2
(
d
a ,
r
a ,
s
a ,
r′
a
)
(0.50, 0.35, 0.10, 0.25) (0.75, 0.30, 0.17, 0.30)(
Q, aλ
V
(λ/n)3
)
(323740, 0.300, 0.422) (77899, 0.249, 0.368)
Table 2.3: 3D FDTD simulations of L1 & L3 cavities. In all, r = 12.605.
volume of 0.27(λ/n)3 at a frequency a/λ = 0.263. The simulated cavity fields and intensities are
shown in Figure 2.15.
There are several useful qualities of these cavities that will now be listed.
• Lithography - The inherent simplicity of these cavities over their 2D and 3D photonic crystal
counterparts translates into a greater robustness against lithography errors. Since the number
of holes required to define a 1D nanobeam is roughly the square root of the number in the
2D case, the lithography-errors also scale similarly, leading to a greater fabrication robustness.
Another immediate consequence is a reduction in electron-beam (e-beam) lithography time10.
• Presence of a TM band-gap - As recently discovered [47], increasing the slab thickness to
be greater than the width leads to the creation of a TM band-gap, which has an overlap with
10The use of negative e-beam resists (exposed areas don’t get developed away) might be advantageous in this case.
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Figure 2.15: 3D FDTD simulations of a 1D nanobeam cavity (width a, height 0.7 a, r = 12.605).
In each pane, the top half shows Hz(r), and bottom half 0r(r)|E(r)|2.
the TE band-gap. Based on this principle, it was demonstrated that the same structure can
have a TE and TM polarized mode, each of which has a Q in excess of a million. This presence
of an overlapping TE-TM band-gap is not found in the (2D) case of a triangular lattice of air
holes. The practical consequences of this can be quite profound, as any non-verticality in the
hole or beam sidewalls can lead to a coupling between TE and TM polarized modes, and a
confinement of the TM mode can mitigate the drop in Q due to this TE-TM coupling. This
issue is revisited in Chapter 4.2.3.
• High Q with substrate - These cavities retain a high Q even when supported on a low-
index substrate. Typical configurations involve GaAs-on-sapphire or silicon-on-insulator (SOI).
Simulations indicate that Qs in excess of 50, 000 can be expected in these configurations. In
our experiments, Qs as high as 75, 000 around λ = 1.5µm in SOI have been experimentally
observed. Further details are provided in Chapter 6.2.2.
• High Q with substrate & metal - Simulations reveal that the cavities show modestly high
Qs (≈ 58, 000) when the beam top surface is coated with thin (≈ 100 nm) gold films on either
side of the cavity region. The immediate application of such a result is in the electrical tuning
of QD transitions (Stark shifting), and the construction of electrically-pumped lasers (taken
up in Chapter 6.1).
• Applications to opto-mechanics - Given the picogram mass scale of these devices, it has
become possible to probe [48] the opto-mechanical coupling effects of these cavities in the
quantum regime, allowing the study of fundamental questions in quantum mechanics previously
confined to gedanken experiments.
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To summarize, given all the excellent properties offered by such cavities it is very likely that
they will become the cavity-of-choice for a variety of applications, ranging from cavity QED to
electrically-pumped lasers.
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Chapter 3
Light Trapping Structures -
Fabrication
3.1 Device Stack
Gallium arsenide (GaAs) wafers are typically grown by molecular-beam-epitaxy (MBE) or metal-
organic-chemical-vapor-deposition (MOCVD). In MBE, epitaxial growth happens in ultra-high (≈
10−8 Pa) vacuum, where pure sources of the constituent alloy-elements are heated in effusion cells,
allowing their sublimation and eventual condensation on the wafer surface where they react. In
contrast, MOCVD growth happens not in vacuum, but in a gas phase at higher pressures (< 100
kPa), and epitaxial growth happens due to chemical reactions between metalorganics and metal
hydrides that contain the elements of the alloy. The crystal quality is fairly comparable between the
two methods.
Figure 3.1: Schematic showing wafer cross-section, and typical layer compositions and thicknesses.
The GaAs devices fabricated in this thesis were grown by MBE1. Starting with a blank (001)
1Most samples used in this thesis were grown using a Riber 32 MBE machine by Hyatt Gibbs and Galina Khitrova
at the University of Arizona.
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oriented GaAs wafer, a 300 nm GaAs buffer is grown, followed by a 1-µm-thick sacrificial layer of
the type AlxGa1−xAs (with 0.7 ≤ x ≤ 0.94), a 90 nm GaAs bottom slab, an atomic monolayer thick
InAs wetting layer on which InAs QDs are formed (induced by strain), and finally a 90 nm GaAs
top slab. See Figure 3.1 for the wafer cross-section.
Figure 3.2: Atomic force microscope images of QD layers: (a) high density, and (b) low density.
(Credits: Benjamin Richards.)
In Chapter 1.3, it was briefly mentioned that the QD transition frequencies are size dependent.
This notion is now elaborated upon. It must be noted that in the above described wafer growth
scheme, QD formation is strain induced and happens in the Stranski-Krastonow mode (strain ≈
7%) [49], where 3D islands grow on a 2D wetting layer. The resulting InAs QDs have a spatially
probabilistic distribution, i.e., they are scattered randomly over the wafer surface. Figure 3.2 shows
atomic force microscope (AFM) scans of samples whose growth was stopped after QD formation
(i.e. , without the top GaAs slab). Further, minute variations in QD dimensions across the wafer
give rise to a spectral distribution of emission wavelengths, typically a 5% spread about a 1µm
central wavelength. This can be seen by the spread of the QD ensemble in the photoluminescence
(PL) spectrum, evident in Figure 3.3, that is obtained by above-band optical excitation of the QD
layer.
3.2 Device Fabrication
Fabrication of photonic crystal cavities in GaAs involves the following steps: cleaning of the top
of the grown GaAs wafer surface, spinning and baking of an electron-beam (e-beam) resist, e-
beam lithography and subsequent resist development, pattern transfer into the substrate using a
dry etch, removal of the underlying sacrificial layer by a suitable wet etch, and a final strip of
the remnant resist. Reproducible device fabrication requires careful adherence to fabrication recipes
(once established), and well maintained equipment. The fabrication sequence is shown schematically
in Figure 3.4, and elaborated on subsequently.
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Figure 3.3: Ensemble QD photoluminescence (PL). The sharp peak around 820 nm corresponds to
the GaAs band edge. Red-shifted from it is the QD ensemble centered at 950 nm with a width of
≈ 56 nm. (Credit: Joshua Hendrickson.)
3.2.1 Wafer Preparation
The very first step is the removal of any organic material that may have deposited on the top surface.
A 5-minute agitated rinse in a solution containing equal amounts (by volume) of isopropyl alcohol
(IPA), acetone, and trichloroethylene (TCE), followed by a rinse in pure IPA accomplishes this
task. In addition, all semiconductor wafers tend to form a native oxide layer when exposed to the
atmosphere. Removing this layer is important for resist adhesion, as well as ensuring a repeatable
etch. In the case of GaAs, a 10-minute rinse in diluted hydrochloric acid (HCl) (1:1 = HCl:deionized
water (DI) by volume) suffices for native oxide removal. After blow drying with N2 gas and heating
on a hot plate at 170◦C for at least 10 minutes, the wafer is ready for the spinning on of a thin layer
of resist.
3.2.2 Resist Application
Considerations of high resolution and ease of handling prompt the use of polymethyl meth-acrylate
(PMMA) as the e-beam resist of choice. The disadvantage of this resist lies in its poor etch resistance,
making it unsuitable for use in plasma etching machines. That said, the etch resistance in an ion
beam etcher is good enough for its use as an etch mask. PMMA can withstand an aspect ratio of
3:1 (height:width) before becoming unstable. This trade-off between etch resistance (translating to
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Figure 3.4: Fabrication sequence: (1) resist spinning, (2) e-beam exposure, (3) resist development,
(4) dry etching, (5) wet etching to remove sacrificial layer, and (6) resist removal.
a thicker resist) and aspect ratio (translating to a thinner resist) leads to an optimal resist thickness
of ≈ 150 nm. High molecular weight PMMA (PMMA 950kA3) is put on a GaAs wafer (cooled to
room temperature) and spun for 1 minute at 3500 rpm to get a resist thickness ≈ 140-150 nm.
The resist-coated wafer is immediately placed on a hot plate at 170◦C and baked for 30 minutes.
While it is possible to bake at a higher temperature for shorter time periods2, it is empirically found
that longer bakes result in more uniform pattern transfer to wafer.
2For instance, the manufacturer’s notes recommend baking at 180◦C for 2 minutes.
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3.2.3 Lithography
Electron-beam lithography is then performed using a Vistec Electron-Beam-Pattern-Generator (EBPG)-
5000+ 100 keV machine that is able to expose the device masks at a resolution of 2.5 nm. Employing
a low beam-current in the region of 600–800 pA and an e-beam dose of 850–950 µC/cm2 accomplishes
the proper exposure of the device masks. Of all the steps in the fabrication sequence, this step has
presented the maximum degree of variability and, as a result, considerable effort was invested in
identifying and addressing the issues. These are now highlighted.
1. Height reading - The EBPG uses a laser to reflect off the wafer surface in order to register
the surface height. For small wafer sizes ( < 1 cm on a side), it often happens that the laser
does not register a height. As a result, the e-beam focus is improper and exposed features
can deviate significantly from intended feature sizes. Figure 3.5 shows this effect in an etched
structure, where larger features in the form of trenches around a cavity have received a sufficient
dose to be defined, but the photonic crystal region is very poorly defined3.
There are two methods to overcome this problem. In the first method, height meter readings
from a few points on the wafer surface are used to create an interpolation table for the complete
wafer (using the “height-map” utility in the EBPG). At the time of actual e-beam exposure,
the laser is not used to read the height, instead, the interpolation table is looked up. This
method relies on that fact that there are at least three points on the wafer over which an actual
height reading registers. In the event that this doesn’t work, the evaporation of a thin (≈ 10
nm) gold layer on top of the e-beam resist layer usually helps the laser to register a height.
After lithography, the gold layer can be easily removed by rinsing the wafer in a potassium-
iodide (KI) solution for 30 seconds. A recent hardware upgrade has resolved this issue, and
height is measured without taking recourse to an interpolation table, or a thin gold film.
2. Proximity Effect and Feature Overlap - During lithography, an e-beam isn’t contained
within an area intended for exposure. Forward scattering (due to electron-electron interactions
within the beam) and backward scattering (by the substrate below the resist) widens the e-
beam, and as a result proximate features tend to get an additional e-beam exposure. In
the worst case, this leads to the merging of relatively close features (see Figure 3.7). This
effect is compounded by an e-beam that is defocused. Proximity-effect-correction (PEC) is
accomplished by employing Monte Carlo simulation methods that compute electron trajectories
(for several million electrons at a time) for a given accelerating voltage and wafer stack, and
can be used to adjust dosing for proper exposure. Empirically, it is found that for photonic
crystal lattice constants less than 250 nm (and for r/a <0.35), it is necessary to apply PEC
3Also, as seen in Figure 3.6, the EBPG occasionally produces completely random errors.
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Figure 3.5: Scanning electron microscope image
showing effects of a defocussed e-beam. Larger
features are developed, but the photonic crystal
intended to be inside the larger features is barely
defined.
Figure 3.6: Scanning electron microscope image
showing random EBPG errors: compare devices
on left and right.
when using a 100 keV e-beam on a 150 nm PMMA/GaAs wafer. For larger lattice constants,
it suffices to shrink mask features by a small amount to get optimal exposure4.
Figure 3.7: Scanning electron microscope image showing proximity effects leading to merged holes.
4This shrinkage amount is empirically determined, and depends on the resist type, thickness, and preparation
method.
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3.2.4 Resist Development
For proper pattern-transfer to substrate, it is crucial that the developed resist sidewalls be vertical.
Non-vertical resist sidewalls arise from a combination of excess e-beam dose, and inadequate/excess
resist development time. Figure 3.8 shows a SEM image of non-vertical resist sidewalls. Two different
resist developers that were used for developing 950K PMMA A3 resist are:
1. 3:7=2-ethoxy-ethanone:methanol (by volume) for 12 s, followed by a rinse in IPA for 30 s, and
a gentle N2 blow dry. Care must be taken to prepare a fresh batch each time5.
2. 1:3=methyl-iso-butyl-ketone(MIBK):IPA for 1 min, followed by a rinse in IPA for 30 s, and a
gentle N2 blow dry.
Figure 3.8: Non-vertical resist sidewalls (developed using 2-ethoxy-ethanone-based developer), as
seen in a tilted SEM image.
Repeatability and uniformity was found to be much better with the MIBK-based developer.
3.2.5 Dry Etching
Gallium aresenide is dry etched in a chemically-assisted-ion-beam-etching (CAIBE) machine. The
machine uses a Kaufman ion source that ionizes Ar gas, and then accelerates the ionized Ar atoms
toward the sample. This constitutes the physical component of etch. Cl2 gas is injected just above
the sample and its chemical reactions with the sample (Cl2 forms volatile chlorides with Ga and As
atoms) in the region of ion bombardment increases the etch rate and anisotropy. Figure 3.9 shows
the pale blue hue of an Ar ion beam with injected Cl2 gas in the vacuum chamber.
5Due to the highly toxic nature of 2-ethoxy-ethanone, a full-face shield and double-gloving must be used while
handling this developer.
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Figure 3.9: View of CAIBE vacuum chamber with Ar ion beam and Cl2 gas (blue haze in image
top left).
The Cl2 flow rate and nozzle orientation can greatly alter the etch profile. Polymer beads of
diameters ≈ 350–500 nm provide the most convenient etch masks for calibration of the GaAs dry
etch in the CAIBE. The dynamics of a “bead” etch is different from a “hole” etch, since in the
former there are vast areas that are open and etched away, while in the latter only a small exposed
area is etched away. The rate of formation of etch by-products will be different in both cases. At
the same time, an asymmetric etch with beads is not likely to become symmetric with holes. The
issue of symmetry comes in because Cl2 gas is introduced via a jet, and depending on the angle at
which the flow impacts the substrate, an asymmetry can be introduced into the etch. Empirically,
it is observed that a “hole” etch is less non-vertical than a “bead” etch. Therefore, optimizing
the CAIBE conditions for a symmetric, vertical etch with beads provides an efficient technique for
improving the etched hole sidewalls (see Figure 3.10). It is found that
1. Control of the angle of Cl2 flow controls etch symmetry;
2. Etch verticality is controlled by adjusting the Cl2 flow rate.
Appendix A.1 contains details of the etch recipe.
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Figure 3.10: Scanning electron microscope images showing: (a) asymmetric CAIBE etch due to
non-vertical Cl2 flow, (b) non-vertical CAIBE etch due to insufficient Cl2 flow, and (c) symmetric,
vertical CAIBE etch by repositioning Cl2 nozzle and increasing flow.
3.2.6 Wet Etching
To make air-suspended structures, it is necessary to remove the sacrificial AlxGa1−xAs layer below
the GaAs layer. The method of removal depends on x, the AlAs concentration in the alloy. All
devices fabricated for this thesis have had one of these two Al concentrations
1. x = 0.94 - In this case, sacrificial layer removal proceeds through the oxidation of Al in a steam
furnace, followed by a wet etch in a potassium hydroxide (KOH) solution. The mechanism of
oxidation is as follows [50]:
2AlAs+ 3H2O(g) = Al2O3 + 2AsH3
2AlAs+ 4H2O(g) = 2AlO(OH) + 2AsH3
2AsH3 = 2As+ 3H2
2AsH3 + 3H2O = As2O3 l + 6H2
2AlAs+ 3H2O(g) = Al2O3 + 2As+ 3H2
2AlAs+ 4H2O(g) = 2AlO(OH) + 2As+ 3H2
(3.1)
The wafer is placed in a furnace whose temperature is set at 460◦C. Steam is generated from
an attached bubbler that contains heated water at 95◦C, and an immersed tube through which
N2 gas is passed at a flow rate of 4 sccm. Under these conditions, it is found that Al oxidation
occurs at a lateral rate of ≈ 200 nm/min.
Immediately after the oxidation step, the wafer is wet etched by immersing in a KOH solution6
(25 g KOH / 100 ml DI water) for 1 min, followed by a rinse in DI water for 1 min, and finally
6The solution must be prepared several hours before use, to allow for complete dissolution of KOH crystals.
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a dip in IPA for 30 s. After the wafer is removed from the IPA solution, it is very important
to not blow-dry the wafer, as this can collapse the mechanically fragile slabs. Tilting the wafer
slightly, and allowing the IPA to evaporate (within the fume hood), is an effective method of
drying the wafer7
Figure 3.11 shows steam oxidation and wet etching on a calibration pattern of rectangular slabs
inside a larger trench. Translucent regions represent GaAs layers that have been undercut,
whereas a central post supporting the slab appears white.
Figure 3.11: Scanning electron microscope image of steam oxidized and wet-etched calibration pat-
terns.
2. x = 0.70 - For sacrificial layers with this composition, an intermediate steam-oxidation step is
not required, and the wet etch is accomplished by immersing the wafer in a hydrofluoric (HF)
acid8 solution (1:10 = HF:DI water (by volume)) for 1 min, followed by a rinse in DI water
for 1 min, and an IPA dip for 30 s. Like before, it is important to not blow-dry the wafer at
this point.
Exposure to atmosphere O2 leads to the immediate formation of a native oxide layer, and for
reproducible fabrication it is extremely important for there to be as little time lag as possible between
the dry- and wet- etching steps.
7Critical-point drying is a more sophisticated method of accomplishing the same, but was found to be unnecessary
in this case.
8HF is a very dangerous acid capable of eating away bone material before detection, and extreme care must be
exercised in its use and disposal.
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3.2.7 Resist Removal
Remnant resist is stripped in two steps. In the first step, the sample is immersed (and agitated) in
a series of solutions for several minutes. Starting with an equal mixture (by volume) of IPA and
acetone, the wafer is transfered to a solution containing equal amounts (by volume) of IPA, acetone,
and TCE, before being rinsed in an IPA solution. This step helps remove most of the resist, except
for regions near the photonic crystal holes that have been hardened by ion-beam bombardment.
Figure 3.12 shows remnant resist that has survived chemical treatment.
Figure 3.12: Scanning electron microscope image of a tilted L3 cavity showing remnant resist (dark,
wrinkled features) after chemical treatment.
The final step, which completely removes the resist, involves using an O2 plasma in an Oxford
Instruments inductively coupled plasma – reactive ion etching (ICP-RIE) 180 machine. See Appendix
A.2 for details on the etch recipe. Figure 3.13 shows a fully fabricated L1 cavity from which resist
has been completely stripped.
3.2.8 Subtleties
It might be argued that the steps of wet etching and resist removal are interchangeable, and that
given the mechanical fragility of the air-suspended slabs, it might be better for resist removal before
wet etching. However, two separate physical mechanisms deposit material on top of the resist layer.
These are:
1. The by-products of dry etching get deposited on the inside and top of the resist sidewalls.
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Figure 3.13: Scanning electron microscope image of fully fabricated L1 photonic crystal cavity
imaged at a 30◦ tilt.
2. During the wet etching with HF, hydroxides of Al formed from the AlGaAs layer float in the
solution and get deposited on top of the resist.
As is detailed in Chapter 4.2.2, a cleaning process involving rinsing the sample in a KOH solution
was found [51] to be effective in removing the latter type of debris. However, this step can be
altogether avoided by keeping the resist layer till after the wet etching step. In the first step of resist
removal, the wafer is agitated in various chemical solutions, and the debris that has deposited on
top is removed along with the resist layer. The final resist strip using an oxygen plasma thus leaves
a surface free of all debris.
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Chapter 4
Light Trapping Structures -
Experiment
Having illustrated the theory and fabrication of photonic crystal cavities, a description of experi-
mentally determined cavity-Qs is presented, followed by an analysis of the various factors that have
been found [52] to degrade cavity-Q.
4.1 Cavity-Q Measurement
Once device fabrication is complete, the measurement setup and sequence is as follows; fabricated
devices are placed in an evacuated liquid helium cryostat, cooled down to approximately 10 K and
excited non-resonantly by a Ti:sapphire laser operating at 780 nm with an output power in the range
of 2-500 µW. Photoluminescence (PL) from excited cavities is collected by a (36×) microscope
objective, passed through a spectrometer, and recorded on either a Si detector (for wavelengths
< 1µm) or an InGaAs detector (for wavelengths > 1µm).
On any given fabrication run, several photonic crystal cavity parameters (lattice constant, air
hole radius/shifts) are varied, along with e-beam dosage. These techniques vary the cavity-Q and
wavelength, and help scan through the QD ensemble. The photonic band-gap of the device manifests
itself in the suppression of the QD ensemble PL. This is seen graphically in Figure 4.1 by comparing
the top and bottom panes. The bottom pane shows the QD ensemble PL in the absence of a
photonic crystal. With the introduction of the photonic crystal cavities, only the different cavity
modes stand out over a relatively flat QD ensemble PL. Figure 4.2 shows a zoomed-in PL spectrum
observed from a high Q cavity, where a Lorentzian fit is used to calculate the Q by the following
relation, Q = λ0/∆λ, where λ0, ∆λ represent the center and full-width-at-half-maximum (FWHM),
respectively, of the Lorentzian fit.
44
Figure 4.1: (Top) PL spectra showing cavity wavelength tuning by lattice-constant tuning (values
shown in top right box). (Bottom) PL spectra showing QD ensemble from a region on the wafer
having no photonic crystals.
4.2 Q-Degrading Mechanisms
Through careful Q measurements on a large number (> 10, 000) of fabricated devices, it is found
that the measured Qs are not as high as computed, even though SEM images of fabricated devices
look nearly perfect in many aspects such as sidewall roughness and circularity of holes (see Figure
3.13 for an example). It is therefore important to understand the loss mechanisms that degrade
cavity-Q.
Cavity-Q can be decomposed in terms of the following loss mechanisms [53]:
Q−1 = Q−1rad +Q
−1
mat (4.1)
where Q−1rad indicates the optical loss from the cavity by coupling to radiation modes in vac-
uum/substrate, and Q−1mat represents a combination of the intrinsic loss in the material, the loss
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Figure 4.2: Photoluminescence from a photonic crystal cavity showing a Lorentzian fit to the data
for the highest cavity-Q (27,000) recorded for devices in this thesis.
due to the formation of surface states that inevitably result from the oxygen termination of broken,
dangling GaAs bonds at the etched interfaces, and any gain or loss [54] that might occur due to
QD absorption in the cavity’s spectral and spatial neighborhood. Q−1rad can be further divided into
two terms, Q−10 and Q
−1
scat, where Q
−1
0 indicates the intrinsic radiation loss in the absence of any
fabrication related errors, while Q−1scat indicates the loss due to (Rayleigh) scattering from surface
imperfections introduced during MBE growth and device fabrication.
The loss represented by Q−1mat is strongly wavelength dependent. On one hand, GaAs shows
increased loss [53] due to (sub-band-gap) surface states as one approaches the GaAs band edge at
≈ 814 nm (at 10 K). Simultaneously, at wavelengths close to and lower than the QD ensemble peak
(typically between 950-1100 nm), absorption by the QDs and the wetting layer1 further degrades
Q from the “empty” (no QDs) cavity-Q [54]. Both these effects, along with a 1/λ4 dependence of
scattering loss is supported [51] in a cavity-Q versus λ plot, as seen in Figure 4.3. While the data
is noisy and doesn’t uniquely support any particular fit, a general trend of a decrease in Q with
wavelength is seen, consistent with the loss mechanisms outlined above. The following subsections
will be devoted to discussions of possible factors limiting Q based on practical considerations. To
start with, fabrication-related failure modes that are fairly evident are presented, before moving on
to Q-degrading factors that might not be obvious.
1As mentioned in Chapter 3.1, this is an atomic monolayer of InAs on which the QDs are formed.
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Figure 4.3: Variation of Q as a function of λ. Inset shows PL spectra from a high-Q cavity along
with a Lorentzian fit.
4.2.1 Irregular Air Holes and Contour FDTD
The intrinsic radiation loss in the absence of any fabrication-related errors (represented by Q−10 ) is
minimized by a careful control of the cavity geometry, and in the case of L3 designs can be theoret-
ically as high as 108,754 in GaAs (higher Qs have been reported with photonic crystal waveguide
type designs [55, 56], but they are not considered here because of their higher mode volumes). Any
irregularities in the lithography or etching, such as photonic crystal holes deviating from circular
shapes, can severely degrade Qrad. Unless carefully controlled, the lithography step2 can lead to
considerable lack of reproducibility.
Although the theoretical cavity-Qs can be as high as 108,754, less than a fourth of this number
has been experimentally observed (see Figure 4.2). To investigate this discrepancy, 2D contour data
extracted from the SEM image of a fabricated device for the purposes of Q estimation is used.
Consider the particular case of a fabricated L3 cavity whose resonant wavelength and Q are
measured to be 1144.1 nm and 10,050, respectively. First, all the structural parameters (lattice
constant, hole radius and shifts) characterizing the cavity are extracted from the corresponding
scanning electron microscope (SEM) image3. 3 dimensional (3D) FDTD simulations based on these
parameters reveal a resonant wavelength and Q of 1129.7 nm and 31,418, respectively. Clearly, Q
2See Chapter 3.2.3 for further details on lithography.
3It should be noted that there can be ∼ ±5% error in the SEM scale.
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values estimated in this way differ significantly from the measured Q.
Figure 4.4: Electric field energy density profiles from a contour FDTD simulation (contour data
superimposed) for the three symmetry planes of the L3 photonic crystal cavity.
Instead, contour data that faithfully captures all the fabrication-related imperfections (instead of
using averaged cavity parameters from the SEM image) can be employed in 3D FDTD simulations
[57]. As is evident from Table 2.3, the electric field energy density (0r(~r)| ~E(~r)|2) of the L3 mode
reveals strongly localized patterns around the four air holes nearest to the cavity center. Recalling the
fact that the Q of the L3 mode is highly sensitive to the fine tuning of the nearest air holes [44], even
minute deviations from the ideal geometry can severely degrade Qscat and this can be quantified
using contour FDTD. The extracted contour plot and simulated 0r(~r)| ~E(~r)|2 for the structure
mentioned above are shown in Figure 4.4, in which a grid resolution of ∆x = ∆y = ∆z ≈ 10 nm
is employed [34]. The Q obtained in this way drops to 21, 283, which is still large but becomes
closer to the measured value of 10,050. The remaining discrepancy can be attributed to non-vertical
sidewalls, sidewall roughness, and material losses that cannot be easily incorporated in a contour
FDTD simulation. Finally, for a more realistic Q value, an air gap and GaAs substrate are included.
The Q value in the presence of an 800 nm air gap is 23,576, showing about 10% improvement in
comparison with the structure without the air gap.
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4.2.2 Remnant PMMA and Debris
A thin layer of resist, as seen in Figure 3.12, is often left behind even after chemical treatment
for removal (Chapter 3.2.7 dealt with the issue of resist removal). Moreover [51], a fine layer of
sub-micron-sized micro crystallites is sometimes left behind even after the completion of the wet
etch and resist removal. Figure 4.5 shows this debris partially blocking some of the holes in the top
left. An AFM scan (see Figure 4.6) confirmed the presence of this debris. On the hypothesis that
the debris was composed of hydroxides of Al, the sample was rinsed in a KOH solution4 (25 g/100
ml DI water) for 60 s, and the debris was found to have noticeably reduced. After rinsing for an
additional 80 s in the solution, the debris was found to have completely gone, as seen in Figure 4.7.
The effect [51] of the KOH cleaning on one particular cavity5 was to improve the Q from 5,700 to
8,400, increase PL intensity substantially, and shift the cavity modes to higher energy by about 11
meV, as can be seen graphically in the PL spectra in Figure 4.8.
Figure 4.5: Scanning electron microscope images showing debris: (a) partly blocking some photonic
crystal holes and cavity region (indicated by white arrows), and (b) in a tilted view. (Credits:
Benjamin Richards.)
4.2.3 Non-vertical Sidewalls
Maintaining a vertical etch profile in the dry etch is also important. As explained in Chapter 2.2,
the presence of mirror symmetry in the case of perfectly vertical sidewalls allows one to classify slab
modes into even (TE-like) and odd (TM-like) symmetry modes. However, non-verticality of etched
air holes breaks this symmetry, which results in new forms of hybridized modes that can no longer
be classified as either TE-like or TM-like. A deviation from a vertical etch by even 2◦ can cause
Qrad to drop by an order of magnitude [58] and this is due to the well known TE-TM coupling loss
4KOH etches aluminum hydroxide.
5Fabrication run A0961-3
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Figure 4.6: Atomic force microscope images confirming debris. The bright spots exceed 50 nm in
height.(Credit: Benjamin Richards.)
Figure 4.7: Atomic force microscope image showing debris elimination: (a) partially after a 60 s
KOH rinse, and (b) completely after an additional 80 s KOH rinse. (Credits: Benjamin Richards.)
[59].
There are at least two factors that can cause non-vertical sidewalls. Firstly, inadequate or
excessive resist development can give rise to non-vertical resist sidewalls, which in turn are transferred
to non-vertical sidewalls in the GaAs substrate. Secondly, a non-vertical flow of Cl2 gas onto the
substrate during the dry etch in the CAIBE can lead to asymmetric and non-vertical sidewalls.
Small angle deviations (≤ 2◦) from the vertical are hard to measure with the available resolution in
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Figure 4.8: Photoluminescence spectra showing improvement in cavity-Q after KOH rinse. Cavity
PL before the KOH rinse (black curve) is compared with the PL after KOH rinse (red curve).
(Credits: Joshua Hendrickson.)
an SEM, making it difficult to precisely quantify this loss channel.
In general, it is easier to control etch symmetry and verticality using a plasma etch, such as in an
ICP-RIE. Additionally, the use of photonic crystals with a complete photonic band-gap for both TE-
like and TM-like modes [47] can reduce the severity of a non-vertical etch. Significant results have
been achieved using reduced symmetry photonic crystals [60, 61], although in general, the spectral
extent of the TM-like band-gap is much less than that of the TE-like counterpart. Additionally, the
robustness of the 1D nanobeam cavities against TE/TM coupling loss has been noted in Chapter
2.3.3.
4.2.4 Effect of a Bottom Substrate
Removal of the AlGaAs sacrificial layer below the photonic crystal slab creates an air gap, exposing
an optically flat GaAs surface below the photonic crystal cavity. It is important for this air gap
to be at least greater than half the vacuum wavelength to reduce optical loss into the substrate.
Reflectivity at a GaAs surface in contact with air is ≈ 30%. Therefore, the effect of a bottom
substrate is essentially that of a reflector below the photonic crystal mode. For an air gap size
larger than half the vacuum wavelength, there can be multiple non-negligible reflections between the
photonic crystal slab and substrate. Thus, a fraction of the originally downward-emitted photons
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from the cavity are redirected upward by the bottom reflector to interfere with the originally upward-
emitted photons. As a result, the far-field radiation pattern of the cavity mode is modified, changing
the total emitted power [62, 63]. This is analogous to the well known cQED example of a point
dipole source in front of a mirror [64]. By changing the distance between the dipole source and the
mirror, the original decay rate and radiation patterns are modified. Correspondingly, the Q of the
cavity mode changes as a function of the air gap size.
Figure 4.9: Variation of Q with slab-to-substrate air gap for a slab of thickness 190 nm and a cavity
mode at 1,026 nm (the other device parameters are the same as the design #2 L3 cavity shown in
Table 2.3). The dashed line corresponds to Q∞ when there is no substrate in the vicinity of the
slab.
In Figure 4.9, the Q of the L3 cavity mode is calculated by varying the air gap size, t. Even
when t ≥ 800 nm, Q varies by about ± 5% around Q∞ (where Q∞ = 67, 315 obtained in the absence
of a bottom substrate6). A larger variation in Q can be obtained by starting with a cavity mode
that has a smaller Q∞, since more radiative power will contribute to far-field interference. Through
additional FDTD simulations, it is found that Q variation larger than ± 10% is expected when
Q∞ ≈ 50, 000. Therefore, the AlGaAs sacrificial layer thickness should be chosen carefully if Q is of
primary concern in the design of photonic crystal cavities.
4.2.5 GaAs-AlGaAs Interface and Crystal-axis Dependent Surface Rough-
ness
As has been recently reported [51], the interface between the bottom of the GaAs slab and the top
of the AlGaAs layer can have wavy undulations that show a root-mean-square (RMS) roughness of
6Q∞ is slightly smaller than the value reported in design #2 of Table 2.3 because computer memory constraints
forced a reduction in the number of defect-surrounding photonic crystal periods, in order to incorporate the bottom
substrate in the computational volume.
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the order of 25 nm, while maintaining an extremely smooth top surface. By transmission electron
microscopy (TEM) it was observed that the magnitude of the roughness was greater along the [110]
crystal direction than the
[
110
]
direction. Figure 4.10 shows a TEM image of the GaAs/AlGaAs
interface, clearly showing the roughness.
Figure 4.10: (002) dark-field cross-section TEM images of PC sample showing that AlGaAs (light)
roughness is greater along (a) [110] than (b)
[
110
]
. By the time the first superlattice (SL) is grown,
GaAs (dark) growth has almost flattened the surface. (Credits: D. Litvinov & D. Gerthsen.)
Having discovered the roughness issue, the University of Arizona group systematically optimized
[51] the MBE growth process by introducing a growth interruption to give time for smoothing under
As, growing a thin layer of GaAs, and using a mis-oriented substrate. Most structures can be grown
equally well on a flat substrate, as on one polished with surface-normal tilted a few degrees toward
a particular crystal axis. However, it is known that the growth of AlGaAs is preferential along step
edges lying along
[
110
]
. If the surface is perfectly flat, then the surface diffusion may be inadequate
to reach such an edge, and island formation and 3D growth can result. This explains the larger
roughness along the [110] direction as seen in Figure 4.10. It was found that growth on (001) GaAs
substrates mis-oriented by 2◦ toward the [110] direction (among a few other optimizations outlined in
[51]) greatly reduced the interface roughness. See Figure 4.11 for TEM images showing substantially
reduced roughness after these optimizations.
To test whether this crystal-axis dependent roughness had any bearing on cavity-Qs, several
pairs of identical cavities were fabricated with the cavity long axis (the line joining the s-shifted
holes in the case of the L3 designs) aligned along either of the directions mentioned above. It was
found that on average, cavities whose axis was aligned along the lower roughness direction had Qs
that were 20-32% less (see Figure 4.12[b]) than those aligned along the higher roughness direction.
It must be noted that the overall Qs recorded in this experiment were low, on account of angled
(non-vertical) sidewalls of the photonic crystal holes. Figure 4.12(a) shows the AFM scan of one
such low-Q cavity.
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Figure 4.11: (002) dark-field cross section TEM images of (a) QD41 (grown at University of Arizona)
and (b) A0961 (grown at University of Karlsruhe) showing successful growth of flatter AlGaAs
sacrificial layers (marked by arrows). (Credits: D. Litvinov & D. Gerthsen.)
Figure 4.12: (a) AFM scan of a low Q L3 cavity whose axis is aligned along the low-roughness crystal
axis
[
110
]
(running from bottom left to top right in the image). (Credit: Benjamin Richards.) (b)
Histogram for Q values corresponding to the two different orientations of cavity and crystal axis.
Finally, roughness and ion-induced sidewall damage are introduced to the surfaces during the
CAIBE etch, which can further contribute to scattering. It is not possible to quantify the contribu-
tion of the latter source of scattering at this point, as the surfaces seem fairly smooth, even in high
resolution SEM images.
In conclusion, several factors contributing to photon loss from photonic crystal cavities designed
for cQED experiments have been identified and addressed. Among them are irregularities with
fabrication, crystal-axis dependent losses, and the presence of a bottom substrate. Lithography
issues can be corrected by ensuring a properly focused electron beam; etched sidewalls can be made
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vertical by careful control of the Cl2 flow direction during dry etch; crystal-axis-dependent losses
can be eliminated by optimized growth that leads to smooth slab-interfaces; remnant resist can be
removed by an oxygen plasma, and debris left behind by the HF undercut can be removed by treating
with KOH. Careful choice of sacrificial (AlGaAs) layer thickness can enhance cavity-Q. Finally, the
use of contour FDTD as a diagnostic tool for estimating cavity-Qs has been highlighted.
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Chapter 5
Properties of Trapped Light
In this chapter, quantitative measurements of the quantum nature of light emission from QDs coupled
to cavities are presented. The first half examines cavity-induced enhancement of QD light emission
by comparing two QDs in the spectral and spatial neighborhood of the cavity: one that couples to
the cavity, and the other that doesn’t. In the second half, a Hanbury Brown-Twiss interferometer
is used to measure photon correlations, using which, the properties of light emission are quantified.
5.1 Quantum Dot Enhancement
To see any of the interesting cQED effects discussed in Chapter 1, it is important to maximize the
coupling between QD and cavity and, to this end, increasing the spectral and spatial alignment
between QD and cavity is imperative. Several experimental methods are available for increasing
this alignment.
To increase the spatial alignment between the cavity field anti-node and the QD, broadly two
techniques are available. One is to allow random growth of low-density QDs, locate an individual
QD, and fabricate a cavity around this QD. In one such experiment [16, 65], several QD layers were
stacked on each other up to the top surface of the photonic crystal slab. The QDs in each layer grew
preferentially above QDs in the layer below, and by AFM techniques, the top QD was located, and
a cavity was fabricated around it. In the second technique QD growth is spatially deterministic,
making it easier to align with cavities. In this technique [66], after the bottom half of the device
slab has been grown, the wafer is patterned with a periodic array of shallow (< 10 nm) pits, which
strain-induces the growth of QDs above them when the wafer is put back in to the growth chamber
for subsequent QD and top-half-slab growth.
To increase the QD-cavity spectral alignment, many more experimental “tuning” knobs are
available. The most routinely used techniques are enumerated below:
1. Temperature - The QD transition frequency can be varied by changing the temperature of the
He cryostat [12, 13], or by local laser heating [67].
56
2. Condensation - By condensing xenon or nitrogen gas on to the photonic crystal surfaces [68],
there is a reduction in effective hole radius and an increase in slab thickness. As a result,
cavity frequency can be tuned. When the cavity is heated up (by increasing the cryostat
temperature), the condensate leaves the surface, thus allowing reversible tuning of the cavity.
3. Wet etching - In this process, the cavity is precisely but irreversibly etched [65] away in small
amounts, allowing a one-time tuning of the cavity resonance. Typically, a hydrogen peroxide
based solution is used to oxidize the photonic crystal surfaces, and an etchant such as citric
acid is used to remove the oxidized surfaces. This increases the hole radius, and decreases the
slab thickness, thus changing the cavity frequency.
4. Stark shifting - By applying an AC [69] or DC [70] electric field across a QD, its transition
frequency can be altered.
In our experiments [68], (cryostat) temperature tuning between 4-40 K allows a QD wavelength
tuning of ≈ 2 nm, while Xe condensation allows a 4 nm tuning of the cavity wavelength when the
cryostat is held at 20 K. So far, a spatially-probabilistic growth mode of the QDs has been relied
upon, while work on wafer pre-patterning for spatially deterministic QD growth is in-progress.
Figure 5.1: Cascaded PL spectra showing QD enhancement/inhibition as a function of incident
power (from bottom to top in µW: 0.35, 0.78, 1.02, 1.34, 1.83, 2.34, 3.2, 4.22, 5.4, 6.85). Left pane
shows spectra at 9 K with enhanced QD detuned from cavity, while right pane shows spectra at 37
K at zero detuning. The x-axis is offset to the right by 20% for clarity in each successive cascade.
(Credit: Joshua Hendrickson.)
As was graphically depicted in Figure 1.2, when the cavity and QD decay rates exceed the
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coupling strength (weak-coupling regime), Purcell enhancement/inhibition of the QD transition is
expected. Here, an experimental demonstration of this effect is presented. In a low-Q cavity (Q ≈
4,000, low enough to not be strongly coupled) the emission from a single QD was found to be greatly
enhanced by cavity coupling, while a nearby detuned QD showed no such enhancement [71]. Given
that the spot-size of the exciting laser extends a few photonic crystal layers beyond the spacer region,
the QD experiencing inhibition could either be inside the spacer region (potentially close to a field
node), or outside the spacer but within the photonic crystal (where it experiences the photonic
band-gap). On the other hand, the response of the enhanced QD to the input excitation power is
indicative of a coupling between QD and cavity.
Figure 5.2: Comparison of enhanced and inhibited QD luminosity (output power) as a function of
input power at 37 K.
Figure 5.1 shows cascaded PL spectra of this effect. In the left pane, the temperature is kept
constant at 9 K, and the two QD peaks of interest are seen at λ1 = 946.2 nm and λ2 = 949.7 nm,
and the cavity peak is somewhere in between. The QD peak at λ1 is found to increase in luminosity
with increasing input power, while the peak at λ2 remains constant at first, and then increases
slightly. The QD peaks are then tuned by increasing the temperature to 37 K, moving the QD
peaks to longer wavelengths—the first peak from λ1 to λ′1 = 948.0 nm, and into resonance with the
cavity (which does not correspondingly change its resonant wavelength), and the second peak from
λ2 to λ′2 = 951.7 nm. In this case, the enhancement of the QD luminosity is even more apparent,
as indicated in the right pane of Figure 5.1, and seen quantitatively in the plot of output power
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versus input power (plotted on a log scale) in Figure 5.2. The output power of the inhibited QD
saturates at an input power of approximately 10 µW, where as the output power of the enhanced
QD continues to grow and begins to saturate at an excitation level roughly 100 times higher.
Before concluding this section, the role that QDs play in enhancing cavity-Qs by providing gain
is discussed. In a sample different from the one discussed above, a cavity with a low Q of ≈ 4, 000
under low-power excitation (2.4µW) began to show a narrowing of the cavity-mode linewidth with
increasing excitation power, reaching a Q of ≈ 11, 000 at 500µW. The intermediate values are shown
in Figure 5.3. The QD ensemble PL for this particular wafer can be seen in the bottom pane of
Figure 4.1, and the cavity wavelength of 982.1 nm is clearly at a lower energy (longer wavelength)
as compared to the center of the QD ensemble, resulting in gain-narrowing of the cavity linewidth.
At a relatively high excitation power of 500µW, QD absorption saturates, as does the cavity-Q.
Figure 5.3: Gain-induced enhancement of cavity-Q.
5.2 Photon Statistics and Correlations
It has been a long-standing concern in the field of quantum optics to measure the statistics of light
emission from different sources, and to classify these statistics into useful categories. One such useful
classification is in the quantification of the Poissonian nature of the statistics. The probability mass
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function1 of a Poissonian distribution is given by P (n) = e−n nn/n!, where n, n represent the photon
number and statistical mean, respectively. It is a well known property of the Poissonian distribution
that the standard deviation (square-root of the variance), ∆n is equal to the square-root of the
mean, ∆n =
√
n. The three useful categories of photon statistics are then [5]
• Super-Poissonian: ∆n > √n. eg.,thermal, partially coherent, incoherent light.
• Poissonian: ∆n = √n. eg.,perfectly coherent light.
• Sub-Poissonian: ∆n < √n. eg.,non-classical light.
As it turns out, the statistical nature of the photon detection process and the intrinsic photon
statistics of the light beam get “mixed” up in the measurement process. In a semi-classical model,
the light field is treated classically, while the photoelectric effect in the detector is quantized. In
such a treatment it is found [5] that Poissonian “photon” statistics can be observed even with a
classical light wave that has time-independent intensity, and that the Poissonian statistics can be
attributed to the probabilistic nature of photo-electron emission from the detector. Allowing for
a time-dependent intensity in the light wave increases the variance, leading to super-Poissonian
statistics. Thus, the experimental observation [72] of sub-Poissonian statistics indicated that the
classical description of light is inadequate. It must be noted that the observation of sub-Poissonian
statistics depends on the availability of detectors with very high quantum efficiency, and in the first
experimental report [72] only a 0.16% reduction in variance from the Poissonian value was found.
Figure 5.4: Schematic of a Hanbury Brown–Twiss interferometer. BS represents the beam splitter,
D1 & D2 are photo detectors.
Instead of computing photon statistics, the (equivalent) use of a second-order correlation func-
tion g(2)(τ) to quantify light is found to produce larger non-classical effects. In this picture, light
can be classified as being bunched, coherent, or anti-bunched. A Hanbury Brown–Twiss (HBT)
1The probability that a discrete random variable is exactly equal to a particular value.
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interferometer2 allows the calculation of this correlation function, and was used to make a quantita-
tive statement about the nature of light emission from the enhanced QD discussed in the previous
section. The HBT is shown schematically in Figure 5.4. In it, incident light is partitioned using
a 50:50 beam-splitter (BS) and a detector is placed in each path (D1 & D2). The detection of a
photon on one of the detectors, say D1, starts a timer, while the detection of a photon on D2 at or
after this event stops the timer. This entire process is considered a “count,” and a histogram of the
number of counts as a function of the time delay τ between events is built up. Such a histogram is
quantified by means of the second-order correlation function g(2)(τ), which is classically expressed
in terms of light intensity I(t). In the quantum picture the intensity is proportional to the photon
number3, n(t), and this leads [5] to
g(2)(τ) ≡ 〈I(t) I(t+ τ)〉〈I(t)〉〈I(t+ τ)〉 =
〈n1(t)n2(t+ τ)〉
〈n1(t)〉〈n2(t+ τ)〉 (5.1)
where ni represents the photon count on the ith detector. Thus, g(2)(τ) is dependent on the simul-
taneous probability of a joint detection at D1 and after a time delay τ at D2, and by examining the
HBT schematic in Figure 5.4, it is clear that the interferometer calculates g(2)(τ).
The case of a zero time-delay merits a special mention; it corresponds to the case of simultaneous
photon detection at D1 and D2. Based on this value of g(2)(0), light is classified as
• bunched, g(2)(0) > 1,
• coherent, g(2)(0) = 1,
• anti-bunched, g(2)(0) < 1.
It is found [5] that for any classically described light g(2)(0) ≥ 1 & g(2)(0) ≥ g(2)(τ), and that
anti-bunched light is a purely quantum effect with no classical analogue. The HBT interferometer
was used to measure g(2)(τ) for light emission from the enhanced QD [71], and the un-normalized
version of the correlation function (G2(τ)) is plotted in Figure 5.5. Due to a difference in cabling
length between the two detectors, τ = 0 is shifted to τ = 34 ns in the figure, and a clear drop in the
coincidence-counts for τ = 34 ns is seen at this value, proving that light emission is anti-bunched. As
a consequence of the anti-bunched nature, it can be said that the light emission comes from a single
QD; once a single QD (cavity-enhanced in this case) is excited, it can emit only a single photon,
leading to a very low number of simultaneous detection events. This number is not zero due to finite
response-time of the detectors.
A natural extension of anti-bunched QD light-emission is its use as a single-photon source. To
demonstrate the working of such a source, the coupled QD-cavity system was excited by means of a
2Originally used by astronomers Hanbury Brown and Twiss to measure the diameters of stars from the nearby
Mt. Wilson observatory in the 1920s.
3More precisely, the photon number operator is defined in terms of the photon creation and annihilation operators
(a† and a, respectively) as n ≡ a† a.
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Figure 5.5: G2(τ) for light emission from a cavity-enhanced QD. The point on the time axis corre-
sponding to simultaneous detections at D1 and D2 in the HBT (see Figure 5.4) is shifted from τ = 0
to τ = 34 ns due to a difference in cabling length between D1 and D2. The dip seen around τ = 34
ns shows the anti-bunched nature of the light emission. Detectors are Perkin Elmer single-photon
modules with less than 100 dark counts/second.
pulsed laser, and the light-emission correlations were measured using the same HBT interferometer.
The pulse repetition period was chosen to be greater than radiative lifetime of the QD. As before, the
detection of a photon at D1 starts the timer, and the detection of a second photon at D2 increments
a counter by one. In this way a histogram of counts is built up as a function of time-delay from
the first photon detection. Results are shown in Figure 5.6 where again, due to a cabling-length
difference between the two detectors, τ = 0 is shifted to τ = 34 ns. The pulse repetition period is
12.5 ns, and each pulse results in the emission of a single photon from the QD. Again, the number
of counts seen at τ = 34 ns is significantly less than the number of counts seen at any integer
displacement of 12.5 ns from τ = 34, confirming the single-photon nature of QD light-emission. The
deviation from the ideal zero-value at τ = 34 ns can be attributed to the background light generated
by the wetting layer or contributions from transitions of other QDs in the vicinity [73].
In conclusion, it must be noted that the stringent conditions for the system to be strongly coupled
need not be met in order to see the above effect. In fact, the light emission from a QD is anti-bunched
without the need of a cavity [74]. The cavity-induced enhancement of QD luminosity, for which weak
coupling is good enough, helps to greatly improve the signal SNR. The use of semiconductor-based
QDs embedded inside micro-cavities for implementing single-photon sources has very promising
applications to communication and quantum cryptography systems.
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Figure 5.6: Histogram of photon counts as a function of time for pulsed excitation. The point on
the time axis corresponding to simultaneous detections at D1 and D2 in the HBT (see Figure 5.4)
is shifted from τ = 0 to τ = 34 ns due to a difference in cabling length between D1 and D2. The
peaks are separated by the pulse repetition period of 12.5 ns.
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Chapter 6
Applications
This thesis has explored the motivations behind trapping light, described the theory and construction
of devices that trap light and, having investigated the technical issues that affect the efficiency
of light confinement, has touched upon the quantum nature of light emission from these devices.
The applications of such devices are various and range from the use of single-photon sources in
quantum-cryptography and communication systems, to the use of entangled light-matter states1 in
quantum computation schemes, to the use of high-Q cavities in sensing minute changes in the cavity
environment, and finally to the use of cavities with active media for creating ultra-small, low-power
lasers.
To conclude the thesis, first, a promising application of the 1D nanobeam cavities is presented.
This is a proposal [75] of an electrically-pumped laser, the key idea of which is the close proximity of
metal to the laser cavity to reduce device resistance, while maintaining a high Q. Finally, material
system optimizations are proposed in two forms: The first deals with engineering QD growth in
III-V-based systems to have light emission at telecommunications (telecom) wavelength range (λ ≈
1.55µm), and the second deals with the incorporation of III-V-based active media in Si cavities.
Work on these applications is in progress, and preliminary results are discussed.
6.1 Electrically-Pumped Laser
Electrically-pumped lasers have long been sought to demonstrate “practical” applications of photonic
crystal devices. The potential of creating an integrated, low mode-volume (less than (λ/n)3), low
power, electrically-pumped laser has driven the research in this direction, in spite of the complicated
fabrication and intricate wafer growth that is involved [76, 77].
Fabrication is complicated because of the multiple lithography steps required to define the cavity
region as well as the electrical contacts, along with the necessary alignment between these steps.
Additional steps include metal deposition for the contacts and wire bonding to them. There can be
1As seen in strongly coupled systems.
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further fabrication challenges, depending on the device geometry. For instance, one of the successful
electrically-pumped lasers [77] required very precise wet-etching control to create a narrow post
below the photonic crystal slab that served as a current route and bottom contact. Some other
designs [78] involve careful wafer bonding between delicate semiconductor layers and metal films.
Wafer compositions tend to be more involved than the types that have been discussed in preceding
chapters, since doping has to be incorporated into the device semiconductor layers for a reduction in
contact resistance and the generation of electron-hole pairs (EHPs). Thus, it is common to have a
{p+ − p− i− n− n+} type doping profile in the current path, where p, n refer to p-type and n-type
doping, respectively, the superscript “+” refers to heavier doping for the contact regions, and i
refers to the intrinsic region where EHP recombination and light generation occurs. The previously
mentioned designs have such a doping profile in the vertical direction, i.e., perpendicular to the
photonic crystal lattice.
An additional difficulty is the sensitivity of the cavity Q to the proximity of electrical conductors,
such as metals or highly doped semiconductors that lower Q by absorption. Yet, placing the elec-
trodes far from each other in an attempt to preserve the cavity Q results in a large device resistance
and high lasing-threshold [79].
The inclusion of metal in FDTD simulations presents an added level of complexity. A metal such
as gold has a complex permittivity. In particular, the real part of gold’s permittivity is negative
[80] in the infra-red wavelength range considered here (0.90-1.35 µm). Note that in a homogeneous
medium with complex permittivity,  = ρ ejθ (ρ > 0), the dispersion relation is simply given by
ω = ±ck/√ = ±(ck/√ρ) e−jθ/2 = (ck/√ρ) (± cos(θ/2)∓ j sin(θ/2)) (6.1)
Thus, when θ 6= 2mpi, m ∈ Z, the frequency contains imaginary components, one of which cor-
responds to (unphysical) exponentially growing fields, which in turn leads to numerical instability.
In a physical medium the permittivity isn’t static, and from the Kramers-Kronig relations [81] it
follows that any medium with complex  must be dispersive, i.e.,  7→ (ω). By defining a dispersive
medium (with appropriate parameters empirically determined), the effect of a complex permittivity
can be incorporated in a FDTD simulation.
To investigate which cavity design suffers the least from the introduction of metal, 3D FDTD
simulations for L3 and 1D nanobeam cavities (discussed in chapter 2.3) were performed using a 200
nm GaAs slab that has either air or aluminum oxide below it. A 100-nm thick gold film is deposited
on top of the GaAs surface before cavity formation. The film is subsequently perforated with air holes
in the process of cavity formation. Additionally, the film is discontinuous around the cavity region.
In order to simulate realistic gold, its experimentally determined [80, 82] permittivity at 1.060µm is
used in the FDTD calculations. Figure 6.1 schematically shows the metal-cavity alignment for the
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Figure 6.1: Metal-cavity configurations considered for creating an electrically-pumped laser.
two types of cavities. Table 6.1 shows a comparison of Qs for different cavity implementations. It
can be seen that the 1D nanobeam cavity offers a much higher Q in any configuration, and is robust
to changes in surrounding materials; adding an aluminum oxide substrate and top gold electrodes
still results in a Q of 58,000.
Cavity Substrate Metal width
(nm)
Metal-pad
gap (nm)
Lattice con-
stant (nm)
Q λ (nm)
L3 Air 261 1,506 261 9,298 1,064
L3 Aluminum
oxide
258 1,489 258 693 1,064
1D-
nanobeam
Air 279 150 279 484,643 1,062
1D-
nanobeam
Aluminum
oxide
276 150 276 58,233 1,070
Table 6.1: Table of cavity-parameters for different cavity-metal configurations. Gold and GaAs
thicknesses are fixed at 100 nm and 200 nm, respectively.
Having selected the 1D nanobeam cavity, device fabrication is now described. In contrast to
the other device geometries that feature a vertical doping profile by the use of differently doped
device layers during crystal growth, here, a lateral doping profile {p− i− n} is created by multiple
lithography steps and ion implantation. For the sake of concreteness, it is proposed that the device
be fabricated in a GaAs wafer that has gain media (either QDs or quantum wells (QWs)) embedded
in the middle of the GaAs slab. Six basic fabrication steps are outlined in Figure 6.2 and are now
elaborated (each pane of the figure shows a device top view at the end of the numbered step):
1. The wafer surface is cleaned to remove any organic contamination and native oxide. A positive-
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Figure 6.2: Main steps in the fabrication of an electrically-pumped laser using a 1D nanobeam
cavity, lateral doping profile and gold contacts (not drawn to scale). Blue corresponds to resist,
orange corresponds to gold. See text for further details.
tone electron-beam (e-beam) resist is spun-on.
2. During e-beam lithography, four alignment marks are defined, along with the exposure of a
20µm × 20µm square in the left half of the outer rectangle. The exposed resist is developed,
and p-type doping is incorporated in the exposed areas by means of ion implantation, with
p+-doping on the top surface to reduce contact resistance.
3. A 0.100 − µm layer of gold is evaporated on the wafer surface, followed by a lift-off process,
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which removes the resist and leaves behind a gold square and four alignment marks.
4. A new layer of e-beam resist is spun on. Using the alignment marks, a second 20µm × 20µm
square is exposed to the right of the first square, leaving a 0.150-µm gap between the squares.
After resist development, n-type doping is incorporated in the exposed areas by means of
ion-implantation with, as in step 2, n+-doping on the top surface.
5. Step 3 is repeated, leaving behind two gold squares, which will act as contact pads, between
the four alignment marks. A third layer of e-beam resist is spun on, and using the alignment
marks, a 1D nanobeam cavity is exposed and developed. The cavity region is placed in the
middle of the 0.150-µm gap between the two gold squares, such that the cavity region does
not have gold just above it.
6. Finally, with the resist acting as an etch mask, the wafer is dry etched to leave behind a 1D
nanobeam cavity with a perforated gold film on top. Depending on the application, the layer
beneath the GaAs slab may be wet etched or oxidized to AlxOy.
The choice of the 1D nanobeam cavity offers two advantages. First, the aluminum oxide substrate
acts as a heat sink for the laser cavity, making it possible to consider CW-operation. Earlier demon-
strations of electrically-pumped lasers [77] have suffered from heating dissipation issues, making only
pulsed operation possible. Secondly, the device offers low electrical resistance. This is composed of
resistance at the gold-GaAs interface and in the p − i − n structure itself, the latter contribution
being dominant. The current design allows the two electrodes to be brought to a distance of 150
nm from each other. This largely reduces the distance the charge carriers have to travel in order
to radiatively recombine in the cavity, and comparing with similar geometries [83], translates into a
sub-kΩ resistance, enabling low threshold lasing.
6.2 Material System Optimization
There is a widespread consensus in the semiconductor industry about the superiority of silicon
processing over that of III-V materials such as GaAs, InP, and related alloys. This is seen by way
of smoother and near-perfect verticality of etch sidewalls in the case of Si structures. Further, the
ease and long-term stability of surface passivation of the Si surface results in surface recombination
velocities being orders of magnitude less than the corresponding numbers for GaAs or InP [84]. As
a consequence, surface-state-induced losses are lower in Si structures. Surface states absorb light
with energies closer to the band-gap more efficiently [53], and so a given resonator will have a lower
Q at wavelengths closer to the band-gap.
For these reasons, photonic crystal cavities in Si have shown higher [56, 55] Qs at telecom
wavelengths (≈ 1.50–1.60 mum) than corresponding cavities in GaAs or InP at lower wavelengths
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(≈ 0.950–1.35 mum). At the same time, recent experiments have reported [85] high Qs (≈ 700,000) in
GaAs cavities at longer (telecom) wavelengths, comparable with Si cavities at the same wavelength.
A fundamental difference between Si and III-V materials is the capability of incorporating optically
active material during wafer growth. While Si is an excellent medium for guiding and trapping
light, it is very unsuitable for light generation owing to its indirect band-gap nature. On the other
hand, the growth and optical properties of active media (such as QDs in the wavelength range ≈
0.950–1.35 mum) in III-V materials are well characterized. As discussed earlier in the thesis, this
attribute of III-V materials has led to novel optical devices such as single-photon sources and lasers,
as well as allowing the investigation of fundamental cQED effects. Constrained by active media,
these devices have so far been limited to wavelengths less than 1.35µm.
It is clear from experimental data that to create such type of active devices with higher Qs will
require a paradigm shift in device growth and fabrication. To this effect, two parallel directions are
being pursued in our experiments, and at the time of writing (April 2010) these experiments are
in preliminary phases. The first approach attempts to create gain media in III-V material systems
that are optically active at 1.55µm. In the second approach, III-V-based gain media are grown
on specially prepared Si substrates. Both approaches leverage the fact that photonic crystal cavity
designs are scale invariant, and that Si and GaAs have similar permittivity at these wavelengths (≈
12.5). Thus, the same cavity design can be applied to both material systems at various wavelengths
by simple rescaling.
6.2.1 InAs Quantum Dots at λ ≈ 1.55µm
Several attempts have been made over the years to tailor [86, 49, 87] the emission of III-V QDs (InAs
or InGaAs) to longer wavelengths. The QD emission wavelength is highly size dependent, and thus
by increasing the size of the QD, its emission can be shifted to a longer wavelength. As discussed in
chapter 3.1, QD growth is strain induced, and the strain comes from a lattice mismatch. In the case
of InAs/GaAs structures, this mismatch [49] is ≈ 7%. At least two different techniques have been
used to reduce this mismatch, and hence decrease the strain (which in turn increases the QD size).
One has been the use of InAs/InP structures [49], which have a mismatch of ≈ 3%, while another
technique [86] relies on covering the QD layer in a strain relaxing GaxIn1−xAs layer.
Our approach is based on the latter technique. InAs QDs form on a GaAs layer, and these
layers are sandwiched between strain relaxing Ga0.47In0.53As layers. Further, this entire structure
is sandwiched between higher band-gap [88] Ga0.32Al0.15In0.53As layers. This QW implementation
leads to further carrier confinement. This composite structure is grown on an Al0.48In0.52As layer
that is lattice matched to an InP substrate. The detailed structure is presented in table 6.2. Figure
6.3(a) shows PL from the QD ensemble at 10 K for different excitation powers.
Device fabrication in these stacks is more complicated than GaAs fabrication, mainly on account
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Thickness (nm) Composition Function
4 Ga0.47In0.53As Cap layer
135 Ga0.32Al0.15In0.53As Slab top half
2 Ga0.47In0.53As Strain relaxing/QW layer
3.5 ML∗ InAs QD layer
2 ML∗ GaAs Strain inducing layer
2 Ga0.47In0.53As QW layer
135 Ga0.32Al0.15In0.53As Slab bottom half
4 Ga0.47In0.53As Under cap layer
1500 Al0.48In0.52As Sacrificial layer
100 Ga0.32Al0.15In0.53As Wet-etch stop layer
100 Al0.48In0.52As Lattice matched to substrate
- InP Substrate
Table 6.2: Device stack of wafer HSG22 for long wavelengths (ML∗: monolayers). MBE growth
performed by Hyatt Gibbs and Galina Khitrova.
Figure 6.3: (a) QD ensemble PL from a bulk wafer (HSG22) at 10 K for different excitation powers.
Ensemble is centered around 1431 nm at 52µW. (Credit: Hyatt Gibbs, Galina Khitrova.) (b) Initial
fabrication attempts of micro-disks. The darker disk seen on top of the slab is the etch mask. The
slab has been undercut using a HCl wet etch.
of the presence of indium in the wafer. If a Cl2 etch chemistry is used (like in the case of GaAs
etching), it is important to heat the substrate since the etch by-products (chlorides of In) sublimate at
temperatures higher than room temperature. Alternatively, a hydrogen iodide (HI) etch chemistry
can be used since the corresponding iodides of In have lower sublimation temperatures. Since
the slab layers contain Ga, Al, In, and As, it is crucial to control the relative rates of etch by-
product formation for all these elements in order to get smooth and vertical side walls. Preliminary
fabrication attempts have shown this to be a significant challenge [89], as can be seen in the non-ideal
side walls of a fabricated micro-disk in Figure 6.3(b). A selective wet etch of the AlInAs sacrificial
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layer is also seen in this figure. This is done using a concentrated HCl solution (HCL:H2O=3:1).
6.2.2 InAs Quantum Dots in Si Cavities
This approach seeks to capitalize on the high Qs provided by Si cavities while making use of III-V-
based gain media as internal light sources. The basic steps are as follows.
1. Using sputtered alumina as a hard mask [90], a periodic array of pillars is fabricated by e-beam
lithography and dry etching on a standard Si substrate. These pillars have diameters in the
50-100 nm range, and heights around 200-300 nm.
2. The sample is cleaned in HF (which etches native SiO2) to remove areas damaged by the dry
etch. The sample is then oxidized at a high temperature (≈ 900 C). This step is self-limiting,
resulting in a pillar with oxidized surfaces and a pure Si core whose diameter depends on the
oxidation temperature and initial pillar diameter.
3. The pillars are mechanically cleaved, leaving behind stumps with the Si core now exposed.
4. To prevent native oxide formation, the sample is immediately placed in a MBE/MOCVD
growth chamber, and InAs QDs form preferentially over the crystalline Si areas, as seen in
Figure 6.4.
5. Finally, a photonic crystal cavity is fabricated around one of the QDs.
It is proposed that 1D nanobeam cavities be fabricated around QDs, since they offer high Qs,
even on an oxide substrate. To that end, characterization of empty Si/SiO2 cavities is progressing
in parallel with QD growth optimization. Figure 6.5(a) shows an SEM image of a cavity, and Figure
6.5(b) shows a high Q (75,000) mode measured using a tapered-fiber loop.
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Figure 6.4: (a) & (b) Two different Si substrates imaged after cleavage of pillars and QD growth.
Note the difference in QD morphology. (c) AFM scan of sample shown in (a). QD features are ≈ 20
nm high. (d) Enhanced version of (c) showing texture. (Credits: Andrew Homyk.)
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Figure 6.5: (a) 1D nanobeam cavity in Si on SiO2 substrate. (b) Tapered-fiber loop measurement
of cavity Q showing fitted Lorentzian. (Credits: (a) Andrew Homyk, (b) Benjamin Richards.)
73
Appendix A
Etching Recipes
A.1 CAIBE Etching
The following recipe is for etching photonic crystal holes in GaAs with patterned electron-beam
resist (PMMA/ZEP) as an etch mask.
• Chamber preparation
Ar, Cl2 lines must be pumped out, and chamber pressure should be in the 5× 10−7–4× 10−6
torr range. With the flow of Ar gas turned on, the chamber pressure must read 2× 10−4 torr,
and this corresponds to an Ar flow rate of 3–4 sccm (standard cubic centimeters per-minute).
A Cl2 flow rate of 15 sccm is chosen.
• Dry etching recipe
A typical GaAs etching recipe used in device fabrication has the following parameters.
Beam voltage (BV): 500–600 V
Beam current (BC): 10–20 mA
Discharge voltage (DV): 40 V
Accelerator voltage (AV): 100 V
This gives a cathode current (CC) in the 5.7–6.2 A range, a discharge current (DC) of 0.25–0.40
A, an accelerator current (AC) < 0.7 mA, and an etch rate of ≈ 100 nm/min. It is advisable
to run the recipe for 2 minutes without a sample in the chamber for source conditioning. After
etching, the gas lines must be pumped out completely, and for the sake of preventing corrosion
of the chamber diffusion pump, it is necessary to flow Ar when Cl2 is being purged.
• CAIBE maintenance
It is advisable to refer to the detailed CAIBE manual for troubleshooting. A short summary
of important considerations is presented here:
– A significant deviation of DC or AC from the above listed values usually means that the
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source filament needs to be replaced.
– DC and CC should not exceed 3.0 A and 8.0 A, respectively.
– With CC = 1 A, the filament life time expectancy is more than 20 hours.
– When the chamber is opened for filament replacement, it is important to dismantle and
clean the ion gun properly. In particular, any dust particles between the narrowly spaced
accelerator grids must be carefully removed with the help of a N2 blow-gun for repeatable
etching.
A.2 ICP-RIE Resist Stripping
While the Oxford Instruments inductively coupled plasma–reactive ion etcher (ICP-RIE) 180 is used
extensively for etching a wide variety of semiconductors, its use for resist stripping is described here.
• Chamber preparation
The O2/Ar line must be pumped out completely, and the base vacuum should be < 10−5 torr.
• O2 plasma
The recipe has the following parameters:
O2 flow rate: 90 sccm
Chamber pressure: 10 mTorr
RF power: 1 W
ICP power: 600W
Time: 90 s
After the actual etch, the gas lines must be pumped out for at least 30 minutes.
• Operational notes
– It is advisable to run this recipe for ≈ 5 minutes before loading the sample into the main
chamber. Remnant gases sometimes persist in gas lines and can cause undesirable sample
etching. A visual indicator of the O2 purity of the plasma is the color—an unchanging
pale pink color is indicative of a pure O2 plasma and a conditioned chamber.
– If difficulty is experienced in striking a plasma, the RF power can be increased in small
increments (say, 5 W) till the plasma gets struck. Subsequently, the RF power can be
brought down to a lower value. Keeping the RF power low results in a low DC bias.
A low DC bias (< 40 V) is crucial in preventing surface damage (by means of atomic
displacement) in GaAs.
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Appendix B
Software
B.1 Computational Electrodynamics
A few operational notes on the use of the eigensolving frequency-domain software (MPB) and the
finite-difference time-domain software (MEEP) are presented below.
MPB:
1. It is preferable to have a resolution of the form 2n.
2. When simulating 3D structures that have incomplete confinement, i.e.,there are radiation
modes, it will happen that guided modes lying close to the light line have errors. Such data is
not reliable in its entirety.
3. When computing more than one band, MPB sorts bands in increasing order of frequency at
each k-point. This obscures band-crossings, and such bands must be manually re-ordered.
MEEP:
1. Perfectly-matched-layers (PML) layers must be treated most carefully. There should be no
structural variation perpendicular to the boundary of the PML. For instance, if the PML layer
is applied in the +x direction, (x, y, z) must be x independent within the PML. Ideally, there
should be no variation in the PML at all.
2. Source location: To successfully find a mode, a source should not be placed at highly symmetric
points, rather it should be located near an expected field anti-node. If a particular symmetry
is turned on for the simulation, the source must be placed in the negative half space. For
instance, if x symmetry is turned on, the source location must have a negative x-coordinate.
3. Source Q: Running a broad band source should reveal the different frequencies. From the
spacing between the modes, one can calculate the source Q that is needed to excite only a
particular mode in a narrow band simulation.
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4. The detector need not be confined to the same place as the source location, but should be
placed near a field anti-node.
B.2 Lithography Mask Generation
The process of mask generation for lithography on the EBPG happens in three steps. In the first
step, a (self-written) C++ program is used to define individual devices, and control their layout.
The program output is fed to a computer-aided-design (CAD) program, which generates a standard-
format CAD file. Finally, the CAD file must be fractured at the required EBPG resolution (usually
2.5 nm) and translated to a format that the EBPG can interpret. This program also applies local
dose corrections in the form of proximity-error-correction (PEC). In this particular case, a popular
semiconductor CAD program called L-EDIT1 (TannerEDA) is used for the second step, while a
program called LayoutBeamer2 (GenISys) is used for the third step.
1http://www.tannereda.com/l-edit-pro
2http://www.genisys-gmbh.de/index.php?page=products&pro_id=2&pro_type=1
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