Consider a unimodular random one-ended planar graph of finite expected degree. We prove that it has an isometry-invariant embedding in the euclidean plane with no accumulation points if and only if it is (invariantly) amenable, and it has an isometry-invariant embedding in the hyperbolic plane with no accumulation points if it is (invariantly) nonamenable. By "no accumulation points" we mean that any bounded open set intersects finitely many embedded edges. In particular, there exist invariant embeddings in the euclidean plane for the Uniform Infinite Planar Triangulation and for the critical Augmented Galton-Watson Tree conditioned to survive. The results have applications to percolation phase transitions.
Introduction
Consider some unimodular random graph G = (G, o) that is almost surely planar. When is it possible to embed it into the euclidean or the hyperbolic plane, in an isometry-invariant way? A reasonable requirement is that no bounded open set intersect infinitely many embedded edges or vertices. We will refer to this property by saying that the embedding has no accumulation point. When is it possible to represent G as an invariant tiling? If we do not assume planarity, what can be said about such embeddings into higher dimension? We are addressing these questions. In particular, we prove the following. • into the hyperbolic plane if and only if G is invariantly nonamenable.
One can construct the embedding so that every edges is mapped into a broken line segment (geodesic). Either of the above tilings is such that the expected area of the tile containing the origin is finite. Similarly to embeddings, we say that a tiling has no accumulation points, if every bounded open subset of the plane intersects finitely many tiles. We provide further precise definitions later in this section. We mention that the tiles in the above theorem can be required to be bounded polyhedra. Theorems 1.1 and 1.2 provide complete dichotomic descriptions for the one-ended case. The cases not covered are those of G with 2 or infinitely many ends. We believe that the former can be resolved with similar conclusion as the 1-ended case. In case of infinitely many ends, "most" graphs have no invariant embedding into either the euclidean or the hyperbolic plane, the only exception being graphs that are very treelike. A more detailed explanation is in Remark 1.3. We do not treat 2 or infinitely many ends here, to avoid technical distractions from the real point.
Our focus is on euclidean and hyperbolic spaces, hence the definitions are phrased in this setting. One could ask questions in greater generality, for example by taking Lie groups as underlying spaces. We mention a few such directions in the concluding Section 6.
Let G * be the collection of all locally finite connected rooted graphs up to rooted isomorphism, and let G * * be the collection of all locally finite connected graphs with an ordered pair of vertices up to isomorphism preserving this ordered pair. We often refer to an element of G * as a rooted graph (G, o), without explicitly saying that we mean the equivalence class that it represents in G * . Let (G, o) be a random rooted graph and suppose that o has finite expected degree. Reweight the distribution of (G, o) by the Radon-Nikodym derivative deg(o)/E(deg(o)). We will refer to such a reweighting by saying that we rebias by the degree of the root. Call this root X 0 and let X 1 be a uniformly chosen neighbor of X 0 . We say that G = (G, o) is unimodular if (G, X 0 ) is stationary for simple random walk, and (G, X 0 , X 1 ) has the same distribution as (G, X 1 , X 0 ). See [5] for the proof that this is equivalent to the original definition of unimodularity for graphs in [1] . One may consider some decoration or marking on rooted graphs, and extend the above definition in the obvious way. Whenever there is a decoration, given as a function f on V (G) or a subset of vertices U ⊂ V (G), we denote this decorated rooted graph by (G, o; f ), (G, o; U ), or simply by (G; f ), (G; U ).
In case of several decorations, we can list them all after the semicolon.
A unimodular random graph (G, o) is invariantly amenable (or just amenable) if for any > 0 there is a random subset U ⊂ V (G) such that (G, o; U ) is unimodular, every component of G \ U is finite, and P(o ∈ U ) < . If this property fails to hold, then G is invariantly nonamenable or just nonamenable. For the relationship of this notion of amenability to almost sure amenability or anchored amenability, see the discussion in [1] after the definition, and Theorem 8.5 therein for some equivalents.
Let G be a graph. An embedding ι of G into a euclidean or hyperbolic space M is a map from V (G) ∪ E(G) that maps injectively every point in V (G) to a point of M , and every edge {x, y} is mapped to (the image of) a curve in M between ι(x) and ι(y), in a way that two such images can intersect only in endpoints that they share. The embeddings that we consider have no accumulation points, hence
Let M be some homogeneous metric space with some fixed point 0; for our purpose we can just assume that it is a euclidean or hyperbolic space. Let Isom(M ) be the group of isometries of M . Consider a random graph D drawn in M , whose distribution into M we mean a random graph D drawn in M that has finite intensity, and with the property that (D * , 0) as an element of G * has the same distribution as (G, o). We are interested in embeddings where something stronger than finite intensity holds, namely, no bounded open set is intersected by infinitely many embedded edge or vertex (i.e., "there are no accumulation points"). We say that ι is an invariant embedding function from G into M , if ι is defined for almost every G as a possibly random embedding of G to M such that ι(G) as a random graph drawn in M is an invariant embedding. By a slight abuse of terminology, we may just simply refer to ι by calling it an invariant embedding. The definition of invariant tilings is similar. Remark 1.3. It is well-known that an infinite unimodular random graph can have only 1,2 or infinitely many ends, [1] . As mentioned earlier, Theorems 1.1 and 1.2 do not cover the case of 2 ends and infinitely many ends. We believe that the former can be resolved with similar conclusion as the 1-ended case. Namely, a more thorough analysis of the invariant combinatorial embedding as in Theorem 2.1 makes it possible to find a one-ended unimodular supergraph G + for a 2-ended unimodular G, and hence generalize Theorems 1.1 and 1.2 to such a G. We do not go into the details here. If a unimodular random planar graph G has infinitely many ends almost surely then it is nonamenable. There are examples where an invariant embedding into H 2 is possible, and examples when it is not (and similarly for tilings). For the latter, let G be the free product of a transitive hyperbolic tiling and a single edge. Any planar embedding of this graph has infinitely many accumulation points. If a graph drawn in the plane in an invariant way has an accumulation point, then its vertex set as a point process has infinite intensity, because with positive probability there is an accumulation point within a fixed unit ball. Hence there is no invariant embedding for this graph. On the other hand, the 3-regular tree T 3 does have an invariant embedding into H 2 . To see this, consider the hyperbolic tiling of degree 3 and codegree 7. Take its Free Uniform Spanning Forest T , which is a spanning tree by Theorem 5.13 of [3] . The invariant embedding of G defined an invariant embedding of T as well. Every vertex of T has maximum degree 3, and there exists vertices of degree 3. An invariant spanning tree of a nonamenable transitive graph, such as T , has infinitely many ends. Hence there exist vertices v with 3 infinite paths starting from v that are pairwise inner disjoint.
Consider the subtree T of T , which is the union of all these triples of paths over such vertices v. Then T is a tree of maximal degree 3 and minimal degree 2, and it is invariantly embedded in H 2 . It is easy to see that one can define an invariant embedding of T 3 from this; the union of the images of the closed edges will be the same Given an invariant embedding of the (nonempty) unimodular graph G into R 2 or H 2 , call the expected number of embedded vertices in a ball of unit area the intensity of the embedding. This number does not depend on the choice of the ball by invariance, and it is always positive by the MTP.
A cyclic permutation of n elements is a permutation that consists of a single cycle of length n. A combinatorial embedding of a planar graph G is a collection of cyclic permutations π v of the edges incident to v as v ∈ V (G), and such that there is an embedding of G in the plane where the clockwise order of the edges on a v ∈ V (G) is
Note that this definition does not use any underlying metric on the plane, as it defines an embedding only up to homeomorphisms. is the graph that it represents. For a given circle packing P in C, consider the union of all the disks with boundary in P and its further union with all the connected pieces (interstices) bounded by finitely many circles in P . Call the resulting set the carrier of P . He and Schramm showed that a triangulated planar graph can either be represented by a circle packing whose carrier is C, or can be represented by one whose carrier is the unit disk U, but not both [13] , [14] . In the first case they called the graph CP parabolic, while in the second case they called it CP hyperbolic. They found several characterizing properties for this duality, such as the recurrence/transience of simple random walk. Earlier, Schramm [19] proved the uniqueness of these circle packings up to some transformations. Theorem 1.5. (He-Schramm, [13] , [14] , Schramm, [19] ) Let G be a one-ended infinite planar triangulated graph. Then G has a circle packing representation in either the plane or the unit disk, but not both.
• In the former case (when G is parabolic), the representation in the plane is unique up to isometries and dilations.
• In the latter case (when G is hyperbolic), the representation in the unit disk is unique up to Möbius transformations and reflections fixing the disk.
See also [18] .
A study of unimodular random planar graphs was initiated by Angel, Hutchcroft, Nachmias and Ray in [2] for the class of triangulations, and they showed that for a locally finite ergodic unimodular triangulated planar simple graph, being CP parabolic is equivalent to invariant amenability. In [3] unimodular planar graphs were further studied, without the assumption of being triangulated, but with the assumption that the unimodular graph comes together with a planar combinatorial embedding which is jointly unimodular with the graph, in which case this joint object is called a unimodular planar map. Several criteria were identified as equivalents to invariant amenability.
Our Theorem 2.1 extends these dichotomy results to unimodular planar graphs, by
showing that a unimodular planar map can be associated with every unimodular planar graph. Theorems 1.1 and 1.2 can be thought of as further examples of the dichotomy.
Unimodular planar triangulation of unimodular planar graphs
The following theorem was proved in [22] . Theorem 2.1. Let G be a unimodular random planar graph of finite expected degree.
Then G has a unimodular combinatorial embedding into the plane.
We emphasize again that having a unimodular combinatorial embedding is a weaker requirement than having a unimodular or an invariant embedding, see Remark 1.4. Theorem 2.2. Let G be a unimodular planar graph of finite expected degree. Then there is a supergraph G + containing G such that (G, G + ) is unimodular, and G + is a planar triangulation of finite expected degree. If G has one end then G + has one end.
Proof. By Theorem 2.1, G has a unimodular combinatorial embedding into the plane.
Fix such an embedding. The collection of faces is also jointly unimodular with G.
Let F be an unbounded face. Then there is a bijection β between Z and the boundary of F (with possible repetitions). Fix such a bijection, choose ξ ∈ {0, 1} uniformly at random, and for every pair {2k + ξ, 2k + ξ + 1} (k ∈ Z), add a new vertex v k to the graph, and connect it to 2k + ξ and to 2k + ξ + 1. Finally, add an edge between v k and v k+1 for every k ∈ Z. Now, in the resulting new graph we have a new infinite face, whose boundary is the biinfinite path induced by . . . , v −1 , v 0 , v 1 , . . .. Repeat the previous procedure for this biinfinite path, and so on, ad infinitum.
For every bounded face F do the following. If F has n vertices on its boundary, then add a new cycle C of length [n/2] inside this face. Add edges that connect these new vertices to the boundary vertices of F , in such a way that planarity is not violated, and the degree of every vertex increases by at most 4. It is easy to check that this is possible. Repeat this step for the new face, surrounded by C, as long as |C| ≥ 6.
Otherwise just triangulate C by some diagonals. Do this process for every bounded face F .
It is easy to see that when doing this for every F , in the limit we get a triangulation G + . All the operations preserved planarity, hence G + is planar. Suppose now that G has finite expected degree. Then G + is unimodular, because it could have been obtained by first attaching new graphs of finite expected size to some vertices (more precisely, attaching an expected number of at most |faces incident to o| ≤ E(deg(o)) < ∞ graphs of finite expected size each), and then adding further edges. These two operations preserve unimodularity, see Subsection 1.4 in [7] . To see that G + has finite expected degree, note that vertices in V (G) have received at most as many new edges as their degree in G, and every new vertex has at most 5 incident edges.
Invariant circle packing representations of nonamenable graphs
Recall that the isometries of the euclidean plane are generated by translations, reflections and rotations. The isometries of the Poincaré disk U are generated by Möbius transformations and reflections fixing U. The proof of Theorem 3.1 will proceed as follows. First, Theorem 2.2 shows that a given unimodular planar graph can be triangulated in a unimodular way. The existence of a circle packing representation of a one-ended triangulated planar graph follows from Theorem 1.5. If the graph is hyperbolic, which is the case for unimodular nonamenable graphs by [2] , then this circle packing is unique up to the isometries of H 2 . The measurability of the circle packing will imply that this is a unimodular circle packing. o is always mapped to 0. But applying a suitably chosen random isometry, we will get an invariant embedding in Lemma 3.2. The method is similar to shift couplings as in [12] , applied in a hyperbolic and setting, but here we do not require the allocation cells to have the same measure (for simpler applicability), but rather rescale, and we also do not need the allocation to be a deterministic function of the configuration. Independently from H, consider the embedded graphῑ(G) in M . Define a graph G from the two embedded graphsῑ(G) and H as follows: is finite, both of these operations preserve unimodularity (see Subsection 1.4 in [7] ).
This shows that G is unimodular, and so is the marked graph (G ; ι, H) that we An invariant embedding of G is deduced from the circle packing: let every vertex be mapped to the center of its disk, and connect adjacent edges by straight line segments.
One can turn the circle packing into a tiling of the same adjacency structure by properly subdividing every component of the complement of the disks into finite pieces and attaching them to suitably chosen neighboring disks. We omit the details. 
Invariant embeddings of amenable unimodular planar graphs
In this section we prove the amenable parts of Theorems 1.1, 1.2. One could try to follow the lines of the proof for the hyperbolic case, but a key part which does not go through is the following. The uniqueness in the He-Schramm Theorem 1.5 is up to isometries in the nonamenable (hyperbolic) case, and hence it could be used in the construction of the unimodular embedding, which is also defined only up to isometries. Then we turned this unimodular embedding into an isometry-invariant embedding. Now, in the amenable case, the uniqueness in Theorem 1.5 is only up to isometries and dilations, which makes the above method fail. In brief, the main difference between the two cases is that for Some well studied planar unimodular amenable graphs are the uniform infinite planar triangulation (UIPT) (see [4] ) and the augmented critical Galton-Watson tree conditioned to survive (AGW) (see e.g. [6] ). Proof. As we have mentioned, by the definition of amenability there is a unimodular finite exhaustion for G. An unimodular finite exhaustion gives rise to a copy of Z on G: recursively define a path on the vertices of each part, such that it contains the edges defined for previous partitions. Take the limit. Proof. For n = 1, 2, . . . consider the random cubic partition
where v i is a uniformly chosen element of 2 i−1 {0, 1} 2 , independent from the point process.
Call it C n . This defines a unimodular finite exhaustion on the configuration points.
(So far we defined a unimodular finite exhaustion only for unimodular random graphs, but here we extend the meaning to the point process: a unimodular finite exhaustion is a random sequence of coarser and coarser partitions of only finite classes, such that any two configuration points are in the same partition class in all but finitely many of the partitions.) A copy of Z can be defined in the same way as in the previous lemma.
This claim was proved in higher generality in Theorem 1.2 of [20] .
Proof of Theorem 4.2. By Lemma 4.4, we know that there is a unimodular copy of Z on G. By Lemma 3.3 in [21] this implies that there is an invariant copy of G on Z.
By Lemma 4.5, there is an invariant copy of Z on the configuration points of the point process P. These two can be put together to obtain an invariant copy of G on the points of P. We will construct an embedding of the edges, turning it into an invariant embedding, as claimed.
First we prove the claim about embedding in dimension at least 3, because it is simple but already shows the main idea. Consider the random cubic partition
where v i is a uniformly chosen element of 2 i−1 {0, 1} 2 , independent from the point process. Call it C n , and call the elements (cubes) of C n parts. To obtain the embedding of the edges, with the respective endpoints in points of P, repeat the following procedure as i = 1, 2, . . .. Consider the partition P i of V (G) where two points are in the same partition class if and only if their images are in the same part of C i .
Define G i as the restriction of G to P i , that is, an edge of G is in G i if and only if its endpoints are in the same class of P i . The G i is a growing sequence of graphs tending to G. Furthermore, every component of a G i is finite, and its vertices are in the same part (cube) of C i . Define G 0 as an empty graph on V (G). Suppose recursively that an embedding of G i−1 has been defined, with all edges having their image within some part of C i−1 . For i = 1 (G i−1 the emptygraph) this assumption is satisfied by the embedding of G as in the previous paragraph. Next we define an embedding of G i . Take a component K of G i and let C be the part of C i that contains all its embedded vertices. Let the union of all embedded images of the edges and vertices of G i−1 within C be F . Then C \ F is connected (we may assume that no vertex is embedded on the boundary of C, because this has probability 0). Therefore, we can define pairwise disjoint paths for all the edges of K \ E(G i−1 ), in such a way that they do not intersect F and they connect the appropriate endpoints. In particular, we can even make each of them a broken line. Also, when we define this collection of broken lines, we make sure that everything is done in a measurable way and only depending on the location of the points in the part, so that we sustain measurability and invariance of the construction.
As i goes to infinity, we arrive to a limit embedding which is as we wanted. Now let us prove the claim that one-ended planar amenable unimodular random graphs can be invariantly embedded in the euclidean plane. As in the first paragraph of this proof, we consider an isometry-invariant bijection ι 0 from V (G) to P; we will extend this to embeddings of the edges. Let C n and G i be as before. By Theorem 2. 
in such a way that they are broken lines in the interior of K, the final result is a graph embedding, and the resulting image
. Since this condition holds at the beginning by the recursive assumption, we can make it hold afterwards by properly passing round the vertices by the broken line, if needed.
(Embedding the path O j \ {e} with some e ∈ E(O j ) is trivially possible in this way, and then embed e close enough to this embedded path so that there is no point in the interior of φ i (O j ).) This procedure could only get stuck if the embedded images of two adjacent vertices of G − i were separated by some embedded cycle. But that could only happen if one of them was surrounded by a cycle in O (that is, one of them was in a bounded "face"), which is impossible by the recursive condition on "faces" not containing any vertex inside. The φ i agree on their domain, which is growing with i, so the limit, which is am embedding of G, exists. Call it φ.
As in the d ≥ 3 case, we can make all the choices of edge embeddings above with care so that the resulting collection is measurable and invariant. Letting i go to infinity, we obtain a limiting embedding φ which is as we wanted.
The embedding defined so far has no accumulation points of vertices, but we also need to ensure this for the edges. To achieve this, we need to put extra care in some choices of the previous construction. Next we present the main ideas for this modification. For a given n, let U n be the set of vertices v such that G n does not contain every edge incident to v. For every v ∈ U n and C n,v ∈ C n with φ(v) ∈ C n,v , choose some path P n,v from φ n (v) to ∂C n,v and an v > 0 such that the v neighborhoods of the P n,v are all pairwise disjoint inside C, and P n,v is a continuation of P n−1,v close to the boundary of C n−1,v , more precisely: P n,v ∩ C n−1,v = P n−1,v and P n,v \ P n−1,v ⊂ N (C n−1,v , 2 −n+1 ), where N (C, ) denotes the -neighborhood of set C ⊂ R 2 . Finally, let B n (C) be the union of the N (P v , v ) and the N (C n,v , 2 −n ). Now, when defining φ n+1 on edges that φ n was not defined on, we make sure that these edges will be embedded inside ∪ C∈C n+1 B n (C). One can check that this is possible, and the limiting embedding will have no accumulation points.
Remark 4.6. We mention that there are embeddings where any bounded open set of R 2 contains only finitely many embedded vertices, but some intersect infinitely many edges. To see this, take a Poisson point process, independent from the one in Theorem 4.2, and let T be the minimal spanning tree on it, which is known to be invariant and one-ended. Copy the previous proof with the appropriate modifications, for R 2 \ T (using instead of C n the partition that it generates on R 2 \T by connected components).
It is easy to check that there will be accumulation points for the edges. In [21] it is proved that every amenable unimodular random graph can be represented by an invariant tiling of R d for d ≥ 3.
Proof. Consider the embedding ι of G into R 2 as in Theorem 4.2, where the image of the vertex set has no accumulation point. As before, we call the connected components
will assign a piece of the face incident to ι(v), in such a way that two such pieces share a 1-dimensional boundary iff the corresponding vertices are adjacent. For the case of bounded faces one can proceed via a "baricentric subdivision": for each pair v and w of adjacent vertices such that ι(v) and ι(w) are consecutive along F , consider the broken line segment ι({v, w}), and consider its midpoint, that is, the point that halves the length of the broken line. Choose some point uniformly in F , and connect it to all these midpoints by some broken line. See Figure 1 . If F is infinite, we will apply a trick similar to the one in [17] . It is easy to check that they subdivide F into pieces as we wanted. It is also clear that the construction does not depend on the choice of f (which is unique up to conformal automorphisms of the upper half plane of the form x → ax + b, a, b ∈ R, a = 0), and that it is invariant. See [17] for a detailed argument. With some care one can ensure in the above construction that every tile has area 1.
What seems to be harder to control, is the diameter of the tiles. Remark 4.9. Similarly to the above, one can find an invariant embedding of any amenable unimodular planar graph in an infinite cylinder. One has to take a point process of finite intensity of the cylinder, and then have the vertices mapped into its configuration points, as in Theorem 4.2. The proof goes through directly; one just have to be careful during the recursive embeddings of the (finite) components of G i that no cycle have an image that cuts the cylinder in two infinite parts. For the "only if" part, note that our invariant tiling gives rise to an invariant embedding (choose a uniform random point in each tile and suitably connect it to its neighbors). Hence the claim is reduced to that in Theorem 1.1.
Proofs of the main theorems

Further directions and open problems
To conclude, we propose a number of questions that are more or less connected to our main topic.
A natural direction could be the following. Say that two spaces (say Lie groups) M and N are equivalent, if every, possibly random, tiling T that invariantly tiles M with compact tiles also invariantly tiles N . Here tiles are compact simply connected and the tiling is the dual graph. Assume there is a tiling that invariantly tile both M and N .
• Must they be quasi isometric? We found that this is not necessarily the case. As proved in [21] , R d can be invariantly tiled with bounded tiles by any amenable transitive one-ended graph, whenever d ≥ 3. In particular, both R 3 and R 4 can be invariantly tiled by Z 3 , yet they are not quasi-isomorphic.
• Must they be equivalent? Not necessarily. Z 2 invariantly tiles R 2 , and also R 3 (by the just mentioned result). But the two are not equivalent, because no nonplanar graph (such as Z 3 ) can tile R 2 .
Bonk and Schramm [9] constructed a quasi-isometric embedding of hyperbolic graphs into real hyperbolic spaces. Question 6.1. Is there an invariant quasi-isometric embedding of hyperbolic graphs into a real hyperbolic space? Or is there such a scnenery-embedding?
Consider some infinite graph, and partition it to infinitely many (roughly) connected infinite subgraphs, such that each part neighbors only finitely many other parts. Which Cayley graphs admit invariant random partitions (IRP)? (Variants of this question can further require that the parts are indistinguishable or removing the finite number of neighbors requirement). Together with Damien Gaboriau and Romain Tessera we observe that a Cayley graph of a group with positive first L 2 Betti number does not admit an IRP. As an exercise, show that the regular tree do not admit IRP.
With Romain Tessera we conjecture that the lamplighter over Z does not admit an IRP. What about SL 3 (Z)?
Given an invariant random partition, when is it possible to further partition each parts to infinitely many (roughly) connected infinite subgraphs? Think of the examples Z 2 , Z 3 and T × Z. The number of possible iterations might be of interest.
