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We develop a Gaussian variational approach in replica space to investigate the phase diagram of
a one-dimensional interacting disordered topological superconducting wire in the strong coupling
regime. This method allows for a non-perturbative treatment in the disorder strength, electron-
electron interactions and the superconducting pairing amplitude. We find only two stable phases: a
topological superconducting phase, and a glassy, non-topological localized phase, characterized by
replica symmetry breaking.
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Introduction. Majorana fermions (MF) have recently
attracted a lot of attention in condensed matter systems.
They are interesting from a fundamental point of view
as emergent exotic quasiparticles [1] but also for their
potential applications in quantum computing [2]. In a
seminal work, Kitaev [3] constructed a simple model for
a one-dimensional (1D) topological superconductor with
p-wave pairing, hosting Majorana edge states at each
end. Parallel to Kitaev’s work, a disordered version of
the same toy model has been studied by Motrunich et
al, who showed that these edge states survive the pres-
ence of moderate disorder [9]. Since Kitaev’s proposal,
many new platforms have been proposed to emulate an
effective p-wave triplet pairing. Among them, semicon-
ductor wires with spin-orbit and Zeeman interactions in
proximity to an s-wave superconductor [4, 5] have re-
ceived considerable attention, as materials are now avail-
able experimentally. Transport signatures, which may be
explained with Majorana zero modes [6–8], were reported
in recent experiments.
While small disorder is harmless [9], large disorder in a
1D p-wave superconductor with broken time-reversal and
spin SU(2) symmetry (class D) can, however, affect the
stability of the topological phase and can drive a transi-
tion to a non-topological insulating phase [9, 10]. Impu-
rities can also lead to localized, non-trivial, in-gap states
different from Majorana fermions [11], whose transport
signatures may, nonetheless, look much alike [12]. Most
of the previous studies, however, ignore the effect of
electron-electron interactions, which have been shown to
modify strongly the domain of stability of the topological
phase [13–16]. Therefore, one may wonder whether the
topological superconducting (SC) phase survives when
both disorder and electron interactions are taken into
account or, eventually, some new phase emerges.
The effect of electron-electron interactions on generic
disordered 1D p-wave superconductors has been ad-
dressed recently using Abelian bosonization and the
perturbative renormalization group (RG) by Lobos et
al. [17]. They concluded that there is a quantum phase
transition from a topological superconducting phase to
a non-topological localized phase. However, in a large
regime of experimental relevance, including the non-
interacting and weakly interacting limits, both the ef-
fective disorder and the proximity induced gap scale to
strong coupling at low energies, a regime outside the
reach of perturbative methods.
In this letter, we develop a non-perturbative low-
energy theory for an interacting disordered p-wave SC
using a Gaussian variational approach (GVA) in replica
space [18]. This method has been shown to capture the
thermodynamic and transport properties of a disordered
wire [19] and even more exotic phases such as the Mott
glass, an insulating phase with a non-zero optical con-
ductivity resulting from the competition between a Mott
and an Anderson insulating phase [20]. The original ap-
proach of Me´zard and Parisi, however, cannot be applied
to the present problem, and needs be somewhat modified;
while superconductivity tends to localize the phase of the
Cooper pairs, disorder has a tendency to localize charge
carriers in real space and pin their density, the conju-
gate variable of the superfluid phase. Therefore, unlike
previous theories [19, 20], both the superfluid phase and
its conjugate momentum must be kept in the variational
theory and treated at equal footing. With this modifi-
cation, the GVA is, however, well-suited to capture the
competition between disorder and proximity induced su-
perconductivity.
Within the non-perturbative GVA, we find that only
two phases are present: a glassy Anderson insulating
phase with broken replica symmetry, dominated by dis-
order, and a replica symmetrical topological SC phase
that can support Majorana edge states. We derive the
transition line between these two phases. In the non-
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2interacting case, we recover using the GVA the transi-
tion line previously obtained by Motrunich et al. with
the real-space renormalization group apporach which as-
sumes strong disorder [9].
Model. The low energy physics of a semiconductor
nanowire with a strong Rashba spin-orbit interaction
αRkF (kF the Fermi momentum), and a Zeeman in-
teraction EZ in proximity to an s-wave superconduc-
tor (with induced s-wave pairing ∆S) can be captured
by a model of spinless fermions with p-wave pairing
[4, 5]. Treating pairing, electron interactions and dis-
order on equal footing is a notoriously difficult task.
Therefore we follow Ref. [13] and first diagonalize the
nanowire Hamiltonian in the presence of spin-orbit and
Zeeman interactions, to obtain the dispersion relation
±(k) = k2/2m ±
√
(αRk)2 + (EZ/2)2 [4, 5], with m
the electrons’ effective mass (we set ~ = 1), with ± la-
beling the two bands. Expanding the singlet SC term
in this eigenbasis leads to superconducting order param-
eters of the triplet (within the − and + subbands) as
well as of the singlet type (mixing − and + subbands).
Majorana edge states require triplet pairing [4, 5, 21–23],
which is achieved by tuning the chemical potential µ to
lie within the magnetic field gap, where only the − sub-
band is occupied, and then turning on a small pairing
interaction [4, 5]. In this regime, however, one can de-
scribe the physics of the wire by simply neglecting the
empty + band, and by projecting the pairing term, the
electron-electron interactions, and the disorder potential
to the − subband.
In the projected theory, the low energy properties are
then described using standard Abelian bosonization [24],
with the action given as S = S0 + S∆ + Sdis with
S0[φ, θ] =
∫ β
0
dτ
∫ L
0
dx
(
− i
pi
∂xθ(x, τ)∂τφ(x, τ) (1)
+
v
2pi
[
K(∂xθ(x, τ))
2 +
1
K
(∂xφ(x, τ))
2
])
,
S∆ = −2∆
pia
∫
dxdτ cos[2θ(x, τ)], (2)
Sdis = − 1
2pia
∫
dxdτ
[
ξ(x)e2iφ(x,τ) + H.c.
]
. (3)
The first term S0 describes the physics of the interacting
electron fluid in the − band, with collective plasmon ex-
citations of velocity v. The bosonic ’displacement’ field
φ (more precisely ∂xφ) represents charge density fluc-
tuations, while the phase field θ is conjugate to it, as
expressed by the commutation relation [φ(x), θ(x′)] =
−ipi2 sign(x − x′). The Luttinger parameter K encodes
electron-electron interactions with K < 1 (resp. K > 1)
for repulsive (resp. attractive) interactions. The second
term of the action, S∆ describes triplet pairing. Here a
denotes a short length cut-off, and the effective pairing
interaction, ∆ ≈ ∆S(αRkF )/EZ , tries to pin the super-
fluid phase to the minima θ = npi. Finally, the last term
Sdis describes backscattering on a Gaussian quenched dis-
order, ξ(x), satisfying ξ(x)ξ∗(x′) = D δ(x − x′). In Sdis
we dropped forward scattering terms, since they can be
gauged away and do not contribute to localization [24].
The Gaussian variational method. To make progress,
we use the replica trick [18]: we introduce n copies of the
fields (φ, θ) → (φa, θa) with a ∈ [1, n], average over the
Gaussian disorder, and finally take the limit n→ 0. The
replicated action thus obtained reads as
S =
n∑
a=1
S0[φ
a, θa]− 2∆
pia
∫
dxdτ cos[2θa(x, τ)] (4)
− D
(2pia)2
n∑
a,b=1
∫
dxdτ dτ ′ cos 2(φa(x, τ)− φb(x, τ ′)).
As revealed by a simple perturbative RG analysis [17],
the RG eigenvalues of the pairing and disorder terms are
simply 2 −K−1 and 3 − 2K, respectively, and are both
relevant for 1/2 ≤ K ≤ 3/2, where the system flows to
strong coupling. Lobos et al. [17] conjectured therefore
two phases, separated by a critical line: a topological SC
phase dominated by ∆, and a non-topological Anderson-
localized phase, driven by D.
To establish the Gaussian variational approach
(GVA), we first rewrite the first term of the ac-
tion Eq. (4) in Fourier space Q = (iωn, q) as
S0[Ψ] =
1
2βL
∑
Q Ψ
†(Q)G−10 (Q)Ψ(Q), with Ψ
T =
(θ1, . . . , θn, φ1, . . . , φn) and
G−10 (Q) =
(
[G−10 (Q)]11 [G
−1
0 (Q)]12
[G−10 (Q)]21 [G
−1
0 (Q)]22
)
. (5)
The n × n blocks [G−10 (Q)]ij , i, j = 1, 2, are given by
[G−10 (Q)]11 = vK q
2/pi, [G−10 (Q)]12 = [G
−1
0 (Q)]21 =
iqωn/pi and [G
−1
0 (Q)]22 = (v/K) q
2/pi . The basic idea
of the GVA is to approximate the action S of Eq. (4) by
the best Gaussian action in replica space, S → SG[Ψ] =
1
2βL
∑
Q Ψ
†(Q)G−1(Q)Ψ(Q), with G−1 a 2n × 2n ma-
trix in replica space. Using the well-known inequality,
F ≤ Fvar[G] ≡ FG + kBT 〈S − SG〉G, and minimizing
the variational free energy Fvar with respect to G we
obtain self-consistency equations for G(Q) and, at the
same time, an estimate for the free energy F . Details of
the calculations are presented in the supplemental mate-
rial [25]. As was shown in Ref. [19], the localized phase
of fermions in a disordered potential is described by a
replica symmetry breaking (RSB) solution. Therefore,
we expect the emergence of a replica symmetry broken
solution in the disorder-dominated phase. The supercon-
ductivity dominated phase is, however, expected to be
replica symmetric (RS). These expectations are indeed
confirmed by the detailed analysis presented below. The
phase transition between these two phases is, however,
found to be of first order, implying that close to the phase
boundary both phases are locally stable. Our strategy is
3therefore to find both the RS and RSB solutions, and
compare their free energy to determine the stable phase
of minimal free energy.
Physical quantities as well as the self-consistency equa-
tions involve the so-called connected propagator, Gcij ≡∑
b
Gabij , and its inverse, (G
−1)cij = (G
c)−1ij ≡
∑
b
(G−1)abij .
The propagator Gc(Q) can be shown to be simply the
disorder-averaged correlation function of the fields θ and
φ and, within the GVA, we can express it as
(G−1)c(Q) =
1
pi
(
vKq2 +m iqωn
iqωn v q
2/K + Σ(ωn)
)
. (6)
A finite value of the renormalized gap, m, in this equa-
tion sustains superconducting order, while RSB, i.e., a
glassy phase manifests itself through the non-analytical
structure of the connected self-energy Σ(ωn).
Superconducting phase: RS self-consistency equations.
The replica-symmetrical ansatz always leads to a regular
self-energy, Σ(ωn) = I(ωn), and describes a superfluid (or
normal) phase. Introducing the variables Iˆ ≡ (piK/v) I
and mˆ ≡ pim/(vK), the self-consistency equations for
the renormalized superconducting gap reduce to
m =
8∆
pia
e−2[G
c]11(x=0,τ=0) , (7)
[G]
c
11(x = 0, τ = 0) =
1
βL
pi
vK
∑
Q
q2 + Iˆ(ωn)
D(Q, Iˆ)
, (8)
with the denominator defined as
D(Q, Iˆ) = (q2 + mˆ)(q2 + Iˆ(ωn)) + q
2ω2n/v
2 . (9)
For 1/2 ≤ K, these self-consistency equations always
yield a solution with a finite mass m, corresponding to
the topological superconducting phase. Surprisingly, we
have not found any indication for a breakdown of this
RS solution in the function I(ω), and concluded that this
solution appears to be locally stable against replica sym-
metry breaking.
Localized phase: RSB self-consistency equations. The
self-consistency equations also admit a stable, one-step
replica symmetry-breaking solution (1RSB), similar to
the ones found in Refs. [19] and [26]. This solution can
be interpreted as a glassy, interacting localized phase.
In this phase, the replica structure of the Green’s func-
tions and thus the self-consistency equations are more
involved [25]. They can be constructed by using the
Parisi-parametrization of the replica-matrices, Gabij . In
this localized phase, the self-energy is found to develop a
singular structure,
Σ(ωn) = I(ωn) + Σ(1− δn,0),
with the RSB appearing through the non-zero value of
Σ > 0. The last term in this expression generates a
FIG. 1: Effective gap ∆(ω) as a function of ω/ωξ for ∆0 a/v =
0.01, Σˆ a2 = 0.01 and different values of the Luttinger param-
eter, K. A pseudogap feature emerges below the scale ωξ.
length scale, ξ ≡ Σˆ−1/2 = (ΣpiK/v)−1/2, and a corre-
sponding energy scale, ωξ ≡ v/ξ, which can be identified
as the localization length and a corresponding pseudogap,
respectively [19].
We analyzed the self-consistency equations within the
simplest approximation, I(ω) → 0 [19]. In this limit,
they reduce to a set of two coupled integral equations for
m and Σ. Surprisingly, however, we found no solutions
with m 6= 0 and Σ 6= 0. This result has the important
consequence, that the two ’order parameters’, Σ and m
are mutually exclusive within the GVM, i.e., no exotic
phase analogous to a Mott glass phase [20] or the Bose-
Fermi glass phase [26] emerges, in agreement with the
conjecture of Ref. [17].
To confirm this result, we performed a RG analysis
around the 1RSB fixed point by adding a pairing poten-
tial to the Gaussian 1RSB action, S1RSB
S ≡ S1RSB +
n∑
a=1
∆˜
v
a2
∫
dxdτ cos[2θa(x, τ)],
and constructing the scaling equation for the dimension-
less pairing, ∆˜ = ∆a/v. The anomalous dimension of
∆˜ is now scale dependent and, correspondingly, the ef-
fective pairing potential at energy ω, ∆(ω) = ω∆˜(ω) is
found to obey the following scaling equation:
d ln ∆(ω)
d ln(Λ/ω)
= 1−
√
ω2ξ + ω
2
K ω
, (10)
with Λ ≈ v/a a high energy cut-off. At high frequencies
∆(ω) therefore behaves as ∆(ω) ∼ ω−(1−1/K), while at
small frequencies, ω < ωξ, it scales exponentially to zero,
∆(ω) ∼ 1ω e−K
−1/2 ωξ/ω, consistently with the value of
m = 0 we get from the variational calculation. Therefore,
even though ∆ may appear to be a relevant perturbation
4FIG. 2: Phase diagram as a function of the dimensionless dis-
order parameter, D˜, and the dimensionless pairing potential,
∆˜, for a repulsive interaction (K = 0.7), as obtained from the
free-energy calculation. A repulsive interaction stabilizes the
glassy phase. The two phases are separated by a first-oder
line. The insets sketch the optical conductivity σ(ω) in both
phases.
at high energies, a finite localization length turns it to be
irrelevant at small frequencies, and drives it effectively to
zero (see Fig. 1).
We thus conclude from the GVM analysis that – in con-
cordance with the perturbative RG approach of Ref. [17]
– only two mutually exclusive phases emerge in the strong
coupling regime for 1/2 ≤ K ≤ 3/2: a glassy phase with
a finite localization length, and a topological supercon-
ducting phase, separated from the former phase by a first
order transition.
Phase diagram. To determine the phase boundary, we
computed the variational free energy in both phases. The
calculations are detailed in the Supplemental material
[25]. In the superconducting phase, we obtain the simple
closed expression for the free energy density
∆fSC = f − fSC = vmˆ
8pi
(1− 2K), (11)
while in the glass phase we find
∆fAG =
vΣˆ
8pi
(1− 3/K) . (12)
Defining the dimensionless disorder as D˜ ≡ Da/v2, and
using mˆ = a−2(8∆˜/K)
K
2K−1 and Σˆ = a−2(2D˜K2)
2
3−2K
obtained from the self-consistency equations (valid for
mˆ  a−2 and Σˆ  a−2), and finally comparing ∆fAG
and ∆fSC, we obtain the phase diagram in Fig. 2. The
phase boundary is given by
D˜ =
1
2K2
(
8∆˜
K
1− 2K
1− 3/K
) 3−2K
2−1/K
, (13)
and it changes concavity at K = 1. For repulsive inter-
actions (K < 1), in particular, interactions tend to sta-
bilize the glassy phase, while for attractive interactions
they support the SC phase. In the non-interacting case,
corresponding to K = 1, Eq. (13) simplifies to ∆˜
D˜
= 12 .
This result is exactly the one derived by Motrunich et al.
using a real space renormalization group approach which
is suitable in the strong disorder regime. The fact that
we recover this result by comparing the variational free
energy in both phases from our GVA is highly non-trivial
and indicates that the GVA is able to capture the right
physics in the strong coupling regime for this system.
We presented the phase diagram in Fig. 2 for K = 0.7,
corresponding to repulsive interactions.
Observables. While the topological superconducting
phase supports Majorana fermion edge excitations, the
localized glassy phase has no single-particle gap and
therefore cannot support such protected Majorana edge
states. Many proposals have been made to detect signa-
tures of these Majorana edge states by means of transport
measurements which are sensitive to edge excitations (see
[1]). However, disorder may also lead to localized in-gap
states dfferent from Majorana fermions, whose transport
signatures may look much alike Majorana edge excita-
tions [10]. In order to distinguish between the two phases
depicted in Fig. 2, one may also rely on bulk observables
such as the finite frequency optical conductivity σ(ω).
For the 1D Anderson glassy phase, such quantity has
been computed in Ref.[19] within the GVA and shown to
behave as σ(ω) ∼ ω2 at low frequency. A power counting
argument shows instead that σ(ω) ∼ ω2K−4 at large fre-
quency. We therefore expect a maximum of σ(ω) at the
scale ωξ corresponding to the pseudo gap energy scale.
In contrast, the topological (dirty) superconducting
phase is characterized by a zero-frequency peak in σ(ω)
signaling that superconductivity sets in. At large fre-
quency, the optical conductivity is insensitive to super-
conducting correlations and therefore σ(ω) behaves sim-
ilarly in both phases. Though we have not been able to
obtain a closed form for the low-energy behavior of σ(ω)
in the dirty superconducting phase within the GVA, we
expect it to exhibit a maximum around the energy scale
∆˜. Based on these considerations, we have sketched the
expected behavior of the optical conductivity in both
phases in Fig. 2.
Conclusions. We developed a Gaussian variational the-
ory in replica space for a 1D topological superconducting
wire in presence of electron-electron interaction and dis-
order. This approach allowed us to capture the competi-
tion between pairing and disorder in a non-perturbative
way. Two stable phases were found: a topological super-
conducting phase, and a glassy, non-topological phase
with localized carriers, in concordance with the phase di-
agram conjectured by Lobos et al. [17]. In the glassy
phase, p-wave superconductivity was shown to be irrele-
vant at very small energies. The phase boundary between
5these two phases has been determined analytically.
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6Supplementary material for “Majorana fermions in interacting
disordered topological superconducting wires”
DERIVATION OF THE SELF-CONSISTENT VARIATIONAL EQUATIONS
We summarize here the general formalism of the GVM which led to the set of self-consistent equations both in
the superconducting phase (which is replica symmetric) and in the localized phase (described by a 1-step RSB scheme).
In the inverse Green’s function G−1, we separate the free, Luttinger liquid, part and a self-energy contribution
coming from both the pairing and the disorder potentials, such that G−1 = G−10 − σ. Here, G−1, G−10 and σ are all
2n× 2n matrices, with n the number of replicas. We introduce a double index notation by defining
[G(Q)]abij = 〈Ψai (Q)Ψbj(−Q)〉G , (S1)
where i, j = 1, 2 and a, b run from 1 to n, with Ψa1 = θ
a and Ψa2 = φ
a. We also use the short-hand notation
Q = (iωn, q). G
−1, G−10 and σ are therefore 2× 2 block-matrices in the space of θ and φ, with n× n blocks (see, e.g.
Eq. (5)). The variational free energy has the form
Fvar = − 1
2β
∑
Q
ln detG(Q)+
1
2
∑
i,j,a
∑
Q
[
G−10
]aa
ij
(Q)Gaaij (Q)+
1
2
∑
a,b
L
∫
dτ
[
V [Bab(τ)]− 2∆
pia
e−2G
aa
11 (x=0,τ=0)
]
, (S2)
with
Bab(τ) = 〈[φa(x, τ)− φb(x, 0)]2〉G , (S3)
and V (x) = −2 D(2pia)2 e−2x. Differentiation of (S2) with respect to G yields the saddle-point equations. In particular
we find that the self-energy matrix σ is diagonal in field space, and has the following form in replica space,
σab22(Q) =
 2
∫ β
0
dτ (1− cos[ωnτ ])V ′(Baa(τ)) + 2
∫ β
0
dτ
∑
b 6=a V
′[Bab] , (a = b)
−2βδn,0V ′(Bab) (a 6= b) ,
(S4)
σaa11 (Q) = −
8∆
pia
e−2[G
c]11(x=0,τ=0)δab , (S5)
Note that, in the case of static disorder, off-diagonal quantities, as Bab with a 6= b, do not depend on time [19].
This is because off-diagonal elements describe correlations between replicas locked to different minima, but experi-
encing the same disorder. The experienced random potential being static, these correlations are also time-independent.
The next step is to take the limit n → 0. We follow Parisi’s parameterization of 0 × 0 matrices [18]. If A is a
matrix in replica space, taking n to 0 it can be parameterized by a couple (a˜, a(u)), with a˜ corresponding to the
replica-diagonal elements and a(u) a function of u ∈ [0, 1], parameterizing the off-diagonal elements. To proceed, it
is necessary to make an assumption on the form of the self-energy. We actually already know various limits. In the
absence of a pairing potential, the localized phase is described by a so-called 1-step replica symmetry breaking (1RSB)
solution, for which there exists a value 0 < uc < 1 such that σ11(u < uc) = 0 and σ11(u > uc) = σ, or equivalently
B(u < uc) = ∞ and B(u > uc) = B. In the case where a pairing potential is indeed present we whish to extend
this solution by including a mass in the θ sector. We therefore define m = −σ˜11, which is independent of Q. The
self-consistent equations take on a simple form, provided we introduce a few auxillary functions that appear naturally
in the expression of the so-called connected inverse Green’s function
[G−1]cij ≡
∑
b 6=a
[G−1]abij = G˜
−1
ij −
∫ 1
0
du G−1ij (u) . (S6)
7In the case of a 1RSB solution we have
(G−1)c11 = (G
−1
0 )11 +m , (S7)
(G−1)c22 = (G
−1
0 )22 + I(ωn) + Σ(1− δn,0) , (S8)
(G−1)c12 = (G
−1)c21 = (G
−1
0 )12 . (S9)
with
m =
8∆
pia
e−2G˜11(x=0,τ=0) , (S10)
I(ωn) =
2D
pi2a2
∫ β
0
dτ(1− cos(ωnτ))
(
e−2B˜(τ) − e−2B
)
. (S11)
The pseudo mass Σ is given by Σ = 2βucV
′[B]. An extra equation is needed in order to fix the break-point uc. It
can be obtained by studying the stability of the variational solution [19, 26]. It turns out that φ and θ decouple in
the stability analysis and the break-point is the same as in the case of the Bose glass. The final equation for Σ reads:
(Σ)3/2 =
2D
pi2a2
√
piK
v
e−2B . (S12)
In order to close the system we also need the following expressions
G˜11(x = 0, τ = 0) =
1
βL
pi
vK
∑
Q
q2 + Iˆ(ωn) + Σˆ
(q2 + mˆ)(q2 + Iˆ(ωn) + Σˆ) + q2ω2n/v
2
, (S13)
B˜(τ) =
2
βL
piK
v
∑
Q
(1− cos(ωnτ)) q
2 + mˆ
(q2 + mˆ)(q2 + Iˆ(ωn) + Σˆ) + q2ω2n/v
2
, (S14)
and
B =
2
βL
piK
v
∑
Q
q2 + mˆ
(q2 + mˆ)(q2 + Iˆ(ωn) + Σˆ) + q2ω2n/v
2
, (S15)
where we have introduced Σˆ = (piK/v)Σ, Iˆ = (piK/v)I and mˆ = pi/(vK)m. We found no solution of these equations
for which both m and Σ are non zero.
In the case Σ = 0, the solution becomes replica-symmetric (RS) and the equations simplify to
(G−1)c11 = (G
−1
0 )11 +m , (S16)
(G−1)c22 = (G
−1
0 )22 + I(ωn) , (S17)
(G−1)c12 = (G
−1)c21 = (G
−1
0 )12 , (S18)
with
m =
8∆
pia
e−2[G
c]11(x=0,τ=0) , (S19)
and
I(ωn) =
2D
pi2a2
e−2[G
c]22(x=0,τ=0)
∫ β
0
dτ(1− cos(ωnτ))
(
e4[G
c]22(x=0,τ) − 1
)
, (S20)
as well as
[Gc]11(x = 0, τ = 0) =
1
βL
pi
vK
∑
Q
q2 + Iˆ(ωn)
(q2 + mˆ)(q2 + Iˆ(ωn)) + q2ω2n/v
2
, (S21)
and
[Gc]22(x = 0, τ) =
1
βL
piK
v
∑
Q
eiωnτ
q2 + mˆ
(q2 + mˆ)(q2 + Iˆ(ωn)) + q2ω2n/v
2
. (S22)
Gc is by definition the inverse of (G−1)c.
8CALCULATION OF THE FREE ENERGY
Superconducting phase
The variational free energy is given by:
F = FG +
1
β
〈S − SG〉G . (S23)
For convenience, we will compute the free energy per unit volume and replica, that is, f = F/(nL). Using obvious
notations we decompose the action as S = S0 +S∆ +SD (see Eq. (4)). With our variational solution in the RS phase,
〈SD〉G = 0 . We are left with three terms to compute:
f1 = FG/(nL) , (S24)
f2 =
1
nβL
〈S0 − SG〉G , (S25)
f3 =
1
nβL
〈S∆〉G . (S26)
(S27)
The most straight-forward term is f3. Indeed we have
f3 = −n 1
nβL
Lβ
2∆
pia
〈e2iθa(x,τ)〉G = −m
4
, (S28)
where we have used Eq. (S10). Not so much complicated is f2:
f2 = − 1
2L
∑
q,ωn
mˆ
ω2n
v2 + q
2 + mˆ
= −vmˆ
2L
∑
q>0
coth(βv
√
q2 + mˆ/2)√
q2 + mˆ
. (S29)
Finally, we are left with the computation of f1. To avoid ambiguities in the definition of the measure in the path
integral, we substract nF0 to the free energy, with F0 the free energy of a Luttinger liquid. We are left to compute
∆f1 = f1 − f0. We have:
∆f1 = − 1
βL
ln
[
Tre−SG
]
+
1
βL
ln
[
Tre−S0
]
, (S30)
= − 1
2βL
∑
q,ωn
[ln detG(q, ωn)− ln detG0(q, ωn)] (S31)
= − 2
βL
∑
q>0
ln
[
sinh(βvq/2)
sinh(βv
√
q2 + mˆ/2)
]
. (S32)
Finally, we have for, ∆f = f − f0,
∆f = − 2
βL
∑
q>0
ln
[
sinh(βvq/2)
sinh(βv
√
q2 + mˆ/2)
]
− vmˆ
2L
∑
q>0
coth(βv
√
q2 + mˆ/2)√
q2 + mˆ
− mˆ
4
vK
pi
. (S33)
In the limit β → ∞, L → ∞, the two first terms conspire to give a finite integral over q, and we are left with a
particularly simple expression:
∆f =
vmˆ
8pi
(1− 2K) . (S34)
∆f < 0 for K > 1/2, which is consistent with the RG.
9Localized phase
We proceed with a similar calculation in the 1RSB phase. The three pieces to compute are now
∆f1 = FG/(nL)− f0 , (S35)
f2 =
1
nβL
〈S0 − SG〉G , (S36)
f3 =
1
nβL
〈SD〉G . (S37)
Again, with start with f3 and find
f3 = − D
βL(2pia)2
Lβ
∫ β
0
dτ e−2B˜(τ) + (1− uc) D
βL(2pia)2
Lβ2e−2B , (S38)
= − D
(2pia)2
∫ β
0
dτ
[
e−2B˜(τ) − e−2B
]
− Σ
8
, (S39)
where we have used the definition
Σ = ucσ = uc
2D
pi2a2
e−2B . (S40)
The integral in f3 is problematic as it has power-law divergence. It can in principle be cut by the UV cutoff. Since
we will neglect I(ω) everywhere, the consistent approach might be to neglect this integral altogether.
For f2 we find:
f2 = − 1
2L
∑
q,ωn
Σˆ
ω2n
v2 + q
2 + Σˆ
+
1
L
∑
q>0
σˆ
q2 + Σˆ
= −vΣˆ
2L
∑
q>0
coth(βv
√
q2 + Σˆ/2)√
q2 + Σˆ
+ +
1
L
∑
q>0
Σˆ/uc
q2 + Σˆ
. (S41)
Finally, in order to compute ∆f1 we use the following formula for the determinant of a 1RSB matrix. If A = (a˜, a) is
such a matrix, with break point uc, then
1
n
detA ∼ ln(a˜− a) + 1
uc
ln
a˜− (1− uc)a
a˜− a as n→ 0 . (S42)
Using standard formulas for the determinant of block matrices we find:
∆f1 = − 2
βL
∑
q>0
ln
 sinh(βvq/2)
sinh(βv
√
q2 + Σˆ/2)
− 1
ucβL
∑
q>0
ln(1 + Σˆ/q2) . (S43)
In the limit β →∞, L→∞, we find
∆f =
vΣˆ
8pi
−
√
Σˆ
2βuc
+
√
Σˆ
4βuc
− Σˆ
8
v
piK
. (S44)
At this point we can use the marginality condition, which yields,
Σˆ =
piK
v
√
Σˆ
ucβ
. (S45)
Collecting all terms, we are left with
∆f =
vΣˆ
8pi
(1− 3/K). (S46)
