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Abstract. Dynamical quantities such as the diffusion coefficient and relaxation times for some glass-formers
may depend on density and temperature through a specific combination, rather than independently, al-
lowing the representation of data over ranges of density and temperature as a function of a single scaling
variable. Such a scaling, referred to as density - temperature (DT) scaling, is exact for liquids with inverse
power law (IPL) interactions but has also been found to be approximately valid in many non-IPL liquids.
We have analyzed the consequences of DT scaling on the density dependence of the fragility in a model
glass-former. We find the density dependence of kinetic fragility to be weak, and show that it can be
understood in terms of DT scaling and deviations of DT scaling at low densities. We also show that the
Adam-Gibbs relation exhibits DT scaling and the scaling exponent computed from the density dependence
of the activation free energy in the Adam-Gibbs relation, is consistent with the exponent values obtained
by other means.
1 Introduction
Glass forming liquids exhibit significant diversity in their
dynamical behaviour as the glass transition is approached.
Any concept that helps to organize and simplify the de-
scription of dynamics is therefore very useful, especially
in the absence of a satisfactory general theoretical frame-
work to describe all phenomenology in full detail. Fragility,
which measures how steeply the dynamical quantities (vis-
cosity, relaxation time and inverse diffusivity) increase as
a liquid is cooled, is a material parameter that has proved
effective to compare the slowdown of dynamics in differ-
ent liquids. Understanding the origin of the fragility of
glass-formers therefore has become an important part of
explaining glassy behaviour. Similarly, recent analyses re-
veal that for many liquids density and temperature are
not independent parameters controlling dynamics but can
be combined into a single thermodynamic control parame-
ter. So dynamical quantities like diffusivity and relaxation
time become function of a specific combination of density
and temperature which is denoted here as the “Density-
Temperature Scaling” (DT) and will be discussed in more
detail subsequently. Note that such a scaling relation in-
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dicates that in some liquids the number of independent
thermodynamic control parameters required to describe
dynamics can be reduced and hence implies the interest-
ing possibility that some liquids may be inherently simpler
than others. Specifically, if the density-temperature scal-
ing were exact, then the diffusivities (relaxation times) at
different densities and temperatures could be collapsed on
a single master curve with only one independent variable.
Hence the kinetic fragility would be independent of den-
sity. As we discuss subsequently, DT scaling is exact for
a class of model liquids in which the interparticle interac-
tions are described by purely repulsive inverse power law
(IPL) potentials : u(rij) = ǫ
(
σ
rij
)n
. For a non-IPL liquid,
there is no a priori reason to expect DT scaling. In the
presence of such scaling, the aim of the present study is to
understand the consequences of the density temperature
scaling on the fragility in a non-IPL glass-forming liquid,
namely, the Kob-Andersen binary mixture.
The power law nature of potentials in IPL systems has
a number of simplifying consequences. First, the interac-
tion potential u(rij) being a homogeneous function has
the consequence that by choosing the unit of length to
be l0 = ρ
−1/D in D dimensional space, and the unit of
time to be τ = l0
(
mln
0
ǫσn
)1/2
(corresponding to a unit of
energy of ǫ0 = ǫσ
n/ln0 ), the equations of motion are in-
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variant for a change in density[1]. Second, when an IPL
liquid is kept at a constant temperature T , in the system
of units (l0, ǫ0,m), the canonical probability βH of ob-
serving a microstate in the phase space depends only on
the reduced temperature T ∗ = kBT
ǫσnρn/D
(H is the Hamil-
tonian, β = 1/kBT ). Thus the probability distribution
e−βH
Z , the partition function Z(N, ρ, T ) and the ensem-
ble average 〈g(pN , rN )〉 of a phase-space observable, in
the reduced system of units (l0, ǫ0,m) become functions of
only the reduced temperature T ∗ in which the density and
the temperature appear through the specific combination
ρn/D
T . Thus the thermodynamic and dynamic properties
of an IPL liquid at different densities and temperatures
having the same value of ρ
n/D
T are the same. This prop-
erty is denoted here as the “Density-Temperature Scaling”
(DT) [1,2,3]. A third relevant property of an IPL model
as a consequence of the interparticle interaction potential
u(rij) being a homogeneous function of rij is that the in-
stantaneous potential energy (U) is proportional to the
instantaneous virial (W ): U = nDW .
Recent analyses of liquid state properties have empir-
ically shown [4,5,6,7,8,9,10,11,12] that many non-IPL liq-
uids - e.g. liquids interacting via Van der Waals interac-
tions - also obey density-temperature scaling. This implies
that, even in non-IPL liquids, relaxation times and diffu-
sivities depend on densities and temperatures through a
specific combination, rather than independently. Over a
broad range of densities (pressures) and temperatures, this
combination was generally found to be ρ
γ
T , i.e. τ = f(
ργ
T )
where the function f is in general unknown and material-
specific, although other forms have also been suggested
[9,13]. The exponent γ was found empirically by collapse
of relaxation time data at different densities (pressures)
and temperatures on a single master curve.
The remarkable data collapse for relaxation times us-
ing the functional form τ(ρ, T ) = f(ργ/T ) naturally sug-
gests that inter-particle interactions of non-IPL liquids
showing DT scaling can be approximated by an equiva-
lent IPL model. Dyre, Schrøder and co-workers have an-
alyzed this idea for the Lennard-Jones interaction and
have shown that the interaction potential and the fluc-
tuations in potential energy and virial are captured to a
good approximation by a potential consisting of an in-
verse power law and a linear term [14]. They have fur-
ther identified a class of non-IPL liquids for which the
properties of IPL systems discussed previously hold to
a very good approximation [10,11,14,15,16]. In particu-
lar, (1) these liquids show strong correlation between in-
stantaneous values of the potential energy (U) and the
virial (W ). Hence they are denoted as “strongly correlat-
ing liquids”. We note that by definition, the IPL systems
show exact correlation. Further, it was shown that the
scaling exponent γ in these non-IPL liquids can be com-
puted from the virial-potential energy correlation i.e. the
scaling exponent is not an empirical parameter but can
be predicted from thermodynamics. (2) Strongly correlat-
ing liquids show an approximate property called “isomor-
phism” : If any configuration at a state point (ρ1, T1) and
another at a state point (ρ2, T2) have the same reduced
coordinates in appropriate units (discussed later), then
their Boltzmann weights are proportional : e−U1/kBT1 =
C12e
−U2/kBT2 where the constant of proportionality C12
depends on the state points but is independent of micro-
scopic configurations. Again for IPL systems, the isomor-
phism is exact, with C12 = 1. An isomorph is then a curve
in the phase diagram where all pairs of state points are iso-
morphic according to the definition above. The isomorph
theory predicts that the structure and dynamics is invari-
ant on an isomorph (provided the proper reduced units
are used, see below). Also the excess entropy (compared
to the ideal gas at the same density and temperature),
the configurational entropy, and the isochoric heat capac-
ity are predicted to be invariant on an isomorph. From a
practical point of view, an important isomorph invariant is
h(ρ)/T where h(ρ) is a function that depends on the sys-
tem in question. For atomic systems where the interaction
potential is a sum of power-laws, e.g., the Lennard-Jones
potential, there exists an analytical expression for h(ρ),
and consequently the invariance of h(ρ)/T can be used to
identify isomorphs spanning large density changes [4]. For
smaller density changes h(ρ) can be well approximated by
ργ where γ can be calculated independently from the equi-
librium fluctuations of the virial and the potential energy
(see section 3.6 below). Since τ is also an isomorph invari-
ant, this in turn explains the observed power law density
scaling τ = f(ργ/T ), but also its breakdown at large den-
sity variation where τ = f(h(ρ)/T ) should be used [4].
For the density changes considered in this paper it is suf-
ficient to use h(ρ) = ργ , and to simplify the analysis we
will do so. To summarize, isomorphic state points have the
same dynamics, which explains the density-temperature
scaling in some non-IPL liquids. However, we note that,
two things complicate this picture. First, the values of γ
computed from virial-potential energy correlation depend
on the state point, but this problem can be tackled by
using a general form of h(ρ). Second, Tarjus and cowork-
ers have come up with a counter example (WCA version
of the KA liquid) which show strong correlation but not
density-temperature scaling [17,18] although it is a subject
of debate [19].
Here, we study the consequences of the DT scaling
on the density dependence of the kinetic and the thermo-
dynamic fragilities (see Sec. 3 for definitions) of a model
glass-former viz. the Kob-Andersen (KA) model [20] in
three dimensions. If the DT scaling were exact, then the
kinetic fragility would be independent of density while
the thermodynamic fragility would show power law de-
pendence on density. We verify that both diffusivity and
relaxation time show impressive DT scaling although there
are deviations at low densities. We find that the density
dependence of kinetic fragility is weak and show that it can
be understood in terms of DT scaling and deviations of
DT scaling at low densities. We also show that the Adam-
Gibbs relation exhibits DT scaling at high densities and
the scaling exponent computed from the density depen-
dence of the activation free energy in the Adam-Gibbs
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Table 1. Range of density, temperature chosen
Density / σ−3
AA
Temperature range / ǫAAk
−1
B
1.10 0.28 - 2.00
1.15 0.34 - 2.00
1.20 0.435 - 2.00
1.25 0.52 - 2.00
1.35 0.77 - 2.00
relation is consistent with the exponent values computed
by other means.
2 Simulation details
We have studied the Kob-Andersen (KA) model [20] which
is a binary mixture (A80B20) of Lennard Jones particles.
The interaction potential is truncated such that both the
potential and the force go to zero smoothly at a cutoff
distance and is given by :
Vαβ(r) = 4ǫαβ
[(σαβ
r
)12
−
(σαβ
r
)6]
+ 4ǫαβ
[
c0αβ + c2αβ
(
r
σαβ
)2]
, rαβ < cutoff
= 0, rαβ > cutoff
where α, β ∈ {A,B}. The units of mass, length, energy
and time scales are mAA, σAA, ǫAA and
√
σ2
AA
mAA
ǫAA
respec-
tively. We denote this system of units as the conventional
reduced units to distinguish from the system of reduced
units appropriate for density-temperature scaling defined
in section 3.4. In the conventional units, ǫAB = 1.5, ǫBB =
0.5, σAB = 0.80, σBB = 0.88. The interaction potential
was cutoff at 2.5σαβ. The correction terms c0αβ , c2αβ are
obtained from:
Vαβ(rcαβ) = 0,
(
dVαβ
dr
)
rcαβ
= 0 (1)
Molecular dynamics (MD) simulations were done in a
cubic box with periodic boundary conditions in the con-
stant number, volume and temperature (NVT) ensemble
at five number densities (ρ = 1.10, 1.15, 1.20, 1.25, 1.35).
The integration time step was in the range dt = 0.001−
0.005. Temperatures were kept constant using the Brown
and Clarke implementation of the Hoover dynamics [21].
System size was N = 1000, NA = 800 (N = total number
of particles, NA = number of particles of type A). The
temperature ranges simulated for different densities are
shown in Table 1. For all state points, three to five inde-
pendent samples with run lengths > 100τα (τα is the α-
relaxation time) were analyzed.
3 Definitions
Here we briefly summarize the definitions of various quan-
tities computed and the methods used to compute them.
3.1 Diffusivities and α relaxation times
Diffusivities (DA) are obtained from the mean squared
displacement (MSD) of the A type particles.
Relaxation times are obtained from the decay of the
overlap function q(t) using the definition q(t = τα, T )/N =
1/e. The overlap function is a two-point time correlation
function of local density ρ(r, t) which has been used in
many recent studies of slow relaxation [22,23,24,25,26]. It
is defined as:
< q(t) > ≡ <
∫
drρ(r, t0)ρ(r, t+ t0) >
= <
N∑
i=1
N∑
j=1
δ(rj(t0)− ri(t+ t0)) >
= <
N∑
i=1
δ(ri(t0)− ri(t+ t0)) >
+ <
∑
i
∑
j 6=i
δ(ri(t0)− rj(t+ t0)) > (2)
Here the averaging over time origins t0 is implied. In our
work, we consider only the self part of the total overlap
function (i.e. neglecting the i 6= j terms in the double
summation), which was shown [24] to be a good approx-
imation to the full overlap function. Thus we have used
the definition :
< q(t) > ≈ <
N∑
i=1
δ(ri(t0)− ri(t+ t0)) > (3)
Because we wish to consider configurations that differ only
by fast thermal motions as being the same, and for com-
putational convenience, the δ function is approximated
by a window function w(x) which defines the condition of
“overlap” between two particle positions separated by a
time interval t:
< q(t) > ≈ <
N∑
i=1
w(|ri(t0)− ri(t0 + t)|) >
w(x) = 1, x ≤ a implying “overlap”
= 0 otherwise (4)
The definition of the overlap function thus depends on the
choice of the cutoff parameter a, which is chosen such that
a2 is comparable to the value of the MSD in the plateau
regime. We choose a to be 0.3 at all densities.
3.2 The configurational entropy
The configurational entropy (Sc) (per particle), the mea-
sure of the number of distinct local energy minima, is
calculated [27] by subtracting the vibrational component
from the total entropy of the system :
Sc(T ) = Stotal(T )− Svib(T ) (5)
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The total entropy of the liquid is obtained via thermody-
namic integration from the ideal gas limit. The vibrational
entropy is calculated by making a harmonic approxima-
tion to the potential energy about a given local minimum
[27,28,29,30] following the procedure described in [27,28].
3.3 Fragility
Fragility [31,32] is a material parameter which quanti-
fies how rapidly dynamical quantities (viscosity, relaxation
times and inverse diffusivities) rise as temperature of glass
forming liquids are decreased. Fragility has been defined
in a variety of ways. We denote the fragilities defined
from dynamical quantities as kinetic fragilities, to distin-
guish from thermodynamic fragility defined later. Two of
the popular definitions of the kinetic fragility are (i) the
“steepness index”m defined from the so-called Angell plot
as the slope (m) of logarithm of the viscosity (η) or relax-
ation time (τ) at the laboratory glass transition temper-
ature T = Tg, with respect to the scaled inverse tem-
perature Tg/T : m =
(
d log τ
d(
Tg
T )
)
T=Tg
and (ii) the fragility
defined using Vogel-Fulcher-Tammann (VFT) fits to the
temperature dependence of dynamical quantities :
τ(T ) = τ0 exp
[
1
KV FT (
T
TV FT
− 1)
]
(6)
where KV FT is the kinetic fragility and TV FT is the VFT
divergence temperature. In the present study we have used
KV FT as the measure of the fragility.
In many systems including the Kob-Andersen model
[33], dynamics can be related to thermodynamics via the
Adam Gibbs (AG) relation [34] between the relaxation
time and the configurational entropy (Sc):
τ(T ) = τ0 exp(
A
TSc
) (7)
where τ0 and A are material-specific coefficients. Previous
work [33] has shown that the configurational entropy can
be computed from the properties of the potential energy
landscape and thus fragility can be related to thermody-
namic quantities via the AG relation. If the temperature
dependence of Sc is given by
TSc = KT
(
T
TK
− 1
)
(8)
the Adam-Gibbs relation [Eqn. 7] yields the VFT relation
provided TV FT = TK . We denote KT as the thermody-
namic fragility. It is related to the kinetic fragility as :
KV FT = KT /A (9)
when the Adam-Gibbs relation holds.
3.4 Reduced units appropriate for the
density-temperature scaling
Let us consider N particles in a box of volume V at con-
stant temperature T and density ρ. Reduced unit system
appropriate for density-temperature scaling is defined by
choosing l0 = (V/N)
1/3 = ρ−1/3 as the unit of length,
the mass of one atom m as the unit of mass and t0 =
ρ−1/3(kBT/m)
−1/2 as the unit of time [35,36]. The con-
version of dynamical quantities from conventional to this
reduced unit system (denoted by ∗) is given by:
τ∗ = τ/t0 = ρ
1/3(kBT/m)
1/2τ
D∗ = D/(l20t
−1
0 ) = ρ
1/3(kBT/m)
−1/2D (10)
We have checked that in the studied range of densities and
temperatures, the conversion factors change maximum by
a factor of 3 i.e. the conversion factors are O(1). Hence if
the reduced quantities show denstiy-temperature scaling
then so does the bare relaxation time (τ) and diffusivities
(D).
3.5 Pressure-energy correlation
The correlation between instantaneous potential energy
(U) and virial W [10,11] is measured in terms of the coef-
ficient
R =
〈∆W∆U〉√
〈(∆W )2〉〈(∆U)2)〉 (11)
where ∆U = U − 〈U〉, ∆W = W − 〈W 〉 represent in-
stantaneous fluctuations about mean values of potential
energy and virial respectively. A liquid is considered to be
strongly correlating at a given state point (ρ, T ) ifR ≥ 0.9.
3.6 Scaling exponent γ
The exponent γ(ρ, T ) in the functional form τ(ρ, T ) =
f(ργ/T ) can be computed from the fluctuations in poten-
tial energy and virial as :
γ =
〈∆W∆U〉
〈(∆U)2〉
If the density-temperature scaling of the form τ(ρ, T ) =
f(ργ/T ) holds, the density dependent activation energy
parameters A(ρ) in Adam Gibbs relation [Eqn. 7] and
E0(ρ) in Arrhenius law τ(ρ, T ) = τ(ρ,∞) exp(E0(ρ)/T )
are expected to have the density dependence of the form:
A(ρ) ∼ ργ
E0(ρ) ∼ ργ
which provides another way to compute γ.
Sengupta, Schrøder, Sastry: DT Scaling of fragility 5
0 1 2 3 4 5 6 7
ργ  / T
101
102
103
104
105
(D
A
ρ1
/3
 
T-
1/
2  
)-1
ρ = 1.35
ρ = 1.25
ρ = 1.20
ρ = 1.15
ρ = 1.10
γ=5.16
0 1 2 3 4 5 6 7
ργ  / T
10-1
100
101
102
103
104
τ 
ρ
1/
3  
T1
/2
ρ = 1.35
ρ = 1.25
ρ = 1.20
ρ = 1.15
ρ = 1.10
γ=5.16
0 1 2 3 4 5 6 7
ργ  / T
101
102
103
104
105
(D
A
ρ1
/3
 
T-
1/
2  
)-1
ρ = 1.35
ρ = 1.25
ρ = 1.20
ρ = 1.15
ρ = 1.10
γ=5.16
0 1 2 3 4 5 6 7
ργ  / T
10-1
100
101
102
103
104
τ 
ρ
1/
3  
T1
/2
ρ = 1.35
ρ = 1.25
ρ = 1.20
ρ = 1.15
ρ = 1.10
γ=5.16
Fig. 1. Top row : The density temperature (DT) scaling in the KA model of the reduced diffusivity of A particles
D∗A = ρ
1/3(kBT/m)
−1/2DA and the reduced relaxation time τ
∗ = ρ1/3(kBT/m)
1/2τ . Bottom row : The quality of
data collapse improves if state points with negative virials (Fig. 2) are removed.
4 Results: How strongly does the kinetic
fragility depend on density?
4.1 Density-temperature scaling in the Kob-Andersen
model
For the KA model, the density-temperature scaling of re-
laxation times has been reported earlier [12]. Similar data
collapse for diffusivities is also reported for another model
with Lennard-Jones interaction [37]. We verify DT scaling
for the KA model for both relaxation times and diffusiv-
ities in Fig. 1. Here the relaxation times are computed
from the overlap function (see Section 3.1) and not from
the intermediate scattering function. Note that the scaling
exponent γ = 5.16 is not a fit parameter but is predicted
from pressure-energy correlations [38]. The data at low
densities show deviation from the master curve. In Fig. 2
we show that at low densities, there are state points where
the virial (W) is negative, hence the effective repulsive in-
verse power law potential may not be a good approxima-
tion to the KA model at those state points. We show in
Fig. 1 that the quality of the data collapse improves if the
negative virial states are excluded.
From the above analysis, we conclude that the density
temperature scaling in the KA model is valid to a very
good approximation in the range of densities and tem-
peratures studied here, with deviations at low density for
low temperatures. Further, the deviation at low densities
occur because of negative virial (pressure) states.
4.2 Comparison of diffusivities and fragilities with
earlier work
If the density-temperature (DT) scaling is exact, then the
kinetic fragility should be independent of density while the
thermodynamic fragility should show power law depen-
dence on density. The latter follows from the prediction
of the thermodynamic theory of DT scaling that the con-
figuration entropy Sc is a function of ρ
γ/T . Hence from
Eqn. 8, Sc =
KT
T (T/TK − 1) = Sc(ργ/T ) ⇒ KT ∼ ργ .
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Fig. 3. Comparison of inverse of diffusivity of A-type particles (D−1A ) computed for the KA model in the density range
ρ = 1.10 − 1.35 shows that the raw data for diffusivities obtained in the present study match well with the earlier
work [27].
Given that DT scaling holds to a very good approxima-
tion in the KA model, we expect that the density de-
pendence of the kinetic fragility should be much weaker
than that of the thermodynamic fragility. However, in
Ref. [33] it was found that in the density range (ρ =
1.10 − 1.35) studied here for the KA model, the kinetic
fragility changed approximately by a factor of 3 and the
thermodynamic fragility approximately by a factor of 3.5
i.e. the density dependences were comparable. Hence, to
resolve this apparent contradiction, we re-analyze the ki-
netic and the thermodynamic fragility for the 3D KA
model in the present study.
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Fig. 4. Comparison of inverse diffusivity of A-type particles in the present study with the earlier study [27] in a
representation suitable for Stickel analysis [39] (linearized VFT fits) in the density range ρ = 1.10− 1.35 for the KA
model. Lines are best fits of the form
[− d lnDAdT ]−1/2 =√KV FTTV FT T −√KV FTTV FT through low temperature data.
First, we compare the diffusivity data in the present
study with Ref. [27] in Fig. 3 and have found that they
agree well.
Next, we estimate kinetic fragility values from the dif-
fusivity data using Eqn. 6 by performing VFT fits : lnD−1A =
ln(D−1A )0+
1
KV FT (T/TV FT−1)
. The fitting curves are shown
in Fig. 3. We see that VFT fits are of comparable quality
for both the present study and Ref. [27]. Hence it is not
evident that the kinetic fragility estimate in the present
study is more (or less) reliable than Refs. [27,33].
Hence we analyze the diffusivity data more critically
following the method of Stickel et al. [39]. In this method,
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Fig. 5. Estimates of the kinetic fragility KV FT in the
present study from direct VFT fits (Fig. 3) and from the
Stickel plots (linearized VFT fits, Fig. 4) are comparable
to each other.
the temperature dependence of diffusivity is represented
in a way which reveals any noise in data more easily than
the direct VFT fit. The basic strategy is to is to linearize
the VFT formula with respect to T :
[− d lnDAdT ]−1/2 =√
KV FT
TV FT
T − √KV FTTV FT . Computing the derivative of
diffusivity with respect to T makes the linearized form
particularly sensitive to the noise present in the diffusiv-
ity data. We also note that the Arrhenius behaviour in
this representation would correspond to a straight line
passing through the origin. We show the T dependence
of
[− d lnDAdT ]−1/2 obtained in the present study in Fig.
4. For comparison, we also show data from Ref. [27]. For
both sets, the temperature derivative is computed numer-
ically using the central difference formula. We see from
Fig. 4 that both data sets show linear behaviour only at
low temperatures. However, in comparison to Ref. [27],
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m
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Fig. 6. Testing the sensitivity of kinetic fragility (KV FT )
estimates on the temperature range selected for VFT fit-
ting. VFT fits to diffusivity data in the present study are
done from the lowest available temperature to different
choices of the highest temperature - which at each density
vary from ∼ 70% of the onset temperature to the highest
available temperature. The peak at each density occurs
approximately at the onset temperature. Lines are guides
to eyes.
data in the present study is less noisy and remains linear
for a bigger range of temperature. Hence we conclude that
estimates of kinetic fragility obtained in the present study
is more reliable than in Refs. [27,33].
The estimates of the kinetic fragility obtained in the
present study from both the direct VFT fit and from the
Stickel analysis are shown in Fig. 5. We see the values from
the two methods are mutually comparable. Further, in the
density range ρ = 1.10−1.35, the kinetic fragility changes
by a factor of roughly 1.3. In other words, the variation
of the kinetic fragility with density in the present study is
significantly less compared to Refs. [27,33].
The main differences between the present study with
Refs. [33] are that (i) the system size is bigger in the
present study (N=1000) compared to Ref. [33] (N=256
), (ii) the temperature range is also wider in the present
study and (iii) the runlengths are longer typically by fac-
tors of 2-6 at low temperatures and by a factor of 20 at
high temperatures. To understand the difference between
the present study and Ref. [33] in the KV FT values despite
good agreement in the D−1A data, we test the sensitivity of
the estimate of the kinetic fragility from the direct VFT
fit on the choice of temperature range for fitting in Fig. 6.
We fit data from the lowest available temperature to differ-
ent choices of the highest temperature. The choice of the
highest temperature at each density varies from ∼ 70% of
the onset temperature (obtained from the T-dependence
of the average inherent structure energy) to the highest
available temperature. Fig. 6 clearly shows that the esti-
mate of kinetic fragility from VFT fit is sensitive to the
choice of the temperature range for fitting. Based on the
observations from Figs. 4 and 6, we attribute the relatively
high values of kinetic fragility obtained in the earlier study
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to two factors, namely (a) less reliable estimate of diffu-
sivity at low temperatures and (b) relatively shorter range
of temperature studied.
The thermodynamic fragility values in the present study
are estimated using Eqn. 8 from the temperature depen-
dence of TSc and are shown in Fig. 7. Finally, Fig. 8
summarizes the comparison of the density dependence of
the kinetic and the thermodynamic fragilities for the KA
model in the present study and Ref. [33] and shows that
(i) the density dependence of the kinetic fragility is much
weaker in the present study and (ii) the density depen-
dence of the thermodynamic fragility in the present study
agrees well with Ref. [33].
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0.6
0.8
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c 
/ N
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ρ=1.35
ρ=1.25
ρ=1.20
ρ=1.15
ρ=1.10
Fig. 7. The temperature dependence of TSc obtained in
the present study at different densities for the KA model.
The thermodynamic fragility KT at different densities are
obtained from this plot using Eqn. 8.
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Fig. 8. The density dependence of KV FT is much weaker
in the present study compared to Ref. [33]. The density
dependence of the thermodynamic fragility KT is compa-
rable to the earlier study.
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Fig. 9. The Adam Gibbs plots for the 3D KA model
in terms of diffusivities and relaxation times at different
densities obtained in the present study.
4.3 Density dependence of fragilities explained from
DT scaling
After establishing that the density dependence of the ki-
netic fragility is rather weak for the KA model, we try
to rationalize the density dependence from DT scaling.
First we verify in Fig. 9 using both diffusivity and relax-
ation time that the Adam Gibbs (AG) relation (see Eqn.
7) is valid at all the densities studied here so that the ki-
netic and the thermodynamic fragility can be related to
each other by Eqn. 9. The values of the AG coefficient
Aτ (from relaxation time) and AD (from diffusivity) are
estimated from Fig. 9. Now according to the prediction of
the thermodynamic theory for DT scaling [10], both re-
laxation time and configurational entropy show DT scal-
ing : τ = f(ργ/T ) and Sc = g(ρ
γ/T ). Hence from the
AG relation : τ = τ0 exp (Aτ/TSc), we expect a power
law density dependence for the AG coefficient : Aτ ∼
ργA,τ , AD ∼ ργA,D . Similarly as discussed before, from the
T dependence of Sc ==
KT
T (T/TK − 1) = Sc(ργ/T ) we
expect KT ∼ ργKT . Here we use different suffix for scaling
exponent γ obtained from different quantities to empha-
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size that the estimates can be different in general. How-
ever, from Eqn. 9, we obtain an estimate of the kinetic
fragility as KAG(ρ) = KT (ρ)/A(ρ). If KAG is a good es-
timate for the measured kinetic fragility KV FT then we
expect γKT ∼ γA i.e. the density dependence of KT and
A approximately cancel each other.
The density dependence of (i) the Adam Gibbs coef-
ficient A, (ii) the thermodynamic fragility KT , (iii) the ki-
netic fragilityKV FT and (iv) the estimated kinetic fragility
KAG = KT /A for the 3D KA model obtained in the
present study are summarized in Fig. 10. We see that
(i) the power law density dependence of A,KT describes
data well except at the lowest density and (ii) The den-
sity dependence of the estimate KAG is weak and roughly
proportional to the measured kinetic fragility KV FT .
Next, we verify in Fig. 11 the prediction [10] that
the configurational entropy Sc is a function of the form
Sc(ρ
γ/T ) using the scaling exponent γ = 5.16 predicted
from pressure-energy correlations [38]. We see that except
at the lowest density, one gets a reasonably good data
collapse. We point out that all the data points at the low-
est density ρ = 1.10 correspond to negative virial states.
This is a possible reason for the observed deviation at the
lowest density. Finally, in Fig. 11 we also show that the
Adam Gibbs plots at different densities can be collapsed
on a master curve which is expected from DT scaling.
Here we use the scaling exponent γ = 5.06 which is ob-
tained from the density dependence of the AG coefficient
AD estimated from diffusivity.
5 Conclusions
In the present study on a model glass-former, the Kob-
Andersen (KA) model, we have verified that to a very
good approximation both diffusivity and relaxation time
show density temperature (DT) scaling over a range of
densities and temperatures and the quality of data col-
lapse improves if the negative virial states are excluded.
Then we have analyzed the consequences of the DT scaling
for the density dependence of fragility. We have found that
although the kinetic fragility is not independent of density
but the density dependence of the kinetic fragility is weak.
We have shown that this weak density dependence can be
understood in terms of DT scaling and deviations from DT
scaling at low densities. We have further shown that the
configurational entropy and hence the Adam-Gibbs (AG)
relation exhibits DT scaling at high densities and conse-
quently, the activation free energy in the AG relation show
a power law dependence on density. The scaling exponent
computed from DT scaling of AG relation is consistent
with the values obtained previously by other methods.
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