Abstract. We consider a model for the evolution of a mixture of two incompressible and partially immiscible Newtonian fluids in two dimensional bounded domain. More precisely, we address the well-known model H consisting of the Navier-Stokes equation with non-autonomous external forcing term for the (average) fluid velocity, coupled with a convective Cahn-Hilliard equation with polynomial double-well potential describing the evolution of the relative density of atoms of one of the fluids. We study the long term behavior of solutions and prove that the system possesses a pullback exponential attractor. In particular the regularity estimates we obtain depend on the initial data only through fixed powers of their norms and these powers are uniform with respect to the growth of the polynomial potential considered in the Cahn-Hilliard equation.
Introduction
The modeling of multi-phase flows has been a field of intense mathematical research in the last years. In particular, its relevance for applications (see, e.g., [17, 18, 19, 21] and references therein) has motivated several different approaches, among which diffuse interface methods seem to combine both numerical efficiency and theoretical tractability. One of their instances is given by the so called model H, which was first proposed in [19] and [22] and then rigorously derived in [17] . In the corresponding system, the twophase flow is described by a (mean) velocity field u, which satisfies a Navier-Stokes type equation, and an order parameter field ψ, which represents the difference of the relative concentrations of the two fluids and which solves a convective Cahn-Hilliard equation. More precisely, given a bounded and smooth domain Ω ⊂ R 2 , assuming that the viscosity of the mixture is a constant ν > 0, the two-dimensional model H reads as (1.1)
where µ is the so called chemical potential with constant mobility m 0, g is a timedependent bulk force, f is the derivative of a double-well potential F while p = π + ǫ 2 |∇ψ| 2 + 1 ǫ F (ψ) introduces the pressure π as well as the positive parameter ǫ rendering the interaction between the two phases. In particular, ǫ is related with the small but not negligible thickness of the interface.
This system is usually complemented by homogeneous Dirichlet boundary conditions on the velocity field, no flux boundary conditions on the order parameter field and chemical potential, namely, (1.2) u = 0, ∂ n ψ = 0, ∂ n µ = 0, on ∂Ω.
Being the problem non-autonomous, we specify the initial values at a given time τ ∈ R for the state variables, that is,
We recall that, in this model, the chemical potential of the binary mixture µ is given by the variational derivative of the free energy functional for the Cahn-Hilliard equation
where F (ψ) is a suitable double-well potential characterizing the phase decomposition of the mixture. Since F ′ = f , the fourth equation in (1.1) follows. The Cahn-Hilliard model for spinodal decomposition and coarsening during quenching of alloys was first proposed in [8] . In this setting a thermodynamically consistent doublewell potential F is naturally seen to be logarithmic (see [7] and references therein). However, this singular form for the potential causes major difficulties in the numerical and theoretical study of the Cahn-Hilliard system so that in applications it is often replaced by a polynomial approximation like
In this context, a possible approach to deal with the physically relevant case consists in suitably approximating the singular potential by polynomials of increasing order (see [11, 12] for an application of this technique to a system closely related to the model H). Our paper deals with a polynomial potential F of arbitrary order p + 3, for p 1 (in fact, the lower order case is much easier). From the mathematical viewpoint, system (1.1)-(1.2) has been firstly studied in [23] for Ω = R 2 . Then, in the case of bounded domains, global existence results for both weak and strong solutions in the 2D case were obtained in [5] (see also [6] ). More recently, the case of logarithmic potentials has been considered in [2] (see also [1] ), where, in particular, the convergence of solutions to a single equilibrium has been established in absence of nongradient external forces. This issue has also been investigated in [24] for smooth potentials. A rather complete picture of the longtime behavior in the case N = 2 on a bounded domain can be found in [13] . In the case N = 3, existence of trajectory attractors has been demonstrated in [14] with time-dependent external forces. Many related models have also been extensively studied in recent years. Among others we recall non-Newtonian Ladyzhenskaya fluids (see [16] for the 2D case and [3] for some partial results in the 3D case), non-local interactions (see [11, 12] ) and chemically reacting mixtures (see [4] and references therein).
Concerning the mathematical theory of infinite dimensional dynamical systems, pullback exponential attractors represent a new instrument recently introduced in the literature (see [20] ). The related theory combines both the advantages of pullback attractors in the non-autonomous case (see [9] for a comprehensive introduction to the theory of pullback attractors) and of the exponential attractors in Banach spaces in their most general form known today (see [10] ).
The main result of this paper is the existence of a pullback exponential attractor for the system (1.1)-(1.2). As a byproduct, we derive several regularity estimates for the solutions to the Cahn-Hilliard-Navier-Stokes system. These have an interest of their own due to their uniform structure with respect to the growth of the double-well potential F . Indeed, if the potential f (ψ) is assumed to satisfy |f (ψ)| C(|ψ| p+2 + 1), we are able to control the solutions only by suitable powers of the norms of the initial data independent of p. This is not an easy task since the computations repeatedly involve f (ψ) and its derivatives, which are naturally estimated as |f (ψ)| q C(|ψ| p+2 ∞ + 1) C(|ψ|
carrying the polynomial character of F directly into play. This obstacle is circumvented by suitably handling the nonlinear terms so that the dependence on the "shape" of the potential is confined to the multiplicative constants appearing in our results.
Therefore, these estimates can be seen as a preliminary step forwards an effective approximating procedure able to deal with the more physically relevant case given by the singular potential.
The plan of the paper goes as follows. In Section 2 we introduce the functional setting required to study system (1.1) and the main results obtained in this work. After recalling the theory of pullback exponential attractors in Section 3, we first derive basic energy estimates (Section 4) and then higher order regularity estimates (Section 5): in particular, our results are uniform w.r.t. the shape of F in the sense made precise above. We then derive continuity results and time regularity for solutions in Sections 6 and 7. Finally, in Section 8 we are able to check all the assumptions of the abstract results of Section 3 in the case of system (1.1), concluding the proof of our main theorem.
Functional setting and main results
We will denote by Ω a smooth bounded domain of R 2 . The spaces L p (Ω) will be the usual Banach spaces of p-integrable functions with p ∈ [1, ∞]. The Sobolev-Hilbert space, which consists of k-differentiable functions in the sense of distributions with square integrable derivatives, will be denoted by H k (Ω). We shall use the bold symbols L p (Ω) and H k (Ω) for the corresponding spaces of vector valued functions. The space of functions belonging to H k (Ω) and vanishing on the boundary will be denoted by H k 0 (Ω). Norms in the Sobolev spaces H k (Ω) will be denoted by · H k , whereas we will use the shorthand notation | · | p for the norm in L p (Ω) spaces, 1 p ∞. In order to study the velocity field u we introduce the usual framework of divergence-free distributions, i.e.,
Then we consider its closure under suitable distributional norms
We also introduce the Leray projector P : 
Finally we will denote by f, g both the scalar product in L 2 (Ω) (or L 2 (Ω)) and the duality pairing between H −1 (Ω) and H 1 0 (Ω) (or their vector valued analogues), the exact meaning being clear from the context.
Since the second equation in (1.1) together with the boundary condition imply that the bulk integral of the order parameter is preserved by the evolution, we need to suitably account for this feature. First of all we define the mean value of f over the domain Ω as
denoting by f the mean free part of f , that is,
Thus, up to a shift of the order parameter field, we can always assume that the mean of ψ is zero at the initial time and, due to the conservation of mass enforced by the Neumann boundary conditions, this will remain true for all positive times. Then the order parameter will belong to subspaces of L p (Ω) and H k (Ω) consisting of functions with zero mean, defined as
Here we can use Poincaré's inequality (and some of its variants) at several stages when estimating the Sobolev norms of ψ. Indeed, the boundary conditions and the above definitions imply that
Therefore, all the norms ψ H j , j = 1, . . . , 4 are equivalent to the L 2 -norms of the derivatives of order j. Moreover, Korn's inequality holds. Thus we have
Finally, the functional spaces for the whole solution (u, ψ) are
, which arise naturally in the study of the process generated by the solution of system (1.1).
We can now list the assumptions on the potential F (ψ), starting with some hypotheses concerning its regularity and growth:
(A.1) F ∈ C 5 (R). (A.2) F (y) grows at most polynomially fast at infinity, namely
for some positive constants p and C f .
(A.
3) The potential is coercive, i.e. there exist positive real numbers q and c f such that
holds for all y ∈ R. Recalling that the potential F appears in system (1.1) only through its derivative, without loss of generality we can further assume that (A.4) the functional F is strictly positive, i.e. F (y) > 0, ∀y ∈ R. We now give some additional assumptions concerning the shape of the double-well potential F .
(A.5) F (y) is a quadratic perturbation of a regular convex function defined on the whole R, that is,
where F 0 ∈ C 5 (R) is convex and α ∈ R is a positive constant. (A.6) Up to a suitable choice of the constants β and γ in Assumption (A.5), the convex part of the potential F 0 satisfies:
In order to obtain higher order estimates having uniform structure with respect to the growth of f , we will assume that F behaves as a polynomial at infinity. In particular we will suppose (A.7) The relation q = p + 1 holds in Assumptions (A.2) and (A.3). Moreover, for any k = 0, 1, 2, 3, 4 there exists a positive constant c k such that
Remark 2.1. In the following Assumption (A.7) will be necessary in order to estimate the L r norm of the derivatives of the potential F in terms of some L s norm of the potential itself. In particular, when dealing with higher order estimates we will often use the immediate consequence of Assumption (A.7)
for any ψ such that F (ψ) ∈ L 1 (Ω) and for some constant C depending on k and Ω.
Remark 2.2. Throughout the paper, we will always assume that p 2, being much easier the case when the potential F (y) grows at most as y 5 at infinity. In particular, all estimates in the following sections hold for p 1, except for (6.6) below. However, note that a suitable estimate for this term can be produced also in the case p ∈ [1, 2) (cf. Remark 6.1) under the assumption
The case p = 1 is particularly relevant for applications since the polynomial potential F (y) = (y 2 − 1) 2 , which is often used in numerical simulations, falls in this setting.
Finally, we assume the non-autonomous forcing term (symbol) g appearing in equation (1.1) satisfies the following conditions:
In this paper we will prove the following main results: 
Exponential pullback attractors
In this section we briefly review the theory of exponential pullback attractors as developed in [20] . Below, (H, | · |) and (V, · ) will be two Banach spaces such that V is compactly embedded in H. Both spaces have a metric structure therefore, given any two nonempty subsets D 1 , D 2 of the metric space X = H, V , the Hausdorff semidistance and distance are well defined respectively as
As in the usual case of exponential attractors [10] the key point of the argument is the introduction of a set of mappings which enjoy a suitable "smoothing property". This is responsible for the exponential convergence of the trajectories of the system to an exponentially attracting finite-dimensional compact set (an exponential attractor) as soon as the trajectories have entered a sufficiently small neighbourhood of the attractor itself. Let δ, K ∈ R be positive constants and let B be a bounded and closed subset of V . Define S δ,K (B) to be the class of mappings S : V → V such that the smoothing property holds on a δ-neighbourhood (in V ) of B, i.e.
S(O δ (B)) ⊂ B
and
. = {v ∈ V | inf w∈B v − w < δ} is a δ-neighbourhood of the set B in V . We introduce a suitable class of family of mappings, which are the abstract, discretetime, dynamical system representation of the evolution equations we will be interested in. In particular, let n 0 ∈ Z be fixed and consider the class
for any n k m n 0 . When dealing with pullback attractors, only the evolution of the system up to the "present" time n 0 is of interest. The key question is how perturbations of the system in the past affect the present dynamic and what actually is the state of the system observed. This is the reason why elements belonging to the class U d (V, n 0 ) are defined up to time n 0 and not necessarily beyond.
We can say that element of the discrete time class U d (V, τ 0 ) possess a discrete time pullback exponential attractor in the sense made precise by the following theorem 
for all n n 0 ,
is a compact subset of V , with finite fractal dimension estimated by
where
Remark 3.1. The results in [20] also include robustness of a discrete-time exponential pullback attractor w.r.t. to a suitable metric in the space of discrete time processes. For simplicity we do not mention all the pertinent details here. However, we recall that this result is important in deducing the analogue continuous-time theory and, in particular, in obtaining continuity in time of an exponential pullback attractor.
Having in mind the more relevant continuous-time setting, we now introduce a suitable analogue of the class U d (V, n 0 ). Let t 0 ∈ R be any time, and consider the class U(V, t 0 ) of all families U = {U(t, s) | s, t ∈ R, s t t 0 } of mappings U(t, s) : V → V such that
(1) U(s, s) = Id for all s t 0 ; (2) U(t, r)U(r, s) = U(t, s) for any s r t t 0 .
In this setting, a natural way to introduce a smoothing property is to consider only those families U ∈ U(V, t 0 ) such that there exists a positive time span τ 0 for which
holds for all t t 0 . Thanks to Theorem 3.1, for any t t 0 the family
) for all n m 0 possesses a discrete time exponential pullback attractor.
In order to obtain a satisfactory dynamical description of the system also in the continuous-time case, we will need some additional assumptions on the time regularity and continuous dependence of the family U ∈ U(V, t 0 ). In particular we will assume (H.1) Continuity w.r.t. the forcing terms: there exist real positive constants C 0 , ǫ 0 and γ such that ǫ 0 τ 0 and that for all t t 0 , τ 0 r 2τ 0 , 0 s ǫ 0 and v ∈ O δ (B)
(H.2) Past continuous dependence on initial data: there exists a positive constant C B such that 
We can now state the main result on exponential pullback attractors 
for all τ 0 and any t t 0 , where
for all τ s D and any t t 0 .
If, moreover, U also satisfies Assumptions (H.1) and (H.3), then e) M U (t) is a compact subset of V , with finite fractal dimension, for all t t 0 , f ) for all 0 r ǫ 0 and any t t 0 ,
(2) U(t, r)U(r, s) = U(t, s) for any s r t. This corresponds to a dynamical system defined not only up to the present time t 0 , but also for positive times. Considering processes corresponds to investigating what the eventual fate of the system under scrutiny will be. Therefore, it is interesting to investigate the relation between this eventual fate and the present state of the system, which is itself, in a way of speaking, the outcome of an arbitrary long evolution.
We will need the following additional assumption, which is a slight modification of (H.2) (H.4) Future continuous dependence on initial data: for any t > t 0 and
Theorem 3.3 ([20, Theorem 2.3]).
Assume that U is a process on V and, for some t 0 ∈ R, the subfamily of U given by the operators U(t, s) when s t t 0 satisfies (3.1) and Assumption (H.2), with B ⊂ V bounded and closed in V . Under these assumptions, the family
where M U is the family given in Theorem 3.2, satisfies:
for all τ 0 and any t t 0 and
for all τ 0 and any t > t 0 ,
for all s s D and any t t 0 ,
for all t > t 0 and any τ s
is a compact subset of V with finite fractal dimension for all t ∈ R, e) for all 0 r ǫ 0 and any
Remark 3.2. We recall that in [20] also explicit estimates on a fractal dimension of the pullback exponential attractor have been derived. For the sake of simplicity, we neglect them here.
Existence results and basic energy estimate
In this section we recall some basic energy estimates, which are obtained naturally when proving existence of solution to system (1.1). First of all, for the sake of simplicity, we set ǫ = m = 1 and we write the definition of weak solution to system (1.1).
is called a weak solution to (1.1) if
The well-posedness for problem (1.1)-(1.2) is justified in a suitable Galerkin scheme, thanks to the following a priori estimates and the subsequent Lemma 6.1(see e.g. [5, 13] ). We now obtain the first basic energy estimates that will be the basis for the estimates of the following sections. 
Proof. In order to obtain our first (dissipative) a priori estimate, we multiply the first equation in (1.1) by u and the third by µ. Recalling the antisymmetric property of the convective term in the Navier Stokes equation and exploiting the useful vector identity
Recalling Poincaré inequality for u, integrating this formula with respect to time, we deduce (4.1).
We now have to "complete the norms" on the left hand side of (4.4) . From the definition of the chemical potential µ (i.e. from the fourth equation in (1.1)) we have
Since, by assumption, ψ is mean free, we also deduce
where C is a constant, which only depends on the domain Ω. From assumption (A.5) on the potential F we further deduce
Taking into account the convexity of F 0 we can also bound the right hand side of this identity from below:
Putting the last four estimates together and recalling Assumption (A.6), we obtain
Therefore we get
where q is a positive real number, δ is a (small) positive constant, which will be determined later, and C is a positive constant, which depends only on the domain Ω and is independent of the exponent q as soon as> 0.
Remark 4.1. We observe that under assumption (A.7) we immediately have q 2 so that in our case the constant C really depends only on Ω.
By adding this last estimate and (4.4) together, choosing δ small enough, we finally deduce the basic energy estimate for system (1.
Integrating with respect to time from τ to t, we then obtain the first part of estimate (4.2). Noticing that By an integration in time, in view of (4.1) and (4.2) we accomplish our purpose. 
Proof. The dissipative estimate easily follows from the basic energy estimate (4.5) using Poincaré's and Gronwall's inequalities as well as the known estimate 
can also be easily deduced by computing the L 2 norm of the gradient of the equation for the chemical potential µ in (1.1) thus leading to the regularity of the order parameter field required by Definition 4.1. However, this estimate cannot be easily made uniform with respect to the shape of the potential F (and in particular with respect to the growth exponent p).
Remark 4.3. From the above computations we deduce the following regularity for weak solutions of system (1.1)
for any T ∈ R, T > τ .
Higher regularity estimates
In order to obtain estimates having uniform structure with respect to the growth exponent of f , we henceforth assume that F satisfies (A.7). Although all exponents and norms that appear in this and in the following sections are independent of p, the general constant C will quickly become larger as p grows.
In particular, Assumption (A.7) and Lemma 4.2 imply
being (u(t), ψ(t)) the solution to (1.1)-(1.2) departing from (u 0 , ψ 0 ) ∈ H 0 at time τ .
The goal of this section is to improve "by one order" the basic regularity result already obtained. In particular, under suitable assumptions, we will get to u ∈ L ∞ (H
). This will be achieved in several steps gaining before spatial regularity for f (ψ) and µ and later time regularity as well: first in Lemma 5.1 we will deduce
and ∆ψ ∈ L 2 (L q (Ω)) for any q 1, as shown in Lemma 5.2; this will give µ ∈ L ∞ (L 2 (Ω)) (cf. Lemma 5.3) and the final result (see Lemma 5.4) .
Notation. In order to simplify notation, we will denote by A t,τ the quantity
which depends only on the initial data u 0 , ψ 0 , on the forcing term g and on the times t and τ . Besides, C stands for a generic positive constant depending only on Ω and possibly on p and is allowed to vary even in the same line.
Lemma 5.1. If z(t) = (u(t), ψ(t)) is the solution departing at time τ from the initial datum z 0 . = (u 0 , ψ 0 ) ∈ H 0 , denoting by µ(t) the corresponding chemical potential, there holds
Proof. Remark 2.1 allows to bound the mean value of f (ψ) as
for some C > 0 depending on p only through the constant c 0 in Assumption (A.7). Recalling the equation defining the chemical potential in (1.1) and estimate (4.6), we further deduce As announced before, the integrability of f (ψ) can be further improved in two steps. 
Remark 5.1. We note that this estimate extends to singular functional f , without appealing to approximation arguments as in [2] but with the same order of control.
Proof. Multiplying the equation for the chemical potential by f (ψ)|f (ψ)| b and integrating over Ω, we have
We now exploit assumption (A.5) on F , proving after an integration by parts
Replacement of this estimate in (5.3) above leads to
Hölder's and Young's inequalities then provide
Recalling that from standard interpolation the inequality 
On account of (2.2), Lemmata 4.2 and 5.2, it thus follows f (ψ) ∈ L 4 (τ, t; L 2 (Ω)) and, in particular,
Lemma 5.3. If z(t) = (u(t), ψ(t)) is the solution departing at time τ from any initial
) for all T > τ and there hold
Proof. The evolution of the chemical potential µ is governed by
as can be seen by formally differentiating with respect to time the last equation in (1.1) and by taking into account the third one. The product of this equality by µ gives rise to three terms from the right hand side: in order to exploit the lower bound on f ′ , the first one can be written as
Thanks to the incompressibility condition, the second one reads as
Finally, noticing that the third equation in (1.1) and the boundary conditions (1.2) imply ∂ n (∆µ − u · ∇ψ) = ∂ n ∂ t ψ = 0 on ∂Ω, the last term is
These computations lead us to
By Assumption (A.5) on the potential F , the first term on the right hand side of identity (5.9) is easily controlled by 2α|∇µ| 2 2 while the last one can be bounded by 
. In view of (4.3), Lemmata 4.2 and 5.2, h and g are integrable quantities. Indeed, we have
By Gronwall's lemma we further deduce
t,τ ) . Moreover, integrating (5.10), from the estimates above we also deduce 
Besides, by (5.5) with b = 2, we have 
Remark 5.4. Actually, even more uniform estimates can be deduced from the above Lemmata. For example, from (5.5), using Ladyzhenskaja inequality and interpolation estimates, we deduce |f (ψ)| Thanks to our assumptions on f and to the previous results, we can now obtain estimates on the higher norms of the solution, which have uniform structure w.r.t. the shape of the potential. Dependence on the growth of the potential F is limited to the constants C, which appear in the estimate.
Lemma 5.4. Given any initial datum
, the solution departing at time τ from z 0 satisfies
for some constant C > 0 depending on the exponent p and on the domain Ω but independent on the initial data. Moreover,
Proof. In this proof, we will exploit the following inequality
which can be easily obtained from Assumptions (A.3), (A.4), (A.5), (A.6) and (A.7) by means of the Young's inequality. In particular, we will take advantage of its straightforward consequence |f
Adding together the product of the first equation in (1.1) by 2Au = −2P∆u and of the third one by 2∆ 2 ψ, we obtain
The first two terms arising from Navier-Stokes equations can be dealt with by writing
Since µ∇ψ, Au = − ∆ψ∇ψ, Au , from the Agmon's inequality we easily have We are left to consider the last term in (5.15), for which we exploit 
and the estimate (5.14). Moreover, integrating (5.16), we also have
In the case of regular initial data, i.e. z 0 ∈ H 1 , we thus have the sought higher regularity for solutions:
Corollary 5.5. Given any symbol g satisfying (B.1) and (B.2) and any t 0 ∈ R, there exists a positive constant C g (t 0 ) such that, for any bounded set D ⊂ H 0 , there exists
where z(t) is the solution to the problem with symbol g, departing at time τ from the initial datum z 0 ∈ D, and µ(t) is the corresponding chemical potential. Besides, the following integral estimates hold true
for t t 0 , τ t − 4 − T (|D|), and, for t t 0 , τ t − 5 − T (|D|),
for some nonnegative increasing function Q depending on p only through a multiplicative constant.
Proof. In order to prove the claim, we divide our argument in several steps. At each step, thanks to the estimates of the previous sections, we will be able to improve the regularity of the solution of (1.1)-(1.2) by letting the system evolve for a time interval sufficiently large (with the only exception of the initial step, however, all time steps will be taken equal to 1). Firstly, thanks to Corollary 4.3, for any t 0 ∈ R, any symbol g as above and any bounded set D ⊂ H 0 , there exists T = T (|D|) > 0 such that
for any z 0 ∈ D. Moreover integrating (4.5) and (4.6), for t t 0
as well as
It thus follows from Lemmata 4.2, 5.1 and 5.2
allowing to prove that the functions h and g in the differential inequality (5.10), for τ + T < t − 1 < t t 0 , satisfy
Hence, by the Uniform Gronwall's lemma and (5.19), it follows
Then the first claimed integral estimate follows from (5.13) and (5.20), while the functions h and g in (5.17) satisfy
provided that τ + T + 3 t t 0 . Therefore, applying the Uniform Gronwall's lemma to (5.17) we deduce
Finally, provided that τ t − 5 − T , integrating (5.16) over (t − 1, t) we obtain
Continuous dependence
In this section we obtain continuous dependence estimates of the solutions w.r.t. initial data and forcing terms (see Lemmata 6.1 and 6.2). In order to address the first issue and to simplify notation, throughout the section we indicate by symbols with no subscripts the difference between quantities denoted by subscripts 1 and 2, i.e., 1)-(1.2) we easily see that the difference between two solutions z 1 = (u 1 , ψ 1 ) and z 2 = (u 2 , ψ 2 ) satisfies the system (6.1)
with the boundary conditions
on ∂Ω.
Lemma 6.1. Let z 01 , z 02 ∈ H 0 be any pair of initial data and let
(Ω)) be any pair of symbols. Then there exists a constant C such that, if z i (t), i = 1, 2, are the solutions of (1.1)-(1.2) with initial data z 0i at time τ and symbol g i , then the following estimates hold
is the quantity corresponding to the initial datum z i and the forcing term g i , for i = 1, 2.
Proof. Recalling that, thanks to the incompressibility assumption on the velocity fields u i , for i = 1, 2, we have
Moreover, the product of the first equation in (6.1) by 2u gives
Noticing that ∆µ, ∆ψ
the product of the third equation in (6.1) by −2∆ψ yields
Adding this last inequality to (6.2) we have
Since |∆ψ| Before dealing with the terms arising from the double-well potential F , we introduce some useful estimates for terms of the form |f
Indeed from the fundamental theorem of calculus and by assumptions (A.7) and (A.5) we have
Moreover, we can estimate suitable L q norms of this difference as follows
In light of this bound, we can now resume the estimation of the terms in the right hand side of (6.3). We have
Analogously we also obtain
The last term involving the potential F and its derivatives can be dealt with in a similar way. Again the assumptions on F provide
We also bound the last four terms on the right hand side of (6.3), which arise from the linear momentum equation. Thanks to Agmon's inequality, we have |∇ψ|
and thus
holds. Finally, by Ladyzhenskaja inequality, it follows
Replacing the above estimates in (6.3), we see that z(t)
where h is given by
. By the results of the previous section we deduce
so that Gronwall's lemma finally gives the claimed estimates.
In order to apply the abstract framework described in Section 3, we also need the following higher order continuous dependence estimate.
Lemma 6.2. Let z 01 , z 02 ∈ H 1 be any pair of initial data so that µ 0i .
(Ω)) be any pair of symbols. Then there exists a constant C such that, if z i (t), i = 1, 2 are the solutions of (1.1)-(1.2) with initial data z 0i at time τ and symbol g i , then the following estimate holds
where Q is a nonnegative increasing function of its arguments.
Proof. We start by multiplying the first equation in (6.1) by 2Au = −2P∆u, getting
The product of the third equation in (6.1) by 2∆ 2 ψ, after an integration by parts, provides
Adding together the two equations, by Assumption (A.5) we obtain
We now show that all the eighteen terms on the right hand side of the last inequality can be bounded by
where h is an integrable quantity. Standard computations for the Navier-Stokes equation lead to as well as the next two
The terms arising from the double well potential can be treated using similar techniques. By interpolation, we have
while, by (6.4), we obtain
Using also Korn's inequality, from Assumptions (A.2) and (A.3) we deduce
Arguing as in the proof of Lemma 6.1, namely, exploiting (6.4) for the first two terms, and Assumptions (A.2) and (A.3) for the second two, as well as Korn's inequality again, we obtain
Remark 6.1. In the case p ∈ [1, 2), under the assumption f (iv) (y) bounded for y ∈ R we can still derive the estimate for the term 2 ) , which is, the desired estimate.
Proof of the main results
In this section we show how, properly choosing the spaces and the operators, relying on the results of previous sections, we can apply Theorem 3.2, and subsequently Theorem 3.3, to our system so to prove Theorem 2.1 and Corollary 2.2.
Let V and H be the spaces H 1 and H 0 respectively. Observe that, whenever the symbol g satisfies assumptions (B.1) and (B.2), thanks to Theorem 4.1 and Lemma 6.1 the solution operator associated to system (1.1)-(1.2) is well-defined and continuous on H. Moreover, thanks to Corollary 5.5, in studying the asymptotic behavior of solutions of (1.1)-(1.2) we can further restrict our attention to the bounded subset of V given by
which is uniformly (w.r.t. the diameter of the set of initial data) absorbing for the solutions of (1.1)-(1.2). Since the constraint |µ| 2 = |f (ψ) − ∆ψ| 2 C is closed w.r.t. the topology of V , we can further restrain our attention to the set
. = O δ (B) ∩ {|µ| 2 C g (t 0 )} when discussing the exponential decay of solution towards an exponential pullback attractor. Let τ ∈ R be given and let g satisfy (B.1) and (B.3) (so that (B.2) holds true as well for t t 0 , which is enough for our scopes), we denote by U g (t, τ ) the solution operator to problem (1.1)-(1.2) at time t τ with symbol g and initial data in V . Thanks to Lemmata 5.4 and 6.2 the process U g (t, τ ) : V → V is well-defined and continuous on O µ δ . Therefore, if t 0 is the time appearing in assumption (B.3), the restricted family {U g (t, τ ) : τ t t 0 } belongs to the class U(V, t 0 ). Since the set O µ δ is uniformly absorbing for the family {U g (t, τ )}, fixing δ = 1 and the time span τ 0 . = 5 + T (|O µ 1 (B)|) , we deduce by Corollary 5.5 and Lemma 7.2 that U g (t, t−τ 0 ) ∈ S 1,L (B), where the constant L depends increasingly on τ 0 , C g (t 0 ) and M g (t 0 ).
In this framework we can now verify assumptions (H.1)-(H.3) for system (1.1)-(1.2). Indeed, (H.2) is a straightforward consequence of Lemma 6.2. The coupling between the Navier-Stokes and the convective Cahn-Hilliard equations makes more involved the validation of assumptions (H.1) and (H.3). In order to avoid further requirements over the symbols but (B.3), we exploit Lemma 7.1 and interpolation, thanks to a smoothing in the solution. The technical details of our argument are contained in the following lemma. Proof. In this proof, we consider the two equations separately: first, as in [20] , we apply the Giga-Sohr argument (see [15] ) to the equation = − 2 u · ∇∂ t ψ, ∆ψ + 2 f ′ (ψ)∇∆ψ, ∇∂ t ψ + 2 f ′′ (ψ)∇ψ∆ψ, ∇∂ t ψ + 4 f ′′ (ψ)∇ψ∇ 2 ψ, ∇∂ t ψ + 2 f ′′′ (ψ)∇ψ|∇ψ| 2 , ∇∂ t ψ .
By Ladyzhenskaja inequality and interpolation, the first term on the right hand side can be controlled as 
