We compute the one-loop effective action of two D0-branes in the matrix model for a cosmological background, and find vanishing static potential. However, there is a nonvanishing v 2 term not predicted in a supergravity calculation. This term is complex and signals an instability of the two D0-brane system, it may also indicate that the matrix model is incorrect.
Introduction
Formulating string/M theory in a time-dependent background remains an elusive problem. The only observables in string theory are S-matrix elements, this is certainly true in the perturbative formulation of string theory where conformal symmetry on the worldsheet plays the role of the guiding principle in constructing consistent asymptotically flat background, it is also true in a nonperturbative formulation of M theory, the matrix theory, where scattering amplitudes among D0-branes and their bound states are assumed to exist. However, S-matrix does not exist for most of interesting cosmological backgrounds, it certainly does not exist for our universe. Perhaps, a reformulation of observables is the key to extending string/M theory to include time-dependent backgrounds.
The matrix model proposed by Craps et al. is an attempt to formulate string theory in a time-dependent background [1] , the metric in this model depends on a null coordinate and in the Einstein frame it exhibits a null singularity at the "bing bang" point. This model was subsequently generalized to a class of more general backgrounds in [2] , and to a class of even more general backgrounds in [3] (a concrete model in this class was previously studied in detail in [4] ). For related work on time-dependent backgrounds, see [5] .
So far, except for the decoupling argument presented in [1] , there has been no independent check on the correctness of the matrix proposal. The effective action of a D0-brane in the background generated by another D0-brane was derived in [6] , where it is noticed that the usual double expansion in the relative velocity v and the inverse of the relative separation b fails when time is sufficiently close to the big bang point. Although there is no definition of scattering amplitude between two D0-branes too, we believed that it makes sense to talk about the effective action at later times. In the present work we shall make the usual one loop calculation to see whether we can obtain the small velocity expansion of [6] . To our surprise, we shall see that the v 2 term in the one-loop calculation does not vanish and is complex. This is a rather astonishing result.
We are faced with two possibilities, our result may indicate that the matrix proposal is incorrect, or it may signal an instability of the two D0-brane system at later times, since the v 2 term in the effective action is complex. However, we can not locate a physical reason for this instability at present.
The layout of this paper is as follows. We use the background field method of [7] to write down a gauge-fixed action and expand it to the second order. We compute the oneloop contribution of the off-diagonal fluctuations to the effective action of two D0-branes in sect.3 when the relative velocity vanishes, and find it equal to zero. The v 2 term in the one-loop contribution is calculated in sect.4, and we find a non-vanishing complex term.
We show that the small velocity expansion makes sense in the flat matrix theory and the v 2 terms cancel in appendix A. Appendixes B and C are devoted to discussions on the propagators.
Basic setup
The string metric of the background considered in [1] is flat, and the dilaton field is linear in the null direction x + : φ = −3βx + . The Einstein metric has a curvature singularity at x + = −∞. The background can be viewed as a M theory background compactified on x 9 , a matrix string action is proposed in [1] to describe the theory nonperturbatively.
We shall in this paper work with a matrix quantum mechanics action as if x 9 is not compactified. However, the D0-brane effective action of [6] was obtained in a background with x 9 compactified and the locations of two D0-branes are smeared over x 9 . This can be achieved in our approach by assuming a separation c between the two D0-branes in the direction x 9 and integrating over c subsequently.
The matrix theory action includes the bosonic part S B and fermionic part S F . Set the Planck scale l p to 1, the two parts can be written as
where i, j = 1, · · · 8, runs over the eight transverse directions, and
Rα and X µ → 2 1/3 X µ to absorb the R in the action, we have
To calculate the effective potential, we use the background field method [7] . Expand the action (2.2) around the classical background field B µ by setting
The fluctuation part of the action is sum of five terms
In the following, we will determine the explicit form of each term. It is convenient to choose the gauge
In the standard gauge fixing procedure, we need to insert
into the path integral, where ξ is a gauge parameter, f (t) is chosen to be f (t) = e −3αt
for later convenience, g(t) is any function. The path integral is independent of the choice of g(t), so we can multiply the path integral by [dg(t)] − e ig(t)
2 . ∆ f p is given by the variation of G under gauge transformation, independent of g(t). Thus by changing the order of integration, we can integrate out g(t), and get a gauge fixing term
So the bosonic action of the fluctuation is
velocity v, and transverse separation b in the x 2 direction and c in the x 9 direction. Write the matrix in terms of U (2) generators,
where a = 1, 2, 3. The 0 components in this decomposition describe the free motion of the center of mass and will be ignored in the following. Then up to quadratic terms, the action for fluctuations is
Then the action for A and X 9 becomes
(2.12)
Define new fermionic fields
Then the action is
The ghost action is determined by the infinitesimal gauge transformation of G,
Before doing any calculation, we can see that the fluctuation action for X µ 3 is independent of the separation, and hence has nothing to do with the interaction of the two zero branes. We will ignore them in the following.
Static case
First we will analyze the situation when v = 0. This corresponds to two zero-branes static in the comoving coordinates. To calculate the one loop interaction, we need to integrate out the quadratic fluctuation, which can be written in the form of determinants,
We use Schwinger proper time formalism to calculate the determinants. For any Hermitian operator ∆, the determinant is represented by
Thus we need to calculate the heat kernel, K(t ′ , t; s) ≡< t ′ |e −i∆s |t >. K(t, t ′ ; s) satisfies the differential equation and the boundary condition,
For the first determinant in (3.1)
To solve (3.3), we first solve the static shrödinger equation
where we have deformed ±iω by a small real part, ±iω → ±iω + ǫ and used the identity
. In the last step ω > 0 is taken into account. Then the heat kernel can be expanded in terms the orthonormal basis,
where
It is difficult to integrate over ω here. Fortunately, in the static case we can first integrate out t, and get a delta function for ω, which can be translated into a volume of t. Thus in fact we have averaged the effective potential over the entire history of the scattering.
From the first line to the second line above, again a ǫ of ω deformation can help to regularize the integral over ω. In order to compare with the result obtained on the supergravity side [6] , we need to compactify the 9-direction and smear the result over the circle. This is equivalent to sum the images in the covering space and then average over the compactified circle. On the matrix theory side, we need to calculate the one loop effective potential of two D0-branes separated also by c = 2πmR ′ + c 0 in the x 9 direction, sum over m in the resulting effective potential, integrate over c 0 , and then divide by 2πR ′ . This procedure will give us the result that is to be compared with our earlier result in [6] . Here R ′ is the radius of X 9 . With this consideration, (3.7) becomes 2πR
For the second and the third determinants in (3.1), The heat kernel becomes
(3.9)
Then take the same procedure as in eqs.(3.7)-(3.8). The c in (3.8)should be replaced by c ± iα. Since we are going to integrate over c, the shift by i3α is unimportant here. Then
10)
The ghost determinant is the same with that of X i , and hence give the same result except for a minus sign.
In the fermionic sector, there are 16 degrees of freedom for each SU (2) index. Since there are only three gamma matrix relevant here, we can choose a basis to make the gamma matrix and the field block diagonal,
where ∆ f = i∂ t + be 3αt γ 2 + cγ 9 , α, β = 1, 2 label the two 8 × 8 block matrix. Then K αβ (t ′ , t; s) satisfies the following differential equation and initial condition
To find the solution, we write
In the following, we just write K β for short. Then from (3.12), K β satisfy the following differential equations
These equations are equivalent to
Denote λ/(3α) by ω, and c/3α by c ′ . A general solution is
f (ω, c ′ , t ′ ) and g(ω, c ′ , t ′ ) are chosen to satisfy the initial condition. Then
To see that (3.16) satisfy the initial condition, we need to use the identity
whose proof will be given in appendix B.
Finally,
The tr in the first line means a sum over the index i and an integral over t. Now all determinants are calculated when v = 0, and we are happy to see that the effective potential is independent of their separation. This means that two zero branes have no interaction.
There are two divergent terms not cancelled, we assume that upon regularization they can be dropped.
Effective interaction at the order v 2
Now we are going to investigate the case when there is a small relative velocity between the zero branes. Since it is difficult to compute the determinants directly, we will perturbatively expand around v = 0. Our strategy is to compute the propagators of various off-diagonal fluctuating fields, and using them in the expansion of the path integral in terms of v.
From (2.10), (2.12), (2.14) and (2.15), we can see there is no term odd in v in the perturbation series. We shall in this section calculate various v 2 terms.
Denote the v 2 term from first order contribution from the bosonic fields by b 1 , the second order contribution by b 2 , denote the v 2 term from the first order of ghost contribution by g 1 , and the second order of the fermionic fields contribution by f 2 .
Since we are only interested in the effective potential, we do not have to do all the integrals in the second order contributions. Define
τ , integrate out τ and c, we are left with an integral of t, which combined with the first order perturbation, will give the effective potential to v 2 order. In Appendix A, we will show how this procedure is carried out when the background is flat. We hope that this procedure also goes through here, as we shall see, there is a problem arising at this order. 2) and is related to the heat kernel vie
3)
It is difficult to obtain a compact result. We will take a b → ∞ limit to obtain the asymptotic behavior of each term. Or equivalently, we let b/(3α) to be order of 1, and let Define
they satisfy the following differential equations
The solution G + can also be obtained from the heat kernel.
To get G − , just replace c
. To the v 2 order, we only need to calculate
To compute b 2 , we again need to take the limit |x 1 | ≫ 1 and |x 2 | ≫ 1. This is equivalent to t 1 ≫ 1 and t 2 ≫ 1In this case, we use the asymptotic expansion of Bessel function when x and x ′ are large for the second and third terms in (4.3) and (4.7). The form of the first term involves a summation and a saddle point approximation. More details will be given in Appendix C. Multiply (4.3) and (4.7), and integrate out τ , we will get the dependence on x =
. It contains real part and imaginary part, and both parts contains some of the form
There are some terms with a = −1 and some terms with −1 < a < 0. There are some terms real and some terms imaginary.
To calculate f 2 , we will need the fermionic propagator, defined by
The propagator is related to the heat kernel K αβ (t ′ , t; s) roughly by G α,β (t, t ′ ) = − 0 ∞ dsK αβ (t ′ , t; s). But there is some subtly in determining the time ordering in each term. This is related to the boundary conditions. We are not going to solve the problem in this way. Instead, we take the b → 0 and α → 0 limit. The limiting case will be analyzed in Appendix A. It should be the right propagator in flat background, which is well-studied.
We determine the right propagator by comparing its small b limit with the propagator in [8] , consequently
(4.9)
Again let b/(3α) to be order of 1, and take the t 1,2 ≫ 1 limit also, we will get a finite integral with respect to both τ .
Although the exact form is not known, from the large x limit, we can see different terms depend on x differently. Then we can conclude that v 2 correction do not cancel in one loop calculation. There are no terms to cancel the real part of f 2 . It corresponds to an imaginary part in the effective action, this may imply an instability of the system. If true, it implies that zero branes are not good probe even when string coupling is small.
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Appendix A. Perturbation in flat background
When the background is flat, BFSS matrix model has been tested to two loops. Here we will use our perturbation method to repeat the result to one loop order. Set b = 0 and α = 0, we just return to the situation investigated by [8] . The v = 0 case is similar. The determinants we are going to compute becomes
The propagators are G b (t, t ′ ) = 
For the v = 0 case, we need
In order to get the effective action, we do not need to perform all the integrals. Define t = t 1 +t 2 2 τ = t 1 − t 2 , integrate out τ , and sum over all terms above, we will get the effective potential before the smearing:
The various factors comes from the counting of degree of freedom. They sum up to zero.
So there is no v 2 term in the effective action.
Appendix C . Large argument behavior of bosonic propagators
In this appendix we will investigate the large b behavior of the bosonic propagator.
To get f 2 , we need to multiply the propagator for Y i with a propagator for A ± , these propagators are given in (4.3) and (4.7). Both propagators contain two kinds of terms:
The first kind contains Bessel functions whose order is c dependent, and the second kind contains integral order Bessel functions. In the following we will discuss their products separately.
As for the first kind of terms in (4.3), we use the asymptotic expansion of Bessel functions. In this limit a term looks like
Thus b 2 contains a term with this factor from (4.3) and a similar factor from (4.7), namely
To satisfy the requirement that x ≫ 1 and x ′ ≫ 1, there must be a cut-off for τ . When t is large, we can simply take the cut-off as t. . Note that these terms contain both a real part and an imaginary part.
As for the second kind of terms, a factor from (4. [ln(2i(δ 1 + δ 2 ))(δ 1 + δ 2 )]
Near other saddle points the integral is similarly evaluated. The dependence of δ i on τ is complicated. We are only interested in the dependence of the effective action on t or equivalently, on x = be 3αt 3α after integration over τ . From the above equation, we find 1 < ln(2i(δ 1 + δ 2 )) < x. In computing the integral of the product of (4.3) and (4.7), taking the above range and the asymptotic form in ( C .3) into account, we obtain a term whose dependence on x is roughly of the form x a t, x a J 0 (4x), x a Y 0 (4x), or x a K 0 (4x), where −1 < a < 0.
The other terms appearing in the product of (4.3) and (4.7) can be treated in a similar way, and we expect that the dependence on x is of the same form as the above, except that a should be different.
