Neural networks used for image classification tasks in critical applications must be tested with sufficient realistic data to assure their correctness. This raises two challenges: first, an adequate subset of the data points must be carefully chosen to inspire confidence, and second, the implicit requirements must be meaningfully extrapolated to data points beyond those in the explicit training set. This paper proposes a novel framework to address these challenges. Our approach is based on the premise that patterns in a large input data space can be effectively captured in a smaller manifold space, from which similar yet novel test cases-both the input and the label-can be sampled and generated. A variant of Conditional Variational Autoencoder (CVAE) is used for capturing this manifold with a generative function, and a search technique is applied on this manifold space to efficiently find fault-revealing inputs. Experiments show that this approach enables generation of thousands of realistic yet fault-revealing test cases efficiently even for well-trained models.
I. INTRODUCTION
The increasing use of machine-learning components such as deep neural networks in safety-critical applications is driving the focus of software engineering researchers toward important questions of verification and validation of such systems [1] . As several works in adversarial input generation [1] have shown the susceptibility of typical image classifiers to input transformation attacks, there is an unmet but urgent need for principled approaches to testing of such systems.
An effective testing regime must adequately exercise the system under test to inspire confidence that any discrepancy between the system's implemented-or learned-behavior and its specified requirements is exposed. Test generation can effectively address this problem if it can automatically generate 1) realistic, 2) complete with respect to the requirement, and 3) fault-revealing test cases. For neural network image classifiers, however, each of these goals is challenging to achieve. First, realistic images are hard to be generated automatically because they lie in a high dimension. Second, it is not easy to capture the requirement nor determine the completeness of a test suite with respect to it, as the requirement is implicit in the training data. Third, a test input has to be labeled with a correct oracle which is labor intensive if not automated. Existing works attempt to tackle some of these problems, mostly by utilizing metamorphic relation and/or using generative models [2] . DeepTest [3] and DeepRoad [4] , for instance, can generate realistic and fault-finding test cases by hinging upon oracle-preserving metamorphic transformations, and by utilizing image translations enabled by image filters or generative adversarial networks. Although these techniques can be effective, they cannot generate less dramatic but arguably more important test cases-normal and realistic cases that look just like any of the training data but trigger failures.
This paper proposes a novel approach that can effectively address the above-mentioned challenges and complement metamorphic test generation techniques. We capture a domain model of the dataset using a variant of conditional variational autoencoder (CVAE), an unsupervised learning technique which can learn a conditioned manifold-compact representations of the dataset per label-along with an encoder and a decoder that can map the dataset to and from the manifold. Once a VAE is trained, new test cases can be sampled from this manifold and mapped to the input dimension using the decoder. These test inputs are likely realistic indistribution images, as a VAE is optimized towards producing such images with high probability. These inputs can also be novel to an extent that a VAE can interpolate among existing data points [5] , allowing new problems to be discovered using these test inputs. The key idea of this paper, then, is to apply search-based test generation [6] on the manifold space so that novel, interesting, and fault-revealing test cases are generated. A fitness function is defined such that the uncertainty of the model under test is maximized, the rationale being that high uncertainty inputs are more likely to trigger faults [7] .
We evaluated the proposed approach with three popular image classification tasks-MNIST, Fashion MNIST, and CIFAR-and one in-house image classification task-TaxiNet. For a set of well-trained models for the respective tasks, we study the fault-finding effectiveness of the generated test cases, and assess the realism of the test cases both qualitatively and quantitatively. The results show that the proposed approach can indeed generate realistic yet fault-revealing test cases effectively with a minimal human intervention in the process.
II. PRELIMINARIES
A manifold is formally a topological space that is locally Euclidean (e.g. the surface of the Earth). The basic premise in manifold learning is that real world data X presented in high-dimensional spaces R d X are expected to concentrate in the vicinity of a manifold M of a much lower dimension d M embedded in R d X [8] . In other words, high dimensional datasuch as image-can be explained with a number of factors that is much smaller than the dimensionality of the input space. Manifold learning tries to capture such mapping so that a complex dataset can be encoded into a meaningful representation in a smaller dimension, serving several purposes such as data compression and visualization [9] . We have developed our techniques by leveraging variational autoencoders (VAE) as they provide unique capabilities for synthesizing new inputs from the manifold.
A. Variational Autoencoder
VAE is a latent-variable generative model capable of producing outputs similar to inputs by determining a latentvariable space Z and associated probability density function (PDF) P (z). The goal of a latent-variable model is to make sure that, for every datapoint x in a given dataset X, there is one or more setting of the latent variables z in a space Z which causes the model to generatex that is very similar to x. This goal is achieved by optimizing θ for a deterministic function f : Z×Θ → X such that the random variable f (z; θ) produces outputs similar to x ∈ X when z is sampled from P (z). In other words, we maximize the likelihood of producing X when X is conditioned by Z: P (X) = P (X|z; θ)P (z)dz; here, a PDF P (X|z; θ) replaces f (z; θ). VAE does not assume a specific distribution for P (z), but rather assumes that any probability distribution in the space Z can be represented by applying a sufficiently complicated function f θ to a set of normally distributed variables z. With a set of decoder parameters θ, the probabilistic decoder of a VAE is given by:
where γ is a tuneable scalar hyperparameter-which is typically set as 1 to represent multivariate unit Gaussian distribution-and I is the identity matrix. We set γ as a trainable parameter, as a high γ is proven to be responsible for blurry images generated by VAEs, which was often considered as a practical limitation of VAEs [10] . For modeling the unknown PDF of latent variables P (z|x) from which to run the decoder P θ (x|z), we need a new PDF Q(z|X) which can take an x and return a distribution over z that are likely to produce x. This Q(z|x) is called probabilistic encoder, which is given by:
where φ is a set of encoder parameters and g is an encoder function approximated by a deep neural network. g is designed to produce two outputs g µz and g σz 2 , which are mean and variance of the encoded z. In other words, g encodes each x ∈ X as a distribution, where the mean g µz has the highest probability of being reconstructed to x. As P (z|x) was assumed as multivariate Gaussian, the posterior distribution Q φ (z|x) shall match the P (z|x) so that we can relate P (x) to E z∼Q P (x|z), or the expected value of generated input x given a latent variable z when z is sampled from the space encoded by encoder PDF Q. This is achieved by optimizing the following VAE loss function:
where µ gt (dx) is the ground-truth probability mass of a dx on X, which leads to X µ gt (dx) = 1. The term −E q φ (z|x) [log p θ (x|z)] is the reconstruction cost, which penalizes poor reconstruction inputs in the input dataset. The term KL[q φ (z|x)||P (z)] is the Kullback-Leibler divergence between the encoder distribution and the prior distribution, which penalizes deviations from the distribution P (z). [10] . We defer more curious readers to a tutorial on VAE [11] . Figure 1 illustrates the structure and the operation of a VAE with κ = 2 as the size of the latent dimension, and γ = 1. VAE encodes x as z ∼ N (0, I 2 ), where I 2 is a 2×2 identity matrix, forming a circle-like mappings to the two-dimensional plan. As 99.73% of the datapoints fall inside the range [−3σ, 3σ], the majority of the datapoints fall inside a circle of radius 3σ = 3. The datapoints mapped in the plane shows that digits in the same class-color-coded from 0 (dark blue) to 9 (dark brown)-cluster together, illustrating that digits that look similar are encoded to be close to each other in the latent space. From the areas where different colors are mixed together, such as where mint-colored points representing digit 4 and dark-brown-colored points representing 9 are mixed in an adjacent space, we can infer that many fours and nines look similar to each other. If we sample new points from this subspace, the generated image may look somewhat like 4 and 9 at the same time.
Fig. 1: Variational Autoencoder

C. Conditional VAE
A vanilla VAE can generate images but not labels. Thus, it may be useful for test input generation, but without the labels, much time has to be spent for assigning labels to solve the oracle problem. When implementing VAE, note that the encoder q φ (z|x) is conditioned solely on the inputs x, and similarly, the decoder p θ (x|z) models x solely based on the latent-variable vector z. Conditional VAE (CVAE) implements a conditional variable c in both the encoder and decoder [12] . This yields the new loss function
Note that P (z) is now distributed under P (z|c), a conditional distribution on c. Both the encoder and decoder are conditioned on c as well, which gives a specific distribution P (z|c) for each class c. When training a CVAE for a classification task, we choose the values of c to be the class labels of the dataset. By sampling z from P (z|c), we significantly increase the probability of obtaining a latent-variable vector z 0 such that p θ (x, z 0 , c) is a valid image of class c [13] .
D. Two-stage VAE
One drawback to the vanilla VAE is the inability to accurately reproduce the distribution of ground-truth data P gt (x), even with perfect reconstruction loss. Although the prior distribution P (z) is a Gaussian, the encoder projects the groundtruth distribution as Q(z) which is not necessarily Gaussian at the global optimum. As a result, when generating synthetic outputs using a vanilla VAE, the distribution of sampled latent vectors from P (z) does not match the distribution of the ground-truth latent vectors Q(z), and the ground-truth distribution X is not accurately reproduced.
In order to address this problem, Dai and Wipf introduced two-stage VAE [10] , which makes use of a second-stage latent space U and associated density function P (u). Simply speaking, after training the (first-stage) VAE with Equation 3 to generatex, another (second-stage) VAE is trained with the following second-stage loss function:
Note that it is in the same form as Equation 3, with the θ, φ, Q, P , z, and x replaced with θ , φ , Q , P , u, and z, respectively. In other words, this second-stage VAE is trained with Z as the input dataset, and learns u as latent variables with which to encode Z. This second-stage VAE resolves the discrepancy between the prior distribution P (z) and posterior distribution Q(z|x) by introducing a second-stage latent distribution P (u) from which to sample new inputs. The second-stage latent distribution is proved to fit better to Gaussian prior, such that when new inputs are sampled from u N (0, I κ ) with κ being the size of the latent dimension, the reconstructedẑ lies in the ground truth distribution Q(z). Theẑ is then fed to the first-stage decoder, which generatesx with a high P (x).
E. Two-stage Conditional VAE
We created a novel conditional two-stage VAE by nesting two CVAEs and training them just like Two-Stage VAEs. Essentially, it is a CVAE with improved sampling quality.
III. MANIFOLD-BASED TEST GENERATION
The goal of testing an image classifier is to find faults in a model which cause discordances between existing conditions and required conditions [1] . For a given image classification model M , a test case (x, y), an (input, expected output) pair, is fault-revealing if 1) x is in-distribution-i.e. satisfies the assumption of the model-and 2) the output of the model M (x) is different from y. As with training data, such test cases can be collected and manually labeled, but doing so can become very expensive, especially as the accuracy of the model under nears perfection.
Automated test generation attempts to solve this problem by synthesizing test cases-or pairs of a test input and the expected output-that are likely to reveal faults in the model [3] , [4] , [14] . If one can reliably generate realistic indistribution images that are revealing faults, the testing process can be much accelerated since those synthesized tests can serve as counter-examples, highlighting where the weakness of the model lies. However, generating realistic yet faultrevealing images is not a trivial task because images reside in a very high dimension-even for a very small gray-scale image of 28 × 28 pixels, there can be 256 28×28 possibilities. When a random testing is applied on the input space, the probability of sampling a realistic input would be close to zero. Searchbased testing cannot be applied neither, since the search space is too huge to be handled efficiently. This section introduces our technique for synthesizing realistic test inputs along with expected outputs automatically.
A. The Approach
The key idea of our approach is to apply search-based test generation [6] on the manifold space. As a technique for learning a manifold, and also for obtaining a generative model, we train a Conditional Variational Autoencoder (CVAE). To facilitate the search, we introduce a fitness function which can evaluate the relative value of a sampled data point in the latent space. The fitness is also judged upon the output and the sentiment [7] of the model under test; hence, the overall framework of our approach as shown in Figure 2 . Test generator
The Manifold-based Test Generation Framework Figure 2 shows the framework of our manifold-based test generation. First of all, a two-stage VAE-which is the stateof-the-art VAE at the time of writing this paper-is trained one after the other as suggested by Dai and Wipf [10] . The first VAE is trained to reconstruct the original input image x asx while learning the first-stage manifold P (z|x). The second VAE is trained to reconstruct the first-stage encoding z asẑ while learning the second-stage manifold P (u|z). For both VAEs, the labels of the images are given to the encoder and the decoder as condition c during training, so that we can condition the generated test inputs with desired outputs. Once the VAEs are trained, the encoders are discarded and only the decoders are used for generating new images. A new samplê x can be synthesized by feeding in a choice of vector u with a condition c to the second-stage decoder, and in turnû and c to the subsequent first-stage decoder. In other words, the generated inputx is solely dependent on the choice of a latent vector u and a conditioning label c. By claiming a control over this second-stage latent space U , and by introducing a fitness function, a fitness landscape can be drawn over this space, from which we can generate test inputs of our likingfault-revealing, realistic, and interesting.
The detailed procedure of manifold-based test generation is described in Algorithm 1. For each test case to generate, a labelŷ is sampled first to condition the decoders. Second, an arbitrary second-stage latent vector u is sampled with our sampling method which will be explained later. Third, the selected pair (u,ŷ) is passed to the decoders, and new test inputx is synthesized. To see if the new test case(x,ŷ) reveals a fault in the model, we obtain the prediction of the model forx and check if the predicted output matches the label. If a mismatch is found, the pair (u,ŷ) which generated new inputx is compared against all the previously collected latent vectors to find if a new u had been sampled before. We assume that a distinct u leads to a distinctx. The algorithm terminates once all the N test cases are generated. 
x is fault-revealing when y =ŷ 8: if y =ŷ then 9: for all {(µi,ŷi)|ŷi =ŷ ∧ (µi,ŷi) ∈ U } do 10: if |µi − u| l 2 < k then 11: is duplicate ← T rue; break 12: end if 13: end for 14: if !is duplicate then 15: For sampling a latent vector u from the κ-dimensional latent space (line 4 in Algorithm 1), we introduce two approaches-1) random sampling, and 2) optimization. In the first approach, a latent vector u is sampled repeatedly from the posterior distribution N κ (0, I κ ) as in a typical use-case of the VAE decoder. The second approach is to apply optimization with a fitness function which quantifies the merit of each sample point, and actively seek for a desirable sample. With the optimization, a search metaheuristic can be applied to more carefully find optimal points.
B. Search-based Optimization on Manifold
Once a desired amount of fault-revealing inputs are generated, one can optionally apply a fitness function, prioritize the test cases, and select the ones that yield high scores.
One of such fitness function can be defined in terms of Bayesian uncertainty [7] ; the rationale behind preferring highuncertainty inputs is that high uncertainty may indicate how unfamiliar a datum is to the model.
The first objective of our search is to find a u which generatesx that is most likely to show discordance between y andŷ. We assume that this discordance can be captured as model's uncertainty σ, which can be approximately captured by enabling test-time dropout and performing Monte-Carlo simulation [15] . This objective is formulated as
where σ(u) is obtained by decoding u tox and computing the uncertainty of the target model as in [7] . The function f (x) = (e x − 1)/(e x + 1) is a sigmoid-like normalization function that squashes any σ ≥ 0 to (0, 1). When optimized towards uncertainty alone, however, we risk sampling an input of low likelihood in the latent distributions. For example, when we train a VAE with latent dimension of κ = 2, the likelihood of sampling a point (1, 1) from N 2 (0, I 2 ) is about 0.0585, while the likelihood of sampling (3, 3) is merely 1.96 × 10 −5 . When a latent vector u is sampled further away from populous regions where the encoding of the training data was concentrated, the decoder is less likely to produce high probability imagex, andx may look unrealistic, i.e. out of distribution. To prevent this from happening, we introduce another optimization objective called sample plausibility, which is a slight modification to the probability density function of the unit normal distribution f (x|N (0, 1)) = (1/ √ 2π)e −0.5x 2 :
The 1/ √ 2π term is removed so that the maximum value of o 2 (u) is 1 at u is #» 0 . Values that deviate further from the mean are penalized so that u is encouraged to stay close to the center in the space.
By combining the two objectives with corresponding weight hyper-parameters w 1 and w 2 , we obtain the following cost function for joint-optimization:
The weights are determined empirically such that both terms are equally optimized. In our implementation, we used a stochastic optimization method known as particle swarm optimization (PSO) [16] which simultaneously optimizes a population-or swarmof candidate solutions called particles. While particles have individual positions and velocities, their movements in the optimization space are determined by both their current behavior and the behavior of the swarm. Particles are initialized at random points and initially sweep around the optimization space, eventually converging to local and global optima.
IV. EXPERIMENT
In the experiment, we evaluate the efficacy of manifoldbased test generation. We assess whether our technique can synthesize realistic test cases that reveal faults in the model under test, with the two approaches-random sampling and optimization. The research questions are as follows:
• RQ1: Can we generate realistic test inputs? • RQ2: Can we generate fault-revealing test cases? • RQ3: Is search better than random sampling?
A. Model under test
The experiments are performed with four different image classification tasks. The first task is the popular MNIST hand-written digit classification [17] . The second task is fashion item image classification task, trained with Fashion-MNIST dataset [18] . Fashion MNIST is designed to be dropin replacement for MNIST dataset, having the same image resolution and number of classes. However, it is known to be more difficult than MNIST, with the state-of-the-art validation accuracy of 96.7% with data augmentation. The third one is CIFAR10 [19] , which is a ten-class image classification task with 50,000 training data. Although the size of the images is small, the images are full-colored and complex, yet packed in a rather small 32 by 32 by 3 resolution. The state-of-theart accuracy without extra training data is 97.92% [20] . The fourth task is TaxiNet, which is a dataset of runway images for autonomous taxiing task designed by our industry partner as a research prototype. Since the original version of TaxiNet is designed to produce continuous values (a cross-track error from the runway center-line and relative heading deviation from the heading of the runway), we modified the design to produce a categorical output only in terms of the cross-track error-namely: far left, left, center, right, far right. We trained one model for each task and achieved an accuracy close to the state-of-the-art. For the architecture of the neural networks, we used some of the most popular (and standard) design techniques such as 2D convolution, maxpooling, batch normalization, and weight regularization. We also introduced a dropout layer between the convolutions and fully-connected layer so that we can estimate the models' uncertainty using test-time dropout [15] . The details of each model is described in Table I . Note that we present the details for only two of the tasks, MNIST and Fashion MNIST, as our test generators could not reliably generate realistic inputs for the other tasks of higher dimension. 
B. Training Conditional Two-stage VAEs
For the implementation of the Conditional Two-stage VAE, we revised the open-sourced TensorFlow code on GitHub [21] implemented by the authors of the Two-Stage VAE paper [10] . For MNIST, Fashion MNIST, and CIFAR10, we used the model architecture inspired by InfoGAN; for TaxiNet, we used the ResNet-style architecture which makes use of residual connections inside the deep convolution layers. The success of a generative model can be measured by how faithfully it can produce a dataset that is similar to the training dataset, both in terms of the quality and the diversity. Fréchet Inception Distance (FID) is a widely adopted measure that is shown to correlate well with human judgements [22] . It measures the Fréchet distance between Gaussians fitted over the feature representations of the two datasets-training data and the generated data-where the feature representation is obtained by running a set of data through the Inception V3 network [23] and extracting 2048-dimensional feature representation in the pool3 bottleneck layer. We report the two FID scores for each VAE-one for reconstructing the validation dataset and another for generating new dataset. The former score shows how faithfully the model can encode and then decode the validation dataset-the set that it was not trained with-and generate the same dataset that it consumed-ideally, the reconstructed images shall look exactly the same to the original validation dataset when the VAE loss (Equation 3) reached its global optimum. The latter score shows the performance of the decoder alone, or the quality of the images generated by sampling from the prior imposed on the latent space. Since our goal is to obtain a good generator, we tuned the VAE hyper-parameters for an optimal sampling FID score; lower score indicates a better quality.
The details of each VAE configuration and its FID score are shown in Table II . The size of the latent dimension is a tunable hyper-parameter. Ideally, an optimal VAE should be produced, when each dimension is fit to encode a latent feature with no redundancy. This however, is only hypothetical, and we do not have control over the unsupervised process of learning the manifold. We set the latent dimension size to 64 for all the tasks as suggested by Dai and Wipf [10] , and halved it to 32 if the sample FID score remained about the same. Although it was argued in their paper that VAEs are trained to ignore superfluous latent dimensions, we observed that finding a smallest possible latent dimension size that retains the generation quality is a key in obtaining in-distribution inputs with our test generation algorithm.
For training the VAEs and performing the experiments, we used a Ubuntu 16.04 machine on Intel i5 CPU, 32GB DDR3 RAM, SSD, and a single NVIDIA GTX 1080-Ti GPU.
V. RESULT
We ran our manifold-based test generator with the models under test in the loop, for generating fault-revealing test cases tailored for the models under test. This section presents the result and address the three research questions.
A. Can we generate realistic test inputs?
We used Fréchet Inception Distance (FID) as a quantitative measure of realism, and presented the scores of the generated fault-revealing tests in Table III . The values indicate the degree of discrepancy between the original dataset and the generated one. A non-zero FID score indicates how different the generated inputs are different from the original dataset. However, we observed that the score alone cannot be used as an objective measure to determine the realism, especially when comparing across different datasets-i.e. a dataset with a higher FID score may look more real than another dataset with a lower score. As a complementary qualitative measure of visual quality, we also present the original and the reconstructed images side by side in Figure 3 . The reconstruction quality serves as a sanity check of trained VAEs-if the pair of encoder and decoder is well trained, it should at least be able to reconstruct the original validation dataset well. Figure 4 shows the visual quality of the images generated by the trained VAEs using random sampling. Each row of images are generated with the same class conditioning. From the top to the bottom, MNIST classes range from 0 to 9; Fashion MNIST classes are t-shirt/top, trouser, pullover, dress, coat, sandal, shirt, sneaker, bag, ankle boot; TaxiNet classes are far right, right, center, left, far left. We can see that most of the images are very crisp and almost indistinguishable from the original images. Each image matches the label it was conditioned with, and different varieties appear within the same class.
B. Can we generate fault-revealing test cases?
For each model under test, we attempted generating one thousand test cases. We call it an attempt because some generated inputs may be invalid with respect to the real input distribution. As there is a tension between the two optimization terms in Equation 6 , some inputs may be sampled from out of the distribution. These out-of-distribution cases cannot be filtered out automatically because the real data distribution is beyond a logical specification. We used human as oracle to determine whether each test case-or a pair of image and label-is valid or not. We argue that this yes-or-no question is a much simpler task than labeling the image from the scratch, especially as the number of classes increases. Table III shows the statistics on generating fault-finding inputs. For both MNIST and Fashion MNIST, with both random sampling and search-based optimization, we could generate hundreds of valid fault-revealing inputs in a reasonable amount of time. Figure 5 showcases some of the fault-revealing test cases after filtering out invalid ones. It can be seen that they are indeed corner-case inputs, yet still looking realistic.
C. Is search better than random sampling? Table III compares the two methods side by side with the same goal of generating one thousand fault-revealing test cases. Search-based optimization required significantly smaller number of test inputs to be generated in the first place before determining whether each input is fault-revealing. However, this came with an added cost of measuring uncertainty of the model, which is far more expensive per each computation than simply computing the output and checking whether y =ŷ. Thus, in terms of the cost, random sampling turned out to be much more effective than systematic search.
Another criterion for comparison is the ratio of valid inputs. Although we added a term to favor sampling a more likely input, optimization towards higher uncertainty lead the generated images to be less realistic, as shown in the lower number of valid test cases with search-based method compared to random sampling. In conclusion, at least with the given fitness function, random sampling from the latent space turned out to be much more effective and efficient than searching.
VI. RELATED WORK
A wide adoption of machine learning (ML) in the realworld applications is posing an unprecedented challenge to software testing due to the unique characteristics of the ML systems. Many ML testing approaches had been suggested in recent years for examining properties such as the (adversarial) robustness [24] , correctness, and fairness, among many. For a comprehensive survey on machine learning testing, see the work by Zhang et al. [1] . Per their taxonomy, our work presents a novel test case generation technique-both input and oracle-with the goal of testing empirical correctness.
Since the discovery that image classification deep neural networks are easily fooled [25] , [26] , several attempts had been made to facilitate the testing process by generating test inputs [3] , [4] , [14] , [27] . Most of the approaches can be summarized as utilizing metamorphic testing [2] in one way or another, and attempt image-to-image transformations from existing datapoints to synthesize new images. DeepXplore [14] is one of the earliest pioneering work which proposed a white-box differential testing approach for generating new inputs. They synthesized new images by applying constraintpreserving transformations on existing datapoints with the objective of jointly maximizing the neuron coverage and the disagreement among the committee of models under test. Their The reconstructed images look realistic overall, although some fine-grained texture is lost for Fashion MNIST and TaxiNet. CIFAR10 images, however, are too blurry that the objects are not always recongnizable. generated inputs, however, are arguably synthetic, since the transformations-such as occlusions-are visually noticeable and seem unlikely to appear in the real world. Synthetic test inputs-and any technique for adversarial input generation in the same regard-may be desirable if an adversary is assumed, but if the concern is system's correctness under normal operating condition, unrealistic inputs are merely false alarms, for they violate the environmental assumptions.
DeepTest [3] , on the other hand, aimed at generating realistic images. They applied metamorphic testing on autonomous driving application and showed that the domain-specific transformations such as fog, rain, and high contrast, can be used to reveal faults in the model under test. Deep-Road [4] stretched this idea further for synthesizing realistic inputs in a sub-domain of the dataset. They aimed at learning complex domain-specific metamorphic transformations so that new inputs can be synthesized beyond simple computer-visionbased transformations. They used a variant of generative adversarial network called UNIT [28] for this transformation, which allowed them to transform sunny road images to snowy or rainy road images. This approach, however, requires effort in constructing domain-specific image translators which inevitably involves collecting many images from which to learn the desired style. In comparison, our approach does not require additional data beyond training dataset nor does it rely on metamorphic data transformation, yet is able to generate inputs beyond the training dataset. Given these contrasting characteristics, we believe that the two approaches can complement each other. Metamorphic testing can extrapolate the given dataset based on a set of rules, and our approach can interpolate thoroughly within the given dataset.
Yoo [29] presented an idea of using search-based approaches for machine learning testing. Our work presents a concretization of this idea, and answers the question with fullbodied development of the technique.
VII. CONCLUSION AND FUTURE WORK
This paper proposed a manifold-based test generation framework for automatically generating realistic yet faultrevealing test cases for testing machine-learning-enabled image classification models. Built on top of Two-stage CVAE, the proposed method is capable of generating high-dimensional images and their associated labels automatically. The experiments demonstrated that our approach can generate hundreds of fault-revealing test cases in a few minutes, and can reveal faults in the models that achieve high accuracy.
The idea proposed in this paper needs to be developed further and scrutinized more extensively. Other fitness function can be designed and experimented for obtaining test cases with more desirable characteristics, such as being in-distribution. Since fault-revealing inputs can be mapped to certain regions of the manifold space, an understanding on this space may lead to understanding the weakness of the model. In future work, we also plan to extend our approach to regression tasks, where assigning labels can be even more expensive.
