Abstract. Image resolution in 4D-CT is a crucial bottleneck that needs to be overcome for improved dose planning in radiotherapy for lung cancer. In this paper, we propose a novel patch-based algorithm to enhance the image quality of 4D-CT data. Our premise is that anatomical information missing in one phase can be recovered from complementary information embedded in other phases. We employ a patch-based mechanism to propagate information across phases for reconstruction of intermediate slices in the axial direction, where resolution is normally the lowest. Specifically, structurally-matching and spatially-nearby patches are combined for reconstruction of each patch. For greater sensitivity to anatomical nuances, we further employ a quad-tree technique to adaptively partition each slice of the image in each phase for more fine-grained refinement. Our evaluation based on a public 4D-CT lung data indicates that our algorithm gives very promising results with significantly enhanced image structures.
Introduction
4D-CT is becoming increasingly popular in lung cancer treatment for providing respiratory-related information that is essential for guiding radiation therapy effectively. However, due to the risk of radiation [1] , only a limited number of CT segments are usually acquired, which often results in very low resolution along the inferior-superior direction. This low-resolution (LR) data are usually plagued with visible imaging artifacts such as vessel discontinuity and partial volume effect. More importantly, insufficient resolution further distorts the shape of a tumor. This distortion might finally interfere with optimal dose planning. Super-resolution (SR) reconstruction is an effective approach for improving image resolution. Classical SR methods can be divided into two major categories: interpolation-based and model-based. The main advantage of interpolation-based methods is their simplicity. However, blurred edges and undesirable artifacts are inevitable. Currently, more attention has been directed to model-based SR approach. The general assumption of model-based SR approaches is that the LR image is a degraded version of the SR image. The degradation can be represented using matrix representation such as , where is the down-sampling matrix, is the blur matrix, and is the transformation matrix, which can be used to characterize the effect of motion. More recent SR works aim at constraining the model with regularization terms, e.g. total variation, non-local means, etc. Matrix has direct influence on the SR reconstruction, and yet its estimation is non-trivial and often error-prone.
A more recent alternative is the learning based methods. The key idea of these methods is to utilize the relationship between the high-resolution (HR) and the LR images, learned via training images, to help recover details in the target LR images. Freeman et al. [2] , Chang et al. [3] , and Yang et al. [4] showed that state-of-the-art performance can be achieved by using various learning-based methods. The major limitation of these methods is that a significant amount of HR images are required for learning. In many instances, such as in the case of lung 4D-CT SR reconstruction, the required HR dataset might not even be available.
In this paper, we propose a different method for enhancing the resolution of 4D-CT lung data, based on our observation that, in 4D-CT, complementary anatomical information is distributed throughout images acquired at different phases. Generally, the 4D-CT captures 10-20 phases, corresponding to different stages of motion of the lung. Therefore, information can be propagated from various phases to recover the structural details that are missing in one particular phase.
The core of our proposed method is fuzzy patch matching, which is inspired by recent advances in non-local image processing, e.g., for denoising [5] , labeling [6] , segmentation [7] . First, a new patch distance measure is proposed for determining matching patches. Then, a non-local strategy is employed to combine the matching patches. Finally, for achieving greater sensitivity to anatomical nuances, we further perform a quadtree-based algorithm to adaptively partition CT slices into patches of different sizes. Compared with conventional linear and cubic-spline interpolation methods, we will show that our method yields superior performance both qualitatively and quantitatively.
Methods

Overview
Given an acquired 4D-CT image | 1, . . , , 1, … , , where is the number of phases and is the total number of slices in each phase image , the goal is to reconstruct an intermediate high-resolution slice between two consecutive slices and 1 in image . Our proposed solution is illustrated in Fig. 1 . The larger red dashed square denotes the intermediate slice to be reconstructed between slice and 1 in phase 1. The smaller red box (denoted by in Fig. 1 ) denotes a patch in the intermediate slice that needs to be estimated. For each patch , we intend to employ a set of structurally-similar patches, i.e., , , … , (shown in blue boxes in Fig. 1 ), that are obtained from other phases (i.e., Phase 2, Phase 3,…, Phase N), to reconstruct it. Two questions immediately arise: 1) How do we determine the suitable patches to form the patch set? 2) How do we combine matching patches effectively? Proposed solutions to these two problems will be discussed next. 
Patch Distance Measurement
To determine patches that can be used to reconstruct , we search for patches with similar structures in a limited spatial region in all other phases. Patch similarity with respect to a candidate patch is simply evaluated based on the Euclidean distance:
Based on the distance measurement, similar patches can be found. However, in our case, is not known beforehand. A possible approach is to first obtain an interpolated version of such as based on and , which are the patches immediately superior and inferior to (See Fig. 1 ), using either linear interpolation or cubicinterpolation. However, as aforementioned, interpolation will result in undesirable artifacts in , which will subsequently influence patch matching significantly, as will be illustrated in Section 3.
In this work, and are used as constraints for the reconstruction of First, we expect that the reconstructed patch should resemble and . In this way, a joint distance between and and between and is defined:
In addition, we require that the reconstructed patch is not biased towards any of the consecutive patches, i.e., || || and || || should be balanced:
where is a tolerance factor. For better characterization of structural patterns, we use both intensity and derived features to represent each patch. Thus, Equations (2) and (3) . Here, F is the feature operator. We use gradients as features in our approach. is a tuning parameter controlling the balance between the contributions of image intensity and image feature. 
Non-local Approach
Upon obtaining the matching patches for , the next task is to determine a suitable reconstruction strategy to combine them together. In a recent work, Buades et al. [5] shows that non-local means filtering gives state-of-the-art performance in structurepreserving image denoising. The strategy has also been applied to brain image labeling [6] , image registration [8] , and MR image super-resolution [9] . We employ nonlocal averaging for combining all matching patches that have been determined based on the distance measure as described in Section 2.2. The non-local averaging is performed as below:
where is the patch set composed with all matching patches. is the weight that is associated with the distance , , , and is computed as follows:
Where controls the decay of the exponential function.
Quadtree-Based Patch Partition
A commonly used approach to partition a slice is to divide it into identically sized patches. However, this approach fails to take into account the fact that anatomical structures manifest in different scales. Consequently, we employ a quadtree-based strategy [10] to partition the slice into structurally adaptive patches. Since the intermediate slice is not available beforehand, we partition the slices immediately superior and inferior to the intermediate slice. A standard top-down approach to construct the quadtree is performed for each slice. Starting with the entire slice, we test each superior-inferior patch-pair (e.g.,   simultaneously to see if they meet a predefined homogeneity criterion. If the superior-inferior patch-pair meet the criterion, the division is halted. Otherwise, the patch-pair will be further divided into subpatches. This procedure is repeated iteratively until each patch-pair meets the stopping criterion. We employ a simple intensity-based homogeneity criterion, where for the patch-pair the split stops if the patch-pair intensity variance is below a specified threshold. An example of the slice partitioning is shown in Fig. 2. 
Experimental Results
To evaluate the performance of our patch-based resolution enhancement method, we apply our method to a publicly available DIR-lab dataset [11] . Ten cases of 4D-CT were used in this experiment. Each case was acquired at 2.5mm slice spacing with a GE system, and separated into 10 phases. The 4D-CT images cover the entire thorax and upper abdomen. For each case, the in-plane grid size is 256 256 or 512 512, and in-plane voxel dimensions range from (0.97 0.97) to (1.16 1.16) mm 2 . We simulated the 4D-CT with 5mm slice thickness by removing one of every two slices from the original 4D-CT with 2.5mm slice thickness. Thus we can quantitatively evaluate the effectiveness of our method in enhancing the resolution from 5mm to 2.5mm. In all experiments, parameter is set to 1.2, and parameter is set to 0.2. We present both visual and quantitative results to demonstrate the performance of the proposed method, with the comparison to linear interpolation and cubic-spline interpolation. Fig. 2 . Quadtree-based adaptive patch partitioning of two consecutive slices Fig. 3 demonstrates the reconstruction results generated with our method. The top row shows the ground-truth slice together with its respective inferior and superior slices. The bottom row shows the result based on linear interpolation, the reconstructed result based on Equation (1) (the linear interpolation result used as reference for patch distance computation), and the result given by the proposed method (patch distance computed based on Equation (4)). It can be observed that our method provides better reconstruction result that resembles the ground truth more closely. The patch mismatching due to the artifacts in the interpolated patch (see Fig. 3(d) ) is avoided effectively. Fig. 4 shows the results based on the identically sized patches and the quadtreebased adaptively sized patches (described in Section 2.4), respectively. It is clear that the vessels are much clearer with the results given by the adaptively sized patch-based approach.
In Fig. 5 , we show typical reconstruction results given by different algorithms. The ground-truth images are shown in the left column. The results given by linear interpolation, cubic spline interpolation, and our method are shown in the 2 nd , 3
rd , and 4 th column, respectively. It is apparent that our proposed method outperforms the conventional interpolation methods, which often cause undesirable artifacts (marked in red squares). Our propose from all other phase images tedly yields better results. In Fig. 6 , we further prov further comparison, with si strate the best performance regions circled in red. 
Conclusion
In this paper, we propose a novel lung 4D-CT resolution enhancement algorithm. We take advantage of complementary image information that can be taken from images of different phases captured in 4D-CT, to recover missing structural information. A patch-based non-local strategy, exploiting a new patch distance measure and an adaptively slice-partitioning strategy, is particularly used to achieve the reconstruction. The proposed method demonstrates consistent improvements over all conventional interpolation methods both qualitatively and quantitatively. In the future, detailed aspects of the algorithm, such as parameter optimization, will be studied.
