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Resumen
Los Proyectos de Explotación de Información difieren sustancialmente de los pertenecientes al 
Software tradicional. Las fases clásicas de desarrollo le son ajenas, al igual que las herramien-
tas involucradas en los procesos de Ingeniería en Software. Un nuevo cuerpo de conocimien-
tos atento a las necesidades de su aplicación industrial, deviene, pues, imprescindible para el 
avance del nuevo campo disciplinar. En este artículo proponemos: un modelo de negocio, un 
proceso de educción de requisitos, un método de estimación, una metodología de selección 
de herramientas, un proceso de transformación de datos y una serie de procesos basados en 
técnicas de minería de datos.
PALABRAS CLAVE: INGENIERÍA EN SOFTWARE - EXPLOTACIÓN DE INFORMACIÓN
 Abstract
The Information Mining Projects have different characteristics compared to traditional software 
projects. The classic development phases do not apply to the natural phases of Information 
Mining Projects. Not all Software Engineering tools not apply to these projects. A new body of 
knowledge is necessary for Information Mining Engineering with a special focus on its use in 
industry. In this paper we propose: process model, requirement elicitation process, estimation 
method, a method for selecting the data mining tool, a methodology for transforming the data 
and, a set of processes for information mining based on the application of different data mining 
techniques. 
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Introducción
La Inteligencia de Negocio propone un aborda-
je interdisciplinario en el que confluyen, entre 
otras, la Informática, la Matemática y la Eco-
nomía, su finalidad se centra en generar un 
conocimiento que contribuya con la toma de 
decisiones de gestión y generación de planes 
estratégicos en las organizaciones (Thomsen, 
2003). La Explotación de Información, por su 
parte, constituye la subdisciplina de la Infor-
mática que aporta a la Inteligencia de Nego-
cio (Negash & Gray, 2008) las herramientas 
de análisis y síntesis necesarias para extraer 
el conocimiento no trivial, alojado (implícita-
mente) en los datos disponibles en diferentes 
fuentes de información (Schiefer et al., 2004). 
Habitualmente, para un experto -o para el res-
ponsable de un sistema de información-, no 
son los datos en sí lo más relevante, sino el co-
nocimiento que se encierra en sus relaciones, 
fluctuaciones y dependencias. Por ende, iden-
tificado el problema de inteligencia de negocio, 
decidirá la secuencia de procesos de explota-
ción que deben ser ejecutados para obtener 
una solución adecuada. 
Un Proceso de Explotación de Información se 
define, como un grupo de tareas relacionadas 
lógicamente (Curtis et al., 1992) que, a partir 
de un conjunto de información con un cierto 
grado de valor para la organización, se ejecuta 
para lograr otro, con un grado de valor mayor 
que el inicial (Ferreira et al., 2005; Kanungo, 
2005). Adicionalmente, existe una variedad de 
técnicas de minería de datos, en su mayoría 
provenientes del campo del Aprendizaje Auto-
mático (García-Martínez et al., 2003), suscep-
tibles de ser practicadas en cada uno de estos 
procesos. 
Cuando nos encontrábamos en la etapa inicial 
de nuestro trabajo de investigación observa-
mos que en la bibliografía consultada se repe-
tía con insistencia el uso indiscriminado de los 
términos “minería de datos” (o data mining) 
y “explotación de información” (o information 
mining) para referirse al mismo cuerpo de co-
nocimientos. Consideramos tal confusión, un 
error análogo al de utilizar como sinónimos 
“ciencias de la computación” y “sistemas de 
información”. Por ello, vale aclarar que, por un 
lado, la minería de datos está relacionada con 
la tecnología (algoritmos) y, la explotación de 
información, con los procesos y las metodolo-
gías propias de la ingeniería; y que, por otro, la 
primera se aproxima a las operatorias propias 
de la Programación, mientras que la segunda 
se acerca más a los procesos de la Ingeniería 
de Software. 
Es en virtud de este contexto, que postulamos 
la necesidad de organizar un nuevo cuerpo de 
conocimientos para la Ingeniería de Explota-
ción de Información, cuyo eje se centre en la 
problemática derivada de su implementación y 
uso en la industria. Una de las razones de peso 
que dan impulso al despegue de esta nueva 
disciplina, ha sido el descubrimiento de una 
falta de técnicas asociadas a la ejecución de 
cada una de las fases de las metodologías de 
explotación de información vigentes (García-
Martínez et al., 2011). 
Asimismo, la comprobación de la inadecuación 
de los métodos y herramientas de la Ingenie-
ría en Software, en tanto no se abocan a los 
aspectos prácticos requeridos para proyectos 
de explotación de información; pone de relieve 
la necesidad del desarrollo y validación de una 
metodología específica, que pueda asistir a los 
practicantes del área de software y proveer la 
ineludible objetividad, racionalidad, generali-
zación y confiabilidad que tales proyectos de-
mandan. Al respecto, durante la última década 
se han obtenido avances de significativa tras-
cendencia en los siguientes dominios: clasifica-
ción de familias de asteroides (Perichinsky et 
al., 2003), reglas para la identificación de ca-
ras humanas (Britos et al., 2005), detección de 
cambios de consumo de usuarios (Grosser et 
al., 2005; Britos et al., 2008d), localización de 
patrones en eventos meteorológicos (Cogliati 
et al., 2006), predicción de la salud de una co-
munidad (Felgaer et al., 2006), detección de 
daños al corazón (Ferrero et al., 2006), regis-
tro de uso de sitios web (Britos et al., 2008), 
selección de protocolos pedagógicos (Britos et 
al., 2008b), comprobación de malentendidos 
en programación (Britos et al., 2008), detec-
ción de patrones criminales (Valenga et al., 
2008e), reconocimiento de patrones de daños 
en la industria automotriz (Flores et al., 2009), 
descubrimiento de patrones de deserción en 
estudiantes universitarios (Kuna et al., 2010a; 
2010b), entre otros. Por lo tanto, en base a 
nuestra experiencia, al campo teórico-concep-
tual de la Ingeniería de Software y a la luz de 
los adelantos arriba mencionados, propone-
mos una batería metodológica para la explota-
69
ción de información fundada en: un modelo de 
negocio, un proceso de educción de requisitos, 
un método de estimación, una metodología 
de selección de herramientas, un método de 
transformación de datos y un grupo de proce-
sos para la explotación de información basados 
en técnicas de minería de datos.
Marco conceptual propuesto
Modelo de proceso para proyectos de ex-
plotación de información 
La Ingeniería en Software utiliza diversos mo-
delos y metodologías para obtener proyectos 
de informática con gran nivel de previsibilidad y 
excelencia. Estos, permiten controlar la calidad 
final de un producto a desarrollar, establecien-
do controles sobre cada una de las etapas que 
intervienen en el proceso productivo, entendi-
do no sólo como la producción en sí misma, 
sino también, como las tareas relacionadas con 
la gestión de un proyecto y de la empresa que 
lo lleva a cabo.
En el caso de proyectos clásicos, modelos bien 
probados como CMM (SEI, 2006) o COMPETI-
SOFT -para Pymes- (Oktaba et al., 2007), han 
sido utilizados con una recurrencia y resulta-
dos tales que habilitan su consideración como 
estables y altamente testeados (en el caso de 
COMPETISOFT, el más probado ha sido aquel 
que dio origen al llamado MoProSoft, Oktaba 
et al., 2005). Sin embargo, son manifiestamen-
te improcedentes y resultan inadecuados para 
empresas que se dedican a llevar a cabo pro-
yectos de explotación de información, debido a 
las diferencias que se presentan, mayormente, 
en la parte operativa de un proyecto. Entre es-
tas, la más evidente se da en los procesos de 
desarrollo y mantenimiento de software, en los 
cuales COMPETISOFT define como proceso na-
tural  el ciclo de fases de un proyecto de soft-
ware tradicional (fases de Inicio, Requisitos, 
Análisis y Diseño, Construcción, Integración, 
Pruebas y Cierre). 
Lo mismo ocurre al evaluar las principales me-
todologías existentes, ya que se observa la falta 
de herramientas que permitan soportar de for-
ma completa las fases que, en COMPETISOFT, 
se encuentran bien definidas y agrupadas en 
el proceso de administración de proyectos es-
pecíficos. Por otro lado, entre las metodologías 
que acompañan el desarrollo de proyectos de 
explotación de información, se destacan CRISP 
(Chapman et al., 2000), P3TQ  (Pyle D., 2003) 
y SEMMA (SAS, 2008) que, si bien fueron pro-
badas y tienen un buen nivel de madurez en 
cuanto al desarrollo del proyecto, dejan de 
lado aspectos a nivel gestión y empresa. Pre-
sentan, también, carencias a la hora de definir 
las fases relacionadas a la administración, in-
cluso, los pocos elementos administrativos con 
los que cuenta, se hallan mezclados con los de 
producción. Además, no consideran las tareas 
relacionadas con seguimiento, verificación y 
medición que deberían acompañar al proceso 
de desarrollo. Claramente, las actividades de 
administración de proyectos deben llevarse a 
cabo paralelamente y en procesos separados.
Como solución, proponemos un Modelo de 
procesos para proyectos de explotación de 
información (Vanrell et al., 2010) basado en 
la unión de COMPETISOFT con CRISP-DM, en 
el que se eliminen todas las fases no nece-
sarias, adaptando aquellas que sean vitales 
y agregando nuevas, acorde a los aspectos 
específicos estudiados. Hemos seleccionado 
CRISP-DM como metodología de referencia 
a CRISP dado que la comunidad científica ha 
considerado que, comparativamente, esta úl-
tima ofrece más instrumentos a nivel operati-
vo que las otras dos antes mencionadas. Las 
fases propuestas para el Modelo de procesos 
para administración de proyectos de explota-
ción de información y sus tareas asociadas se 
pueden observar en la tabla 1.
Las fases propuestas para el Modelo de proce-
sos para desarrollo de proyectos de explotación 
de información y sus tareas asociadas se pue-
den observar en la tabla 2.
Proceso de educción de requisitos en 
proyectos de explotación de información
La primera tarea para la administración de 
proyectos y el desarrollo de procesos indica-
dos en el Modelo de procesos, es la de bus-
car y definir los objetivos, criterios de éxito y 
expectativas del proyecto de explotación de 
información. En otras palabras, es menester 
educir los requerimientos que deben ser sa-
tisfechos.
La necesidad de adaptar el proceso tradicional 
de la ingeniería de requerimientos para siste-
mas-proyecto de explotación de información, 
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Tabla 1. Proceso de administración de proyectos
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está fundamentada en que el análisis de re-
quisitos de estos, difiere significativamente del 
de los sistemas convencionales. Las metodolo-
gías existentes para proyectos de explotación de 
información fallan a la hora de educir todos los 
conceptos necesarios durante el conocimiento 
del negocio: CRISP-DM educe un conjunto de 
conceptos, P3TQ otro y SEMMA un tercero. En 
general, se abocan a los relacionados con los 
objetivos del negocio (evaluando situaciones) 
y dejan fuera de consideración los relacionados 
con la determinación de los criterios de éxito y 
el plan del proyecto.
En este contexto, formulamos una propuesta 
metodológica (Britos et al., 2008c; Pollo-Catta-
neo et al., 2009; 2010a) más robusta que las 
existentes, porque busca identificar los ele-
mentos que permitan entender el dominio de 
los requerimientos del proyecto de explotación 
de información, y establece los pasos para la 
educción. La estructura planteada es similar a 
la de la Ingeniería de Software, ya que permi-
te avanzar de manera progresiva a través de 
los conceptos manteniendo su orden natural. 
Asimismo, durante la fase de comprensión del 
negocio, sugerimos un proceso de educción de 
requisitos para proyectos de explotación de in-
formación de cinco pasos, tal y como puede ob-
servarse en la Fig. 1.
Descripción de cada paso:
• Comprender el dominio del proyecto: consiste 
en establecer un lenguaje común entre las per-
sonas involucradas.
• Conocer los datos del dominio del proyecto: 
radica en el establecimiento de los requisitos; 
los datos necesarios para los requisitos y su lo-
calización, los riesgos involucrados en los mis-
mos y sus restricciones. 
• Comprender los objetivos del proyecto: alu-
de a la identificación de los objetivos, sus limi-
taciones, expectativas y riesgos. 
• Identificar los recursos humanos involucra-
dos: se refiere al conocimiento de la lista de 
las personas implicadas, sus restricciones, 
riesgos y responsabilidades. 
• Seleccionar la herramienta adecuada: im-
plica identificar una herramienta adecuada al 
proyecto, de acuerdo con la información obte-
nida en los pasos anteriores.
	  
Tabla 2. Proceso de desarrollo de proyectos
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Para conocer los datos del dominio del proyecto 
en términos de objetivos del requerimiento (re-
querimiento base o raíz), fuentes de informa-
ción del requerimiento, suposiciones, restriccio-
nes y atributos que involucran al requerimiento, 
así como los riesgos y su plan de contingencia, 
es necesario entender el dominio del vocabu-
lario involucrado, en tanto definiciones, acróni-
mos y abreviaturas. 
Para comprender los objetivos del proyecto en 
términos de metas, criterios de éxito, expecta-
tivas, suposiciones, restricciones, riesgos y plan 
de contingencia, es preciso poseer conocimien-
tos sobre los datos del dominio del proyecto 
en tanto que objetivos de los requerimientos, 
fuentes de información, suposiciones, restric-
ciones, riesgos y plan de contingencia de los 
requerimientos. 
Para identificar los recursos humanos involu-
crados, hace falta estar al tanto de los roles 
de dichos recursos en el proyecto (para lo cual 
es necesario comprender los objetivos en tér-
minos de metas, criterios de éxito, expectati-
vas, suposiciones, restricciones, riesgos y su 
plan de contingencia), además de seleccionar 
la herramienta correcta (con la evaluación en 
función de las metas del proyecto). En la Fig. 
2 se muestra la dependencia de los conceptos 
entre sí.
Hemos definido un conjunto de plantillas para 
cada producto involucrado (el conjunto comple-
to de plantillas y sus ejemplos pueden encon-
trarse en Britos et al., 2008c). Cada plantilla se 
asocia a un concepto y presenta una descrip-
ción detallada de aquellos que son educidos, 
al tiempo que permite su evolución a través 
de los requerimientos del proceso de educción. 
La relación entre los conceptos educidos como 
productos y los pasos del proceso propuesto a 
generar por ellos, se muestran en la tabla 3.
Estimación empírica de carga de trabajo en 
proyectos de explotación de información
La gestión de un proyecto de software comienza 
con un conjunto de actividades que se denomi-
nan Planificación del proyecto, previo a lo cual, 
deben realizarse una serie de estimaciones: del 
trabajo a ejecutar, de los recursos necesarios 
y del tiempo que transcurrirá desde el comien-
zo hasta el final de su realización (Pressman, 
2004). Dentro del Modelo de procesos descrip-
to, la tarea Calcular el costo estimado del pro-
yecto, también requiere una planificación para 
estimar los tiempos. Sin embargo, debido a la 
	  
Fig. 2. Referencias cruzadas de los conceptos educidos representados por las plantillas
	  
Fig. 1. Proceso de educción de requerimientos
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diferencia existente entre software convencio-
nal y los proyectos de explotación de informa-
ción, los métodos típicos convencionales, no 
son aplicables. 
En consecuencia, en el campo de los sistemas 
de información, se abre la problemática sobre la 
construcción de métodos de estimación de pro-
yectos de software que, estrictamente ceñidos 
a la realidad obtenible, logren resultados predic-
tivos sobre los recursos a emplear. Los proyec-
tos de explotación de información no escapan a 
esta necesidad y la historia de la Ingeniería en 
general y la Informática en particular, registran 
que los primeros abordajes son siempre de na-
turaleza empírica.
En el marco del escenario descripto, se han 
efectuado experimentos (Rodríguez et al., 2010; 
Pytel et al., 2011) encauzados a la obtención 
de una estimación empírica del porcentaje del 
tiempo del proyecto de explotación de informa-
ción que insume la ejecución de cada una de 
las tareas, de las subfases de la Metodología 
CRISP-DM orientadas a proyectos para peque-
ños y medianos emprendimientos. A partir de 
los resultados alcanzados es posible, además, 
tener una aproximación sobre los tiempos glo-
bales del proyecto.
Los resultados obtenidos (ver Tabla 4) destacan 
aquellas fases y subfases que insumen una can-
tidad significativa de tiempo. En este sentido, 
en la Comprensión del Negocio y el Modelado 
se invierten más del 50% de la duración del 
proyecto. Y, a su vez, al interior de la primera 
de ellas, las subfases Determinar los objetivos 
de negocio y Evaluar la situación, utilizan más 
del 70% del tiempo pautado. Por otro lado, en 
Modelado, la subfase Construcción del modelo, 
requiere el 62,97% del plazo concedido a la to-
talidad de la ejecución de la fase.
Propuesta para una metodología de selec-
ción de herramientas de explotación de 
información
Una vez que los objetivos del proyecto se en-
cuentran claramente definidos y los recursos 
humanos identificados, es preciso seleccionar 
	  
FASE  % del TIEMPO 
Fase 1 COMPRENSIÓN DEL NEGOCIO  20,70 
Fase 2 ENTENDIMIENTO DE LOS DATOS 10,90 
Fase 3 PREPARACION DE DATOS 15,61 
Fase 4 MODELADO 34,41 
Fase 5 EVALUACIÓN  7,45 
Fase 6 IMPLANTACION  10,93 
	  
Tabla 3. Relación entre los productos y las etapas del proceso
Tabla 4. Carga de trabajo de cada fase de la Metodología CRISP-DM
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la herramienta de explotación de datos. La 
importancia de su impacto en la organización 
y la inversión que amerita en términos eco-
nómicos, hacen que el proceso asociado a su 
elección sea un tema crítico. Aún más cuan-
do, a lo infrecuente de su realización, se le 
adiciona la expectativa de un cierto retorno 
de la inversión. En ocasiones, la adquisición 
de una herramienta inadecuada, se deriva de 
la existencia de proveedores diversos y he-
rramientas de uso libre que permiten realizar 
la tarea sin contar con un método objetivo 
de selección. Ello trae aparejadas consecuen-
cias tales como: (a) pérdida de tiempo y di-
nero (b) incremento del riesgo de no cumplir 
con los objetivos de negocio establecidos. En 
este contexto, planteamos una metodología 
(Britos et al., 2005) que apunta a organizar 
el proceso de selección de una herramien-
ta, para que la organización pueda escoger 
la que mejor se adapte a sus requisitos, ba-
sándose no sólo en cuestiones económicas, 
sino también en las necesidades propias del 
negocio. 
Esta metodología está compuesta por las si-
guientes fases: 
• Fase 1. Documentar la  necesidad:
En esta fase se define y establece el marco 
general de referencia para la selección de una 
herramienta de explotación de datos. Para 
ello, se ponen en consideración las áreas y 
funciones de la organización que se involu-
crarán con la herramienta y los objetivos que 
se pretenden lograr a través de la misma.
• Fase 2. Análisis de la necesidad:
El objetivo de esta fase es documentar las 
características del negocio que la herramien-
ta debe atender. Así, se intentan describir 
los requerimientos de la misma que mejor 
se adapten a los objetivos del negocio de la 
organización. Ello implica, por ejemplo, no 
pagar un precio muy elevado por una herra-
mienta que se usará en un 10% de su poten-
cial, que no aporte los métodos necesarios o 
que resulte obsoleta en el primer intento de 
ampliación.
• Fase 3. Búsqueda en el mercado:
Esta fase se aboca a la búsqueda de herra-
mientas en el mercado. Tal proceso debe 
quedar resumido en un informe que detalle 
los proveedores encontrados.
• Fase 4. Contacto con proveedores:
El objetivo de esta fase es contactar a cada 
proveedor identificado en la fase anterior y 
solicitarle información de la herramienta en 
cuestión. 
• Fase 5. Entrevistar posibles candidatos y re-
copilar información:
En esta fase se concertan entrevistas con 
cada proveedor con el propósito de comple-
tar la información faltante sobre el accionar 
de éste y los detalles de los productos. Para 
concluir, se organizan los datos recopilados 
verificando la homogeneidad de los mismos a 
efectos de facilitar su comparación y se pre-
para un informe por cada herramienta.
• Fase 6. Armado del informe de criterios a 
tener en cuenta:
Esta fase tiene por objetivo desarrollar un in-
forme con criterios de ponderación (ver ejem-
plo en Fig. 3), que se adecue a las necesida-
des de la organización y que se constituya en 
la base de trabajo para las tareas posteriores 
y para la selección final. 
Los criterios del informe son agrupados en 
cuatro categorías o grupos, que también de-
berán ser ponderados y que se describen a 
continuación:
1. Características técnico-funcionales de la 
herramienta: bajo esta categoría se agrupan 
los criterios que están ligados a las caracterís-
ticas técnicas y funcionales de la herramienta.
2. Características del proveedor: incluye 
aquellos criterios que hacen a la organización 
proveedora, por ejemplo, evolución y creci-
miento, facturación anual, ubicación geo-
gráfica, otros clientes y experiencia. Así, se 
evalúa su solidez, ya que si dejara de existir 
la organización quedaría un sistema de infor-
mación sin mantenimiento ni posibilidad de 
evolución.
3. Características del servicio: se evalúan 
puntos específicos de la prestación que brin-
da el proveedor sobre la herramienta.
4. Características económicas: son aquellas 
relacionadas con costos de licencias y de ser-
vicio de mantenimiento de la herramienta.
• Fase 7. Evaluar los candidatos:
En esta fase el equipo debe concertar nue-
vas entrevistas con los proveedores a efec-
tos de formular una solicitud de propuesta 
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técnica y económica que complemente el 
punto anterior. 
Para cumplir con el informe, cada criterio se 
calificará con un valor de 1 a 4, en la colum-
na valor “Y” del cuestionario propuesto (siendo 
1=Malo, 2=Regular, 3=Bueno, 4=Muy Bueno). 
Cada valor en la columna “Y” será multiplicado 
por el factor en la columna “Pond X” y se co-
locará en la columna “Pond X*Y”. La sumato-
ria de la columna “Pond X*Y” será multiplicada 
por la ponderación del grupo y dividida por 100 
para obtener la ponderación del grupo en ge-
neral. Esta operación deberá repetirse para los 
4 grupos.
Una vez completo el informe con los datos re-
colectados, se compararán las ponderaciones 
resultantes entre las distintas herramienta, para 
ser presentadas en una reunión de trabajo con 
el equipo de proyecto convocada a los fines de 
discutir la evaluación, confrontar los valores ob-
tenidos y seleccionar los candidatos. Al finalizar 
esta actividad, se deberán elegir los productos 
de los cuales se pedirá una demostración a los 
proveedores.
• Fase 8. Demostración del producto:
En este punto los proveedores muestran el 
producto a los usuarios designados, quienes 
completan -en cada visita- los cuestionarios 
confeccionados a tales efectos (ver ejemplo en 
Fig. 4). Los usuarios calificarán cada criterio in-
dicando en la columna de ponderación (“P”) un 
valor del 0 a 5.
Al finalizar las visitas se recopilan los cuestiona-
rios, se suman los puntajes de cada proveedor 
otorgado por cada encuestado y se arma un pro-
medio de puntos obtenidos por cada producto. 
Estos valores se agregan al informe armado en 
la fase anterior.
• Fase 9. Evaluación de los productos:
Este es el momento de la comparación de los 
resultados obtenidos (criterios ponderados y 
demostración de productos) y de la selección 
del producto que haya sumado el mayor pun-
taje durante todo el proceso.
Propuesta de un método de transfor-
mación de datos orientado al uso de 
explotación de información
Si avanzamos sobre el proceso de Desarrollo 
de proyectos del modelo descripto, advertire-
mos que el subproceso de Preparación de los 
datos, se ocupa de tomar la información dis-
ponible para su manipulación, transformación 
y presentación con el objetivo de efectuar su 
procesamiento a través de técnicas de mine-
ría de datos. Cuando se trabaja en explotación 
de información, los datos representan hechos 
de la vida real, por lo que deben sujetarse a 
una preparación previa que los disponga para 
la utilización de la herramienta. Para conocer 
qué transformaciones se deben realizar y cómo 
se deben presentar, es menester responder 
	  
Fig. 3. Ejemplo de Modelo para informe con criterios de ponderación
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dos preguntas fundamentales: ¿qué solución 
debemos obtener? y ¿qué técnica de explota-
ción utilizaremos? La primera cuestión se re-
laciona con las características y la cantidad de 
información que se quiera manipular, mientras 
que la segunda cuestión, indica la forma en 
que se debe presentar la información para la 
explotación. Por lo tanto, este proceso, lejos 
de ser automático, comporta la actuación de 
un ingeniero que debe poner en juego su co-
nocimiento para generar el conjunto de datos 
necesarios para la aplicación de un modelo de 
explotación.
En virtud de lo expuesto, (Merlino et al., 2005) 
ofrecemos un método de transformación de 
datos orientado a la explotación de informa-
ción, detallando las características necesarias 
que debe poseer el entorno de trabajo para 
la automatización del mismo. Nos referimos al 
Método Unificado de Transformación (MUT), 
resultante de la experiencia adquirida en el 
procesamiento de grandes volúmenes de in-
formación sobre distintas plataformas (desde 
equipos IBM 390 a redes de computadoras 
con distintas versiones de Microsoft Windows, 
pasando por AS 400 y versiones de Unix). El 
principal objetivo de éste no se centra en em-
prender todas las transformaciones en un solo 
paso, sino en llevar adelante pequeñas modi-
ficaciones sobre los datos, para luego realizar 
una prueba de regresión completa de lo he-
cho hasta el momento y, tras una evaluación 
satisfactoria, reiniciar el ciclo con la siguiente 
innovación planeada. Para poder concretarlo, 
recomendamos una serie de fases que se des-
pliegan una vez conocidas las repuestas a las 
dos preguntas fundamentales, es decir, dónde 
estoy y a dónde quiero llegar.
Descripción de las fases propuestas para 
la transformación de datos:
• Fase de análisis de los requerimientos de 
transformación:
El primer paso consiste en recabar información 
acerca de qué es lo que se necesita obtener. 
En otras palabras, conocer el formato que debe 
tener nuestro conjunto de datos para poder ser 
ingresado al modelo elegido para la minería de 
datos. 
Con el formato de archivo de ingreso al mode-
lo de datos ya especificado, se abren dos cur-
sos de acción posibles: [a] la indagación por 
el origen de datos para la creación del archivo 
solicitado, o [b] la vuelta sobre el modelo de 
minería de datos seleccionado, con la finalidad 
de detectar los requisitos del conjunto de da-
tos para su uso, es decir, cantidad de registros 
	  
Fig. 4. Ejemplo de Modelo para cuestionario de usuario
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Fig. 5. Proceso de obtención de requisitos para la transformación de datos
necesarios para su aplicación y cantidad de 
conjuntos de datos para su validación o entre-
namiento. Sea que se opte por la primera o la 
segunda opción, debe volverse sobre la técnica 
de la entrevista. Pero, mientras que en el pri-
mer caso, se busca detectar el origen de datos 
para poder acceder a ellos, en el segundo, se 
espera alcanzar el origen del conjunto de datos 
de pruebas, para realizar un análisis del mode-
lo requerido y disponible.
En la Fig. 5 se esquematiza el proceso de ob-
tención de requisitos para la transformación de 
datos.
 
• Fase de modelo de las transformaciones:
En esta etapa se diseñan las transformacio-
nes necesarias para que los datos tomados del 
origen lleguen a la estructura requerida por 
el modelo de minería de datos. Para esto, se 
utilizan casos de usos que tendrán como ac-
tor al “controlador”: encargado de generar los 
eventos para que el flujo de los datos tenga las 
transformaciones necesarias.
• Fase de codificación:
En este paso se codifican todos los programas 
esenciales para realizar las transformaciones 
necesarias para el modelo de minería de da-
tos. El encargado de la codificación recibirá, al 
menos, las especificaciones de los formatos de 
entradas y salidas y los casos de uso defini-
dos en la fase anterior. Como el controlador 
de tareas es independiente del programa que 
debe ejecutar, puede utilizarse el lenguaje de 
programación que se desee, siempre y cuando 
éste pueda ser soportado por la plataforma en 
la que se ha de trabajar.
• Fase de pruebas:
Una vez finalizada la codificación, se avanza 
hacia las pruebas de unidad y regresión. Esta 
etapa no sólo se refiere a la comprobación de 
los programa encargados de la generación de 
las transformaciones, sino a la construcción del 
archivo que proveerá la secuencia de pasos al 
controlador de tareas. 
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• Fase de evaluación:
Con toda la información de las pruebas antes 
realizadas y, en caso de no encontrarse ningu-
na anomalía, se analiza el problema y se deci-
de el camino de acción a tomar.
• Fase de nueva iteración:
De lo dicho hasta el momento se deduce la 
necesidad de generar nuevas iteraciones con 
cada paso. Así, este proceso se repite hasta 
finalizar todas las transformaciones involucra-
das en la satisfacción del Modelo de Minería 
de Datos.
Propuesta de procesos de explotación 
de información para problemas de inteli-
gencia de negocio
Continuando con el desarrollo de Proyectos del 
modelo de proceso descripto, observamos que 
las tareas del subproceso de Modelado, usan 
ciertas técnicas y algoritmos de data mining 
para procesar la información disponible una 
vez que los datos se encuentran transformados 
y listos para ser utilizados. 
En primer lugar, es necesario identificar todas 
las fuentes de información (bases de datos, 
archivos planos, entre otras), para integrarlas 
formando una sola, que será identificada bajo 
el término “datos integrados”. Hemos definido 
cinco procesos de explotación de información, 
(Britos et al., 2008a; Britos y García-Martí-
nez, 2009; Pollo-Cattaneo et al., 2010b) que 
se describen en las siguientes subsecciones: 
descubrimiento de reglas de comportamiento, 
descubrimiento de grupos, descubrimiento de 
atributos significativos, descubrimiento de re-
glas de pertenencia a grupos y ponderación de 
reglas de comportamiento o de pertenencia a 
grupos. Además, es posible asociar a cada pro-
ceso las siguientes técnicas: algoritmos TDIDT 
-Top Down Induction Decision Trees- (Quinlan, 
1986), Mapas Auto Organizados de Kohonen 
-Self-Organizing Maps o SOM- (Kohonen, 1995) 
y Redes Bayesianas (Heckerman et al., 1995). 
Asimismo, los procesos propuestos se validaron 
en los siguientes dominios: alianzas políticas, 
diagnóstico médico y comportamiento de usua-
rios. (Un reporte completo de estas validacio-
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Fig. 7. Esquema y subproductos resultantes de aplicar SOM para el descubrimiento 
de grupos
Fig. 6. Esquema y subproductos resultantes de aplicar TDIDT al descubrimiento de 
reglas de comportamiento
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Proceso de descubrimiento de reglas de 
comportamiento
Este proceso toma lugar cuando se requie-
re identificar cuáles son las condiciones para 
obtener determinado resultado en el dominio 
del problema, por ejemplo: caracterización del 
local más visitado por los clientes, identifica-
ción de los factores que inciden en el alza de 
las ventas de un producto dado, individualiza-
ción de los rasgos de consumidores con alto 
grado de fidelidad a la marca, establecimiento 
de los atributos demográficos y pictográficos 
que distinguen a los visitantes de un website, 
entre otros.
Para el descubrimiento de reglas de compor-
tamiento definidos a partir de atributos-clase, 
en el dominio del problema representado por 
la masa de información disponible, propone-
mos la utilización de algoritmos de inducción 
TDIDT (Britos et al., 2008). Este proceso y 
sus subproductos pueden visualizarse gráfica-
mente en la Fig. 6.
Proceso de descubrimiento de grupos
A partir de este proceso se asiste a la identifi-
cación de una partición en la masa de informa-
ción disponible sobre el dominio del problema. 
Son ejemplos de problemas que requieren 
este proceso: identificación de segmentos de 
consumidores para bancos y financieras, tipi-
ficación de llamadas de clientes para empre-
sas de telecomunicación, reconocimiento de 
grupos sociales con características similares, 
determinación de grupos de estudiantes con 
atributos homogéneos, entre otros.
Para el descubrimiento de grupos (Kaufman 
& Rousseeuw, 1990; Grabmeier & Rudolph, 
2002) a partir de masas de información so-
bre las que no se dispone ningún criterio de 
agrupamiento a priori (en el dominio del pro-
blema) proponemos la utilización de Mapas 
Auto Organizados de Kohonen -o SOM por su 
sigla en inglés- (Ferrero et al., 2006; Britos et 
al., 2008). El uso de esta tecnología explora la 
existencia de grupos que permitan una parti-
ción característica del dominio del problema 
que la masa de información disponible repre-
senta. Este proceso y sus subproductos pue-
den ser visualizados gráficamente en la Fig. 7.
Proceso de descubrimiento de atributos 
significativos
Este proceso hace referencia a la identifica-
ción de los factores con mayor incidencia (o 
frecuencia de ocurrencia) sobre un determina-
do resultado del problema. A modo de ejem-
plo, algunos problemas que requieren este 
proceso son: factores con incidencia sobre las 
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Fig. 8. Esquema y subproductos resultantes de aplicar Redes bayesianas a la ponde-
ración de interdependencia entre atributos
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grado de fidelidad a la marca, atributos claves 
que convierten un determinado producto en 
vendible, características sobresalientes de los 
visitantes de un website, entre otros.
Para ponderar en qué medida la variación de 
los valores de un atributo, incide sobre la va-
riación del valor de un atributo-clase, indica-
mos la utilización de Redes bayesianas (Britos 
et al., 2008). Esta tecnología pretende identifi-
car si existe algún grado de interdependencia 
entre los atributos que modelan el dominio del 
problema que la masa de información dispo-
nible representa. Este proceso y sus subpro-
ductos pueden visualizarse gráficamente en la 
Fig. 8.
Proceso de descubrimiento de reglas de 
pertenencia a grupos
En virtud de este proceso se pretende deter-
minar cuáles son las condiciones de pertenen-
cia a cada una de las clases, en una partición 
desconocida a priori, pero presente en la masa 
de información disponible sobre el dominio del 
problema. Los siguientes son ejemplos de pro-
blemas que requieren este proceso: tipología 
de perfiles de clientes y su caracterización, 
distribución y estructura de los datos de un 
website, segmentación etaria de estudiantes y 
comportamiento de cada segmento, clases de 
llamadas telefónicas en una región y caracteri-
zación de cada una de éstas, entre otros.
Para el descubrimiento de reglas de perte-
nencia a grupos, postulamos la utilización de 
mapas auto-organizados (SOM) y, tras la iden-
tificación de los grupos, el empleo de algorit-
mos de inducción (TDIDT) para establecer las 
reglas de pertenencia a cada uno (Britos et al., 
2005; Cogliati et al., 2006a). Este proceso y 
sus subproductos pueden ser visualizados grá-
ficamente en la Fig. 9.
Proceso de ponderación de reglas de com-
portamiento o de pertenencia a grupos
Con la aplicación de este proceso se preten-
de identificar cuáles son las condiciones con 
mayor incidencia (o frecuencia de ocurren-
cia) sobre la obtención de un determinado 
resultado en el dominio del problema, sean 
éstas las que en mayor medida inciden sobre 
un comportamiento, o las que mejor definen 
la pertenencia a un grupo. Son ejemplos de 
problemas que requieren este proceso: iden-
tificación del factor dominante en el alza de 
las ventas de un producto dado, individuación 
del rasgo con mayor presencia en los clientes 
con alto grado de fidelidad a la marca, re-
conocimiento de la frecuencia de ocurrencia 
de cada perfil de clientes, determinación del 
	  
Fig. 9. Esquema y subproductos resultantes de SOM y TDIDT aplicados al descubri-
miento de reglas de pertenencia a grupos
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tipo de llamada más frecuente en una región, 
entre otros.
Para la ponderación de reglas de comporta-
miento o de pertenencia a grupos proponemos 
la utilización de redes bayesianas. Lo cual pue-
de realizarse a través de dos procedimientos 
diferentes, dependiendo de las características 
del problema a resolver. En el caso de que se 
contara con clases/grupos identificados, se 
acude a algoritmos de inducción TDIDT para 
descubrir las reglas de comportamiento de 
cada atributo clase, tras lo cual se utilizan Re-
des bayesianas para saber cuál de los atributos 
establecidos como antecedente de las reglas, 
tiene mayor incidencia sobre el atributo esta-
blecido como consecuente. Este proceso y sus 
subproductos pueden ser visualizados gráfica-
mente en la Fig. 10.
Conclusiones
La historia de la Explotación de Información 
comenzó con la sistematización de algoritmos 
de aprendizaje automático aplicados al descu-
brimiento de conocimientos hace más de un 
cuarto de siglo. Durante muchos años el inte-
rés de la comunidad científica estuvo enfocado 
más en los algoritmos que en los procesos. La 
evolución disciplinar que ha ido de una con-
cepción artesanal a una concepción ingenieril 
en Proyectos de Software convencional, ha te-
	  
Fig. 10. Esquema y subproductos resultantes de Redes bayesianas aplicadas a la 
ponderación de reglas de comportamiento o de pertenencia a grupos
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nido su paralelo en la evolución de Proyectos 
de Explotación de Información. La experiencia 
que acumulamos en la última década nos ha 
permitido identificar la falta de una Ingeniería 
acorde a sus necesidades. Durante estos años 
hemos desarrollado, basados en principios de 
la Ingeniería en Software, una serie de herra-
mientas que han madurado como las bases 
principales de nuestra versión de una Inge-
niería de Explotación de Información, la cual 
ha sido usada en proyectos para pequeños y 
medianos emprendimientos. Este trabajo rea-
liza una presentación sistemática de las he-
rramientas desarrolladas para dicho proyecto, 
entre las que se encuentran: un Modelo de 
procesos, un Proceso de educción de requisi-
tos, un Modelo de estimación empírica de car-
ga de trabajo, una Metodología en selección 
de herramientas, un Método de transforma-
ción de datos y un conjunto de procesos de 
explotación de información para inteligencia 
de negocios. 
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