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Abst ract - -Severa l  reduced dimension two layer models of incompressible flow are developed. 
These are natural extensions of the Green-Naghdi spersive single layer shallow water model. It is 
shown that the resulting system of partial differential equations i  essentially ill-posed, in agreement 
with the classic Helmholtz instability, but that a fourth order dissipation has a regularizing effect. 
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1. INTRODUCTION 
We seek a model  for three-dimensional  incompressible inviscid flow that  has reduced dimension 
and complexity, but  which retains important  average features of the flow. The well-known shal- 
low water equations describe such a model. This is in fact the simplest member  of a class of 
models obta ined from the three-dimensional  Euler equations by making assumptions about  the 
form of the var iat ion of the vert ical component of the velocity vector. To derive the usual shal- 
low water model, the vertical acceleration is taken to be zero implying the hydrostat ic  balance of 
pressure forces with gravitat ional  forces. More generally, the incompressibi l i ty condit ion enables 
the vert ical  velocity component o be expressed in terms of derivatives of the horizontal  veloc- 
ity components.  Then the vert ical momentum equation can be integrated vert ical ly to obta in  
an expression for the pressure, which is an obvious extension of the classic procedure of using 
Bernoul l i 's  Law to el iminate the pressure [1]. Finally, by taking as many moments of the hor- 
izontal momentum equation as is necessary to have a determined system, one derives a system 
of part ia l  differential equations involving derivatives of third order in the two horizontal  space 
variables and time. This was done for a single layer in [2], assuming the vertical velocity varies 
We would like to thank Darryl Holm and Roberto Camassa for their help and encouragement. We would also like 
to express our appreciation to William Beyer for verifying one of our results with MACSYMA. 
This work was supported in part by the CHAMMP Program of the U.S. Department of Energy. R. Liska 
was supported in part by the National Science Foundation International Programs Grant INT-9212433, the Czech 
Grant Agency Grant 201/94/1209 and would like to thank the Center for Nonlinear Studies of the Los Alamos 
National Laboratory for hosting his visit at Los Alamos. 
Typeset by .A.h/~-TEX 
29:9< 25 
26 R. LISKA et al. 
linearly with the vertical coordinate. The resulting equations are a generalization of the Boussi- 
nesq equation. For a single layer with a flat bottom, the equations were found much earlier using 
the same procedure in [3]. For a variable bottom a very elegant form was found by Bazdenkov, 
Morozov, and Pogutse (BMP) [4], also described in [5]. Steady state equations were obtained 
in [6] for more general polynomial dependence on the vertical variable. Unlike the approach used 
for example in [7], we make no assumptions about irrotationality. 
In the works cited above, the density of the fluid is taken to be constant. The purpose of 
this paper is to allow the density to be a piecewise constant function of the vertical variable. In 
this way we are led to natural multilayer extensions of the above ideas. In particular, the use 
of stacked layers of shallow water have proven useful in modeling basin scale [8] and global scale 
circulations [9] of the earth's oceans. Such models necessarily make the hydrostatic approxima- 
tion, which is justified by the relatively coarse resolution employed in such calculations. However 
the recent use of massively parallel computers for global ocean modeling [10] has greatly reduced 
the resolved scales so that more general models that do not enforce hydrostatic balance become 
interesting [11]. 
Unfortunately, there are two considerable difficulties, even with only two layers. The first 
is that the equations are very complicated and will be very difficult to solve numerically. The 
second difficulty is much more telling: without the addition of a dissipative mechanism the 
initial value problem for these equations is far from being uniformly well-posed, and in some 
cases is unconditionally ill-posed. This is of course closely related to the fact that inviscid 
incompressible flow in two layers with a velocity jump at the interface is an ill-posed initial 
value problem [1]. That is to say, the amplitudes of disturbances at all sufficiently high wave 
numbers grow exponentially (both in time and in wave number). Nevertheless, there is interest 
in multitayer flows, for example in the theoretical development of [12], and in the experiments 
reported in [13]. 
2. PROBLEM FORMULATION 
The various models we are going to consider can easily be formulated for fully three-dimensional 
flow, but since our analysis is restricted to one horizontal variable we will pose that restriction 
from the beginning. Thus, for an inviscid fluid with constant density p, velocity (u, w) in the 
(x, z) directions, respectively, and pressure p, the Navier Stokes equations are 
ux -~- wz =0,  
p(ut ~- UUx ~- WUz) =- --Px -~ F, 




The term F will be zero except when we consider the effect of dissipation in one of the models. 
Here we consider a two-layer model, the layers being indexed by i, with the density in each 
layer taken as constant Pi, i = 1, 2. The height of the bottom is 
h0(x), 
while the thickness of the ith layer is 
hi (x, t). 
The index i = 1 refers to the bottom layer, i - 2 to the top layer. 
Setting 
Z0 ~- h0, 
the interface between the layers is at 
zl = z0 + hi, 
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and the top surface is at 
z2 = Zl + h2. 
Then expressing the layer dependence by a subscript, we have 
for 
Uix + Wiz =0.  
Pi(Uit + uiUix + wiUiz) = --Pix + Fi, 
pi(wit + UiWix  + WiWiz )  = -P i z  - gPi, 
z i -1 <z<_z i ,  i=1 ,2 .  
The boundary conditions (in z) involve total derivatives of the heights zi. 
ah3 , , ,  
d i f  = f t  + Uifx, 
then ,~,undary conditions are as follows. 
A', z = .  
dlZo = Wl. 
At z = Zl 
and 
dlZl = Wl, 
d2Zl = w2. 









z2 = constant ,  w2  = O, 
or  the  free sur face  cond i t ion  
d2z2 = w2, and P2 = 0. 
Finally, the pressure is assumed continuous at the interface z = Zl. 
(11) 
(12) 
3. SUMMARY OF APPROXIMATIONS 
We are going to analyze the well-posedness of the initial value problem for eight approximate 
models of the two-layer equations. In all cases except Case 5 we set Fi = 0 in the horizontal mo- 
mentum equations (5). The first two cases have the hydrostatic approximation and are included 
for completeness. The equations in these two cases are well-known (see [2], for example.) In all 
other cases the equations have been derived by the computer algebra system REDUCE [14] and 
are quite complicated to display. As an example we present he full analyzed system of partial 
differential equations for Case 3 in the appendix. Note that for piecewise quadratic w (Cases 6-8) 
the analyzed systems are much more complicated. 
3.1. Case 1: Shallow Water, Free Sur face 
In this approximation we set 
Uiz = O, 
P~z + gp~ = O, 
together with the free surface boundary condition (12). 
weak sense, i.e., 
fz ~ [uix + w~z] dz = O, 
i -  1 
i = 1,2, (13) 
(14) 
We also assume that (4) holds in the 
i = 1,2, (15) 
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and that the bottom and interface conditions (8), (9) and (10) hold. From these boundary 
conditions and from (15) follow the mass conservation equations 
E1 = h i t  + (h lU l )x  = O, 
E2  =- h2t + (h2u2)x = O. 
(16) 
The pressure is obtained by integrating (14). Since p2(z2) = 0 we have 
p2(z )=-p :9(z  - z2), 
and as pressure is continuous at z 1 
p l (z )  = p2gh2 - p lg (z  - z l ) .  
Now having the pressures as a function of z we take the zeroth moment of the horiz~ 
mentum equations. Thus, we use the equation ~ 
j~z Z1 
E~ =- [p l (U l t  -t- U lU lx )  + plx]  d z = O, 
o 
for the bottom layer and 
f z2 E~ = [p2(u2t -~-u2U2x) -~ P2x] d z = 0, 
1 
for the top layer. The unknowns are hi, h2, Ul, u2 all depending on x, t. 
' lmo-  
(18) 
(19) 
3.2. Case 2: Shal low Water ,  Rig id Lid 
In this case the assumptions are the same as in Case 1 except hat the free surface condition 
is replaced by the rigid lid condition (11). 
The bottom mass conservation equation E1(16) remains the same. If we add the two mass 
conservation equations we get the consistency condition 
E~ - (hlUl -t- h2u2)x  = O. (20) 
This replaces the top layer mass conservation equation. 
The equations for pressures become here 
pl(z) = q-  p lg (z  - zl), 
p2(z) = q -- p2g(z  - zl), 
where q is the unknown pressure at the interface. The momentum equations E~, E~ are obtained 
by substituting these pressures into (18), (19). The unknowns here are hi, q, ul, u2 all depending 
on x,t .  
3.3. Case 3: P iecewise  Linear w, Free Surface 
This and all the following cases are generalizations of Green-Naghdi [3]. 
We again use (13) 
u~z =- O, i=1 ,2 ,  
but now take 
= a i (x , t )  - 
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which then satisfy (4) identically. Then al will be determined from the boundary condition (8), 
and a2 from (10). The free surface condition (12) will be used. 
From (8) it follows that we should have 
wl  = (u l zo )~ - u l~z .  (21) 
Then in order to satisfy (9) we obtain the bottom layer mass conservation equation (recalling 
that hi = z~ - z~-l), which is the same as in previous cases, namely (16). 
Equations (13) and (10) require that 
w2 = z l t  + (U2Z l )x  - u2~z .  (22) 
Then in order to satisfy (12) we obtain the top layer mass conservation equation (recalling that 
hi -- z~ - zi-1 and (13)), also the same as in previous cases, namely (17). 
The pressure in the bottom layer is obtained by integration of the vertical momentum equa- 
tion (6). Thus 
Pl (z) = q - Pl (wit + UlWlx + WlWlz -k- 9) d z, (23) 
1 
where q is the pressure at the interface z = zl, so q = p2(zl) here. Of course, the assumed 
polynomial dependence on z of ul and wa is used in the integration. Since p2(z2) = 0, we have 
for the top layer 
// p2(z) = --P2 (W2t -}- U2W2x Jr- W2W2z + g) d z. (24) 
2 
Having expressions for the pressures we obtain the momentum equations by substituting (23), 
(24) into 
fz zl E3 =- [Pl (ult + UlUlx + wlUlz) + Plx] d z = O, 
o 




The unknowns are hl ,h2,Ul ,U2.  The system of equations Ej ,  j = 1 , . . . ,4  for this case are 
explictly written out in the appendix. 
3.4. Case 4: P iecewise L inear  w, Rigid Lid 
This is the same as Case 3, except hat a2 will be obtained from the rigid lid condition that 
w2 : 0 at the fixed top surface. The rest of the rigid lid condition (11) will be used also. 
The mass conservation equation will be again (16) for the bottom layer and for the top layer it 
will be the jump condition (20), which is here derived from different assumption than in Case 2. 
The pressure in the bottom layer is given by (23), where q is an unknown pressure at the interface. 
For the top pressure we use 
j~z Z 
p2(z) : q - P2 (W2t + u2w2x + w2w2z + g) d z. 
1 
(27) 
Again the momentum equations are obtained by substituting these pressures into (25), (26). The 
unknowns here are hi, q, Ul, u2. 
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3.5. Case  5: P iecewise  L inear  w, R ig id Lid, w i th  D iss ipat ion  
This is the same as Case 4, but with an added dissipative term of 2r th order in the horizontal 
momentum equations (5) 
Fi:Dil/(-x)r+lo2rui, i=1 ,2 ,  u>0.  
3.6. Case  6: P iecewise  Quadrat i c  w, Free Sur face 
This is a model in which the velocities are continuous in z. We set 
Ulz  ----- 0 ,  
as before, but now 
Then 
U2 = U l  -Jr- O'(Z - -  Z l ) .  (2s) 
Wl = e l (x ,  t )  - u lxz ,  (29) 
but 
1 
w2 = a2 - u lxz  - -~ (~ - c~zlx) z 2. (30) 
From the boundary conditions we get (21) and 
crx (z - Zl) 2. (31) w2 = Z l t  + U lZ l~ + (~Z,x  - U lx ) (Z  - z l )  - 
Then in this Case (12) leads to the top layer mass conservation 
E~'=- -h2t+[ (U l+~-~)h2]  =0.  (32) 
x 
All the remaining equations, i.e., the bottom layer mass conservation equation (16), the pressure 
equations (23), (24) and the momentum equations (25), (26), are the same as in Case 3. However 
the final set of equations is different as we use different polynomial approximations in z for the 
velocities u2, w2 in the top layer. The unknowns here are hi, h2,Ul,ry. 
3.7. Case 7: P iecewise  Quadrat i c  w, Free Surface,  Weight  
This case is the same as the previous one, except that in formulation of the momentum equa- 
tions E3,/?;4 (25), (26) a positive weight 
¢ = az 2 + bz + c > 0 (33) 
is introduced into the integrals, obtaining 
f(1 E~; ~ ¢[pl(Ult+UlUlx +WlU lz ) -kp lx ]dz=O , o 
fz E~ =- ¢[p2(u2t + u2u2x + w2U2z) + P2z] d z = 0. (34) 1 
The mass conservation equations are the same as in the previous section and the variables are 
also the same, i.e., hi, h2, ul, 0. 
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3.8. Case 8: Piecewise Quadratic w, Free Surface, Point Values 
This case is the same as the previous two cases, except again in the final formulation of the 
momentum equations E3, E4 (25), (26). Here, instead of the weak formulation including integrals 
we use the point values of integrands at a point inside the integration interval. We use linearly 
parametrized points Zb = /3hl in the bottom layer and zt = zl + 7h2 in the top layer. The 
parameters/3, ~  are chosen from the interval (0, 1). So the momentum equations are here 
E p ~ (/91(Ult q--UlUlx +WlU lz )  q-Plx)[z=~hl = 0, 
E~ - (p2(u2t + u2u2x + w2U2z) + P2x)l~=z,+~h~ = 0. (35) 
Again the variables are hi, h2, Ul, (r. 
4. WELL-POSEDNESS ANALYS IS  
Generally for all cases discussed here we have a system of four nonlinear partial differential 
equations 
E = O, (36) 
for four unknowns v in (x, t) space. In general these equations are very complicated and will not 
be explicitly given. This system is linearized by substituting 
u = V + ~¢, (37) 
into the system (36) and taking the coefficients of c as a new linear system, which we write as 
= 0. (38) 
The unperturbed state 9 is assumed constant. In the rigid lid cases we take z2 - z0 = 1. We also 
take zo to be constant, and since z0 never appears undifferentiated in the equations no value for 
that constant need be given. 
We begin the standard dispersion analysis of the linear system (38) by replacing partial deriv- 
atives by 
c3n+m~ 
Ot n Ox m ~ ('iw)'~(ik) m ~,. 
Now we have the linear system 
k) = 0, 
and the eigenvalues of 1~ in the limit k --* oe allow us to determine if the original system (36) is 
well- or ill-posed. Instead of w we introduce a new variable 
and calculate the polynomial 
P(A, k) = det l~(A, k). (39) 
As we are interested only in the limit Ikl --~ c~, in each coefficient of AJ we keep only the terms 
with the highest degree in k and get a new polynomial Pl(A, k). In most cases k can be factored 
out of the equation PI(A, k) -- 0 so that the roots Aj of this equation do not depend on k. In 
such a case the system (36) is well-posed iff all roots Aj are real and ill-posed iff there exists a 
root Aj with nonzero imaginary part. 
For the rigid lid with dissipation, in Part 4.5, k cannot be factored out of the equation, so 
there we return to the variable w = w(k) and show that [e~(k)t[ is bounded as lk[ --* oo, which 
guarantees well-posedness. 
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All the steps of the outlined dispersion analysis, which require large amounts of formula process- 
ing which is tedious to work by hand, have been implemented in the computer algebra system 
REDUCE [14]. Also deriving of the system (36), which is a quite large and complicated nonlinear 
system of partial differential equations (for an example see the appendix where the system (36) 
for the Case 3 is shown), has been included in the algebraic ode. Having all this machinery in 
hand allows us to do experiments with the statement of the model trying to make the system 
well-posed. 
Previous results obtained by hand [15,16] for the four cases described in Sections 4.3-4.6 have 
been checked with the same results obtained from the computer. From here on the quantities 
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Figure 1. Region of well-posedness of basic shallow water free surface. 
4.1. Case 1: Shal low Water,  Free Surface 
The variable k factors out of the polynomial P(A) (39) leaving 
P~) (40) PI(~) = (~ + ul)2(,~ + u2) 2 - gnx(,~ + u2) 2 - gn2(,~ + ul) 2 + g2nln2 1 - ~ . 
This corrects an error in [2]. Without loss of generality we can assume that ul = 0. Further 
we make substitutions Hi = gh i ,u  = u2 ,R  = Pl /P2.  For the case u = 0, the odd powers of A 
disappear and we have the polynomial 
P I (A )=A4-A2(H I+H2)+HIH2(1-1) .  
This is quadratic in A 2 with roots 
Then for R > 1 there are 4 distinct real A. Thus, for R > 1, there exists e > 0 such that for 
lu2 - ull < e the problem is well-posed. For R < 1 and ul = u2 the problem is ill-posed. 
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Our problem now is to determine conditions on the parameters of the polynomial P1 under 
which the polynomial has only real roots. In the space of the parameters we define 2 regions. 
In the first region the polynomial will have only real roots and in the second there will exist 
roots with nonzero imaginary part. The number of real roots of a polynomial changes in the 
points of the parameter space where the polynomial has at least one real multiple root. The 
polynomial has real multiple roots iff there exists a common root of the polynomial and its 
derivative. Two polynomials have a common root iff their resultant is zero [17] (the resultant is 
a polynomial in the coefficients of the two given polynomials; the resultant of a polynomial and 
its derivative is equal to the discriminant of the polynomial multiplied by the leading coefficient 
of the polynomial which is the coefficient of the power with highest degree [18]). So the resultant 
of P1 and PI~ describes the surface in the parameter space which divides the space into several 
connected regions so that over each of these regions either all roots are real or there exist roots 
with nonzero imaginary part. This means that we have to choose a point in each of these regions 
and test if at this point the polynomial has all roots real. 
We have carried out the outlined procedure for the polynomial (40) with particular values 
H1 = H2 = 1/2. The result is shown in Figure 1. 
4.2. Case 2: Shallow Water, Rigid Lid 
The variable k factors out of the polynomial P(A) (39) leaving a polynomial quadratic in A, 
which has the discriminant 
D= -4hlh2 (ul - u2) 2+g(p2-p l )  ~ + ~ . 
For the problem to be well-posed, the discriminant has to be positive, which is the case if 
(Ul - u2) 2 _< g(p l  - p2) Tll + N ' 
This corrects an error in [2]. 
4.3. Case 3: Piecewise Linear w, Free Surface 
The variable k factors out of the polynomial P(A) (39) leaving 
Pl( ) = - 
where Q(A) is quadratic in A and its discriminant is
D = -48(ul  - u2)2h2zlplp2. 
As D is unconditionally negative P(A) has roots with nonzero imaginary part and the problem 
is unconditionally ill-posed, except in trivial cases. The same result has been obtained by hand 
calculations, by REDUCE and by MACSYMA. 
4.4. Case 4: Piecewise Linear w, Rigid Lid 
The dispersion analysis, after factoring out k, gives a polynomial P1 (A) which is quadratic in A. 
The discriminant of this polynomial is 
D = -4(u l  - u2)2h2zlplp2, 
the same (except positive multiple) as in Case 3, Section 4.3. D is negative so that the problem 
is unconditionally ill-posed. 
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4.5. Case 5: Piecewise Linear w, Rigid Lid, with Dissipation 
The dispersion analysis, after factoring out k and other common factors, gives us a polynomial 
PI(A) which is quadratic in A. For the second order dissipation, r -- 1, the discriminant of P1 is 
the same as in Section 4.4, so the problem is ill-posed. 
For the fourth order dissipation, r = 2, we have derived precisely the same result as in [15]: 
namely (in terms of ~v), there are two roots a J1 and w2, where ~1 = ibk 2 + O(k),  b > 0 and 
independent of k, so that e ~l t  decays exponentially with [k I --- ~ ;  and w2 = T~k + O(1), 7~ being 
real and independent of k, so that e i~2t is bounded. Note that the dissipation does not lead to 
complete xponential decay, which is typical when dissipation is added to an ill-posed problem, 
see, e.g., [19]. 
4.6. Case 6: Piecewise Quadratic w, Free Surface 
From the dispersion analysis we get the polynomial 
PI(A) = (A + ul + crh2)Q(A), 
where Q(A) is cubic in A. Searching for roots with nonzero imaginary part we can cancel the linear 
factor having a real root. Without loss of generality we can assume ul = 0. With this assumption 
and by introducing new variables a = A/(ah2), R = Pl/P2, S = hi~h2 we transform Q into the 
equivalent polynomial 
T(c~, R, S) = 10c~3(6R2S + 6S + 1) + 2c~2(24RS 2 + 37S + 6) + 3a(8S + 1) + 3S. 
T is cubic in c~ and as R, S vary, T can have either 3 real roots or 1 real and 2 complex conjugate 
roots. So the (R, S) space is divided into 2 regions; in one, T has 3 real roots, while in the other, 
T has roots with nonzero imaginary part. The border between these regions is formed by points 
for which T has a multiple real root, which happens when T and T~ have a common root. So 
the curve that forms the boundary is defined by the zero set of the resultant [17] of T and Ta. 
The resultant is a polynomial of eighth degree in S and sixth degree in R with integer coefficients 
up to 7 decimal digits. We do not present he resultant explicitly here; however in Figure 2 we 
present he above noted regions defined by the resultant and T in the range of our interest, i.e., 
around R = 1. The region where T has 3 real roots corresponds to the region of R, S for which 
the problem of this section is well-posed. 
1.2 , , , , , , 
1 .15  
1.1 






I 0.8  I I I I ! 
0 0 .05  0.1 0 .15  0 .2  0 .25  0 .3  
s 
Figure 2. Region of well-posedness of basic free surface, piecewise quadratic model. 
Models of Incompressible Flow 35 
4.7. Case 7: Piecewise Quadratic w, Free Surface, Weight 
In this and the following section we try to enlarge the region of the (R, S) space where the 
problem is well-posed. The area of our main interest lies around R = 1 as in most cases the 
densities Pl and P2 are quite close. 
From the dispersion analysis we get the polynomial 
PI(A) = (A+ul  + ah2)Q(A), 
where Q(A) is cubic in A. Note that the linear factor is the same as for the case of integral average 
without weight from previous section. 
We have introduced the same variables a, R, S as in the previous ection. However, to continue 
further we need to choose a particular form of the weight ¢. First we have chosen a -- 0, b = 1, 
c = 7z2, i.e., 
¢ = z + ~/z2. 
We have again calculated the resultant of Q and Qa which is a polynomial in R, S, 7. We have 
analyzed the positive roots of this polynomial for R = 1 and different values of % For several 
values of 7 E (0, 1) we have got only one positive root $1(7), and by checking the roots of Q(a) for 
a point from (0, $1) we have found that the problem is well-posed for S E (0, $1). The greatest $1 
(i.e., largest region of well-posedness) is obtained for ~/ = 0 and is Sm = 0.2548. So for R = 1 
we have got a well-posed region for S to be (0, Sin), which is an improvement if we compare it 
to the result of the previous section in Figure 2; however still the region is quite small. For the 
optimal case ~' = 0 the border between the well- and ill-posed regions approaches the line S = 0 
as R grows, however not too rapidly, e.g., for R = 2 the stability region includes S E (0,0.22). 
We have tried the same approach for quadratic weight a = -1 ,  b = z2, c = 0, i.e., 
¢ = z (z2  - z); 
however the results are worse than in the previous, linear weight case. Particularly the problem 
is well-posed for R = 1, S c (0, 0.21) or for R = 2, S E (0, 0.19). 
4.8. Case  8: Piecewise Quadratic w, Free Surface,  Po int  Values 
Dispersion analysis gives us again the polynomial P1 with the same linear factor as in the 
previous two sections and a cubic polynomial Q. Again we introduce the variables c~, R, S, 
calculate the resultant, and analyze the roots of the resultant for R = 1 and different values 
of ~, 7. In all cases we have again got one positive root $1 and the region of well-posedness 
S c (0, $1). The root $1 increases with both/3, 7 giving the largest region for/3 = 1, ~/= 1. For 
this case the resultant is 
Res(~ = 1, 7 = 1) = -64(4S + 1)2(7S 2 - 2S -  1), 
giving us the positive root Sm= (2v/2 + 1)/7 which is approximately 0.5469. Note that the 
resultant is in this optimal case independent of R, which means that for all densities Pi the 
problem is well-posed if hi _< h2 (2v/-2 + 1)/7. So we have succeeded in considerably enlarging 
the region of well-posedness from Figure 2 and have also made it independent of the densities 
ratio R. 
5. CONCLUSION 
We have verified the results of well-posedness analysis of complicated models, originally per- 
formed by hand, for six cases by using computer algebra and we have analysed two other new 
cases. Symbolic computation has proved to be a valuable tool for performing operations with 
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large formulas; however human assistance is still necessary for providing advice on the type of 
substitution to use to simplify the result. So it seems that still humans cannot be replaced by 
computers. 
The Green-Naghdi nonhydrostatic approximation, while apparently very useful for a single 
layer, does not seem to improve significantly the basic ill-posedness of classic two layer shallow 
water model. 
APPENDIX  
SYSTEM OF  EQUATIONS FOR CASE 3: 
P IECEWISE  L INEAR w, FREE SURFACE 
To show the complexity of equations analyzed in this paper we present here the system of 
partial differential equations for the Case 3 which is described in Section 3.3. These equations 
have been calculated and typeset by REDUCE, so that they are not written in the simplest form. 
E1 =- hit + hlxUl + ulxhl = O, 
E2 = h2t + h2xu2 + u2zh2 = 0, 
E3 ==- 6p2ghexhl + 3p2hl (4h2zhltxu2 +2h2zhm + 2h2xhlxxU 2 + 2h2xhlxU2t 
÷ 2h2xhlxU2xU2 + 2h2xhoxzU 2 + 2h2xhoxu2t + 2h2xhoxu2xU2 - 2h2xu2txh2 
- 2h2xu2~h2u2 + 2h2~u2zh2 + 4hltzxh2u2 +4hlt~u2xh2 +2hltt~h2 
+ 2hlxzxh2u 2 + 2hlxxu2th2 + 6hlzxu2xh2u2 +2hlxu2txh2 +2hlxU2xxh2u2 
+ 2hl~u~h2 +2ho~xxh2u  + 2ho~u2th2 + 6ho~xu2xh2u2 + hoxu2t~h2 
u 2 
+ 2hoxU2~x~2~2 + 2ho~U~xh2 - ~2t~h~ - ~2~h~2 + 2~2~h2)  
+ 6plghl(hl~ + hox) + plhl(6hl~hozxU~ + 6hlxho~ult +6hlxho~ul~ul 
- 6hlxUlt~hl - 6hl~ulx~hlul + 6hlxu2xhl + 3hoxxxhlu 2 + 6hoxxhoxu 2 
+ 3ho~ulthl + 9ho~xul~hlul + 6h2~ult + 6h~zulxul + 6ho~u2~hl 
- 2~h~ + 6~ - 2~h~1 + 2~1~h~1 + ~ )  = o. 
E4 - 6p2gh2(h2~ + hlx + hox) + p2h2(12h2xhltzu2 + 6h2xhm + 6h2~hlxxU22 
+ 6h2xhl~u2t +6h2xhlxu2xu2 + 6h2xhozxu~ + 6h2xhoxu2t + 6h2xhoxu2xu2 
- 6h2zu2txh2 - 6h2~u2xxh2u2 + 6h2zu2xh2 + 6hltxxh2u2 + 12hltxhlxu2 
+ 12hltxhoxu2 +6hlt~u2~h2 + 3hm~h2 + 6hmhlx + 6hmho~ 
+ 3hlxzxh2u 2 + 6hlxxhlxu~ +6hlxxhozu 2 + 3hlx~u2th2 +9hlxxu2xh2u2 
+ 6h2xu2t + 6h2zu2~u2 + 6h~zhoxxU 2 + 12hlzhoxu2t + 12hlxho~u2~u2 
+ 6h~u2xh2 +3ho~z~h2u  +6ho~xhoxu 2 + 3ho~u2th2 + 9ho~u2~h2u2 
+ ~ + ~]x~2x~ +~ o ~  - ~2~ + ~2~ 
- 2u2~h2u2 +2u2x~u2~h22 + 6U2xU2) = 0. 
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