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Abstract
A decomposition F = {F1; F2; : : : ; Fr} of the edge set of a graph G is called a resolv-
ing r-decomposition if for any pair of edges e1 and e2, there exists an index i such that
d(e1; Fi) =d(e2; Fi), where d(e; F) denotes the distance from e to F . The decomposition dimen-
sion dec(G) of a graph G is the least integer r such that there exists a resolving r-decomposition.
It is proved that for any k¿ 3 and r¿ log2 k+1, there exists a tree T such that the maximum
degree of T is k and dec(T ) is r. The relation between the decomposition dimension and the
diameter of a tree is also discussed. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let G be a 7nite undirected graph without loops or multiple edges. Let V (G) and
E(G) denote the vertex set and the edge set of G, respectively. In this paper, we
always assume that G is a connected graph. Let e1 and e2 be edges of G. The distance
from e1 to e2, denoted by dG(e1; e2) or simply d(e1; e2), is de7ned as the number of
vertices contained in the shortest path in G from e1 to e2. Note that d(e; e)= 0 for any
edge e. For an edge e and an edge set F⊂E(G), we de7ne d(e; F) as the minimum
d(e; f) over f∈F .
According to [1], we de7ne the decomposition dimension of a graph G as follows.
Suppose that a decomposition F={F1; F2; : : : ; Fr} of E(G)=F1 ∪F2 ∪ · · · ∪Fr is given.
We call F a resolving r-decomposition if for any pair of edges e1 and e2, there exists
some index i such that d(e1; Fi) =d(e2; Fi). The decomposition dimension dec(G) of a
graph G is the least integer r for which there exists a resolving r-decomposition of G.
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A similar notion to the decomposition dimension is the metric dimension [2]. Let G
be a graph. For a pair of vertices v1 and v2 of G, let d(v1; v2) denote the length of a
shortest path from v1 to v2. A vertex set S⊂V (G) is called a metric basis of G if for
any pair of vertices x; y of G, there exists a vertex v∈S such that d(x; v) =d(y; v). The
metric dimension (G) is the cardinality of a smallest metric basis of G. The metric
dimension has been studied extensively [2–5].
Let L(G) be the line graph of G, that is, the vertex set of L(G) is the edge set
of G and a pair of vertices e1, e2 of L(G) is adjacent if and only if e1 and e2
have a common endvertex in G. If S = {e1; e2; : : : ; es} is a metric basis of L(G), then
F={{e1}; {e2}; : : : ; {es}; E(G)\S} is a resolving decomposition of G. Hence, we have
the inequality dec(G)6(L(G))+ 1.
In this paper, we deal with the decomposition dimension of a tree. It is known
that for any two positive integers k and n¿2, there exists a tree T of order n and
dec(T )= k [1]. In the following, a vertex of degree one in a tree is called a leaf vertex,
and an edge incident to a leaf vertex is called a leaf edge.
2. Main results
We focus on the relation between the decomposition dimension and the maximum
degree, denoted by (G), of a graph G. In [1], it is shown that if (G)= 2, then
dec(G)63, and it is also shown that if T is a tree, dec(T )= 2 holds if and only if
(T )= 2. The authors raised the problem of determining the possible values of dec(T )
among all trees T with (T )= 3. We settle the problem for any given maximum
degree. First, we show that the decomposition dimension of a graph is bounded from
below as follows.
Theorem 1. Let G be a graph. Then dec(G)¿	log2 (G)
+1.
Proof. Suppose that F={F1; F2; : : : ; Fr} is a resolving decomposition of G. Set
k =(G). We want to show that k62r−1. Take a vertex v with deg(v)= k. Let
Fi(v) be the set of edges of Fi incident to v. Set mi = |Fi(v)|. Without loss of gen-
erality, we may assume m1¿m2¿· · ·¿ms¿0, ms+1 = · · ·=mr =0 for some s¿1. If
m1 = 1, then we have k = s6r62r−1, as required. Hence, we may assume m1¿2.
Let e1 and e2 be a pair of edges in F1(v). Then, we have d(e1; F1)=d(e2; F1)= 0
and d(e1; Fj)=d(e2; Fj)= 1 for any j with 26j6s. Furthermore, we have |d(e1; Fj)−
d(e2; Fj)|61 for any j with j¿s+1, because e1 and e2 are mutually adjacent. It fol-
lows that we need m162r−s in order to distinguish any pair of edges in F1(v). Hence,
we have k6sm16s2r−s. The rightmost term of this inequality attains the maximum in
case s=1 or 2. It follows that k62r−1, as required.
In contrast to the case (G)= 2, if (G)¿3, there exists a tree with any given
maximum degree and any given decomposition dimension satisfying the inequality of
Theorem 1.
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Theorem 2. Let k and r be integers satisfying k¿3 and r¿	log2 k
+1. Then there
exists a tree T such that (T )= k and dec(T )= r.
Theorem 2 is proved in Section 3.
Let T (k; h) be a balanced k-ary tree with height h, that is, T (k; h) is a rooted
tree such that every non-leaf vertex has k children. It is not diEcult to prove
that dec(T (k; h))→∞ as h→∞ for any 7xed integer k¿2 by using Lemma 3 in
Section 3. It is natural to expect the following inequalities to hold, but this is still an
open problem.
Conjecture 1. Let k¿2. Then dec(T (k; h))6dec(T (k; h+1)) for any h¿1.
Conjecture 2. Let k¿2. Then dec(T (k; h+1))6dec(T (k; h))+ 1 for any h¿1.
Note that if Conjecture 2 is settled aErmatively, the essential part of Theorem 2
follows from the inequality. For k =2, Conjecture 2 is an immediate corollary of
Lemma 4 in Section 3.
In Section 4, we discuss the relation between the decomposition dimension and the
diameter of a tree.
3. Proof of Theorem 2
We 7x k¿3 throughout the proof. First, we construct a tree T with (T )= k and
dec(T )= 	log2 k
+1. Let us start with a vertex x0 and join it to vertices x1; x2; : : : ; xk .
Set r= 	log2 k
+1. Let us take k distinct subsets A1; A2; : : : ; Ak⊂[1; r − 1]. For each
i with 16i6k, we introduce a new vertex xi; j for each j∈Ai and join xi to xi; j.
Note that (T )= k, because deg(x0)= k, deg(xi)= |Ai|+16r6k for any 16i6k,
and deg(xi; j)= 1 for any i and j.
It follows that dec(T )¿r by Theorem 1. Let us de7ne a decomposition
F={F0; F1; : : : ; Fr−1} such that x0xi∈F0 for 16i6k and xi xi; j∈Fj for 16i6k and
j∈Ai. It suEces to show that F is a resolving decomposition in order to prove
dec(T )= r. Let e1 and e2 be any pair of edges in a common edge class. We may assume
that a vertex xl is an endvertex of el for l=1, 2. Since any xi with 16i6k is in-
cident to at most one edge for each edge class, we have 1 = 2. Let j be an index
with j∈(A1\A2 )∪ (A2\A1 ). We may assume j∈A1\A2 . It follows that d(e1; Fj)= 1
and d(e2; Fj)¿1. Therefore, F is a resolving decomposition, as required.
Next, we shall show the existence of a tree T satisfying (T )= k and dec(T )= r
with r¿	log2 k
+1. Let T0 be a tree with (T0)= k and dec(T0)= 	log2 k
+1. We
choose a leaf vertex v∈V (T0) arbitrarily, and 7x v in the following. Let Sh be a
balanced binary tree of height h. We join T0 and Sh together by identifying v as the
root of Sh. Let us denote the resulted tree by Th. We set rh=dec(Th).
Claim 1. rh tends to ∞ as h tends to ∞.
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In order to prove Claim 1, we employ the following lemma, which was proved
essentially in [1]. Let us de7ne the edge-diameter of a graph G as the largest distance
of two edges e1 and e2 over E(G), that is, it is the diameter of L(G).
Lemma 3. Let G be a graph with edge-diameter d and decomposition dimension r.
Then |E(G)|6rdr−1.
Proof. Let F={F1; F2; : : : ; Fr} be a resolving r-decomposition of G. Let f be a
function from E(G) to {0; 1; : : : ; d}r such that f(e)= (d(e; F1); d(e; F2); : : : ; d(e; Fr)).
Since F is a resolving decomposition, it follows that f is injective. Moreover, there
is one and only one class Fi∈F such that d(e; Fi)= 0 for each edge e. Therefore,
|E(G)|6rdr−1 holds, as required.
We are ready to prove Claim 1. The edge-diameter of Th is 2h−1 if h is large enough
with respect to the edge-diameter of T0. We also have |E(Th)|¿|E(Sh)|=2h+1 − 2.
Hence, 2h+1 − 26rh(2h− 1)rh−1 holds by Lemma 3. Then the claim follows.
Claim 2. rh+16rh+1.
We shall prove Claim 2 in a slightly generalized manner. The following lemma will
be used in the proof of Theorem 6 in a later section as well.
Lemma 4. Let T be a tree with at least two edges. Let p¿1 and q be non-negative
integers with p¿q. Let X = {x1; x2; : : : ; xp} be a set of leaf vertices of T . A tree T ′
is de6ned with extra vertices V+ and edges E+ as follows:
V (T ′)=V (T )∪V+;
E(T ′)=E(T )∪E+; where
V+ = {y1; y2; : : : ; yp; z1; z2; : : : ; zq};
E+ = {xiyi: 16i6p}∪ {xi zi: 16i6q}:
Let wi be the vertex adjacent to xi in T for 16i6p. Suppose that there exists a
resolving r-decomposition F={F1; F2; : : : ; Fr} of T such that (i) p=1 or (ii) for any
i6p there exists some edge class F∈F with dT (xiwi; F)= 1.
Then there exists a resolving (r+1)-decomposition F′ of T ′ such that the restric-
tion F′ on T is isomorphic to F.
Proof. We call an edge xiwi a predecessor of xiyi and xi zi, and denote xiwi =p(xiyi)=
p(xi zi). We extend F to the decomposition F′=F∪{Fr+1} on T ′ such that
xiyi∈Fr+1 for 16i6p;
xi zi∈Fj if xiwi∈Fj for 16i6q and 16j6r:
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It suEces to show that F′ is a resolving decomposition of T ′. Let e1 and e2 be two
distinct edges in T ′ in a common edge class. We want to show that e1 and e2 are
distinguished by some edge class.
Case 1: e1; e2∈E(T ). Since F is a resolving decomposition of T , there exists
an index j6r with dT (e1; Fj) =dT (e2; Fj). Because dT ′(e; Fi)=dT (e; Fi) holds for any
e∈E(T ) and 16i6r, it follows that dT ′(e1; Fj) =dT ′(e2; Fj), as required.
Case 2: e1; e2∈E+. By the way of the decomposition of E+, we may assume
p(e1) =p(e2). We may also assume p(e1) and p(e2) are contained in a common edge
class. Since F is a resolving decomposition of T , there exists an index j6r with
dT (p(e1); Fj) =dT (p(e2); Fj). Then, we have dT ′(el; Fj)=dT (p(el); Fj)+ 1 for l=1; 2.
It follows that dT ′(e1; Fj) =dT ′(e2; Fj), as required.
Case 3: e1∈E(T ) and e2∈E+. Since dT ′(e1; Fr+1)¿0, we may assume that e2 =∈ Fr+1.
Then dT ′(e2; Fr+1)= 1, and so we may also assume e1 = xlwl with some l. Let Fi be
the edge class which contains e1 and e2. If e1 =p(e2), then dT ′(e2; F)=dT ′(e1; F)+ 1
holds for any edge class F∈F′\{Fi; Fr+1}. Hence, e1 and e2 are distinguished, as
required. Therefore, we may assume e1 =p(e2). In particular, we have p¿2. Then, by
the assumption (ii) of the lemma, there exists an edge class Fj∈F with dT (e1; Fj)= 1.
It follows that dT ′(e1; Fj)= 1. On the other hand, we have dT ′(e2; Fj)¿1. Therefore, e1
and e2 are distinguished by F′, as required.
In Lemma 4, if every vertex wi is adjacent to at least two leaf vertices in T , then
any resolving decomposition of T satis7es the condition (ii), because any two mutually
adjacent leaf edges are always in diGerent edge classes. Therefore, Claim 2 is derived
from Lemma 4.
By Claims 1 and 2, it follows that there exists a tree T with dec(T )= r for any
r¿	log2 k
+1. This completes the proof of Theorem 2.
4. The decomposition dimension and the diameter
By Lemma 3, it implies that the diameter of a graph G is closely related to dec(G).
In this section, we consider the relation between the decomposition dimension and the
diameter of a tree. Let T be a tree and let x be a vertex of T . We call T height
regular of height h with root x if the distance from x to any leaf vertex other than x
is h. Note that a tree may have diGerent heights depending on the choice of the root.
For example, we consider a path of length 2. If we choose the center of the path as
a root, the height is 1. On the other hand, if we choose an endvertex of the path as a
root, the height becomes 2. In the following, we simply call T height regular, if T is
height regular with some root.
Theorem 5. Let h¿1 and k¿3. Let T be a height regular tree of height h and
(T )= k. Then dec(T )6h+ k − 1.
Proof. We shall prove the following claim by induction on h.
224 H. Enomoto, T. Nakamigawa /Discrete Mathematics 252 (2002) 219–225
Claim. For any height regular tree T of height h and maximum degree k, there exists
a resolving r-decomposition F of T such that r6h+ k − 1 and an edge class F0∈F
coincides with the set of all non-leaf edges of T .
If h=1, the claim clearly holds. Suppose that h¿1. Let x be the root of T . There
are height regular subtrees T1; T2; : : : ; Ta of height h− 1 such that
V (T )= {x}∪
a⋃
i=1
V (Ti);
E(T )= {xyi: 16i6a}∪
a⋃
i=1
E(Ti);
where yi is the root of Ti. Note that a6k holds.
By the inductive hypothesis, we have a resolving ri-decomposition Gi of Ti sat-
isfying the condition of the claim for each 16i6a. Let us denote r′i as the num-
ber of edge classes for leaf edges in Ti. Namely, if h¿3 then r′i = ri − 1, and if
h=2 then r′i = ri. Note that r
′
i6h+ k − 3 holds for any h¿2 and 16i6a. Let us
partition the set of all leaf edges of Ti into the 7rst r′i edge classes of the
sequence Fi+1; Fi+2; : : : ; Fh+k−2; F1; F2; : : : ; Fi−1 according to Gi. We also de7ne F0 as
the set of all non-leaf edges of T . We shall show that the resulting decomposition
F={F0; F1; : : : ; Fh+k−2} turns out to be a resolving decomposition of T . We de7ne
a tree Si such that V (Si)=V (Ti)∪{x} and E(Si)=E(Ti)∪{xyi}. It is not diEcult to
see that F has the following properties.
(P1) Let e∈E(Si) and F∈F. If F ∩E(Si) = ∅, then dT (e; F)=dSi(e; F).
(P2) For any pair of distinct subtrees Si and Sj, there exists an edge class F∈F
such that one and only one of Si and Sj contains an edge of F .
Let e1 and e2 be a pair of edges in a common edge class in T . We call the distance
from an edge e to its nearest leaf edge the level of e and denote it by l(e). First
suppose that l(e1) = l(e2). We may assume l(e1)¡l(e2) without loss of generality.
Then there is an edge set F∈F with dT (e1; F)= l(e1)¡l(e2)6dT (e2; F). Hence, we
assume l(e1)= l(e2) in the following.
Case 1: e1; e2∈E(Si) for some i. By the inductive hypothesis, there exists an edge set
F∈F such that F ∩E(Si) = ∅ and dSi(e1; F) =dSi(e2; F). From P1, we have dT (ej; F)=
dSi(ej; F) for j=1, 2. Hence, we have dT (e1; F) =dT (e2; F).
Case 2: e1∈E(Si) and e2∈E(Sj) for i = j. From P2, there exists an edge
set F∈F such that E(Si)∩F = ∅ and E(Sj)∩F = ∅. Since l(e1)= l(e2), we have
dT (e1; F)¡dT (e2; F).
Therefore, F is a resolving decomposition, as required.
We conjecture that Theorem 5 holds for any tree in the following sense.
Conjecture 3. Let k¿3 and d¿2. Let T be a tree with diameter d and (T )= k.
Then, dec(T )6d=2+ k − 1.
Conjecture 3 is true for a tree T with (T )= 3.
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Theorem 6. Let T be a tree with (T )= 3 and diam(T )=d¿2. Then,
dec(T )6d=2+ 2.
Proof. We shall prove the following claim by induction on d.
Claim. Let T be a tree with (T )63 and diam(T )=d¿2. Then there exists a
resolving r-decomposition of T with r6d=2+2 such that every leaf edge is incident
to an edge in a di9erent edge class.
It is not diEcult to see that the claim holds for d=2 or 3. Suppose that T is a tree
with (T )= 3 and diam(T )=d¿4. Let L be the set of all leaf vertices of T . For a
vertex v, let us denote the set of neighbors of v by N (v). We de7ne sets of vertices
in T such that
X = {x∈V (T )\L: |N (x)| − |N (x)∩L|=1};
Y = {y∈L: N (y)∩X = ∅}:
Let T0 =T − Y . It follows that T0 satis7es (T0)63 and diam(T0)=d − 2.
By the inductive hypothesis, T0 has a resolving r0-decomposition F0 with
r06(d − 2)=2+2= d=2+1. We can employ Lemma 4 in order to give a re-
solving (r0 + 1)-decomposition F of T , because the condition (ii) of Lemma 4 holds
by induction. Furthermore, the resulting decomposition F satis7es the condition of the
claim. This completes the proof.
The upper bounds in Theorem 5 and Theorem 6 are close to dec(T ) if T has
relatively many edges with respect to its diameter. Indeed, from Lemma 3, there exists
a positive constant c depending on k such that dec(T (k; h))¿ch= log2 h for any h.
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