This paper investigates cooperative flocking control design with connectivity preserving mechanism. During flocking, interagent distance is measured to determine communication topology of the flocks. Then, cooperative flocking motion is built based on cooperative artificial potential field with connectivity preserving mechanism to achieve the common flocking objective. The flocking control input is then obtained by deriving cooperative artificial potential field using control Lyapunov function. As a result, we prove that our flocking protocol establishes group stabilization and the communication topology of multiagent flocking is always connected.
Introduction
Flocking in nature is a coordinated movement of group of living entities. Recently, flocking behavior has been adopted in a multiagent system to resemble collective movement of living system, for example, collective movement of group of multirobot system and autonomous vehicles. Those multiple agents together form a cooperative system to solve complex problems in distributed manner that is impossible to be carried out by a single agent.
With respect to the literature of multiagent system, many theories denote that flocking model is built using three basic heuristic rules, that is, cohesion, separation, and velocity alignment, which is initiated for the first time by [1] . These three rules describe how an individual agent moves according to position and velocity of the nearest agents in flocks. Flocks always move together with velocity converging to the same value and guaranteeing no collision among agents.
In multiagent robot, common flocking rule can further be described technically as centroid attraction, collision avoidance, and velocity alignment, respectively. Centroid attraction rule tries to pull the agent to stay close to the nearby agents in the flocks if the agents are moving away. Meanwhile, collision avoidance rule forces the agent to avoid collision with nearby agents in the flock, while velocity synchronization rule will drive the agents to synchronize their velocities while moving in the flock. The most notable flocking controllers are based on the works of Tanner et al. [2, 3] and Olfati-Saber [4] . Olfati-Saber [4] does not use flock centering rule to build flocking formation; instead of that he defines lattice formation to keep interagent distance.
The synchronization of movement in flocking can be carried out through local or global communication, with explicit communication and without communication (stigmergic)2
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Network communication is mainly used to exchange information state between an agent and the nearby agents. Regarding this matter, the problem is that the initially connected network can not guarantee connectivity over the time during flock movement. Once disconnected, flock movement can be separated and that causes collective flocking goal not being achieved. Thus, it is important to prevent separation of the flock into multiple separate groups when the network is being disconnected. Regarding this issue, many kinds of research have been conducted to design flocking control input (flocking protocol) to ensure that the flocks achieve the collective goal while preserving connectedness during the movement. Connectivity preserving flocking of multiagent mobile robot then becomes a new trending area, and various flocking protocols have been proposed including both centralized and decentralized approaches, for example, presented in [7] [8] [9] .
Since connectivity of agents in flocking formation depends on its communication range, then the communication topology among agents can be connected or disconnected affected by the movement of an agent in flocks. The changes of signal power may also affect to the actual interagent distance since the distance is correspondingly perceived from measured signal power. Regarding this issue, a connectivity preserving mechanism is required to maintain connectivity during the flock movement. Fang et al. in [10] further divide connectivity preservation into two main categories, that is, conservative connectivity preservation and flexible connectivity preservation. In conservative connectivity preservation, the approach is to preserve all existing links; thus the network topology is strictly fixed, as presented in [7, 11, 12] . In flexible connectivity preservation approaches, the underlying communication topology is allowed to switch into different topologies, which means that edges are allowed to be added or removed from a node as long as the global graph topology is always connected. It is done by maintaining the spanning tree of the underlying network. Regarding these two approaches, therefore, the challenge is to design cooperative control law where it depends on the assumption that the underlying communication topology is connected over the time during the whole flocking evolution.
Formation of flocking is commonly used in the various practical implementation of flocking protocol, such as in coverage control using multiagent mobile robot, a formation of multiple UAV, and cooperative mobile sensor networks, as well as cooperative mobile robot, for a surveillance system. Therefore, the design of formation flocking needs to consider navigation capability along with separation, cohesion, velocity alignment, and connectivity of a multiagent network.
In this paper, our work is to preserve network connectivity by using an artificial potential function, where flocking protocol can also perform collision avoidance and obstacle avoidance function. The artificial potential function is then considered as control Lyapunov function candidate to be derived as continuous flocking control input. We also define the algebraic connectivity gradient controller and blend this gradient controller into flocking control input. This is the major difference of our work from [7, 9, 13, 14] . As a result, we conclude that, given the initially connected network, our flocking protocol can make all agents converge to a common velocity, collisions between agents, as well as between agent and obstacle, can be avoided, and the connectivity of underlying network can be preserved; thus the desired stable flocking behavior can be achieved. This paper is organized as follows. Section 1 is the introduction of this paper. Section 2 of this paper is about problem definition to design connectivity preserving flocking. Section 3 discusses the design of artificial potential function that will be involved in control Lyapunov function. Flocking controller design is presented in Section 4, while the simulation to verify the controller is presented in Section 5.
Problem Formulation and Assumption
Let us consider a group of points of mobile robots that consists of robot agents moving in 2D space. The dynamic of mobile robot agent is modeled aṡ Without loss of generality, each agent is strictly not selfcommunicating agent ( , ) ∉ E. Regarding Definition 2, interagent communication can then be constructed by adjacency matrix ∈ R × , with element
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From the adjacency matrix , the degree matrix is defined as = diag( ) = ∑ =1 . Laplacian matrix of G can be further obtained by subtracting adjacency matrix from degree matrix, such that = − , where Laplacian matrix is positive semidefinite. Let the eigenvalues of be 0 = 1 ≤ 2 ≤ ⋅ ⋅ ⋅ ≤ which is nondecreasing order with corresponding eigenvectors {V 1 , V 2 , . . . , V }. We denote that the remarkable properties of Laplacian matrix are as follows.
Lemma 3 (see [15] ). Given the undirected graph G (i) (G) is always symmetric and positive semidefinite and satisfies sum of square property
where ∈ R ;
(iii) (G) has a single zero eigenvalue and the corresponding eigenvector is 1 . This paper will focus on the design of flocking protocol that can preserve connectivity in terms of algebraic graph representation.
We define the stable flocking protocol as the necessary condition to preserve connectivity of the network all the time.
Definition 4 (stable flocking protocol). Group of robot agents is said to flock when all agents approach the same velocity, with no collisions among them, such that
where 2 is the second smallest eigenvalue of Laplacian matrix .
The connectivity maintenance of flocking topology is approximately determined by the distance between agents in the flock. The movement of agents that might cause the connectivity can be unavailable during flocking motion. Therefore, our problem is dealing with designing a cooperative flocking protocol using only local information to drive all robot agents to achieve the same velocity, avoiding collision with other agents in flock, avoiding static obstacle, driving the agents to the goal position, and guaranteeing that the network is always connected during the flocking, indicated by 2 ( ) > 0.
Potential Function Design
This section introduces the design of artificial potential functions for the purpose of target attraction, obstacle avoidance, and interagent attraction and repulsion. Since first used in [16] , the artificial potential function has been commonly used to solve the problems of motion planning in mobile robotic applications. Theoretically, the artificial potential function generates repulsive fields close to obstacles and attractive fields close target. In artificial potential fields, a noncollided motion is determined by how much the robot is attracted by other agents and repelled by either the obstacle or other agents. We add centroid function and attract-repel function to avoid local minima caused by goal attraction and obstacle function. The potential function method has several advantages, and the most important one is being easy to implement.
Environmental Potential Field.
Consider the multiagent robots move in configuration workspace, which is defined as follows.
Definition 5 (workspace). Suppose a point of robot moves in the workspace
that is, the Euclidean distance between two points does not exceed the area of 2 .
We define the free space, where there is no obstacle within the area.
Definition 6 (free space). Free space F is defined as F ≜ W ⋃ =1 , where a robot agent could move safely without colliding with any obstacles.
Given the position of robot agents in stack vector = [ 1 , . . . , ] ∈ R 2 , we assume all information of the environment in the W is known by each robot agent. A target or goal position of agent is defined as ∈ F, which is in the free area of configuration workspace. To attract the robot agent to reach the desired goal position, the attraction-totarget potential function T is defined as follows.
Definition 7 (target attraction function). T : F → [0, ∞)
is a metric that measures how close a robot agent is to the desired goal position. Target or goal attraction function is defined as
Let ∈ R 2 be th obstacle in the workspace and , ∈ R 2 be the th obstacle that has to be avoided by agent .
Definition 8 (obstacle)
. is a th disc obstacle that exists in workspace W with center ∈ R 2 and radius :
such that the distance of any point to the center of obstacle does not exceed .
Using the definitions above, all robot agents have to avoid obstacles that block the robot route toward the desired position. Therefore, each robot has to execute an obstacle avoidance function that is constructed by measuring the distance between the robot agent and the obstacle center ∈ W. The obstacle avoidance function computed by ith agent is defined as follows.
Definition 9 (obstacle avoidance function). Robot agent could avoid th obstacle with the following potential function:
where ∈ R 2 is the center of obstacle and is radius of obstacle , such that robot agent could avoid obstacle if none of them intersect each other within ‖ − ‖ > . Using the definitions above, the environmental potential field is composed of goal attractiveness and obstacle repulsiveness, and the result is depicted in Figure 1 . This figure illustrates two different sizes of obstacles indicated by two hills with high potential value, while the lowest potential, the darkest valley at the center of the basin, illustrates the desired position.
Interagent Potential Function.
We assume that the sensing capability of an agent equals its communication radius. Suppose there exists pair interaction between robot agents and via wireless communication network. The interaction between paired agents is limited by communication range, where the coverage of robot agent resembles a disk with a certain radius .
Definition 10 (agent disc radius). Let B( , ) be a disk with coverage radius , and = ( , ) ∈ R 2 is position of agent a ( , ) plane:
(ii) Close disk radius is an area covered by
Centroid of local flockmates Attraction force Figure 2 : Illustration of an agent disk radius and centroid attraction among the flockmates.
Attraction to Centroid.
The idea of flock centroid is initiated in [1] . Action to attract flock member to the center of a flock, or flock centering, makes the agents move in a direction toward the centroid. By means of flock centering, the flocking algorithm provides a mechanism to make sure that agents are attracted to each other and not moving away. This concept is further known as a part of the well-known one of three heuristic flocking rules initiated by Reynolds [1] . Illustration of agent's disk radius and the center of the flock can be seen in Figure 2 . This figure also explains how the interaction among agents in the flock occurs. The long-range attraction occurs between agents in the flocks. To make sure that robot agents in the flocks are attracted to each other, as well as attracted by the center of the flock, an attractive function is constructed by measuring the distance between individual agents and the center of the flocks. The flock centering attraction function is simply given by
Interagent Attraction
Repulsion. This paper uses the definition of closed disk coverage, where two interagent distances may occur within ‖ − ‖ ≤ . This condition is further coded into communication edge ( , ) ∈ E. Based on this interaction, the neighborhood of an agent is determined by N = { ∈ V | ( , ) ∈ E}. Using the definition of N , the interagent collision avoidance function is further defined.
Definition 11 (interagent collision avoidance). Collision avoidance function is used to keep ‖ − ‖ ≤ such that communication can be preserved and no agents collided during the flock movement.
Interagent collision avoidance is implemented by attractrepel function. The long-range attraction occurs between two Journal of Robotics 5 agents in the flocks. It is to make sure that the agents in the flock are attracted by the following function:
where is attraction constant. Properties of attraction function can be characterized as follows:
(i) Attractive potential function can be viewed as potential energy between agents in the flock.
(ii) Let Ψ ( ) be the attraction function; then (a) Ψ ( ) → 0, as agent ‖ − ‖ → ∞; that is, moves away from agent .
Interagent collision avoidance is implemented by short range repulsive function, which is formulated from the distance between agents. The objective of this function is to repel neighboring agents if they are too close; therefore collision can be avoided. The short range repulsive potential function is defined as
where is repulsion constant. The properties of repulsive function can be characterized as follows:
(i) Repulsive potential function can be viewed as potential energy between agents in the flock within the range [0, ) such that no collision occurs between agents ∈ N .
(ii) Let Φ ( ) be the repulsive function, such that
We combine attraction and repulsion potential function to generate attract-repel function as
The attractive-repulsive potential function may guarantee that agent never moves away from N . The plot of attractrepel function is depicted in Figure 3 . 
Flocking Controller Design
This section describes the design of flocking controller by utilizing control Lyapunov function. We use the direct method of Lyapunov to obtain the flocking control input which is derived from overall artificial potential function that has been defined in the previous section. The reader may refer to [17] [18] [19] for the detail of control Lyapunov function for multiagent system.
Control Lyapunov Function.
Regarding [1, 4, 7] , flocking control law, which is also known as flocking protocol, is composed of negative gradient of potential force and consensus velocity of flock members. The force is obtained from the gradient of potential fields. Generally, the objective of flocking control is to steer the flock such that velocity between agents and is approximately the same. We extend the control law of formation control problem in [14] into flocking problem. First of all, consider a multiagent system dynamicṡ=
where ∈ R 2 is position of agent in two-dimensional space, is agent velocity, and in control input to be designed. Our intention is to use control Lyapunov function to obtain control input , which is derived from the potential function. We recall the sum of potential functions from (5), (7), (8) , and (11), 
Regarding Definition 12, the candidate of Lyapunov function is then defined by combining all potential energy obtained from potential function, with kinetic energy as the difference between velocity of agent and agent ,
Candidate of Lyapunov function for all agents can then be written as
To extract the control input from candidate of Lyapunov function, we differentiate all potential function components in , such that flocking control input for system (12) is obtained froṁ( ). We consider the assumption described in previous section to generate the following theorem.
Theorem 13. The holonomic agents use dynamics in system (12). The stable flocking control input can be obtained from the gradient of (16). The flocking protocol is stable such that each agent moves in the flock, the obstacle can be avoided, and there is no interagent collision, and finally agents stop at a defined goal position.
To prove the above theorem, we consider (16) . It is obvious that (0) = 0, and is positive-definite function and continuous when
Since the force is negative gradient along the trajectories of , then we can writė
The velocity is the form of negative force that equals
We then check the definiteness of Lyapunov function, such thaṫ=
It is clear that since (20) is negative semidefinite, then control input is Lyapunov stable. Therefore, the flocking control input can then be obtained from the gradient of Lyapunov functioṅ( , ) as follows:
The notation = (1/ ) ∑ =1 is the center of the flock. Thus, we can substitute flocking control input in system (12) with (21). It can be observed that the last term of control input is velocity consensus.
Convergence of Velocity.
In this subsection, we present the analysis of velocity convergence which is the necessary condition of stable flocking controller as in Definition 4. We begin with the stationary of the center of the flocks, which is to attract all flock members during the movement. Now let us consider the following lemma.
Lemma 14. Using system (12) and control input in (21), the centroid of the flocks is stationary ∀ > 0.
Proof. Let = (1/ ) ∑ =1 be the center of the flocks. The time derivative of can further be defined aṡ
Let us consider the system =̇and leṫ= ∇ R ( ) = −( − exp −( − )/ )( − ) be the attract-repel force. Let
is odd function such that (− ) = − ( ). Due to the symmetry of odd function, (22) can be written aṡ
Let the invariant set of equilibrium (or stationary) points be Ω = { |̇= 0}. It implieṡ=, which means that all individual agents' velocity equals the velocity of center of the flocks.
We begin with following theorem.
Theorem 15. Robot agent that uses control input (21) eventually can reach the same velocity during flocking and collision
can be avoided and achieve the desired goal.
Proof. To prove this theorem, we rewrite the sum of potential function P defined in (13):
The candidate of Lyapunov function is then defined, which consists of artificial potential function and velocity of each agent.
The derivative of Lyapunov function along iṡ
By replacinġin (26) with in (21), we obtaiṅ
The neighborhood ∈ N is represented by adjacency element ; then (27) can be written aṡ
where is the Laplacian matrix and is the identity matrix. Therefore it means that when − ( ⊗ ) = 0, the agent velocity 1 = 2 = ⋅ ⋅ ⋅ = , = 1, 2, . . . , .
Algebraic Connectivity Gradient
Controller. In this section, we add the term of gradient of algebraic connectivity along into in (21). We redefine the adjacency matrix as follows:
We can also write the second smallest eigenvalue of Laplacian matrix 2 = V 2 V 2 , where V 2 is corresponding eigenvector of 2 . Due to the properties of Laplacian matrix, the connectivity is guaranteed if 2 ( ) > 0. Suppose we define (0, 1] ∈ to be the lower bound of 2 . It is clear that when 2 goes to , it means that the graph connectivity is weak. Regarding this condition, we consider adding the value of algebraic connectivity as the additional term in flocking protocol, which is to make sure that 2 ≥ .
Let us define the following theorem. Proof. To proof this theorem, we follow [20] . We can also write
where V is corresponding eigenvector of 2 . Suppose we want to define the gradient controller with algebraic connectivity function. The control input can be defined by taking the derivative of 2 along as follows:
The solution of first term is partial derivative of ( 2 ( )) on
The next step is to find the solution of second term of partial derivative of 2 / in (31). We use [20] to find 2 / .
Lemma 6 (see [20] ). Given any positively weighted graph G, 2 is a nondecreasing function of each weight .
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Second smallest eigenvalue can be written in the form of
As a consequence, therefore, the partial derivative of 2 can also be written as follows:
By replacing with
Therefore, the gradient of ( 2 − ) exists along , and this value asymptotically approaches a constant value as 2 increases.
We further define the gradient of algebraic connectivity as control input as follows:
We define the following nonnegative energy function as the candidate of Lyapunov function:
With respect to [20] , ∇ =̇= . Thus, the derivative of candidate of Lyapunov function iṡ
(38) Equation (36) can then be added into the previous flocking protocol as a new term in (21),
To analyze the stability of flocking controller after addition, we take the derivative in (28) with respect to and add it with the derivative of Lyapunov function in (38) with respect to , such thaṫ
(40) initialization all variables and constants while < end do capture position ; It means that adding gradient of algebraic connectivity to the previous flocking control input remains guarantees the stability in the sense of Lyapunov, connectivity can be maintained, collision between agents as well as with obstacle can be avoided, and the agent can reach the common desired position.
Simulation of Multiagent Connectivity Preserving Flocking
This section demonstrates the simulation results of connectivity preserving flocking in multiagent system using the stable control input obtained from the previous section. The simulation verifies flocking protocol, which is derived using control Lyapunov function. The common algorithm to simulate multiagent robot with connectivity preserving flocking is depicted in Algorithm 1. For simulation purpose, the different flocking scenarios are also presented: workspace without obstacle, with single obstacle, and with multiple obstacles. In all scenarios, the point mass mobile robot agents move from the initial position to the goal position while avoiding each other. All scenarios in simulation are conducted in Matlab. The initial position of each robot agent is generated randomly with initial connected topology at = 1 to 5, = 1 to 5. The size of obstacles is varied from = 1 to = 3. For the purpose of simulation, we use the same communication radius = 5. The simulation scenarios are determined as follows:
(1) multiagent flocking without obstacle, flocking without obstacle in the configuration workspace. We simulate five points of robots that represent robot agent, randomly starting from initial condition around = (0, 0) up to (5, 5) in coordinate plane, and target position is = (35, 35). We plot the trajectory of robot during simulation and the result is depicted in Figure 4 .
From simulation, it can be seen that the multiagent graph is always connected during flocking evolution. The convergence of agent's velocity is determined by consensus term as described in control input in (21). In Figure 5 it can be seen that the velocity of agents converges to the same value when consensus is used in the connectivity preserving flocking protocol.
(2) Multiagent Flocking with Single Obstacle. We plot the trajectory of a robot during simulation as depicted in Figure 6 . The multiagent graph is always connected during flocking evolution. In this simulation, we can also see that velocity of agents still converges to the same value, as depicted in Figure 7 . A slightly different result is obtained when obstacle is present in the workspace. Agents can reach velocity convergence in the beginning. However, when detecting the obstacles, the velocity is a bit varying before it finally converges. workspace. We assume that three multiple sizes of obstacles represent a small, medium, and large size of obstacle. For this purpose, we use two different subscenarios: first is simulation with five robot agents, and the second one is with ten robot agents.
The robot trajectories during simulation of multiagent with multiple size obstacles can be seen in Figure 8 . We also plot the velocity convergence of flock during simulation and the results are depicted in Figure 9 . In Figure 10 , ten robot agents are simulated to perform flocking and reach the goal position. This is to see how the flocking control input works with large number of agents. Ten agents can still move in the flock while avoiding three different sizes of obstacle and finally reach the desired position.
(4) Multiagent Flocking with Algebraic Connectivity Controller. In this scenario, we use (39) to preserve connectivity by using gradient of algebraic connectivity. During simulation, the values of algebraic connectivity, which indicates the measure of connectedness of multiagent network, are plotted and depicted in Figure 13 . From the beginning of simulation, it can be seen that the value of algebraic connectivity remains >0, meaning that the flocking controller still guarantees connectivity while avoiding obstacle as illustrated by robot trajectories shown in Figure 11 .
We also compare the velocity convergence where the gradient of 2 is added into the flocking control input, and the plot is depicted in Figure 12 . By adding 2 gradient controller, velocity alignment in flocking protocol is smooth and faster compared to flocking controller without 2 gradient controller.
Conclusion
In this paper, the control Lyapunov function is successfully used to construct flocking control input with connectivity preservation in a group of networks of mobile robot agents. We model the agents as a dynamic point mass, and the proposed control strategy involves potential force and velocity consensus. Several potential forces are designed to steer the neighbor agents to predetermined distance while avoiding collision among them such that connectedness of network topologies can be guaranteed. Under the assumption that the initial flocking topology is connected, the overall flocking topology is preserved to be connected while obstacle and collision avoidance are also guaranteed. Simulation results verify the new proposed control input with gradient of algebraic connectivity. From the multiagent flocking point of view, it implies that the overall controller could maintain connectivity of agents, forming cohesive multiple agents, and matching velocities. In order to guarantee goal achievement of multiagent flocking, connectivity is still preserved by keeping the second smallest eigenvalue of flocking topology 2 > 0.
