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HgTe-based quantum wells (QWs) possess very strong spin-orbit interaction (SOI) and have be-
come an ideal platform for the study of fundamental SOI-dependent phenomena and the topological
insulator phase. Circular photogalvanic effect (CPGE) in HgTe QWs is of great interest because it
provides an effective optical access to probe the spin-related information of HgTe systems. However,
the complex band structure and large spin-splitting of HgTe QWs makes it inadequate to analyze
the experimental results of CPGE in HgTe QWs [B. Wittmann et al., Semicond. Sci. Technol. 25,
095005 (2010)] with reduced band models. Here, based on the realistic eight-band k ·p Hamiltonian
and combined with the density-matrix formalism, we present a detailed theoretical investigation of
CPGE in (001)-oriented Hg0.3Cd0.7Te/HgTe/Hg0.3Cd0.7Te QWs. We find the CPGE currents in
HgTe QWs in the heavily inverted regime are significantly enhanced due to the strong distortion of
band dispersion at a certain range of the energy spectrum. This enhancement effect could offer an
experimental certificate that the HgTe QW is in the heavily inverted phase (usually accompanied
with the emergence of two-dimensional topological edge states), and could also be utilized in engi-
neering the high efficiency ellipticity detector of infrared and terahertz radiation [S. N. Danilov et
al., J. Appl. Phys. 105, 013106 (2009)]. Additionally, within the same theoretical framework, we
also investigate the interplay effect of structure inversion asymmetry and bulk inversion asymmetry
and the pure spin currents driven by linearly polarized light in HgTe QWs.
PACS numbers: 78.20.Bh, 72.25.Fe, 78.67.De, 71.28.+d, 73.21.Fg
I. INTRODUCTION
HgTe, CdTe and their alloy Hg1−xCdxTe(x ∈ [0, 1])
can comprise heterostructures with a tunable direct
band-gap spanning shortwave infrared to terahertz re-
gion, and have been widely used in the devices of in-
frared photodetection1. With the rapid growth of spin-
tronics, the spin properties of Hg1−xCdxTe systems have
attracted more and more attention in recent decades.
Various spin-related phenomena have been discovered in
HgTe-based quantum wells (HgTe QWs), such as giant2,3
and nonlinear spin splitting4,5, large effective g factor6,
and intrinsic spin Hall effect7,8. At the heart of these
spin-related phenomena, the very strong spin-orbit in-
teraction (SOI) of Hg1−xCdxTe plays an essential role.
Moreover, the two-dimensional(2D) topological insulator
(TI) phase emerges because the strong SOI could drive
HgTe QWs into the inverted-band regime9,10. The strong
SOI comes from the large relativistic corrections of heavy
atoms Hg, Cd, and Te, which makes Hg1−xCdxTe-based
systems become ideal platforms for the study of spintron-
ics, topological electronics, as well as the spin-resolved
infrared and terahertz optoelectronics11–16.
Circular photogalvanic effect (CPGE), which is iden-
tified by the direction reverse of photocurrents when
changing the helicity of circularly polarized light, has
been intensively studied in semiconductors17–20. Micro-
scopically, CPGE is caused by the conversion of photon
angular momentum into translational motion of carri-
ers and is sensitively dependent on the zero-field spin
splitting. In low-dimensional semiconductors, the zero-
field spin splitting can be ascribed to two different kinds
of SOI terms, i.e., the Rashba SOI (RSOI) term comes
from the structure inversion asymmetry (SIA)21, and the
Dresselhaus SOI (DSOI) term originates from the crys-
tal bulk inversion asymmetry (BIA)22. Therefore, CPGE
actually forms a bridge between the photocurrent signals
and the symmetry and SOI information of host mate-
rials. In various semiconductor systems, such as low-
dimensional structures of GaAs, InAs, SiGe, GaN and
ZnO, CPGE has been successfully used as a tool to deter-
mine the relative ratio of Rashba and Dresselhaus terms
(RD ratio)23–29. Because of the unique SOI property and
novel TI phase of HgTe QWs, CPGE in HgTe QWs has
also attracted considerable interest30–32. Experimentally,
large CPGE signals in (001)- and (113)-oriented HgTe
QWs have been observed in terahertz and mid-infrared
regions30,31, and have found their application in the fast
detection of the infrared-radiation ellipticity15,16.
In conventional semiconductors, the microscopical pic-
ture of CPGE can be well described by k-linear Rashba
and Dresselhaus models19,33,34. However, due to the nar-
row gap and strong SOI, the band structures and spin
splittings of HgTe QWs are very distinct from those of
conventional semiconductor systems4,35,36. More impor-
tantly, there is a substantial change of band structure
when HgTe QWs undergo the TI phase transition9,37.
As a consequence, the experimental CPGE signals were
2found to be about an order of magnitude larger than
those observed in conventional semiconductor QWs30.
This suggests that theory based on detailed band model
beyond previous reduced models is required to study
the unique CPGE in HgTe QWs. In this paper, we
present a theoretical method to calculate CPGE pho-
tocurrents based on the eight-band k · p model combing
with density-matrix formalism. Using this method, we
investigate the microscopic origin and the pseudotensor
of CPGE of coefficients in HgTe QWs ranging from the
normal to heavily inverted regime. We find the CPGE
could be significantly enhanced in heavily inverted HgTe
QWs, which is consistent with the large photocurrent sig-
nals observed in Ref. 30. This enhancement effect could
be utilized as an experimental evidence of HgTe QWs
in heavily inverted phase and could provide advantages
in improving the efficiency of the ellipticity detector of
the infrared and terahertz radiation16. In addition, by
adding the eight-band BIA terms, in Sec. III C we also
discuss the interplay effect of BIA and SIA on CPGE
currents. And within the same theoretical framework, in
Sec. IV we investigate the pure spin currents (PSCs) gen-
erated by linearly polarized light under normal incidence
in HgTe QWs. An interesting finding is that the pure
spin current jx
′
y′ (x
′ ‖ [110] and y′ ‖ [1¯10]) driven by [110]
linearly polarized light changes sign when HgTe QWs are
transformed from normal phase to inverted phase.
II. BAND-STRUCTURE MODEL AND
THEORETICAL FORMALISM
As sketched in Fig. 1(a), in this work we consider a
(001)-grown strain-free HgTe QW with Hg0.3Cd0.7Te as
barriers and the x, y, z axis aligned with the [100], [010]
and [001] crystallographic orientations, respectively. The
spin splitting is an indispensable ingredient for the gen-
eration of CPGE33. So the Hamiltonian of HgTe QWs,
i.e, Hˆ0, should contain a spatial inversion symmetry and
asymmetry part
Hˆ0 = HˆK + HˆA, (1)
where HˆK and HˆA represent the inversion symmetry and
asymmetry part, respectively. In this paper, HˆK is taken
as the modified eight-band Kane Hamiltonian of a sym-
metric HgTe QW (see Appendix A), which does not pro-
duce the spin splitting. The source of spin splitting comes
from HˆA, which could either be SIA or BIA. In HgTe-
based QWs, SIA is found to be the dominant mechanism
of spin splitting2. So in Secs. III A and III B, we will fo-
cus on the SIA-induced CPGE and the influence of BIA
will be considered in Sec. III C.
The bulk HgTe is a semimetal with negative gap. If
HgTe is sandwiched in between two barriers to form a
QW, the band gap could be tuned from the negative
regime to positive regime by quantum confinement ef-
fect. With increasing the thickness of the HgTe layer,
i.e., the well width Lw, a TI phase transition takes place
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FIG. 1. (Color online) (a) Schematic of the right-handed cir-
cularly polarized (σ+) light irradiating on the HgTe QW. The
CPGE current is detected along the [100] and [010] crystallo-
graphic directions. The red arrow denotes the projection of
the light propagation direction unit vector on the QW plane,
i.e., e
‖
p. (b) Subband energies at the Γ point of the Brillouin
zone as a function of well width Lw. (c)-(f) The 3D band
structures and spin textures (red arrows) for HgTe QWs with
different Lw: 5, 5.9, 7 and 9 nm, corresponding to HgTe QW
in normal, Dirac-like, inverted, and heavily inverted regimes.
The up purple arrows indicate the direct optical transitions.
at the critical thickness Lc1 = 5.9 nm as shown in Fig.
1(b). If Lw < Lc1, the E1 subband lies above the H1
subband at the Γ point like a normal semiconductor,
corresponding to the band insulator (BI) phase of HgTe
QWs, though in the BI phase, the conduction bands of
HgTe QWs show non parabolic behavior which is differ-
ent from the wide-gap semiconductors [see Fig. 1(c)]. If
Lw > Lc1, the order of E1 and H1 is inverted, i.e., H1 lies
above E1, so that the HgTe QW is in inverted phase [see
Fig. 1(e)]. In this phase, there will be a pair of robust
spin-momentum-locked states counterpropagating at the
edges of the finite QW plane, which could lead to the
quantum spin Hall effect9,10. This phase is also referred
to as the 2D TI phase and has attracted extensive en-
thusiasms. At the critical thickness, i.e., Lw = Lc1, the
low-energy band dispersion of HgTe QWs is like a Dirac-
cone with zero gap [see Fig. 1(d)], which is a promising
system for the study of Dirac fermion physics38. If one
further increase Lw to reach Lw > Lc2 = 8.2 nm, HgTe
QWs could enter the heavily inverted regime so that E1
even falls below H2, and H1 (H2) becomes the first con-
duction (valence) subband. It is thus of great interest
to investigate how the CPGE evolves when HgTe QW
undergoes the quantum phase transition.
Consider that the HgTe QW is irradiated by a beam
of single-color polarized light with frequency ω (in the
terahertz to infrared region). The incident angle and
azimuthal angle of light is denoted by Θ0 and Φ, respec-
tively [as sketched in Fig. 1(a)]. The total Hamiltonian
can be written as
Hˆ = Hˆ0 + Vˆ (t), (2)
3where Vˆ (t) is the electron-radiation interaction.
Vˆ (t) = Sˆe−iωt + Sˆ†eiωt. (3)
and
Sˆ ≡ e
im0ω
E · pˆ, (4)
Here pˆ = m0vˆ is the momentum operator. m0 is the
free electron mass, and vˆ is the velocity vector operator.
In the representation of eight-band basis [Eq. (A1)], the
three components of the velocity operator, i.e., vˆx, vˆy and
vˆz are an eight-by-eight matrix, and can be derived by
7
vˆα =
1
i~
[rˆα, Hˆ0], (α ∈ {x, y, z}). (5)
E is the complex amplitude of the light electric field. The
three components of E can be written as
Ex =
E0√
2
(
tp cosΘ cosΦe
iϕ − ts sinΦe−iϕ
)
,
Ey =
E0√
2
(
tp cosΘ sinΦe
iϕ + ts cosΦe
−iϕ) ,
Ez =
E0√
2
tp sinΘe
iϕ. (6)
In Eq. (6), E0 is the electric-field amplitude in vac-
uum. Θ is the refraction angle determined by sinΘ =
sinΘ0/nr. ϕ is half of the phase angle between the
two perpendicular components of the light electric field.
tp and ts are the transmission coefficients for the p
and s polarization components of the light electric field.
E0 is dependent on the intensity of light via E0 =√
2I0/(c0nrε0), where I0, c0, ε0 and nr are the in-
tensity of light, light speed in vacuum, dielectric con-
stant in vacuum, and the refraction index of QWs, re-
spectively. tp and ts can be found by Fresnel’s for-
mula: tp = 2 cosΘ/(n cosΘ +
√
1− sin2Θ/n2), ts =
2 cosΘ/(cosΘ +
√
n2 − sin2Θ). Using Eq. (6), one
can verify iE × E∗ ∝ tptsPcirc |E0|2 ep, where Pcirc ≡
(Iσ+ − Iσ−) / (Iσ+ − Iσ−) = sin 2ϕ is the helicity of the
incident light, and ep is the unit vector of the light prop-
agation direction. Changing ϕ from 45 to 135◦, the inci-
dent light could be continuously varied from right-handed
circularly polarized (σ+) to left-handed circularly polar-
ized (σ−). For the σ+ (σ−) light, its angular momentum
has the nonzero in-plane component parallel (antiparal-
lel) to the projection of ep on the QW plane, as denoted
by e
‖
p in Fig. 1(a).
Density-matrix formalism provides a quantum-
mechanics approach for the microscopic description of
the linear and non-linear optical susceptibilities39. Fol-
lowing this formalism, other optical quantities, such as
circular photogalvanic currents and linear photogalvanic
pure spin currents, can also be calculated. We shall start
from the Liouville equation which describes the time
evolution of the density matrix. Using the eigenstates of
Hˆ0 as the basis set, i.e., {|m,k〉}, the Liouville equation
can be written as
∂ρmn
∂t
= − i
~
[Hˆ, ρˆ]mn − Γmn[ρmn − ρeqmn]. (7)
In Eq. (7), ρˆ is the density operator, and we have used
the notation Amn = Amn(k) ≡ 〈m,k|Hˆ |n,k〉 for the ma-
trix elements of operator Aˆ. ρeqmn is the initial density
matrix. At thermal equilibrium, ρeqmn = fmδmn, where
fm is the Fermi distribution function. The second term
on the right-hand side of Eq. (7) is a phenomenologi-
cal damping term. Γnn represents the decay rate for the
nonequilibrium carriers in the nth subband, and Γ
(m 6=n)
mn
describes the dephasing rate of ρmn coherence. In this
paper, we take Γnn = 1/T1 with T1 = 200 ps as a typical
recombination lifetime of the direct gap semiconductor.
And Γ
(m 6=n)
mn = 1/T2 with T2 = 1.3 ps, which is a reason-
able dephasing time of ρmn in semiconductors at room
temperature, and could cause a 1-meV level broadening
in spectra40.
By treating Vˆ (t) as the perturbation, and expanding
ρˆ as the sum of the zeroth-, first-, second-order compo-
nents: ρˆ ≈ ρˆ(0) + ρˆ(1) + ρˆ(2), we have
∂ρ
(0)
mn
∂t
= − i
~
[Hˆ0, ρˆ
(0)]mn − Γmn(ρ(0)mn − ρeqmn),
∂ρ
(1)
mn
∂t
= − i
~
[Hˆ0, ρˆ
(1)]mn − i
~
[Vˆ (t), ρˆ(0)]mn − Γmnρ(1)mn,
∂ρ
(2)
mn
∂t
= − i
~
[Hˆ0, ρˆ
(2)]mn − i
~
[Vˆ (t), ρˆ(1)]mn − Γmnρ(2)mn.(8)
We are interested in the second-order steady-state solu-
tion of Eq. (8), i.e., ρ
(2)
mn(t) with t → ∞, which is found
to be
ρ(2)∞mn (k) ≡ ρ(2)mn(t→∞)
= − 1
~2(ωmn − iΓmn) ×
∑
q
{Smq(S†)qn( fq − fn
ωqn + ω − iΓqn +
fq − fm
ωmq − ω − iΓmq )
+(S†)mqSqn(
fq − fm
ωmq + ω − iΓmq +
fq − fn
ωqn − ω − iΓqn )}. (9)
Here ωmn ≡ [εm(k)−εn(k)]/~, and εm(k) is the eigenen-
ergy of Hˆ0. Smn and (S
†)mn are the matrix elements
of Sˆ and Sˆ†. In principle, m,n, q should run over all
subbands of HgTe QWs. However, for the absorption
of single-color light, only a few subbands (less than ten
subbands) with energy differences in the range of photon
energy needs to be taken into account, because optical
process obeys energy conservation law. After obtaining
the set of eigenenergies and eigenstates of HgTe QWs,
i.e., {εm(k)}, {|m,k〉} by solving Eq. (A4), ρ(2)∞mn (k) can
be calculated according to Eq. (9).
The density matrix can be used to evaluate the expec-
tation value of an arbitrary operator Oˆ
〈Oˆ〉 =
∑
k
Tr{Oˆρˆ} =
∑
k,m,n
ρmn(k)〈n,k|Oˆ|m,k〉. (10)
4Equation (10) contains a Brillouin-zone integration over
the in-plane k space. In order to achieve numerical re-
sults with acquired accuracy, over 150 000 states on in-
plane k grids needs to be calculated. For each k, a
(16N+8)-by-(16N+8) Hamiltonian matrix generated by
plane-wave expansion method [see Eq.(A5)] is required to
be diagonalized. A parallel numerical program based on
Message Passing Interface (MPI) is designed to acceler-
ate this calculation. Note that in contrast to the previous
works19,33,34, the calculation by Eq. (10) takes account
of a finite energy level broadening through ~Γ
(m 6=n)
mn in
ρ
(2)∞
mn . From Eq. (7), one can find the broadening has
a clear physical origin related to the dephasing of ρmn,
which can be caused by the collisions of atoms at finite
temperature39. The broadening allows the off-diagonal
part of ρ
(2)∞
mn , i.e., ρ
(2)∞
mn with m 6= n, to be nonzero
by the excitation of a single-color light with fixed fre-
quency. Therefore, the coherent terms such as ρmnOnm
with m 6= n can be rigorously taken into account in our
calculation, while they were usually neglected or treated
approximately in the previous works. In addition, the
broadening of energy levels leads to a finite peak-like in-
tegrand in Eq. (10), which can be directly calculated by
using the standard numerical quadrature procedure, such
as the Gaussian quadrature.
III. NUMERICAL RESULTS AND
DISCUSSIONS OF CPGE
A. Microscopic origin of CPGE
In this section, we will discuss the microscopic origin of
CPGE and show its relation to SOI. Applying Eq. (10),
the photogalvanic charge currents can be calculated by
j = −e
∑
k,m,n
ρmn(k)vnm(k). (11)
Because the Hamiltonian of HgTe QWs is a time-reversal
invariant, it guarantees the Kramers’ degeneracy, i.e.,
εn(k) = εn¯(−k). Here and in the following, a bar above
the subband index denotes the subband with the oppo-
site spin. By applying the time reversal operation, we can
demonstrate vmn(k) = −v∗n¯m¯(−k) = −vm¯n¯(−k). Using
these properties, Eq. (11) can be split as
j = −e
2
∑
k,m,n
[ρmn(k)vnm(k) + ρmn(−k)vnm(−k)]
= −e
2
∑
k,m,n
[ρmn(k)vnm(k) − ρmn(−k)vn¯m¯(k)]. (12)
Next, we can change the dummy subscripts m,n of the
second term by m¯, n¯, and get
j = −e
2
∑
k,m,n
[ρmn(k)− ρm¯n¯(−k)]vnm(k). (13)
k
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FIG. 2. (Color online) (a) and (b) Calculated Bn(k) of RSOI
(minor blue arrows) and ∆ρnn(k) (contour color) of a 5.9 nm
HgTe QW for n = E1 and H1 subband respectively. They
are induced by a σ+ light with ~ω = 129 meV, Θ0 = 30
◦
and Φ = 60◦. The red arrows indicate the projection of light
propagation direction in the QW plane and the black arrows
indicate the direction of CPGE current. (c) and (d) The
magnitudes of photocurrent as a function of half phase angle
ϕ (Θ0 = 30
◦) and the incident angle of light Θ0 (ϕ = 45◦), for
HgTe QWs with different QW widths. The inset of (d) shows
the components jx and jy of LPGE current as a function of
Φ for a 5.9 nm HgTe QW (ϕ = 0◦ and Θ0 = 30◦). The unit
of LPGE current is the same as that of photocurrents in (c)
and (d).
Equation (13) demonstrates that the photocurrents come
from the nonsymmetrical distribution of photoexcited
density matrix at k and −k points. We can de-
scribe the asymmetrical part of the density matrix by
∆ρmn(k) ≡ ρmn(k)−ρm¯n¯(−k). In steady condition, only
the second-order density matrix contributes to the asym-
metry, which gives ∆ρmn(k) = ρ
(2)∞
mn (k) − ρ(2)∞m¯n¯ (−k).
Due to the spin-dependent selection rule, the circularly
polarized light would give rise to different transition rates
for |m(n),k〉 ↔ |q,k〉 from |m¯(n¯),−k〉 ↔ |q¯,−k〉, thus
breaking the symmetry of ρmn(k) [or causing ∆ρmn(k) 6=
0] according to Eq. (9). As a consequence, a net charge
current would emerge along the asymmetrical direction of
ρmn(k). This process is equivalent to the transformation
of photon angular momenta into translational motion of
free carriers18.
In order to manifest the role of SOI in the generation
of CPGE, we introduce the notion of effective magnetic
field of SOI41 [denoted by Bn(k) as defined in Appendix
C].Bn(k) can be regarded as the effective magnetic field
felt by an electron with state |n,k〉 due to spin-orbit
coupling. The magnitude and direction of Bn(k) can
describe the SOI spin splitting of nth subband and the
spin orientation of the upper spin branch, respectively.
In Figs. 2(a) and 2(b), we plot the calculated effective
magnetic fields Bn(k) of RSOI and the asymmetrical
5parts of diagonal density-matrix elements, i.e., ∆ρnn(k),
for n = E1 and H1, respectively. The picture of ∆ρnn(k)
can be viewed as the k-space distribution of nonequilib-
rium carrier density of the nth subband. The σ+ light at
oblique incidence gives a non-zero in-plane angular mo-
mentum component along e
‖
p, so it will excite more E1
(H1) states with Bn(k) parallel (antiparallel) to e
‖
p. For
HgTe QWs with SIA only, the systems hold C4v point
group symmetry, restricting Bn(k) perpendicular to k
for most E1 and H1 states. Therefore we can see the
maximum of ∆ρnn(k) will appear at the direction per-
pendicular to e
‖
p in k space. Note that though E1 and
H1 states have opposite signs of ∆ρnn(k), their effective
masses and velocities are also opposite in signs, so they
have the same direction contribution to the net charge
currents perpendicular to e
‖
p, instead of canceling each
other. In Fig. 2(c), we can see the calculated photocur-
rents clearly exhibit the signature of CPGE, i.e, the sign
dependency of light’s helicity. Fig. 2(d) shows the pho-
tocurrents as a function of incident angle Θ0. The most
effective incident angle to generate CPGE is Θ0 = ±45◦,
because at this incident angle, the refraction light has the
largest in-plane angular momentum component, as deter-
mined by the Fresnel’s formula. In general, we find the
photocurrents increase with the width of the well. This
is because the wider QWs have larger SIA spin splitting
under the same magnitude of electric field.
Phenomenologically, the photogalvanic currents can be
described by17
jλ =
∑
α,β
χλαβEαE
∗
β , (14)
where χλαβ is a third-rank phenomenological tensor.
For the in-plane photocurrents, λ ∈ {x, y} and α, β ∈
{x, y, z}. Inserting Eq. (9) into Eq. (11) and comparing
with Eq. (14), we can find the microscopic expression for
χλαβ is
χλαβ =
e3
ω2~2
∑
k
∑
mnq
(fq − fm)× [vαmqvβqnvλnmLmnq(ω) + vαnqvβqmvλmnL∗mnq(ω)
+vαqnv
β
mqv
λ
nmLmnq(−ω) + vαqmvβnqvλmnL∗mnq(−ω)],(15)
where Lmnq(ω) ≡ 1/[(ωmn − iΓmn)(ωmq − ω − iΓmq)].
From Eq. (15), we can verify χλαβ = χ
∗
λβα. This prop-
erty allows one to decompose Eq. (14) into two terms by
the symmetric and anti-symmetric sum of EαE
∗
β , respec-
tively:
jλ =
∑
αβ
Re(χλαβ)
EαE
∗
β + EαE
∗
β
2
+i
∑
αβ
Im(χλαβ)
EαE
∗
β − E∗αEβ
2
.
(16)
The first and second term on the right-hand side of Eq.
(16) describe the linear photogalvanic effect and circular
photogalvanic effect, or LPGE and CPGE, respectively.
The LPGE is only allowed in noncentrosymmetric crys-
tals of the piezoelectric classes17,19. In (001)-oriented
HgTe QWs, experiments show the LPGE currents are
small compared to the CPGE currents30. In our calcu-
lation, we also find the LPGE currents are two orders of
magnitude smaller than CPGE currents in (001)-oriented
HgTe QWs. This can be seen in the inset of Fig. 2(d).
Therefore in this paper, we can simply neglect the LPGE
term, and concentrate on the CPGE term, which can be
rewritten as a commonly referred form19,30
jλ =
∑
µ
γλµi(E×E∗)µ, (17)
where γλµ (λ, µ ∈ {x, y}) is a second-rank pseudotensor.
Using the Levi-Civita antisymmetric tensor εαβλ, we can
write γλµ = Im(χλαβ)εαβµ. However, we should men-
tion that both LPGE and CPGE could have significant
contributions to the photocurrents in HgTe QWs with
low symmetries, such as the QWs grown on high-index-
planes30.
B. CPGE induced by structure inversion
asymmetry
In low-dimensional semiconductors, SIA may arise
from the asymmetrical heterostructure materials, con-
fining potentials or dopings, as well as the external or
built-in electric fields. For the single conduction band
model, SIA is usually described by a k-linear term, or
so-called Rashba term. To study the SIA effect, in the
framework of the eight-band k · p model, one can simply
introduce a static electric field F along the z axis, i.e.,
let
HˆA = HˆSIA = −eFz. (18)
As demonstrated by Pfeffer and Zawadzki, the SIA spin
splitting is dominated by the asymmetry of overlap be-
tween the valence-band offset and the electron’s envelope
function at the interfaces42. The effect of Eq. (18) is to
make the electron envelope function asymmetric, so that
its overlap with the valence band offset at the interfaces
also becomes asymmetric and hence the SIA spin split-
ting is produced. Because the asymmetry of electron’s
envelope function can be effectively tuned by the mag-
nitude of F43, it forms the fundament of manipulating
the spin splitting and spin states with external electric
field. Different from the conventional k-linear Rashba
term, the spin splitting in HgTe QWs produced by HˆSIA
is nonlinear in k, because the kinetic energy of electrons is
comparable to the narrow band gap4,5. This is a general
feature of narrow-gap systems, and here it can be exactly
taken into account by the eight-band model. HˆSIA also
leads to a C4v-symmetric Bn(k) or spin textures, which
requires γyx = −γxy be the only nonzero components of
γλµ.
In Fig. 3, we present the calculated band structures
for HgTe QWs in different regimes, the corresponding
spectra of γyx, and contributions from each subband-
subband transitions. Generally, we can see the spectra
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FIG. 3. (Color online) (a)-(c) The band structures of HgTe
QWs with SIA (F = 80 kV/cm), for Lw = 5, 5.9, 7, and 9
nm respectively. (d)-(f) The calculated spectra of γxy with
respect to (a)-(c). The black solid lines are the total spec-
trums of γxy including all contributions, and the other lines
are contributions from each subband-subband transitions.
of γyx are sensitively dependent on the band structures
and spin splitting. And the largest contribution to γyx
come from the transition of the top valence subband to
the bottom conduction subband. In wider HgTe QWs,
there are more subbands involved in the optical transi-
tion and larger Rashba spin splitting, so the maximum
of γyx increases with Lw. Note that because we consider
an infinite HgTe quantum well with no edges or bound-
aries, the edge states do not show up in the bulk gap
of inverted HgTe QWs [as can be seen in Fig. 3(g) and
(h)]. However, if the frequency is larger than the bulk
band gap, we would expect the optical transitions be-
tween bulk subbands to dominate, since the bulk states
have a much larger density of states compared with the
edge states. Therefore, although the edge states do not
appear in our calculations, they have very limited influ-
ence on CPGE in the cases we considered in this paper.
At critical thickness Lc1, there is no substantial change
in CPGE when the HgTe QW transits from BI to TI. The
reason is that although the first conduction and valence
subbands exchange their components, they do not make
an impact on the transition probability between them as
predicted by Fermi’s golden rule. Interestingly, we find
the CPGE could be greatly enhanced at a certain range of
the spectrum when HgTe QW enters the heavily inverted
regime, i.e., Lw > Lc2. This is because in the inverted
phase regime, H1 and H2 become the first conduction
and valence subband, while H2 has a distorted M-like en-
ergy dispersion due to the strong coupling with H1 and
E1. For example, in a 9-nm HgTe QW [see Fig. 3(d)],
we can see H2 unusually bends upwards in the range of
0 < |k| < 0.4 nm−1. This distorted dispersion gives
rise to a remarkable increase of joint density of states at
the corresponding energy spectrum (40-100 meV). As a
result, the optical absorption and CPGE current are evi-
dently enhanced (about two-four times larger in the 9-nm
HgTe QW). Note that this enhancement agrees very well
with the CPGE signal rise in the wavelength ranges of
12-15 µm as reported in Ref. 30. This feature could
be an experimental evidence that HgTe QWs are in the
heavily inverted regime and coexist with the topological
edge states9. In addition, this effect could be advanta-
geous in the design of a high-efficiency ellipticity detector
of radiation in infrared and terahertz regions15,16.
C. Influence of bulk inversion asymmetry
Hg1−xCdxTe has a zinc-blende structure, which lacks a
center of inversion and give rise to the BIA spin splitting.
In HgTe QWs, because BIA is considered to be much
smaller than SIA, the BIA effect is less explored. How-
ever, introducing BIA terms in the Hamiltonian would
lead to a qualitatively different symmetry of system. This
could be reflected on the CPGE currents.
In this section, we discuss the influence of BIA on
CPGE by adding the BIA term HˆBIA, i.e., setting HˆA =
HˆSIA + HˆBIA. The BIA term is known as the Dressel-
haus k3 term for the parabolic conduction band model.
For the eight-band model, there are two kinds of BIA
terms, i.e., the Kane’s off-diagonal terms with parameters
B±8v, B7v
41,44, and k-linear terms in the Γ8 block of the
Hamiltonian with parameter Ck
45,46, respectively. These
BIA terms can be derived by the theory of invariants41,47.
The form of HˆBIA and BIA parameters are presented in
Appendix B.
For HgTe QWs with BIA only, i.e., let HˆA = HˆBIA, the
symmetry of the system belongs to the D2d point group,
as reflected in the effective magnetic field of the E1 sub-
band, i.e., BE1(k) in Fig. 4(a). Because BE1(k) of BIA
is parallel (antiparallel) to k at the [100] ([1¯00]) direction,
if Φ = 0◦, i.e., e‖p ‖ [100], the σ+ light would excite asym-
metrical distribution of ∆ρmn(k) along the [100]-[1¯00] di-
rection [see the diagonal element of ∆ρmn(k) for the E1
subband, i.e., ∆ρE1(k) in Fig. 4(a)]. As a result, a net
charge current along the [100] direction will be produced,
which corresponds to a nonzero pseudotensor component
γxx. Symmetry analysis shows γxx = −γyy are the only
nonzero components of γλµ for QWs with BIA only.
For HgTe QWs with both BIA and SIA, the symmetry
is reduced to the C2v point group, as displayed byBE1(k)
in Fig. 4(b). The σ+ light with e
‖
p ‖ [100] could excite
CPGE currents with both [100] and [010] components,
because BE1(k) can be viewed as the superposition of
RSOI and DSOI magnetic effective fields. In this case,
there are two types of independent components of γλµ,
which are γxx = −γyy and γyx = −γxy, respectively.
Due to the interference of RSOI and DSOI, the
CPGE currents exhibit anisotropic behavior about the
azimuthal angle Φ of light [see in Fig. 4(c)]. We can
see the minimum and maximum of CPGE currents ap-
pear at Φ = 45◦ or 135◦, and the degree of anisotropy
can be effectively tuned by changing the electric field F .
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FIG. 4. (Color online) (a) Calculated BE1(k) (minor blue
arrows) and ∆ρE1(k) (contour color) for a 5.9-nm HgTe QW
with BIA only. The incident light is right-hand circularly
polarized, with ~ω = 129 meV, Φ = 0◦, and Θ0 = 30◦. (b)
The same as (a) but the QW has both BIA and SIA (F = 80
kV/cm). (c) The magnitude of CPGE current [in unit of mA
m−1× I0/(mW mm−2)] as a function of the incident azimuth
angle Φ, for a 5.9-nm QW with BIA and different SIA electric
field F = 0, 20, 100 and -50 kV/cm. The photon energy is
~ω = 160 meV. (d) The CPGE current spectrums for Φ = 45◦
(e
‖
p ‖ [110]) and 135◦ (e‖p ‖ [1¯10]), in a 5.9- and 9-nm HgTe
QW (F = 60 kV/cm), respectively.
One can achieve the strongest anisotropy of CPGE cur-
rents at certain conditions when |γxx| ≈ |γyx| [e.g., see
the blue line for F = 20 kV/cm in Fig. 4(c)]. Under
these conditions, the RSOI happens to cancel DSOI at
k ‖ [110] (or [1¯10]), so that there could be plenty of
interesting phenomena such as the suppression of weak
antilocalization48, the disappearance of SdH oscillation
beating49, the very long spin relaxation time for spins ori-
ented [110] or [1¯10]50, and the persistent spin helix51,52.
The anisotropy of CPGE about the azimuthal angle of
incident light could offer another means to find the con-
ditions when RSOI cancels DSOI.
In Fig. 4(d), we plot the calculated CPGE current
spectra for incident light with e
‖
p ‖ [110] and [1¯10] in
5.9-nm and 9-nm HgTe QWs, respectively. In general,
the spectra of CPGE currents e
‖
p ‖ [110] and e‖p ‖ [1¯10]
are not equal, but there are crossing points in spectra
where CPGE currents are equal (which means CPGE
could be isotropic at certain photon energies). Compar-
ing the CPGE spectra of 5-nm and 9-nm HgTe QWs, we
find in 5-nm QW the difference of spectra for e
‖
p ‖ [110]
and e
‖
p ‖ [1¯10] is larger. This is because the influence
of BIA is more prominent in narrower QWs, implying
the anisotropy behavior of CPGE can be more easily ob-
served in narrow QWs.
Substituting the components of E in Eq. (17) by Eq.
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FIG. 5. (Color online) (a) and (b) The spectrums of γxx and
γyx, respectively, for 5-, 5.9-, 7-, 9-nm HgTe QWs with both
BIA and SIA (F = 80 kV/cm).
(6), we can obtain a simple phenomenological expression
for the photocurrents
jx = E
2
0tstp sinΘPcirc(γxx cosΦ− γyx sinΦ),
jy = −E20tstp sinΘPcirc(γxx sinΦ− γyx cosΦ). (19)
If we choose the configuration x ‖ [100] and y ‖ [100] [as
in Fig. 1(a)], by using Eq. (19) we can demonstrate the
ratio of CPGE currents satisfying
jy(e
‖
p ‖ x)
jx(e
‖
p ‖ x)
=
jx(e
‖
p ‖ y)
jy(e
‖
p ‖ y)
=
γyx
γxx
. (20)
If we choose another configuration, i.e., x′ ‖ [110] and
y′ ‖ [1¯10], we can find jx′(e‖p ‖ x′) = jy′(e‖p ‖ y′) = 0,
and
jy′(e
‖
p ‖ x′)
jx′(e
‖
p ‖ y′)
=
γxx − γyx
γxx + γyx
. (21)
Giglberger et al. have shown that γyx/γxx obtained by
CPGE is very close to the RD ratio measured by spin-
galvanic effect24. Since then CPGE has been widely
used in determining the RD ratio23,24,27,28. However, we
should mention that γyx/γxx may not always equal to the
RD ratio, because γλµ have very complex dependence on
the photon energy. Our calculation results [Fig. 5] show
CPGE currents are not only dependent on the spin split-
ting of conduction and valence bands, but also on the
joint density of states and the number of subbands in-
volved in the optical transition, which makes the spectra
of γλµ very complicated. For example, we can see there
are independent peaks and sign reversions in the γxx and
γyx spectra of 9-nm HgTe QW, which lead to the value
of γyx/γxx varying in a wide range. Therefore, for mate-
rials with band-structure abnormalities like 9-nm HgTe
QWs, γyx/γxx may not applicable in determining the RD
ratio. To analyze the experimental results of CPGE and
extracting unusual band structure information, theory
based on a multi-band model is necessary.
8IV. PURE SPIN CURRENTS INDUCED BY
LINEARLY POLARIZED LIGHT
A pure spin current is usually defined by a spin flow
without net charge current. In non-centrosymmetric
semiconductors, PSCs can be generated by illuminating
a single-color linearly polarized light on the sample53–55.
As linearly polarized light can be regarded as the coher-
ent superposition of two circularly polarized lights with
opposite helicities and equal strengths, it can drive equal
numbers of spin-up and spin-down carriers traveling in
the opposite directions as by CPGE. In this situation,
the net charge currents are cancelled but the pure spin
flows are formed. This method provides an optical means
to excite PSCs into semiconductors.
In this section, by setting ϕ = 0 and Θ0 = 0 in Eq. (6),
one can get a linearly polarized light at normal incidence.
The linear polarization direction of light can be changed
by Φ, and Φ = 0◦ gives a light linearly polarized along
the [110] direction. Then the PSCs driven by linearly
polarized light in HgTe QWs can be investigated within
the same theoretical framework of density-matrix formal-
ism. By utilizing the second-order steady-state density
matrix, the excited PSCs can be calculated by
jβα =
∑
k,m,n
ρ(2)∞mn (k)〈n,k|jˆβα |m,k〉. (22)
Here jβα stands for the spin current moving along the α
direction and spins orienting in the β direction, and jˆβα
is the spin current operator. In this paper, we adopt
the standard definition of spin current operator56, i.e.,
jˆβα ≡ ~4 (vˆαΣˆβ + Σˆβ vˆα), where vˆα is the α component of
the velocity operator defined in Eq. (5), and Σˆβ is the β
component of eight-band spin matrices57. Note that the
definition of spin current operator is still a controversial
issue58. By the standard definition, Rashba first found
out there are nonzero equilibrium spin currents existing
in systems with SOIs, and they are not directly corre-
sponding to the transport of spins which could lead to
spin accumulation56. However, there are papers suggest-
ing the standard spin current operator makes physical
sense and does not need to be modified, because the equi-
librium spin currents can be viewed as the persistent spin
flows similar to the persistent Meissner currents59–61.
Here, we stick to the standard definition of spin cur-
rents to be consistent with the previous works about the
PSCs driven by linearly polarized light34,53,54,62. But one
should remember that the PSCs obtained by Eq. (22) are
similar to the equilibrium spin currents, except they are
excited by linearly polarized light [note that in Eq. (22)
we already use ρ
(2)∞
mn (k) instead of ρmn(k) to exclude the
equilibrium spin currents]. Like the equilibrium spin cur-
rents, the optically excited PSCs may not directly result
in the spin accumulation at the edges of the sample. But
the exited PSCs are measurable values, and can be de-
tected by second-order nonlinear optical effects63,64, as
well as the change of mechanical torques near edges of
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FIG. 6. (Color online) (a) Schematic of configuration for the
generation of PSCs in a HgTe QW by normally irradiating the
linearly polarized light. (b) The four PSCs [in unit of 10−7J
m−1×I0/(mw mm−2)]: jy
′
x′
(red dashed line), jx
′
y′ (black solid
line), jx
′
x′ (green dash-dotted line) and j
y′
y′
(blue dotted line)
as a function of the linear polarization direction of light, in a
9-nm HgTe QW. The incident photon energy is ~ω = 45 meV.
(c) and (d) The spectra of jy
′
x′
and jx
′
y′ induced by [110] linearly
polarized light, respectively, for HgTe QWs with different well
widths. In all above panels, we have assumed the HgTe QWs
have both BIA and SIA (F = 80 kV/cm).
sample59 and the electric field in a ring device induced
by equilibrium spin currents60.
The phenomenological expression of photogalvanic
spin currents is written as
jβα =
∑
γδ
µαβγδEγE
∗
δ . (23)
We only consider the in-plane spin currents induced by
normal incidence of light, therefore α, β, γ, δ ∈ {x, y}.
µαβγδ is a fourth-rank tensor. For the linearly polarized
light, EγE
∗
δ ≡ EγEδ is real, which restricts µαβγδ to be
also real and symmetric with respect to the interchange
of the last two indices, i.e., µαβγδ = µαβδγ . Using Eq.
(9), we can derive the microscopic expression for µαβγδ
as
µαβγδ =
e2
ω2~2
∑
k
∑
mnq
(fm − fq)× [jβα,nmvγmqvδqnLm,n,q(ω) + jβα,mnvγnqvδqmL∗m,n,q(ω)
+jβα,nmv
γ
qnv
δ
mqLm,n,q(−ω) + jβα,mnvγqmvδnqL∗m,n,q(−ω)],(24)
where jβα,mn ≡ 〈m,k|jˆβα|n,k〉 and the definition of
Lm,n,q(ω) is the same as in Eq. (15).
Symmetry analysis shows that there could be six in-
dependent components of µαβγδ for a general HgTe QW.
9They are
µ1 = µxxxx = −µyyyy,
µ2 = µyyxx = −µxxyy,
µ3 = µxyxx = −µyxyy,
µ4 = µyxxx = −µxyyy,
µ5 = µxxxy = −µyyxy = µxxyx = −µyyyx,
µ6 = µxyxy = µxyyx = −µyxxy = −µyxyx.
If there is only SIA in the system, we find µ1, µ2, µ6 = 0
but µ3, µ4, µ5 6= 0, which means the [100] linearly po-
larized light could excite two nonzero PSCs, i.e., jyx and
jxy , respectively. Otherwise, if only BIA exists, we find
µ1, µ2, µ6 6= 0, but µ3, µ4, µ5 = 0. jxx and jyy would be
the nonzero PSCs driven by [100] linearly polarized light.
If both SIA and BIA are present, all the components
µ1, ..., µ6 are nonzero. So [100]-linearly-polarized light
would give rise to four nonzero PSCs, which are jxx , j
y
x ,
jxy and j
y
y , respectively.
Alternatively, we can choose another configuration
with x′ ‖ [110] and y′ ‖ [1¯10] for the description of PSCs
[as sketched in Fig. 6(a)]. The relationship between jβ
′
α′
(α′, β′ ∈ {x′, y′}) and jβα (α, β ∈ {x, y}) can be found by
coordinates rotation. Let R(ϑ) be the in-plane rotation
matrix of a rotation angle ϑ
R(ϑ) =
(
cosϑ sinϑ
− sinϑ cosϑ
)
. (25)
Then the relation is found to be
jβ
′
α′ =
∑
αβ
Rα′α(
pi
4
)Rβ′β(
pi
4
)jβα. (26)
In Fig. 6(b) we plot the four in-plane PSCs, i.e., jy
′
x′ , j
x′
y′ ,
jx
′
x′ , and j
y′
y′ , in 9 nm HgTe QW as a function of the light’s
linear polarized direction Φ. We can see jx
′
x′ and j
y′
y′ are
zero when the incident light is linearly polarized along
[110] (Φ = 0◦, 180◦) or [1¯10] (Φ = 90◦, 270◦), but they
have finite values along other directions. For QWs with
both BIA and SIA, the four PSCs are not equivalent to
each other, since the symmetry of QW is reduced to the
C2v point group.
If we restrict the incident light linearly polarized along
[110] (or [1¯10]) direction, we can find jy
′
x′ and j
x′
y′ are
the only nonzero PSCs regardless of the interplay of SIA
and BIA. The spectra of jy
′
x′ and j
x′
y′ induced by [110]
linearly polarized light for HgTe QWs with different well
widths are displayed in Fig. 6(c) and 6(d). We can see
the spectra of jy
′
x′ and j
x′
y′ show sharp peaks near the
optical absorption edges. At photon energies above the
absorption edges, the PSCs decrease quickly. The reason
is that the band mixing at large k greatly suppresses the
expectation values of spin currents. In addition, we find
the band mixing effect is more prominent in jy
′
x′ than
in jx
′
y′ for [110] linearly polarized light. Therefore the
magnitudes of jy
′
x′ are generally smaller than that of j
x′
y′ .
Interestingly, we find jx
′
y′ change signs if we increase Lw
across the critical thickness of TI phase transition, i.e.,
Lc1. Or in other words, j
x′
y′ have different signs for HgTe
QWs with BI phase and TI phase. This is because both
the contributions of E1 and H1 states to jx
′
y′ change signs
when the order of E1 and H1 is reversed. This feature
implies jx
′
y′ might be utilized to characterize the quantum
phase of HgTe QWs. In contrast, jy
′
x′ is not so sensitive
to quantum phase transition because of the strong band
mixing effect smeared out the change of the subband’s
character.
V. CONCLUSION
In summary, we presented a theoretical method for
the calculation of circular photogalvanic charge currents
and linearly photogalvanic pure spin currents based on
the eight-band k · pmodel and density-matrix formalism.
This method could take account of the complex band
structure details and different type of inversion asymme-
tries, and is used to investigate the CPGE currents and
PSCs and their microscopic origins in HgTe QWs with
different quantum phases. Our calculations show CPGE
could be remarkably enhanced at a certain range of the
energy spectrum due to the distorted band structures of
heavily inverted HgTe QWs. The interference of RSOI
and DSOI could lead to the CPGE currents anisotropi-
cally dependent on the azimuthal angle of incident light.
For QWs with abnormal band structures, γλµ have very
complicated dependency on the spin splittings and band
dispersions, so γyx/γxx does not simply equal to the RD
ratio. For [110]-linearly-polarized light at normal inci-
dence, the light could drive two nonzero PSCs, i.e., jy
′
x′
and jx
′
y′ (x
′ ‖ [110] and y′ ‖ [1¯10]), respectively. We find
jx
′
y′ are different in signs for HgTe QWs with BI phase and
TI phase. These findings are helpful for understanding
the experimental results and designing novel HgTe-based
infrared and terahertz optoelectronic devices.
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Appendix A: Eight-Band Hamiltonian
The band structure of narrow gap QWs can be well
described within the framework of Burt’s envelope func-
tion formalism together with Kane’s eight-band k · p
Hamiltonian36. The exact form of the Hamiltonian is
dependent on the choice of basis set. In this work, the
eight-band basis set is chosen as
φ1 =
∣∣∣∣12 ,
1
2
〉
= |S ↑〉 ,
φ2 =
∣∣∣∣12 ,−
1
2
〉
= |S ↓〉 ,
φ3 =
∣∣∣∣32 ,
3
2
〉
=
1√
2
|(X + iY ) ↑〉 ,
φ4 =
∣∣∣∣32 ,
1
2
〉
=
i√
6
|(X + iY ) ↓ −2Z ↑〉 ,
φ5 =
∣∣∣∣32 ,−
1
2
〉
=
1√
6
|(X − iY ) ↑ +2Z ↓〉 ,
φ6 =
∣∣∣∣32 ,−
3
2
〉
=
i√
2
|X − iY ↓〉 ,
φ7 =
∣∣∣∣12 ,
1
2
〉
=
1√
3
|(X + iY ) ↓ +Z ↑〉 ,
φ8 =
∣∣∣∣12 ,−
1
2
〉
= − i√
3
|(X − iY ) ↑ −Z ↓〉 , (A1)
In the presentation of this basis set, the eight-band
Hamiltonian HˆK is


A 0 i√3V† √2U iV 0 iU √2V
0 A 0 −V† i√2U −√3V i√2V† −U
−i√3V 0 −(P +Q) L − i√3N M 0 i√
2
L+
√
3
2
N −i√2M
√
2U −V L† − i√3N † −(P −Q) −2iN M i√2Q i
√
3
2
L −
√
1
2
N
−iV† −i√2U M† 2iN † −(P −Q) −L− i√3N −i
√
3
2
L† +
√
1
2
N † i√2Q
0 −√3V† 0 M† −L† + i√3N † −(P +Q) −i√2M† − i√
2
L† −
√
3
2
N †
−iU −i√2V − i√
2
L† +
√
3
2
N † −i√2Q i
√
3
2
L −
√
1
2
N † i√2M −P −∆ 2iN
√
2V† −U i√2M† −i
√
3
2
L† −
√
1
2
N † −i√2Q i√
2
L −
√
3
2
N −2iN † −P −∆


(A2)
where
A = Ev + Eg + ~
2
2m0
[(2F + 1)k2 + kˆz(2F + 1)kˆz],
P = −Ev + ~
2
2m0
(γ1k
2 + kˆzγ1kˆz),
Q = ~
2
2m0
(γ2k
2 − 2kˆzγ2kˆz),
L = i2
√
3~2
m0
k−{γ3, kˆz},
M = −
√
3~2
2m0
[γ2(k
2
x − k2y)− i2γ3kxky],
N = ~
2
2m0
k−[kˆz , κ],
U = 1√
3
P0kˆz,
V = 1√
6
P0k−. (A3)
For the (001)-oriented HgTe QW, kˆz should be re-
placed by kˆz → −i∂/∂z as a result of quantum confine-
ment. {Aˆ, Bˆ} = (AˆBˆ + BˆAˆ)/2 and [Aˆ, Bˆ] = AˆBˆ − BˆAˆ
denote the anticommutator and usual commutator for
operators Aˆ and Bˆ. k ≡ (kx, ky) is the in-plane wave
vector, k2 ≡ k2x + k2y , and k± ≡ kx ± iky. The band-
structure parameters, including Ev, Eg, P0, F , γ1, γ2,
γ3, and κ, are dependent on the materials of each layers.
These parameters for HgTe and Hg0.3Cd0.7Te are listed
in Table I. In the Hamiltonian of heterostructures, the
parameters can be assumed as the step functions along
growth direction z. In our calculation, HˆK is taken as the
Hamiltonian of symmetric HgTe QWs, which means the
step functions of parameters have mirror reflection sym-
metry. As a consequence, HˆK holds the spatial inversion
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TABLE I. The band parameters used in our calculations. These parameters are taken from Ref. 36 and 65.
Ev (eV) Eg (eV) Ep = 2m0P
2
0 /~
2 (eV) ∆ (eV) F γ1 γ2 γ3 κ nr
HgTe36 0 -0.303 18.8 1.08 0 4.1 0.5 0.3 -0.4 3.28
Hg0.3Cd0.7Te
65 -0.399 1.006 18.8 1.0 -0.8 3.3 0.1 0.9 -0.8 3.28
symmetry, so it does not give rise to the spin spitting of
the band structure.
For a general HgTe QW with Hamiltonian Hˆ0, the
eigenenergy and the eigenstate of electron with wave vec-
tor k can be obtained by solving the time-independent
Schro¨dinger equation
Hˆ0|m,k〉 = εm(k)|m,k〉. (A4)
Here m is the subband index, εm(k) is the eigenen-
ergy, and |m,k〉 is the eigenstate. |m,k〉 is a vector
with eight components of envelope functions |m,k〉 =
exp(ik · r)[ϕm1 (z), ϕm2 (z), ..., ϕm8 (z)]T . Equation (A4) is
equivalent to a system of coupled differential equations,
which can be solved by the plane wave expansion method,
i.e., one can expand each envelope function ϕmn (z) as a
series of plane waves
ϕmn (z) =
1√
L
N∑
j=−N
cmnj exp(ikjz), (A5)
where kj = 2jpi/L and L is the total length of the struc-
ture, and N is the cut-off plane wave number. By mod-
erately choosing N (N = 40 is used in this work), one
can avoid the spurious solutions66 as well as getting re-
sults with required accuracy. Substituting Eq.(A5) into
Eq.(A4), the coupled differential equations are then con-
verted to the standard eigenvalue problem which can be
numerically solved by matrix diagonalization.
Appendix B: Bulk Inversion Asymmetry terms
For the eight-band model, there are two kinds of terms
which could give birth to BIA, i.e., terms weighted by
B±8v, B7v
41,44 and Ck
45,46, respectively. The terms with
B±8v (B7v) come from the indirect coupling between Γ6
and Γ8 (Γ7) bands mediated by the remote bands. These
terms are quadratic in k, and appear in the off-diagonal
blocks of Hamiltonian. The terms with Ck are linear in
k and present in the Γ8 block of the Hamiltonian (called
Γ8 band k-linear terms). They mainly come from the
second-order perturbation terms combining the matrix
elements of k · p and the spin-orbit operator HˆSO. The
values of B±8v, B7v can be evaluated from the 14-band
Hamiltonian of the extended Kane model41, and the val-
ues of Ck have been studied by Cardona et al.
45. Here,
for Hg1−xCdxTe, we neglect the difference between B+8v
and B7v, and assume B+ ≃ (B+8v + B7v)/2, B− = B−8v.
These BIA parameters are presented in Table II.
In the representation of the eight-band basis [Eq.
(A1)], the form of HˆBIA is
HˆBIA =


0 0 i
√
3W†2 −
√
2(W1 + T1) −iW2 T2 −iW1 −
√
2W2
0 0 −iT2 −W†2 −i
√
2(W1 − T1)
√
3W2 i
√
2W†2 W1
−i√3W2 iT †2 0 C1 2C2
√
3C†1 i√2C1 i
√
2C2
−√2(W†1 + T †1 ) −W2 C†1 0 −
√
3C1 −2C2 0 i
√
3
2C1
iW†2 i
√
2(W†1 − T †1 ) 2C†2 −
√
3C†1 0 C1 i
√
3
2C†1 0
T †2
√
3W†2
√
3C1 −2C†2 C†1 0 −i
√
2C2 i√2C
†
1
iW†1 −i
√
2W2 − i√2C
†
1 0 −i
√
3
2C1 i
√
2C†2 0 0
−√2W†2 W†1 −i
√
2C†2 −i
√
3
2C†1 0 − i√2C1 0 0


(B1)
,
where
W1 = − i√
3
B+kxky,
W2 = − 1√
6
k+{B+, kˆz},
T1 = − 1
2
√
3
B−(k2x − k2y),
T2 = − 1
3
√
2
[B−(k2x + k
2
y)− kˆzB−kˆz],
C1 = −1
2
iCkk+,
C2 = −1
2
{Ck, kˆz}. (B2)
In the elements of HˆBIA, kˆz is also replaced by kˆz →
−i∂/∂z as in Eq. (A3). HˆBIA could give a small modi-
fication of HˆK , and can be included in Hˆ0 and together
solved by Eq. (A4).
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TABLE II. The BIA parameters used in our calculations.
These parameters are obtained from in Ref. 41, 45, and 67.
B+ (eV·A˚2) B− (eV·A˚2) Ck (eV·A˚)
HgTe -20.0 1.0 -0.0746
CdTe -21.44 -0.635 -0.0234
a The BIA parameters for HgxCd1−xTe are assumed to be the
linear interpolation of the parameters of HgTe and CdTe.
Appendix C: Effective Magnetic Field of Spin-Orbit
Interactions
The spin-orbit coupling originates from the relativistic
transformation of electric field and magnetic field. In the
reference frame of a moving electron, a static electric field
is transformed into a magnetic field depending on the ve-
locity (or the wave vector k) of the electron. The electron
spin could couple to this transformed effective magnetic
field via the magnetic dipole interaction. In this sense,
the effects of SOI can be understood directly by anal-
ogy with a k-dependent effective magnetic field B(k).
Similar to the Zeeman effect of a real magnetic field, the
effective magnetic field of SOI could also split the energy
band into two branches, with the spin orientation of the
upper (lower) branch parallel (antiparallel) to the direc-
tion of B(k). In different bands, the electron may feel
SOI with different strengths. Therefore we should label
the effective magnetic field of SOI felt by the electron
in the nth subband with wave vector k as Bn(k). The
SOI-induced spin splitting and electron spin orientations
will be closely dependent on the magnitudes and direc-
tions of Bn(k) respectively. Due to Bn(k) changes with
k, the spin splitting and spin orientations change as well,
producing the spin texture of the nth subband in k space.
The effective magnetic field can be defined by attribut-
ing the spin splitting of SOI to the Zeeman effect of
Bn(k). In the eight-band basis, the Zeeman term is writ-
ten as41
Hˆz = µBB · Jˆ , (C1)
where µB is the Bohr magneton, B is the external mag-
netic field, and Jˆ = (Jˆx, Jˆy, Jˆz) is the vector of eight-
band angular momentum matrices68. The form of Jˆ can
be found in Ref. 41. Letting Bn(k) = B, we can obtain
∆εn(k) = εn+(k)− εn−(k) ≈ µBBn(k)·J n(k). (C2)
εn±(k) are the energies for the upper (lower) branch
of the nth subband and ∆εn(k) is the spin split-
ting. J n(k) ≡ 〈n+,k|Jˆ |n+,k〉 − 〈n−,k|Jˆ |n−,k〉, and
|n±,k〉 are the eigenstates for the upper (lower) branch
of the nth subband. Using Eq. (C2), we can get the
expression for the effective magnetic field of the nth sub-
band
Bn(k) =
∆εn(k)J n(k)
µB|J n(k)|2 . (C3)
Equation (C3) indicates that the magnitudes and di-
rections of Bn(k) could represent the spin spitting and
spin orientations (or spin texture) of nth subband, re-
spectively. For the analysis of SOI-induced phenomena,
it is very helpful to visualize the k space distributions of
effective magnetic fields.
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