In this work we lower bound the individual sequence anytime regret of a large family of online algorithms. This bound depends on the quadratic variation of the sequence, Q T , and the learning rate. Nevertheless, we show that any learning rate that guarantees a regret upper bound of O(
Introduction
For any sequence of losses, it is trivial to tailor an algorithm that has no regret on that particular sequence. The challenge and the great success of regret minimization algorithms lie in achieving low regret for every sequence. This bound may still depend on a measure of sequence smoothness, such as the quadratic variation or variance. The optimality of such regret upper bounds may be demonstrated by proving the existence of some "difficult" loss sequences. Their existence may be implied, for example, by stochastically generating sequences and proving a lower bound on the expected regret of any algorithm (see, e.g., Cesa-Bianchi and Lugosi 2006) . This type of argument leaves open the possibility that the difficult sequences are, in some way, atypical or irrelevant to actual user needs. In this work we address this question by proving lower bounds on the regret of any individual sequence, in terms of its quadratic variation.
We first consider the related task of characterizing algorithms that have individual sequence non-negative regret. We focus our attention on linear forecasters that determine their next weight vector as a function of current cumulative losses. More specifically, if L t ∈ R N is the cumulative loss vector at time t, and x t+1 ∈ K is the next weight vector, then x t+1 = g(L t ) for some continuous g. The algorithm then incurs a loss of x t+1 · l t+1 , where l t is the loss vector at time t. We show that such algorithms have individual sequence non-negative regret if and only if g is the gradient of a concave potential function. We then show that this characteristic is shared by all linear cost Regularized Follow the Leader (RFTL) regret minimization algorithms, which include Randomized Weighted Majority (RWM) and linear cost Online Gradient Descent (OGD).
As our main result, we prove a trade-off between the upper bound on an algorithm's regret and a lower bound on its anytime regret, namely, its maximal regret for any prefix of the loss sequence. In particular, if the algorithm has a regret upper bound of O( √ Q) for any sequence with quadratic variation Q, then it must have an Ω( √ Q) anytime regret on any sequence with quadratic variation Θ(Q).
We prove our result for two separate classes of continuously twice-differentiable potentials. One class has negative definite Hessians in a neighborhood of L = 0, and includes OGD. The other comprises potentials for the best expert setting whose Hessians in a neighborhood of L = 0 have positive off-diagonal entries; in other words, such potentials increase the weights of experts as their performance relatively improves, which is a natural property of regret minimization algorithms. For the first class, we use the usual Euclidean quadratic variation, or T t=1 l t 2 2 . For the best expert setting, however, we use the more appropriate relative quadratic variation, T t=1 (max i {l i,t } − min i {l i,t }) 2 . Our proof is comprised of several steps. We add a learning rate η to any potential Φ by defining a new potential Φ η (L) = (1/η)Φ(ηL). We give an exact expression for the regret using the Taylor expansion of the potential, and use it to prove an Ω(min{1/η, ηQ}) lower bound on the anytime regret of any sequence with quadratic variation Q. In addition, we construct two specific loss sequences with variation Q, one with an Ω(1/η) regret, and the other with Ω(ηQ) regret. Thus, we must have η = Θ(1/ √ Q) to ensure a regret of O( √ Q) for every sequence with variation Q, and our lower bound on the anytime regret becomes Ω( √ Q). We demonstrate our result on RWM, as an example of a best expert potential, and on linear cost OGD, as an example of a potential with a negative definite Hessian.
We show that our analysis may be generalized to accommodate diverse notions of variation instead of quadratic variation. Our lower bounds on the anytime regret and our trade-off result in fact apply to any notion of variation V that is upper bounded for any loss sequence by a constant times the quadratic variation, namely V ≤ β Q. This condition is satisfied by key notions of variation featured in the regret minimization literature, notably Hazan and Kale (2010) , Chiang et al. (2012) . We apply this generalized analysis to the OGD algorithm in the online linear optimization setting, with V taken as the variance-like measure Var T = T t=1 l t − µ T 2 2 (where µ T is the mean of the losses). We obtain in particular that a learning rate that guarantees a regret upper bound of O( √ V ) for any sequence with Var T ≤ V necessarily implies an Ω( √ Var T ) anytime regret for any sequence with Var T = Θ(V ). We remark that our lower bounds are not applicable to every online learning algorithm or scenario. For instance, in the best expert setting, algorithms that set their learning rate as a function of the cumulative loss of the best expert may circumvent our lower bounds. In Sects. 3 and 4 we give a precise definition of the relevant setting and in Sect. 7.1 we further discuss the scope of our results.
Finally, we consider extensions to our results and highlight two applications that demonstrate the usability of our work. We will briefly mention here the first of these applications, which was included in the conference version of this work, and pertains to the financial problem of option pricing. Specifically, by leveraging our lower bounds on the anytime regret of RWM it is possible to obtain a lower bound on the price of "at the money" European call options in an arbitrage-free market. 1 The price lower bound obtained for such options is exp(0.1
where Q is the assumed quadratic variation of the stock's log price ratios. This bound has the same asymptotic behavior as the Black-Scholes price, which is approximately
and improves on a previous result by DeMarzo et al. (2006) , who gave a Q/10 lower bound for Q < 1. For an in-depth treatment of the financial aspect of this work, see Gofer and Mansour (2012) , Gofer (2014b) .
Related work
There are numerous results providing worst case upper bounds for regret minimization algorithms and showing their optimality (see Cesa-Bianchi and Lugosi 2006) . In the best expert setting, RWM has been shown to have an optimal regret of O( √ T log N ). In the online convex optimization paradigm (Zinkevich 2003) , upper bounds of O( √ T ) have been shown, along with Ω( √ T ) lower bounds for linear cost functions (Hazan 2006) . In both cases, regret lower bounds are proved by invoking a stochastic adversary and lower bounding the expected regret. Upper bounds based on various notions of quadratic variation and variance are given in Cesa-Bianchi et al. (2007) for the expert setting, in Hazan and Kale (2010) for online linear optimization and the expert setting in particular, and in Chiang et al. (2012) for the more general setting of online convex optimization.
A trade-off result is given in Even-Dar et al. (2008) , where it is shown that a best expert algorithm with O( √ T ) regret must have a worst case Ω( √ T ) regret to any fixed average of experts. To the best of our knowledge, there are no results that lower bound the regret on loss sequences in terms of their individual quadratic variation.
Outline
In Sect. 2 we provide notation and definitions. Section 3 characterizes algorithms with nonnegative individual sequence regret, proves they include linear cost RFTL, and provides basic regret lower bounds. Section 4 presents our main result on the trade-off between upper bounds on regret and lower bounds on individual sequence anytime regret. In Sect. 5 we apply our bounds to linear cost OGD and to RWM. In Sect. 6 we go beyond quadratic variation and generalize our analysis to other popular notions of variation. In Sect. 7 we consider extensions and describe applications of our results.
A shorter version of this work was published in the proceedings of The Twenty-Third International Conference on Algorithmic Learning Theory (ALT 2012). The present version contains new additions that are given in Sects. 6 and 7. A key new contribution is the generalization of previous analysis to diverse notions of variation beyond quadratic variation.
Preliminaries

Regret minimization
In the best expert setting, there are N available experts, and at each time step 1 ≤ t ≤ T , an online algorithm A selects a distribution p t over the N experts. After the choice is made, an adversary selects a loss vector l t = (l 1,t , . . . , l N ,t ) ∈ R N , and the algorithm experiences a loss of
The aim of a regret minimization algorithm is to achieve small regret regardless of the loss vectors chosen by the adversary. The anytime regret of A is the maximal regret over time, namely, max t {R A,t }. We will sometimes use the notation m(t) = arg min i {L i,t }, where we take the smallest such index in case of a tie. Similarly, we write M(t) for the expert with the maximal cumulative loss at time t. We also use the notation
The best expert setting is a special case of the more general setting of online linear optimization. In this setting, at time t the algorithm, or linear forecaster, chooses a weight vector x t ∈ R N , and incurs a loss of x t · l t . In this paper we assume that the weight vectors are chosen from a compact and convex set K. The regret of a linear forecaster A is then defined as R A,T = L A,T − min u∈K {u · L T }. The best expert setting is simply the case where K = Δ N , the probability simplex over N elements.
Quadratic variation
We define the quadratic variation of the loss sequence l 1 , . . . , l T as Q T = T t=1 l t 2 2 . For the best expert setting, we will use the slightly different notion of relative quadratic variation, defined as q T = T t=1 δ(l t ) 2 . We write Q for a known lower bound on Q T and q for a known lower bound on q T .
Convex functions
We mention here some basic facts about convex and concave functions that we will require. For more on convex analysis, see Rockafellar (1970) , Boyd and Vandenberghe (2004), and Nesterov (2004) , among others.
We will discuss functions defined on R N . A function f : C → R is convex, if C is a convex set and if for every λ ∈ [0, 1] and x, y ∈ C, f (λx
The function f is concave if − f is convex. The function f is strictly convex if the inequality is strict for x = y and λ ∈ (0, 1). The function f is strongly convex with parameter α > 0, if for every x, y ∈ C and λ ∈ [0, 1], f (λx
; f is strictly convex iff the above inequalities are strict for x = y. If f is twice differentiable, then it is convex iff its Hessian is positive semi-definite: for every x ∈ C, ∇ 2 f (x) 0. The convex conjugate of f (defined on dom f ) is the function f * (y) = sup x∈dom f {x · y − f (x)}, which is convex, and its effective domain is dom f * = {y : f * (y) < ∞}.
Seminorms
A seminorm on R N is a function · : R N → R with the following properties: -Positive homogeneity: for every a ∈ R, x ∈ R N , ax = |a| x . -Triangle inequality: for every x, x ∈ R N , x + x ≤ x + x .
Clearly, every norm is a seminorm. A seminorm satisfies x ≥ 0 for every x, and 0 = 0. However, unlike a norm, x = 0 does not imply x = 0. We will not deal with the trivial all-zero seminorm. Thus, there always exists a vector with non-zero seminorm, and by homogeneity, there exists a vector with seminorm a for any a ∈ R + .
Miscellaneous notation
For x, y ∈ R N , we write [x, y] for the line segment between x and y, namely, {ax+(1−a)y : 0 ≤ a ≤ 1}. We use the notation conv(A) for the convex hull of a set
3 Non-negative individual sequence regret Our ultimate goal is to prove strictly positive individual sequence regret lower bounds for a variety of algorithms. In this section, we will characterize algorithms for which this goal is achievable, and prove some basic regret lower bounds. This will be done by considering the larger family of algorithms that have non-negative regret for any loss sequence. This family, it turns out, can be characterized exactly, and includes the important class of linear cost RFTL algorithms.
We focus on linear forecasters whose vector at time t is determined as 
We point out that we allow both positive and negative losses. Synonymously, we will also say that g has non-negative regret. Note that if L 0 = L T (a closed cumulative loss path), then for any u ∈ K, it holds that u · (L T − L 0 ) = 0, and non-negative regret implies that 
where the inequality is true because g has non-negative regret, and the last equality is true because γ (1) = γ (0). For the reverse path γ r , defined by γ r (t) = γ (1 − t), we have
where the inequality is true by the fact that γ r is also a closed path. We thus have that γ N j=1 g j d L j = 0 for any closed path, and therefore, g is a conservative vector field. As such, it has a potential function Φ s. In the other direction, let
where the first two inequalities are by the concavity of Φ.
As a by-product of the proof, we get the following:
If Φ is continuously twice-differentiable, its second order Taylor expansion may be used to derive a similar lower bound, which now includes a non-negative quadratic regret term.
Theorem 2 Let A be an algorithm using a non-negative-regret function g = ∇Φ, and let
Note that the regret is the sum of two non-negative terms. We will sometimes refer to the first one,
as the first order regret term, and to the second, − 1 2 T t=1 l t ∇ 2 Φ(z t )l t , as the second order regret term. The second order term is non-negative by the concavity of Φ. These two terms play a key role in our bounds.
Relation to Regularized Follow the Leader
The class of concave potential algorithms contains the important class of linear cost RFTL algorithms. (For an in-depth discussion of the RFTL algorithm, see Hazan 2011.) Following Hazan (2011) , let K ⊂ R N be compact, non-empty, and convex. R F T L(η, R) is a linear forecaster with two parameters: the learning rate, η > 0, and a strongly convex and continuously twice-differentiable regularizing function,
The next theorem shows that linear RFTL is a concave potential algorithm, with a potential function that is directly related to the convex conjugate of the regularizing function. These are known properties (see, e.g., Lemma 15 in Shalev-Shwartz 2007), and a proof, which uses basic calculus, is given in Appendix 2 for completeness.
Theorem 3 If R : K → R is continuous and strongly convex and η
> 0, then Φ(L) = (−1/η)R * (−
ηL) is concave and continuously differentiable on R N , and for every
It is now possible to lower bound the regret of R F T L(η, R) by applying the lower bounds of Corollary 1 and Theorem 2.
Theorem 4 The regret of R F T L(η,
where we used the fact that L 0 = 0. Therefore,
where the first inequality is by Corollary 1, and the second inequality is by the fact that x 1 = arg min u∈K {R(u)} and x T +1 ∈ K. This concludes the first part of the proof.
. By the first part and by Theorem 2, for some
concluding the second part of the proof.
Note that the first order regret term is split into two new non-negative terms, namely,
The first order regret lower bound given in Theorem 4 may be proved directly by extending the "follow the leader, be the leader" (FTL-BTL) lemma (Kalai and Vempala 2005, see also Hazan 2011) . The extension and proof are given in Appendix 3.
Strictly positive individual sequence anytime regret
In this section we give lower bounds on the anytime regret for two classes of potentials. These are the class of potentials with negative definite Hessians, and a rich class of best expert potentials that includes RWM.
We start by describing our general argument, which is based on the lower bounds of Theorem 2 and Corollary 1. Note first that these bounds hold for any 1 ≤ T ≤ T . Now, let C be some convex set on which Φ is continuously twice-differentiable. If L 0 , . . . , L T ∈ C, then we may lower bound the regret by the second order term of Theorem 2, and further lower bound that term over any
∈ C, and we may lower bound the regret at time T by the first order term, using Corollary 1. We further lower bound that term over any L T / ∈ C. The minimum of those two lower bounds gives a lower bound on the anytime regret. By choosing C properly, we will be able to prove that these two lower bounds are strictly positive.
We now present our analysis in more detail. Observe that for every η > 0 and concave
Let · be a non-trivial seminorm on R N . In addition, let a > 0 be such that Φ is continuously twice-differentiable on the set { L ≤ a}, and let L 0 = 0.
Suppose algorithm A uses Φ η and encounters the loss path
We next assume that L t ≤ a/η for every t. It is easily verified that the set { L ≤ a/η} is convex, and since it contains L t for every t, it also contains conv(
Applying Theorem 2 to Φ η and dropping the non-negative first order term, we have
where we used the fact that ηz t ≤ a, which holds since
Thus, we have
Note that ρ 1 (a) is non-decreasing, ρ 2 (a) is non-increasing, and ρ 1 (a), ρ 2 (a) ≥ 0. Lemma 1 therefore highlights a trade-off in the choice of a. It still remains to bound ρ 1 and ρ 2 away from zero, and that will be done in two different ways for the cases of negative definite Hessians and best expert potentials. Nevertheless, the next technical lemma, which is instrumental in bounding ρ 1 away from zero, still holds in general. Essentially, it says that in the definition of ρ 1 (a), it suffices to take the infimum over
Lemma 2 It holds that
where the last inequality uses the fact that ∇Φ(L) · L − min u∈K {u · L } ≥ 0. Subtracting Φ(0), the result follows.
We now present the main result of this section, assuming we have shown ρ 1 , ρ 2 > 0. In what follows we write
2 for the generic quadratic variation w.r.t. the seminorm · (not to be confused with specific notions of quadratic variation). We denote by Q > 0 a given lower bound on Q T .
Theorem 5 Let a
> 0 satisfy ρ 1 (a), ρ 2 (a) > 0. (i) For every η > 0, max t {R A,t } ≥ min{ ρ 1 (a) η , η 2 ρ 2 (a)Q}, and for η = 2ρ 1 (a) ρ 2 (a)Q , max t {R A,t } ≥ ρ 1 (a)ρ 2 (a)/2 · Q .
(ii) If for any sequence with quadratic variation Q T ≤ Q we have R
(ii) Given a and η, let 0 < < a/η satisfy that T = Q / 2 is an integer. In addition, let x ∈ R N be such that x = 1. The loss sequence
where the second inequality is by Lemma 1. This implies that η ≤
On the other hand, let T > a 2 η 2 Q , define = Q /T , and consider the loss sequence
. Together, we have that
with Q T ≤ Q , we have that
, concluding the proof.
Potentials with negative definite Hessians
For this case, we pick · 2 as our seminorm. Let a > 0 and let
In this setting, the infimum in the definitions of ρ 1 (a) and ρ 2 (a) is equivalent to a minimum, using continuity and the compactness of L 2 balls and spheres.
Lemma 3 If
is continuous on the compact set { L = a} and attains a minimum there. The second statement follows from the fact that −l ∇ 2 Φ(L)l is a continuous function on the compact set { L ≤ a} × { l = 1}, and attains a minimum there.
where the inequality is true since the Hessians are negative definite, so we are taking the minimum of positive values. In addition, if
The following statement is an immediate consequence of Theorem 5:
(
ii) If for any sequence with quadratic variation Q T ≤ Q we have R
A,T ≤ c √ Q , then for any such sequence, max t {R A,t } ≥ ρ 1 (a)ρ 2 (a) 2c · Q T √ Q . In particular, if Q T = Θ(Q ), then max t {R A,t } = Ω( √ Q T ).
The best expert setting
In the best expert setting, where K = Δ N , potentials can never be strictly concave, let alone have negative definite Hessians. To see that, let L ∈ R N , c ∈ R, and define L = L + c · 1, where 1 is the all-one vector. We will say that L is a uniform translation of L. Then
where we use the concavity of Φ, the fact that ∇Φ is a probability vector, and the fact that L − L = c · 1. For a strictly concave Φ, the above inequalities would be strict if c = 0, but instead, they are equalities. Thus, the conditions for strict concavity are not fulfilled at any point L.
We will replace the negative definite assumption with the assumption that for every i = j,
This condition is natural for regret minimization algorithms, because 3 Note that this means we cannot guarantee a regret upper bound of c Q for c < √
, where p i is the weight of expert i. Thus, we simply require that an increase in the cumulative loss of expert j results in an increase in the weight of every other expert (and hence a decrease in its own weight). A direct implication of this assumption is that
> 0. Using the above assumption we proceed to bound ρ 1 and ρ 2 away from zero. We first state some general properties of best expert potentials.
Lemma 4 (i) Every row and column of ∇
, we have that h ≡ 1, and thus 0
, and we also have that
Therefore,
(iii) Note that in this context, l, L ∈ R N are unrelated vectors.
We now consider ρ 1 (a) and ρ 2 (a) where we use the seminorm v = δ(v). (The fact that δ(v) = max i {v i }−min i {v i } is a seminorm is proved in Lemma 11 in Appendix 1.) Under this seminorm, T t=1 l t 2 becomes q T , the relative quadratic variation. Note that δ(v) is invariant to uniform translation. In particular, for every v ∈ R N we may consider its "normalized" Using invariance to uniform translation, we can now show that the infima in the expressions for ρ 1 and ρ 2 may be taken over compact sets, and thus be replaced with minima. Using the requirement that
> 0 for every i = j, we can then show that the expressions inside the minima are positive. This is summarized in the next lemma.
Lemma 5 For the best expert setting, it holds that
Proof We start with ρ 1 (a). By Lemma 2, we have that
For every normalized vector L, min u∈K {u·L} = 0, by placing all the weight of u on the zero entry of L. In addition, as already observed, Φ(L) − Φ(0) − min u∈K {u · L} is continuous, and by the compactness of We now move on to ρ 2 . By Lemma 4, 
, and in both cases positive. We next assume N ≥ 3 and minimize
where the last equality is by part (i) of Lemma 4. Note that a i,
, and it is a minimizing choice for f . Thus, at a minimum point, it holds that
Since our choice of l 1 = 1 and l 2 = 0 was arbitrary, we have that
, completing the proof.
We can now apply Theorem 5 to the best expert setting.
Theorem 7 If
ii) If for any sequence with relative quadratic variation q T ≤ q we have R A,T ≤ c q , then for any such sequence, max t {R
5 Application to specific regret minimization algorithms
Online Gradient Descent with linear costs
In this subsection, we deal with the Lazy Projection variant of the OGD algorithm (Zinkevich 2003 ) with a fixed learning rate η and linear costs. In this setting, for each t, OGD selects a weight vector according to the rule x t+1 = arg min x∈K { x + ηL t 2 }, where K ⊂ R N is compact and convex. As observed in Hazan and Kale (2010) and Hazan (2011) , this algorithm is equivalent to R F T L(η, R), where R(x) = 1 2 x 2 2 , namely, setting
In what follows we will make the assumption that K ⊇ B(0, a), where B(0, a) is the closed ball with radius a centered at 0, for some a > 0.
Note that solving the above minimization problem without the restriction x ∈ K yields x t+1 = −ηL t . However, if L t 2 ≤ a/η, then x t+1 ∈ K, and then, in fact,
2 and also ∇ 2 Φ(L) = −I , where I is the identity matrix. By Lemma 3,
where we used the fact that −L ∈ K if L 2 = a. In addition, by Lemma 3,
By Theorem 6, we have that max t {R A,t } ≥ min{a 2 /(2η), (η/2)Q}, and for
η = a √ Q , max t {R A,t } ≥ a 2 √ Q.
Randomized Weighted Majority
RWM is the most notable regret minimization algorithm for the expert setting. We have 
The Hessian ∇ 2 Φ η has the following simple form:
diag(p) is the diagonal matrix with p as its diagonal.
The proof is given in Appendix 2. We will assume p 1,0 = . . . = p N ,0 = 1/N , and write RW M(η) for RWM with parameters η and the uniform distribution. Thus,
e −L i ), and we have by Lemma 6 that
> 0 for every i = j. Therefore, by Lemma 5, ρ 1 , ρ 2 > 0. We now need to calculate ρ 1 and ρ 2 . This is straightforward in the case of ρ 1 , but for ρ 2 we give the value only for N = 2.
Lemma 7 For any N
Proof By Lemma 5,
by Lemma 6. Since
The function (e x + e −x ) −2 is decreasing for x ≥ 0, so the smallest value is attained for |L 1 − L 2 | = a. Thus, for N = 2, ρ 2 (a) = (e a/2 + e −a/2 ) −2 .
Picking a = 1.2, we have by Theorem 7 that Theorem 8 For N = 2, there exists η s.t.
For a general N we may still lower bound max t {R RW M(η),t } by providing a lower bound for ρ 2 (a). We use the fact that the term −l ∇ 2 Φ(L)l, which is minimized in the definition of ρ 2 (a), may be interpreted as the variance of a certain discrete and bounded random variable. Thus, the key element that will be used is a general lower bound on the variance of such variables. This bound, possibly of separate interest, is given in the following lemma, whose proof can be found in Appendix 2. 
, and equality is attained iff N = 2, or N = 3 with i = 1, j = 3, and x 2 =
We comment that for the special case p 1 = . . . = p N = 1/N , Lemma 8 yields the inequality V ar(X ) ≥ (x N − x 1 ) 2 /(2N ), sometimes referred to as the Szőkefalvi Nagy inequality (von Szökefalvi Nagy 1918) .
We now proceed to lower bound ρ 2 (a) for any N .
Lemma 9 For any N
, and thus,
where X is a random variable obtaining the value l i with probability
For l ∈ N (1) it holds that max i {l i } = 1 and min i {l i } = 0. In addition, for L ∈ [0, a] N , the smallest value for min k { p k } is obtained when one entry of L is a and the rest are 0, yielding that min
. Since the expression −l ∇ 2 Φ(L)l is continuous in l, this inequality holds even if the assumption that the entries of l are distinct numbers is dropped. The result follows.
Theorem 9 For any 0 < α < 1/N and η > 0, it holds that
Proof By Theorem 7, for every η > 0, it holds that
We fix a, observing that any a ∈ (0, ∞) may be used, and denote α = 1 (N −1)e a +1 . Note that α may thus obtain any value in (0, 1/N ). By Lemma 9, we have that ρ 2 (a) ≥ α/2. By Lemma 7, ρ 1 (a) = ln N N −1+e −a , and since
we have that ρ 1 (a) = ln 
where the second inequality uses the fact that ln(1 + x) ≥ x x+1 for x ∈ (−1, ∞).
Beyond quadratic variation
Up until now we have considered only quadratic variation as a measure for the smoothness of the loss sequence. In this section we will extend our results to more general measures, which include other notions of variation discussed in the literature (Hazan and Kale 2010; Chiang et al. 2012) .
In what follows, we will consider some general quantity V t that measures the variation of the loss sequence at time t, and denote by V a known upper bound on V T and by V > 0 a known lower bound on V T . We will further assume that for every loss sequence l 1 , . . . , l T ∈ R N it holds that Q T ≥ βV T for some β = β(N ) > 0, where Q T is the generic quadratic variation w.r.t. some seminorm (not to be confused with the definition for a specific seminorm). This restriction will still allow us to apply our results to the most interesting notions of variation, as will be shown later.
We now proceed to extend our original result, given in Theorem 5, to accommodate more general variation. Recall that we assume that a > 0 satisfies ρ 1 (a), ρ 2 (a) > 0, and let η > 0. The first part of Theorem 5 states that for a concave potential algorithm A, it holds that max t {R A,t } ≥ min{
where Q is a known lower bound on Q T . In our present context we may clearly set Q = βV . It immediately follows that for η =
The proof of the second part of the theorem in the context of general variation is also quite similar to the original one and will be given for completeness. Here we assume that for any loss sequence satisfying
For given a and η, there exists 0 < < a/η s.t. T = βV / 2 is an integer. In addition, let x ∈ R N be such that x = 1. For the loss sequence
, define = βV /T , and consider the loss sequence l t = x. Then βV T ≤ Q T = 2 T = βV , and
. Together, we obtain
sequence with V T ≤ V , we have that
. We may therefore generalize Theorem 5 as follows:
(ii) If for any sequence with variation V T ≤ V we have R A,T ≤ c √ V , then for any such sequence,
Application to specific notions of variation
The work of Hazan and Kale (2010) 
p . Thus, we have that for the L p -deviation we may take β = 4 (where Q T is defined w.r.t. the L p norm).
It is important to note, however, that in order to satisfy the conditions of Theorem 10, one requires a relevant concave potential algorithm. In particular, for the second part of the theorem one needs an algorithm with a suitable regret minimization guarantee. For Var T such a choice exists in the form of OGD. As shown by Hazan and Kale (2010) , if Var T is upper bounded by V ≥ 12 and (w.l.o.g.) K ⊆ B(0, 1), then for bounded single-period losses (w.l.o.g. l t 2 ≤ 1 for every t), the regret of OGD is upper bounded by 15 √ V . In addition, if K ⊇ B(0, a) for some a > 0, then ρ 1 (a), ρ 2 (a) > 0 (as already shown in Sect. 5.1) and Theorem 10 may be meaningfully applied. 4 A second algorithm, Variation MW, given in Hazan and Kale (2010) specifically for the best expert setting, is not a concave potential algorithm. This is evident from the fact that its weights have an asymmetric dependence on single-period losses from different times. (This cannot be the case when the weight is a function of the cumulative loss.) The same is true for the algorithm of Chiang et al. (2012) when applied to the best expert setting. It is not immediately clear if there are interesting cases for which their algorithm is equivalent to a concave potential algorithm.
We summarize the results of this subsection in the next two corollaries. For OGD in particular we may apply Theorem 10 in combination with the bound of Hazan and Kale (2010) and the results of Sect. 5.1. 5 We obtain the following: 
(ii) If √ V ≥ 12, then for any sequence with Var T ≤ V , it holds that
In particular, if
Extensions and applications
We have shown lower bounds on the anytime regret of concave potential algorithms. We have further proved a trade-off between upper bounds on the regret of such algorithms and lower bounds on their anytime regret. These results were shown in the setting of online linear optimization with full information, which includes the best expert setting. In this work we did not consider the more general setting of online convex optimization or the bandit setting. Whether or not results in a similar spirit may be obtained for those settings is an interesting open question.
The scope of our results
Our results apply to algorithms whose weight vector is defined as the gradient of a concave function of the cumulative loss. This mechanism is further modulated by using a fixed learning rate. As has already been argued, this algorithmic family contains the important and widely used class of RFTL algorithms. Nevertheless, it is clear that some important algorithms lie outside it. As explained in the previous section, this holds in particular for the Variation MW algorithm of Hazan and Kale (2010) and at least for some instances of the algorithm of Chiang et al. (2012) . It remains an interesting open question whether the bound obtained by the Variation MW algorithm may be achieved by means of concave potential algorithms. The same is true for the bounds given in Chiang et al. (2012) . We note, however, that those authors show that if the decision set K contains a ball centered at the origin, then the regret bound of the OGD algorithm in particular is inferior to the regret bound of their algorithm (Chiang et al. 2012, Lemma 9) . Specifically, for any learning rate the regret bound of OGD is Ω(min{D 2 , √ T }), compared with the O( √ D 2 ) regret bound of their algorithm.
5 Note a very slight change from the original theorem in the second part. This change is needed since the regret upper bound of OGD holds only if √ V ≥ 12. We also point out that the second part of Theorem 10 still holds if the regret guarantee of the algorithm requires bounded single-period losses.
The use of fixed learning rates
Learning rates are employed as a means of parameterizing regret minimization algorithms in terms of some quantity of interest, such as the variation of the loss sequence. When an upper bound on that quantity is known in advance, the learning rate is commonly fixed as a function of that upper bound. Thus, in such a scenario, our assumption of a fixed learning rate seems like a minor restriction.
When no upper bound is given, variable learning rates are normally employed, with the so-called "doubling trick" being a special case. It is natural to consider adjusting the analysis leading to Lemma 1 to a setting where x t = ∇Φ η t (L t−1 ), for some non-increasing learning rates η 1 , . . . , η T . This may be done using the Taylor expansion of Φ as a function of both the learning rate and the cumulative loss. As a result, the regret, which formerly comprised the non-negative first and second order regret terms (see Theorem 2), now contains an additional non-positive term that depends on the changes in the learning rate. (This term disappears if the learning rate is fixed.) It is not clear how to bound the negative contribution of this new term in a way that would yield an interesting modification of the previous analysis.
Direct and indirect applications
We conclude with two examples that illustrate the applicability of our results.
The first, which was already mentioned in the introduction, concerns lower bounds on the price of financial instruments. Specifically, our results are used to derive a lower bound on the price of "at the money" European call options in an arbitrage-free market. The lower bound obtained for the price of such options is exp(0.1
5, where Q is the assumed quadratic variation of the stock's log price ratios. This bound has the same asymptotic behavior as the Black-Scholes price and an upper bound on the price given by DeMarzo et al. (2006) .
As the core element of this derivation, one requires an algorithm for the best expert setting whose regret is lower bounded in terms of the relative quadratic variation. By our results, the RWM algorithm may guarantee such a lower bound on the regret at some time t (see Sect. 5.2). A further modification to RWM moves all the weight to the best expert at time t, serving to "lock in" the regret until the final round. As a result, the lower bound on the anytime regret of RWM also holds for the final regret of the modified algorithm. For more details, see Gofer and Mansour (2012) and Gofer (2014b) .
A second application is in the study of online linear optimization with switching costs, namely, where additional costs (and regret) are incurred for switching between weight vectors. It was shown by Gofer (2014a) that for switching costs that are lower bounded by a norm of the difference between weights, regret cannot be upper bounded given only some upper bound on the quadratic variation of the loss sequence, t l t 2 2 . The same claim also holds for relative quadratic variation and for the notions of variation considered by Hazan and Kale (2010) and Chiang et al. (2012) . In particular, a non-oblivious adversary that knows the expectation of a learner's next action may force unbounded expected regret. The same is true for an oblivious adversary vs. a deterministic learner. This result holds for general classes of the online linear optimization setting, including the best expert setting and any decision set that contains a ball around the origin.
For proving the above result, an instance of a concave potential algorithm is employed by the adversary to adaptively construct a loss sequence that is difficult for a given learning algorithm A. Our results for concave potential algorithms (and in particular RWM and OGD) are used in showing that A incurs either arbitrarily high switching costs and non-negative regret, or arbitrarily high regret along with the non-negative switching costs. This application demonstrates that regret lower bounds established for concave potential algorithms may facilitate the derivation of regret lower bounds that hold for every algorithm.
We used the fact that x · L + R(x)/η is continuous and attains a minimum on a compact set. Consequently, Φ is defined for every L. Since R * is convex, Φ(L) = (−1/η)R * (−ηL) is concave.
Denote h(u, L) = u · L + R(u)/η, and let L, L ∈ R N , where L = L . In addition, let x = arg min u∈K {h(u, L)} and x = arg min u∈K {h(u, L )}, and denote ΔL = L − L and Δx = x − x. We have
where the inequality is by definition of x . Reversing the roles of L and L , we also get
≤ Δx 2 . If we showed that lim ΔL→0 Δx 2 = 0, then
that is, ∇Φ(L) = x, as required. Furthermore, the fact that Φ is differentiable on R N would imply that it is continuously differentiable (see, e.g., Corollary 25.5.1 in Rockafellar 1970 ).
Since R is strongly convex (with some parameter α > 0), we have that R 
By definition of x, h x+x 2 , L ≥ h(x, L), so, rearranging, we get
and thus, Δx 2 ≤ 4η α ΔL 2 . Therefore, lim ΔL→0 Δx 2 = 0, completing the proof.
Proof of Lemma 6
We assume w.l.o.g. that p i,0 > 0 for every i. Let 1 ≤ i, j ≤ N . We have that 
and therefore,
For any p ∈ Δ N and z ∈ R N , we denote by X p,z a random variable that satisfies P(X p,z = z i ) = 
To obtain an equality, the first inequality must become an equality, necessitating that x k = E[X ] for every k = i, j, and thus, N ≤ 3. If N = 2, the first inequality is an equality, and py i + (1 − p)y j = p 1 x 1 + p 2 x 2 − E[X ] = 0, so the second above inequality is also an equality. For N = 3, if x k = E[X ], then the first inequality becomes an equality, and in addition,
so the second inequality becomes an equality. Thus, we have an equality iff x k = E[X ], or equivalently, i = 1, k = 2, j = 3, and x 2 = p 1 x 1 + p 2 x 2 + p 3 x 3 . Finally, we have in particular that
completing the proof.
