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1. Seznamte se s knihovnou libCURL, rozhran´ım pro odes´ıla´n´ı URL
2. Navrhneˇte model syste´mu pro paraleln´ı zpracova´n´ı URL dotaz˚u
3. Zabezpecˇen´ı proti vy´padku syste´mu, logova´n´ı do syslogu
4. Navrzˇeny´ model implementujte v jazyce C podle ANSI normy s podporou instalace
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Abstrakt
Pra´ce pojedna´va´ o naprogramova´n´ı v´ıcevla´knove´ aplikace, jej´ımzˇ c´ılem je zpracova´vat
pozˇadavky pro vola´n´ı URL. Aplikace byla naprogramova´na v ANSI normeˇ jazyka C. Beˇzˇ´ı
jakozˇto samostatny´ de´mon, ktery´ mus´ı v maxima´ln´ı mozˇne´ mı´ˇre umozˇnˇovat dohleda´n´ı
pozˇadavk˚u, ktere´ se nepovedlo zpracovat. K vola´n´ı URL vyuzˇ´ıva´ knihovnu libCURL a nain-
stalova´n´ı na stanici bal´ıku autotools.
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Abstract
The work treats of programming multithreaded application, focused on processing the de-
mands for URL calling. The application was programmed in the ANSI norm of the lan-
guage C. It runs as independent daemon, which must faciliate, in maximum possible scale,
searching for demands, which weren’t successfully processed. For URL calling it uses the
library libCURL and installing in station of package autotools.
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Prˇedevsˇ´ım bych chteˇl podeˇkovat firmeˇ Mobilbonus s.r.o., ktera´ preferovala open-source
model vy´voje a t´ım mohla by´t tato pra´ce zverˇejneˇna. Da´le vsˇem spolupracovn´ık˚um te´to
firmy za pomoc prˇi rˇesˇen´ı neˇktery´ch proble´mu˚.
c© Jan Hora´cˇek, 2007.
Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´vneˇn´ı
autorem je neza´konne´, s vy´jimkou za´konem definovany´ch prˇ´ıpad˚u.
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Tento software byl vyvinut pro firmu Mobilbonus s.r.o. v Jihlaveˇ. Bylo potrˇeba oddeˇlit
jednovla´knovou cˇa´st syste´mu, ktera´ generuje pozˇadavky na komunikaci v s´ıti internet, od
cˇa´sti, ktera´ se pokousˇela URL volat. Byla zvolena implementace v podobeˇ male´ho serveru,
ktery´ nasloucha´ na urcˇite´m portu a sa´m pr˚ubeˇzˇneˇ pozˇadovane´ URL vola´. Na jeho vstupu
prˇijme pouze co za URL ma´ zavolat a ihned vrac´ı informaci, zˇe pozˇadavek prˇijal. URL pozdeˇji
sa´m zavola´. T´ımto zp˚usobem nemus´ı jednovla´knova´ cˇa´st syste´mu cˇekat na prˇ´ıchoz´ı data
z URL a pozastavovat na tuto dobu svoji cˇinnost.
Jedn´ım z pozˇadavk˚um bylo, aby aplikace z˚ustala v cˇiste´ ANSI normeˇ jazyka C. To prˇineslo
mnohe´ proble´my, z nichzˇ se veˇtsˇinu podarˇilo vyrˇesˇit.
V jednotlivy´ch kapitola´ch tohoto textu bude pojedna´no o tom, jak vytvorˇ´ıme samostatneˇ
beˇzˇ´ıc´ı server, jak zabezpecˇit syste´m proti vy´padk˚um a jak rˇ´ıdit beˇh v´ıce vla´ken pracuj´ıc´ıch
se stejny´m zdrojem. Da´le pak, jak server nacˇ´ıta´ svou konfiguraci. Nemala´ cˇa´st pojedna´va´
o knihovneˇ libCURL, ktera´ byla vybra´na z neˇkolika d˚uvod˚u, oproti ostatn´ım knihovna´m
s podoby´m zameˇrˇen´ım. Je zde obsazˇena i kapitola rˇesˇ´ıc´ı proble´m automaticke´ instalace
s vyuzˇit´ım bal´ıku na´stroj˚u autotools. V samotne´m za´veˇru jsou obsazˇeny kapitoly zaby´vaj´ıc´ı
se testova´n´ım a shrnut´ım dosazˇeny´ch vy´sledk˚u.
Tyto kapitoly byly voleny s ohledem na subjektivn´ı zaj´ımavost v projektu. Pro dalˇs´ı
oznacˇen´ı v textu dostal server jme´no url caller.
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Vlastn´ı zdrojovy´ nebo hlavicˇkovy´ soubor. Soubory jsou umı´steˇny v adresa´rˇi projektu.
• main(), main()1




Strojopisny´m p´ısmem oznacˇ´ıme makra, definice v ko´du a vy´znamna´ slova.
• komenta´rˇ2








Zde bude uvedeno, jak dany´ program funguje, jake´ jsou jeho soucˇa´sti a jejich vazby.
2.1 Krok po kroku
Server nasloucha´ na zvolene´m portu a prˇeb´ıra´ zadane´ pozˇadavky. Pokud dany´ pozˇadavek
prˇijme a vsˇe je v porˇa´dku, vrac´ı nazpeˇt rˇeteˇzec “1\n”1. Volanou URL zap´ıˇse na samostatny´
rˇa´dek do souboru v adresa´rˇi pool. Da´le prˇipoj´ı dalˇs´ı rˇa´dek identifikuj´ıc´ı pocˇet pokus˚u o
vola´n´ı dane´ URL - na pocˇa´tku 0. Dalˇs´ı vla´kno v sekundovy´ch intervalech kontroluje adresa´rˇ
pool a vyb´ıra´ z neˇj jednotlive´ soubory ke zpracova´n´ı. Zpracova´vany´ soubor prˇesune do
adresa´rˇe work a zde z neˇj vycˇte, jakou URL ma´ volat a da´le kolikra´t jizˇ byla vola´na.
Pokus´ı se zavolat danou URL a prˇipoj´ı jej´ı obsah na konec souboru. V prˇ´ıpadeˇ u´speˇchu,
pokud je v konfiguraci uvedeno, porovna´ obsah s porovna´vac´ım rˇeteˇzcem a oznacˇ´ı vola´n´ı
jako u´speˇsˇne´/neu´speˇsˇne´. V prˇ´ıpadeˇ neu´speˇchu vola´n´ı, zvedne pocˇ´ıtadlo pokus˚u o vola´n´ı a
prˇesouva´ soubor do adresa´rˇe failed. Zde je v pravidelny´ch intervalech kontrolova´n obsah
adresa´rˇe a zpeˇtneˇ jsou soubory prˇesouva´ny do adresa´rˇe pool. Pokud byl nastaven maxima´ln´ı
pocˇet pokus˚u o znovu vola´n´ı URL a je tento pocˇet prˇekrocˇen, je soubor namı´sto do adresa´rˇe
failed, prˇesunut do adresa´rˇe lost. Prˇi kazˇde´m prˇesunu je nutno v c´ılove´m adresa´rˇi naj´ıt
unika´tn´ı jme´no c´ılove´ho souboru. Vsˇe je mozˇno videˇt na obra´zku 2.1.
2.2 Mozˇnosti vola´n´ı
Server url caller umozˇnˇuje spojen´ı URL beˇzˇny´m HTTP protokolem, nebo prˇes sˇifrovane´ HTTPS.
Zde se vyskytl proble´m. V dobeˇ vy´voje tohoto syste´mu nebyly k dispozici platne´ certifika´ty
podepsane´ nasˇ´ı certifikacˇn´ı autoritou. Proto je prozat´ım implementova´no pouze oveˇrˇova´n´ı
platnosti certifika´tu.
V konfiguraci mu˚zˇe by´t uvedeno, aby URL nevolal na standardn´ı port 802, ale na neˇktery´
jiny´.
1odrˇa´dkovana´ jednicˇka
2v prˇ´ıpadeˇ HTTPS port 443
5
Obra´zek 2.1: Za´kladn´ı cˇa´sti syste´mu




Aby mohly extern´ı programy nasˇemu serveru zas´ılat pozˇadavky, mus´ıme ucˇinit neˇkolik
krok˚u. Tyto kroky budou rozebra´ny da´le v te´to kapitole. Nejv´ıce bylo cˇerpa´no z knihy
UNIX Network Programming [8].
3.1 Implementace
Komunikace byla vystaveˇna na vrstveˇ TCP/IP. To mimo jine´ znamena´, zˇe vrstva TCP (Trans-
mission Control Protocol) se postara´ o nava´za´n´ı komunikace1, jej´ı ukoncˇen´ı a da´le take´
o spra´vne´ rˇ´ızen´ı komunikace. Ta spocˇ´ıva´ ve spra´vne´m rˇazen´ı packetu˚, kontrole zda dane´
packety dorazily v porˇa´dku, ochraneˇ proti zahlcen´ı prˇij´ımac´ı strany atd. Zavola´n´ım funkce
run server() implementevane´ v souboru “server.c” spust´ıme server na urcˇite´m portu. Jako
za´kladn´ı nastaven´ı byl zvolen port 8011.
Nejprve vytvorˇ´ıme socket2 stejnojmennou funkc´ı socket()3 nacha´zej´ıc´ı se v syste´move´
knihovneˇ <sys/socket.h>. Jako prvn´ı parametr zvol´ıme PF_INET, ktery´ znacˇ´ı, zˇe chceme
komunikovat protokolem IPv4. V minulosti bylo rozliˇsova´no mezi hodnotou AF_INET a
PF_INET. Jednalo se o rozd´ıl v podporˇe v´ıce adres, ovsˇem v dnesˇn´ı dobeˇ jizˇ rozd´ıl v hod-
nota´ch nen´ı. Druhy´ parametr zada´me SOCK_STREAM rˇ´ıkaj´ıc´ı, zˇe se jedna´ o tok dat. Posledn´ı
parametr IPPROTO_TCP oznacˇuje komunikaci na vrstveˇ TCP.
Do datove´ struktury “struct sockaddr in” vlozˇ´ıme za sin_family hodnotu PF_INET,
za sin_addr.s_addr hodnotu INADDR_ANY znacˇ´ıc´ı, zˇe si prˇejeme komunikovat prˇes vsˇechna
rozhran´ı. Do sin_port vlozˇ´ıme, na jake´m portu chceme aby server beˇzˇel. Port zada´me jako
beˇzˇne´ cˇ´ıslo funkci htons() ze souboru <arpa/inet.h>. Ta pouze zameˇn´ı porˇad´ı byt˚u z LSB4
na MSB5.
Funkc´ı bind()6 sva´zˇeme loka´ln´ı adresu se socketem. Prvn´ım parametrem je na´mi vy-
tvorˇeny´ socket, druhy´m ukazatel na nastavenou strukturu “struct sockaddr in”, kterou
je nutno prˇetypovat na “struct sockaddr*” a trˇet´ım je velikost te´to struktury. Nakonec
funkc´ı listen()7 zacˇneme naslouchat na na´mi zvolene´m portu. Druhy´m parametrem funkce
listen() je hodnota, oznacˇuj´ıc´ı de´lku fronty, kterou kernel vytva´rˇ´ı pro prˇ´ıchoz´ı spojen´ı, ktera´
1tzv. three-way handshake
2nejle´pe prˇelozˇitelny´ vy´raz do cˇesˇtiny by mohl by´t
”
za´strcˇka“
3int socket(int domain, int type, int protocol);
4Least Significant Byte
5Most Significant Byte
6int bind(int sockfd, const struct sockaddr *my addraddrlen);
7int listen(int sockfd, int backlog);
7
backlog MacOS 10.2.6 Linux 2.4.7 HP-UX 11.11 FreeBSD 4.8 Solaris 2.9
AIX 5.1 FreeBSD 5.1
0 1 3 1 1 1
1 2 4 1 2 2
2 4 5 3 3 4
3 5 6 4 4 5
4 7 7 6 5 6
5 8 8 7 6 8
6 10 9 9 7 10
7 11 10 10 8 11
8 13 11 12 9 13
9 14 12 13 10 14
10 16 13 15 11 16
11 17 14 16 12 17
12 19 15 18 13 19
13 20 16 19 14 20
14 22 17 21 15 22
Tabulka 3.1: Backlog
V tabulce za´vislost pocˇtu spojen´ı ve fronteˇ na hodnoteˇ backlog
jesˇteˇ nebyla obslouzˇena. Z te´to hodnoty mu˚zˇeme prˇevodn´ı tabulkou pro konkre´tn´ı operacˇn´ı
syste´m urcˇit maxima´ln´ı pocˇet spojen´ı ve fronteˇ. V tabulce 3.1 je dobre´ si vsˇimnout, zˇe
naprˇ´ıklad u BSD/OS je pocˇet spojen´ı roven backlog + 1. Maxima´ln´ı pocˇet teˇchto spojen´ı je
omezen definic´ı SOMAXCONN v <sys/socket.h>, ktera´ je obvykle nastavena na 128. Hodnota
backlog byla zvolena 100.
Funkce accept()8 v blokuj´ıc´ım rezˇimu cˇeka´ na prˇ´ıchoz´ı spojen´ı. Pokud se spojen´ı nava´zˇe,
pak vrac´ı novy´ deskriptor vytvorˇeny´ kernelem. Zde jizˇ zby´va´ vytvorˇit nove´ vla´kno, ktere´
spojen´ı obslouzˇ´ı. Toto nove´ vla´kno zacˇ´ına´ svou pra´ci ve vlastn´ı funkci handle connect()9.
8int accept (int sockfd, struct sockaddr *cliaddr, socklen t *addrlen);




Pokud chceme program nechat beˇzˇet na pozad´ı tak, aby byl odpojen standardn´ı vstup a
vy´stup termina´lu, mus´ıme proces de´monizovat. Tento proces takte´zˇ mus´ı by´t, ve stromove´
stukturˇe proces˚u, za´visly´ pouze na init1 procesu.
4.1 Motivace
V hlavicˇkove´m souboru <unistd.h> sice existuje funkce daemon()2, ale ta je bohuzˇel za-
maskovana´ pomoc´ı USE BSD nebo USE XOPEN. Chceme-li z˚ustat v cˇiste´ ANSI normeˇ,
mus´ıme si tuto funkci rucˇneˇ naprogramovat.
4.2 Vlastn´ı implementace
Vlastn´ı implementace de´monizace procesu se nale´za´ v hlavicˇkove´m souboru “daemonize.h”
jakozˇto funkce daemonize()3. Je slozˇena z neˇkolika postupny´ch krok˚u, ktere´ je nutno vykonat.
Jedna´ se prˇedevsˇ´ım o:
• Fork4 procesu a ukoncˇen´ı p˚uvodn´ıho
• Vytvorˇen´ı nove´ho sezen´ı - prˇ´ımy´m rodicˇem se sta´va´ init
• Ignorace signa´l˚u SIGTSTP, SIGTTOU, SIGTTIN, ktere´ prˇicha´zej´ı z termina´lu ve ktere´m
byl program spusˇteˇn a uzavrˇen´ı vstup˚u stdin, stdout, stderr
• Reakce na signa´l SIGTERM, pro ukoncˇen´ı programu
Mimo tyto celkem beˇzˇne´ kroky je ve funkci daemonize() nav´ıc obsazˇena kontrola beˇhu
pouze jednoho serveru. Je kontrolova´na prˇes soubor, ve ktere´m je obsazˇeno PID5 beˇzˇ´ıc´ıho
souboru. Pokud je tento specia´ln´ı soubor prˇ´ıtomen, noveˇ spousˇteˇj´ıc´ı se program skoncˇ´ı.
Tomuto souboru se beˇzˇneˇ rˇ´ıka´ lockfile. Da´le je zde zajiˇsteˇna obsluha signa´lu SIGHUP, prˇi
jehozˇ vyvola´n´ı program znovu nacˇte konfiguraci.
1proces, ktery´ nema´ rodicˇe
2int daemon(int nochdir, int noclose);
3void daemonize();
4Rozdvojen´ı procesu na dva samostatneˇ beˇzˇ´ıc´ı
5Process ID - unika´tn´ı cˇ´ıslo oznacˇuj´ıc´ı proces
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4.3 Kontrola jedne´ instance programu
Jak jizˇ bylo zmı´neˇno, je pro tuto funkci vyuzˇit soubor lockfile. Soubor otevrˇeme pro za´pis.
Uzamkneme ho s vyuzˇit´ım syste´move´ funkce flock()6 z hlavicˇkove´ho souboru <sys/file.h>.
Jako parametry zvol´ıme dany´ soubor a da´le kombinaci LOCK_EX | LOCK_NB. LOCK_EX7 je
zde kv˚uli vyloucˇen´ı zamknut´ı souboru jiny´m procesem. Da´le je dobre´, dle dokumentace, za-
dat operaci jako neblokuj´ıc´ı pomoc´ı LOCK_NB8. To zajist´ı v prˇ´ıpadeˇ jizˇ zamknute´ho souboru,
vra´cen´ı se zpeˇt do programu s t´ım, zˇe se dana´ operace nezdarˇila. V tom prˇ´ıpadeˇ program
ihned skoncˇ´ı a necˇeka´ na uvolneˇn´ı souboru. Pokud se povedlo si soubor pro sebe uzamknout,
vep´ıˇseme do neˇj sve´ PID.





Bezpecˇnost a zabezpecˇen´ı proti
vy´padk˚um
U kazˇde´ho programu je vzˇdy trˇeba se zaby´vat ota´zkou bezpecˇnosti. Zde budou rozebra´ny
dveˇ beˇzˇne´ metody s c´ılem zabezpecˇen´ı dane´ho programu. Da´le metody, pro snadne´ dohleda´n´ı
stavu syste´mu prˇed poruchou s c´ılem minima´ln´ı ztra´ty dat.
5.1 Motivace
Kazˇdy´ syste´m ma´ sve´ bezpecˇnostn´ı chyby. Pro jejich minimalizaci se pouzˇ´ıva´ mnoho metod.
V serveru url caller bylo p˚uvodneˇ pocˇ´ıta´no s vyuzˇit´ım dvou metod. Bohuzˇel metoda vyuzˇ´ı-
vaj´ıc´ı funkci chroot()1 by´t pouzˇita nemohla. Byla alesponˇ implementova´na zmeˇna uzˇivatele,
pod ktery´m server beˇzˇ´ı. Da´le bylo implementova´no logova´n´ı2 pomoc´ı syste´mu syslog a
navrzˇen syste´m u´chovy zpracova´vany´ch dat.
5.2 Zmeˇna root adresa´rˇe
Root adresa´rˇ je ve stromove´ strukturˇe vzˇdy nejvy´sˇe. Po prˇideˇlen´ı root adresa´rˇe jizˇ nemu˚zˇe
dany´ proces nikdy vystoupit v adresa´rˇove´ strukturˇe vy´sˇe. Bohuzˇel je opeˇt v hlavicˇkove´m
souboru <unistd.h> zamaskova´na funkce chroot() pomoc´ı testu definice USE BSD nebo
USE XOPEN. Zde je nutno rˇ´ıci, zˇe tato metoda je z pohledu vlastn´ı implementace teˇzˇko
realizovatelna´. Proto bylo upusˇteˇno od mysˇlenky zmeˇny root adresa´rˇe prˇ´ımo v programu.
Lze ovsˇem vyuzˇ´ıt stejnojmene´ho programu, cozˇ je takte´zˇ i doporucˇen´ım.
5.3 Zmeˇna uzˇivatele
Dany´ proces vzˇdy beˇzˇ´ı pod urcˇity´m uzˇivatelem a skupinou. Ti maj´ı sva´ opra´vneˇn´ı. Nejvysˇsˇ´ı
opra´vneˇn´ı ma´ uzˇivatel root3 a ten se take´ mu˚zˇe prˇepnout na jine´ho uzˇivatele s nizˇsˇ´ımi pra´vy.
1int chroot(const char *path);
2za´znam urcˇite´ informace
3na neˇktery´ch syste´mech jiny´
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5.3.1 Implementace
Nale´za´ se prˇ´ımo v souboru “main.c” pod funkc´ı change priv(). Zde nejprve zjist´ıme z kon-
figuracˇn´ıho souboru, pod ktery´m uzˇivatelem a skupinou ma´ proces beˇzˇet. Pote´, s pomoc´ı
syste´movy´ch funkc´ı getpwnam() a getgrnam(), dostaneme ukazatel na strukturu uchova´va-
j´ıc´ı informace o nich. Z te´to struktury potrˇebujeme zna´t pouze ID uzˇivatele a skupiny. Nas-
tav´ıme skupinu, pomoc´ı funkce setgid(), a pote´ uzˇivatele funkc´ı setuid() (v tomto porˇad´ı).
Na´sledneˇ zkus´ıme nastavit zpeˇt ID uzˇivatele na 0 (root), cozˇ by syste´m nemeˇl dovolit.
Protozˇe v neˇktery´ch stary´ch ja´drech rˇady 2.2 byl tento za´vazˇny´ bug, tak radeˇji otestujeme
i tuto mozˇnost.
5.3.2 Pozna´mky
U funkc´ı getpwnam() a getgrnam() byl sledova´n zvla´sˇtn´ı jev. Prˇi kontrole uvolnˇova´n´ı
pameˇti programem valgrind4 bylo zjiˇsteˇno, zˇe tyto dveˇ funkce vrac´ı ukazatel na pameˇt’,
kterou jizˇ nelze uvolnit. Funkce getpwnam r() z <pwd.h> a getgrnam r() z hlavicˇkove´ho
souboru <grp.h> vytva´rˇej´ı struktury s daty o uzˇivately´ch a skupina´ch v pameˇti prˇideˇlene´
programu5. Jsou bouhuzˇel zamaskova´ny testem definice USE BSD nebo USE XOPEN. Po
neˇkolika hodina´ch se tento proble´m jevil jako nevyrˇesˇitelny´ (podarˇilo se uvolnit pouhou
cˇa´st te´to pameˇti). Je dobre´ zde zmı´nit, zˇe velmi podobneˇ jsou napsa´ny funkce na zmeˇnu
uzˇivatelsky´ch pra´v v mnoha webovy´ch serverech. Pro uka´zku server Apache [3] cˇi lighttpd
[4] se naprosto o zˇa´dne´ uvolnˇova´n´ı te´to pameˇti nesnazˇ´ı.
5.4 Logova´n´ı pomoc´ı syste´mu syslog
C´ılem je zaznamenat urcˇitou informaci o aktua´ln´ım stavu syste´mu. Mu˚zˇe se jednat o re-
gistraci neˇjake´ho chybove´ho stavu, cˇi prostou informaci naprˇ. o prˇ´ıchoz´ım spojen´ı. Tento
syste´m za´znamu informace (te´zˇ logova´n´ı) je mozˇne´ distribuovat do r˚uzny´ch mı´st podle
aktua´ln´ıho nastaven´ı. Jednotlive´ zpra´vy maj´ı sv˚uj typ a p˚uvod informace, doprova´zeny´
jej´ım obsahem. Mu˚zˇeme naprˇ´ıklad nastavit, aby se beˇzˇne´ zpra´vy naprosto ignorovaly a chy-
bove´ zpra´vy pos´ılaly na jiny´ server. Za´lezˇ´ı pouze na nastaven´ı logovac´ıho de´mona (syslog,
syslog-ng, . . . ).
Vsˇe zajiˇst’uje funkce syslog()6 z hlavicˇkove´ho souboru <sys/syslog.h>. Jako p˚uvod
informace zvol´ıme de´mon - pomoc´ı LOG_DAEMON. Typ informace zvol´ıme bud’ LOG_INFO,
a nebo LOG_ERR podle toho, zda se jedna´ o beˇzˇnou informaci cˇi chybovy´ stav. Vzorove´
zavola´n´ı pak mu˚zˇe vypadat naprˇ´ıklad:
syslog(LOG_ERR|LOG_DAEMON, ‘‘Aplikace spadla’’);
5.5 Zp˚usob ulozˇen´ı jednotlivy´ch pozˇadavk˚u
Pro ulozˇen´ı pozˇadavk˚u vyuzˇ´ıva´m obycˇejny´ch soubor˚u. Jejich obsah se skla´da´ z prvn´ıho
rˇa´dku obsahuj´ıc´ı URL a na dalˇs´ım rˇa´dku uvedeny´m pocˇtem pokus˚u o vola´n´ı. Od dalˇs´ı rˇa´dky
se nacha´z´ı stazˇeny´ obsah, ktery´ v prˇ´ıpadeˇ potrˇeby zkontrolujeme, zda odpov´ıda´ nasˇim
pozˇadavk˚um. Jsou postupneˇ prˇesouva´ny mezi adresa´rˇi pool, work, failed a lost.
4trasovac´ı program pro sledova´n´ı prˇideˇlene´ a uvolneˇne´ pameˇti
5 cˇ´ımzˇ by se dala pameˇt’ uvolnit
6void syslog(int priority, const char *format, ...);
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5.5.1 Procˇ soubory?
Je to zp˚usob perzistentn´ıho ulozˇen´ı dat pro prˇ´ıpad pa´du aplikace. Jelikozˇ jsou tyto soubory
obsahoveˇ velmi male´ a jejich pocˇet mu˚zˇe by´t velmi vysoky´, je pro jejich ulozˇen´ı doporucˇeno
pouzˇ´ıt vhodny´ souborovy´ syste´m. Jako vhodny´m se zda´ by´t ReiserFS.
Jednoduchou operac´ı prˇesunut´ı souboru mezi jednotlivy´mi adresa´rˇi da´va´me jaksi najevo
zmeˇnu stavu dane´ho pozˇadavku. Adresa´rˇ pool slouzˇ´ı jako kontejner pozˇadavk˚u, ktere´ cˇekaj´ı
na obslouzˇen´ı. Adresa´rˇ work obsahuje pra´veˇ zpracova´vane´ pozˇadavky. Adresa´rˇ failed
pozˇadavky, ktere´ se nepovedlo zpracovat s t´ım, zˇe se o jejich obslouzˇen´ı v budoucnu jesˇteˇ
pokus´ı. A konecˇneˇ adresa´rˇ lost schranˇuje vsˇechny pozˇadavky, ktere´ se nepovedlo vyrˇ´ıdit a
u nichzˇ se jizˇ o opeˇtovne´ obslouzˇen´ı nepokousˇ´ıme.
Operace pro prˇesunut´ı spocˇ´ıva´ v pouhe´m prˇesunut´ı i-nodu7 z jednoho adresa´rˇe do
druhe´ho a d´ıky tomu je velmi rychla´. Zavola´n´ım funkce rename()8 ze syste´move´ knihovny
<stdio.h> provedeme prˇesun souboru.
5.5.2 Pojmenova´n´ı souboru v adresa´rˇi
Je potrˇeba, aby kazˇdy´ soubor v adresa´rˇi meˇl sve´ jednoznacˇne´ jme´no. Pokud chceme vytvorˇit
novy´ soubor, mus´ıme toto jme´no neˇjaky´m zp˚usobem
”
vymyslet“. Vzhledem k tomu, zˇe
funkce tmpnam() ze syste´move´ knihovny <stdio.h> ma´ omezeny´ pocˇet vola´n´ı definovanou
hodnotou TMP_MAX, mus´ıme naprogramovat vlastn´ı funkci. Hodnota sice by´va´ na veˇtsˇineˇ
UNIXovy´ch syste´mu˚ velmi vysoka´, ale sta´le nen´ı nekonecˇna´.
Funkce je pojmenova´na jako make tmp name()9 v souboru “dirs.c” a prˇeb´ıra´ dva
parametry. Prvn´ı je adresa´rˇ, ve ktere´m se bude snazˇit nove´ jme´no souboru hledat a druhy´m
je, kolik znak˚u ma´ jme´no obsahovat. Nejprve na´hodneˇ vygeneruje jme´no o pozˇadovane´ de´lce
znak˚u a funkc´ı access()10 z <unistd.h> zkontroluje, zda soubor existuje. Takto hleda´ v cyklu
do doby, dokud nenajde jme´no souboru, ktery´ neexistuje. Aby se program nezacyklil, je
pocˇet cykl˚u omezen pomoc´ı definovane´ hodnoty MAX_TRYING. Bezprostrˇedneˇ po te´to funkci
vzˇdy na´sleduje vytvorˇen´ı souboru a tento blok mus´ı by´t uzavrˇeny´ v kriticke´ sekci. Jinak by
se mohlo sta´t, zˇe dveˇ vla´kna vygeneruj´ı stejne´ jme´no souboru, ale d´ıky prozativn´ı neexistenci
souboru vra´t´ı make tmp name() do obou vla´ken stejne´ jme´no souboru.
7datova´ struktura obsahuj´ıc´ı metadata o souborech a adresa´rˇ´ıch
8int rename(const char *oldpath, const char *newpath);
9char * make tmp name(const char * directory, int length);




Tato kapitola se zaby´va´ programova´n´ım aplikac´ı slozˇeny´ch z v´ıce vla´ken. Rˇesˇ´ı se prˇedevsˇ´ım
prˇ´ıstup vla´ken ke sd´ılene´mu zdroji a da´le komunikace mezi vla´kny. Dobrou literaturaturou
na toto te´ma1 se zda´ by´t kniha Advanced UNIX Programming [6] a cˇa´st je obsazˇena i v knize
UNIX Network Programming [7]. Prˇ´ıpadneˇ se da´ mnohe´ zjistit nahle´dnut´ım do zdrojovy´ch
ko´d˚u kernelu [5].
6.1 Prˇ´ıstup ke sd´ılene´mu zdroji
Pokud se k dane´mu zdroji snazˇ´ı prˇistoupit v´ıce vla´ken soucˇasneˇ a tyto data se potrˇebuj´ı
meˇnit, je nutne´ prˇ´ıstup a manipulaci s nimi neˇjaky´m zp˚usobem rˇ´ıdit. Te´to cˇa´sti ve zdro-
jove´m ko´du rˇ´ıka´me kriticka´ sekce. K rˇ´ızen´ı prˇ´ıstupu do kriticke´ sekce se vyuzˇ´ıva´ kromeˇ
jiny´ch:
• mutex
• semaphore - semafor
Semafory, vzhledem k mozˇnosti deadlocku a podivne´ absenci prˇi pouzˇit´ı ANSI na linuxove´
distribuci Debian, nebyly pouzˇity.
6.1.1 Funkce, typy a makra uvozene´ “pthread mutex ...”
Nejprve budeme potrˇebovat statickou promeˇnnou typu pthread_mutex_t. Tu mu˚zˇeme
inicializovat bud’ zavola´n´ım funkce pthread mutex init()2, nebo ihned s pomoc´ı makra
PTHREAD_MUTEX_INITIALIZER. Tuto promeˇnnou pak prˇi vstupu do kriticke´ sekce prˇeda´me
funkci pthread mutex lock()3 a prˇi vy´stupu z kriticke´ sekce funkci pthread mutex unlock()4.
Tyto funkce pocha´zej´ı ze syste´move´ knihovny <pthread.h>. Uvedu jednoduchy´ prˇ´ıklad:
Prˇı´klad osˇetrˇenı´ kriticke´ sekce




2int pthread mutex init(pthread mutex t *restrict mutex, const pthread mutexattr t *restrict attr);
3int pthread mutex lock(pthread mutex t *mutex);
4int pthread mutex unlock(pthread mutex t *mutex);
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/* Neˇjaky´ ko´d */
pthread_mutex_lock(&foo_mutex);
/* Kriticka´ sekce - prˇı´stup ke sdı´lene´mu zdroji */
pthread_mutex_unlock(&foo_mutex);
/* Neˇjaky´ ko´d */
}
6.1.2 Read-Write za´mky
Jedna´ se o prˇ´ıstup ke sd´ılene´mu zdroji, ke ktere´mu veˇtsˇinu cˇasu prˇistupuj´ı vla´kna s c´ılem
cˇ´ıst data (readers - cˇtena´rˇi). Ovsˇem pokud tyto data chceme zmeˇnit (writers - p´ısarˇi),
potrˇebujeme zdroj uzamknout, nova´ data do neˇj zapsat a na´sledneˇ znovu zprˇ´ıstupnit
cˇtena´rˇ˚um. Pro tento u´cˇel je v hlavicˇkove´m souboru <pthread.h> neˇkolik funkc´ı uvozeny´ch
“pthread rwlock ...”. Bohuzˇel jsou vsˇechny tyto funkce zamaskova´ny pomoc´ı testu na
definici USE UNIX98 nebo USE XOPEN2K.
Nezby´va´, nezˇ napsat vlastn´ı implementaci. V souboru “read write.c” je uvedeno
neˇkolik funkc´ı, ktere´ zabezpecˇuj´ı tuto funkcionalitu. Jedna´ se o zjednodusˇene´ rˇesˇen´ı, kdy
existuje pouze jeden p´ısarˇ. Funkce rwlock rlock() se pokus´ı ke zdroji prˇistoupit jako cˇtena´rˇ.
Pokud do zdroje nikdo nezapisuje, necˇeka´ a ihned mu˚zˇe cˇ´ıst data. Da´le zvedne pocˇet
cˇtena´rˇ˚u v promeˇnne´ count_readers. Funkce rwlock runlock() oznacˇuje konec cˇten´ı dat
ze sd´ılene´ho zdroje a sn´ızˇ´ı hodnotu count_readers. Funkce rwlock wlock() nejprve za-
jist´ı, aby vsˇichni cˇtena´rˇi nemohli prˇistoupit ke zdroji. K tomu slouzˇ´ı promeˇnna´ can_read
nastavena´ na 0. Da´le pocˇka´ na vsˇechny cˇtena´rˇe, kterˇ´ı zacˇali pracovat se zdrojem prˇed
zavola´n´ım rwlock wlock() a pra´ci dokoncˇuj´ı. Pokud vsˇichni cˇtena´rˇi dokoncˇili svou pra´ci,
je promeˇnna´ count_readers nastavena na 0. V tuto chv´ıli je zdroj uzamknut pro za´pis.
Funkce rwlock wunlock() uvoln´ı zdroj nastaven´ım can_read na 1. Promeˇnne´ can_read a
count_readersmus´ı by´t uzavrˇeny v kriticke´ sekci. Makromwait() tyto promeˇnne´ uzamkne,
a tak mu˚zˇeme zjistit/zapsat jejich hodnoty a makro msignal() uvoln´ı pro ostatn´ı vla´kna.
Na obra´zku 6.1 jsou jednotlive´ funkce v Petriho s´ıti5.
6.2 Omezen´ı maxima´ln´ıho pocˇtu vla´ken
Veˇtsˇina dnesˇn´ıch PC ma´ jedno za´sadn´ı omezen´ı. T´ım je maxima´ln´ı pocˇet soucˇasneˇ beˇzˇ´ıc´ıch
proces˚u6. Proto je nutne´ sˇetrˇit s teˇmito prostrˇedky. Situace se meˇn´ı prˇi pouzˇit´ı NPTL vla´ken.
V linuxove´ distribuci Gentoo, pro ktery´ byl tento server vyv´ıjen, jsou standardneˇ zvolena
NPTL vla´kna. Pokud se v jiny´ch distribuc´ıch (naprˇ. Debian) nezmeˇnil tento model zpra´vy
proces˚u na NPTL, server se jevil jako znacˇneˇ nestabiln´ı. Stejna´ situace nastala prˇi nasazen´ı
na operacˇn´ı syste´m FreeBSD. Nutno prˇiznat, zˇe je to asi jedna z hlavn´ıch cˇa´st´ı pra´ce do
budoucna. Na c´ılove´ stanici, pro ktery´ byl server vyv´ıjen, se zda´, zˇe by meˇl by´t syste´m
stabiln´ı. Vı´ce v kapitole Testova´n´ı na straneˇ 25.
5Petriho s´ıt’ je graficka´ reprezentace diskre´tn´ıch distribuovany´ch syste´mu˚
6beˇzˇna´ hodnota je 4096
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Obra´zek 6.1: Read-Write za´mky




Konfigurace serveru je nacˇ´ıta´na ze souboru “/etc/url caller.conf”. Jeho vzorove´ nas-
taven´ı je v prˇ´ıloze B na straneˇ 30. Prˇi startu serveru se pod´ıva´ do tohoto souboru a nacˇte
ji do pameˇti synchronizovanou read-write za´mkem. Nastav´ı, na jake´m portu ma´ server
beˇzˇet, pod jaky´m uzˇivatelem a jakou skupinou. Tyto vlastnosti jizˇ nemu˚zˇe z logicky´ch
d˚uvod˚u meˇnit1. Prˇi prˇijet´ı signa´lu SIGHUP zamkne read-write za´mkem pameˇt’ pro za´pis a
nahraje do pameˇti novou konfiguraci. Pameˇt’ zprˇ´ıstupn´ı pro cˇten´ı vsˇem ostatn´ım vla´kn˚um.
Nacˇ´ıta´n´ı konfigurace je zprostrˇedkova´no prˇes lexika´ln´ı a syntakticky´ analyza´tor.
7.1 Lexika´ln´ı analyza´tor
Nacha´z´ı se v souboru “lex.c” a jeho hlavicˇkove´m souboru “lex.h”. Je to klasicky´ stavovy´
automat, jehozˇ u´cˇelem je rozdeˇlen´ı textu na cˇa´sti. Urcˇ´ı, zda dana´ cˇa´st je cˇ´ıslo, rˇeteˇzec,
kl´ıcˇove´ slovo atp. Kl´ıcˇova´ slova na´sledneˇ porovna´va´ v souboru “scann.c”. Jejich definice
jsou uvedeny v “scann.h”. Je vola´n syntakticky´m analyza´torem, aby mu poskytl dalˇs´ı cˇa´st
vstupu s obsahem a oznacˇen´ım typu.
7.2 Syntakticky´ analyza´tor
Syntakticky´ analyza´tor se nacha´z´ı spolu se se´manticky´mi akcemi v souboru “options.c”.
Jedna´ se opeˇt o stavovy´ automat. Jeho u´kolem je kontrola, zda na sebe lexika´ln´ı jednotky
navazuj´ı v porˇad´ıch, ktera´ jsou mozˇna´. Kazˇde´ te´to mozˇne´ kombinaci prˇiˇrad´ı se´mantickou
akci. Jako prˇ´ıklad uvedu:
”
Za kl´ıcˇovy´m slovem TIMEOUT na´sleduje cˇ´ıslo. Pak se´mantickou akc´ı bude prˇirˇazen´ı
atributu maxima´ln´ı doby cˇeka´n´ı na dany´ pocˇet sekund.“
7.3 Struktura uchova´vane´ konfigurace v pameˇti
Konfigurace je rozdeˇlena do neˇkolika cˇa´st´ı:
• Sekce (URL) - Pocˇa´tecˇn´ı cˇa´st rˇeteˇzce identifikuj´ıc´ı URL.
• Skupiny (GROUP) - Do skupin mu˚zˇeme prˇiˇradit jednotlive´ sekce.
• Default (DEFAULT) - Specia´ln´ı typ sekce. Pokud neexistuje vhodna´ sekce, pouzˇije tuto.
1nema´ jizˇ dostatecˇna´ opra´vneˇn´ı
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• Config (CONFIG) - Obsahuje nastaven´ı serveru, jako je port a uzˇivatel pod ktery´m ma´
beˇzˇet.
Do dane´ sekce patrˇ´ı kazˇda´ URL, ktera´ zacˇ´ına´ rˇeteˇzcem uvedeny´m v konfiguraci. Chceme-li
naprˇ´ıklad zavolat http://thor/1.php i http://thor/2.php se stejnou konfigurac´ı, zavedeme
sekci “http://thor/”. Sekce mohou by´t zarˇazeny do v´ıce skupin soucˇasneˇ. Skupiny mohou
by´t takte´zˇ zarˇazeny ve skupina´ch a tvorˇit tak stromovou strukturu. Zde je nutne´ zmı´nit
upozorneˇn´ı, zˇe zde mu˚zˇe doj´ıt k nekonecˇne´ rekurzi, protozˇe program nijak nekontroluje
cyklicke´ vazby.
Cˇa´sti URL, GROUP a DEFAULT jsou uchova´va´ny v datove´ strukturˇe MySection, jej´ızˇ
definice se nacha´z´ı v hlavicˇkove´m souboru “options.h”. Vsˇechny tyto cˇa´sti jsou jako
celek drzˇeny ve strukturˇe MyBand, na kterou je aplikova´n zminˇovany´ read-write za´mek.
Cˇa´st CONFIG je uchova´va´na samostatneˇ a jej´ı zmeˇna na jizˇ beˇzˇ´ıc´ı server nema´ vliv. Na
obra´zku 7.1 je zobrazen prˇ´ıklad. Seznam jednotlivy´ch atribut˚u lze nale´zt v programove´
dokumentaci.
Obra´zek 7.1: Ulozˇen´ı konfigurace v pameˇti




Tato kapitola se zaby´va´ knihovnou libCURL, ktera´ poskytuje rozhran´ı pro HTTP/HTTPS1
komunikaci. Je sta´hnutelna´ na svy´ch doma´c´ıch stra´nka´ch [1]
8.1 O knihovneˇ libCURL
Tato knihovna je sˇ´ıˇrena pod licenc´ı MIT/X2, jej´ızˇ prˇesne´ zneˇn´ı lze nale´zt na internetu [2].
Jak je na u´vodn´ıch stra´nka´ch tohoto projektu uvedeno, jedna´ se o multiplatforn´ı knihovnu
portovanou te´meˇrˇ pro vsˇechny hlavn´ı operacˇn´ı syste´my. Podporuje mnoho komunikacˇn´ıch
protokol˚u (FTP, FTPS, HTTP, HTTPS, SCP, SFTP, TFTP, TELNET, DICT, FILE a LDAP). Pro
vyuzˇit´ı v bakala´rˇske´ pra´ci postacˇil HTTP a HTTPS protokol. Tato knihovna ma´ take´ dalˇs´ı
rozhran´ı pro jine´ programovac´ı jazyky. Knihovnu vyuzˇ´ıva´ mnoho zna´my´ch programu˚ i kni-
hoven - zminˇme naprˇ´ıklad libTorrent, OpenOffice.org, Xen a mnoho dalˇs´ıch. Hlavn´ı
vy´hodou, oproti neˇktery´m jiny´m knihovna´m je, zˇe je thread-safe3.
8.2 Zp˚usob pouzˇ´ıva´n´ı knihovny





Jedna´ se v podstateˇ o rozliˇsen´ı pra´ce prˇi vola´n´ı v´ıce URL soucˇasneˇ. Easy rozhran´ı pracuje
jakozˇto jedno vola´n´ı - jeden handle4. Toto rozhran´ı bylo pouzˇito v bakala´rˇske´ pra´ci. Za
zmı´nku stoj´ı uve´st rozhran´ı multi. Rozhran´ı pracuje pouze s jedn´ım handle i pro v´ıce
volany´ch URL. Ovsˇem toto rozhran´ı ma´ jednu podstatnou vadu na kra´se - nepodporuje
proxy spojen´ı. Rozhran´ı shared je zjednodusˇene´ multi, u ktere´ho maj´ı vsˇechny volane´
URL nastaveny stejne´ dodatecˇne´ vlastnosti, cˇ´ımzˇ se pro projekt stalo nepouzˇitelny´m.
1poskytuje rozhran´ı i pro mnoho dalˇs´ıch protokol˚u
2jedna z nejvolneˇjˇs´ıch licenc´ı, prˇiblizˇneˇ srovnatelna´ s trˇ´ıˇra´dkovou verz´ı BSD licence
3vla´kna jedne´ aplikace se nemus´ı zaby´vat kriticky´mi sekcemi
4ukazatel na strukturu uchova´vaj´ıc´ı informace o spojen´ı
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Jak jizˇ bylo zmı´neˇno, pouzˇijeme rozhran´ı easy, ve ktere´m z´ıska´me handle d´ıky za-
vola´n´ı curl easy init(). Otevrˇeme soubor pro za´pis (pro ukla´da´n´ı stazˇeny´ch dat). Na´sleduje
sekvence nastaven´ı konkre´tn´ıch vlastnost´ı pro vola´n´ı URL. Po nastaven´ı vsˇech vlastnost´ı
zavola´me danou URL funkci curl easy perform()5, ktera´ vrac´ı status ko´d dane´ operace.
Pokud je vra´ceny´ status ko´d CURLE_OK, vsˇe probeˇhlo v porˇa´dku. Dany´ handle uvoln´ıme




8.3 Nastaven´ı parametr˚u pro vola´n´ı dane´ URL
Nastavova´n´ı parametr˚u vola´n´ı URL je zprostrˇedkova´no zavola´n´ım funkce curl easy setopt()6.
Je definova´no neˇkolik hodnot CURLoption, ktere´ nastavuj´ı r˚uzne´ cˇa´sti. V dalˇs´ıch podkapi-
tola´ch se budu zaby´vat pouze pouzˇity´mi nastaven´ımi.
8.3.1 Parametr CURLOPT URL
Jako dalˇs´ı parametr se bude bra´t rˇeteˇzec (*char) identifikuj´ıc´ı volanou URL.
8.3.2 Parametr CURLOPT FILE
Nastaven´ım CURLOPT_FILE se prˇiˇrad´ı soubor (*FILE), do ktere´ho se ulozˇ´ı stazˇeny´ obsah.
8.3.3 Parametr CURLOPT TIMEOUT
Nastavuje maxima´ln´ı dobu cˇeka´n´ı na stazˇen´ı obsahu URL. Doba cˇeka´n´ı je uvedena v se-
kunda´ch (int).
8.3.4 Parametr CURLOPT NOSIGNAL
Tento parametr nastavuje zp˚usob vnitrˇ´ı komunikace o dany´ch spojen´ıch uvnitrˇ knihovny. Je
vyuzˇit naprˇ´ıklad prˇi kontrole timeoutu spojen´ı nastavene´ho pomoc´ı CURLOPT_TIMEOUT.Tento
parametr je d˚ulezˇite´ ve v´ıcevla´knovy´ch aplikac´ıch nastavit na hodnotu 1 (bool).
8.3.5 Parametr CURLOPT PORT
Nastavuje port (int), na ktery´ se chceme prˇipojit.
8.3.6 Parametr CURLOPT USERAGENT
Nastav´ı identifikaci (*char) programu pro volany´ server. Je odesla´na v hlavicˇce HTTP
pozˇadavku.
5CURLcode curl easy perform(CURL * handle );




Tento pomeˇrneˇ rozsa´hly´ bal´ık programu˚ a skript˚u slouzˇ´ı prˇedevsˇ´ım pro unifikovany´ postup
kompilace a nastaven´ı jej´ı konfigurace. Z tohoto bal´ıku bylo vyuzˇito trˇ´ı programu˚ a to
autoscan, autoheader a autoconf.
9.1 Program autoscan
Tento program doka´zˇe z dostupny´ch hlavicˇkovy´ch a zdrojovy´ch soubor˚u v aktua´ln´ım adresa´rˇi
zpracovat definice1 a s teˇmi da´le pracovat. Je to celkem schopny´ pomocn´ık, ktery´ doka´zˇe
zjistit za´vislosti s mnoha knihovnami. Vytvorˇ´ı soubor “configure.scan”, ve ktere´m vytvorˇ´ı
za´kladn´ı strukturu maker. Tento soubor prˇejmenujeme na “configure.in” a na´sledneˇ edi-
tujeme neˇkolik za´kladn´ıch hodnot, ktere´ da´le zpracuje program autoheader.
9.2 Program autoheader
Jedna´ se o program, ktery´ vezme na vstupu soubor “configure.in”, nebo “configure.ac”
a jeho vy´stupem je klasicky´ hlavicˇkovy´ soubor2. Jeho na´zev ma´ prˇ´ıdavek “.in” za jme´nem
souboru a obsahuje neˇktere´ promeˇnne´. Ty jsou prˇi spusˇteˇn´ı konfigurace zameˇneˇny za skutecˇ-
ne´ hodnoty, zjiˇsteˇne´ pra´veˇ touto automatickou konfigurac´ı a za´rovenˇ je soubor3 pojmenova´n
bez koncovky “.in”4. Program autoheader procha´z´ı “configure.in” rˇa´dek po rˇa´dku a
zpracova´va´ jednotliva´ makra, ktera´ mohou by´t i klasicky´m shell5 skriptem. V souboru
mus´ı by´t nastaveno neˇkolik za´kladn´ıch maker, kde neˇktera´ jsou po vy´stupu z autoscan
oznacˇena textem FIXME. Jedna´ se prˇedevsˇ´ım o AC_PREREQ, AC_INIT, AC_CONFIG_SRCDIR,
AC_CONFIG_HEADER, AC_CHECK_LIB, AC_CONFIG_FILES a AC_OUTPUT. Existuje vsˇak mnoho
dalˇs´ıch maker, ktera´ mohou by´t zavedena ihned po vy´stupu z programu autoscan. Jak
vypada´ soubor “configure.in” je uvedeno v prˇ´ıloze A na straneˇ 28.
9.3 Vybrana´ makra programu autoheader
Zde uvedu neˇkolik za´kladn´ıch maker, ktere´ byli vyuzˇity v bakala´rˇske´ pra´ci.
1uvozene´ jako “#define ...”
2defaultneˇ nastaveno na “configure.h.in”
3plus dalˇs´ı uvedene´ v “configure.in”
4“configure.h.in” → “configure.h”
5program, ktery´ cˇte prˇ´ıkazy z termina´lu/souboru a ty spousˇt´ı
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9.3.1 Makro AC PREREQ
Oznacˇuje verzi autoheader potrˇebnou pro zpracova´n´ı souboru.
9.3.2 Makro AC INIT
Obsahuje jme´no, verzi a kontaktn´ı e-mail vztahuj´ıc´ı se k projektu.
9.3.3 Makro AC COPYRIGHT
Obsahem je rˇeteˇzec o pra´vech na dany´ projekt. Je naprˇ´ıklad soucˇa´st´ı vy´pisu informac´ı
o projektu:
./configure -V
9.3.4 Makro AC CONFIG SRCDIR
Zde uvedeme jeden soubor, ktery´ je obsahem nasˇeho projektu. Jeho u´cˇel je pro kontrolu,
zda jsme ve spra´vne´m adresa´rˇi.
9.3.5 Makro AC CONFIG HEADER
Zada´me hlavicˇkovy´ soubor, do ktere´ho chceme zpracovat vy´stup.
9.3.6 Makro AC PREFIX DEFAULT
Oznacˇuje adresa´rˇ, ve ktere´m se hledaj´ı extern´ı knihovny.
9.3.7 Makro AC CHECK LIB
Otestuje danou knihovnu, zda se v n´ı nacha´zi pozˇadovana´ funkce.
9.3.8 Makra AC CHECK HEADER a AC CHECK HEADERS
Otestuje, zda jsou dostupne´ uvedene´ knihovny.
9.3.9 Makro AC CHECK FUNCS
Otestuje, zda jsou dostupne´ uvedene´ funkce.
9.3.10 Makro AC SUBST
Zada´me, jake´ dalˇs´ı promeˇnne´ si prˇejeme nahrazovat v “.in” souborech. K jejich prˇedchoz´ımu
nastaven´ı mu˚zˇe poslouzˇit jednoduchy´ shell skript.
9.3.11 Makro AC CONFIG FILES
Uvedeme, ve ktery´ch souborech se maj´ı nahrazovat promeˇnne´. Tyto soubory jsou prˇi spusˇteˇn´ı
“./configure” a uveden´ı AC_OUTPUT prˇejmenova´ny t´ım zp˚usobem, zˇe se odstran´ı prˇ´ıpona
“.in”.
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9.3.12 Makro AC OUTPUT
Za´veˇrecˇne´ makro. Prova´d´ı zmı´neˇne´ nahrazen´ı promeˇnny´ch v AC_CONFIG_FILES souborech
a jejich na´sledne´ prˇejmenova´n´ı.
9.3.13 Makra AC MSG ERROR a AC MSG NOTICE
Jedna´ se o makra pro vy´stup urcˇite´ informace o stavu testova´n´ı. Zat´ımco prˇi pouzˇit´ı makra
AC_MSG_ERROR skript vyp´ıˇse pozˇadovanou informaci a skoncˇ´ı, prˇi pouzˇit´ı AC_MSG_NOTICE
pouze vyp´ıˇse informaci a pokracˇuje da´le.
9.4 Program autoconf
Program autoconf vyrob´ı ze souboru “configure.in” spustitelny´ shellovy´ skript pojme-
novany´ jako “configure”. Ten se stara´ o spra´vne´ nastaven´ı promeˇnny´ch, ktere´ zap´ıˇse do
soubor˚u uvedeny´ch v AC_CONFIG_HEADER a AC_CONFIG_FILES.
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Kapitola 10
Kompilace, spusˇteˇn´ı a testova´n´ı
Zde bude v rychlosti shrnuto, jak s programem zacha´zet a dosazˇene´ vy´sledky.
10.1 Kompilace a instalace
Pro kompilaci je zapotrˇeb´ı prˇekladacˇe gcc a nainstalovana´ knihovna libCURL. Postupujeme
takto:







• Nainstalujeme s opra´vneˇn´ım uzˇivatele root.
make install
Skript “configure” ma´ neˇkolik volitelny´ch parametr˚u:
• LOCK_PATH - urcˇuje adresa´rˇ umı´steˇn´ı lockovac´ıho PID souboru (url_caller.lock)
default: /var/lock/url_caller
• RUN_PATH - urcˇuje adresa´rˇ kde budou rozmı´steˇny pracovn´ı adresa´rˇe (pool, work,
failed, lost)
default: /var/url_caller





Pokud jsme konfiguraci nemeˇnili, pak:
• Server spust´ıme pomoc´ı:
/usr/local/bin/url_caller
• Konfiguraci znovu nacˇteme d´ıky:
kill -HUP ‘cat /var/lock/url_caller/url_caller.lock‘
• Server ukoncˇ´ıme prˇ´ıkazem:
kill -KILL ‘cat /var/lock/url_caller/url_caller.lock‘
Pro zjednodusˇen´ı situace byly v adresa´rˇi skripts vytvorˇeny skripty zajiˇst’uj´ıc´ı tuto funkci-
onalitu.
10.2 Testova´n´ı
Pro u´cˇely testova´n´ı byl vytvorˇen jednoduchy´ klient, ktery´ posˇle na zadany´ server 1000
pozˇadavk˚u. Nalezneme ho po kompilaci pod na´zvem “client”. Prˇ´ıklad:
./client localhost 8011 ‘‘http://thor’’
Rana´ verze syste´mu je v testovac´ım provozu prˇiblizˇneˇ od 12.12.2006 na serveru firmy
Mobilbonus s.r.o. v datove´m centru Casablanca v Praze. Do soucˇasne´ doby, z dostupny´ch
informac´ı, server sta´le beˇzˇ´ı s pr˚umeˇrnou za´teˇzˇ´ı ∼10 pozˇadavk˚u za sekundu. Testovana´ verze
zvla´dla v plne´ za´teˇzˇi ∼4000 pozˇadavk˚u za sekundu. Tato hodnota byla dosazˇena na note-
booku prˇi vyt´ızˇen´ı procesoru ∼25 %. Limituj´ıc´ım faktorem je vyuzˇit´ı ne keep-alive soket˚u
a t´ım pa´dem velka´ datova´ za´teˇzˇ zp˚usobena´ navazova´n´ım komunikace. Dosazˇene´ hodnoty
vsˇak jsou v´ıce nezˇ dostacˇuj´ıc´ı a prˇi pouzˇit´ı gigabitove´ s´ıt’ove´ karty se mozˇnosti posouvaj´ı
mnohem da´le.
V soucˇasne´ dobeˇ by meˇla by´t dostupna´ stabiln´ı verze pro operacˇn´ı syste´m linux (Gentoo,





C´ılem projektu bylo vyvinout syste´m pro odes´ıla´n´ı URL dotaz˚u v programovac´ım jazyce C.
Velkou cˇa´st projektu tvorˇilo doprogramova´va´n´ı jinak beˇzˇny´ch funkc´ı, ktere´ prˇi pouzˇit´ı cˇiste´
ANSI normy nejsou dostupne´.
Jak jizˇ bylo zmı´neˇno, software byl prima´rneˇ vyv´ıjen pro linuxovou distribuci Gentoo.
Momenta´ln´ı c´ıl dalˇs´ıho snazˇen´ı je v stabilizova´n´ı verze pod FreeBSD, prˇ´ıpadneˇ pod dalˇs´ımi
UNIX-like syste´my. Jako dalˇs´ı rozsˇ´ıˇren´ı te´to pra´ce by mohlo by´t obohacen´ı o nove´ kon-
figuracˇn´ı volby a zapracova´n´ı kompletn´ı podpory certifika´t˚u pro HTTPS spojen´ı.
Syste´m jizˇ po relativneˇ dlouhou dobu beˇzˇ´ı bez va´zˇneˇjˇs´ıch proble´mu˚, s funkcˇnost´ı proza-
timneˇ dostacˇuj´ıc´ı jeho u´cˇelu.
Projekt se nacha´z´ı na internetove´ adrese http://horimir.pinda.cz/ pod na´zvem url caller.
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1 # -*- Autoconf -*-
2 # Process this file with autoconf to produce a configure script.
3
4 AC_PREREQ(2.59)
5 AC_INIT(url_caller, 0.9.0.0, horimir@atlas.cz)
6 AC_COPYRIGHT(Shared under GNU/GPL licence)
7 echo ‘‘+--------------------+’’
8 echo ‘‘| url_caller |’’










19 # Checks for libraries.
20 # FIXME: Replace ‘main’ with a function in ‘-lpthread’:
21 AC_CHECK_LIB([pthread], [pthread_detach], ,
22 [AC_MSG_ERROR([Sorry missed function, cant’t build])])
23
24 # Checks for header files.
25 AC_HEADER_DIRENT
26 AC_HEADER_STDC
27 AC_CHECK_HEADERS([arpa/inet.h fcntl.h limits.h netdb.h netinet/in.h stdlib.h
28 string.h strings.h sys/socket.h syslog.h unistd.h], ,
29 [AC_MSG_ERROR([Sorry missed header file, cant’t build])])
30
31 OTHER_INCLUDE_PREFIX=‘‘/usr/local/include’’
32 AC_CHECK_HEADER([curl/curl.h], , [AC_MSG_NOTICE([Checking for other
33 include prefix])
34 AC_CHECK_HEADER([$OTHER_INCLUDE_PREFIX/curl/curl.h], ,
35 [AC_MSG_ERROR([Sorry missed header file, cant’t build])])])
36












48 AC_CHECK_FUNCS([atexit gethostbyaddr gethostbyname inet_ntoa memset
49 socket strerror], , [AC_MSG_ERROR([Sorry missed function, cant’t build])])
50
51 test -z $LOCK_PATH && LOCK_PATH=‘‘/var/lock/url_caller’’;
52 test -z $RUN_PATH && RUN_PATH=‘‘/var/url_caller’’;
53 AC_SUBST([LOCK_PATH RUN_PATH])
54
55 AC_CONFIG_FILES([Makefile daemonize.h dirs.h skripts/run.sh skripts/stop.sh])
56 AC_OUTPUT
57 echo ’+-----------------------------+’




























23 #do not uncoment last line
30
