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Abstract
Recommender Systems appear as a promising solution to the problem of informa-
tion overload as they attempt to provide personalized recommendations based on
the historical records of users’ activities. One popular recommendation technique is
Collaborative Filtering because it does not require the detailed features of users or
items, and is solely based on the user × item rating matrix. However, as users tend
to rate only a small fraction of items in a system, the user × item rating matrix is
usually sparse, which is referred to as the data sparsity issue. Moreover, as recording
user activities is a temporal process, the temporal dynamics of user preferences are
hidden in the user× item rating matrix. How to model these temporal dynamics for
recommendation purposes is another important issue in the research of recommender
systems. In this thesis, the objective is to address these two issues to improve the
performance of recommendations in terms of accuracy.
For the data sparsity issue in the context of neighbourhood-based collaborative
filtering methods, we propose an auto-adaptive imputation method, which automat-
ically identifies a key set of missing data and adaptively imputes them according to
each individual user’s rating history. Through this novel method, we can maximize
the information contained in the neighbourhood of the active user while minimizing
the imputation error brought in. A theoretical analysis is provided to prove that
the proposed method can identify neighbours more accurately than the conventional
neighbourhood-based collaborative filtering methods.
On the other hand, we propose a Rating Pattern Subspace method to tackle the
data sparsity issue in the context of the model-based collaborative filtering methods.
xiii
Two rating patterns exist in the user× item rating matrix and influence each other;
the personal rating pattern and the global rating pattern. We build a low-rank sub-
space to model the global rating patterns from the whole user× item rating matrix,
and then individually refine the projection for each user on the subspace based entirely
on his/her own rating history. After that, the refined user projections on the subspace
are used to improve the modelling of the global rating patterns. Iteratively, the well-
trained low-rank subspace can handle the incompleteness of a user’s rating history
as the refinement for each user projection on the subspace is actually performed ac-
cording to this user’s available ratings only, which will correct the misleading analysis
caused by the missing values.
For the temporal dynamic issue in user preferences, we propose the preference
pattern notion that is different from the rating pattern. Then, we formulate the user
preference patterns as a sparse matrix and propose a Preference Pattern Subspace to
model the preference pattern for each user on a low-rank subspace. Based on this
subspace, we further formulate the Top-N recommendation as a pair-wise preference
learning process, which has the properties of both classification and regression. We
map the items to the real number space with matrix factorization, then maximize
the margin between the items that the active user liked and the items that he/she
did not like by minimizing the degree of violating the constraints induced from the
Preference Pattern Subspace. Theoretical and experimental analysis are provided to
prove that the proposed method outperforms the traditional collaborative filtering
methods in the context of Top-N recommendations.
In addition, suggestions for further research are identified based on this research.
These include the relationship between the preference pattern and the rating pattern,
both of which describe the user’s historical behaviour from two different but highly-
related perspectives.
xiv
Chapter 1
Introduction
1.1 Motivation
With the rapid expansion of e-commerce and Web 2.0 techniques, more products are
sold on the Internet, and more customers are willing to provide ratings on the products
they consume. This increasing amount of rating information has created much excite-
ment and provided abundant opportunities for firms to provide more customized ser-
vice and reach their profit objectives. Recommender System, a sub-discipline within
data mining, refers to computational techniques for generating personalized product
recommendations for a particular customer, or identifying potential customers for a
particular product by offline processing of available customer data, such as ratings,
browsing and consuming history.
Since the middle 1990s, the problem of generating recommendations from data
has been investigated from many perspectives [6, 135]. To address this problem,
techniques from information retrieval (especially the content-based method) and user
modelling have been widely utilized [6]. Moreover, the related techniques have been
successfully deployed in many practical applications, e.g. book recommendations
in Amazon, movie recommendations in Netflix, music recommendations in Lastfm,
1
and video recommendations in YouTube. Some well-known recommender systems are
summarized in Table 1.1.
The aim of recommender systems is to identify the right items which are likely
to be accepted by users. Collaborative Filtering (CF) is one popular recommenda-
tion technique because of its insensitivity to the detailed features of users or items.
Existing CF methods can be categorized into neighbourhood-based (memory-based)
methods and model-based methods [31]. The neighbourhood-based methods make rec-
ommendations generally based on the k nearest neighbour (KNN) rule, while the
model-based methods apply machine learning techniques to construct a model from
the given rating matrix and then utilizes the model to make recommendations. How-
ever, collaborative filtering as a young and promising field, still faces a number of
unresolved issues:
• Data Sparsity : This is probably the most challenging issue for recommendation
techniques. Since users tend to rate only a small fraction of items in a system,
the user×item rating matrix is usually sparse with a density of around 1% [141].
For instance, although there are around 100 million ratings in the Netflix prize
data1, it awarded given on 17, 700 movies by 480, 000 users, with a density
of only 1.17%. This data sparsity issue makes the neighbourhood -based CF
methods incapable of finding neighbours and therefore fails to make accurate
recommendations [116,141]. Moreover, the model-based CF methods also suffer
from this issue especially for users with few ratings.
• Temporal Dynamics: Time is important context information in the field of
recommendations. However, temporal information has only recently attracted
1http://www.netflixprize.com
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Application Representatives Web Site
Articles Google News http://news.google.com/
Genieo http://www.genieo.com/
CiteULike http://www.citeulike.org/
Google Reader http://reader.google.com/
StumbleUpon http://www.stumbleupon.com/
Books Amazon http://www.amazon.com/
Dou Ban Reading http://www.douban.com/
Dang Dang http://www.dangdang.com/
Movies Netflix http://www.netflix.com/
Movielens http://www.movielens.org/
Jinni http://www.jinni.com/
What To Rent http://whattorent.com
Rotten Tomatoes http://www.rottentomatoes.com/
Flixter http://www.flixster.com/
MTime http://www.mtime.com/
Music Dou Ban Radio http://douban.fm/
Lastfm http://www.last.fm/
Pandora http://www.pandora.com/
Mufin http://www.mufin.com/
Lala http://lala.com/
Emusic http://www.emusic.com/
Ping http://www.apple.com/itunes/ping/
Social Network Facebook http://www.facebook.com/
Twitter http://twitter.com/
Tourism Wanderfly http://www.wanderfly.com/
TripAdvisor http://www.tripadvisor.com.au/
Videos Youtube http://www.youtube.com/
Hulu http://www.hulu.com/
Clicker http://www.clicker.com/
Others GetGlue http://getglue.com/
Strands http://strands.com/
ChoiceStream http://www.choicestream.com/
Baifendian http://www.baifendian.com/
Table 1.1: Typical Real World Recommender Systems
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the research interest that it deserves when the timeSVD++ algorithm played
an important role in winning the Netflix progress award [89]. Moreover, as
the item popularity and the user preference changes over time [89,165], how to
exploit the effectiveness of temporal dynamics in the context of collaborative
filtering remains an ongoing challenge.
Based on the above observation, this thesis aims to improve the quality of recom-
mendations by tackling the two challenges above.
1.2 Objectives and Research Issues
This thesis aims to improve the quality of recommendations in terms of accuracy by
tackling the data sparsity issue and the temporal dynamic issue. More specifically,
the research objectives of this thesis are:
• Effective Imputation Method for Neighbourhood-based CF methods To deal with
the data sparsity issue for neighbourhood-based CF methods, the data im-
putation method is promising because it imputes the missing values directly
before making recommendations. However, some fundamental problems still
largely remain unexplored, such as does all missing data have equal importance
for the recommendation purpose, how to select the most informative missing
data to impute, and is it theoretically guaranteed a performance benefit will be
gained? This thesis will investigate these problems by proposing an effective
auto-adaptive imputation method.
• Learning Rating Patterns with Incomplete Data How to learn the user rating
4
patterns from the sparse user× item rating matrix is a difficult task for model-
based CF methods as the large part of the missing values can result in a mislead-
ing analysis. This thesis will also investigate the interactive influence between
the personal rating pattern and the global rating pattern. Based on this, a
matrix factorization method, Rating Pattern Subspace, is proposed in order to
learn the rating patterns by modelling this interactive influence. Compared
with state-of-the-art CF methods, Rating Pattern Subspace addresses the miss-
ing data problem with a second round refinement of the personal rating patterns
on a low-rank subspace in an EM-like style.
• Learning User Preference Dynamics In the context of collaborative filtering,
and in addition to user rating patterns, user preference patterns also exist in
the user × item rating matrix and they tend to change regularly following
certain patterns. However, the value of preference patterns has barely been
acknowledged in previous research. This thesis will focus on investigating the
effectiveness of preference patterns on Top-N recommendations by proposing
preference pattern subspace. Based on this, the Top-N recommendation will
be formulated as a pairwise preference learning problem, which has both the
properties of classification and regression.
1.3 Overview of the Proposed Methodology
The collaborative filtering techniques are generally categorized into neighbourhood-
based methods and model-based methods. In this thesis, we aim to address the data
sparsity issue for both kinds of methods, and tackle the temporal dynamic issue in
the context of model-based methods.
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For neighbourhood-based CF methods, it is well established that selected neigh-
bours are a determinant of their performance. Failure to pick the right neighbours
leads to poor performance as this directly violates the assumption of KNN-based
methods [8, 170]. This indicates that failing to find nearest neighbours will lead to
the selection of wrong samples, and in turn, renders the KNN rule inapplicable. In
this thesis, by treating each rating given by a user on an item as an observation for
prediction on this item for other users, we define the notion of a key set of missing
data for the rating prediction, and propose AutAI as a method to automatically and
adaptively identify the key missing data for each prediction from both the user and
item perspective. By doing this, we can maximize the information contained in the
neighbourhood of the active user while minimizing the imputation error. Theoret-
ical and empirical analysis shows that imputation based on this key set of missing
data leads to a more accurate identification of neighbourhood relationships than the
conventional neighbourhood-based CF methods.
For model-based CF methods, the large set of missing values can produce a mis-
leading analysis when building the model for recommendation purposes. Recently,
a successful kind of model-based methods trains the model only on available rat-
ings by going through each rating individually, and ignoring the existence of missing
values [52, 88, 89, 132]. Although improved performance is achieved on the rating
prediction task, limited performance on the Top-N recommendation task is demon-
strated [43]. One reason ignored in previous research is two rating patterns exist in
the user × item rating matrix which influence each other. More importantly, their
interactive influence characterizes the development of each other, which can conse-
quently be exploited to improve the modelling of rating patterns, especially when the
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user × item rating matrix is highly incomplete due to the well-known data sparsity
issue. This thesis proposes the Rating Pattern Subspace to model this interactive
influence by iteratively refining each other with an EM-like algorithm. The basic idea
is to build a low-rank subspace to model the global rating patterns from the whole
user × item rating matrix, and then individually refine the projection for each user
on the subspace based on his/her own entire rating history. Following this, the re-
fined user projections on the subspace are used to improve the modelling of the global
rating patterns. Iteratively, the well-trained low-rank subspace can model both the
personal and global rating patterns. This EM-like algorithm can consequently handle
the incompleteness of user rating history, as the refinement of each user projection
on the subspace is only performed according to this user’s available ratings.
For the temporal dynamic issue, this thesis observes the preference dynamic effect
on two real movie recommender systems, MovieLens and Netflix. This effect shows
that each user has a preference pattern that is different from his/her rating pattern,
and the preference pattern tends to change over time following certain patterns. Based
on this, we formulate preference patterns as a sparse matrix and propose a Preference
Pattern Subspace to model the personal preference pattern for each individual on a
low-rank subspace. Moreover, we introduce the preference pattern into model-based
CF methods by formalizing the recommendation generation as a problem that has the
properties of both classification and regression. Specifically, we first map the items
onto the real number space with matrix factorization techniques, then maximize the
gap between the items the active user liked and the items he/she disliked on the
mapping space by minimizing the violation degree of the constraints obtained from
the Preference Pattern Space. In this way, the user temporal dynamics are naturally
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integrated with his/her rating patterns. Theoretical and experimental analysis show
that the proposed method significantly improves the recommendation performance in
the context of Top-N recommendations in terms of accuracy.
1.4 Thesis Organization
This section presents the overall organization of this thesis. As the objective of this
thesis is to tackle the data sparsity issue and the temporal dynamic issue in the
context of collaborative filtering for recommendation purposes, the content of each
chapter is organized as follows:
• Chapter 2 presents a comprehensive survey on the development of collaborative
filtering techniques, including relevant concepts, assumptions, and emerging
research issues in this area. Efforts have been given to identifying the varying
research directions, the current issues and any new and important research
features/issues. This chapter will also explore challenges that remain open.
• Chapter 3 focuses on the data sparsity issue in the context of neighbourhood-
based CF methods. This chapter specifically investigates how to maximize the
information in the neighbourhood of the active user while minimizing the im-
putation error brought in. An auto-adaptive imputation (AutAI) method is
proposed to identify a key set of missing values by taking historical information
of both the user and the item into account. A theoretical analysis is also pre-
sented to show that the proposed imputation method effectively improves the
performance of the conventional neighbourhood-based CF methods.
• Chapter 4 proposes a novel Rating Pattern Subspace method to address the
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data sparsity issue for Top-N recommendations. This chapter focuses on how to
model the user rating patterns by exploiting the interactive influence between
the global rating patterns and the personal rating patterns. The proposed
Rating Pattern Subspace achieves this objective by first mapping the incomplete
user rating pattern on a low-rank subspace and then refining it based only on
the available ratings in an EM-like algorithm. It is proved that the training
process for the Rating Pattern Subspace converges. Results from experiments
result show that the proposed method outperforms the state-of-the-art related
algorithms in the context of Top-N recommendations.
• Chapter 5 proposes, preference pattern, a novel notion that captures the tem-
poral dynamics in users’ preferences. It is observed on MovieLens and Netflix,
two real world recommender systems, that each user has a preference pattern
that is different from his/her rating pattern, and this tends to change over time.
This chapter focuses on the formulation and modelling of the user preference
dynamics by constructing a preference pattern subspace. Furthermore, the effec-
tiveness of the preference pattern subspace is investigated by formalizing Top-N
recommendation as a problem sharing the properties of both classification and
regression. A number of experiments are conducted to demonstrate the novelty
and performance of the proposed method.
• Chapter 6 summarizes the research in this thesis, and presents some possible
suggestions and extensions for future research.
To maintain the readability, each chapter is organized in a self-contained format,
and some essential contents, e.g. definition, are briefly recounted in related chapters.
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Chapter 2
Preliminaries
This chapter aims to provide an extensive literature review of related techniques and
issues by tracing the trends and directions that research has undertaken. Specifically,
we chronologically review contributions to each surveyed topic up to the present day
in order to create a development trend. Section 2.1 will provide the basic notations
and summarize various assumptions commonly used in related research. Section 2.2
reviews the recommendation techniques along with their latest development. Due to
its practical value, recommendations based on off-line data processing have become
of increasing interest, and Section 2.3 will analyze emerging research issues.
2.1 Definitions and Problem Formulation
A large fraction of recommender system applications have two basic objects: users and
items. Let U = {u1, u2, · · · , ux, · · · , um} denote a set of m users 1, T = {t1, t2, · · · , ti,
· · · , tn} denote a set of n product items, such as movies, books, CDs or hotels, and C =
{c1, · · · , cj, · · · , cq} denote a set of q categories to which the product items belong. In
the consuming process, users commonly form opinions unconsciously about product
1These kinds of customers are called users in the context of recommender systems
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items they like, don’t like, or don’t even care about. These kinds of opinions can be
formalized as a utility function futility that measures the possible rating for an item
ti by the active user ua [6]:
futility : U × T → R+ (2.1.1)
where R+ is the set of positive real numbers. Collectively all users’ utility functions
can be summarized into a user-item rating matrix R:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
r11 · · · r1i · · · r1n
...
...
...
...
...
rx1 · · · rxi · · · rxn
...
...
...
...
...
rm1 · · · rmi · · · rmn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
where rxi denotes the rating on item ti by user ux. As it is impractical for a user to
rate all items, or for an item to be rated by all users, the rating matrix R is sparse
in almost all cases.
Although users’ preferences vary, they do follow some patterns. For example, users
tend to like product items that are similar to other items they like; similarly, users
tend to like product items that similar users like. These patterns can be utilized to
predict such likes and dislikes. Recommendation is all about predicting these patterns
of preferences, and using them to discover new and desirable items that users did not
previously know about.
The specific problem addressed by recommendation techniques can now be for-
mally defined. Given a set of users U , a set of product items T , and a sparse rating
matrix R, we want to identify the item t′ux that maximizes the utility value for user
ux [6]:
∀ux ∈ U , t′ux = argmax
ti∈T
futility(ux, ti). (2.1.2)
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This function defines a system that suggests only one item. However, there are other
recommender systems that recommend more than one item, e.g. find good items, find
all items, or recommend a sequence of items [137].
2.1.1 Reference Information for Recommendation
There are three kinds of reference information involved in the ‘recommending’ process:
users, items, and the rating matrix. Recommendations can be generated by utilizing
one or several types of these reference information.
Each of these objects can be described by certain features. For instance, a cus-
tomer may have demographic information, such as age, gender, occupation; a product
could also have attributes, such as a movie’s production time, actor, director, genre
etc. Accordingly, for any particular item ti, its content can be represented as a vector
−→vi . Similarly, for a particular user ux, his/her profile can be represented as a vector
−→px , which can be based on the demographic information, or typically in many recom-
mender systems, just as the aggregation of content vectors of all those items rated by
user ux. Based on this representation, it is possible to evaluate the similarity between
users or between items. In this thesis, we use Nk(ux) to represent the set of user ux’s
k nearest neighbours, TN (ux) to represent the list of Top-N items recommended to
user ux by some recommendation algorithms, and Txy = {ti ∈ T |rxi = , ryi = } to
denote the set of items co-rated by both user ux and user uy.
As the most commonly used information for recommendations based on off-line
data processing, the sparse rating matrix R can have different forms:
• Numeric Rating Matrix : When users’ preferences are expressed numerically, the
rating matrix R is represented as a m×n matrix. We can use μ, rmax and rmin
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for the overall average rating, the maximum rating, and the minimum rating
respectively. Similarly, we use r¯x and r¯y to denote the average rating given by
users ux and uy, respectively. For a particular user ux, we use rˆxi to denote the
predicted rating by user ux on item ti.
• Binary Rating Matrix : When users’ preferences are expressed as binary, such as
when users “installed” or “bookmarked” an item, or when we consider whether
a user rated an item or not, the rating matrix R can be treated as a binary one,
where rxi indicates whether ux collected ti. Hence rxi = 1 means that user ux
did collect item ti, otherwise rxi = 0.
• Vector Decomposition for Rating Matrix : The rating matrix R can be decom-
posed into a number of row vectors: R = [u1,u2, · · · ,ux, · · · ,um]T where ux =
[rx1, rx2, · · · , rxi, · · · , rxn]. Similarly, R can also be decomposed into a number of
column vectors: R = [t1, t2, · · · , ti, · · · , tn] and ti = [r1i, r2i, · · · , rxi, · · · , rmi]T ,
where each column vector ti corresponds to the item ti’s rating information by
all users. Additionally, in the context of multi-criteria rating, the rating matrix
on different criteria can be denoted as Ri, Rj , Rk etc.
• List Decomposition for Rating Matrix : When users’ preferences are expressed
categorically, such as positive, neutral and negative, the rating matrix R can
also be decomposed into a set of lists. For example, user ux’s rating can be
represented as a set R(ux) = Rpos(ux) ∪ Rneu(ux) ∪ Rneg(ux), where Rpos(ux),
Rneu(ux) and Rneg(ux) denote lists of items on which the user showed a positive,
neutral and negative attitude. In addition, the common items set between two
users can be defined as Txy = R(ux) ∩ R(uy) = {ti ∈ T |rxi = , ryi = },
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which includes all those items co-rated by user ux and user uy. Similarly, rating
matrix R can also be decomposed into a set of lists for items: S(ti) can be used
to represent a set of users who rated a particular item ti.
2.1.2 Common Assumptions
As the most immediately recognizable data mining technique in use, recommender
systems have been widely used by companies to recommend books, movies or even
research papers based on users’ consuming or rating history. Recommender systems
try to infer tastes and preferences and identify unknown items that are of interest to
a user. Although users’ tastes vary, there are some patterns that can be exploited.
One popular assumption is:
Assumption 2.1.1. If two users ux and uy rated a set of items similarly, their rating
or consuming behaviour on other items will also tend to be similar.
Based on this assumption, recommendations may be generated by analysing a
user’s rating, or consuming history on items. This is the strategy used in collaborative-
filtering methods. By using this assumption, items consumed by different users can
be systematically evaluated for recommendation.
Likewise, as users tend to like things that are similar to other things they like,
many recommendation techniques also assume that:
Assumption 2.1.2. Users prefer items similar to those they have liked.
This assumption could simplify the generation of recommendation by tailoring the
solution to the relatively small scope of similar items, and content-based similarity
can be adopted to identify the most promising items. In fact, this is the foundational
strategy in most content-based recommendation methods.
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Even though temporal dynamics is recognized as an important issue, it has not
received much attention until it was explicitly addressed in the winning algorithms of
the Netflix Grand Prize. Many recommendation techniques have the following static
assumption:
Assumption 2.1.3. A user’s product preference and an item’s favouriteness do not
change over time.
Though it simplifies the problem, this assumption, when combined with assump-
tion 2.1.2, could limit recommendations to a narrower field, and eventually bore users
so that all recommendations are discarded. In order to alleviate these problems, two
emerging research issues, temporal recommendation and serendipitous recommenda-
tion, have recently been investigated. Related work will be reviewed in Section 2.2.4
and 2.3.2, respectively.
2.2 Recommendation Techniques
The aim of recommendation generation is to identify the right items which are likely
to be accepted by users. Conventionally, Collaborative Filtering methods produce
recommendations based on the rating matrix, while content-based methods generate
recommendations by exploiting regularities in the items content, with or without re-
ferring to the rating matrix. More recent recommendation techniques are exploiting
extra information such as context, time and social trust. Context-based recommen-
dation methods make recommendations by exploiting the context information in the
process of recommendation generation. Temporal recommendation methods treat rec-
ommendation generations as a dynamic process over time. Graph-based recommen-
dation methods repose recommendations as a link prediction problem on a bipartite
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graph. Trust-based methods provide recommendations by utilizing the social trust
information in social networks.
In this section, we will review these recommendation techniques together with
hybrid methods, which incorporate benefits from some of them.
2.2.1 Collaborative Filtering
When trying to recommend a product item to the active user ua, Collaborative Fil-
tering (CF) methods look for users with similar rating pattern, and recommend the
item that is highly rated by similar users. Under the assumption 2.1.1, Collaborative
filtering methods produce recommendations based on, and sometimes based only on,
the rating matrixR. Existing CF methods can be categorized into neighborhood-based
(memory-based) methods and model-based methods [31].
Neighborhood-based Collaborative Filtering
A pioneering work in neighborhood-based Collaborative Filtering was proposed by
Resnick et al. in 1994 [135]. Their proposed system, GroupLens, utilized the rating
matrix R to identify users who are similar to the active user, and to predict the active
user’s rating on a particular item.
Two stages are involved in Collaborative Filtering : the Neighbour Selection will
determine the neighbourhood Nk(ua) of the active user ua by evaluating the simi-
larity between users; and the Rating Aggregation will aggregate the ratings from the
neighbourhood into a predicted rating on item ti by the active user ua.
In the stage of Neighbour Selection, the neighbourhoodNk(ua) of user ua is selected
by evaluating the similarity between users. Two popular similarity measurements are
the Pearson Correlation Coefficient (PCC) [135] and Cosine Similarity (COS) [31]:
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• Pearson Correlation Coefficient (PCC):
sim(ux, uy) =
∑
ti∈Txy(rxi − r¯x)(ryi − r¯y)√∑
ti∈Txy(rxi − r¯x)2
∑
ti∈Txy(ryi − r¯y)2
(2.2.1)
• Cosine Similarity (COS)
sim(ux, uy) = cos(ux,uy) =
∑
ti∈Txy rxiryi√∑
ti∈Txy r
2
xi
∑
ti∈Txy r
2
yi
(2.2.2)
where Txy = {ti ∈ T |rxi = , ryi = } denotes the set of items co-rated by both ux
and uy, and r¯x and r¯y are the average ratings by user ux and uy, respectively.
In the stage of Rating Aggregation, for any item ti, all the ratings on ti by users
in the Nk(ua), will be aggregated into the predicted rating value rˆai by user ua:
rˆai =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
k
∑
ux∈Nk(ua)
rxi (a)
η
∑
ux∈Nk(ua)
sim(ua, ux)× rxi (b)
r¯a + η
∑
ux∈Nk(ua)
sim(ua, ux)× (rxi − r¯x) (c)
(2.2.3)
where η = 1∑
ux∈Nk(ua) sim(ua,ux)
serves as a normalizing factor, and r¯a is the average
rating given by user ua.
As shown in Eq. 2.2.3(a), the aggregation could be as simple as the average func-
tion, however more common aggregation can be achieved through the weighted ma-
jority prediction [62] as in Eq. 2.2.3(b), where the similarity serves heuristically to
indicate the importance of neighbours to the active user. Eq. 2.2.3(c) further extends
this formula by replacing absolute rating values with the difference to the average
rating by corresponding users.
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Model-based Collaborative Filtering
Model-based Collaborative Filtering algorithms construct a model from the given rat-
ing matrix, and utilize the model to predict ratings on new items. A wide range
of machine learning techniques have been adopted: supervised learning, unsupervised
learning and matrix decomposition etc.
• Supervised Learning Based Collaborative Filtering : For a binary rating matrix,
Billsus and Pazzani proposed treating the recommendation as a binary classifi-
cation problem which can be solved by methods such as neural networks [27].
For general rating matrix, Su and Khoshgoftaar applied Belief Nets to treat
it as a multi-class classification problem [148]. In addition, Bayesian classifiers
have been used to combine user-based and item-based Collaborative Filtering
methods, and their results indicate the combined method can outperform the
single method [120].
• Unsupervised Learning based Collaborative Filtering : By grouping similar users
together and using the cluster as neighbourhood, clustering can improve the
scalability of Collaborative Filtering methods, though not necessarily produce
more accurate results [140]. Bi-clustering can also be applied to group user and
items simultaneously, and this further reduces the computational cost in Collab-
orative Filtering [73]. In addition, Lemire and Maclachlan proposed the slope
one algorithm, based on the popularity differential principle between items.
This means a user’s rating behaviour is influenced by both the user’s rating
style (e.g. the user’s average rating) and the item popularity (e.g. the average
rating for an item) [99].
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• Matrix Factorization based Collaborative Filtering : Billsus and Pazzani pro-
posed the use of the Singular Value Decomposition (SVD) to exploit the ‘latent
structure’ in user ratings [27]. This method could utilize information from users
whose ratings were not correlated with the active user. Since this method was
introduced, many other SVD-based methods have been proposed, such as the
SVD++ method which combines SVD and the neighbourhood-based method,
together with the user’s explicit and implicit feedbacks [88]. Moreover, the
Orthogonal Nonnegative Matrix Tri-factorization (ONMTF) may be used as a
bi-clustering method for simultaneously clustering users and items [38].
Conventionally, Collaborative Filtering methods only make recommendations based
on explicit numerical ratings, and face several important challenges. One natural is-
sue is the New User problem. This refers to the difficulty in making recommendations
to a new user who has no rating history. Collaborative Filtering methods also suffer
from the New Item problem, which refers to the difficulty in making recommendations
when items without a rating are involved. These two problems are collectively re-
ferred to as the Cold Start problem in the literature. Moreover, when the size of users
and items is huge, the size of the rating matrix also increases tremendously, which
further elucidates the scalability as an issue and further challenge for Collaborative
Filtering methods.
2.2.2 Content-based Recommendation
When trying to recommend a product item to the active user ua, content-based meth-
ods will build a classifier for each user by using various kinds of item features to
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make recommendations for a user without taking models of the other users into con-
sideration. Specifically, it compares the content of each candidate item ti with the
active user’s preference profile, and recommends the items with the highest degree of
commonality to the active user.
A natural issue in content-based methods is how to represent the content of items.
Let −→vi represent the content of an item ti, and −→pa represent the preference profile
of the active user ua. For text-based item content,
−→vi could be characterized using
methods such as the term frequency-inverse document frequency (TF-IDF). Based
on this vector representation for item content, −→pa could be further represented by
aggregating content vectors for all items rated by user ua.
Another important issue is how to measure the commonality with the active user,
which could be expressed as the measurement of similarity between an item and the
items rated by the active user. Scoring heuristics such as the cosine distance have
been adopted [14].
sim(ti, ua) = cos(
−→vi ,−→pa ) =
∑N
k=1 vikpak√∑N
k=1 v
2
ik
∑N
k=1 p
2
ak
(2.2.4)
where N is the dimensionality of the item content vector, and vik and pak are the kth
element of −→vi and −→pa , respectively. In contrast to this heuristics, machine learning
algorithms have also been used to capture the commonality between items [28].
Traditionally, content-based recommendation methods only utilize item content
information, and face several serious limitations. Similar to Collaborative Filtering
methods, content-based recommendation methods suffer from the New User problem,
where no rated item content is available to construct a user’s preference profile. An-
other problem is the limitation in item content analysis. While it is straight forward to
extract content information from text documents, it is much more difficult to extract
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content information from multi-media resources, such as songs, videos, or pictures.
Finally, one more associated problem is the diversity issue, where those recommended
items may be limited only to items similar to those rated by the active user.
2.2.3 Context-based Recommendation
Context information significantly affects the consumption, in addition to item content,
user profiles and rating history. For example, for a movie recommendation, a user’s
behaviour may be affected by environmental factors such as when, where and with
whom to watch a movie. It is well recognized by researchers that context information
could further be used to improve the recommendation quality. Consequently, Context-
based recommendation methods attempt to utilize the context information in the
process of recommendation generations.
With available context information, the recommendation generation may be re-
posed as the identification of a function futility over a n-dimensional space, rather
than the 2-dimensional space [5]:
futility : D1 ×D2 × . . .×Dn → R+ (2.2.5)
Baltrunas and Ricci’s work takes Time into consideration as a special form of con-
text information by splitting the item ratings into subsets according to time-related
factors [18], e.g., the season when the ratings were produced. However, this method
can also be applied to other contextual factors. Recently, Adomavicius and Tuzhilin
termed this kind of recommendation Context-Aware Recommender Systems (CARS),
and proposed two algorithmic paradigms to incorporate the contextual information
for recommendation generations [7]:
• Pre-Filtering (PreF): The context information is used to pre-process the data
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before the conventional (2D) recommender techniques are launched. For exam-
ple, exact pre-filtering selects recommendations exactly matching the specified
context.
• Post-Filtering (PoF): The context information is used to post-process the rec-
ommendations after the conventional (2D) recommender techniques are ap-
plied [129]. For example, recommendations can be adjusted according to their
relevance to the specified context, and recommendations showing little relevance
to the specified context can be eliminated.
Recently, Karatzoglou et al. introduced the contextual information into a Ten-
sor Factorization-based collective filtering method for context-aware recommenda-
tions [83]. When no context is explicitly available, How to infer context information is
an interesting issue. One of the early attempts was the Bayesian-based “contextual”
model proposed by Palmisano et al. to infer context from existing non-contextual
data [128].
In addition to context, other side information such as tags is also useful. As
tagging has been a basic infrastructure in the World Wide Web, Zhen et al. explored
the utility of tagging information in the context of model-based collective filtering, and
demonstrated that tags did contain useful information for item recommendation [174].
2.2.4 Temporal Recommendation
Time is important context information. There are two types of temporal information
that are related to users and items. For users, we have User Age (UA) which refers
to how long a user has been in a recommender system, User Purchasing Time (UPT)
which is the time when a user rated the item, and User Preference Pattern which
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Table 2.1: Overview of Temporal Recommendation Algorithms
Time RepresentativesTemporal
Type
Context Application Goal
2001 Zimdars et al. UPT CF Web Page Improve Accuracy
2003 Tang et al. ILT Hybrid Movie Improve Accuracy
2005 Tang et al. ILT Hybrid Movie Reduce the size of candi-
date set
Ding and Li UPT Item-based
CF
Movie Improve Accuracy
2006 Ding et al. UPT Item-based
CF
Movie Improve Accuracy
2008 Lee et al. UPT+ILT CF Mobile
e-commerce
Improve Accuracy
2009 Koren LTP Model-
based CF
Movie Improve Accuracy
Lu et al. LTP Model-
based CF
Movie and
Web Page
Improve Accuracy
Lathia et al. UPT Neighborhood-
based CF
Movie Showing Temporal Effect
2010 Lathia et al. UPT CF Movie Measure Temporal Diver-
sity
Xiang et al. STP+LTP Graphs Research
Papers and
Web page
Capturing Temporal Fac-
tors
Xiong et al. UPT Model-
based CF
Movie Learning Global Temporal
Effects
De
Pessemier et al.
UPT CF Movie Investigate the time de-
pendency of data quality
refers to the user’s rating pattern over time. For items, we have Item Age (IA) which
refers to how long an item has been rated by users, Item Launching Time (ILT)
which is the production time, and Item Popularity which could change dramatically
in a relative short period [107]. However, temporal information has only recently
attracted the research interest it deserves when the timeSVD++ algorithm played
an important role in winning the Netflix progress award. Temporal Recommendation
has emerged as a promising method which further considers the temporal dynamics
of data into the recommendation generation process.
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Assumption 2.2.1. User preferences change over time, and the temporal patterns of
the same user’s preferences are similar on similar items.
In 2001, Zimdars et al. argued that Collaborative Filtering should be considered as
an univariate time series problem [183]. Tang et al. considered the movie’s production
year in the context of movie recommendations [153], and applied it to reduce the
volume of candidate recommendations, thus targeting the scalability problem [154].
Lee et al. investigated the effectiveness of several kinds of temporal information on
the prediction accuracy of Collaborative Filtering [98]. Moreover, De Pessemier and
Dooms investigated the temporal influence on data quality, and further argued that
old data would be beneficial to a provider-generated content system, but would not
benefit a user-generated content system [46].
Lathia et al. formalized recommendations as a time-dependent iterative prediction
problem and found that some algorithms could improve prediction accuracy on the
Netflix dataset, but could not perform similarly on dynamic data sets [96]. Ding and
Li proposed the personalized decay factor for each user according to his/her rating
history, and allocated less weights to old data to reflect the importance of time in
recommendations [50]. For applications where the latest products are of importance
while old products are trivial, Ding et al. proposed a recency-based collective filtering
algorithm by defining a new similarity metric in the context of concept drift [51].
Within a recommender system involving multiple product items and users, there
is more than one localized characteristic shifting simultaneously, while there is only
one single concept tracked in concept drift. Hence, Koren emphasized that the tem-
poral models in recommender systems could be different from conventional concept
drift [89]. In their proposed timeSVD++ algorithm, the rating prediction could be
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formulated as:
rˆxi(t) = μ+ bi(t) + bx(t) + q
T
i
⎛
⎝px(t) + |R(ux)| 12 ∑
j∈R(ux)
yj
⎞
⎠ , (2.2.6)
where μ denotes the overall average rating; bi(t) is time-changing item bias; bx(t) is
the user-changing bias; qi and yj are item vectors in a joint latent factor space f ;
R(ux) is the set of items rated by user ux; px(t) is a user vector in a joint latent factor
space f , which may capture the changes of user preferences over time.
Lu et al. investigated the temporal information from the perspective of matrix
factorization, together with the spatial structure in users’ rating history [107]. More-
over, Xiong et al. applied tensor factorization to capture the temporal patterns by
introducing an additional factor for time [166]. Together with the Bayesian param-
eter estimation, they proposed a temporal Collaborative Filtering method, Bayesian
Probabilistic Tensor Factorization (BPTF).
All these temporal recommendation works discussed above focus on explicit rat-
ings. However, little work has been done on binary data. Among them, Xiang et al.
investigated the temporal effects on implicit feedback (binary) data by using a graph-
based method to capture a user’s time-specific tastes [165]. They proposed the
Session-based Temporal Graph (STF), in which a user’s long-term preference was
captured by user-item connections and a user’s short-term preference was captured
by session-item connections. Furthermore, Lathia et al. argued that conventional
accuracy measurements failed to reflect the temporal influence, and further proposed
an evaluation method for temporal diversity in recommendations [97]. An overview
of recent research on temporal recommendation is summarized in Table 2.1.
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2.2.5 Graph-based Recommendation
From the perspective of network analysis, recommendation can be reposed as a link
prediction problem on a bipartite graph, where the edges are only allowed to connect
nodes from different sets: the user set U and the item set T . When a user ux
collects an item ti, there is an edge which connects the node ux and the node ti. One
underlying assumption on graph-based recommendation techniques is:
Assumption 2.2.2. The fact that a user ux rated an item ti indicates that some at-
tribute of item ti is favoured by user ux, and this favorableness can be distributed
through the edges on the bipartite graph.
Inspired by the network-based resource allocation dynamics, Zhou et al. proposed
the Network-Based Inference (NBI) method, which generates recommendations based
on the resource-allocation process [178]. For the active user ua, the favorableness
allocated to items collected by ua is initialized as:
AC(ti) =
⎧⎨
⎩
1 if ti ∈ R(ua)
0 otherwise
(2.2.7)
where R(ua) denotes the set of items rated by user ua. If considering the favorableness
of an item as its Allocated Resource (e.g. AC(ti) in Eq. 2.2.7), this kind of resource
can be redistributed among all items, and items with the highest resources will be
recommended to user ua by using the following two steps:
• Spreading Step: In this step, all resources will flow from T to U , and the resource
allocated to a user node ux can be calculated as:
AC(ux) =
n∑
i=1
cxiAC(ti)
|S(i)| , (2.2.8)
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where S(i) denotes the set of users who rated item ti, AC(ux) is the resources
on user node ux, AC(ti) is the initial resource allocated to item ti by user ux,
cxi = 1 when user ux is connected with item ti, and cxi = 0 otherwise.
• Redistribution Step: In this step, the resources will flow back to T , and the final
resource allocated to item ti, AC
′(ti), can be calculated as:
AC ′(ti) =
m∑
x=1
cxiAC(ux)
|R(ux)| . (2.2.9)
Combined with Eq. 2.2.8, Eq. 2.2.9 could be rewritten as:
AC ′(ti) =
n∑
j=1
wijAC(tj) with wij =
1
|S(j)|
m∑
x=1
cxicxj
|R(ux)| (2.2.10)
One limitation in this process is that the initial resource allocated to an item is
proportional to its popularity, and this initialization amplifies the effects of popular
items [176].
Moreover, the favorableness of the same item rated by different users may be due
to different attributes. However, in the spreading stage the same attribute of the
item will be counted, and this leads to the problem of Redundant Correlation. A
second-order weight matrix can be used to alleviate this problem [179].
In addition to the bipartite graph, when tag information is considered, the bi-
partite graph can be extended into a tripartite graph, which is a combination of the
Users × Items graph and the Items × Tags graph. Zhang et al. proposed to use
this tripartite graph to alleviate the cold-start problem when tag information is avail-
able [173]. Furthermore, Zhou et al. proposed to use Heat Spreading for resource
spreading which hybridized NBI to address the problem of diversity in the context of
recommendations [177].
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2.2.6 Trust-based Recommendation
In Collaborative Filtering, neighborhood selection is based on the similarity between
users’ profiles before the neighbor’s ratings are aggregated into a predicted value.
In a real situation, the neighborhood can also be formed by selecting people whom
the active user knows, rather than users whose profiles are similar. Guy’s empirical
results indicated that the performance of familiarity-based methods was superior
for recommendation purposes compared to the similarity-based methods [66]. As
social network websites flourish, the social trust relationships reflected in these social
networks provides another suitable reference to generate quality recommendations.
This is the motivation behind Trust-based Recommendation [111], which is a promising
avenue of research to help overcome the cold-start problem for both new users and
new items.
Two kinds of trust measurements exist for a user in a social network: the global
measurement estimates the credibility of a user in the community, and the local
measurement estimates the active user’s personal trust in a user. For personalized
recommendation, it is generally believed that local trust measurements are more
suitable, as Massa and Avesani evidenced [112].
When a social network is available, the trust measurements can be estimated from
the social network structure. MoleTrust, as used in the real application Moleskiing.it,
is a local trust on user uz by the active user ua [12]:
traz =
∑
y∈adj(a) traytryz∑
y∈adj(a) tray
(2.2.11)
where ∀y ∈ adj(a) is the set of social network neighbours of user ua. More specifically,
if the active user ua does not know user uz, he/she will ask their social network friends
how much they trust uz, and aggregate their trust by a weighted average. If their
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friends do not know uz, they will continue to ask their friends until there is a link to
uz.
TidalTrust, as used in the real application FileTrust, is another local trust mea-
surement based on social networks [59]. Golbeck and Manness investigated the effects
of path length on trust estimation, and found that the shorter the propagation paths
were, the more accurate the estimated trust would be. While the higher the trust
involved in paths, the better the result would be [60]. Hence, TidalTrust is estimated
in a similar way to MoleTrust, as in Eq. 2.2.11, though it works in a breadth-first
fashion. In TidalTrust, adj(a) only contains users uy on the shortest path from ua to
uy, but adj(a) includes all reachable users uy through a direct or indirect relation.
In addition, several other trust measurements are also based on social networks,
such as SUNNY [93] and Trustwalker [77]. Trustwalker, a recommendation model
which combines Trust-based and Item-based techniques with a random walk model,
has been used to improve top-k recommendations [77].
When no social network information is available, how to infer trust from a user’s
ratings is an important issue. Chua and Lim proposed the Trust Antecedent Factor
(TAF) model, which predicts ratings using both the rater’s and the contributor’s
ratings [40]. The TAF model considers the dual property of social network trust and
its dependency on ratings, and therefore, it captures the correlation between both
trust information and user ratings. Ma et al. proposed the Social Trust Ensemble, a
probabilistic matrix factorization framework that naturally fuses a user’s preference
with the tastes of their trusted friends [108].
Besides trust measurements, Ma et al. investigated the usefulness of distrust re-
lationships, and argued that distrust relations among users tended to be as helpful as
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trust relations [110]. Walter proposed a dynamic trust measurement that took time
into consideration [162]. Moghaddam introduced a two-dimensional trust model that
can be updated dynamically based on a user’s feedback [121]. In addition, Tavakoli-
fard showed that trust information can be transferred within similar situations [155].
In addition, Andersen et al. developed a group of five natural axioms that were ex-
pected to be satisfied by every trust-based recommendation method. However, they
argued that no method could satisfy all five axioms simultaneously, even though it
was possible to satisfy any four of them [9].
2.2.7 Hybrid Method
To cope with limitations in different recommendation methods, efforts have also been
devoted to hybrid certain methods at different stages of recommendation generation:
• Information Extracting Stage: This kind of method attempts to integrate vari-
ous information as used in different recommendation techniques. For instance,
when the rating matrix is sparse, or no co-rated item exists between two users,
the item content provides valuable information for Collaborative Filtering to
alleviate the cold start problems, such as the Fab method [15]. Similarly, time
information could also be utilized to precisely model a user’s long-term and
short-term preferences [165]. Moreover, social trust information has been suc-
cessfully incorporated into the traditional Collaborative Filtering method, while
the tags information can be integrated into the Graph-based Recommendation
method [173].
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• Recommendation Stage: Methods in this category attempt to directly aggre-
gate different methods into a unified model. One common strategy is to im-
plement various recommendation techniques separately, and produce the final
recommendation through voting [133]. Another way is to directly combine dif-
ferent recommendation techniques by applying some mathematical models. For
example, Gunawardana and Meek combined content-based and Collaborative
Filtering methods based on a Boltzmann machine, with both content and col-
laborative information are represented as features [65]. Recent empirical re-
search on different aggregation methods was performed by Jahrer et al. [76],
whose results indicated that linear regression is sub-optimal when compared
with methods such as neural network, bagged gradient boosted decision trees,
and kernel ridge regression etc.
In addition, Burke classified hybrid methods according to how different recommen-
dation techniques are combined [34].
2.3 Research Issues in Recommendation Genera-
tion
In spite of recent advances in recommendation techniques, there are several promis-
ing new directions for the development and advancement of new recommendation
generation research. In this section, we discuss recent research issues.
2.3.1 Multi-criteria Recommendation
Although most recommendation applications are based on single-criterion, multi-
criteria ratings have recently received further attention. For example, Yahoo! Movies
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facilitates users to provide an overall rating along with four detailed ratings on the
following criteria: story, acting, direction and visuals. On the other hand, Zagat’s
Guide, a guide to restaurants, offers ratings on three criteria: food, decor and service.
Multi-criteria Recommendation methods treat the generation of recommendation
as a Multi-Criteria Decision Making (MCDM) problem [3, 94, 122, 125]:
futility : U × T → R+0 ×R+1 · · ·R+k , (2.3.1)
where R0 denotes the overall rating, and Ri, 1 ≥ i ≤ k denotes the rating for each cri-
terion. Apparently, conventional Collaborative Filtering methods are not applicable
when more than one rating is available for each user-item pair.
One approach is to extend the neighborhood-based Collaborative Filtering method
by aggregating individual criterion into an overall similarity. In general, the similarity
between two users on each criterion is calculated separately, and then the overall
similarity between them is produced by aggregating those k+1 individual similarities.
Following this, neighbours are identified and the overall rating estimation can be
produced by conventional neighborhood-based Collaborative Filtering methods. For
example, Adomavicius and Kwon proposed to aggregate using the average and the
worst-case (minimum) function [2]:
simavg(ux, uy) =
1
k + 1
k∑
i=0
simi(ux, uy), (2.3.2)
simmin(ux, uy) = mini=0:ksimi(ux, uy), (2.3.3)
where simi(ux, uy) denotes the PCC or COS similarity between two users on the i-
th criteria. Other distance metrics such as Euclidean and Chebyshev could also be
adopted to evaluate user similarities based on multi-criteria [2].
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On the other hand, multi-criteria ratings can also be utilized in model-based
methods. For example, Sahoo et al. investigated the dependency structure among
the rating criteria, and further incorporated this dependency into a Flexible Mixture
Model [139]. Li et al. took the multi-criteria ratings into consideration by utilizing
Multi-linear Singular Value Decomposition (MSVD) to explore the hidden relations
among users, items and criteria [102].
2.3.2 Serendipitous Recommendation
Assumption 2.1.2 is a common heuristic in many recommendation methods. However,
this assumption is arguable, as McNee et al. indicate that improving the accuracy
is not the ultimate goal of recommendations [117]. Recently, much research has
been devoted to the serendipity in recommender systems. Originally proposed by
Herlocker et al., Serendipitous Recommendation methods attempt to help the user
find a surprisingly interesting item he might not have discovered otherwise [69].
Sarwar et al. proposed to capture serendipity by emphasizing those items that
were favored by the active user rather than the whole population [141]. Ziegler et al.
dealt with the serendipity problem by increasing the diversity of the top-k recom-
mendation list [182]. More specifically, they proposed an Intra-List Similarity (ILS)
measurement for the diversity:
ILS(Lk(ux)) =
∑
t′i∈Lk(ux)
∑
t′j∈Lk(ux),i =j s(t
′
i, t
′
j)
2
, (2.3.4)
where Lk(ux) includes the list of k items recommended to user ux; s(t
′
i, t
′
j) is a function:
T × T → [−1,+1], measuring the similarity between two recommended items t′i and
t′j . A higher ILS(Lk(ux)) value implies a lower diversity of Lk(ux).
Responding to the limitations of the top-N recommendation exploring the entire
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product space, Seyerlehner et al. proposed to recommend niche products [143], which
are hard-to-find items residing in the Long Tail [10]. Kamahara proposed community-
based partial similarity to discover unexpected items for users in the context of TV
program recommendation [82]. Yang and Li defined the concept of ‘degree of interest ’
by integrating the amount of information and the novelty in the candidate document,
together with its similarity with previously accessed documents in the context of doc-
ument recommendations [169]. Iaquinta et al. introduced a serendipitous information
retrieval technique into content-based recommendation in the context of a digital li-
brary [75]. By transforming the serendipity recommendation as the node selection
on a graph, Onuma et al. proposed TANGENT, a “Surprise Me” recommendation
algorithm [126]. More specifically, TANGENT assigns high weights to nodes that
are not only well-connected to a user’s old choices, but also well-connected to other
alternatives.
Recently, Kawamae proposed the Personal Innovator Degree (PID) to distinguish
Personal Innovator (earlier adopters) from other users, and assigned a higher weight
to Personal Innovators so that novel items can be ranked higher in the recommenda-
tion list [86]. Furthermore, they extended the PID into the Personal Innovator Prob-
ability (PIP) which evaluated the User Flow Probability (UFP) to measure how likely
users would be to purchase an item after they had purchased a previous item [85].
2.3.3 Group Recommendation
In real world applications, there are many scenarios where group recommendation
is needed, such as tourist promotion [55], holiday packages [115], and family food
recipe [25], etc. Group recommendation focuses on producing recommendations that
suit a group of users rather than an individual, and several important issues have
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been identified in this specific context [79]:
• Group Preference Identification: Group recommendation also needs users’ spe-
cific preferences explicitly (EX) or implicitly (IM). For example in PolyLens [127],
Collaborative Filtering is used to capture users’ preferences based on their ex-
plicit ratings on previously watched movies. Jameson proposed the collabo-
rative preference specification (CPS) for group members to assimilate, share
or consider attitudes so that a successful recommendation can be made [78].
Chao et al. argued that identification of negative preferences made more sense
than identification of detailed ratings, and used Negative Preference (NP) in
their AdaptiveRadio system [36].
• Group Recommendation Generation: Though methods exist for eliciting group
preferences, most group recommendation methods generate recommendations
by aggregating individual preferences to evaluate the utility of a recommended
item for the whole group. Existing methods can be roughly categorized into
two schemes:
– Aggregating Ratings for Individuals (ARI): For each candidate item, the
ratings by each individual user is predicted, then aggregated into a final
group rating. Items with the highest rating are recommended. A set
of aggregation methods is summarized in Table 2.2 [113]. Recently, Bal-
trunas et al. proposed the use of rank aggregation techniques to produce
group recommendations from the recommendations for individuals [17].
– Constructing Group Model (CGM): Firstly, a group preference model is
constructed to represent the group preferences as a whole. The rating for
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Table 2.2: Overview of Aggregation Methods
a© Plurality Voting Applying ‘first past the post’, choosing the items that earn
the most votes.
b© Average The average of ratings of individuals.
c© Multiplicative The product of individual ratings.
d© Borda Count Counting each item’s position in an individual’s preference
list: the item at the bottom earns zero points, the next one
up adds one point.
e© Copeland Rule The difference of how often one item beats the others and
how often the one item loses.
f© Approval Voting The number of individuals who rated one item over the
threshold.
g© Least Misery Taking the minimum of individuals’ ratings.
h© Most Pleasure Taking the maximum of individuals’ ratings.
i© Without Misery Avoiding items whose ratings are below a threshold for any
individual.
j© Fairness The top items for each individual are selected, and treated
equally.
k© Most Respected Person Using the ratings of the most respected member.
each candidate item by the group preference model is then predicted and
finally items with the highest rating are recommended. For instance, e-
Tourism also applied intersection and incremental intersection methods to
construct a group preference model [55].
Among existing methods, the CGM scheme is slightly more popular for its
advantage in alleviating privacy issues.
• Achieving Consensus: For group recommendation, extensive negotiation among
group members is normally required. One way is to explain the rationale of
group recommendation so that individual members can achieve consensus [79].
For instance, PolyLens gives predicted ratings to each member and to the group
as a whole. A similar strategy can be found in Intrigue, a group recommender
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Table 2.3: Overview of Group Recommender Systems
Systems Feature
Elicita-
tion
Generating
Recommen-
dation
Explanation Achieving Consensus
PolyLens EX ARI+ g© √
CATS IM+CPS CGM+ i©
Masthoff’s Recommender IM CGM+ c©
etc.
Travel Decision Forum EX+CPS CGM+ b© √ √
Intrigue IM ARI+ b© √
Adaptive Radio NP CGM+ i©
Flytrap IM ARI+ a© √
e-Tourism EX CGM+ b©
system in tourism [11]. Flytrap [45] provides an explanation using a visualization
that shows who remains in the room when specific music is played. A few group
recommender systems provide further support for group members to settle on
a final decision, for example, the Travel Decision Forum [78].
Table 2.3 provides a summary of the best known group recommender systems
and the major techniques used. Recently, Masthoff investigated the aggregation of
individual user models and various components, such as the impact of the recommen-
dation sequence, and the affective state of individuals [114]. Furthermore, Masthoff
claimed that group recommendation techniques may be beneficial for individual rec-
ommendations especially for how to aggregate rating in multiple criteria, how to deal
with the cold-start problem, and how to incorporate other users’ opinions into the
recommendation process.
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2.3.4 Tag Recommendation
A social tagging system has become a basis of infrastructure for modern Web sites
(e.g. Delicious, Flickr, Bibsonomy and Last.fm). Collaborative tagging is defined as
the process in which users add tags to annotate resource items (e.g. web links, songs,
videos and pictures) to speed up the search or to benefit other applications [61]. As
a special kind of context information, tag information has been utilized to improve
the capacity of recommender systems [119]. Here in this section, we will present work
on recommending tags for resource items. Based on the aim of the tagging process,
there are two different tag recommendation tasks [92]:
• Personalized Tag Recommendation: This task aims to assist individuals to an-
notate their own resources for better management and easy retrieval. By pro-
jecting the ternary relationship among users, items and tags into a lower dimen-
sional space, Collaborative Filtering may be applied to generate recommended
tags [80]. More content or context information, such as item content, item ti-
tle, item profile, user profile, and user personomy 2 can be utilized to generate
tags [103, 104]. Hart et al. proposed iTag, a personalized tag recommendation
algorithm for blogs, which made recommendations based on the content of tags
used previously by a blogger [67].
A more popular strategy is based on graphs. Earlier works include FolkRank [80],
which is adapted from the well-known PageRank algorithm. One strong assump-
tion for tag recommendation is the CORE p requirement [80]. This requires that
each user, item or tag should appear at least p times in the data set, though
most of the real tagging recommendation problems are unable to satisfy CORE
2The collection of a user’s tags.
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p. Guan et al. proposed a framework that modeled tag recommendation as a
“query and ranking” problem by using graph Laplacian, and applied a graph-
based ranking algorithm to rank the tags by considering both an item’s relevance
and user’s preference [64]. Recently, Symeonidis et al. proposed a tensor-based
tag recommendation algorithm in which the users-items-tags entities were rep-
resented as a 3-dimensional tensor unfolded into three matrices, and combined
in a more dense tensor. Tags with weights above a pre-defined threshold are
recommended [151].
• Collective Tag Recommendation: This task aims to recommend tags that benefit
searching and browsing so that resource items are more visible to users. Sigur-
bjornsson and Zwol attempted to generate tag recommendations by exploiting
the co-occurrence of tags specified by a user [145]. Heymann et al. presented
an association rule-based approach, recommending tags with low TF-IDF [71].
To deal with the cold start problem in tag recommendation, Krestel et al. fur-
ther introduced Latent Dirichlet Allocation (LDA) to extract latent topics from
resource items to which new items could be mapped [92], and tags within the
recommended topics can be identified and recommended to the new resource
item. When the content of resources is available, tag recommendation can also
be treated as a classification problem [147].
Based on the kind of information used, existing tag recommendation methods can
be categorized into two groups: content-based tag recommendation, which focuses on
the content of tags or items, and model-based tag recommendation, which exploits
data mining techniques to capture the relationship among tags, items and users. An
overview of existing tag recommendation algorithms are summarized in Table 2.4.
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Table 2.4: Overview of Existing Tag Recommendation Algorithms
Content-based Method Model-based Method
Personalized Tag
Recommendation
Commonly used techniques:
· Co-occurrence of tags
Representative Algorithms:
· Lipczak
· Lipczak et al.
· Hart et al.
Commonly used techniques:
· Bayesian Approach
· Neural Network
· Graph Theory
· Matrix Factorization
Representative Algorithms:
· Jaschke et al.
· Symeonidis et al.
· Guan et al.
Collective Tag
Recommendation
Commonly used techniques:
· Co-occurrence of tags
· Clustering
· TF-IDF
Representative Algorithms:
· Sigurbjornsson and Zwol
· Song et al.
Commonly used techniques:
· Latent Dirichlet Allocation
· Association Rules
· TFIDF
Representative Algorithms:
· Krestel et al.
· Heymann et al.
In addition, other issues on tag recommendation have also been investigated. As
tags are usually defined freely and informally by users, this can result in consequent
ambiguity and redundancy. By using a clustering-based method, Gemmell et. al.
attempted to determine the influence of ambiguity and redundancy of tags in folk-
sonomies [57], which are the collection of all personomies that form the folkson-
omy. With attempt to evaluate the tag recommendation performance, Parra and
Brusilovsky compared several user-based Collaborative Filtering methods in the tag-
ging systems of CiteULike, and claimed that the rating scale should be treated very
carefully when applying classical Collaborative Filtering methods on social tagging
systems [131].
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2.3.5 Others
In addition to the new research directions mentioned above, we present further promis-
ing research that has recently emerged.
Recommendation Explanation
It has been well recognized that explanation is an important facility of recommender
systems. For example, in group recommendation, explanation plays a key role in
group consensus. One recent overview of designing and evaluating explanations can
be found in [157]. Sinha and Swearingen investigated the contribution of explana-
tions and how recommendations were generated to the system transparency [146].
Bilgic and Mooney investigated three explanation approaches in book recommenda-
tions, and argued that explanations should be measured according to how accurately
they could help users find their true opinions [26]. Tintarev and Mashoff investigated
the possible advantages of explanations in recommendation systems [156]. Symeoni-
dis et al. proposed a recommender system with explanations by exploiting content
data and bi-clustering techniques [152].
Secure Recommendation
The application of recommender systems also raises problems concerning a malicious
attack. This refers to the possibility of applying strategies to manipulate the output
of recommender systems deliberately and maliciously. Some attack models have been
proposed and a number of detection methods have also been investigated and evalu-
ated. For instance, Mehta and Nejdl investigated the shilling detections in Collabora-
tive Filtering, and proposed a Principal Component Analysis (PCA) based detection
strategy [118]. Hurley et al. proposed a statistical detection model that detected
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more advanced attacks [74], while Cheng and Hurley discussed the vulnerabilities of
model-based Collaborative Filtering methods [39].
Latent Information
The quest for more accurate recommendations does not stop inspiring researchers to
pursue further understanding about data in the context of generating recommenda-
tions. One important aspect is what kinds of valuable features are extractable from
the data. Some latent information can be further utilized to improve the quality of
recommendations. For example, Wang et al. investigated the Latent Aspect Rating
Analysis (LARA) problem, which refers to analysing the opinions expressed in the
form of text topical reviews about an entity [163]. They investigated the LARA prob-
lem in the context of a hotel review data set and proposed a regression-based model.
Another not less important aspect is seeking implicit user feedback. One kind of feed-
back concerns the items a user has collected [88,89], rather than ratings expressed by
users. In addition, Pilaszy investigated the usefulness of ratings and other meta-data,
and claimed that even a few ratings are more valuable than other meta-data [134].
All of the above algorithms focus on the performance of recommendation by improved
or enhanced methods of modeling a user’s behaviours, preferences and interests.
2.4 Summary
This chapter surveys recent progress in the research on recommendations based on
off-line data processing, with emphasis given to new techniques (such as temporal
recommendation, graph-based recommendation and trust-based recommendation), new
features (such as serendipitous recommendation), and new research issues (such as tag
recommendation and group recommendation).
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The ever-increasing amount of user-generated ratings data in different contexts
and environments presents both an opportunity to recommend product items that
are most likely to be welcomed by users, but also a challenge to utilize available data
effectively. As a young and promising field, recommender systems still face a number
of unresolved problems. Here we list and highlight two issues that will be addressed
in this thesis:
• The first is the Data Sparsity issue. Specifically, this refers to the low density
of the user × item rating matrix. For example, when a large number of items
are available in the system, but users tend to only express a preference for
a small fraction of the items. Consequently, the rating matrix will be sparse,
with a density of around 1% [141]. This highly sparse rating matrix significantly
influences the performance of recommendation techniques.
• The second is the Temporal Dynamic issue. As the item popularity and the
user preference changes over time [89, 165], how to exploit the effectiveness of
temporal dynamics in the context of recommendation generation remains an
ongoing challenge.
Specifically, this thesis focuses on the data sparsity issue in Chapter 3 and 4
with emphasis on neighborhood-based CF methods and the model-based CF methods,
respectively. Chapter 5 investigates the temporal dynamic issue for Top-N recommen-
dations. In addition to the reviews on related research in this chapter, more detailed
reviews for each issue investigated will be provided in each chapter.
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Chapter 3
Lazy Collaborative Filtering for
Datasets with Missing Values
3.1 Introduction
In this chapter, we aim to address the data sparsity issue in the context of the
neighbourhood -based CF methods with theoretical analysis. Generally, the neigh-
bourhood -based CF method, which serves as a lazy yet non-parametric method, has
been widely applied in practice, and has also enjoyed popularity because of its sim-
plicity, justifiability, efficiency and stability [6, 49]. However, in practice, there have
been serious problems for practitioners trying to use this kind of method in areas
where data is sparse. In actual fact, Data Sparsity is the problem that frustrates
most recommender system methods. Data Sparsity refers to insufficient information
on a user’s rating history, and the corresponding user × item rating matrix thus
becomes extremely sparse. When the data is prevalent with missing values, two
like-minded users may not show any similarity. To overcome this problem for rec-
ommendation purposes, two major approaches exist: one is to utilize more suitable
similarity metrics to identify a better set of neighbours [6, 31, 135]. The other ap-
proach is to design better aggregation methods that integrate the item ratings given
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by all neighbours [35, 144]. It might be argued that a third category of approaches
based on data imputation [31, 109, 150, 167], to which this work belongs, has begun
to emerge over the past couple of years. Among others, data imputation mainly in-
volves selecting a set of (user, item) pairs whose values are missing or unavailable in
the user× item rating matrix, and filling them with imputed values before predicting
the ratings for the active user. In a recent attempt, Ma et al. proposed a missing
data prediction algorithm which takes the imputation confidence into consideration,
and whereby all the missing data that satisfied their criteria and they were confident
in was imputed [109]. Xue et al. proposed another imputation-based CF algorithm
by fusing both the model -based and neighbourhood -based methods [167]. Previous
research has also focused on investigating the effectiveness of different imputation
techniques [171,172,181]. However, despite evidence of improved performance in pre-
dictive accuracy, application of data imputation for collaborative filtering is still in
its infancy. Issues such as does all missing data have the same importance to the
recommendation purpose, how to select the most informative missing data to impute,
and how to trade off the imputation benefit and error still remains largely unexplored.
In this chapter, we propose an Auto-Adaptive Imputation (AutAI) method that
automatically identifies a key set of missing data, and adaptively imputes them ac-
cording to each individual user’s rating history. By using this novel method, we can
maximize the information contained in the neighbourhood of the active user while
minimizing the imputation error brought in. Inspired by Cover’s [41] research on the
nearest neighbour rule that showed the nearest neighbour contains at least 50% of
the information in the infinite training set, we argue that not all the missing data
possesses equivalent information for a particular prediction, and that some missing
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data is more informative than others. We then propose an auto-adaptive imputation
method to adaptively identify the critical key set of missing data for each active user
so the most informative missing data can be imputed. Therefore, the proposed impu-
tation method leads to better recommendations in terms of accuracy. We provide a
theoretical analysis on the performance benefit for the proposed AutAI method, and
propose a collaborative filtering algorithm by using the AutAI method from both the
user and item aspects (AutAI-Fusion). In Section 3.2, we present the background
and related work. In Section 3.3, we define the Auto Adaptive Imputation (AutAI)
method in the context of neighbourhood-based collaborative filtering, together with
a theoretical analysis on the imputation benefit and error. Section 3.4 presents the
experiment results, followed by a summary in Section 3.5.
3.2 Background and Related Work
In this section, we briefly recap the neighbourhood-based CF method and the model-
based CF method.
3.2.1 Neighbourhood-based CF
The neighbourhood-based CF method is generally based on the k nearest neighbour
rule. This is a type of lazy learning method by which the selection of the nearest
neighbours is delayed until a query (user, item) makes it to the system. Its input
is usually the entire user × item rating matrix R. One of the pioneering works
in neighbourhood -based Collaborative Filtering was proposed by Paul Resnick [135].
Resnick’s proposed system, GroupLens, utilizes users’ ratings as input, then predicts
how much the active user likes an un-rated item. Specifically, ratings are exploited in
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a two-fold manner: (1) ratings are used to identify similar users, and (2) ratings are
used to predict a rating on item ts by the active user ua. Two stages are involved in
this process: Neighbour Selection and Rating Aggregation.
In the Neighbour Selection stage, similarity may be evaluated between any two
rows or any two columns in the user × item rating matrix, and these correspond to
the user-based methods [31], or the item-based methods [141]. It is clear that the
similarity metric is one of the foundational problems in Collaborative Filtering, and
when the user×item rating matrix is sparse, this problem becomes even more impor-
tant. Several methods have been proposed to address this problem. One suggested
method was to design better similarity metrics that can tolerate the sparsity issue,
e.g., the two popular metrics, Pearson Correlation Coefficient [135] and Cosine-based
Similarity [6, 31]. Another method is to tackle the sparsity issue directly through
data imputation, such as Default Voting [31] and EMDP [109], etc. This method will
be discussed in detail in Section 3.2.3.
In the stage of Rating Aggregation, for any item ti, all ratings on ti by users
in the Nk(ua) will be aggregated into the predicted rating value rˆai by user ua [6].
The weighted majority prediction algorithm predicts the rating on new items based
on a weighted sum of the users’ ratings on these items [62]. Hence, the determina-
tion of a suitable set of weights becomes an essential problem here. In 2007, Bell
and Koren casted weight determination as an optimization problem solved by linear-
regression [22]. Recently, Garcin and Faltings investigated the performance of three
aggregators: the mean, the median and the mode [56]. They found both the median
and the mode led to more accurate recommendations than the mean. Shi et. al. [144]
proposed an approach based on Rated-Item Pools (RIPs), which characterizes a user’s
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preference into ‘positive’, ‘neutral ’ or ‘negative’. Hence, the item set rated by a user
is divided into three subsets accordingly. Three similarities are then obtained based
on these item subsets, respectively, and the final rating is predicted by aggregating
ratings using the weight from these three subsets. While most conventional work
relies on the similarity between users or items to determine the weight [123], Data
Sparsity also affects this stage.
3.2.2 Model-based CF
In contrast to Neighbourhood -based Collaborative Filtering, the Model -based Col-
laborative Filtering methods construct a model from the given rating matrix, and
utilize the model to predict ratings on new items. A wide range of machine learn-
ing techniques have been adopted, such as supervised learning [148], unsupervised
learning [73, 99, 140] and matrix decomposition [27, 88].
For supervised learning techniques, Su and Khoshgoftaar applied Belief Nets to
treat rating prediction as a multi-class classification problem [148]. For unsupervised
learning techniques, clustering can improve the scalability of collaborative filtering
methods by grouping similar users and using the cluster as the neighbourhood [140].
Lemire and Maclachlan proposed the slope one algorithm, based on the popularity
differential principle between items. This means user rating behaviour is influenced
by both a user’s rating style (e.g., the user’s average rating) and the items popularity
(e.g., the average rating for an item) [99]. For matrix decomposition techniques,
Billsus and Pazzani proposed using Singular Value Decomposition (SVD) to exploit
the ‘latent structure’ in user ratings [27].
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Compared to the Model -based Collaborative Filtering methods, the Neighbour-
hood -based Collaborative Filtering methods also enjoy popularity due to their sim-
plicity, justifiability, efficiency and stability [49]. In the simplest form, there is only
one parameter required, namely the number of neighbours. The selected neighbours
and their ratings can help the active user better understand the produced recom-
mendation. Moreover, this can also form the basis of an interactive system where
users can choose neighbours based on their own needs [21]. No costly training phase
enables Neighbourhood -based CF to work on applications involving millions of users
and items. Moreover, a lesson learned from the well-known Netflix Competition indi-
cates that neighbourhood -based methods and model -based methods can explore very
different levels of data patterns in the data set, and therefore neither can consistently
output optimal results on their own [23].
3.2.3 Data Sparsity and Imputation
Data Sparsity is one of the most challenging issues in recommendation techniques.
Since users tend to rate only a small fraction of items in a system, the user × item
rating matrix is usually very sparse, with a density of around 1% [141]. Furthermore,
the sparsity issue may make neighbourhood -based CF methods incapable of finding
neighbours, and therefore fail to make accurate recommendations [116,141]. To over-
come this problem, a number of methods have been proposed. One category of these
methods is to design a similarity measurement which can tolerate the data sparsity
issue in the recommendation field [48]. Another category is to design better aggrega-
tion methods which integrate the item ratings given by all neighbours [35, 144]. The
third category is to fill in the missing data by imputation, e.g., default voting [31],
the smoothing method [167], and missing data prediction [109]. In this chapter, we
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focus on the methods by using imputation.
Default Voting is a straightforward imputation-based method [31] that assumes
default values for missing ratings, such as exploiting average ratings by a small group
of users as the default ratings for other items in order to increase the size of the
co-rated item set [37]. Xue et. al. proposed the use of certain machine learning
methods to smooth all missing data in the user× item rating matrix [167]. Recently,
Ma et. al. took the imputation confidence into consideration, and only filled in the
missing data when it was confident to impute [109]. This idea works well as it prevents
poor imputation. However, their proposed EMDP algorithm treats all the missing
data equally. There are other recent imputation-related works focusing on various
imputation techniques [171, 172, 181]. For example, Zhu et. al. proposed a non-
parametric iterative imputation method for mixed-attribute data sets by creating
a mixture kernel to infer the probability density for independent attributes [181].
Zhang et. al. investigated the imputation method by utilizing the information in
incomplete observations [172]. Zhang proposed a new shell-neighbour method for
data imputation by only utilizing the left and right nearest neighbours of each data
attribute [171]. There is little work that investigates how to impute and which missing
data should be imputed? This question is interesting and important as imputed data
will bring some imputation errors as well as alleviating the sparsity issue. Hence,
we argue that there is a trade-off between imputation benefit and imputation errors.
In this case, is it possible to quantify the accompanied imputation error? Or can we
guarantee to achieve better performance by imputing the missing data?
In this chapter, we will investigate these questions, and propose an auto-adaptive
imputation method for neighbourhood -based CF methods. The proposed method
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can be proven to improve the performance of conventional neighbourhood -based CF
methods on all occasions. We demonstrate this by providing theoretical and empirical
analysis in the Neighbour Selection stage of the neighbourhood -based CF methods in
the following sections.
3.3 Auto-Adaptive Imputation Based Collabora-
tive Filtering
In this section, we propose a novel imputation method to effectively improve the
performance of neighbourhood -based collaborative filtering. Moreover, a theoretical
analysis on the performance benefit of the proposed method is also provided. To the
best of our knowledge, this study is the first to analyse imputation-based methods
from a theoretical perspective in the area of collaborative filtering.
3.3.1 Formulation of Neighbourhood-based CF
We first formulate the neighbourhood -based CF using probability theory [138]. The
neighbourhood -based CF provides recommendations by estimating how much the ac-
tive user may like un-rated items. This is known as the rating prediction task. Given
two variables, the user consuming history u and available ratings r, the rating predic-
tion task can be formulated as μ(u) = E(r|u), which is the expectation of dependent
variable r given the independent variable u. For the recommendation purpose, it is
interesting to estimate the value ras on an unrated item ts for a singular independent
variable value ua. The estimator for ua is then:
μˆ(ua) = E(ras|ua). (3.3.1)
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From the perspective of probability theory, the observation values sampled at ua can
be used to estimate μˆ(ua).
However, there are no observation values at ua in the context of collaborative
filtering. To tackle this problem, certain similar users of ua are selected and used to
estimate μˆ(ua). This is the assumption of collaborative filtering: similar users may
have similar ratings on items. Specifically, to estimate μˆ(ua), we first select several
neighbours of ua, then treat the ratings of these neighbours as samples at ua. Finally,
we process the above estimation method as usual. This is the well-known k nearest
neighbour estimator [49] (KNN):
μˆ(ua) = E(ras|ua) = 1
k
∑
ux∈Nk(ua)
rxs, (3.3.2)
where k is the number of selected neighbours, ux is one of ua’s neighbours, Nk(ua)
is the set of k nearest neighbours, and rxs is the rating of neighbour ux on ts. To
further reduce the estimation bias, the KNN estimation usually applies the weighted
average [8]:
μˆ(ua) = E(ras|ua) = 1
η
∑
ux∈Nk(ua)
waxrxs, (3.3.3)
where wax is the weight of neighbour ux to ua, and η =
∑
ux∈Nk(ua) wax is the normal-
izing factor. The weights reflect how close the neighbours are to ua.
Recent research shows the data sparsity issue introduces increasing difficulty to
neighbourhood-based CF methods [149]. The data sparsity issue can lead to the
critical problem of unreliable similarity since the similarity between two users is ac-
tually calculated using a very small set of co-rated items. The user relationship
measured by the unreliable similarity cannot capture the overall relationship between
two users [116]. Moreover, the similarities of an active user ua to two users (ux and uy)
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are computed on two different sets of co-rated items, which results in incomparable
similarities. Consequently, the performance of neighbourhood-based CF is seriously
affected by inaccurate similarities due to the data sparsity issue.
3.3.2 A Novel Auto-adaptive Imputation Method
In this section, we propose a novel Auto-Adaptive Imputation (AutAI) method. To
make a rating prediction on the active item ts for the active user ua, we argue that
not all missing data in the user×item rating matrix possesses equivalent information
for this rating prediction, and conversely, there is a key set of missing data that is
most informative for this particular prediction. Accordingly, this key set should be
different for every prediction, even for the same user.
The proposed AutAI method can identify which missing data should be imputed
automatically, with the imputed set determined adaptively according to a user’s own
rating history. Specifically, to make rating prediction on item ts for user ua, the
imputed set is identified by two factors, the users related to ua and the items related
to ts. We denote the related users as Ua, and denote the related items as Ts:
Ua = {ua′ |ra′s = } (3.3.4)
Ts = {ti|ti ⊂ [Taa′1 ∪ · · · ∪ Taa′i ∪ · · · ∪ Taa′l ]}, (3.3.5)
where Taa′i is the co-rated item set between the active user ua and ua′i ∈ Ua, and
l = |Ua|. For example, suppose the rating histories for two users ua and ua′ are
represented as:
ua =
[
ra1, 0, 0, ra4, ra5, 0, · · · , ran
]
ua′ =
[
ra′1, ra′2, 0, 0, ra′5, 0, · · · , 0
]
,
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where 0 indicates the corresponding rating is missing. Then Taa′ = [t1, t5, · · ·], since
both user ua and ua′ have rated t1, t5 etc. Therefore, Ts is the union of Taa′ over all
ua′ ∈ Ua. Furthermore, with respect to item ts, we define the key neighbourhood for
the active user ua as:
Na,s = {ra′i|ua′ ∈ Ua, ti ∈ Ts}, (3.3.6)
where ra′i can either be an observing or missing rating. Normally, due to the sparsity
of the user × item rating matrix, this selected key neighbourhood is also sparse. We
define all the missing data in this key neighbourhood as the key set of missing data
for the prediction rˆas. For each observing rating ra′i in Na,s, it plays a key role in
the prediction for rˆas, as both user ua′ and item ti are highly related to rˆas. Even for
the missing data in Na,s, they have equal importance for the prediction of rˆas. Please
note that Na,s is defined from the user’s perspective, so we call this the user -based
Auto-Adaptive Imputation (user -based AutAI). After Na,s is determined, for each
missing data ra′i in Na,s, we use the following equation to impute its value:
rˆa′i = u¯a′ +
∑
ux∈Nk(ua′) sim(ua′ , ux)× (rxi − u¯x)∑
ux∈Nk(ua′) sim(ua′ , ux)
, (3.3.7)
where sim(ua′ , ux) is the similarity between ua′ and ux as defined:
sim(ua′ , ux) =
∑
ti∈Ta′x(ra′i − u¯a′)(rxi − u¯x)√∑
ti∈Ta′x(ra′i − u¯a′)2
∑
ti∈Ta′x(rxi − u¯x)2
, (3.3.8)
which is the Pearson Correlation Coefficient (PCC) between ua′ and ux [135]. Then,
the imputed ratings in Na,s can be returned to the user× item rating matrix R, and
used for the rating prediction on item ts for user ua. It is clear the missing data is
imputed adaptively for user ua on item ts, and the key set of missing data is identified
automatically from the user’s perspective. The pseudocode of the user -based AutAI
method is presented in Algorithm 1.
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Algorithm 1 User -based Auto-Adaptive Imputation (AutAI)
Input: the user-item rating matrix R. the active user ua. the active item ts.
Output: R′: the imputed matrix R′.
1: for each ux ∈ U do
2: for each uy ∈ U&uy = ux do
3: calculate sim(ux, uy) according to Eq. 3.3.8;
4: end for
5: end for
6: R′ ← R;
7: Ua ← {ua′|ra′s = };
8: Ts ← ∅;
9: for each ua′ ∈ Ua do
10: Taa′ ← {ti|rai = , ra′i = };
11: Ts ← Ts ∪ Taa′ ;
12: end for
13: Na,s ← {ra′i|ua′ ∈ Ua, ti ∈ Ts};
14: for each ra′i ∈ Na,s do
15: if ra′i =  then
16: calculate rˆa′i according to Eq. 3.3.7;
17: R′(ua′, ti) ← rˆa′i;
18: end if
19: end for
20: return R′;
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Similarly, AutAI can also work in an item-based manner. In this case, the key
neighbourhood for the active user ua with respect to the active item ts is defined
as N ′a,s = {ra′i|ux ∈ U ′a, ts′ ∈ T ′s}, where T ′s = {ts′|ras′ = }, U ′a = {ux|ux ⊂
[Uss′1 ∪ · · · ∪Uss′i ∪ · · · ∪Uss′l]}, Uss′i denotes the set of users who rated both ts and ts′i,
and l = |T ′s|. Consequently, the missing data in N ′a,s forms the key set of missing
data in this item-based manner. Imputing this missing data is called the item-based
Auto-Adaptive Imputation (item-based AutAI).
The imputed missing data in Na,s contributes in two ways. Firstly, Cover’s [41]
research on the nearest neighbour rule shows that the nearest neighbour contains at
least 50% of the information in the infinite training set. In this sense, the missing
data in Na,s contains much more information than the missing data outside Na,s.
This means, imputing this missing data will bring in increasing benefit compared to
imputing other missing data. Moreover, imputation in this way will also bring in
fewer associated imputation errors. We provide a theoretical analysis on this point
in the following section. Secondly, AutAI makes a further similarity measurement
between each neighbour to the active user in the same Ts space. In the neighbourhood -
based CF algorithms and based on the common assumption that if two users rated n
items similarly, they tend to rate similarly on other items [31,141], this auto-adaptive
imputation method makes the similarity measurement between the active user and
any other neighbour on the same Ts items, rather than on the co-rated items between
two users. Formally, we denote the similarity between two users ua and ux on imputed
data as sim′(ua, ux), which can be measured by any similarity metric, for example,
its PCC-based version is formulated as:
sim′(ua, ux) =
∑
ti∈Ts(rai − u¯a)(rxi − u¯x)√∑
ti∈Ts(rai − u¯a)2
∑
ti∈Ts(rxi − u¯x)2
, (3.3.9)
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where u¯x is the average rating of user ux.
On the other hand, the imputed missing data in N ′a,s also contributes in a similar
way to its counterpart in Na,s, so we will not list them separately. The similarity
between two items, after applying the item-based AutAI, can be calculated in a
similar way, and its PCC-based version is defined:
sim′(ts, ti) =
∑
ua′∈U ′a(ra′s − t¯s)(ra′i − t¯i)√∑
ua′∈U ′a(ra′s − t¯s)2
∑
ua′∈U ′a(ra′i − t¯i)2
, (3.3.10)
where t¯s is the average rating of item ts.
3.3.3 Performance Analysis
It is well established that neighbours selected in KNN-based methods are a deter-
minant of their performance. Failure to pick up the right neighbours leads to a bad
performance, as this directly violates the assumption of KNN-based methods [8,170]:
The regression curve around point ua is smooth, and selected neighbours are treated as
samples at ua. This indicates that failing to find nearest neighbours will select wrong
samples, and make the KNN rule stop working. In this section, we theoretically anal-
yse how the proposed auto-adaptive imputation method will affect the selection of
neighbours, and guarantee to find proper neighbours more accurately than the con-
ventional neighbourhood-based collaborative filtering algorithms. To the best of our
knowledge, this is the first work to theoretically analyse why and how imputation can
alleviate the data sparsity issue in the field of collaborative filtering.
Neighbour Selection determines the performance of the neighbourhood based CF,
which is based on the measured similarities among users [6, 8]. Let us consider a
general case: suppose the active user ua and two other users, ux and uy, have the
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following rating histories:
ua = [ra1, ra2, · · · , rai, · · · , ral]
ux = [rx1, rˆx2, · · · , rˆxi, · · · , rˆxl]
uy = [ry1, rˆy2, · · · , ryi, · · · , rˆyl]
where rˆxi is the imputed rating on item ti for ux, and l = |Ts|. According to Eq. 3.3.5,
ua contains the real ratings for ua, but ux contains both real ratings and imputed
ratings. As a result, both ua and ux can be divided into two subsets: Tax and Ts\Tax,
where Tax denotes the co-rated item set between ua and ux, and Ts \ Tax denotes the
relative complement of Tax in Ts [138]. Therefore, ua and ux can be represented as:
ua = [
|Tax|︷ ︸︸ ︷
ra(1), · · · , ra(p),
|Ts\Tax|︷ ︸︸ ︷
ra(p+1), · · · , ra(l)]
ux = [
|Tax|︷ ︸︸ ︷
rx(1), · · · , rx(p),
|Ts\Tax|︷ ︸︸ ︷
rˆx(p+1), · · · , rˆx(l)],
where p = |Tax| and l = |Ts|.
We measure the similarity between ua and ux by the distance in their item space.
The distance on each item can be considered as an estimation of their similarity. The
distance on item ti is denoted as dti . The distance dax between ua and ux can then
be expressed by
dax =
⎧⎨
⎩dti, if rxi is real rating,dti + εi, if rxi is imputed, (3.3.11)
where εi = rxi− rˆxi denotes the imputation error on item ti for user tx, and rˆxi denotes
the imputed value.
For two users in this study, we assume the distance on any item is independent
and identically distributed (i.i.d). We also adopt normal distribution for theoreti-
cal analysis. For example, Fig. 3.1 shows the distribution of dti in the well-known
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Figure 3.1: Distribution of dti
MovieLens dataset. Specifically, the dashed blue line shows the real distribution of
dti in the results from experiment, while the solid black line shows a reference normal
distribution with the mean and standard deviation of dti. We observe the real distri-
bution of dti is similar to the normal distribution. This indicates it is reasonable to
apply normal distribution to do a theoretical analysis. Therefore, the PDF of dti is
defined as:
p(dti) ∼
⎧⎨
⎩N (μ1, σ
2
1), for ua and ux
N (μ2, σ22), for ua and uy.
(3.3.12)
Furthermore, Fig. 3.2 shows the distribution of ε in the experiment results, where the
dashed blue line and the solid black line show the real and the simulated distributions
of ε, respectively. One can see the real distribution of ε looks much like the normal
distribution. Therefore, in this theoretical study, we suppose the imputation error ε
is also independent and identically distributed (i.i.d), and its PDF is:
p(ε) ∼ N (με, σ2ε). (3.3.13)
Then, the distance dax between ua and ux is formulated as the expectation over all
possible items, dax = E(dt). Practically, the expectation can be estimated by using
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Figure 3.2: Distribution of ε
the average of all observations, so,
dax = E(dt) =
1
n
n∑
i=1
dti , (3.3.14)
where n is the number of items taken into account when measuring dax. In the
user-based AutAI method, this set of items is Ts, and daaiax denotes the distance dax.
Considering Ts consists of two subsets, Tax and Ts \ Tax, daaiax is affected by items
coming from both of these, and can be represented as: 1
p
∑p
i=1 dti and
1
q
∑q
j=1 dˆtj ,
where p = |Tax|, q = |Ts \ Tax|, and dˆtj = dtj + εj represents the estimation from
imputed values as defined in Eq. 3.3.11. Due to the existence of the imputation error
ε, the similarity estimation coming from Ts \ Tax has to take it into consideration.
The cumulative imputation error for the estimation of daaiax over Ts \ Tax is:
εaai =
1
q
q∑
j=1
dˆtj −
1
q
q∑
j=1
dtj
=
1
q
(
q∑
j=1
(dtj + εj)−
q∑
j=1
dtj
)
=
1
q
q∑
j=1
εj. (3.3.15)
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Consequently, daaiax in AutAI is represented as the calculation based on real ratings
plus the cumulative imputation error εaai:
1
l
∑l
i=1 dti and εaai =
1
q
∑q
j=1 εj, where
l = |Ts|. According to Eq. 3.3.13 and Eq. 3.3.15, εaai is also normal, and its PDF is:
p(εaai) ∼ N (με, σ
2
ε
q
), (3.3.16)
where q = |Ts \ Tax|. Normally, due to |Ts \ Tax|  1, σ2εq is much smaller than σ2ε .
For example, in the MovieLens data set, mean(|Ts \ Tax|) = 85.08, which means the
order of magnitude of σ
2
ε
q
is around two orders of magnitude less than σ2ε . Namely,
εaai actually varies little around its mean value. Fig. 3.3 shows the distribution of
the imputation error ε (the user-based CF is used as an imputation algorithm in our
experiments), and the distribution of εaai in the MovieLens data set. An important
observation is that the standard variance of εaai is much smaller than that of ε. It
is exactly in line with the above analysis, so the standard variance of εaai can be
ignored. Consequently, the measurement of daaiax over Ts is defined:
daaiax = E(dt) =
1
l
l∑
i=1
dti + με, (3.3.17)
where l = |Ts|. According to Eq. 3.3.12, Eq. 3.3.13 and Eq. 3.3.17, we obtain:
p(daaiax ) ∼ N (μ1 + με,
σ21
l
). (3.3.18)
Similarly, the PDF of the distance between ua and uy in AutAI, d
aai
ay , is:
p(daaiay ) ∼ N (μ2 + με,
σ22
l
). (3.3.19)
We define the distance divergence ψ between the distance of two users ux and uy
to the active user ua as:
ψ = dax − day, (3.3.20)
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Figure 3.3: Distribution of ε and εaai
which determines their order to the active user. It is well known that the confidence
interval (CI) can be used to indicate the reliability of an estimation [138], and has
been widely used in the research of neighbourhood-based models [8]. Therefore, in
this thesis, we apply CI to measure the reliability of the estimation of ψ. CI is a range
of values that quantify the uncertainty of the estimation, and a narrow CI means high
precision [138]. According to Eq. 3.3.18 and Eq. 3.3.19, the 100(1− α)% confidence
interval for ψ in AutAI can be formulated as follows:
CI(ψaai) = ((μ1 + με)− (μ2 + με))
±zα/2
√
σ21
l
l
+
σ22
l
l
= (μ1 − μ2)± zα/2
√
σ21
l2
+
σ22
l2
, (3.3.21)
where zα/2 is a standard normal variate that is exceeded with a probability of α/2.
We define σψaai as the standard error of ψaai:
σψaai =
√
σ21
l2
+
σ22
l2
. (3.3.22)
Please note the width of CI(ψaai) is proportional to σψaai .
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Now, let us consider conventional neighbourhood-based CF. The measurement of
the distance between ua and ux, d
knn
ax , is estimated over Tax, which is:
dknnax = E(dt) =
1
p
p∑
i=1
dti , (3.3.23)
where p = |Tax|. According to Eq. 3.3.12 and Eq. 3.3.23, we have
p(dknnax ) ∼ N (μ1,
σ21
p1
), (3.3.24)
where p1 = |Tax|. Similarly, dknnay , the distance between ua and uy in conventional
neighbourhood-based CF, also follows the normal distribution, and its PDF is:
p(dknnay ) ∼ N (μ2,
σ22
p2
), (3.3.25)
where p2 = |Tay|. Therefore, according to Eq. 3.3.24 and Eq. 3.3.25, the 100(1−α)%
confidence interval for ψknn, ψ in neighbourhood based CF approaches, is:
CI(ψknn) = (μ1 − μ2)± zα/2
√√√√ σ21p1
p1
+
σ22
p2
p2
= (μ1 − μ2)± zα/2
√
σ21
p21
+
σ22
p22
, (3.3.26)
where zα/2 is a standard normal variate which is exceeded with a probability of α/2.
σψknn is the standard error of the estimated ψknn:
σψknn =
√
σ21
p21
+
σ22
p22
, (3.3.27)
where p1 = |Tax| and p2 = |Tay|. In addition, the width of CI(ψknn) is proportional
to σψknn .
According to Eq. 3.3.5, it is clear that l = |Ts| ≥ |Tax| = p1 and l = |Ts| ≥ |Tay| =
p2. For example, in the benchmark dataset MovieLens, mean(|Ts|) = 103.47, and
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mean(|Tax|) = 18.4. Together with Eq. 3.3.22 and Eq. 3.3.27, we obtain:
σψaai ≤ σψknn (3.3.28)
with equality if and only if |Ts| = |Tax| and |Ts| = |Tay|, which is not valid when
facing the data sparsity issue in the field of collaborative filtering. Furthermore,
according to Eq. 3.3.21 and Eq. 3.3.26, one can see the CI(ψaai) is narrower than or
equal to CI(ψknn), as σψaai is smaller than or equal to σψknn . Based on the above
theoretical analysis, we conclude that the proposed AutAI method can effectively
improve the performance of conventional neighbourhood-based CF methods through
more accurate nearest neighbour selections by using a sparse rating matrix in a novel
way.
3.3.4 Rating Prediction
After the imputation is completed, the question is how to predict a rating for the
active user ua on item ts. By taking the users’ activity and the items’ popularity into
consideration, we propose a novel algorithm, an Auto-Adaptive Imputation algorithm
for both users and items (AutAI-Fusion).
To take users’ activity into consideration, we first perform a user-based AutAI
imputation as described in Eq. 3.3.6, and then make the following prediction. The
prediction for ras in this user-based manner is calculated as:
rˆuas = u¯a +
∑
ux∈Nk(ua) sim
′(ua, ux)× (rxs − u¯x)∑
ux∈Nk(ua) sim
′(ua, ux)
, (3.3.29)
where u¯a is the average rating of ua, and sim
′(ua, ux) is defined in Eq. 3.3.9.
Similarly, to take item popularity into consideration, we do an item-based AutAI
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Algorithm 2 The AutAI-Fusion Algorithm
Input: R: user-item rating matrix; ua: the active user; ts: the active item; k: the
number of neighbours; λ: trade-off parameter;
Output: rˆas: rating on item ts by user ua
1: Ua ← {ua′|ra′s = };
2: Ts ← {ti|ti ⊂ [Taa′1 ∪ · · · ∪ Taa′i ∪ · · · ∪ Taa′l ]};
3: impR ← AutAI(R, ua, ts);
4: for each ua′ ∈ Ua do
5: calculate sim′(ua, ua′) according to Eq. 3.3.9;
6: end for
7: Nk(ua) ← top-k nearest neighbours to ua;
8: calculate rˆuas according to Eq. 3.3.29;
9: T ′s ← {ts′ |ras′ = };
10: U ′a ← {ux|ux ⊂ [Uss′1 ∪ · · · ∪ Uss′i ∪ · · · ∪ Uss′l]};
11: impR′ ← AutAI(RT , ts, ua);
12: for each ts′ ∈ T ′s do
13: calculate sim′(ts, ts′) according to Eq. 3.3.10;
14: end for
15: Nk(ts) ← top-k nearest neighbours to ts;
16: calculate rˆias according to Eq. 3.3.30;
17: rˆas ← λrˆuas + (1− λ)rˆias;
18: return rˆas;
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imputation as described in Section 3.3.2. Then, the prediction for ras in this item-
based manner is calculated as:
rˆias = t¯s +
∑
ti∈Nk(ts) sim
′(ts, ti)× (rai − t¯i)∑
ti∈Nk(ts) sim
′(ts, ti)
, (3.3.30)
where t¯s is the average rating of ts, and sim
′(ts, ti) is defined in Eq. 3.3.10.
After imputing and predicting from both the user and item, the final prediction
for ras in the proposed AutAI-Fusion algorithm is calculated as:
rˆas = λrˆ
u
as + (1− λ)rˆias. (3.3.31)
The parameter λ determines to what extent the final prediction is based on user-based
AutAI or item-based AutAI imputation prediction. When λ = 1, the prediction is
completely generated by taking user activity to perform an AutAI-based prediction.
On the other hand, when λ = 0, the prediction is totally estimated by taking item
popularity to perform an AutAI-based prediction. The value for λ can be determined
by doing cross-validation, which will be discussed further in the experiment section.
The pseudocode for the AutAI-Fusion algorithm is presented in Algorithm 2.
3.4 Experiment
In this section, we conduct several experiments to examine the performance of the
proposed AutAI method.
3.4.1 Experimental Setup
The data set we experiment with is the popular benchmark data set MovieLens 1,
which includes around 1 million ratings collected from 6, 040 users on 3, 900 movies.
1http://www.grouplens.org/
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Of particular interest in Collaborative Filtering research is the relationship be-
tween data sparsity and generated recommendations. To evaluate the performance
thoroughly, we extract a subset of 2000 users from MovieLens who rated at least 30
movies, and further to this we set up several different experimental configurations.
Specifically, we split the selected subset into two sets, the Training set and the Test
set. The size of the Training set varies from the first 500, 1000 and 1500 users,
which are denoted as M500, M1000 and M1500 respectively. The remaining 500 users
are treated as the Test set. For each active user within the Test set, we altered the
number of rated items provided from 10, 20 to 30, which are represented as Given10,
Given20 and Given30, respectively. This protocol is widely used in Collaborative
Filtering research [109, 164, 167]. Furthermore, we also applied the All-But-One con-
figuration, in which we randomly selected one single rating for each user in the data
set, then attempted to predict its value when observing all the other ratings the user
has given.
For consistency with other literature [109, 164, 167], we apply the Mean Absolute
Error (MAE) as the measurement metric, which is defined as:
MAE =
∑
(a,s)∈X |ras − rˆas|
|X| , (3.4.1)
where ras is the true rating given by user ua on item ts, rˆas is the predicted rating,
X denotes the test data set, and |X| represents its size. A smaller MAE value means
better performance.
3.4.2 Performance with Different Similarity Metrics
In order to evaluate the performance of AutAI, we use the proposed AutAI method
on two state-of-the-art similarity metrics in Collaborative Filtering [6, 49, 109, 164,
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Table 3.1: MAE comparison on different similarity measurement metrics on the Given
Data set. (A smaller value means better performance)
Training Users PCC AutAI+PCC COS AutAI+COS
M500 Given10 0.7925 0.7788 0.7855 0.7726
Given20 0.7663 0.7530 0.7663 0.7513
Given30 0.7546 0.7404 0.7561 0.7406
M1000 Given10 0.7802 0.7713 0.7853 0.7663
Given20 0.7594 0.7464 0.7672 0.7437
Given30 0.7491 0.7348 0.7563 0.7333
M1500 Given10 0.7764 0.7670 0.7854 0.7630
Given20 0.7581 0.7423 0.7687 0.7397
Given30 0.7487 0.7309 0.7585 0.7293
Table 3.2: MAE comparison on different similarity measurement metrics on the All-
But-One Data set. (A smaller value means better performance)
Training Users PCC AutAI+PCC COS AutAI+COS
All-But-One 0.7477 0.6910 0.7652 0.6932
167], the PCC and the COS. We implement 4 algorithms in the user-based manner,
namely the user-based PCC algorithm, the user-based COS algorithm, and the user-
based AutAI with PCC and COS, respectively. We then compare their prediction
performance, in which the number of neighbours is set to 30. We examine AutAI
performance on all the experiment configurations, including Given and All-But-One
data sets.
The results on the Given and All-But-One data sets are shown in Table 3.1 and
Table 3.2, respectively. The results show that AutAI achieves significant improve-
ments on both similarity metrics in all experiment configurations. This indicates
that the proposed AutAI method works well and is robust in different sparsity situ-
ations. On the All-But-One data set, AutAI achieves even larger improvements on
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Table 3.3: Paired-t-test for MAE on the Given Dataset and the All-But-One Dataset
Paired-t statistics
Methods df t p-value
AutAI+PCC vs. PCC 9 4.0137 0.0030
AutAI+COS vs. COS 9 4.8512 0.0009
both PCC and COS metrics as shown in Table 3.2. For PCC, the MAE is reduced
from 0.7477 to 0.6910 by 7.58%, and for COS, it is reduced from 0.7652 to 0.6932 by
9.41%. This is mainly because there is no limitation to users’ rating history, which
means AutAI can work to its full capacity in this natural setting.
Moreover, in order to examine AutAI’s performance thoroughly, we vary the num-
ber of neighbours from 5 to 40 to examine its sensitivity to the neighbourhood size.
Results on M500Given10, M500Given30 and M1500Given30 for both PCC and COS are
shown in Fig. 3.4. Fig. 3.5 shows the results on the All-But-One data set. We observe
the neighbourhood size does affect the performance. The AutAI method outperforms
its counterpart across all neighbourhood sizes from 5 to 40 on all data sets. This
indicates that the AutAI method identifies the neighbourhood relationship more ac-
curately than the conventional neighbourhood-based CF methods as we demonstrate
in Section 3.3.3, and therefore, achieves better performance across all neighbourhood
sizes. Specifically, when the number of ratings for each user is fixed, for example
in the Given30 data set in Fig 3.4b and Fig 3.4c, the performance of the user-based
CF method improves as the size of the training data increases from M500 to M1500.
However, the AutAI method can always output smaller MAE than the user-based
CF with all neighbourhood sizes. Alternatively, when the size of the training set is
fixed, for example, the M500 data set in Fig 3.4d and 3.4e, the user-based CF also
achieves improved performance as the number of given ratings increases from Given10
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(a) PCC on M500Given10 (b) PCC on M500Given30 (c) PCC on M1500Given30
(d) COS on M500Given10 (e) COS on M500Given30 (f) COS on M1500Given30
Figure 3.4: Sensitivity to the Size of Neighbourhood on the Given Data Set for PCC
and COS.
to Given30. Similarly, the proposed AutAI method also keeps performing better than
its counterpart across all neighbourhood sizes. Similar trends can be achieved on all
the other data sets. In Fig. 3.5a and Fig. 3.5b, it is clearly observed that AutAI
achieves much larger improvements on the All-But-One data set compared to Given
data sets. This is due to the availability of users’ full rating history which allows
AutAI to discover the key neighbourhood as much and as accurately as possible.
The two-tailed, paired t-test with a 95% confidence level has been applied to
evaluate the performance of AutAI on both similarity metrics. The results show that
the difference of performance with and without AutAI is statistically significant. The
detailed paired-t statistics are shown in Table 3.3.
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(a) PCC on All-But-One (b) COS on All-But-One
Figure 3.5: Sensitivity to the Size of Neighbourhood on All-But-One
3.4.3 Comparison with Other Methods
In this section, we examine the proposed AutAI-Fusion algorithm by comparing it
with other state-of-the-art imputation-based algorithms, including the default voting
(Default Voting) method [31], the EMDPmethod [109], and the SCBPCC method [167].
In addition, two traditional collaborative filtering algorithms, the user-based CF
(UPCC) and the item-based CF (IPCC), plus one model-based algorithm, the Slope
One algorithm, are also evaluated [99]. The parameters in SCBPCC are set as
λ = 0.35, and the cluster number K = 20. All the parameters in EMDP are set
the same as [109], namely λ = 0.7, γ = 30, δ = 25, η = θ = 0.4. Please note that
EMDP is an imputation-based algorithm by fusing the user-based CF algorithm and
the item-based CF algorithm. The parameter λ in our algorithm is set to 0.4.
The results on the Given and the All-But-One data sets are shown in Table 3.4
and Table 3.5, respectively. Clearly, it is observed that AutAI-Fusion outperforms all
of the other 6 algorithms on all configurations. Specifically, on the M500Given10 data
set, although all imputation-based methods (AutAI-Fusion, EMDP, SCBPCC and
Default Voting) perform better than UPCC and IPCC, AutAI-Fusion achieves the
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Table 3.4: MAE comparison with other methods on the Given Data set. (A smaller
value means better performance)
Training users Methods Given10 Given20 Given30
M500 AutAI-Fusion 0.7579 0.7387 0.7298
EMDP 0.7724 0.7573 0.7421
SCBPCC 0.7837 0.7633 0.7550
Default Voting 0.7762 0.7594 0.7513
UPCC 0.7925 0.7663 0.7546
IPCC 0.7927 0.7613 0.7493
Slope One 0.7704 0.7455 0.7341
M1000 AutAI-Fusion 0.7488 0.7298 0.7211
EMDP 0.7602 0.7440 0.7301
SCBPCC 0.7784 0.7602 0.7499
Default Voting 0.7776 0.7614 0.7535
UPCC 0.7802 0.7594 0.7491
IPCC 0.7673 0.7402 0.7293
Slope One 0.7601 0.7374 0.7263
M1500 AutAI-Fusion 0.7445 0.7256 0.7172
EMDP 0.7548 0.7383 0.7264
SCBPCC 0.7792 0.7587 0.7506
Default Voting 0.7812 0.7659 0.7580
UPCC 0.7764 0.7581 0.7487
IPCC 0.7572 0.7315 0.7214
Slope One 0.7581 0.7355 0.7246
largest improvement. This trend is obvious on all data sets as shown by the figures
in bold in Table 3.4 and Table 3.5. This indicates that when the training set is small
and the rating history of users is limited, AutAI-Fusion can still identify the missing
determinant values to fill in, in order to identify more appropriate relationships among
neighbours. On the All-But-One data set, as shown in Table 3.5, AutAI-Fusion
obtains even better results by achieving a much smaller MAE 0.6864 compared to all
other algorithms. This is mainly because there is no limitation to the rating history of
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Table 3.5: MAE comparison with other methods on the All-But-One Data set. (A
smaller value means better performance)
Training Users AutAI-Fusion EMDP SCBPCC Default Voting UPCC IPCC Slope One
All-But-One 0.6864 0.7244 0.7613 0.7954 0.7477 0.7056 0.7164
Table 3.6: Paired-t test for MAE on the Given Dataset and the All-But-One Dataset
Paired-t statistics
Methods df t p-value
AutAI-Fusion vs. EMDP 9 5.5460 0.0004
AutAI-Fusion vs. SCBPCC 9 7.2837 < 0.0001
AutAI-Fusion vs. Default Voting 9 4.5898 0.0013
AutAI-Fusion vs. UPCC 9 10.3010 < 0.0001
AutAI-Fusion vs. IPCC 9 5.3386 0.0005
AutAI-Fusion vs. Slope One 9 4.6457 0.0012
users, and also because AutAI can work more efficiently in this natural configuration.
Table 3.6 lists the paired-t test statistics (with a 95% confidence level) between AutAI-
Fusion and these algorithms, and it is clear the differences between the performance
of AutAI-Fusion and that of other methods are statistically significant.
3.4.4 Comparison on Imputation Percentage
A particular issue of interest regarding imputation-based methods is how much of
the missing data in the user × item rating matrix should be filled to improve per-
formance. In this section, we will examine this issue by comparing the proposed
AutAI-Fusion algorithm with 3 other state-of-the-art imputation-based methods, in-
cluding the default voting (Default Voting) method [31], the EMDP method [109],
and the SCBPCC method [167]. We define the imputation percentage as the per-
centage of imputed missing data, which represents how much of the missing data
is imputed. Clearly, a smaller imputation percentage means better performance in
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Table 3.7: Imputation percentage comparison with other imputation-based methods
on the Given Data set. (A smaller value means less imputation complexity)
Training users Methods Given10 Given20 Given30
M500 AutAI-Fusion 43.37% 57.22% 64.74%
EMDP 73.66% 75.52% 87.01%
SCBPCC 100.00% 100.00% 100.00%
Default Voting 70.15% 76.45% 80.03%
M1000 AutAI-Fusion 44.00% 57.65% 65.14%
EMDP 87.65% 89.28% 96.04%
SCBPCC 100.00% 100.00% 100.00%
Default Voting 63.18% 71.60% 76.38%
M1500 AutAI-Fusion 44.18% 57.69% 65.15%
EMDP 92.61% 93.92% 98.19%
SCBPCC 100.00% 100.00% 100.00%
Default Voting 59.07% 68.60% 74.00%
Table 3.8: Imputation percentage comparison with other imputation-based methods
on the All-But-One Data set. (A smaller value means less imputation complexity)
Training Users AutAI-Fusion EMDP SCBPCC Default Voting
All-But-One 79.22% 98.55% 100.00% 93.49%
terms of imputation complexity.
Table 3.7 shows the imputation percentage of examined algorithms on the Given
data set. We can see that the proposed AutAI-Fusion algorithm requires the lowest
imputation percentage on all Given data sets. Specifically, on M500Given10, AutAI-
Fusion fills in 43.37% of the missing data, while the Default Voting needs to fill in
70.15% of the missing data, EMDP needs to fill in 73.66%, and SCBPCC fills in all
the missing data. Please note that SCBPCC makes predictions for all missing data
by using clustering algorithms, so therefore its imputation percentage will always be
100.00%.
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(a) M500 Given10 (b) M500 Given30 (c) All-But-One
Figure 3.6: Impact of Parameter λ on MAE on both the Given and the All-But-One
data set
Table 3.8 shows the imputation percentage of the compared algorithms on the
All-But-One data set. It is also observed that the proposed AutAI-Fusion algorithm
obtains the lowest imputation percentage. Specifically, AutAI-Fusion imputes 79.22%
of the missing data while the other compared algorithms impute almost all of the
missing data. Specifically, Default Voting fills in 93.49% of the missing data, EMDP
imputes 98.55% and SCBPCC imputes all the missing data. Together with the results
shown in Table 3.7, the proposed AutAI-Fusion algorithm keeps imputing the least
amount of missing data among all compared imputation-based methods, and achieves
the best performance in terms of accuracy, as shown in Table 3.4 and Table 3.5.
This indicates that AutAI-Fusion can identify the most informative missing data to
impute, and consequently achieve better performance in terms of both accuracy and
imputation complexity.
3.4.5 Impact of Parameter
As discussed in Section 3.3.4, we introduced a parameter λ to balance the prediction
from the user-based AutAI and the item-based AutAI to simultaneously consider both
the activity of users and the popularity of items. We conducted several experiments
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to determine the impact of λ to the proposed AutAI-Fusion algorithm. Specifically,
we vary the λ value from 0 to 1 with an increasing step of 0.05. The results are
presented in Fig. 3.6.
When λ = 0, the prediction totally depends on the item-based AutAI imputation;
when λ = 1, the prediction fully depends on the user-based AutAI imputation. Re-
sults on the Given data sets show that when there are few training users or few ratings
from the active user, item-based AutAI can achieve significant improvement compared
to user-based AutAI. For example, on data sets M500Given10 and M500Given30, as
shown in Fig. 3.6a and Fig. 3.6b, the performance of AutAI-Fusion with λ = 0 is
better than its performance with λ = 1. This is because a limited user rating history
suppresses the effectiveness of user-based AutAI. However, AutAI-Fusion achieves an
even better performance with λ = 0.4. On the other hand, Fig. 3.6c shows that user-
based AutAI and item-based AutAI achieve a similar performance on the All-But-One
configuration, thus indicating that in a natural situation there is no significant differ-
ence between them. Yet, on all configurations, it is clear that better accuracy can be
obtained by combining imputations from both users and items.
3.4.6 Discussion
In this section, we present a short discussion about the practicability of the proposed
method based on our theoretical and empirical study.
As the proposed AutAI method is independent of the similarity metric used for
the identification of nearest neighbours, practitioners from different fields can use it in
conjunction with any desired similarity metrics. In addition, AutAI also determines
the imputation area automatically based on historical user/item information without
administrative interaction. This makes it very convenient to configure for industrial
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use. Compared with other state-of-the-art collaborative filtering methods [31,99,109,
167], the proposed AutAI-Fusion algorithm displays higher accuracy and robustness.
In industries, e.g., amazon.com and netlifx.com, there are large numbers of users
and items, which represents a large number of samples for each rating prediction.
Taking this into account, the proposed AutAI method can significantly reduce the bias
and variance of rating predictions because it identifies the neighbourhood relationship
more accurately than conventional neighbourhood-based CF methods. On the other
hand, a large number of users and items usually leads to a large number of key missing
data to impute. However, compared with other state-of-the-art imputation-based
methods [31,109,167], AutAI also possesses relative lower imputation complexity, as
shown in Section 3.4.4. From this point of view, the proposed AutAI method is more
practical than other state-of-the-art imputation-based methods.
3.5 Summary
In this thesis, we define the notion of a key set of missing data for rating prediction,
and propose the AutAI method to automatically and adaptively identify these key
missing data for each prediction from the perspective of both the user and item. We
were able to achieve this by treating each rating given by a user on an item as an ob-
servation for prediction on this item to other users. Theoretical and empirical analysis
shows that imputation based on this key set of missing data leads to a more accurate
identification of neighbourhood relationships than conventional neighbourhood-based
CF methods. Therefore, the AutAI-based algorithm can provide more accurate pre-
dictions than state-of-the-art neighbourhood-based CF algorithms, including other
imputation-based algorithms. To the best of our knowledge, this work presents the
77
first theoretical analysis of imputation-based CF methods, and the proposed AutAI
method is guaranteed to work regardless of which similarity metric is applied.
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Chapter 4
Learning Rating Patterns for
Top-N Recommendations
4.1 Introduction
Although there is rapid development in research on the task of rating prediction in the
field of recommendations, the majority of commercial recommender systems provide
a list of recommended items which is the task of Top-N recommendations [70]. In
this chapter, we focus on the data sparsity issue in the context of the model-based
methods for Top-N recommendations.
Various techniques have been proposed for Top-N recommendations over the
years. Generally, these techniques can produce Top-N recommendations in two steps.
The first step predicts ratings for all candidate items, secondly, sorts these candidate
items according to their predicted ratings. The Top-N ranked items will then be rec-
ommended to the active user. Recently, Cremonesi et al. provided a comprehensive
evaluation of recommendation algorithms on the Top-N recommendation task [43].
They found, it is not necessary to predict the exact ratings for the Top-N recom-
mendation task. Instead they proposed the PureSVD algorithm that focuses on
the correct ranking of items rather than the exact rating prediction. This method
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Figure 4.1: Rating distribution on the MovieLens and the Flixster data sets.
performed better on Top-N recommendations compared to other rating prediction
methods, including the well-known SVD++ model that played a key role in the win-
ning of the Netflix progress award [88]. Moreover, it has also been pointed out that
recommending popular items to users is trivial and is not that beneficial to the service
providers [43]. On the other hand, recommending unpopular items will bring addi-
tional benefits to both users and providers, but this is normally much harder [43].
According to the well-known long-tail distribution of rated items, the majority of rat-
ings are given on a small fraction of available items [10]. For example, Fig. 4.1b shows
the rating distribution on the MovieLens1 and the Flixster 2 data sets. Specifically,
we observe that 33% (50%) of ratings are observed from only around 5.5% (1% ) of
items on the MovieLens (Flixster) data set. We refer to these items as popular items,
and the other 94.5% (99%) as unpopular items or long tail items. The difficulty is
how to recommend long tail items based on limited ratings availability. This is also
the issue that will be addressed in this paper.
1http://www.grouplens.org
2http://www.cs.ubc.ca/∼jamalim/datasets/
80
Another recently important finding is the existence of personal rating patterns
and global rating patterns. For example, in the Second Challenge on the Context-
aware Movie Recommendation (CAMRa), it is required to identify user labels from
the rating history of users, with Jose Bento et al. providing a solution by identifying
users from their rating patterns [24]. For global rating patterns, one example is that a
monotonic relationship exists between the popularity of a movie and its average rating.
For example, Fig. 4.1a shows the average ratings of movies over their popularity on
the MovieLens (Flixster) data set. Specifically, the top 1% popular items got an
average rating 3.90 (3.72) out of 5 while the least popular items got an average rating
2.77 (3.47) out of 5 on the MovieLens (Flixster) data set. Another example is found
from the Netflix competition by Yehuda Koren [89]. Koren found that user ratings
tend to increase as the age of the rated movies increases. However, many existing
methods are trained on available ratings by going through each of them one by one.
Although they achieve a good performance on the rating prediction task, they have
limited performance on the Top-N recommendation task [43]. One possible reason is
that they model the rating patterns based on either the global rating patterns or the
personal rating patterns, and ignore the following facts:
• the personal rating patterns are preserved and reflected from a user’s entire
rating history as a whole, rather than from every singular rating value;
• the personal and the global rating patterns are both influenced by the other.
In this chapter, we aim to model both the personal rating patterns and the global
rating patterns simultaneously. It is a fact that personal rating patterns are hid-
den in each user’s entire rating history, while global rating patterns are embedded
in the user × item rating matrix, and both are influenced by the other. Based on
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this, we propose to model them using the Rating Pattern Subspace by iteratively re-
fining each other with an EM-like algorithm. The basic idea is to build a low-rank
subspace to model global rating patterns from the whole user × item rating matrix,
and then individually refine the projection for each user on the subspace based on
his/her own entire rating history. Following this, the refined user projections on the
subspace are used to improve modelling of the global rating patterns. Iteratively, the
well-trained low-rank subspace will be able to model both the personal and global
rating patterns. Based on this model, we propose the RapSVD algorithm to gen-
erate Top-N recommendations. Consequently, the proposed RapSVD algorithm can
generate better Top-N recommendations in terms of accuracy, when compared with
the state-of-the-art algorithms. It was observed that particularly on long tail item
recommendations, the smaller the N values, the larger the improvements.
In Section 4.2, the Rating Pattern Subspace, is proposed as a model for both the
personal and global rating patterns. In Section 4.3, we present the experiment results
and compare the performance of the proposed model with other relevant models.
Finally, we summarize this chapter in Section 4.4.
4.2 The Rating Pattern Subspace
In this section, we propose the novel, the Rating Pattern Subspace model, to capture
both personal and global rating patterns. Based on this model, we propose the
RapSVD algorithm for Top-N recommendations.
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4.2.1 Latent Factor Model Formulation
Latent Factor Models have been an important approach to exploring the hidden latent
features of the user× item rating matrix R for recommendation purposes [101,136],
such as Latent Dirichlet Allocation [29], Probability Latent Semantic Analysis [72],
and Principal Component Analysis [87]. All of these methods can infer the latent
factors from the user× item rating matrix by using various mathematical techniques,
e.g., the graphical model, probability theory, and orthogonal transformation. How-
ever, according to the Eckart-Young theorem [63], the best low-rank approximation
of a matrix can be achieved by Singular Value Decomposition (SVD). Therefore, in
this chapter, we focus on the SVD-based methods that model the rating patterns for
the Top-N recommendation task.
Conventionally, the SVD of the user × item rating matrix R is the factorization
of the form:
R = P · Σ · VT , (4.2.1)
where P is a m×m orthogonal matrix, Σ is a m × n diagonal matrix that contains
the singular values of R on the diagonal, V is a n × n orthogonal matrix. However,
please note that this conventional SVD is defined without considering the existence
of missing values. Therefore, it can not be directly applied to the user× item rating
matrix R due to the data sparsity issue. Some attempts have been made to address
this problem, e.g., filling all missing values with an estimator [13,142]. However, the
serious sparsity problem makes the rating patterns hidden in R highly incomplete,
and therefore, may limit the modelling ability of these kinds of methods.
Recently, other kinds of SVD-based method has attracted significant attention
due to their high accuracy and efficiency. A representative model of these is the one
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proposed by Simon Funk [52]. Unlike the conventional SVD, as shown in Eq. 4.2.1,
Simon Funk directly trained the model only on available ratings by using a gradient
descent approach. Formally, the user × item rating matrix R is estimated by the
factorization of the form:
Rˆ = P · QT , (4.2.2)
where P is a m × k matrix and Q is a n × k matrix, denoting the user factors and
the item factors, respectively, while k the number of factors. This method leads to
the rapid development of recommendation techniques for the rating prediction task,
including NSVD [132], SVD++ [88], and timeSVD [89]. However, these kinds of
methods are usually trained only on available ratings by going through each rating in
turn, and ignoring the existence of missing values. Although they achieve improved
performance on the rating prediction task, they show limited performance on the
Top-N recommendation task [43].
From the perspective of modelling rating patterns, all of these methods focus on
modelling either global rating patterns or personal rating patterns, and ignore the
following facts:
• Personal rating patterns are preserved and reflected from a user’s entire rating
history as a whole rather than from every singular rating value;
• Personal and global rating patterns are influenced by each other.
In this chapter, we will focus on modelling the rating patterns for the Top-N
recommendation task. There are two challenges for the accurate modelling of rating
patterns. These are:
• Due to the data sparsity issue, both the personal and global rating patterns
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are highly incomplete. The modelling algorithm must possess the ability to
recognize these patterns from limited available data.
• As these two rating patterns influence each other, the modelling algorithm must
treat them collectively, not separately.
Therefore, unlike existing models, we propose a model that can address these two
challenges by constructing a Rating Pattern Subspace, as described in the following
section.
4.2.2 Learning the Rating Pattern Subspace
In this section, we will build a representative subspace for the rating patterns, in-
cluding both the personal and global rating patterns. One of the most successful
techniques is SVD, which guarantees to model a matrix in the best way with the
output of a low rank subspace. Due to the high incompleteness of the rating matrix
R, SVD can not be directly used to model the hidden rating patterns. Therefore,
we propose the Rating Pattern Subspace to simultaneously model both by iteratively
refining each other with a novel EM-like algorithm.
Denote R = [u1,u2, · · · ,ux, · · · ,um]T , and ux = [rx1, rx2, · · · , rxi, · · · , rxn] is the
entire rating history for user ux. Due to the fact that personal rating patterns are
hidden in a user’s rating history, for convenience in this chapter, we define the rating
history ux as the rating pattern for user ux. ux can be divided into two parts u
a
x and
umx for the available and missing part, respectively. To model the rating patterns
hidden in R, we estimate it using SVD to construct a low rank k subspace:
Rˆ = Pk · Σk · VTk , (4.2.3)
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where Pk is a m × k orthogonal matrix, Σk is a k × k diagonal matrix containing
the first k singular values of R, Vk is a n × k orthogonal matrix. Consequently, the
reconstruction uˆx of ux is defined as:
uˆx = px · Σk · VTk , (4.2.4)
where px is the xth row of Pk, and is treated as the projection (or user factors) of ux.
Similarly, uˆx can also be divided into uˆ
a
x and uˆ
m
x parts, representing the reconstruction
of uax and u
m
x , respectively. It is well-known that SVD guarantees to produce the best
k-rank approximation of R with minimal reconstruction errors. However, due to the
data sparsity issue, we change the goal of modelling to minimize the reconstruction
error on the available rating data. This is defined as the squared distance between
the original available data and their reconstructions:
εa =
1
m
m∑
x=1
(uax − uˆax) · (uax − uˆax)T , (4.2.5)
where m is the number of users.
To build the representative subspace for both the personal rating patterns and the
global rating patterns, an EM-like algorithm is proposed as follows. Firstly, for each
rating pattern ux ∈ R, the missing values are replaced with corresponding averaged
available rating values in η:
η =
1
m
m∑
x=1
ux. (4.2.6)
Then, in the j-th iteration, the standard SVD algorithm is applied to calculate a
low-rank subspace defined by Pk, Σk and Vk. After this, we can use px, Σk and Vk to
reconstruct ux with Eq. 4.2.4. However, since there is a large set of missing values in
ux, px can not be calculated from Eq. 4.2.3. Please note that it is possible to estimate
px from a part of ux, e.g., the available part u
a
x, which has been widely used in the
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field of multimedia research [58,100]. Thus, we define px as the least squares solution
for the following equation:
(Vk · ΣTk ) · pTx = ([ux]a)T , (4.2.7)
where [ux]
a denotes ux in the current iteration step but only has values on the posi-
tions that correspond to uax. This implies the projection px is refined by the personal
rating pattern ux with only the available ratings. After px is estimated, and according
to Eq. 4.2.4, the reconstruction uˆx of ux can be calculated. u
m
x will then be updated
with uˆmx ,
umx ← uˆmx , (4.2.8)
and the new η(j+1) in the next (j+1)-th iteration will be calculated with the updated
ux according to Eq. 4.2.6. With the updated rating matrix and the new mean vector
η(j+1), the standard SVD algorithm is once again applied to calculate Σk and Vk. This
iterative process will continue until either the maximum iteration number is achieved,
or the reconstruction error εa is below a pre-defined threshold. The pseudocode for
the training process is shown in Alg. 3.
It is clear that unlike other model-based recommendation methods, the proposed
model is trained iteratively based on the rating matrix R and the entire user rating
history ux, rather than by going through individual ratings one by one. One advantage
of this is the proposed Rating Pattern Subspace can model both the personal and
global rating patterns simultaneously. Specifically, according to Eq. 4.2.3, Pk, Σk
and Vk are first obtained with SVD by decomposing the entire user × item rating
matrix R, where the global rating patterns are preserved. Pk is then further refined
according to Eq. 4.2.7 based on Σk, Vk and each user’s entire rating history where
his/her personal rating patterns are preserved.
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Algorithm 3 Rating Pattern Subspace Training
Input: the user × item rating matrix R. the subspace dimension k.
Output: Pk
1: η = 1
m
∑m
i=1 ux;
2: ∀ux ∈ R,umx ← ηm;
3: [Pk,Σk,Vk] ← SV D(R);
4: repeat
5: E-Step: Estimate the projection px of each ux ∈ R by solving the least squares
solutions: (Vk · ΣTk ) · pTx = ([ux]a)T
6: M-Step: Reconstruct
uˆx = px · Σk · VTk
Update umx ← uˆmx and [Pk,Σk,Vk] ← SV D(R);
7: until convergence
8: return Pk;
Furthermore, the training process is actually an iterative refinement of global
and personal rating patterns. In our training process, the missing values are first
initialized with global rating patterns, and a low-rank subspace is built to capture
these patterns. Then, the projection for each user on the subspace is further refined
individually based on his/her entire rating history. After this, the refined projections
are utilized to improve the representative subspace. Iteratively, we can obtain a
well-trained representative subspace, Rating Pattern Subspace, which captures both
personal and global rating patterns.
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4.2.3 Recommendation Generation
After obtaining the well-trained Rating Pattern Subspace, we propose the RapSVD
algorithm to make Top-N recommendations.
Denote Q = Σ · VT . In Eq. 4.2.1, as P is a unitary matrix, we obtain that:
Q = Σ · VT = PT · R, (4.2.9)
where R is the rating matrix. Therefore, according to Eq. 4.2.4 and Eq. 4.2.9,
uˆx = px · Σk · VTk (4.2.10)
= px · Q
= px · PTk · R.
Then, we can estimate how well user ux likes item ti by:
rˆxi = px · PTk · ti, (4.2.11)
where Pk is the projection of users on the Rating Pattern Subspace, px is the xth
row of Pk denoting the projection for ux, and ti is the rating information on ti by all
users. We refer to this method as the RapSVD algorithm. Please note that rˆxi here is
not the rating on ti by user ux, as we do not scale it within the correct rating range.
We use it as the association measure on ti by user ux as in [43]. After calculating
rˆxi for all unknown items for user ux, these items will be sorted accordingly, with the
Top-N ranked items then forming the Top-N recommendations for user ux.
4.2.4 Performance Analysis
In this section, we provide analysis on the performance difference between the pro-
posed RapSVD algorithm and other Matrix Factorization (MF)-based recommen-
dation algorithms. Please note that RapSVD is generally a non-regularized matrix
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factorization method, so we investigate its performance from this point of view.
In the context of collaborative filtering, MF methods can be defined as:
R = P · QT ,
where P and Q are the user factors and the item factors, respectively. Therefore, the
minimizing criteria can be written as:
Φ(P,Q) =‖ R− P · QT ‖2, (4.2.12)
which can be solved by alternating least squares (ALS) [90]. However, as this is
actually an un-weighted low rank approximation problem [53], it is different from
the least squares problem solved in RapSVD in Eq. 4.2.7. Specifically, in ALS when
fixing Q to estimate P, P is computed based on Q in the last step so as to estimate
Q in the next step. It is known that the least squares treats every singular dimension
of the input data preferentially, thus ALS computes each px ∈ P by treating ux
dimension preferentially, and vice versa when fixing P to compute Q. This dimension-
preferential learning process can over-estimate the impact of personal rating patterns,
and underestimate the impact of global rating patterns. Thus, it will show limited
performance on Top-N recommendations.
On the other side, in Eq. 4.2.7, Vk and Σk are obtained from a standard SVD
that treats all user dimensions equivalently. Together with the least squares problem
in this equation, RapSVD performs in an iterative procedure, which combines the
dimension-preferential learning process and the dimension-equivalent learning pro-
cess. This takes into account both the personal and the global rating patterns,
thus will benefit the modelling of user rating patterns for recommendation purposes.
Fig. 4.2 shows the effect of the least squares applied in Eq. 4.2.7. Specifically, it
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Figure 4.2: The Effect of Least Squares in Eq. 4.2.7.
shows the accuracy (in recall) performance of the proposed RapSVD with and with-
out the least squares in Eq. 4.2.7 for Top-20 all items recommendations onMovieLens
dataset 3. It is observed that with the least squares in Eq. 4.2.7, RapSVD achieves
better performance as the EM-learning iterative process proceeds. This also indicates
the effect of the proposed iterative refinement process between the global rating pat-
terns and the personal rating patterns. However, for the the RapSVD without least
squares in Eq. 4.2.7, it gets worse results as the iteration number increases, although
its performance increases slightly at the very beginning. Moreover, from the perspec-
tive of low rank approximation, due to the presence of missing values, weighted low
rank approximation is more appropriate than un-weighted one (e.g. ALS) [53], and
RapSVD is a weighted non-regularized matrix factorization. Specifically, Eq. 4.2.7
actually revises px ∈ P as a least squares problem, and the new estimated p′x can be
formulated as:
p′x = wx · px, (4.2.13)
where wx is treated as the weight that is learnt from the personal rating pattern ux.
3The Given60% data set is used here. Please refer Section 4.3.1 and 4.3.2 for details for the data
set generation and the definition of recall.
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Furthermore, according to Eq. 4.2.11 and Eq. 4.2.13,
rˆxi = p
′
x · PTk · ti
= wx · (px · PTk · ti), (4.2.14)
which is a weighted estimation of the missing values.
In principle, RapSVD is a weighted non-regularized matrix factorization method,
which outperforms non-weighted one due to the existence of missing values [53]. The
proof for the convergence of RapSVD training algorithm is provided as follows.
PROOF 1. In the j-th iteration for training data ujx, its reconstruction is defined as
uˆjx = px · (Σk · VTk )j, (4.2.15)
where (Σk · VTk )j denotes Σk and Vk in the j-th iteration. We denote uˆjx obtained
with (Σk · VTk )j as f juˆx(Σk,VTk )j. According to Eq. 4.2.8, f juˆx(Σk,VTk )j and data in the
next iteration, uj+1x , shares values on missing positions, thus the reconstruction error
on ujx is represented as:
(εax)
j = d
(
f juˆx(Σk,VTk )j,uj+1x
)
, (4.2.16)
where d(·, ·) denotes the Euclidean distance between two vectors.
If we use (Σk,VTk )j to calculate the reconstruction of uj+1x , we obtain
d
(
f j+1uˆx (Σk,VTk )j ,uj+1x
) ≤ d (f juˆx(Σk,VTk )j ,uj+1x ) , (4.2.17)
because the orthogonal property of (Σk,VTk )j makes sure that f j+1uˆx (Σk,VTk )j and uj+1x
have the minimum Euclidean distance.
In the (j+1)-th iteration, after applying the standard SVD on the updated training
data uj+1x , we observe the minimum reconstruction error by obtaining (Σk,VTk )j+1:
d
(
f j+1uˆx (Σk,VTk )j+1,uj+1x
) ≤ d (f j+1uˆx (Σk,VTk )j ,uj+1x ) . (4.2.18)
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Table 4.1: Statistics of the experiment data sets
Dataset #users #items #ratings Density
MovieLens training set 6040 3900 80% ∗ 1M 3.34%
test set 6040 3900 20% ∗ 1M 0.85%
Flixter training set 18026 8284 80% ∗ 2M 1.02%
test set 18026 8284 20% ∗ 2M 0.26%
For the reconstruction error in the (j + 1)-th iteration, we observe
(εax)
j+1 = d
(
f j+1uˆx (Σk,VTk )j+1,uj+1x
)
(4.2.19)
≤ d (f j+1uˆx (Σk,VTk )j,uj+1x )
≤ d (f juˆx(Σk,VTk )j,uj+1x )
= (εax)
j.
So,
(εa)j+1 =
1
m
m∑
x=1
(εax)
j+1 ≤ 1
m
m∑
x=1
(εax)
j = (εa)j . (4.2.20)
Thus, the algorithm will converge to minimize the reconstruction error εa. 
4.3 Experiment and Analysis
In this section, we conduct experiments to examine the performance of the proposed
RapSVD algorithm.
4.3.1 Data Set
The data sets we experiment with are the popular MovieLens and Flixster. Spe-
icfically, MovieLens includes around 1 million ratings collected from 6, 040 users on
3, 900 movies. Following the pre-processing procedure in MovieLens, we extract a
subset from the Flixster dataset, in which each user rated 20-250 items and each item
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Table 4.2: Statistics of the experiment data sets with various data sparsity levels
training set #ratings Form Density
Given10% 10% ∗ 98% ∗ 1M 1− 5 0.42%
Given20% 20% ∗ 98% ∗ 1M 1− 5 0.84%
Given30% 30% ∗ 98% ∗ 1M 1− 5 1.24%
Given40% 40% ∗ 98% ∗ 1M 1− 5 1.68%
Given50% 50% ∗ 98% ∗ 1M 1− 5 2.05%
Given60% 60% ∗ 98% ∗ 1M 1− 5 2.51%
Given70% 70% ∗ 98% ∗ 1M 1− 5 2.88%
Given80% 80% ∗ 98% ∗ 1M 1− 5 3.34%
Given90% 90% ∗ 98% ∗ 1M 1− 5 3.70%
Given100% 100% ∗ 98% ∗ 1M 1− 5 4.10%
test set 2% ∗ 1M 5 < 0.1%
was rated by at least 20 users. The extracted Flixster data set contains around 2
million ratings from 18026 users on 8284 movies.
The data sets are split into two subsets, the training set and the test set. To get
a consistent experiment, we perform a chronological split of the training-test data.
Specifically, for each user, we use the first 80% of his/her ratings as training set,
and use the recent 20% left as test data. The statistics of these two data sets are
provided in Table 4.1. Following the work of [42, 43, 88], we reasonably assume that
the 5-star rated items are relevant to the active user, and consequently we select all
the 5-star ratings from the test data to form the test set. After training the model on
the training set, we randomly select 1000 additional items that are not rated by the
active user, and then predict ratings on the test item in addition to the additional
1000 selected items. These are then ranked and the top ranked N items are selected
as the Top-N recommendation list for the active user. This testing methodology is
popular in research on Top-N recommendations and used by [42, 43, 88].
Furthermore, to thoroughly examine the performance of algorithms with the data
sparsity issue, we set up a series of configurations with different data sparsity levels.
Specifically, on the MovieLens data set, we first randomly select 2% of ratings and
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then select the 5-star ratings among them to form the test set, but we make it sure
that at least one 5-star rating exists for each individual user. However, instead of the
5-star rating, the max rating given by a user is used if he/she has no 5-star ratings.
The remaining 98% ratings in the data set form the training set. Then, we keep
the test set the same, but vary the percentage of observed ratings in the training
set for each user from 10% to 100% with a 10% step. This set of configurations is
represented as Given10%, Given20%, Given30%, Given40%, Given50%, Given60%,
Given70%, Given80%, Given90%, and Given100%, respectively. The statistics of
these experimental data sets are provided in Table 4.2. Moreover, as recommending
popular items is trivial [43], we will focus on measuring the accuracy on recommending
long tail items and all items including both popular and unpopular items.
4.3.2 Comparison and Evaluation
To examine the performance of the proposed RapSVD algorithm, we compare it
with six state-of-the-art Top-N recommendation algorithms, including four personal-
ized top-N recommendation algorithms, PureSVD [43], SLIM [124], itemKNN [47],
NNcosNgbr [43], and two popular non-personalized algorithms, Top Popular (Top-
Pop) [42,43] and Movie Average (MovieAvg) [88]. Specifically, the number of factors
in PureSVD is set to 50, and in SLIM we set β = 1 and λ = 2. The number of near-
est neighbours in NNcosNgbr is set to 200, and the number of neighbors in itemKNN
is set to 20. For the proposed algorithm RapSVD, the dimension of Rating Pattern
Subspace is set to 50, the max iteration of training is set to 50, and the error threshold
is set to 10−6.
The quality of Top-N recommendations is measured by Recall (or Hit Rate),
Precision and Average Reciprocal Hit-Rank (ARHR) [43, 47, 84, 168]. For the active
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Table 4.3: Performance on MovieLens
recall precision ARHR
items Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
long tail RapSVD 0.1596 0.2659 0.0160 0.0133 0.0520 0.0612
PureSVD 0.1464 0.2551 0.0147 0.0128 0.0439 0.0513
SLIM 0.1436 0.2346 0.0144 0.0117 0.0494 0.0556
NNcosNgbr 0.1238 0.1992 0.0124 0.0100 0.0445 0.0496
itemKNN 0.0742 0.1470 0.0074 0.0074 0.0208 0.0257
TopPop 0.0002 0.0030 0.0000 0.0002 0.0000 0.0002
MovieAvg 0.0260 0.0715 0.0026 0.0036 0.0041 0.0071
recall precision ARHR
items Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
all items RapSVD 0.2720 0.3929 0.0272 0.0196 0.1103 0.1186
PureSVD 0.2544 0.3709 0.0255 0.0185 0.1011 0.1090
SLIM 0.2391 0.3437 0.0239 0.0172 0.0977 0.1048
NNcosNgbr 0.2048 0.3072 0.0205 0.0154 0.0774 0.0844
itemKNN 0.2443 0.3621 0.0244 0.0181 0.0958 0.1039
TopPop 0.2307 0.3268 0.0231 0.0163 0.0884 0.0950
MovieAvg 0.0596 0.1404 0.0060 0.0070 0.0099 0.0154
user, if the Top-N recommendation list contains the test item, we call this a hit.
Recall and Precision are defined based on the overall number of hits, and ARHR is a
position-discounted accuracy and gives high values to top positions:
recall =
#hits
|X| (4.3.1)
precision =
#hits
N · |X| (4.3.2)
ARHR =
1
|X|
#hits∑
i=1
1
posi
(4.3.3)
where X is the test set, posi is the position of the test item in the Top-N recom-
mendation list. A higher recall, precision or ARHR value indicates better Top-N
recommendations.
4.3.3 Performance on Different Data Sets
To examine the performance of the proposed RapSVD algorithm, we conduct ex-
periments on two popular benchmark datasets, MovieLens and Flixster. Moreover,
we investigate the performance on both long tail and all items recommendations, as
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Table 4.4: Performance on Flixster
recall precision ARHR
items Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
long tail RapSVD 0.1379 0.2607 0.0138 0.0130 0.0404 0.0487
PureSVD 0.1054 0.2313 0.0105 0.0116 0.0252 0.0337
SLIM 0.1343 0.2598 0.0134 0.0130 0.0370 0.0448
NNcosNgbr 0.1022 0.2301 0.0102 0.0115 0.0248 0.0330
itemKNN 0.1099 0.2253 0.0110 0.0113 0.0297 0.0375
TopPop 0.0000 0.0024 0.0000 0.0001 0.0000 0.0001
MovieAvg 0.0000 0.0012 0.0000 0.0001 0.0000 0.0001
recall precision ARHR
items Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
all items RapSVD 0.3195 0.4702 0.0320 0.0235 0.1206 0.1310
PureSVD 0.3007 0.4449 0.0105 0.0116 0.1120 0.1219
SLIM 0.3081 0.4619 0.0308 0.0231 0.1139 0.1246
NNcosNgbr 0.3010 0.4345 0.0301 0.0217 0.1097 0.1201
itemKNN 0.3045 0.4597 0.0304 0.0230 0.1117 0.1223
TopPop 0.2945 0.4641 0.0294 0.0232 0.1124 0.1241
MovieAvg 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000
shown in Table 4.3 and Table 4.4.
Table 4.3 shows the performance of all compared algorithms on the MovieLens
data set. It is observed that RapSVD outperforms all compared algorithms in all
measurement metrics on both long tail and all items recommendations. Specifically,
on long tail recommendations when N = 10, RapSVD achieves a recall at 0.1596 that
outperforms the best compared result 0.1464 (from PureSVD) by 9.02%, and when
N = 20 RapSVD obtains a ARHR at 0.0612 that outperforms the best compared
result 0.0556 (from SLIM ) by 10.07%. On all items recommendations when N = 10,
RapSVD obtains a ARHR at 0.1103 that outperforms the best compared result 0.1011
(from PureSVD) by 9.1%. This indicates the proposed RapSVD algorithm possesses
better recommendation ability on both popular and unpopular items. This is because
the iterative refining process in the Rating Pattern Subspace can gradually increase
the modelling ability of user’s personal preference. Therefore, better recommendation
performance can be obtained.
Table 4.4 shows the performance of algorithms on the Flixster data set. We also
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observe that RapSVD outperforms all compared algorithms in all the three measure-
ment metrics on both long tail and all items recommendations. For example, on all
items recommendation when N = 10, RapSVD achieves a recall at 0.3195 outper-
forming the best compared results 0.3081 (from SLIM ); on long tail recommendation
when N = 10, RapSVD achieves a ARHR at 0.0404, outperforming the best com-
pared results 0.0370 (from SLIM ). However, it is also observed that the MovieAvg
achieves poor performance on both long tail and all items recommendations. The
reason behind this is that, as shown in Fig. 4.1a, there is no big difference between
the average rating of popular item and unpopular items, which can depress the per-
formance of MovieAvg. In addition, the non-personalized algorithm TopPop achieves
good performance on all items recommendations. The reason for this is that, as
shown in Fig. 4.1b, the popular items (1%) in Flixster obtains around 50% of avail-
able ratings, which makes it easier to recommend popular items and therefore benefits
the TopPop algorithm. Moreover, this extremely un-balanced rating distribution can
affect the performance of recommendation algorithms, e.g. as an elastic net problem,
SLIM can perform well in capturing the rating patterns for each user. However, even
in this case, RapSVD still performs better than all compared algorithms in terms of
recall, precision and ARHR.
The results on both MovieLens and Flixster data sets indicate that the proposed
Rating Pattern Subspace model significantly improves the quality of recommendations
on both long tail and all items recommendations.
4.3.4 Performance under Various Data Sparsity Levels
To thoroughly examine the performance of RapSVD, we compare it with state-of-the-
art recommendation algorithms under various data sparsity levels on both long tail
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Table 4.5: Recall when N = 10 and N = 20 on All Items
Given10% Given20% Given30% Given40% Given50%
Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
RapSVD 0.1436 0.2272 0.1920 0.2927 0.2395 0.3564 0.2878 0.4175 0.3322 0.4685
PureSVD 0.1310 0.2102 0.1716 0.2701 0.2115 0.3205 0.2471 0.3698 0.2840 0.4131
SLIM 0.1351 0.2113 0.1909 0.2846 0.2267 0.3317 0.2636 0.3756 0.3029 0.4173
NNcosNgbr 0.2027 0.2990 0.2052 0.3095 0.2096 0.3248 0.2532 0.3709 0.2617 0.3818
itemKNN 0.0290 0.0548 0.1383 0.2032 0.2252 0.3223 0.2748 0.3855 0.3042 0.4265
TopPop 0.2088 0.3080 0.2247 0.3222 0.2256 0.3251 0.2332 0.3320 0.2413 0.3410
MovieAvg 0.0036 0.0443 0.0152 0.0812 0.0235 0.1003 0.0353 0.1198 0.0451 0.1253
Given60% Given70% Given80% Given90% Given100%
Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
RapSVD 0.3867 0.5283 0.4346 0.5757 0.4808 0.6199 0.5260 0.6576 0.5703 0.6912
PureSVD 0.3267 0.4592 0.3721 0.5090 0.4275 0.5640 0.4939 0.6226 0.5534 0.6709
SLIM 0.3392 0.4592 0.3786 0.5009 0.4191 0.5406 0.4737 0.5900 0.5298 0.6404
NNcosNgbr 0.2796 0.3905 0.3112 0.4156 0.3374 0.4426 0.3558 0.4553 0.4036 0.4962
itemKNN 0.3360 0.4594 0.3595 0.4832 0.3836 0.5094 0.4128 0.5360 0.4423 0.5625
TopPop 0.2484 0.3480 0.2559 0.3564 0.2661 0.3658 0.2717 0.3724 0.2860 0.3857
MovieAvg 0.0585 0.1456 0.0710 0.1631 0.0691 0.1629 0.0691 0.1613 0.0742 0.1734
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Figure 4.3: Recall at N on all items
and all items recommendations.
Comparison on all items Recommendations
Here, we conduct experiments on recommending all items, including both popular
and unpopular (long tail) items.
Table 4.5 and 4.6 show the performance of the compared algorithms on Given data
sets in recall and ARHR, respectively. We observe RapSVD achieves the best results
in both measurement metrics on all data sets, except on Given10% and Given20%
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Table 4.6: ARHR when N = 10 and N = 20 on All Items
Given10% Given20% Given30% Given40% Given50%
Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
RapSVD 0.0527 0.0583 0.0724 0.0792 0.0922 0.1001 0.1208 0.1296 0.1364 0.1457
PureSVD 0.0452 0.0502 0.0662 0.0726 0.0754 0.0829 0.0957 0.1041 0.1137 0.1225
SLIM 0.0502 0.0554 0.0737 0.0801 0.0902 0.0974 0.1068 0.1144 0.1277 0.1356
NNcosNgbr 0.0742 0.0811 0.0737 0.0811 0.0823 0.0901 0.0971 0.1052 0.1147 0.1232
itemKNN 0.0156 0.0182 0.0729 0.0791 0.0901 0.0981 0.1195 0.1282 0.1333 0.1422
TopPop 0.0752 0.0821 0.0807 0.0874 0.0842 0.0910 0.0870 0.0945 0.0907 0.0976
MovieAvg 0.0004 0.0030 0.0020 0.0062 0.0031 0.0082 0.0049 0.0106 0.0067 0.0120
Given60% Given70% Given80% Given90% Given100%
Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
RapSVD 0.1665 0.1762 0.1956 0.2053 0.2242 0.2338 0.2612 0.2703 0.3129 0.3213
PureSVD 0.1342 0.1434 0.1641 0.1736 0.1974 0.2068 0.2288 0.2379 0.3017 0.3104
SLIM 0.1467 0.1550 0.1703 0.1787 0.1956 0.2040 0.2358 0.2439 0.2891 0.2968
NNcosNgbr 0.1272 0.1349 0.1371 0.1445 0.1610 0.1679 0.1755 0.1825 0.2093 0.2159
itemKNN 0.1454 0.1546 0.1643 0.1732 0.1743 0.1837 0.1917 0.2004 0.2265 0.2351
TopPop 0.0957 0.1026 0.1010 0.1079 0.1072 0.1140 0.1150 0.1219 0.1265 0.1333
MovieAvg 0.0090 0.0150 0.0114 0.0176 0.0115 0.0179 0.0117 0.0179 0.0126 0.0193
Table 4.7: Paired-t-test for recall on Given60% for Top-20 all items recommendations
Paired-t statistics
Methods df t p-value
RapSVD vs. PureSVD 19 18.1043 < 0.0001
RapSVD vs. SLIM 19 11.3293 < 0.0001
RapSVD vs. NNcosNgbr 19 13.6250 < 0.0001
RapSVD vs. itemKNN 19 14.7800 < 0.0001
RapSVD vs. TopPop 19 15.4636 < 0.0001
RapSVD vs. MovieAvg 19 16.2150 < 0.0001
data sets where the non-personalized algorithm TopPop shows an unexpectedly good
performance. The reason for this might be when the training set is too sparse,
it becomes difficult to train personalized algorithms well. Therefore, the popular
items in the test set will skew the performance of the algorithms [43], and make
the non-personalized TopPop achieve good results. Even through the TopPop algo-
rithm achieves a good performance for all items recommendations on Given10% and
Given20% data sets, it performs much worse on recommending long tail items on
the same data sets as shown in Table 4.8. This is consistent with the findings about
TopPop from [43].
On the other hand, we can also observe that as the density of the training set
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Table 4.8: Recall when N = 10 and N = 20 on long tail Items
Given10% Given20% Given30% Given40% Given50%
Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
RapSVD 0.0378 0.0940 0.0663 0.1452 0.0991 0.1990 0.1355 0.2560 0.1665 0.2968
PureSVD 0.0299 0.0818 0.0525 0.1311 0.0848 0.1815 0.1176 0.2353 0.1474 0.2751
SLIM 0.0436 0.0861 0.0704 0.1350 0.0933 0.1731 0.1228 0.2182 0.1543 0.2568
NNcosNgbr 0.0230 0.0598 0.0371 0.0785 0.0552 0.1141 0.1037 0.1949 0.1156 0.2257
itemKNN 0.0267 0.0501 0.0517 0.0901 0.0726 0.1321 0.0935 0.1673 0.1112 0.1970
TopPop 0.0000 0.0000 0.0000 0.0001 0.0000 0.0001 0.0000 0.0001 0.0000 0.0001
MovieAvg 0.0036 0.0232 0.0073 0.0367 0.0095 0.0431 0.0165 0.0586 0.0169 0.0560
Given60% Given70% Given80% Given90% Given100%
Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
RapSVD 0.2021 0.3464 0.2331 0.3812 0.2725 0.4252 0.3132 0.4640 0.3622 0.5086
PureSVD 0.1801 0.3198 0.2091 0.3568 0.2515 0.4035 0.2988 0.4502 0.3546 0.4987
SLIM 0.1865 0.3014 0.2170 0.3372 0.2644 0.3880 0.3077 0.4333 0.3584 0.4926
NNcosNgbr 0.1429 0.2531 0.1872 0.3034 0.2272 0.3562 0.2666 0.3889 0.3293 0.4518
itemKNN 0.1256 0.2204 0.1414 0.2417 0.1616 0.2702 0.1816 0.2954 0.2086 0.3273
TopPop 0.0000 0.0002 0.0000 0.0002 0.0001 0.0003 0.0001 0.0029 0.0013 0.0096
MovieAvg 0.0245 0.0673 0.0281 0.0716 0.0289 0.0745 0.0303 0.0755 0.0318 0.0818
increases, the personalized algorithm starts to show its recommendation ability. For
example, when N = 20, TopPop achieves a recall at 0.3080 and 0.3857 on Given10%
and Given100%, respectively. However, RapSVD achieves a recall at 0.2272 and
0.6912 on Given10% and Given100%, respectively. Moreover, it is observed that
RapSVD can outperform all of the other compared algorithms on data sets from
Given30% to Given100%. Specifically, on Given30% when N = 20, RapSVD ob-
tains a recall of 0.3564, and outperforms the best compared result of 0.3317 (from
SLIM ) by 7.45%. On Given40% when N = 20, RapSVD obtains a recall of 0.4175,
and outperforms the best compared result of 0.3855 (from itemKNN ) by 8.3%. On
Given60% when N = 20, RapSVD achieves a ARHR of 0.1762, and outperforms the
best compared result of 0.1550 (from SLIM ) by 13.68%. This indicates the proposed
RapSVD algorithm can also achieve better performance when recommending all items
under various data sparsity conditions.
Clearly, as shown in Table 4.5 and 4.6, we can see that RapSVD outperforms the
other algorithms on 8 out of 10 datasets. Specifically, RapSVD achieves the best
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performance on data sets from Given30% to Given100%, while TopPop obtains the
best performance on Given10% and on Given20%. However, as shown in Table 4.8,
TopPop becomes almost useless in recommending long tail items. This indicates the
TopPop algorithm is not capable algorithm in this situation, especially when con-
sidering they can only recommend popular items. To examine the performance of
algorithms thoroughly, we vary the N values from 1 to 20, and due to the space limi-
tation, we report the recall results on Given60%, Given70% and Given80% in Fig. 4.3.
We observe RapSVD can obtain a better performance than all of the compared algo-
rithms across all the N values, e. g. on the Given60% data set, RapSVD obtains a
larger recall than all of the other algorithms from N = 1 to N = 20. Moreover, the
two-tailed paired t-test with a 95% confidence level has been applied to evaluate the
performance of RapSVD, compared with the other related algorithms. For example,
on Given60% data set, the detailed paired-t statistics are shown in Table 4.7. We
can observe that the differences of the performance of RapSVD and other algorithms
are statistically significant. This indicates that the recommendations on the popular
items can also benefit from the proposed Rating Pattern Subspace.
Comparison on long tail Item Recommendations
In this section, we compare the RapSVD algorithm with six other related algorithms
on long tail item recommendations under various data sparsity conditions.
Table 4.8 shows the recall performance of the examined algorithms on all Given
data sets with different data sparsity levels, when N is equal to 10 and 20, respectively.
We observe that RapSVD significantly outperforms all of the compared algorithms
across all sparsity levels except on Given10% and Given20% when N = 10, where
SLIM obtains slightly better results than other algorithms. However, on the same
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data set, RapSVD outperforms SLIM when N = 20, which indicates that the pro-
posed Rating Pattern Subspace model can also benefit long tail items even when the
training set is extremely sparse. Moreover, RapSVD achieves better results than the
other algorithms on all the other data sets. Specifically, when N = 10, on Given60%
data set, RapSVD achieves a recall of 0.2021 that outperforms the best compared
result 0.1865 (from SLIM ) by 8.36%. When N = 10, on Given40% data set, RapSVD
obtains a recall of 0.1355 that outperforms the best compared result 0.1228 (from
SLIM ) by 10.34%. Furthermore, when checking the improvements across all sparse
levels (all Given data sets), we observe that the sparser the training data the larger
the improvement. For example, when N = 20, this improvement on Given80% is
5.83%, and it increases to 9.64% on Given30% data set. The main reason is when the
training data is sparser, both the personal and global rating patterns will be highly
incomplete, and only modelling one of them will not generate good results. In this
case, the proposed iterative refinement process between them will bring increased
benefits to the modelling of rating patterns, which is also analysed and confirmed in
Section 4.3.6 when taking the convergence rate of Rating Pattern Subspace into con-
sideration. Therefore, the well-trained Rating Pattern Subspace can produce better
results.
4.3.5 The Effect of Subspace Dimensionality
In this chapter, it is clear the quality of the learned Rating Pattern Subspace will
dominate the performance of RapSVD, and its dimensionality k is the only parameter
affecting the performance of the proposed model. Therefore, we carry out a set of
experiments to examine the effect of the subspace dimensionality by ranging it from
1 to 3000. Specifically, we run the RapSVD algorithm under various sparsity levels
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Figure 4.4: Representative test curve of Rating Pattern Subspace with various k under
various sparsity conditions
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Figure 4.5: Best dimensionality k under various sparsity conditions on all items Rec-
ommendations
ranging from Given10% to Given100%, where the density of the training sets is from
0.42% to 4.10%. All of these experiments are carried out on both long tail and all
item recommendations. We report their results with N = 20 in Fig 4.4a and Fig. 4.4b,
respectively.
To investigate the effect of subspace dimensionality on the performance of the
proposed RapSVD algorithm, we focus on the following issues:
• How does the Rating Pattern Subspace work under various sparsity levels? From
Fig. 4.4a and Fig. 4.4b, we observe, for both long tail items or all items rec-
ommendations, the performance of the subspace becomes better as the training
data becomes denser. The main reason is that more accurate and robust Rat-
ing Pattern Subspace can be obtained when more training data are available.
Moreover, we observe that a larger k does not mean a better performance. We
will discuss this at a later stage.
• How does the Rating Pattern Subspace work when recommending long tail
items? As shown in Fig. 4.4a, it is clear the performance of the subspace is
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Table 4.9: Recall when N = 10 and N = 20 on All Items with adaptive k
Given10% Given20% Given30% Given40% Given50%
Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
RapSVDkadp 0.2227 0.3191 0.2773 0.3988 0.3133 0.4407 0.3432 0.4806 0.3744 0.5108
RapSVD 0.1436 0.2272 0.1920 0.2927 0.2395 0.3564 0.2878 0.4175 0.3322 0.4685
Given60% Given70% Given80% Given90% Given100%
Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
RapSVDkadp 0.4053 0.5455 0.4499 0.5895 0.4870 0.6293 0.5283 0.6592 0.5771 0.6976
RapSVD 0.3867 0.5283 0.4346 0.5757 0.4808 0.6199 0.5260 0.6576 0.5703 0.6912
stable across all sparsity levels. Specifically, the best performance is achieved
when k is around 100 under all sparsity conditions. Moreover, the sparser the
training data is, the less effect k will be on the Rating Pattern Subspace perfor-
mance. For example, on the Given60% data set, the recall is 0.3299 at k = 30,
and is 0.3148 at k = 300. On the Given20% data set, the recall is 0.1477 at
k = 30, and is 0.1489 at k = 400. Clearly, when k increases by one order of
magnitude, the corresponding recall does not change much. Visually, we can
observe the curve between k = 30 and k = 300 becomes flatter when the train-
ing data becomes sparser. Therefore, it would be easy to determine the k value
for long tail recommendations. In our experiment, we only use a fixed value 50
for long tail recommendations.
• How does the Rating Pattern Subspace work on recommending all items? From
Fig. 4.4b, we observe the effect of the subspace dimensionality is influenced by
the density of the training set: a sparse training data set needs a relatively
small k value. For example, on a Given100% data set, the best performance is
achieved when k = 60, while on Given10% and Given20% data sets, the best
performance is achieved when k = 3 and k = 7, respectively. When plotting
k values where the best performance is achieved across all sparsity levels, we
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can clearly observe this trend as shown in Fig. 4.5a. Moreover, it is well-known
the square root of a singular value is proportional to the variance captured by
that dimension [81]. As shown in Fig. 4.5b, we plot the best k values of each
Given data set on the curve of the singular values of the corresponding training
data set, where the red dots represent the best k values of each data set. It is
observed the best k are those values around the elbow point of the corresponding
singular value curves. For example, on the Given10% data set, the best k is
3 which is also the first elbow point of the corresponding curve. Therefore, we
can have the following heuristic rule: for all items recommendations, the first
elbow point of the singular value curve of a data set can be used to determine
the dimensionality k for the Rate pattern Subspace model.
With this heuristic rule, we build the Rating Pattern Subspace for data sets
under different sparsity levels, then use the corresponding RapSVD algorithm
(denoted by RapSVDkadp) to perform the Top-N recommendation on all items.
However, please note that in Section 4.3.4, we run the RapSVD algorithm with
a fixed value k = 50. To examine the effectiveness of the heuristic rule, we
compare RapSVDkadp with the RapSVD that uses a fixed value k = 50 for the
Rating Pattern Subspace. The results are shown in Table 4.9. It is clear the
RapSVDkadp achieves a better performance compared to RapSVD with k = 50
in terms of recall accuracy across all sparsity levels. Specifically, we observe the
RapSVDkadp achieves a significantly higher recall performance when the data
set is relatively sparse, e.g. from Given10% to Given50%. For example, on the
Given10% data set, RapSVDkadp achieves a recall of 0.3191 at N = 20, which
is much higher than 0.2272 from RapSVD. This demonstrates the effectiveness
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Figure 4.6: Convergence curves of εa on Given data sets
of the observed heuristic rule for all items recommendations.
4.3.6 Convergence Rate
Here, we investigate the convergence rate of the iterative learning process of Rating
Pattern Subspace. As introduced in Section 4.2.1, the learning of Rating Pattern
Subspace is actually an iterative refinement process between the global and the per-
sonal rating patterns, and this is carried out by the iterative application of SVD and
the least squares estimation. As both SVD and the least squares can minimize the
estimation errors in their own, it is expected that RapSVD will quickly converge in
several iterations. Fig. 4.6 shows the convergence curves of εa under various data
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sparsity levels, and we report the results on Given%10, Given%30, Given%60 and
Given%90. It is observed that on all data sets, RapSVD converges quickly within
6 iteration steps. We also observe that it takes more iteration steps to converge on
sparser data sets, e. g. the convergence rate on Given10% data set is slightly slower
than that on Given90%. This is because, when the training set is sparser, both the
global and the personal rating patterns will be highly incomplete, then more steps are
needed to achieve a good low-rank subspace for the modelling of user rating patterns.
Therefore, RapSVD can achieve better performance on sparser datasets as shown in
Section 4.3.4.
4.4 Summary
In this chapter, a novel model named Rating Pattern Subspace, is proposed to address
the data sparsity issue in Top-N recommendations by modelling both the personal and
global rating patterns simultaneously. The method works in an iterative fashion be-
tween modelling the personal and global rating patterns, with the quality of modelling
improved in successive iterations. The training process for Rating Pattern Subspace
was also proven to converge. The basic idea is that the data sparsity issue makes both
the personal and the global rating patterns incomplete, so modelling either one will
be limited. Due to the fact they actually influence each other, we propose an EM-like
algorithm to refine them iteratively. Based on the proposed Rating Pattern Subspace,
the RapSVD algorithm is further proposed for Top-N recommendations. The exper-
iment results show the RapSVD algorithm achieves very good performance on long
tail item recommendations, as well as on all items recommendations, and significantly
outperforms the state-of-the-art Top-N recommendation algorithms. Particularly on
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long tail item recommendations, we observe that for smaller N values, the improve-
ment is more obvious. Moreover, RapSVD shows its robustness on the sparsity issue
which is one of the biggest challenges to recommendation techniques. The success of
the RapSVD algorithm and the Rating Pattern Subspace model has contributed to a
number of new techniques and ideas that are introduced in this chapter. In particular,
three contributions in this chapter are listed as follows:
• For the first time, the personal rating patterns hidden in a user’s entire rating
history are used to refine the modelling of the global rating patterns.
• An effective training algorithm is proposed to learn a representative subspace
that captures both the personal and the global rating patterns simultaneously.
• Based on the Rating Pattern Subspace, an efficient algorithm RapSVD is pro-
posed to make Top-N recommendations.
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Chapter 5
Top-N Recommendations by
Learning User Preference
Dynamics
5.1 Introduction
In this chapter, we focus on investigating the temporal dynamic issue for Top-N rec-
ommendations. Two factors have been overlooked in previous research: user ratings
can reflect not only a user’s rating styles, but also his/her preference styles; and Top-
N recommendations are influenced not only by user rating styles, but also by user
preference styles. Specifically, the user preference style denotes user preferences over
a number of categories (e.g. genre in movies or songs) of items at a particular time.
From the perspective of user satisfaction, Top-N recommendation refers to those
items that match a user’s preference style, not simply the top-ranked or top-rated.
In this study, we observe that each user has a preference pattern that is different
from his/her rating pattern. In addition, the user’s preference pattern can also change
over time. For example, Fig. 5.1a and 5.1b show the user preference patterns and the
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Figure 5.1: Preference dynamics in the MovieLens and the Netflix data sets.
temporal dynamics observed on two real movie recommender systems, MovieLens1
and Netflix 2. Specifically, Fig. 5.1a shows that user’s preference pattern changes over
time. It was observed that fresh users tend to rate movies from a larger range of
genres than experienced users, and users’ genre preferences become stable after 23
and 15 weeks after joining MovieLens and Netflix, respectively. Fig. 5.1b shows the
user distribution over the average weekly difference in genre. Please note that genre
difference refers to the difference in genres of items rated by a user in two consecutive
weeks. We observed about 80% of users rated movies that, on average, spread over at
least 3.5 and 5.5 genres during every two consecutive weeks in MovieLens and Netflix,
respectively. These observations indicate the existence of patterns on user preference
styles, as well as their dynamics. We name this new effect as the preference dynamic
effect. Compared with the long tail effect, the preference dynamic effect possesses two
unique characteristics: (1) it represents personalized patterns. The preference style
differs from user to user, and is determined by each user’s personal genes as well as
1http://www.movielens.org
2http://www.netflix.com
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other personal factors, e.g, age and background ; (2) it is a temporal changing process.
The preference pattern will always change along with a user’s experience, age, etc.
Please note that the temporal characteristic in user preference patterns is different
from the one proposed by Koren [89], which is the temporal dynamics in user rating
patterns. In this chapter, we will focus on the modelling of the temporal dynamics in
user preference patterns, as well as the corresponding personalized characteristic.
To model the preference dynamic effect, we propose a Preference Pattern Sub-
space by capturing personalized and temporal preference patterns. The basic idea
is to model user preference styles and their temporal dynamics by constructing a
low-rank subspace with an EM-like algorithm. Firstly, a low-rank subspace is built
to capture the preference patterns for all users, and and then the projection for each
user on the subspace is individually refined based on his/her own preference styles.
After this, the refined user projections on the subspace are used to improve the mod-
elling of the preference patterns for all users. Iteratively, we can obtain a well-trained
low-rank subspace capable of modelling both the user preference styles and their tem-
poral dynamics. Once the model is ready, we formulate the Top-N recommendation
as a pairwise preference learning process, and propose a PREference Pattern-aware
Singular Value Decomposition (PrepSVD) algorithm. Experimental results show that
PrepSVD outperforms state-of-the-art Top-N recommendation techniques, especially
for recommendations on long tail items. In Section 5.2 of this chapter, we present
related work. In Section 5.3, the Preference Pattern is proposed. In Section 5.4, we
present the Preference Pattern Subspace. We present the results of the experiment in
Section 5.5, and a summary of this chapter in Section 5.6.
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5.2 Preliminaries
5.2.1 Collaborative Filtering
In collaborative filtering, the methods for Top-N recommendation purposes can be
categorized based on the underlying techniques used to estimate ratings, e.g, the
neighbourhood technique, matrix factorization and other techniques.
Neighbourhood -based methods generate recommendations based on similar users
or similar items, and these correspond to the user-based method and the item-
based method, respectively. For the active user, the user-based method first mea-
sures his/her similarities with others, and then identifies the k nearest neighbours.
The Top-N items highly rated by similar users will be recommended to the active
user [135]. Similarly, the item-based method measures the similarity among all items,
then identifies a set of similar items to each item rated by the active user, and finally
recommends the Top-N items based on those similar items [84, 130]. Karypis pro-
posed the item-based Top-N recommendation algorithm by measuring the similarity
between a candidate item and a set of items rated by the active user [84]. Recently,
researchers found that predicting exact ratings is not necessary for Top-N recommen-
dations [43]. Hence, some non-normalized neighbourhood rules are investigated in this
context [43,47]. Cremonesi et. al. proposed an item-based non-normalized neighbour-
hood Top-N recommendation algorithm (NNCosNgbr) that applies the cosin-based
similarity metric but without normalizing similarities among similar items [43]. Their
experiment results show that the non-normalized neighbourhood methods can per-
form better for the Top-N recommendation task.
Another well-recognized technique is matrix factorization (MF). One representa-
tive method of this kind is the Singular Value Decomposition (SVD)-based method.
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Billsus and Pazzani proposed the use of the SVD method to exploit the ‘latent struc-
ture’ in user ratings [27]. This method could utilize information from users whose
ratings were not correlated with the active user. Since then, many other SVD-based
methods have been proposed, such as the SVD++ method which combines SVD
and the feedback of the user [88]. Moreover, the Orthogonal Nonnegative Matrix
Tri-Factorization (ONMTF) method could be used as a bi-clustering method for si-
multaneously clustering users and items [38]. Recently, Cremonesi et. al. provided a
comprehensive evaluation of the performance of recommendation algorithms on the
Top-N recommendation task [43]. Their research shows that it is questionable that
an error metric (e.g. the Root Mean Squared Error (RMSE)) can serve as a good
proxy for Top-N recommendations, and that no monotonic relationship exists be-
tween them. In other words, rating-prediction-based methods may not perform well
for the Top-N recommendation task. Therefore, they proposed a new SVD-based
Top-N recommendation algorithm, PureSVD, which achieves much better Top-N rec-
ommendations compared to other well-known error-driven algorithms, including the
neighbourhood-based collaborative filtering algorithm, and some MF-based methods,
such as Asymmetric-SVD, and SVD++ [88].
There are also other techniques used to generate recommendations. Lemire and
Maclachlan proposed the Slope One algorithm, based on the popularity differential
principle between items. This means that user rating behaviour is influenced by
both the user’s rating style (e.g. the user’s average rating) and the item’s popularity
(e.g. the average rating for an item) [99]. Ning and Karypis investigated the Top-
N recommendation by transforming it into a sparse aggregation of items rated by
the active user. They proposed a Sparse Linear Method (SLIM ) to learn a sparse
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coefficient matrix for the items by solving a regularized optimization problem [124].
Barbieri and Manco analyzed probabilistic models from the perspective of Top-N rec-
ommendations instead of from the perspective of rating prediction [20]. In addition,
another popular technique is hybridization. Burke conducted a comprehensive survey
on hybridization techniques in the context of recommender systems, including various
hybrid methods and their effectiveness [34]. The power of ensemble methods has also
been recognized in collaborative filtering, and a number of these methods have been
investigated [180].
However, the most existing methods generate Top-N recommendations by analysing
the limited user rating patterns. In this chapter, we try to model the user preference
patterns rather than user rating patterns in order to generate high-quality Top-N
recommendations.
5.2.2 The Time Factor and Recommendations
Time is an important context factor in recommender systems. Various recommenda-
tion techniques have been proposed to investigate the time factor in different ways
from different perspectives.
One popular way is to utilize time information directly, e.g., transforming the
time factor into a standard atemporal learning problem [183], or using time to adjust
weights or parameters [50,51,95,96,106]. Zimdars et. al. transformed the rating data
to encode the time order so it could be used in the atemporal learning algorithms
directly [183]. Ding et. al. proposed the use of a personalized decay factor for each user
according to his/her rating history, and to allocate less weights for old data in order to
reflect the importance of time in recommendations [50,51]. Similarly, Liu et. al. also
proposed a novel method to model the time factor with an exponential decay [105,106].
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Lathia et. al. found parameters in collaborative filtering methods are affected by the
time factor. Based on this, they proposed an adaptive neighbourhood-based method
by selecting the number of neighbours adaptively [95, 96]. Baltrunas and Amatriain
mainly used time information as a pre-filtering factor to identify the specialized user
profiles that represent this user in a different time slice [16]. Brenner et. al. proposed
the temporal regression technique by using time to pre-filter training data [32].
Another method is to introduce the time factor into existing methods, e.g. intro-
ducing the temporal term into the matrix factorization model and the Bayesian model.
Koren et. al. proposed a MF-based model for the temporal effects on user/item rat-
ing patterns, e.g., the temporal changes of an items’ popularity and the temporal
changes of a user’ baseline rating, by treating the item or user bias as a function of
time [89, 90]. Similarly, Zheng et. al. explored the temporal effect of user ratings by
making the user/item factors and biases time dependent [175]. Xiang et. al. focused
on the modelling of long-term and short-term user preferences by using graph-based
methods. Lu et. al. investigated temporal information from the perspective of ma-
trix factorization, together with the spatial structure in users’ rating history [107].
Liu et. al. proposed time-aware modelling by treating time as one more dimension
in tensor factorization [105]. Gantner et. al. proposed the O-PITF (Pairwise In-
teraction Tensor Factorization) by replacing tag information in tag recommendation
triples (User, Resource, Tag) with time information in temporal context-aware recom-
mendation triples (User, Episode, Movie) [54]. Moreover, Xiong et. al. applied tensor
factorization to capture the temporal patterns by introducing an additional factor
for time information [166]. Together with the Bayesian parameter estimation, they
proposed a temporal collaborative filtering method, Bayesian Probabilistic Tensor
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Factorization (BPTF).
Other time-related work focuses on the investigation of the performance of CF
methods over time, or the usefulness of different time information. For example,
Cremonesi et. al. studied the time effect for CF methods in IPTV systems [19].
Lee et. al. investigated the effectiveness of several kinds of temporal information on
the prediction accuracy of collaborative filtering [98], and De Pessemier and Dooms
investigated the temporal influence on data quality [46].
However, compared with existing work, our focus is on modelling temporal dynam-
ics in the global and personal user preference patterns and the interaction between
them. Moreover, for the first time, we model the temporal dynamics in a structural
way by formulating it as a sparse matrix and proposing a novel EM-like training
algorithm to capture the temporal dynamics. This is another unique feature of this
thesis.
5.2.3 Aggregate Ratings and Recommendations
Aggregate ratings are one of the key sources of information in recommendations, and
they show the rating information from a statistical, rather than from an individual
perspective. There are generally two kinds of aggregate ratings.
One kind is the externally specified aggregate ratings, e.g., the one from IMDB
suggesting that females aged from 18 to 29 gave 6.9 out of 10 to Madagascar. Um-
yarov and Tuzhilin transformed these kinds of aggregate ratings as constraints on
model parameters in order to gain better rating estimations [158]. They also in-
vestigated the externally specified aggregate ratings by introducing them into certain
kinds of recommender systems, and found these kinds of aggregate ratings can benefit
recommendations to individual users [159, 161]. Moreover, they further investigated
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the variance of the aggregate distribution of ratings by formulating a new method
combining estimations from both the individual-level and the aggregate-level [160].
Yet a further kind is the internally computed aggregate ratings from the user ×
item rating matrix. Bollen obtained the aggregate knowledge of a group of users with
a top-down method, then used the knowledge to improve recommendations of hyper-
text to group members [30]. Connor et. al. [127] and Brusilovsky et. al. [33] utilized a
bottom-up method to calculate aggregate ratings in order to generate recommenda-
tions for members of a group. Adomavicius et. al. investigated the usage of internally
computed aggregate ratings in their proposed multidimensional approach [5], then
extended this model by incorporating other contextual information [4], e.g., when,
where, and with whom the rating was given. Specifically, in their work, the aggregate
ratings can be calculated by using roll-up or other mathematical functions, e.g., the
average and the mode, and these calculated aggregate ratings would be used as one
dimension. Cremonesi et. al. aggregately explored user ratings with association rules
to post-filter recommendations from other methods [44].
In this chapter, we compute the aggregate rating from a user’s implicit rating
history to approximate the user preference patterns, which differs from previous re-
search. Moreover, the calculated aggregate ratings are organized in a structural way
and are formulated as a meaningful sparse matrix.
5.3 The Preference Pattern
In this section, we propose a novel Preference Pattern model to capture the preference
dynamic effect.
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Figure 5.2: Vectorization of the preference pattern. Each vector is labelled with
the corresponding time stamp. ‘m’ in the preference pattern vector denotes missing
values.
5.3.1 The Preference Pattern Definition
Definition 1. A preference pattern is a sequence of personal preference styles aligned
in time order. Precisely, for user ux, the preference pattern is denoted as px =
[px1, · · · , pxi]T , where pxi = [p1xi, · · · , pqxi]T denotes the preference style of ux at time i
over category C = [c1, · · · , cq], and pjxi denotes the preference of ux at time i on cj .
According to Definition 1, the preference style at time i is represented as a q-D
vector pxi, which is defined as a preference pattern vector. Its value at position j, p
j
xi,
indicates the preference of user ux over category j at time i. Moreover, the preference
pattern has two key characteristics: personalization and time. All preference styles
within a preference pattern come from the same user, and are sorted in a time order.
For a particular user ux, a preference style refers to his/her preferences over a range of
categories (e.g. genre in movies or songs) of items at a particular time. In this study,
for the value of pjxi, we approximate it as a function of the implicit rating history of
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user ux: which movie and when the user rated. Formally, p
j
xi is defined as follows:
pjxi =
n∑
l=1
bjxl, (5.3.1)
where n is the number of items, and
bjxl =
⎧⎨
⎩|Cl|
β rxl = , tl ∈ cj , rxl is given at time i
0 otherwise,
(5.3.2)
where rxl =  denotes that rxl is available, Cl denotes a set of categories that tl
belongs to, β is a predefined parameter, and tl ∈ cj denotes that item tl belongs to
category cj.
If all values in each preference pattern vector are available, the preference pattern
is complete, otherwise it is incomplete. Take the preference pattern shown in Fig. 5.2
as an example. This pattern models the user preference styles and their temporal
dynamics for a certain user, and it is incomplete because the values at positions
(2, j, · · · , q − 2, q − 1) in the preference pattern vector at time 1 are missing. Conse-
quently, the missing values bring some uncertainties: the user does not like category
(2, j, · · · , q − 2, q − 1) at all? Or the user does not like them at a certain time? Or
the user does not know them? These uncertainties are questions we need to solve for
the recommendation purpose. Moreover, as many missing values exist within prefer-
ence patterns, the modelling of preference patterns is a challenge. Fig. 5.3 shows a
typical example of incomplete preference pattern vectors for a particular user in the
MovieLens data set, where the value at each position for each category is represented
as a square, whose area is proportional to the magnitude of the corresponding value,
and a blank means a missing value. For clarity, only preference pattern vectors at a
particular time (e.g, week 1, 10 and 20) are shown, which also indicates that a lot of
uncertainties are introduced.
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Figure 5.3: Hinton diagrams of preference pattern vectors for a particular user in
MovieLens at week 1, 10 and 20.
The preference pattern is actually defined for each individual user in a way that
naturally integrates a user’s various needs with the corresponding dynamics. The
preference pattern vectors within a preference pattern captures the user’s correspond-
ing preference styles, and the differences in two consecutive preference pattern vectors
imply the dynamics of a user’s preference styles. If we take the preference pattern
vectors for a particular user in MovieLens as an example, as shown in Fig. 5.3, we
clearly observe this user’s preferences change over time. Specifically, this user shows
great interest in c1, c8 and c5 at week 1, 10 and 20, respectively. Moreover, his/her in-
terests in c5 grow steadily through these three weeks. Consequently, the personal and
temporal factors can be well-utilized in the training process discussed in Section 5.4.
In addition, if the user preference patterns are sampled well, the global effects on user
preference styles can also be captured in this way.
However, there are two challenges for modelling the preference pattern for rec-
ommendation purposes. There are: (1) due to the incompleteness of the proposed
preference patterns, the processing algorithm should be able to handle sparse data;
(2) the algorithm should match the recommendation producing process with users’
personal preference patterns. We address these challenges in Section 5.4.
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5.4 The Preference Pattern Subspace
In this section, we build a Preference Pattern Subspace to model the preference pat-
terns, and then propose the PrepSVD algorithm by formulating a Top-N recommen-
dation as a pairwise preference learning process.
5.4.1 Learning the Preference Pattern Subspace
To model the user preference patterns, we propose a Preference Pattern Subspace
by applying Singular Value Decomposition (SVD). Conventionally, the SVD of the
preference patterns P is the factorization of the form:
P = U · Σ · VT , (5.4.1)
where P is a m × n matrix denoting the user preference pattern matrix, m is the
length of px and n is the number of users, U is a m ×m orthogonal matrix, Σ is a
m× n diagonal matrix that contains the singular values of P on the diagonal, V is a
n× n orthogonal matrix.
According to the Eckart-Young theorem [63], it is well-known that the best rank-k
approximation of matrix P can be achieved by SVD. However, conventional SVD is
defined without considering the existence of missing values. Therefore, as P is highly
incomplete, SVD can not be directly applied to analyse preference patterns P. To
overcome this problem, we propose an EM-like learning algorithm to capture the
main variance of the highly incomplete preference patterns P as much as possible.
Specifically, preference pattern px for user ux can be divided into two parts, p
a
x and
pmx , representing the available part and the missing part, respectively. We estimate
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P using SVD to construct a low rank k subspace:
Pˆ = Uk · Σk · VTk , (5.4.2)
where Uk contains the first k columns of U , Σk is a k×k diagonal matrix containing the
first k singular values of P, and Vk contains the first k columns of V. Consequently,
the reconstruction pˆx of px is defined as:
pˆx = Uk · Σk · vTx , (5.4.3)
where vx is the xth row of Vk, and denotes the projection of px for user ux on the
low rank k subspace. Similarly, the reconstruction pˆx can also be divided into two
parts, pˆax and pˆ
m
x , representing the reconstruction of p
a
x and p
m
x , respectively. The
SVD guarantees the production of the best k-rank approximation of P with minimal
reconstruction errors. However, as P is highly incomplete, we change the objective
of modelling to minimize the reconstruction error on the available preferences in P.
This is defined as the squared distance between the original available data and their
reconstructions:
εa =
1
m
m∑
x=1
(pax − pˆax)T · (pax − pˆax), (5.4.4)
where m is the number of users.
To build the representative subspace, an EM-like algorithm is introduced as fol-
lows: first, the missing values are replaced with their corresponding values in μ =
1
m
∑m
x=1 px. Then, in the j-th iteration, the standard SVD algorithm is applied to
calculate a low-rank subspace defined by Uk and Σk. After this, the reconstruction
pˆx of px can be calculated with Eq. 5.4.3. However, as only a small fraction of pref-
erences are available in px ∈ P, its projection vx can not be directly estimated from
Eq. 5.4.2. Please note that we can estimate vx from part of px, e.g, the available
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part pax, and this estimation method has been widely used in the field of multimedia
research [58,100]. Thus, we estimate vx as the least squares solution for the following
equation:
(Uk · Σk) · vTx = [px]a, (5.4.5)
where [px]
a denotes px in the current iteration step but only has values on the posi-
tions corresponding to pax. After vx is estimated, the reconstruction pˆx of px can be
calculated using Eq. 5.4.3. pmx will then be updated with pˆ
m
x ,
pmx ← pˆmx , (5.4.6)
and the new μ(j+1) in the next (j+1)-th iteration will be calculated with the updated
px accordingly. With the updated P and the new mean vector μ(j+1), the standard
SVD algorithm is once again applied to calculating Uk and Σk. This iterative process
will continue until either the maximum iteration number is achieved, or the recon-
struction error εa is below a pre-defined threshold. The pseudocode for the training
process is shown in Alg. 4, and proof of convergence for this training algorithm is
provided as follows.
PROOF 2. In the j-th iteration, the reconstruction pˆx of px is defined as:
pˆjx = (Uk · Σk)j · vTx , (5.4.7)
where (Uk · Σk)j denotes Uk and Σk in the j-th iteration. We denote pˆjx obtained
with (Uk · Σk)j as f jpˆx(U · Σk)j. Please note that f jpˆx(U · Σk)j and data in the next
iteration, pj+1x , share values on missing positions, thus the reconstruction error on p
j
x
is represented as:
(εax)
j = d
(
f jpˆx(U · Σk)j ,pjx
)
, (5.4.8)
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where d(·, ·) is the Euclidean distance.
If we use (Uk · Σk)j to calculate the reconstruction of pj+1x , we obtain
d
(
f j+1pˆx (Uk · Σk)j ,pj+1x
) ≤ d (f jpˆx(U · Σk)j ,pjx) , (5.4.9)
because the orthogonal property of (Uk ·Σk)j makes sure that f j+1pˆx (Uk ·Σk)j and pj+1x
have the minimum Euclidean distance.
After applying the standard SVD to the updated training data pj+1x in the (j+1)-
th iteration, we observe the minimum reconstruction error by obtaining (Uk ·Σk)j+1:
d
(
f j+1pˆx (Uk · Σk)j+1,pj+1x
) ≤ d (f j+1pˆx (Uk · Σk)j,pj+1x ) . (5.4.10)
For the reconstruction error in the (j + 1)-th iteration, we obtain
(εax)
j+1 = d
(
f j+1pˆx (Uk · Σk)j+1,pj+1x
)
(5.4.11)
≤ d (f j+1pˆx (Uk · Σk)j ,pj+1x )
≤ d (f jpˆx(U · Σk)j ,pjx)
. = (εax)
j .
So,
(εa)j+1 =
1
m
m∑
x=1
(εax)
j+1 ≤ 1
m
m∑
x=1
(εax)
j = (εa)j . (5.4.12)
Thus, the algorithm will converge to minimize εa. 
The modelling process is an iterative refinement of the global preference patterns
and the user’s personal preference patterns. One advantage of this EM-like learning
algorithm is that the well-trained Preference Pattern Subspace can model both the
personal preference patterns and the global preference patterns simultaneously. As
illustrated in Section 5.1, there is one global preference pattern in the MovieLens
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Algorithm 4 Preference Pattern Subspace Training
Input: the preference patterns P. the subspace dimension k.
Output: Uk,Σk
1: μ = 1
m
∑m
i=1 px;
2: ∀px ∈ P,pmx ← μm;
3: [Uk,Σk,Vk] ← SV D(R);
4: repeat
5: E-Step: Estimate the projection vx of each px ∈ P by solving the least squares
solutions:
(Uk · Σk) · vTx = [px]a
6: M-Step: Reconstruct
pˆx = Uk · Σk · vTx
Update pmx ← pˆmx and [Uk,Σk,Vk] ← SV D(R);
7: until convergence
8: return Uk,Σk;
127
c18c17c16c15c14c13c12c11c10c9c8c7c6c5c4c3c2c1
time = 1
time = 10
time = 20
Figure 5.4: The “fulfilled” preference pattern vectors
system. In Fig. 5.1a we can see that: fresh users tend to rate a larger range of genres
than experienced users. This indicates that although users’ preference patterns vary,
they have something in common which is reflected as global preference patterns.
Specifically, in the proposed EM-like training process, those missing values are first
updated with global preference patterns, and then further refined by the available
values in each personal preference pattern. Iteratively, the final subspace can be
optimized by using both the global and personal preference patterns. Fig. 5.4 shows
the “fulfilled” preference pattern vectors for the incomplete ones when the training
process is applied to the MovieLens data set, as shown in Fig. 5.3. Clearly, the
learned preference pattern vectors can illustrate the changes of user preferences over
time. For example, although this user shows great interests in c1 at week 1, his/her
interests have moved to c5 at week 20. Consistently, the learned preference in c1 at
week 20, which is less than the preference in c1 at week 10, is not great. For those
categories (e.g, c4, c9, c13, c15 and c17), which the active user initially favours at week
1, and then does not show interest in the following weeks, the learned model would
grant them little relevance that is much less than the categories (e.g, c14 the user likes
at both week 1 and 10.
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5.4.2 Recommendation Generation
After learning the well-trained Preference Pattern Subspace, we propose a PrepSVD
algorithm to generate Top-N recommendations. In this chapter, we apply latent
factor models to estimate the ratings rˆxl for user ux on item tl:
rˆxl = ρ
T
x ρl, (5.4.13)
where ρx and ρl are the user and item factors, respectively. These can be learnt by
using the stochastic gradient descent method by looping through available ratings.
Given the user and item factors, TN (ux) can be generated by estimating ratings
for unknown items with Eq. 5.4.13, and then formed with Top-N ranked ones. For
tl ∈ TN(ux), tl can be temporarily absorbed into ux’s preference pattern vector pxi,
and a tentatively changed preference pattern vector p˜xi is available. As we only want
to measure the degree to which the recommendations match ux’s preference styles
captured by the Preference Pattern Subspace, we initialize p˜xi as empty while keeping
the other part identical to px. The value at the jth position of p˜xi is then defined as:
p˜jxi =
⎧⎨
⎩|Cl|
β tl ∈ cj , cj ⊆ Cl
0 otherwise,
(5.4.14)
where Cl denotes a set of categories that tl belongs to, β is a predefined parameter,
and tl ∈ cj denotes that tl belongs to category cj. The reconstruction error for tl to ux
at time i is defined as the squared distance between the changed preference pattern
and its reconstruction:
εatl = (p˜
a
x − pˆax)T · (p˜ax − pˆax), (5.4.15)
where p˜ax is the available part of p˜x, pˆx is the reconstruction of p˜x and is calculated
with Eq. 5.4.5 and Eq. 5.4.3, while pˆax is the available part of pˆx.
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Moreover, the observed preference dynamic effect implies one constraint to the
objective function of recommendation generations. It can be formulated as:
∀tl ∈ TN(ux), εatl ≤ ε¯aux, (5.4.16)
where ε¯aux =
1
|S(ux)|
∑
tl′∈S(ux) ε
a
tl′
and S(ux) is the set of items liked by ux. Following
this, we formulate the Top-N recommendation generation as a pairwise preference
learning problem [68], and utilize the user average reconstruction error ε¯aux as the
negative preference:
min
θ,ξ
∑
x
ξx + λ(
∑
ux∈U
‖ρx‖2 +
∑
tl∈T
‖ρl‖2) (5.4.17)
s.t. : εatl − ε¯aux ≤ 1− ξx and ξx ≥ 0,
where λ is the regularization weight that can be determined by cross validation, ξx is
a non-negative value measuring the degree of constraint violation in Eq. 5.4.16 and
is presented as:
ξx = E[Ω(ε
a
tl
, ε¯aux)], ∀tl ∈ TN(ux) (5.4.18)
Ω(εatl , ε¯
a
ux) =
⎧⎨
⎩0, if ε
a
tl
≤ ε¯aux
1, otherwise,
(5.4.19)
where TN(ux) is the Top-N recommendation list generated from the model in Eq. 5.4.13.
This formulation is actually the estimation of the minimum reconstruction error in
Eq. 5.4.15, while training the user and item factors.
We apply a simple gradient descent algorithm to optimize the objective func-
tion defined in Eq. 5.4.17, and name it the PrepSVD algorithm. It loops on all
TN(ux), ∀ux ∈ U , and updates the user and item factors by moving and following the
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negative gradient:
ρl = ρl − γ(h′(ρTx ρl)ρx + λρl) (5.4.20)
ρx = ρx − γ(
∑
tl∈TN (ux)
h′(ρTx ρl)ρl + λρx), (5.4.21)
where γ is the learning rate (following [90], we anneal γ by 0.9 after each iteration),
h′ = −|TN(ux)|Δ− 1|TN(ux)| − 1 H(1− ε
a
tl
+ ε¯aux), (5.4.22)
Δ = |εatl − ε¯aux|, and H(z) = 1 if z > 0 and 0 otherwise, denoting the Heaviside
function [1].
When the training process is completed, we calculate the predicted rating rˆxl for
each unknown item tl to user ux, then recommend the top ranked N items to ux with
Eq. 5.4.13. Here the proposed PrepSVD algorithm takes both personal preference
styles and global preference styles into consideration.
5.4.3 Performance Analysis
In this section, we provide analysis on the effect of preference patterns in the context of
Top-N recommendations. Generally, Top-N recommendations refer to Top-N ranked
items recommended to users. In this study, we consider Top-N recommendations as a
problem that has the properties of both classification and regression. Specifically, for
each candidate item, there are actually two potential classes in the context of Top-N
recommendations: belonging or not belonging to the Top-N recommendation list.
These are denoted as class + and class ◦, respectively. Like regression on the other
side, there is an order among candidate items. Therefore, a Top-N recommendation
algorithm should take both of these properties into consideration.
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Figure 5.5: The effect of Preference Patterns
Given the input space T = {t1, · · · , tl, · · · , tn}, we further consider the fact there
is an output space Z = {z+, z◦} with ordered ranking z+ z z◦ that denotes “ z+
is preferred to z◦”. Let us consider a model space Φ = φ(t) : T → Z of mapping
from candidate items to potential classes. Moreover, for user ux, a mapping function φ
induces the preference relation among all the items in the input space as the following
rule:
ti t tj ⇔ φ(ti) z φ(tj). (5.4.23)
According to the preference learning theory [68], there exists a set of mappings Ψ
from the items to R such that:
φ(ti) = z◦ ⇔ ψ(ti) ∈ [−∞, θ] (5.4.24)
φ(ti) = z+ ⇔ ψ(ti) ∈ [θ,+∞], (5.4.25)
where θ is the rank boundary between class z+ and z◦. Please note that the ψ(t)
mapping function used in this chapter is in Eq. 5.4.13. Furthermore, the learned
preference pattern implies that ψ(t) incurs no error for user ux iff
ψ(ti) > ψ(tj) ⇔ εxti − εxtj < 0, (5.4.26)
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where ti and tj belong to T , and εxti and εxtj denote the reconstruction error for ti and
tj to ux at a specific time, respectively (as defined in Eq. 5.4.15). Please note that
the preference difference is implied in (εxti − εxtj ) in the input space. We assume there
is a finite margin between (εxti −εxtj ) of class z+ and that of class z◦, and consequently
obtain that the classification hyperplane passing ∀ti, tj ∈ S(ux). This set of items
rated by user ux is defined by
εxti − εxtj ≤ 1− ξx. (5.4.27)
As we applied the user average reconstruction error ε¯aux as the negative preference,
we obtain
εxti − ε¯aux ≤ 1− ξx, (5.4.28)
which is the constraint in Eq. 5.4.17. Therefore, the user and item factors in the
mapping function Eq. 5.4.13, that maximize the margin between z+ and z◦, as shown
in Fig. 5.5a, can be obtained by minimizing the squared norm
∑
x ξx+
∑
ux∈U ‖ρx‖2+∑
tl∈T ‖ρl‖2 under constraint in Eq. 5.4.28. Thus, by applying the gradient de-
scent algorithm to optimizing the above problem, we obtain the objective function in
Eq. 5.4.17 and the corresponding solution in Section 5.4.2.
As analysed above, the proposed PrepSVD algorithm is a personalized preference
learning method for Top-N recommendations. Moreover, we also conduct experi-
ments on two real data sets to show the effect of preference patterns in this learning
process. As shown in Fig. 5.5b and 5.5c, the solid line shows the accuracy perfor-
mance of PrepSVD for long tail recommendations on two data sets with different
sparsity conditions, Given90% and Given100% 3 , respectively. Correspondingly,
the dashed line shows the corresponding performance of the same factor model but
3Please refer to Section 5.5 for details about the dataset generation.
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without preference patterns, which is termed PrepSVDfm. It is observed that the
preference patterns improves the accuracy significantly, and it converges quickly in
several iterations, thus indicating its relatively low cost.
5.5 Experiment and Analysis
The datasets we experimented with were the popular MovieLens dataset and the Net-
flix dataset. MovieLens was collected by the GroupLens Group from the University
of Minnesota, and includes around 1 million ratings collected from 6, 040 users on
3, 900 movies. Following literature [124], the Netflix dataset is a subset extracted
from the Netflix Prize dataset. Specifically, we first identify the genre information for
movies in Netflix by matching them with movies in IMDB, then extract a subset of
identified movies with correct genre information, in which each user rated at least 20
movies and each movie was rated by 20− 250 users. For both of these two datasets,
we split them into two subsets, the training set and the test set. Following the work
of [42, 43, 88], we reasonably assume that the 5-star rated items are relevant to the
active user, and adopt a similar methodology to conduct experiments. Specifically,
we randomly select 2% of the ratings and use all 5-star selected ratings to form the
test set, and also make sure at least one 5-star rating exists for each individual user.
The remaining ratings in the data set form the training set. After training the model
on the training set, we randomly select 1000 additional items that are not rated by
the active user, and then predict ratings on the test item and the additional 1000
selected items. These items are then ranked and the top ranked N items are selected
as Top-N recommendations for the active user. This testing methodology is common
for Top-N recommendation research and has been adopted by [42, 43, 88].
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Of particular interest in recommendation research is the relationship between data
sparsity and generated recommendations. To examine the algorithm performance
thoroughly, we set up a series of configurations with different data sparsity levels.
Specifically, on the MovieLens data set, we keep the test set the same, but vary the
percentage of observed ratings for each user in the training set, from 10% to 100%
with a 10% step. This set of configurations is represented as Given10%, Given20%,
Given30%, Given40%, Given50%, Given60%, Given70%, Given80%, Given90%, and
Given100%, respectively. Moreover, as recommending popular items is trivial [43], we
will focus on measuring the accuracy of recommending long tail items and all items
that include both popular and unpopular items.
5.5.1 Comparison and Evaluation
We examine the performance of the proposed PrepSVD algorithm by comparing it
with six other state-of-the-art Top-N recommendation algorithms, including four per-
sonalized algorithms, PureSVD [43], SLIM [124], itemKNN [47], NNcosNgbr [43], and
two popular non-personalized algorithms, Top Popular (TopPop) [42, 43] and Movie
Average (MovieAvg) [88]. Specifically, in PureSVD, the number of factors is set to
50. In SLIM, we set β = 1 and λ = 2. The number of the nearest neighbors in
NNcosNgbr is set to 200, and the number of neighbors in itemKNN is set to 20. For
our method, to train the Preference Pattern Subspace, we set k = 50, β = −1, and
set the max iteration of training to 50, the error threshold to 10−6. For PrepSVD,
γ = 0.0001, λ = 0.03, and the factors for both users and items are set to 50.
The quality of Top-N recommendations is measured by the recall (or Hit Rate),
the precision and the fall-out [43,47,84,91]. For the active user, if the Top-N recom-
mendation list contains the test item, we call this a hit. Therefore, recall, precision
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Table 5.1: Performance on MovieLens
recall precision fall-out
items Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
long tail PrepSVD 0.3968 0.5393 0.0397 0.0270 0.0096 0.0195
PureSVD 0.3546 0.4987 0.0355 0.0249 0.0096 0.0195
SLIM 0.3584 0.4926 0.0358 0.0246 0.0096 0.0195
NNcosNgbr 0.3293 0.4518 0.0329 0.0226 0.0097 0.0195
itemKNN 0.2086 0.3273 0.0209 0.0164 0.0098 0.0197
TopPop 0.0013 0.0096 0.0001 0.0005 0.0100 0.0200
MovieAvg 0.0318 0.0818 0.0032 0.0041 0.0100 0.0199
recall precision fall-out
items Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
all items PrepSVD 0.5672 0.6933 0.0567 0.0347 0.0094 0.0193
PureSVD 0.5534 0.6709 0.0553 0.0335 0.0094 0.0193
SLIM 0.5298 0.6404 0.0530 0.0320 0.0095 0.0194
NNcosNgbr 0.4036 0.4962 0.0404 0.0248 0.0096 0.0195
itemKNN 0.4423 0.5625 0.0442 0.0281 0.0096 0.0194
TopPop 0.2860 0.3857 0.0286 0.0193 0.0097 0.0196
MovieAvg 0.0742 0.1734 0.0074 0.0087 0.0099 0.0198
and fall-out are defined as follows:
recall =
#hits
|X| (5.5.1)
precision =
#hits
N · |X| (5.5.2)
fall-out =
|X| ·N −#hits
|irrelevant| (5.5.3)
where X is the test set and |irrelevant| is the number of all non-relevant items. A
higher recall or precision value indicates better Top-N recommendations, while a
lower fall-out value means better recommendations.
5.5.2 Performance on Different Datasets
To fully examine the performance of the proposed model, we conduct experiments on
two well-known data sets, MovieLens and Netflix, which are shown in Table 5.1 and
5.2, respectively.
Table 5.1 shows the results on theMovieLens dataset. It is observed that PrepSVD
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Table 5.2: Performance on Netflix
recall precision fall-out
items Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
long tail PrepSVD 0.4947 0.6361 0.0495 0.0318 0.0095 0.0194
PureSVD 0.4799 0.6165 0.0480 0.0308 0.0095 0.0194
SLIM 0.4769 0.6150 0.0477 0.0307 0.0095 0.0194
NNcosNgbr 0.3864 0.4988 0.0386 0.0249 0.0096 0.0195
itemKNN 0.2488 0.4393 0.0249 0.0220 0.0098 0.0196
TopPop 0.0531 0.2041 0.0053 0.0102 0.0099 0.0198
MovieAvg 0.0025 0.0312 0.0002 0.0016 0.0100 0.0200
recall precision fall-out
items Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
all items PrepSVD 0.6332 0.7526 0.0633 0.0376 0.0094 0.0192
PureSVD 0.6054 0.7193 0.0605 0.0360 0.0094 0.0193
SLIM 0.6158 0.7212 0.0616 0.0361 0.0094 0.0193
NNcosNgbr 0.4395 0.5258 0.0439 0.0263 0.0096 0.0195
itemKNN 0.4863 0.6436 0.0486 0.0322 0.0095 0.0194
TopPop 0.3401 0.5000 0.0340 0.0250 0.0097 0.0195
MovieAvg 0.0051 0.0589 0.0005 0.0029 0.0100 0.0199
outperforms all compared algorithms for both long tail and all items recommenda-
tions in all the measurement metrics. Specifically, for long tail item recommendations,
when measuring in recall and N = 10, PrepSVD obtains a recall at 0.3968, which
outperforms the best result of 0.3584 (from SLIM ) by 10.71%. When measuring in
precision N = 20, PrepSVD achieves a precision at 0.0270 that also outperforms all
other compared algorithms. For all items recommendations, PrepSVD also achieves
better performance in recall and precision. When measuring in fall-out, we observe
that PrepSVD can also outperform all compared algorithms. And it appears that
PrepSVD and PureSVD show similar performance on all items recommendations,
while PrepSVD, PureSVD and SLIM achieve similar performance on long tail rec-
ommendations. According to the definition of fall-out, the main reason behind this
is that the large number of irrelevant items and consequently the fall-out value tends
to be small, this diminishes the difference between the performance of the compared
algorithms. Even like this, PrepSVD still achieves better performance than all com-
pared algorithms. This indicates that the proposed Preference Pattern model can
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benefit Top-N recommendations for both long tail and all items recommendations.
This is mainly because the Preference Pattern is based on users’ personal preference
styles, and also because it takes the global preference patterns into consideration.
Therefore, it can lead to better recommendations regardless of whether the target
item is popular or not.
Table 5.2 shows the results on the Netflix dataset. It is also observed that
PrepSVD significantly outperforms all compared algorithms on both long tail and all
items recommendations when measuring in recall and precision. Specifically, when
measuring in recall and N = 10, PrepSVD achieves a better recall at 0.4947 and
0.6332 for long tail and all items recommendations, respectively. Moreover, PrepSVD
also outperforms other state-of-the-art Top-N recommendation algorithms in preci-
sion and fall-out. However, PrepSVD, PureSVD and SLIM achieve similar perfor-
mance in fall-out. This is also because of the large number of irrelevant items that
make the fall-out value smaller and thus diminish the difference between compared
algorithms. This is similar to the results observed on the MovieLens data sets, and
this also shows the effectiveness of the proposed PrepSVD algorithms on different
data sets.
The results on both the MovieLens and Netflix data sets indicate the proposed
Preference Pattern model significantly improves the quality of recommendations on
both long tail and all items recommendations.
5.5.3 Performance under Various Data Sparsity Levels
To thoroughly examine the performance of the proposed method, we compare PrepSVD
with state-of-the-art recommendation algorithms under various data sparsity levels
on both long tail and all items recommendations.
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Table 5.3: recall when N = 10 and N = 20 on long tail Items
Given10% Given20% Given30% Given40% Given50%
Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
PrepSVD 0.0388 0.0903 0.0677 0.1490 0.1092 0.2112 0.1526 0.2728 0.1851 0.3147
PureSVD 0.0299 0.0818 0.0525 0.1311 0.0848 0.1815 0.1176 0.2353 0.1474 0.2751
SLIM 0.0436 0.0861 0.0704 0.1350 0.0933 0.1731 0.1228 0.2182 0.1543 0.2568
NNcosNgbr 0.0230 0.0598 0.0371 0.0785 0.0552 0.1141 0.1037 0.1949 0.1156 0.2257
itemKNN 0.0267 0.0501 0.0517 0.0901 0.0726 0.1321 0.0935 0.1673 0.1112 0.1970
TopPop 0.0000 0.0000 0.0000 0.0001 0.0000 0.0001 0.0000 0.0001 0.0000 0.0001
MovieAvg 0.0036 0.0232 0.0073 0.0367 0.0095 0.0431 0.0165 0.0586 0.0169 0.0560
Given60% Given70% Given80% Given90% Given100%
Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
PrepSVD 0.2275 0.3701 0.2614 0.4088 0.3100 0.4559 0.3479 0.4957 0.3968 0.5393
PureSVD 0.1801 0.3198 0.2091 0.3568 0.2515 0.4035 0.2988 0.4502 0.3546 0.4987
SLIM 0.1865 0.3014 0.2170 0.3372 0.2644 0.3880 0.3077 0.4333 0.3584 0.4926
NNcosNgbr 0.1429 0.2531 0.1872 0.3034 0.2272 0.3562 0.2666 0.3889 0.3293 0.4518
itemKNN 0.1256 0.2204 0.1414 0.2417 0.1616 0.2702 0.1816 0.2954 0.2086 0.3273
TopPop 0.0000 0.0002 0.0000 0.0002 0.0001 0.0003 0.0001 0.0029 0.0013 0.0096
MovieAvg 0.0245 0.0673 0.0281 0.0716 0.0289 0.0745 0.0303 0.0755 0.0318 0.0818
Comparison on long tail Item Recommendations
In this section, we compare the PrepSVD algorithm with 6 other algorithms on long
tail item recommendations under various data sparsity conditions.
Table 5.3 shows the recall performance of the examined algorithms when N equals
10 and 20. It is clear that the proposed PrepSVD algorithm significantly outperforms
all of the compared algorithms under all sparsity conditions except on Given10% and
Given20% when N = 10, where SLIM obtains a slightly higher recall. However,
PrepSVD outperforms SLIM on all other sparsity levels. For example, on Given90%
when N = 20, PrepSVD achieves a recall at 0.4957, while SLIM only obtains a re-
call at 0.4333. Moreover, PrepSVD performs steadily through all various sparsity
levels, and always achieves better performance. Specifically, on Given100%, when
N = 20, PrepSVD achieves a recall at 0.5393, which is higher than the best com-
pared result of 0.4987 (from PureSVD) by 8.14%; on Given50%, when N = 20,
PrepSVD achieves a recall of 0.3147, which outperforms the best compared result
of 0.2751 (from PureSVD) by 14.39%. As expected, this is due to the proposed
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Preference Pattern Subspace that is capable of capturing user preference styles and
the corresponding dynamics, and is not affected by whether the item is popular or
not. Moreover, it is also observed that the sparser the training data set, the larger
the improvements. For example, when N = 10, the improvement on Given100% is
10.71%, and increases to 24.27% on Given40% data set. The reason for this is that
when the training set is sparser, the long tail effect indicates that available ratings on
long tail items will be much more limited. Consequently, user rating patterns will be
extremely incomplete, and solely modelling them does not lead to good recommen-
dations. In this case, the preference dynamic effect becomes more valuable to predict
users’ preferences on items. Therefore, the proposed Preference Pattern Subspace will
show high effectiveness for recommendation purposes.
When comparing long tail recommendations, the experiment results show that
PrepSVD is robust to the data sparsity issue, and can outperform state-of-the-art
Top-N recommendation algorithms in terms of accuracy.
Comparison on all items Recommendations
To fully examine the performance of the PrepSVD algorithm, we also conduct ex-
periments on recommending all items, including both popular and long tail items.
Table 5.4 shows the recall performance of all compared algorithms across various
sparsity levels on all item recommendations. We observe that PrepSVD achieves
the best recall on all data sets, except Given10% and Given20%. It is unexpected
that TopPop achieves the highest recall values on Given10% and Given20%. This is
mainly because when the training set is very sparse, the majority of available ratings
are given for popular items. Therefore, the popularity of items will bias the perfor-
mance of algorithms. This is consistent with the findings in [43]. However, TopPop
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Table 5.4: recall when N = 10 and N = 20 on All Items
Given10% Given20% Given30% Given40% Given50%
Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
PrepSVD 0.1421 0.2300 0.1926 0.3007 0.2363 0.3585 0.2826 0.4165 0.3267 0.4637
PureSVD 0.1310 0.2102 0.1716 0.2701 0.2115 0.3205 0.2471 0.3698 0.2840 0.4131
SLIM 0.1351 0.2113 0.1909 0.2846 0.2267 0.3317 0.2636 0.3756 0.3029 0.4173
NNcosNgbr 0.2027 0.2990 0.2052 0.3095 0.2096 0.3248 0.2532 0.3709 0.2617 0.3818
itemKNN 0.0290 0.0548 0.1383 0.2032 0.2252 0.3223 0.2748 0.3855 0.3042 0.4265
TopPop 0.2088 0.3080 0.2247 0.3222 0.2256 0.3251 0.2332 0.3320 0.2413 0.3410
MovieAvg 0.0036 0.0443 0.0152 0.0812 0.0235 0.1003 0.0353 0.1198 0.0451 0.1253
Given60% Given70% Given80% Given90% Given100%
Algorithm N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20 N = 10 N = 20
PrepSVD 0.3821 0.5242 0.4322 0.5746 0.4819 0.6213 0.5229 0.6588 0.5672 0.6933
PureSVD 0.3267 0.4592 0.3721 0.5090 0.4275 0.5640 0.4939 0.6226 0.5534 0.6709
SLIM 0.3392 0.4592 0.3786 0.5009 0.4191 0.5406 0.4737 0.5900 0.5298 0.6404
NNcosNgbr 0.2796 0.3905 0.3112 0.4156 0.3374 0.4426 0.3558 0.4553 0.4036 0.4962
itemKNN 0.3360 0.4594 0.3595 0.4832 0.3836 0.5094 0.4128 0.5360 0.4423 0.5625
TopPop 0.2484 0.3480 0.2559 0.3564 0.2661 0.3658 0.2717 0.3724 0.2860 0.3857
MovieAvg 0.0585 0.1456 0.0710 0.1631 0.0691 0.1629 0.0691 0.1613 0.0742 0.1734
becomes almost useless in recommending long tail items on the same data sets, as
shown in Table 5.3, which confirms the popularity-related bias.
On the other hand, it is also clear that PrepSVD outperforms all compared al-
gorithms on 8 out of 10 data sets, including TopPop. Specifically, when N = 20 on
Given40% data set, PrepSVD achieves a recall at 0.4165 which outperforms the best
comparable results of 0.3855 (from itemKNN ). On Given100% data set, PrepSVD
obtains a recall at 0.6933 which outperforms the best comparable results of 0.6709
(from PureSVD). This indicates that the Preference Pattern Subspace can also benefit
all items recommendations, including popular items.
In terms of accuracy in recommending both all items and long tail items, it is
clear that PrepSVD performs better than all compared state-of-the-art Top-N rec-
ommendation algorithms. Although TopPop achieves a slightly better recall values
on Given10% and Given20% when recommending all items, they show limited per-
formance on the same data set when recommending long tail items, as shown in
Table 5.3. This will limit their recommendation abilities. However, PrepSVD can
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Figure 5.6: Representative test recall curves of Preference Pattern Subspace with
various k
perform very well on both all items and long tail item recommendations. This means
PrepSVD possesses a better recommendation ability than other rating-pattern-based
techniques.
5.5.4 The Impact of Subspace Dimensionality
The quality of the Preference Pattern Subspace is affected by the subspace dimen-
sionality k. To examine the impact of k on Top-N recommendations, we show
how PrepSVD performs as a function of k on MovieLens for both long tail and
all items recommendations under various sparsity conditions, while the factors for
both users and items is set to 50. Due to space limitations, we report the results on
Given60%, Given80% and Given100% data sets, as shown in Fig. 5.6. Specifically,
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Fig. 5.6a, Fig. 5.6b and Fig. 5.6c shows the test curves on all items recommendations
on Given60%, Given80% and Given100%, respectively. We observe that the test
curves on these three data sets display a similar shape: an inverted U-shape, and the
best performance is achieved when k is equal to 5, 7, and 9 on Given60%, Given80%
and Given100%, respectively. The impact of k is influenced by the density of the
training set. It is well-known that the square root of a singular value is proportional
to the variance captured by that dimension [81]. As shown in Fig. 5.6d, we plot
the best k values of each Given data set on the curve of the singular values of the
corresponding training data set, where the colored dots represent the best k values
of each data set. It is observed the best k are those values around the elbow point of
the corresponding singular value curve. We treat this observation as a heuristic rule
to select k for all item recommendations. On the other side, Fig. 5.6e and Fig. 5.6f
show the test curves on long tail recommendations on Given80% and Given100%,
respectively. It is clear that the test curves on both data sets show a similar shape.
This indicates the performance increases when k increases from 100 to 102, then be-
gins to decrease after that, with the best performance achieved when k is around 102.
Therefore, we conclude that the Preference Pattern Subspace is robust under various
sparsity conditions, and is stable on both long tail and all items recommendations.
5.6 Summary
This chapter introduces a novel preference dynamic effect in the context of recom-
mender systems. Unlike the well-known long tail effect that shows the distribution
of user ratings, the preference dynamic effect shows the personalized and temporal
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characteristics of user preferences. Thus, it possesses the potential for the identi-
fication of Top-N recommendations, which is the task of most commercial recom-
mender systems. Following this, we propose a Preference Pattern Subspace approach
to model the preference dynamic effect. The basic idea is to build a low-rank sub-
space to capture the personal preference patterns together with their temporal dy-
namics by refining the global and the personal preference patterns iteratively with an
EM-like algorithm. Furthermore, based on the Preference Pattern Subspace, we pro-
pose the PrepSVD algorithm by formulating a Top-N recommendation as a problem
that has the properties of both classification and regression. The experiment results
demonstrate that PrepSVD significantly outperforms other state-of-the-art Top-N
recommendation techniques in terms of accuracy. Moreover, PrepSVD also shows
its robustness to the data sparsity issue, which is one of the biggest challenges in
recommender systems.
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Chapter 6
Conclusions and Future Work
The research presented in this thesis consists of two parts: the first part focuses on
the data sparsity issue while the second part focuses on the temporal dynamic issue.
Several new research problems and solutions have been identified in the context of
Collaborative Filtering. The proposed methods aim to improve the recommendation
performance by tackling the data sparsity issue or the temporal dynamic issue. This
chapter summarizes the research results and the main contributions of this thesis.
6.1 Contributions
Theoretical and experimental results have led to the conclusion and main contribution
of this thesis. These are:
• An auto-adaptive imputation (AutAI) method is proposed to identify a key set of
missing data for each rating prediction to address the problem of data sparsity.
Through this novel method, we can maximize the information contained in
the neighbourhood of the active user while minimizing the imputation error
introduced.
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• AutAI is the first method that analyses the performance benefit for imputation-
based methods from a theoretical perspective in the area of Collaborative Fil-
tering. Based on the AutAI method, a new efficient Collaborative Filtering
algorithm (AutAI-Fusion) is proposed by simultaneously considering both user
activity and item popularity. A large set of experiments was conducted to
examine the performance of the AutAI method on various similarity metrics,
and compare the proposed AutAI-Fusion algorithm with state-of-the-art Col-
laborative Filtering algorithms, including other representative imputation-based
algorithms.
• A novel Rating Pattern Subspace method is proposed to handle the data spar-
sity issue by simultaneously modelling both the personal rating patterns and
the global rating patterns. For the first time, the personal and global rating
patterns are used to refine the modelling of each other. Previous research ig-
nores the fact that two rating patterns exist in the user × item rating matrix
and that both influence each the other. More importantly, their interactive
influence characterizes the development of each other, which can consequently
be exploited to improve the modelling of rating patterns, especially when the
user×item rating matrix is highly incomplete due to the well-known data spar-
sity issue. The proposed Rating Pattern Subspace aims to iteratively refine the
missing values in each user’s rating history by modelling this interactive influ-
ence on a low-rank subspace in an EM-like style. The experiment results show
the proposed method achieves good performance on long tail item recommen-
dations, as well as on all items recommendations, significantly outperforming
the state-of-the-art Top-N recommendation algorithms.
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• For the first time, the preference dynamic effect is proposed to show the per-
sonal and temporal characteristics of user preferences. Following this, this the-
sis proposes the novel notion of a preference pattern to capture the temporal
dynamics in users’ preferences. Moreover, a subspace approach, Preference Pat-
tern Subspace, is proposed to model the user preference patterns from the sparse
user× item rating matrix. Furthermore, this thesis formulates the Top-N rec-
ommendation as a pairwise preference learning problem with the properties of
both classification and regression. The basic idea is to map the items into a real
number space with matrix factorization, and then maximizes the gap between
the items the user liked and the items he/she disliked on this mapping space.
The theoretical and experimental analysis demonstrates the proposed method
outperforms the state-of-the-art Top-N recommendation method in terms of
accuracy.
6.2 Future Work
Although the proposed methods have addressed the data sparsity issue and the tem-
poral dynamic issue to a certain extent, there is further research that could explore
these issues even more. These includes:
• User Profile Construction from Sparse Dataset. In regards to the data spar-
sity issue, it is actually the incompleteness of the user preference profiles in the
context of Collaborative Filtering. This is common in research on recommender
systems because normally it is impossible to collect user preferences on all avail-
able items. Consequently, how to provide high-quality recommendations based
on these incomplete user preference profiles become a problem. One promising
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solution is to generalize the Rating Pattern Subspace method, which is capable
of inducing the missing part of user profile based on the corresponding available
part. Specifically, Rating Pattern Subspace induces the missing values of the
user × item rating matrix by modelling the interactive influence between the
global rating pattern and the personal rating pattern. The generalized model
should be able to induce the complete users’ preference profiles from the avail-
able part only. This includes the rating pattern but is not limited to this. There
is great potential for this generalized model to induce more accurate user prefer-
ence profiles from a broad range of information, e.g. ratings, user demographics,
and item features.
• Integration of the Temporal Dynamics Effect and the Long Tail Effect. For the
temporal dynamic issue, one interesting topic is to model the temporal dynamics
effect and the long tail effect simultaneously and collectively, as both describe
the user’s consuming behaviour from two different but highly-related perspec-
tives. The proposed Preference Pattern Subspace method and the PrepSVD
algorithm model them separately but use them collectively, thus contributing
to significant improvement in recommendation performance. Therefore, it is ex-
pected to obtain better performance by investigating the relationship between
these two effects. The fundamental problem is how to quantize the interactive
influence between them.
• Incremental Subspace-based Recommendation Model. Another promising re-
search area is how to build a recommendation model incrementally. The pro-
posed methods in this thesis do not consider this as they focus on other re-
search issues, e.g. the data sparsity issue. However, it is common to have new
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user/item/transaction data entering a recommender system on a daily basis,
and building a recommendation model is normally computational intensive and
time-consuming. Therefore, a promising direction is to manage this by updat-
ing the models incrementally based on existing models. Specifically, for the
Rating Pattern Subspace method, we would like to investigate how to build the
subspace incrementally when new transaction data arrives. In addition, the
temporal dynamics between the old data and the new in coming data is an
additional topic of interest.
While this thesis provides a thorough report of our research in Collaborative Fil-
tering techniques for recommendation purposes, there are interesting and promising
issues that remain unexplored. The ever-increasing volume of user-generated data
in different contexts and environments presents both an opportunity to recommend
product items most likely welcomed by users but also a challenge in effectively utiliz-
ing the available data.
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