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Graphene used as a lateral force microscopy calibration material
in the low-load non-linear regime
Mathias J. Boland,a) Jacob L. Hempel,a) Armin Ansary, Mohsen Nasseri,
and Douglas R. Strachanb)
Department of Physics and Astronomy, University of Kentucky, Lexington, Kentucky 40506, USA
(Received 15 June 2018; accepted 1 November 2018; published online 21 November 2018)
A lateral force microscopy (LFM) calibration technique utilizing a random low-profile surface is
proposed that is successfully employed in the low-load non-linear frictional regime using a single
layer of graphene on a supporting oxide substrate. This calibration at low loads and on low friction
surfaces like graphene has the benefit of helping to limit the wear of the LFM tip during the calibration
procedure. Moreover, the low-profiles of the calibration surface characteristic of these layered 2D
materials, on standard polished oxide substrates, result in a nearly constant frictional, adhesive, and
elastic response as the tip slides over the surface, making the determination of the calibration coefficient
robust. Through a detailed calibration analysis that takes into account non-linear frictional response, it
is found that the adhesion is best described by a nearly constant vertical orientation, rather than the more
commonly encountered normally directed adhesion, as the single asperity passes over the low-profile
graphene-coated oxide surface. Published by AIP Publishing. https://doi.org/10.1063/1.5044727
I. INTRODUCTION
Lateral force microscopy (LFM), also known as frictional
force microscopy (FFM), is an enormously powerful scan-
ning probe measurement technique that can provide insight
into nanomechanical and nano-tribological properties.1,2 In
contrast to topographic imaging and vertical force measure-
ment,3–5 which is easily calibrated using a known z-piezo
displacement and a thermal tune,6–8 the relation between the
measured lateral voltage signal and the actual lateral force
is not easily discernable. In large part, this is due to the lat-
eral displacement of the reflected laser spot being a relatively
stiff torsional flexing, compared to the softer vertical flexural
bending, of the cantilever. The vertical displacement for most
AFM tips occurs over a size scale large enough to directly
control and probe with the AFM, whereas the torsional flex-
ing is accompanied by extremely small displacements of the
tip that are typically beyond the scanning resolution of the
entire AFM-sample configuration.9 Moreover, since the fric-
tional and contact forces of a very sharp single-asperity tip
sliding over a surface can be altered significantly as the tip
wears,10 it is strongly beneficial to have a calibration method
that preserves its structural integrity. Complicating this issue
further is that the LFM calibration coefficient must be deter-
mined for each cantilever, making it extremely important to
utilize a fast and inexpensive calibration method that does not
damage the delicate tip.11,12
Over the last two decades, there have been a number of
techniques used to ascertain LFM calibration coefficients.11–34
Perhaps the most commonly used technique is the “wedge”
method initially conceived of by Ogletree et al.13 and later
extended by Varenberg et al.18 The wedge method utilizes the
a)Mathias J. Boland and Jacob L. Hempel contributed equally to this work.
b)Author to whom correspondence should be addressed: doug.strachan
@uky.edu
resulting LFM signals as the tip laterally slides over the surface
of crystal gratings of known contrasting surface angles in
order to calibrate the entire cantilever, optical lever arm, and
photo-detector lateral system in a single-step calibration pro-
cedure.13 A deficiency in this calibration method is that it is
typically performed at large enough normal loads of the can-
tilever such that Amonton’s law,35 i.e., the proportionality of
frictional force to normal load, is maintained. Unfortunately,
these large normal loads applied during the calibration can
result in wear and tear on the tip that can adversely affect
subsequent LFM investigations of surfaces. Thus, it is advan-
tageous to perform the calibration using as small a normal load
as possible and to perform it on low-friction surfaces. However,
it is well known that as the normal load for a single asperity is
reduced to zero, the commonly used linear relation of Amon-
ton’s law is not necessarily valid—instead, often being better
described by sub-linear frictional behavior.36 This makes the
common wedge calibration suspect in the low-load single-
asperity regime, with recent work showing that it becomes
unreliable once the load is reduced to values comparable to
the adhesion.30,34 Thus, a low-load LFM calibration method
valid in a regime typically dominated by a non-linear frictional
response can be of significant use for maintaining the integrity
of small-diameter single-asperity scanning probe tips.
The necessity of a fast and reliable low-load lateral cal-
ibration method has increased in recent years as few-layer
graphene and related 2D materials have risen in prominence
and LFM has proven to be effective at probing their nanoscale
properties.37–52 Here we show that a single layer of graphene
exfoliated on a supporting oxide substrate, the quintessential
sample at the heart of these emergent 2D materials, can actu-
ally be used as just such a low-load LFM calibration surface
valid in the low-load non-linear frictional regime. Essentially,
the technique we describe here is the wedge method extended
into the non-linear regime employing a low-friction low-
profile random surface topography, one that is typical for an
0034-6748/2018/89(11)/113902/9/$30.00 89, 113902-1 Published by AIP Publishing.
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atomically thin 2D material (such as graphene) situated on a
typical substrate surface.
The use of an atomically thin 2D material, like graphene,
as a LFM calibration surface has a number of important
advantages. The method can be performed in the low-load
(non-linear) regime that helps to preserve the single-asperity
LFM tip during the calibration step. Moreover, 2D materi-
als (like graphene) generally have low frictional forces that
can help to preserve the integrity of the nanoscale tip during
calibration. The low friction of 2D materials also allows for
easier calibration since the correction terms (due to non-linear
friction) are minimized. In addition, exfoliated 2D materi-
als on typical oxide surfaces are materials that have recently
become readily available and as such provide convenient sur-
faces to achieve low-friction low-profile surfaces useful for
this calibration. And finally, the low-profiles of the calibration
surface characteristic of these layered 2D materials result in
a nearly constant frictional, adhesive, and elastic response as
the tip slides over the surface, making the determination of the
calibration coefficient more robust.
Overall, we show that graphene is a straightforward sur-
face to use for reproducibly determining the cantilever calibra-
tion for LFM in the low-load non-linear frictional regime. In
fact, through our detailed calibration analysis, we find that the
non-linear frictional response has a much smaller effect on the
calibration than the correct adhesion modeling. Our modeling
suggests that the adhesion maintains a nearly vertical orien-
tation as the single asperity passes over the low profile of a
typical graphene-coated oxide surface.
Below, we first provide an overview and analytic deriva-
tion of the LFM calibration in the low-load non-linear
regime over low-profile surfaces with small-angle topographic
changes. In this first part, the non-linear calibration method-
ology is compared and contrasted to a linear calibration that
assumes Amonton’s law of frictional response. In the second
part of this report, we perform this non-linear calibration anal-
ysis on LFM data on single-layer graphene. The results of
the non-linear analysis show that the method yields a consis-
tent determination of the LFM calibration coefficient down to
extremely low net loads (defined as applied load plus adhesion)
of about 2 nN.
II. LFM CALIBRATION IN THE LOW-PROFILE
NON-LINEAR REGIME
In most LFM experimental configurations, a relation
between a lateral force T on a tip and the measured voltage sig-
nal (typically obtained from photo-detectors) can be assumed
of the form
V =V0 + T/α, (1)
where V is the measured voltage, V0 is the voltage baseline
offset, T is the lateral force, and α is the calibration coeffi-
cient connecting the voltage to the lateral force.13,18 The α
calibration coefficient is non-trivial to determine and critical
for obtaining quantitative lateral force determination.
To derive the LFM calibration coefficient in the non-linear
regime for a random low-profile sample surface, we begin with
the free-body diagram of an LFM cantilever in the lateral force
FIG. 1. Force diagram for the system. The adhesion angle, θA, is zero for the
case of vertical adhesion, while it is equal to θ, the local angle of incline at
the tip-surface contact, for normal adhesion.
mode as it slides over a local incline of small angle θ, as shown
in Fig. 1. In this figure, we have also shown an atomically thin
2D material that conforms to the surface of a bulk substrate.
Experiments53 and theory54 are well-known to support this
picture of a thin 2D material conforming to the low-profile
topographic features of a supporting substrate.
Since the tip is not accelerating, the forces perpendicular
and parallel to the incline add to 0, yielding∑
F‖ =Tt cos θ − L sin θ − Fft − A sin θA = 0 (2)
and ∑
F⊥ =−Tt sin θ − L cos θ + N − A cos θA = 0, (3)
where the subscript of t denotes the trace forces (i.e., the forces
in sliding from the left to the right in Fig. 1), L is the load
applied to the tip by the AFM system, Tt is the trace force
exerted on the tip to push it along the surface, and N is the nor-
mal force acting on the tip. There is also an adhesive force, A,
which pulls the tip at an angle θA, with respect to the normal.
We model the LFM tip system considering two cases, when
the adhesion force is directed normal to the incline plane, giv-
ing θA = 0, and when it is directed vertically, giving θA = θ,
as shown in Fig. 1. To keep the discussion general, we will
parameterize the adhesion with the small angle θA throughout
the derivation.
The term Fft in Eq. (1) is the frictional force in the trace
direction. In a linear regime, it is assumed that this frictional
force obeys Amonton’s law such that Fft = µN , with µ being
the standard coefficient of kinetic friction. However, at low
loads for single asperities, non-linear behavior is expected, as
illustrated by the solid red curve in Fig. 2. While a general
FIG. 2. Sketch of typical low-load non-linear frictional response (solid red
curve) for a single asperity. The region about the starred point can be approxi-
mated by a linearized expansion (dashed blue curve), where the slope is given
by f1.
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analytic formulation of the tip response utilizing the complete
non-linear force is non-trivial, as long as the low-load response
is analytic, we can approximate its behavior in a small regime
by the linearized expansion of the form
Fft = f0 + f1N . (4)
In this expression, f0 and f1 are, respectively, the y-intercept
(a force) and slope (with dimensions of a friction coefficient)
of the approximation valid in the vicinity of the intersection
with the nonlinear behavior, as shown by the dashed blue line
in Fig. 2.
Utilizing the approximate force in Eq. (4), the normal
force can be eliminated from Eqs. (2) and (3) and solved for Tt ,
Tt =
L(sin θ + f1 cos θ) + A(sin θA + f1 cos θA) + f0
cos θ − f1 sin θ , (5)
and applying the small angle approximation, we arrive at
Tt ≈ L(θ + f1) + A(θA + f1) + f01 − f1θ . (6)
For the retrace results (denoted by a subscript r), we likewise
find
Tr ≈ L(θ − f1) + A(θA − f1) − f01 + f1θ . (7)
We will now relate the transvers forces (Tt and Tr) to the
measured lateral voltage signals. The lateral voltage signals
for a given load and position will have both a trace value (Vt)
and retrace value (Vr). In order to determine the calibration
coefficient, we relate it to the experimentally determined half-
difference of these voltages,
WV ≡ Vt − Vr2 , (8)
and their zeroed average,
∆V0 ≡
Vt + Vr
2
− V0. (9)
Inserting Eqs. (1), (6), and (7) into Eqs. (8) and (9) yields, to
linear order in the small angles θ and θA,
WV =
1
2α
(Tt − Tr)≈ f1(L + A) + f0
α
, (10)
and
∆V0 =
1
2α
(Tt + Tr)≈
θ
[
L
(
1 + f 21
)
+ f 21 A + f0 f1
]
+ AθA
α
. (11)
Provided there is an analytic relation between θ and θA,
we can obtain the local value of θ as a function of the experi-
mentally measured WV and ∆V0 . The first model we consider
is an adhesion angle directed normally to the inclined surface,
as is typical for macroscopic surfaces, such that θA = 0 and
yielding, according to Eq. (11),
θnorm =
α∆V0
(L + A)f 21 + L + f0 f1
. (12)
Over extremely small surface features (relevant to graphene on
a polished oxide surface), an alternative model of the adhesion
angle is one where it remains constant and directed vertically
toward the average surface plane—a plane that averages over
the small atomic-scale height variations of the surface. In this
scenario, θA = θ, yielding, according to Eq. (11),
θvert =
α∆V0
(L + A)( f 21 + 1 + f0f1L+A )
. (13)
Equation (10) can be used to solve for f1, yielding
f1 = αWV − f0L + A , (14)
which can be inserted into Eqs. (12) and (13) to solve for these
surface angles as a function of the experimentally determined
WV and ∆V0 . Equation (14) implies that f1 + f0L+A = αWVL+A and
f1 = α dWVd(L+A) , which can both be used in Eqs. (12) and (13) to
obtain
θnorm =
α∆V0
L + (L + A)α2
( dWV
d(L+A)
) ( WV
(L+A)
) , (15)
and
θvert =
α∆V0
(L + A)
[
1 + α2
( dWV
d(L+A)
) ( WV
(L+A)
)] . (16)
Equations (15) and (16) can be compared to the
surface angles determined through low-profile topography
FIG. 3. Simultaneously obtained topography (upper panels) and LFM scans (lower panels) for four different loads. Net loads for (a), (b), (c), and (d) are 4, 10,
14, and 20 nN, respectively.
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measurements made of the surface, given by θtopo(x)= dH(x)dx ,
where θtopo(x) is the surface angle, H(x) is the topography, and
x is in the fast scan direction. By matching the surface angles
from the two measurements, the calibration coefficient α can
be determined.
It is important to note that Eqs. (15) and (16) are
valid in a regime of a nonlinear frictional response, with
the derivative dWVd(L+A) computed at the value of (L + A).
In a linear response regime, the derivative, dWVd(L+A) , simpli-
fies to WV(L+A) , and Eqs. (15) and (16) become identical to
results derived previously that assume Amonton’s law for the
friction.42
It is also important to note that as the applied load L
increases, the adhesion becomes insignificant in the model and
θnorm and θvert converge to the same value. Thus, the correct
identification of the adhesion angle θA is only significant at
low-loads—i.e., the same regime typically characterized by a
nonlinear frictional response.
III. LOW-LOAD LFM CALIBRATION USING GRAPHENE
To test our low-load non-linear LFM methodology,
we have utilized well-known sticky-tape exfoliation of
2D layered materials55–57 to place a single-layer of graphene
FIG. 4. Plots of trace and retrace mea-
surements at characteristic loads for
topography [(a), (c), (e), and (g)] and
the corresponding LFM voltage signals
[(b), (d), (f), and (h), respectively], with
the trace signal being the upper line in
each panel. Net loads are 4 nN [(a) and
(b)], 10 nN [(c) and (d)], 14 nN [(e) and
(f)], and 20 nN [(g) and (h)]. Signals are
an average of 5 line scans over ∼2.9 nm.
A low pass filter has been applied to the
LFM signals.
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onto a polished (<1 nm RMS surface roughness) thermally
grown SiO2 substrate (300 nm thick oxide on a p-doped
Si wafer). For this test, we have simultaneously acquired
the topography and the raw lateral signals using an Asy-
lum Research MFP-3D AFM using Nanosensors PPP-LFMR
probes. All measurements were performed in ambient labora-
tory conditions (∼20 ◦C). LFM scans were taken at a relatively
slow scan speed of ∼0.13 µm/s. At these low speeds, the fric-
tion between the probe and graphene should be approximately
velocity independent.58 Additionally, the low profile of the
graphene substrate ensures that the scan speed over the surface
is approximately constant during measurement, something that
further reduces frictional velocity dependence.38
Figure 3 shows scanned topography and LFM images of a
region of our graphene sample for various loads, while Fig. 4
shows corresponding line scans from these images for both
trace and retrace directions. It is clear from the results in Fig. 4
that the topography is reproduced regardless of the scan direc-
tion, whereas the LFM signal has an offset between the scans
that reflects the frictional response according to Eq. (10). Since
Eq. (10) is valid in the small angle approximation (to linear
order in θ), to very good approximation, we can determine the
frictional behavior by averaging the offset between the trace
and retrace directions in the lateral signal over the regions in
Fig. 3 in order to determine a WV for each applied load L. This
was achieved by taking three groups of 5 line scans at each load
to determine an average WV along with its standard deviation
(taken as the error for this experimentally determined value).
The adhesion at each load value was estimated as the average
value of the pull off force of the tip from the graphene surface
measured both before and after each scan. In the data acqui-
sition, we first performed the low-load measurements (below
10 nN applied load) and found a roughly constant adhesion of
3.7 ± 0.3 nN, while the higher-load measurements were
acquired afterwards with the same tip and had an increased
adhesion of 4.3 ± 1.0 nN. In order to access the regime close
to zero net load (having negative L), we first applied a set-point
load to the tip slightly exceeding the magnitude of the mea-
sured adhesion by approximately 2 nN so that the tip engaged
the surface. The set-point of L was then reduced and fixed at
a negative value, while still maintaining a positive net load,
followed by the acquisition of an entire scanned image.
Figure 5(a) shows a plot of the measured WV versus the
net load (the applied load added to the measured adhesion,
i.e., L + A), which shows a sub-linear response. To perform
the low-load non-linear calibration requires the value of the
derivative dWVd(L+A) . This derivative is obtained from the WV data
by first performing a weighted fit to the WV of the power-law
form C(L + A)p, with the constants C and p being the fitting
parameters varied in order to minimize the χ2. This fit yielded
a value for the power, p, of 0.66 ± 0.01, which is consistent
with a stiff single asperity tip-surface contact (as discussed in
more detail further below).36 The fit, shown in Fig. 5(a), was
used to calculate dWVd(L+A) for each value of (L+A) in the analysis.
Figure 6 shows a comparison between the surface angle
calculated from the topography, θtopo, and θlfm (i.e., either
θnorm or θvert) calculated from the lateral signal obtained using
Eqs. (15) and (16) for various net loads (for both linear and
non-linear frictional models). The surface angle, θtopo(x), is
FIG. 5. Nonlinear lateral force signal WV versus net load. (a) Experimental
values of WV versus net load showing nonlinearity. The nonlinear fit is of the
form c(L + A) p with p= 0.66±0.01. Each data point is an average of 5 adjacent
lines. The lateral force signal WV is proportional to the nonlinear frictional
curve. (b) Comparison of the derivative dWVd(L+A) with
WV
(L+A) , as a function of net
load.
determined by taking a numerical derivative at each fast-scan
position (x) of the average of 5 line scans (equivalent to approx-
imately 2.9 nm along the slow-scan direction) of topographic
data. To determine θlfm(x), a low pass filter is first applied to
Vt(x) and Vr(x) to remove high frequency noise, and they are
then converted to 3rd order interpolated functions.
To account for slight horizontal shifts in the AFM scan-
ner between the trace and retrace data, a constant offset, xof fset ,
between the trace and retrace of the topography data is found
by minimizing ∫ Ht(x) − Hr (x + xof fset ) dx with respect to the
free parameter xof fset . This value is then used to shift Vr(x)
relative to Vt(x). For our AFM-sample system, we find the off-
set to generally range between 0 and 5 nm, with an average
value of 3.1 nm. The half difference, WV (x)= Vt (x)−Vr (x+xof fset )2 ,
and the zeroed average, ∆V0 (x)= Vt (x)+Vr (x+xof fset )2 −V0, are then
calculated with V0 determined by taking the spatially aver-
aged value of Vt(x) and Vr(x + xof fset) over the entire scan.
θnorm(x, α) and θvert(x, α) are subsequently calculated using
Eqs. (15) and (16).
The calibration constant, α, acts as a scaling factor for
θlfm and is obtained by minimizing ∫ (θlfm(x, α) − θtopo(x))2dx
with respect to α. The solid black line in Fig. 7(a) is the func-
tion θlfm(α) calculated from Eq. (16) and LFM measurements
performed at a net load of 10 nN for a single x. This func-
tion for θlfm(α) intersects the directly determined topographic
value θtopo at two possible solutions for α. To resolve this
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FIG. 6. Comparison of angle as a function of position determined by the topography (θtopo) and lateral signal as calculated with the models discussed in the text
(θlfm). Net loads are 3, 10, 14, and 20 nN for (a), (b), (c), and (d), respectively. A low pass filter has been applied to the data.
ambiguity with low-friction surfaces, θlfm(α) can be approxi-
mated by a frictionless model, with the term containing α2 in
the denominator of Eq. (16) set equal to zero. There is only
one intersection of this frictionless θlfm(α) with θtopo, as seen
by the dashed blue line in Fig. 7(a), yielding an unambiguous
solution in this case. For low-frictional surfaces, like graphene,
the friction will contribute a perturbation from this frictionless
solution. This makes it easy to determine the correct, phys-
ically relevant solution of α according to a frictional model
since it is the one that is closest to the unambiguous fric-
tionless value. Figure 7(b) is an expanded view of the plots
in Fig. 7(a) that shows the effects of including friction into
the determination of the calibration coefficient. A crosscheck
to this methodology is obtained by determining the coeffi-
cient of friction of the graphene using the resulting calibration
coefficient. The smaller α value (i.e., the one closer to that
determined from a frictionless model) results in a coefficient
of friction of ∼0.3 for a 10 nN load, while the larger α value
results in a value of ∼5, much larger than expected for a single
asperity tip on graphene.38 A resolution in the ambiguity in the
determination of α is likewise achieved for the other frictional
models assuming both linear and non-linear friction, as well
as for the case of normal adhesion described by Eq. (15).
IV. RESULTS AND DISCUSSION
Figure 8 shows the calibration coefficient determined as
a function of the net load used for the four different models
considered here. The weighted mean calibration coefficients
for the four models over the range of L + A = 2–20 nN are
αL−VA = 2.69 ± 0.05, αNL−VA = 2.30 ± 0.04, αL−NA = 1.14 ±
0.03, and αNL−NA = 1.15 ± 0.02 nN/mV for the linear vertical
adhesion, non-linear vertical adhesion, linear normal adhe-
sion, and non-linear normal adhesion models, respectively.
To determine the viability of the possible methods in the
low-load regime, we calculate a weighted reduced chi-square
(i.e., the “goodness of fit”), χ2ν , for the calibration coeffi-
cients in the very low net load regime (2–4 nN) with respect
to the weighted mean of the calibration coefficient over the
extended range (2–20 nN) for the four models. This results
in weighted reduced χ2ν values of 1.90, 1.11, 235, and 190
for the linear vertical adhesion, non-linear vertical adhesion,
linear normal adhesion, and non-linear normal adhesion mod-
els, respectively. The models with vertical adhesion clearly
result in much more consistent values of α for the low load
regime (χ2ν = 1.90 and 1.11) compared to the models with nor-
mal adhesion (χ2ν = 235 and 190), while the non-linear vertical
adhesion model is the most self-consistent.
The superiority of the vertical adhesion model for the sin-
gle asperity tip used in the LFM calibration is also consistent
with the expected elastic, geometrical, and adhesive proper-
ties of the tip-sample interface. Adhesion at contacts is typi-
cally understood within two regimes.36 One of these regimes
(characterized by compliant materials, a large radius of cur-
vature at the contact, and strong short-range adhesive forces)
is described well by the Johnson, Kendall, and Roberts (JKR)
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FIG. 7. Determination of the calibration coefficient α obtained by matching
the surface angle from topography and the friction model at a single x position.
(a) The black-solid line is the calculated surface angle as a function ofα, using
the frictional non-linear vertical adhesion model of Eq. (16), at a single point
with a net load of 10 nN. This angle intersects the value directly determined
by the measured topography (the thicker red line) for two possible values of
α. A frictionless model (dashed blue line) has only one intersection with the
topographically determined value. For low-friction surfaces, like graphene,
the physically relevant α value determined by the frictional model is the one
closest to the intersection of the frictionless line. (b) Expanded region of (a)
showing the intersection of the surface angle measured with the topography
and the values calculated with both frictional and frictionless models.
model.59 The opposite regime (characterized by stiff materials,
a small radius of curvature at the contact, and weak long-range
adhesive forces) is described well by the Derjaguin, Muller,
FIG. 8. Lateral calibration constant, α, as a function of net load for the four
models. The models with normal adhesion give divergent values of α near
L + A≈ 4 nN, when L ≈ 0 nN, that are not plotted and are not included in the
averages and goodness of fit determination discussed in the text.
and Toporov (DMT) model.60 The crossover between these
opposite regimes of a contact is described by Tabor’s dimen-
sionless parameter,61,62 µT , with values &5 corresponding to
the JKR range of validity and for those .0.1 corresponding to
the DMT behavior. Tabor’s parameter can be calculated using
µT =
( 16Rγ2
9K2z03
)1/3
, where R is the tip radius, γ = −PcχpiR is the work
of adhesion, Pc is the pull off force (which we have identified
as the adhesive force in our analysis up to this point), χ is a
unitless constant equal to 1.5 in the JKR limit and 2 in the
DMT limit, K = 43
( 1−νtip2
Etip +
1−νsurface2
Esurface
)−1
, νtip and νsurface are
the Poisson ratios for the tip and the surface, Etip and Esurface
are the elastic moduli for the tip and the surface, and z0 is the
equilibrium separation between the tip and the surface. We
estimate Tabor’s parameter for our system using a tip radius
R= 10 nm, a measured pull off force of Pc = 3 nN, a lower limit
value of χ = 1.5, and an equilibrium separation z0 = 0.154 nm.
For the case of a silicon probe on a SiO2 surface, we use val-
ues of Etip in the range of 62–202 GPa, νtip = 0.27, Esurface
= 69 GPa, and νsurface = 0.17. This results in a range of
Tabor’s parameter between ∼0.16 and 0.21, which is close
to the DMT regime and is consistent with the power-law
fit, with an exponent of p≈ 0.66, to the nonlinear frictional
data in Fig. 5(a).36 That both the nonlinear fit [i.e., Fig. 5(a)]
and an estimate of Tabor’s parameter indicate that the tip-
surface contact should be well-described by the DMT theory
is also consistent with a vertical adhesion. In the DMT theory,
the adhesion is largely due to attractive forces arising from
regions away from the contact.61 As a result, these attrac-
tive forces do not necessarily need to track the small-scale
topographic variations that the contact region of the tip makes
as it is scanned over the surface with atomic-scale surface
roughness.
The merging of the calibration coefficients determined by
the two adhesion models seen in Fig. 8, as the net load is
increased, can be understood from the behavior of Eqs. (15)
and (16) used for determining θ in the calibration. As L
becomes significantly larger than A, Eqs. (15) and (16) tend
to the same form. Although likely dependent on the details
of the tip-sample interface, the crossover from non-linear to
linear frictional response as the load is increased could like-
wise cause the results of the models to merge as L + A is
increased. Regardless of the details of this crossover in the
frictional response, we expect that a sub-linear behavior will
yield calibration results that approach the linear model as the
load is increased. This can be understood from the nonlinear
determination of θvert , which becomes
α∆V0
(L+A)
[
1+pα2
(
αC
(L+A)1−p
)2]
for a sub-linear response of the form WV =C(L + A)p. The
same sub-linear behavior used in a linear model of θvert results
in α∆V0
(L+A)
[
1+α2
(
αC
(L+A)1−p
)2] , which differs only by the absence of a
factor of p in the second term within the square brackets in the
denominator. For sub-linear behavior, with p< 1, this second
term goes to zero as L+A increases, thus yielding the same θvert
and calibration for both the linear and non-linear expressions.
Based on the fits of WV versus L + A for our probe-sample
system, we should expect the percent difference between the
non-linear and linear models to drop below 5% for net loads
113902-8 Boland et al. Rev. Sci. Instrum. 89, 113902 (2018)
greater than roughly 5-6 nN. According to the analyzed data in
Fig. 8, this crossover occurs at a slightly higher L + A, roughly
in the range of 11-14 nN, which may be due to additional
unaccounted measurement error in the system.
The atomically thin low-profile calibration surfaces we
demonstrate here could potentially be useful when deposited
directly onto the surfaces of materials that one is interested
in investigating through LFM. The conforming nature of the
atomically thin 2D materials, such as graphene, would have
little impact on the overall elastic response of the AFM-tip-
sample system, apart from providing a low-profile low-friction
region in which to perform the calibration. This is due to
the atomically thin film yielding little impact on the elas-
tic response in the vicinity of the tip-sample interface and
to the tip always having nearly the same geometrical orien-
tation with respect to the sample surface (in stark contrast
to the case of the standard wedge calibration method13,18).
Since the elastic behavior in this calibration region (the por-
tion containing the 2D material) should be nearly unchanged
from that of the regions of interest (without the 2D mate-
rial), the resulting calibration should be valid on the surface
of the material of interest. This is a potentially important
benefit of atomically thin low-profile calibration surfaces
because the effective spring constant of the tip-surface inter-
face can have a significant impact on the overall lateral spring
constant of the system,9 which could thus affect the LFM
calibration.23
In conclusion, we have derived a low-profile LFM cali-
bration method that is applicable in the low-load non-linear
regime. The method is particularly attractive for preserving
the single asperity LFM tip by performing it on low-friction
surfaces, such as exfoliated 2D materials like graphene. Our
calibration tests utilizing graphene demonstrate consistency
down to applied loads comparable to the tip-sample adhe-
sive forces. Moreover, the modeling of the adhesive forces
appears to have the greatest impact on the LFM calibration.
Our results indicate that low-profile atomically rough sur-
faces are best described by a vertical adhesion model, rather
than the more commonly utilized one directed normal to the
surfaces.
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