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Abstract
Regularized Auto-Encoders (AE) form a rich class of methods within the landscape
of neural generative models. They effectively model the joint-distribution between
the data and a latent space using an Encoder-Decoder combination, with regulariza-
tion imposed in terms of a prior over the latent space. Despite their advantages such
as stability in training, the performance of AE based models has not reached that
of the other models such as GANs. While several reasons including the presence
of conflicting terms in the objective, distributional choices imposed on the Encoder
and the Decoder, and dimensionality of the latent space have been identified as
possible causes for the suboptimal performance, the role of the regularization (prior
distribution) imposed has not been studied systematically. Motivated by this, we
examine the effect of the latent prior on the generation quality of the AE models in
this paper. We show that there is no single fixed prior which is optimal for all data
distributions, given a Gaussian Decoder. Further, with finite data, we show that
there exists a bias-variance trade-off that comes with prior imposition. As a remedy,
we optimize a generalized ELBO objective, with an additional state space over
the latent prior. We implicitly learn this flexible prior jointly with the AE training
using an adversarial learning technique, which facilitates operation on different
points of the bias-variance curve. Our experiments on multiple datasets show that
the proposed method is the new state-of-the-art for AE based generative models.
1 Introduction
Auto-Encoder (AE) based latent variable models form a major class among modern neural generative
models. Variational Auto-Encoders (VAEs) [1], Beta-VAE [2], Adversarial Auto-Encoders (AAEs)
[3], Wasserstein Auto-Encoders (WAEs) [4], Regularized Auto-Encoders [5], 2-Stage VAE [6], VAE
with hierarchical priors [7] and MaskAAE [8] are a few examples from this family. They implicitly
define a joint distribution over the input data and a lower-dimensional latent space. They do so by
approximating the true posterior of the latent conditioned on the data, using a variational distribution,
parameterized using a Neural network called the Encoder. Subsequently, a Decoder network is
used to conditionally sample from the data distribution given a sample from the latent distribution.
The parameters of the Encoder and the Decoder networks are learned by optimizing a lower-bound
on the data likelihood. The framework of AE-based generative models are attractive because of
their ease and stability in training, efficiency in sampling, and flexibility in architectural choices.
However, despite their advantages, AE-based models have failed to reach the performance of other
State-of-The-Art (SoTA) generative models [6].
Several aspects such as the loss function used for optimization [2, 9], presence of conflicting terms in
the optimization objective [10, 11], distributional choices (E.g., Gaussianity) imposed on the Encoder
and Decoder [12, 13], dimensionality of the latent space used [6, 8], the mismatch between the learned
and imposed prior [11, 14] have been identified as possible causes for the sub-optimal performance
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of the AE-based models. Many remedial measures including modification of the objective function
[12, 2, 15], use of non-Gaussian Encoder/Decoder [9, 16, 4], masking of spurious latent dimensions
[8, 6], incorporating a richer class of priors on latent space [14, 17, 7] have been proposed in the
literature to address some of these issues. While these modifications have improved AE models’
performance, they are still far behind SoTA generative models [6, 8].
Motivated by above, we examine the effect of one of the critical components of the AE-based -
the prior distribution (or the type of regularization) that is imposed on the latent space. It is well-
recognized that the aggregated distribution learned by the Encoders of the AE-model often fails to
match the assumed latent prior leading to sub optimal performances [11, 14, 6]. While there have
been some attempts towards addressing this problem by allowing richer class of priors [14, 7], there
is no justification for the specific class of priors used. In fact, we show that making assumptions
on the prior oblivious to the data can lead to sub optimal results (See Fig. 1). On the other hand,
some papers have argued for altogether getting rid of the prior over the latent [5, 11]; however, here a
natural question arises whether this will likely lead to overfitting, especially with finite data. Hence,
we believe that a more systematic treatment of the bias-variance trade-off associated with the choice
of the latent prior for AE based models is warranted. Specifically, the contributions of our work are
listed below:
1. We formulate an optimization problem with an additional state-space involving a learnable
latent prior distribution and show the existence of its optimality. We also derive the necessary
and sufficient conditions to be satisfied to achieve this optimal value.
2. We argue against having a fixed prior by showing that the necessary conditions are not
satisfied under simplistic Gaussian Decoders and unimodal priors.
3. We show that, with finite data and model capacities, there exists a bias-variance trade off
between the generation quality and the choice of imposed latent prior.
4. We propose a model (called the FlexAE) that can impose flexible learnable priors facilitating
the trade off between the bias and variance on-the-go during AE-training.
5. We empirically demonstrate our claims through extensive experimentation on synthetic and
real-world datasets by achieving significant improvement over the SoTA AE models.
2 Background and Related Work
The general theme in AE-based generative models is to maximize a lower bound (Evidence Lower
Bound or ELBO) on the data likelihood. ELBO typically comprises of two terms - (i) conditional
data likelihood under a variational latent posterior and (ii) KL divergence between the variational
latent posterior and the latent prior. Variational Autoencoders (VAE) [1] is the pioneering member of
this family, in which the variational latent posterior and conditional data likelihood are respectively
parameterized by probabilistic (Gaussian) Encoder and Decoder networks, while the latent prior is
assumed to be an isotropic Gaussian distribution. A related class of AE-models are the Adversarial
Auto-Encoders (AAEs) [3] and Wasserstein Auto-Encoders (WAEs) [4] where different divergence
metrics such as Jenson-Shannon divergence and Wasserstein distance respectively, are used to bring
the aggregated posterior close to the assumed latent prior.
Even though VAE (and related models) provides a solid framework for AE-based generative models,
several drawbacks are associated with it. It is shown that there exists a conflict between the two terms
of the ELBO [2, 11, 13]. A few remedial measures such as introduction of a tunable parameter in
the second term of the ELBO [10], use of additional penalties such as mutual information [12], total
correlation [15], and altering the optimization procedure [13] have been proposed.
Another issue with VAE (and associated AE-models) is the simplistic distributional choices made for
Encoder/Decoder networks [18]. For instance, it is a usual practice to use the mean squared error
loss as a proxy for the first term in ELBO which is operationally equivalent to using a Gaussian
Decoder. Many papers have addressed this issue by employing richer class of distributional choices
for Encoder/Decoder models. [19] implements a Bayesian nonparametric version of the variational
autoencoder that has a latent representation with stochastic dimensionality, that could represent
richer class of distributions. Invertible flow-based generative models [20, 21] capitalize on the idea
of normalizing flow for the Encoder and Decoder networks. VAE/GAN [9], VGH/VGH++ [18]
incorporates adversarial loss for distributional matching at the Decoder.
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Another important issue is the distributional choice made on the latent prior. It has been shown that
even with a simplistic Gaussian prior, a mismatch between the true and the model latent dimensions
leads to a bad performance [8, 6]. This issue is addressed in [6] by using 2-stages of VAEs, one on
the data space and the second of the latent space. MaskAAE [8] explicitly masks the spurious latent
dimensions via a learnable binary mask with adversarial learning. Furthermore, it is shown that the
often-occurring mismatch between the aggregated variational posterior and the latent prior results
in bad generation quality. This is ascribed to the usage of a simplistic Gaussian prior on the latent
space. Several papers try to alleviate this problem, broadly in two ways (i) using a richer class of
parametric priors on the latent space [14, 7, 22] and (ii) using a post-hoc technique to minimize the
KL-divergence or sample from the latent space without regularizing it [23, 5, 17].
Among the first category of methods, VamPrior [14] assume the prior to be a mixture of the conditional
posteriors with a set of learnable pseudo-inputs. In [7], the prior is learned in a hierarchical way
by introducing a graph-based interpolation method. In [24, 22, 20] latent priors are learned using
normalizing flow based methods. Within the second category of methods, [23] learns to sample from
a rich class of priors by multiplying a simplistic prior distribution with a learned acceptance function.
In [17], kernel density trick is used for matching the prior to the aggregated posterior. RAE-GMM [5],
imposes an L2-norm penalty in the latent space and learns to sample from it using a Gaussian Mixture
Model (GMM) on the latent space. While these methods are shown to improve the performance,
challenges still exist. Method with parametric priors, albeit more expressive, are highly sensitive
to hyperparamters such as number of mixture components, are difficult to train because of multiple
levels of reparameterization and often do not report results on large scale color datasets [14, 17, 23].
The post-hoc samplers such as RAE-GMM [5] do not have flexibility to trade off between bias and
variance, since they do not jointly learn the prior with AE. Motivated by these we attempt to develop
a simple, easy-to-train, hyperparameter free, flexible AE-based model with learnable priors.
3 Theoretical Results
To begin with, we describe a theoretical framework to derive the necessary and sufficient conditions
required to achieve good generation, in an AE-model, which will be eventually used to propose our
model. Symbolically, let pd(x), pθ(x|z), qφ(z|x), pψ(z), Eφ, Dθ, respectively, denote the true data
distribution, true latent posterior, imposed variational posterior, prior on the latent, Encoder and
Decoder functions with φ ∈ Φ, θ ∈ Θ, and ψ ∈ Ψ being the learnable parameters. Note that we have
parameterized the latent prior distribution too to make it learnable.
3.1 Optimal Parameters for AE-models
The log-likelihood LLE(θ) of the data distribution under a model pθ(x) can be written as follows:
E
pd(x)qφ(z|x)
[
log pθ(x|z)
]
︸ ︷︷ ︸
I
−DKL(qφ(z)||pψ(z))︸ ︷︷ ︸
II
− I(x; zφ)︸ ︷︷ ︸
III
+ E
pd(x)
[
DKL(qφ(z|x)||pθ(z|x))
]
︸ ︷︷ ︸
IV
(1)
Here I(·) denotes the mutual information,DKL is the Kullback Leibler divergence. qφ(z) denotes the
distribution of the latent encoded by the encoder Eφ of the AE, also called as the aggregated posterior,
defined as qφ(z) =
∫
(qφ(z|x)pd(x)dx. pψ(z) is the prior distribution (or regularization) that is
imposed on the Encoded latent space. Eq. 1 follows from the break down of the joint distribution at
the Decoder as pθ(x, z) = pθ(x|z)pψ(z) (cf. Sec. 6.1 of the supplementary material for breakup
details). We define the aggregation of the terms (I), (II), and (III) as the Evidence Lower bound
ELBO(θ, φ, ψ):
ELBO(θ, φ, ψ) = E
pd(x)qφ(z|x)
[
log pθ(x|z)
]
︸ ︷︷ ︸
I
−DKL(qφ(z)||pψ(z))︸ ︷︷ ︸
II
− I(x; zφ)︸ ︷︷ ︸
III
(2)
and denote the term (IV) as ∆(θ, φ) ≥ 0 implying LLE(θ) = ELBO(θ, φ, ψ) + ∆(θ, φ). In the
case of classical AE-models such as VAEs, AAEs etc., ψ is kept a constant ψ0 which corresponds to
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standard normal distribution; pψ0 ∼ N (0, I). Hence, in such models, the optimization is only over
the Encoder and Decoder parameters, while in a general setup (such as ours), ψ is also trainable.
The goal of an AE-model is to optimize for these parameters by optimizing ELBO. With these, we
provide the necessary and sufficient conditions for the optima of the ELBO to be achieved, below.
Theorem 1. Let the optimal parameters which maximize the ELBO term be (φ∗, θ∗, ψ∗) =
arg maxφ,θ,ψ ELBO(θ, φ, ψ). Then the following necessary and sufficient conditions hold:
C1: pψ∗(z) = qφ∗(z)
C2: pd(x)qφ∗(z|x) = qφ∗(z)pθ∗(x|z)
C3: ELBO(φ∗, θ∗, ψ∗) = −H(x)
C4: ∆(θ∗, φ∗) = 0
Here H(x) denotes the entropy of the data distribution. Please refer to Sec. 6.2 of the Supplementary
material for proof.
Theorem 1 asserts that to reach the optimal value (data entropy) of the ELBO the following conditions
should be met: (i) the prior (even when it is learnt) that is imposed on the Encoder should match
with the aggregated posterior, (ii) the joint distributions learned by the Encoder and the Decoder
networks should match. Note that even though C1 has been laid down elsewhere [13, 14], the rest
have not been explicitly noted in the literature in the context of generative AE-models. We believe
these conditions are important since they not only establish a relationship between latent and learned
priors (C1), and the joint distributions enforced by encoder and decoder (C2), but also show that
when C1, and C2 are met, we can achieve the optimum likelihood value (C3 and C4). In the next
section, we show that fixing a prior violates the conditions.
3.2 Sub-optimality of a Fixed Prior
In this section, we argue against fixing both a Gaussian prior as well as any non-Gaussian prior, a
priori, by showing the existence of data distributions where such a choice of prior would not be
optimum, under two different cases.
Theorem 2. If the true data distribution pd(x) is not Gaussian, then under the assumption of
Gaussian Decoder, pθ(x|z) ∼ N (µθ,Σθ) a Gaussian prior, qψ0(z) ∼ N (0, I), an AE-based model
cannot reach the optimum value in ELBO maximization and hence cannot maximize the likelihood.
Theorem 3. If the true data distribution pd(x) is Gaussian, then under the assumption of Gaussian
Decoder, pθ(x|z) ∼ N (µθ,Σθ) and Gaussian Encoder, qφ(z|x) ∼ N (µφ,Σφ), an AE based
generative model cannot reach the optimum value in ELBO with a non Gaussian prior qψ(z).
Proofs of Theorem 2 and 3 are provided in the supplementary material Sec. 6.2 Note that similar
arguments can be made for any fixed unimodal prior distribution with Gassusian Decoders. Even
though the previous literature has discussed about the possible insufficiency of the Gaussian prior
[6, 10], Theorem 2 is a first formal statement to this effect. Further, Theorem 3 is particularly
interesting because despite the arguments favouring more expressive priors [7, 14], it counter-
intuitively shows insufficiency of a more sophisticated non-Gaussian prior when data is normally
distributed. In summary, Theorem 2 and 3 collectively assert that there exists data distributions (and
AE-models) for which fixing any kind of prior oblivious to that data can be detrimental.
To illustrate these, we train three AE-models (VAE with Gaussian prior, WAE with GMM prior, and
FlexAE with learnable prior) with same Encoder/Decoder architectures on two synthetic datasets.
In the first dataset, a latent space is sampled from a 2D six-component GMM which is then passed
through an MLP to generate 128-dimensional data points (cf. Sec. 7.1 and 8.1 of Suppl. for details).
In the second dataset, a 2D unimodal Gaussian latent space is linearly transformed to generate data
(which will also be Gaussian). The t-SNE plot of the data and the learned latent space (qφ(z))) of all
models along with the Fréchet Distance (FD) [25] computed on the generated data (lower the better)
is presented in Fig. 1. For the first dataset with multimodal distribution, it is seen that models with a
fixed multimodal latent prior (WAE-GMM) and with flexible prior (FlexAE, ours), retain the latent
structure and thus offer better FD on the generated data (Theorem 2). Whereas for the second dataset
with Gaussian distribution, the model with Gaussian prior (VAE) and flexible prior (FlexAE, ours)
perform well, whereas WAE-GMM performs worse (Theorem 3). It is interesting to note that, despite
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Figure 1: Visualization of data (t-SNE) and latent spaces for the synthetic data. (a), (f): t-SNE of the
true data space, (a) Non-Gaussian, (f) Gaussian; (b), (g): True Latent space; (c), (h): latent space
learned by the VAE [1]; (d), (i): latent space learned by the WAE [4] with GMM prior; and (e), (j):
latent space learned by the proposed FlexAE model, along with generation Fréchet Distance (FD) in
each case. For multimodal data (row 1), model with multimodal prior (WAE-GMM) and FlexAE
perform better (Theorem 2) and for Gaussian data (row 2), model with unimodal latent prior (VAE)
and FlexAE perform better (Theorem 3). In both cases, the latent space learned by FlexAE (ours)
with a learnable prior, is very close to the true latent, yielding best generation quality overall.
the exact same architectural settings in both the cases, the latent space learned by FlexAE closely
follows that of the true latent.
3.3 Choosing the “Right” Prior: The Bias-variance Trade-off
From the previous discussion, it is clear that any fixed prior is not optimal given an arbitrary data
distribution. In this section, we first show that conditions in Theorem 1 will be naturally satisfied
without imposition of any prior, provided there is access to infinite data and Encoder/Decoder
networks are of sufficient capacity. However, subsequently, we argue that in practical conditions,
with finite data, there exists a bias-variance trade-off associated with choosing a prior.
Theorem 4. With sufficient capacity Encoders and Decoders, the AE-model without any prior or
regularization on the latent space will achieve the optimality defined in Theorem 1.
Proof can be found in Sec. 6.2 of the supplementary material. Theorem 4 suggests that one can have
sufficiently capable Encoder and Decoder networks and do away with any prior on the latent space.
This however demands sampling from pψ(z) to facilitate data generation, via Decoder. This could be
fulfilled using a post facto sampler such as GMM, Markov-Chain Monte-Carlo (MCMC) or a GAN
learned on the trained latent space of the AE. Even though this is possible in theory, we argue that it
is not an optimal procedure in practice because of the limited data availability and finite capacity of
models. Specifically, it is easy to show that with finite data, a trivial solution can satisfy all of the
conditions in Theorem 1. Specifically, qφ∗(z|xi) would be Dirac-delta functions at all input data
points xi [13]. Subsequently, the post-hoc sampler (E.g., GAN) will learn to sample from finite set
of Dirac-deltas [26]. This would lead to over fitting and poor generalization. On the other hand, as
shown in Theorem 2 and 3, a "wrong" prior (or regularization) will also impact the generation quality.
This is the infamous bias-variance trade-off that warrants a flexible prior which could facilitate the
operation of an AE-model at different bias-variance points.
3.4 The Proposed Model: FlexAE
Our model, called the Flexible AE or FlexAE, consists of an Auto-Encoder and a Wasserstein
Generative Adversarial Network (WGAN) [27] on its latent space that parameterizes the latent prior
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distribution pψ(z) (see Fig. 3 in the supplementary material for the architecture diagram). We refer
to the WGAN parameterizing the latent prior, as P-GEN. The key motivation behind our architectural
design is to have a learnable P-GEN which is jointly trained with the AE. Our AE uses a simple
Gaussian Decoder with mean squared error (MSE) loss as a proxy for term (I) in ELBO and does not
make any distributional assumptions on the Encoder. We propose to use the principle of adversarial
learning [27], to optimize the divergence term (II) in ELBO (Eq. 2). Adversarial training ensures that
the Encoder produces latent codes whose distribution matches with that produced by P-GEN, and
vice-versa. Effectively, the function learned by P-GEN acts as the prior on the latent space.
Our procedure pushes conditions C1 and C2 (Thm. 1) towards optimality, since the learnable prior
does not conflict with the minimization of the re-construction error (term (I) in ELBO), while also
ensuring that KL divergence between the encoder posterior (marginal) and latent prior is low (term
(II) in ELBO). The P-GEN allows us to trade-off between overfitting and underfitting: former is
addressed by having a regularizer in the form of finite capacity P-GEN, and latter is avoided by
having a learnable P-GEN with sufficient capacity to represent the desired distribution (see Sec. 4.2).
Even though the aforementioned procedure optimizes for term (I) and (II) of the ELBO in Eq. 2, the
mutual information between input data x and its latent representation z should also be minimized for
optimality of the ELBO ( Eq. 2). We ensure this, by optimizing a variational lower bound on I(x, z)
as in [28–30] using a regression network, Rζ . The Encoder network is trained with an additional
loss to minimize the estimated I(x, z). This ensures that FlexAE is optimizing the exact ELBO
unlike others models such as AAEs/WAEs. Note that AAE and WAE are special cases of FlexAE
with the P-GEN being an identity function albeit they don’t optimize the MI term. After the training
of FlexAE, the data generation happens through a two stage process - (i) sample from a primitive
(Gaussian) distribution and pass it through the P-GEN to sample a point from the latent space pψ(z),
(ii) input the latent sample through the Decoder to generate a data sample. Mathematically, FlexAE
optimizes the following objective function (The detailed loss equations used for each term is given in
Sec. 6.4 of the supplementary material):
ELBOFlexAE(θ, φ, ψ) = E
pd(x)qφ(z|x)
[
log pθ(x|z)
]
︸ ︷︷ ︸
a
−DW (qφ(z)||pψ(z))︸ ︷︷ ︸
b
− I(x; zφ)︸ ︷︷ ︸
c
(3)
where DW (qφ(z)||pψ(z)) is the Wasserstein distance between qφ(z) and pψ(z). Algorithm for
training FlexAE can be found in the supplementary material Sec. 9.
It is easy to see that optimal parameters for the FlexAE loss (with sufficient capacity for Encoder,
Decoder and P-GEN), satisfy the necessary and sufficient conditions laid in Theorem 1, by following
the same arguments as in the proof of Theorem 1 and noting that DW (·||·) is a distance metric (cf.
section 6.3 in the Supplement). Finally, since the WGAN is being learned on a lower dimensional
dense latent subspace, problems such as mode-collapse [31] do not arise.
4 Experiments and Results
We demonstrate the efficacy of FlexAE on three real-world datasets: MNIST [32], CIFAR-10 [33],
and CelebA [34]. We perform three sets of experiments to demonstrate different claims made.
4.1 Baseline Experiments, Comparison with State-of-the-Art
Methodology: The first task is to evaluate the FlexAE as a generative model. Owing to the hetero-
geneity across different class of generative frameworks [35, 36], there is not a universally accepted
metric for validating the performance of generative models [35, 37]. However, Fréchet Inception
Distance (FID) [25] is one of the most commonly used evaluation methods as it correlates well
with human visual perception [36]. However, as observed in [37], FID, being uni-dimensional, fails
to distinguish between different cases of failure (poor sample quality and limited variation in the
samples). Thus, we also report the precision and recall metrics described in [37] along with FID, both
of which are computed between the generated and the real test images. We compare FlexAE with
a number of SoTA AE-based generative models that cover a broad class namely, VAE [1], β-VAE
[2], VAE-VamPrior [14], VAE-IOP [17], WAE [4], a plain with AE post-hoc GMM, RAE+GMM
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Table 1: Comparison of FID scores [25] on real datasets. Lower is better.
MNIST CIFAR10 CELEBA
Rec. Gen. Rec. Gen. Rec. Gen.
VAE [1] 65.10 57.04 176.5 169.1 62.36 72.48
β-VAE [2] 7.91 24.31 43.86 83.59 30.06 50.66
VAE-Vamprior [14] 11.01 49.75 107.33 161.02 49.71 64.26
VAE-IOP [17] 8.01 32.61 92.17 141.92 41.52 57.30
WAE-GAN [4] 8.06 13.30 42.39 72.90 29.34 39.58
AE + GMM (L2) [5] 8.69 12.14 41.45 70.97 30.16 43.89
RAE + GMM (L2) [5] 6.15 7.30 40.48 69.24 29.05 35.30
VAE + FLOW [20] 8.62 20.17 43.87 73.28 36.31 42.39
InjFlowln [22] 7.40 35.96 40.11 78.78 27.93 47.70
InjFlowln + GMM [22] 7.40 9.93 40.11 68.26 27.93 40.23
2-S VAE [6] 6.38 7.41 47.03 86.15 29.38 37.85
MaskAAE [8] 8.46 10.52 58.40 71.90 35.75 40.49
FlexAE (Proposed) 4.33 4.69 39.91 62.66 20.47 24.72
[5], VAE+Flow [20], InjFlow [22], 2-stage VAE [6] and MaskAAE [8], with same architectures.
Results: Table 1 compares the reconstruction and generation FID scores (lower is better) of FlexAE
with other AE-based generative models. It is seen that while models with parametric learnable priors
(vamprior, IOP, Flow) offer some improvement over the naive VAE, they are far from being optimum.
It is also seen that complex prior models tend to over fit more (gap between the generation and
reconstruction FIDs). Further, having the “right” dimensional latent space seems to have significant
impact (2SVAE, MaskAAE). A relatively better performance of RAE+GMM, InjFlow shows that
while absence of prior imposition will reduce the bias, it might lead to over fitting. Finally, FlexAE
offers the best performance on all three datasets as compared to other AE based generative models
and its performance on MNIST and CelebA are comparable to that of the GANs. A similar trend
is observed with the Precision/Recall numbers in Table 2 (We only use better SoTA models for
comparison). It is seen that FlexAE offers significantly better numbers in terms of both Precision and
Recall confirming its effectiveness in generating samples that are of both high quality and variety.
Table 2: Comparison of Precision/Recall scores [37] on real datasets. Higher is better.
MNIST CIFAR10 CELEBA
VAE [1] 0.69/0.76 0.23/0.47 0.47/0.58
2S-VAE [6] 0.97/0.98 0.47/0.76 0.75/0.72
RAE + GMM (L2) [5] 0.98/0.98 0.61/0.87 0.74/0.75
MaskAAE [8] 0.94/0.96 0.58/0.83 0.59/0.68
FlexAE (Proposed) 0.99/0.99 0.68/0.85 0.89/0.88
4.2 Bias-Variance Trade-off
Methodology: To evaluate our claims on the Bias-Variance trade-off, we repeat the generation
experiments by varying the capacity of the prior generator (P-GEN) from very low capacity to very
high capacity (details of models in Sec. 8.2, Table 8 of the supplementary material), on a small subset
of training data (5000 samples). Sub-sampling is to ensure that effect of bias-variance trade-off is
apparent. Models of huge capacity are needed to observe similar effects of the entire dataset.
Results: Table 3 shows that there is a performance drop at the either sides of Model 3. As the
capacity of the P-GEN increases, the reconstruction FID decreases while generation FID increases,
signalling over fitting. A reverse observation could be made about the high-bias low capacity models.
This confirms our hypothesis of existence of a Bias-Variance curve. Please note, in Experiment 1,
the architecture of the P-GEN was kept fixed across all datasets. Therefore, even though the mere
architectural choice for the P-GEN imposes a bias, the flexibility (needed for trade off) is ensured in
terms of the parameters of P-GEN.
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Table 3: Variation of reconstruction and generation FID scores on limited training datasets with
varying P-GEN capacity, demonstrating bias-variance trade-off. Models (1-6) are presented in
increasing order of capacity.
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
Rec. Gen. Rec. Gen. Rec. Gen. Rec. Gen. Rec. Gen. Rec. Gen.
MNIST 60.51 55.49 21.00 53.93 13.41 42.14 14.40 31.00 8.11 63.64 8.94 62.43
CIFAR-10 154.17 135.32 91.85 104.06 82.95 108.63 83.88 108.46 94.2 120.64 94.54 121.96
CELEBA 79.04 66.84 42.77 56.16 47.02 54.32 42.75 54.14 44.02 59.3 39.1 58.49
4.3 Smoothness of the Latent Space
Methodology: To ascertain the smoothness of the learned latent space and that FlexAE doesn’t over
fit, we conduct a few qualitative experiments on the CelebA dataset: (i) Generation by transitions
in the latent space along the direction of a particular attribute, (ii) transitions in the latent vectors
between two generated samples and (iii) plot of the Nearest neighbour samples for a given generated
image, from the training set. Note that all the interpolations are done in the latent space.
Results: The outcome of these experiments are shown in in Figure 2a, 2b, 2c and 2d. Each row in
(a) and (b) presents manipulation of a particular face attribute (Big Nose, Heavy Makeup, Black
Hair, Smiling, Male). The middle image in each row of (a) corresponds to a training sample with
the attribute present and the middle image of a row in (b) represents a sample without the attribute.
Each row in (c) represents linear interpolation in the latent space between two randomly selected test
samples in the first and the last column. The interpolation results presented in (a), (b), and (c) clearly
depicts the smoothness of the learnt latent space of FlexAE as it provides provides smooth transition
between any two random images. The first image in each row in (d) shows a randomly generated
sample using FlexAE and the next four entries are the four nearest neighbours from the training split.
Visual dissimilarity between any generated image and its nearest neighbours from the training split
confirms that FlexAE has not merely memorized the training set. (cf. Sec. 10 of the supplementary
for more qualitative results).
(a) (b) (c) (d)
Figure 2: Interpolations in the latent space of FLexAE on CelebA. Each row in (a) and (b) presents
manipulation of a particular face attribute (Big Nose, Heavy Makeup, Black Hair, Smiling, Male).
The middle image of each row of (a) and (b) is a true image from the train and test split with and
without the attribute respectively. Each row in (c) represents linear interpolation in the latent space
between two randomly selected test samples in the first and the last entry. The first image in each row
in (d) shows a randomly generated sample using FlexAE and the next four entries are the four nearest
neighbours from the training split.
5 Conclusion
In this paper, we systematically studied the effect of the latent prior on the AE-based generative
models. We demonstrated that fixing any kind of prior in a data-agnostic way is detrimental to
the performance. We also showed that with finite data, there exists a bias-variance trade-off with
imposition of any prior on the latent space. We proposed a model called the FlexAE that can
potentially operate at different points of the bias-variance curve, and empirically demonstrated its
efficacy. We believe that an interesting future direction is to explore latent identifiability using similar
principles.
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Supplementary Material
6 Theoretical Results
6.1 Breakup of LLE
LLE(θ) = E
pd(x)
[
log pθ(x)
]
= E
pd(x)qφ(z|x)
[
log pθ(x)
]
= E
pd(x)qφ(z|x)
[
log
pθ(x, z)
pθ(z|x)
]
= E
pd(x)qφ(z|x)
[
log
pθ(x, z)
qφ(z|x)
]
+ E
pd(x)
[
DKL(qφ(z|x)||pθ(z|x))
]
(a)
= E
pd(x)qφ(z|x)
[
log
pθ(x|z)pψ(z)qφ(z)
qφ(z|x)qφ(z)
]
+ E
pd(x)
[
DKL(qφ(z|x)||pθ(z|x))
]
= E
pd(x)qφ(z|x)
[
log pθ(x|z)
]
︸ ︷︷ ︸
I
−
DKL(qφ(z)||pψ(z))︸ ︷︷ ︸
II
− I(x; zφ)︸ ︷︷ ︸
III
+ E
pd(x)
[
DKL(qφ(z|x)||pθ(z|x))
]
︸ ︷︷ ︸
IV
(4)
6.2 Theorems and Proof:
Theorem 1 1. Let the optimal parameters which maximize the ELBO term be (φ∗, θ∗, ψ∗) =
arg maxφ,θ,ψ ELBO(θ, φ, ψ). Then the following necessary and sufficient conditions hold:
C1: pψ∗(z) = qφ∗(z)
C2: pd(x)qφ∗(z|x) = qφ∗(z)pθ∗(x|z)
C3: ELBO(φ∗, θ∗, ψ∗) = −H(x)
C4: ∆(θ∗, φ∗) = 0
Proof:
Consider the following chain of equations and inequations:
ELBO(θ, φ, ψ)
= E
pd(x)qφ(z|x)
[
log pθ(x|z)
]
− I(x; zφ)−DKL(qφ(z)||pψ(z))
= E
pd(x)qφ(z|x)
[
log pθ(x|z)
]
− E
pd(x)qφ(z|x)
[
log
qφ(z|x)
qφ(z)
]
−DKL(qφ(z)||pψ(z))
= E
pd(x)qφ(z|x)
[
log
pθ(x|z)qφ(z)
qφ(z|x)
]
−DKL(qφ(z)||pψ(z))
= E
pd(x)qφ(z|x)
[
log pd(x)
]
+ E
pd(x)qφ(z|x)
[
log
pθ(x|z)qφ(z)
qφ(z|x)pd(x)
]
−DKL(qφ(z)||pψ(z))
= −H(x)−DKL(pd(x)qφ(z|x)||qφ(z)pθ(x|z))−DKL(qφ(z)||pψ(z))
(a)
≤ −H(x),
(5)
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where (a) follows from the fact that the entropy term depends only on the true data distribution
and is independent of the optimization process; that KL divergence can only assume non-negative
values. The equality in (a) is achieved iff pψ(z) = qφ(z) and pd(x)qφ(z|x) = qφ(z)pθ(x|z). Let us
assume φ∗, θ∗, and φ∗ denote the optimal parameters for which pψ∗(z) = qφ∗(z), pd(x)qφ∗(z|x) =
qφ∗(z)pθ∗(x|z) and ELBO achieves its maximum valueELBO(θ∗, φ∗, ψ∗) = −H(x). This proves
the first three conditions: C1, C2, and C3 of Theorem 1.
For the fourth condition, C4 let us consider another chain of equations and inequalities:
max
θ
LLE(θ) = max
θ,φ,ψ
(
ELBO(θ, φ, ψ) + ∆(θ, φ)
)
(b)
≥ ELBO(θ∗, φ∗, ψ∗) + ∆(θ∗, φ∗)
≥ −H(x) + ∆(θ∗, φ∗),
(6)
where (b) follows from the definition of the parameters, (φ∗, θ∗, ψ∗) =
arg maxφ,θ,ψ ELBO(θ, φ, ψ), which only maximize the ELBO term in the likelihood. We
also observe that:
max
θ
LLE(θ) = E
pd(x)
log pθ(x)
= E
pd(x)
log pd(x) + E
pd(x)
log
pθ(x)
pd(x)
= −H(x)−DKL(pd(x)||pθ(x))
(c)
≤ −H(x),
(7)
where (c) follows from the non-negativity of KL divergence. Thus from Eq. 6 and Eq. 7, it follows
that:
−H(x) + ∆(θ∗, φ∗) ≤ max
θ
LLE(θ) ≤ −H(x), (8)
which implies ∆(θ∗, φ∗) ≤ 0. But by definition, ∆(θ∗, φ∗) = Epd(x)
[
DKL(qφ(z|x)||pθ(z|x)|x)
]
is non-negative due to non-negativity of KL divergence, thus implying ∆(θ∗, φ∗) = 0.
Theorem 2 1. If true data distribution pd(x) is not Gaussian, then under the assumption of Gaussian
Decoder, pθ(x|z) ∼ N (µθ,Σθ) and Gaussian prior, qψ0(z) ∼ N (0, I), an AE-based model cannot
reach the optimum value in ELBO maximization and hence cannot maximize the likelihood.
Theorem 3 1. If true data distribution pd(x) is Gaussian, then under the assumption of Gaussian
Decoder, pθ(x|z) ∼ N (µθ,Σθ) and Gaussian Encoder, qφ(z|x) ∼ N (µφ,Σφ), and the prior
qψ(z) is not Gaussian, then an AE based generative model cannot reach the optimum value in ELBO
maximization and hence cannot maximize the likelihood.
Proof:
We first prove Theorem 2 via contradiction. Suppose the auto-encoder with the above choice of
Gaussian prior and Gaussian decoder achieves the optimum value of the ELBO. Let the optimum
parameters of such an auto-encoder be (θ˜, φ˜). Thus as per the necessary and sufficient condition
of Theorem 1, the aggregated posterior of the encoder, qφ˜(z) matches the Gaussian prior, qψ0(z)
perfectly, and
pd(x)qφ˜(z|x) = qφ˜(z)pθ˜(x|z)∀x, z (9)
Since now qφ˜(z) is Gaussian and decoder is also gaussian, the RHS of above equation represents a
jointly gaussian distribution.
From the closure property of multivariate Gaussian distribution, marginal and conditional distribution
of a jointly Gaussian distribution are always Gaussian (refer to section 6.2.1) and can be uniquely
defined in terms of the mean and variance of the joint distribution. This would imply the true data
distribution, pd(x) must be Gaussian, which contradicts the initial assumption. Proof of Theorem 3
follows a similar argument as that of Theorem 2.
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6.2.1 Marginal and conditional of a joint Gaussian is Gaussian
Suppose that, [
x
z
]
∼ N
([
µx
µz
]
,
[
Σxx Σxz
Σzx Σzz
])
(10)
Where, x ∈ Rd and z ∈ Rm. Then, the marginal and the conditional densities are also Gaussian and
given as:
x ∼ N (µx,Σxx) (11)
z ∼ N (µz,Σzz) (12)
x|z ∼ N
(
µx + ΣxzΣ
−1
zz (z − µz),Σxx − ΣxzΣ−1zzΣzx
)
(13)
z|x ∼ N
(
µz + ΣzxΣ
−1
xx(x− µx),Σzz − ΣzxΣ−1xxΣxz
)
(14)
Theorem 4 1. With sufficient capacity Encoders and Decoders, the AE-model without any prior or
regularization on the latent space will achieve the optimal likelihood.
Proof:
Since there is no prior imposition in this architecture, one can split the log-likelihood term as the
following combination:
LLE(θ) = E
pd(x)qφ(z|x)
[
log pθ(x|z)
]
− I(x; zφ)︸ ︷︷ ︸
ELBO(θ,φ)
+ E
pd(x)
[
DKL(qφ(z|x)||pθ(z|x))
]
︸ ︷︷ ︸
∆(θ,φ)
(15)
Thus, in contrast to our model with allowance of a general prior, the decomposition here involves
ELBO term which is only the function of (θ, φ), while the second ∆(θ, φ) remains of the same form.
The ELBO term can be further simplified:
ELBO(θ, φ) = −H(x)−DKL(pd(x)qφ(z|x)||qφ(z)pθ(x|z)), (16)
which is maximized when pd(x)qφ(z|x) = qφ(z)pθ(x|z), where qφ(z) =
∫
x
pd(x)qφ(z|x). In
other words, ELBO is maximized (and as we saw earlier, LLE will be maximized) if for every encoder
parameter, φ, a decoder parameter θ can be found such that:
pθ(x|z) = pd(x)qφ(z|x)∫
x
pd(x)qφ(z|x) , (17)
which is possible if we allow for decoders with large enough capacity.
6.3 Joint Variational Encoding and Adversarial Generation
One can consider a general form of the ELBO function as above in the following way to allow for
variants for general distance metrics as a result of optimization via generator-critic pair as in the
Figure 3.
L(θ, φ, ψ, κ) = E
pd(x)qφ(z|x)
[
log pθ(x|z)
]
− V (ψ, κ)︸ ︷︷ ︸
GAN Loss
−I(x; zφ), (18)
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where ψ and κ are generator and critic parameters respectively. Thus the joint optimization problem,
is the max-min optimization:
max
φ,θ,ψ
min
κ
L(θ, φ, ψ, κ) = max
θ,φ,ψ
(
E
pd(x)qφ(z|x)
[
log pθ(x|z)
]
−min
κ
V (ψ, κ)︸ ︷︷ ︸
Critic Loss
−I(x; zφ)
)
(19)
For the vanilla GAN training as in [38], the Discriminator (Critic) Loss (ignoring the additive con-
stants) is proportional to the Jensen-Shannon Divergence between the generated prior and the encoded
prior, more precisely it is 2DJS(qφ(z)||pψ(z)). In case the objective is that of Wasserstein metric as
in [27], the Critic Loss, instead is the Wasserstein loss between the two priors, DW (qφ(z)||pψ(z)).
Thus with some abuse of terminology, we can define the following equivalent terms:
ELBOGAN (θ, φ, ψ) = E
pd(x)qφ(z|x)
[
log pθ(x|z)
]
− 2DJS(qφ(z)||pψ(z))− I(x; zφ) (20)
ELBOFlexAE(θ, φ, ψ) = E
pd(x)qφ(z|x)
[
log pθ(x|z)
]
︸ ︷︷ ︸
a
−DW (qφ(z)||pψ(z))︸ ︷︷ ︸
b
− I(x; zφ)︸ ︷︷ ︸
c
(21)
Due to practical considerations, instead of ELBO maximization, we resort to maximization of the
objective in 21. The theorem below justify its use:
Theorem 5. For the general setup described in Fig. 3, let the opti-
mal parameters which maximize the ELBOGAN and ELBOWGAN term be
(φ∗GAN , θ
∗
GAN , ψ
∗
GAN ) = arg maxφ,θ,ψ ELBOGAN (θ, φ, ψ) and (φ
∗
WGAN , θ
∗
WGAN , ψ
∗
WGAN ) =
arg maxφ,θ,ψ ELBOWGAN (θ, φ, ψ), respectivly. Then both the tuples, (φ
∗
GAN , θ
∗
GAN , ψ
∗
GAN )
and (φ∗WGAN , θ
∗
WGAN , ψ
∗
WGAN ) satisfy the necessary and sufficient conditions mentioned in the
Theorem 1.
Proof:
Proof follows from similar arguments in the proof of Theorem 1 and noting that both DJS(·||·) and
DW (·||·) are distance metrics.
6.4 Loss Functions of FlexAE
In this section, we present the loss functions corresponding to the terms a, b, and c in Equation
21. During training the proposed generative framework FlexAE, we minimize these surrogate loss
functions to maximize the ELBOFlexAE as in Equation 21.
1. Likelihood Loss (Term a):
LAE =
1
s
s∑
i=1
||x(i) −Dθ(Eφ(x(i)))|| (22)
2. Wasserstein Loss (Term b) [27]:
LCritic =
1
s
s∑
i=1
Cκ(zˆ
(i))− 1
s
s∑
i=1
Cκ(z
(i)) +
β
s
s∑
i=1
(||∇(i)zavgCκ(z(i)avg)||−1)2 (23)
LGen = −1
s
s∑
i=1
Cκ(zˆ
(i)) (24)
LEnc =
1
s
s∑
i=1
Cκ(z
(i)) (25)
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3. MI Loss (Term c) [28]:
LMI = E
qφ(x,z)
softplus
(−Rζ(x(i), z(i)))+ E
pd(x)qφ(x|z)
softplus
(
Rζ(x
(i), z(i))
)
(26)
I(X;Y ) = E
qφ(x,z)
Rζ(x
(i), z(i))− log
(
E
pd(x)qφ(x|z)
clip
(
eRζ(x
(i),z(i)), e−τ , eτ
))
(27)
As in many previous works [1, 2, 5, 6], we have assumed a Gaussian decoder, Dθ, we use mean
squared error (Equation 22) as a surrogate loss function for the likelihood loss (term a) in Equation
21. In Equation 22, x(i) and s respectively denote the ith training sample and the number of training
points.
In the distribution matching loss or Wasserstein loss [27, 39] objectives corresponding to term b in
Equation 21 (Equation 23, 24, and 25), Cκ denotes the critic network. As mentioned in [27], the
critic network, Cκ in a WGAN must lie withing the space of 1-Lipschitz function. In order to enforce
the Lipschitz constraint on the critic network, we implement gradient penalty (third term in Equation
23) as in [39]. z(i) = Eφ(x(i)), zˆ(i) = Gψ(n(i)) and n(i) ∼ N (0, I). z(i)avg = αz(i) + (1− α)zˆ(i),
α, β are hyper parameters, with α ∼ U [0, 1], and β as in [39].
For the MI loss (term c in Equation 21), two sampling procedures are used - x(i), z(i) ∼ qφ(x, z),
and x(i), z(i) ∼ pd(x)qφ(z). A lower bound on Jensen-Shannon divergence as in [40, 28] is used
as a loss (LMI) to obtain density ratios while optimizing the regression network, Rζ . The final
estimation of MI uses Donsker-Varadhan bound [30], with clipping regularizer on the estimator [28].
7 Details of Datasets
7.1 Synthetic Dataset
Synthetic data has been generated using a two step process. The steps involved in creating the first
dataset where the true latent space is GMM are listed below.
1. Step 1: Six two-dimensional Gaussian distributions are used to generate true latent space of
the synthetic dataset. z(i)k1 and z
(i)
k2 denotes the 1
st and the 2nd dimensions of the ith sample
from the kth distribution respectively. The distributions are as mentioned below:[
z
(i)
11
z
(i)
12
]
∼ N
([
0
0
]
,
[
1 0
0 1
])
;
[
z
(i)
21
z
(i)
22
]
∼ N
([
5
5
]
,
[
1 0
0 1
])
;
[
z
(i)
31
z
(i)
32
]
∼ N
([−5
5
]
,
[
0.5 0
0 0.5
])
;
[
z
(i)
41
z
(i)
42
]
∼ N
([
5
−1.5
]
,
[
0.95 0
0 0.95
])
;
[
z
(i)
51
z
(i)
52
]
∼ N
([−2
−7
]
,
[
0.5 0
0 0.5
])
;
[
z
(i)
61
z
(i)
62
]
∼ N
([−4
−3
]
,
[
0.75 0
0 0.75
])
2. Step 2: Next, a three layer MLP is used to map the two-dimensional points obtained
from Step 1 to 128-dimensional data points. Each layer consists of 128 neurons and
non-linearity used in each layer is tanh, exp, tanh respectively. Weight and bias parame-
ters of each layer is drawn randomly from the following three distributions respectively:
N (0, 0.05),N (0, 0.2),N (0, 0.1).
For creating the second dataset, we have used a single Gaussian distribution with µ = 5, and σ = 1.5
in step 1. In step 2, the MLP contains only one linear layer, with weight and bias parameters sampled
from N (0, 0.05). Because there is no non-linearity involved, the generated data points belong to
some Gaussian distribution as under affine transformation one Gaussian distribution is mapped to
another Gaussian distribution.
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7.2 Real Dataset
The MNIST [32] database of gray scale handwritten digits consists of 60000 training examples and
10000 test samples. The CIFAR-10 [33] dataset consists of 60000 tiny RGB images from 10 classes,
with 6000 images per class. The standard split of this dataset consists of 50000 training images and
10000 test images. For experiments with MNIST and CIFAR-10, we use datasets as provided by
Tensorflow API. CelebFaces Attributes Dataset (CelebA) [34] is a large-scale face attributes dataset
with 202599 celebrity images, each with 40 attribute annotations. For experiments with CELEBA,
we resize the images to 64× 64 following many prior works [22, 8, 6, 5] in generative model. Table
4 summarizes the important information about the real datasets used in this paper. Although, the test
split of CELEBA dataset contains more than 10k examples, we use 10k randomly selected samples
for FID and precision/recall score computation for all the datasets.
Table 4: Details of Real Datasets
Dimension (h× w × c) Train Split Size Test Split Size
MNIST [32] 28× 28× 1 60000 10000
CIFAR-10 [33] 32× 32× 3 50000 10000
CELEBA [34] 64× 64× 3 162770 19962
8 Network Architectures
Figure 3 illustrates the components present in our proposed FlexAE generative framework. Like
any other AE based generative model, it has a reconstruction pipeline consisting of an encoder (Eφ)
and a decoder (Dθ) network. We have introduced a generative adversarial network consisting of a
generator network (Gψ) and a critic network (Cκ) to facilitate sampling from the latent space of
the reconstruction pipeline. The regression netowrk, Rζ is used to estimate the mutual information
between an input to the reconstruction pipeline and its intermediate latent representation. The
generation pipeline involves the latent generator,Gψ and the image generator,Dθ, meaning generation
is a two-step process. First, we sample from the latent space using the latent generator, Gψ . Next, the
image generator, Dθ samples from the image space using the generated latent code.
Next, we describe the architectures of each of the components in Figure 3 used for the synthetic and
the real experiments.
8.1 Synthetic Experiment
Table 5 presents architectures of different networks used in conducting the synthetic experiment. VAE
[1] consists of only encoder and decoder. WAE [4] consists of encoder, decoder and critic. FlexAE
involves all the networks.
Table 5: Network Architectures for Synthetic Experiment
Encoder Decoder Generator Critic MI-Net
x ∈ R128
→ FC128 → ReLU
→ FC2
z ∈ R2
→ FC128 → Tanh
n ∈ R2
→ FC128 → ReLU
→ FC2
z ∈ R2
→ FC128 → ReLU
→ FC128 → ReLU
→ FC1
x ∈ R128
→ FC128 → ReLU
→ FC2 → ReLU
→ FC1
z ∈ R2
→ FC8 → ReLU
→ FC8 → ReLU
→ FC1
8.2 Real Experiment
For real experiments, the encoder, (Eφ) and the decoder, (Dθ) architectures are adopted from prior
work [22]. The architecture of the encoder and the decoder networks vary from one dataset to another
as presented in Table 6. However, the architectures of the generator, (Gψ), the critic, (Cκ) and
the regression network or MI-Net, (Rζ) are fixed across all datasets as mentioned in Table 7. The
capacity (no. of trainable parameters) of Gψ and Cκ is fairly small as compared to the AE to ensure
that the adversarial training does not overfit the latent space. However, if the capacity of Gψ and
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Gψ
zˆ ∼ pψ(z)
Cκ D
(
pψ(z)||qφ(z)
)
x
Eφ
z ∼ qφ(z)
Dθ
xˆ
Rζ I(X;Z)
Figure 3: The auto-encoder block of FlexAE projects data into a low dimensional space and recon-
struct. The GAN introduces an additional state-space model in the latent space to regularize the latent
space of the auto-encoder and learn the prior flexibly.
Gψ is too small then the bias in the latent space will increase, which will ultimately lead to a strong
regularization. Therefore, we choose a moderate capacity generator and critic network.
Table 8 lists the architectures of different capacity generators used in the bias-variance experiment
(Sec. 4.2 in the main paper). Please note that the number of parameters of the latent generator model
increases with model number in Table 8. Thus, the capacity of the Model-1 is the least and the
capacity of the Model-6 is the highest.
Table 6: Encoder and Decoder Architectures for Real Datasets
MNIST CIFAR10 CELEBA
Encoder
x ∈ R28×28
→ Conv64,4,1 → BN→ ELU
→ Conv128,4,1 → BN→ ELU
→ Conv256,4,2 → BN→ ELU
→ Conv512,4,2 → BN→ ELU
→ Conv512,4,1 → BN→ ELU
→ Flatten→ FC32
x ∈ R32×32×3
→ Conv128,4,1 → BN→ ELU
→ Conv256,4,2 → BN→ ELU
→ Conv512,4,2 → BN→ ELU
→ Conv1024,4,2 → BN→ ELU
→ Conv1024,4,1 → BN→ ELU
→ Flatten→ FC128
x ∈ R64×64×3
→ Conv128,5,1 → BN→ ELU
→ Conv256,5,2 → BN→ ELU
→ Conv512,5,2 → BN→ ELU
→ Conv1024,5,2 → BN→ ELU
→ Conv1024,5,2 → BN→ ELU
→ Flatten→ FC128
Decoder
z ∈ R32
→ FC7×7×256 → BN→ ELU
→ Reshape7×7×256
→ TCONV512,4,1 → BN→ ELU
→ TCONV256,4,1 → BN→ ELU
→ TCONV128,4,2 → BN→ ELU
→ TCONV64,4,2 → BN→ ELU
→ CONV1,4,1 → Sigmoid
z ∈ R128
→ FC8×8×512 → BN→ ELU
→ Reshape8×8×512
→ TCONV1024,4,1 → BN→ ELU
→ TCONV512,4,1 → BN→ ELU
→ TCONV256,4,2 → BN→ ELU
→ TCONV128,4,2 → BN→ ELU
→ CONV3,4,1 → Sigmoid
z ∈ R128
→ FC16×16×512 → BN→ ELU
→ Reshape16×16×512
→ TCONV1024,5,1 → BN→ ELU
→ TCONV512,5,1 → BN→ ELU
→ TCONV256,5,2 → BN→ ELU
→ TCONV128,5,2 → BN→ ELU
→ CONV3,5,1 → Sigmoid
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Table 7: Generator, Critic and MI-Net Architectures for Real Datasets
Generator Critic MI-Net
n ∈ Rm
→ FC1024 → ReLU
→ FC512 → ReLU
→ FCm
z ∈ Rm
→ FC512 → ReLU
→ FC256 → ReLU
→ FC128 → ReLU
→ FC128 → ReLU
→ FC1
x ∈ Rh×w×c
→ Conv64,3,2 → ReLU
→ Conv128,3,2 → ReLU
→ Flatten
→ FC1024
→ FCm
→ FC512 → ReLU
→ FC512 → ReLU
→ FC1
z ∈ Rm
→ FC512 → ReLU
→ FC512 → ReLU
→ FC1
m = 32 for MNIST and m = 128 for CIFAR10, CELEBA.
Table 8: Generator Architectures for Bias-Variance Experiment
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6
n ∈ Rm
→ FC16 → ReLU
→ FC16 → ReLU
→ FCm
n ∈ Rm
→ FC64 → ReLU
→ FC64 → ReLU
→ FCm
n ∈ Rm
→ FC256 → ReLU
→ FC256 → ReLU
→ FCm
n ∈ Rm
→ FC1024 → ReLU
→ FC1024 → ReLU
→ FCm
n ∈ Rm
→ FC1024 → ReLU
→ FC1024 → ReLU
→ FC1024 → ReLU
→ FC1024 → ReLU
→ FCm
n ∈ Rm
→ FC2048 → ReLU
→ FC2048 → ReLU
→ FC2048 → ReLU
→ FC2048 → ReLU
→ FCm
m = 32 for MNIST and m = 128 for CIFAR10, CELEBA.
9 Training Algorithm, Hyper-parameters, Computing Resource and
Average Runtime
As mentioned in the main paper, the auto-encoder is required to be optimized jointly with the GAN
to ensure regularization in the AE latent space. This regularization effectively enforces smoothness
in the learnt latent space and prevents the AE from overfitting on the training examples. In order to
be able to satisfy the above requirement in practice, we optimize each of the five losses specified in
the main paper in every training iteration. Specifically, in each learning loop, we optimize the LAE ,
LCritic, LGen, LMI , and LEnc in that order using a learning schedule. We use Adam optimizer for
our optimization. The training algorithm is described in algorithm 1. For real experiments we have
trained our models for 130000 iterations on each dataset with a batch size of 128. We have used
Zotac GeForce R© GTX 1080 Ti 11GB Graphic Card for all of our experiments. The average runtime
for experiments on MNIST, CIFAR-10, and CELEBA is approximately 20 hours, 40 hours and 86
hours respectively.
10 Experimental Results
In the main paper, the performance of FlexAE is evaluated mainly quantitatively, using standard
metrics: FID [25] and precision/recall [37] score. We have used 10000 reconstructed and 10000
generated samples against 10000 test examples for computation of FID and precision/recall score
for all datasets. It has been observed that FlexAE outperforms all other current state-of-the-art AE
based generative models as measured using those metrics. In this section, we present more qualitative
results (reconstruction on test examples, generated samples and resulting images due to interpolation
in the latent space) for visual evaluation of the proposed generative framework, FlexAE.
Figure 4a represents reconstruction of 6 randomly chosen samples from test test split of MNIST (row
1 and 2), CIFAR-10 (row 3 and 4), and CELEBA (row 5 and 6) dataset. The odd rows represent
true data and the even rows represents reconstructed data. Figure 4b, 4c, 4d presents 36 randomly
generated samples of MNIST, CIFAR-10 and CELEBA datasets respectively.
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Algorithm 1 Pseudo code for the training loop of FlexAE
Hyper-parameters: ηAE = 0.001, ηCritic = 0.0001, ηGen = 0.0005, ηMI = 0.0001,
ηEnc = 0.00001, AE_OPT = Adam(lr = ηAE , β1 = 0.9, β2 = 0.999), CRITIC_OPT =
Adam(lr = ηCritic, β1 = 0.0, β2 = 0.9), GEN_OPT = Adam(lr = ηGen, β1 = 0.0, β2 = 0.9),
MI_OPT = Adam(lr = ηMI , β1 = 0.9, β2 = 0.999), ENC_OPT = Adam(lr = ηEnc, β1 =
0.0, β2 = 0.9), disc_training_ratio = 5.
1: function TRAIN
2: for i← 1 to training_steps do
3: Minimize LAE and Update φ, θ
4: for j ← 1 to disc_training_ratio do
5: Minimize LCritic and Update κ
6: end for
7: Minimize LGen and Update ψ
8: Minimize LMI and Update ζ
9: Minimize LEnc − LMI and Update φ
10: end for
11: end function
Next, we present more attribute based interpolation results from the CELEBA test split in Figure 5,
Figure 6, Figure 7, Figure 8, and Figure 9 for the attributes “Big Nose”, “Heavy Makeup”, “Black
Hair”, “Smiling”, and “Male” respectively. The central image of the grid in the sub-figures (a) and
(b) in every figure presents a negative test example from the CELEBA dataset i.e. a test sample
without the corresponding attribute. Whereas, the central image in the grid of the sub-figures (c) and
(d) presents a positive test example i.e. a test sample with the particular attribute. For latent space
traversal along a particular attribute direction, we calculate the average representation (zpos) code
with respect to all the positive training samples and the average representation (zneg) with respect to
all the negative training samples. finally, we use the direction (zpos−zneg) to traverse the latent space
for attribute manipulation. Please note, this supervised traversal is performed post training in order to
understand if the trained model could learn the meaning of the face attributes without supervision.
The training was completely unsupervised without using any label information. As can be seen from
the Figures 5 - Figures 9, FlexAE could successfully learn the concept of different attributes without
any kind of supervision. Otherwise, the interpolated figures would not be so smooth.
Finally, Figure 10 presents a 15×15 grid, where, the first column plots some randomly generated face
images and the remaining entries in each row are the 14 nearest neighbours (in terms of Euclidean
distance) from the training split. The generated images are visually significantly different as compared
to the nearest training examples. This confirms that FlexAE has not memorised the training examples
and generates unique, unseen images.
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(a) (b) (c) (d)
Figure 4: (a) Visualization of reconstruction quality of FlexAE model on randomly selected data
from the test split of MNIST (first and second rows), CIFAR-10 (third and fourth rows) and CELEBA
(fifth and sixth rows). The odd rows represent the real data and the even rows represent reconstructed
data. Randomly generated samples from (b) MNIST, (c) CIFAR-10, and (d) CELEBA datasets using
FlexAE model.
(a) (b) (c) (d)
Figure 5: Interpolations in the latent space of FlexAE on CelebA. Each row in (a) and (b) presents
manipulation of the attribute “Big Nose”. The central image of each grid in (a), and (b) is a true
image from the test split without the attribute. Whereas, the central image of each grid in (c) and (d)
is a true image from the test split with the attribute.
(a) (b) (c) (d)
Figure 6: Interpolations in the latent space of FlexAE on CelebA. Each row in (a) and (b) presents
manipulation of the attribute “Heavy Makeup”. The central image of each grid in (a), and (b) is a true
image from the test split without the attribute. Whereas, the central image of each grid in (c) and (d)
is a true image from the test split with the attribute.
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(a) (b) (c) (d)
Figure 7: Interpolations in the latent space of FlexAE on CelebA. Each row in (a) and (b) presents
manipulation of the attribute “Black Hair”. The central image of each grid in (a), and (b) is a true
image from the test split without the attribute. Whereas, the central image of each grid in (c) and (d)
is a true image from the test split with the attribute.
(a) (b) (c) (d)
Figure 8: Interpolations in the latent space of FlexAE on CelebA. Each row in (a) and (b) presents
manipulation of the attribute “Smiling”. The central image of each grid in (a), and (b) is a true image
from the test split without the attribute. Whereas, the central image of each grid in (c) and (d) is a
true image from the test split with the attribute.
(a) (b) (c) (d)
Figure 9: Interpolations in the latent space of FlexAE on CelebA. Each row in (a) and (b) presents
manipulation of the attribute “Male”. The central image of each grid in (a), and (b) is a true image
from the test split without the attribute. Whereas, the central image of each grid in (c) and (d) is a
true image from the test split with the attribute.
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Figure 10: The first entry in each row represents a randomly generated face using FlexAE. The
remaining entries in each row represents 14 nearest neighbours (in terms of Euclidean distance)
from the train split of CELEBA dataset. It is seen that the generated images using FlexAE are very
different as compared to the training examples. This confirms that the state of the art FID score and
precision recall score obtained using FlexAE is not due to mere overfitting on the training split.
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