Introduction
Joining vision science and program comprehension provides a theoretical framework to explain how software engineers understand programs and, thus, to explain known facts, to predict new facts, and to set up experiments on program comprehension.
In the recent year, the domain of cognitive informatics as emerged to study the internal processing mechanisms of the human brain and their applications in computing. Cognitive informatics is intrinsically multi-disciplinary and unites researchers in several domain of research such as cognitive science, cybernetics, and software engineering. In particular in software engineering, it could bring interesting advances that could explain the mechanisms trough which software engineers understand, write, and debug programs. Therefore, it encompasses the domain of program comprehension.
Program comprehension is the domain of software engineering that seeks to explain how software engineers understand programs [34] , i.e., how they obtain a mental representation of a program structure and function [26] .
Facts and laws of program comprehension lie at the heart of almost every software related activities, from development to maintenance, deployment, and use. Many studies on program comprehension have been published in the literature. However, understanding program comprehension requires more than just knowing facts; it requires a theory.
Our research concerns situations in which expert software engineers read-ily recognise well-known patterns (any kind of patterns) in a program model, while novice software engineers only perceive their constituents. Figure 1 shows a subset of a UML class diagram. (We cloud class names for the sake of explanation). The question is: What is the structure and function that an expert software engineer recognises instantly in that diagram and that a novice software engineer does not? (The curious reader may take few seconds to study the class diagram.) An expert software engineer could recognise that the classes follow the solution of the Composite design pattern [13, p. 163 [38] , provide explanations on the short-, long-, and working-memories used, on the cognitive internal processes at play, and on the internal and external knowledge incorporated and constructed during program comprehension. Other authors, such as Minsky [24] , Rich and Waters [31] , and Soloway [37] theorise the cognitive internal representation of knowledge through the concepts of frames, plans, and chunks. 1 We use the term "theory" instead of the occasional term "model" (see for example von Mayrhauser's integrated model [42] ) to prevent confusion with program models.
However, no existing theory of program comprehension explains well the difference between expert and novice software engineers, in particular wrt. the use of patterns.
Our approach to explain the previous difference recognises the importance of sight during program comprehension and consists in describing the information flow from graphical program models (texts or diagrams) to cognitive internal processes and memories, using vision science. Vision science is an interdisciplinary domain of cognitive science, which provides a framework for understanding vision in terms of phenomena of visual perception, the nature of optical information, and the physiology of the visual nervous system [28, p. to acquire visual information and to provide this information to cognitive internal processes and memories. Therefore, we develop a theory of program comprehension including the processes of acquiring and comprehending information through sight, by drawing inspiration from theories of vision science and of program comprehension. This vision-comprehension theory relates vision processes, cognitive internal processes, and memories, during program 2 We use the term "item" instead of the more common term "object" to distinguish between visual objects and objects in object-oriented programming languages. comprehension, and brings together data and methodology of program comprehension and vision science. We show that this theory is consistent with known facts, we explain certain trends in program comprehension, and we propose possible theoretical and experimental falsification studies.
In Section 2, we introduce related work on theories of software engineering, of program comprehension, and of vision science. In Section 3, we present the rationale for developing a theory of program comprehension. In Section 4, we detail the theory and its philosophy, premises, context, and scope. In Section 5, we show that the theory explains known facts, while in Section 6 we discuss trends in program comprehension. In Section 6.4, we propose falsification experiments. Finally, in Section 7, we conclude and introduce future work. 
Theories in Software Engineering
The domain of software engineering possesses theories but existing theories [11] do not explain well known facts, due to the relatively recent existence of this domain, the complexity of the phenomena, and the lack of agreed upon formalisms and notations. Endres and Rombach [11] gather many facts, laws, and theories. However, we disagree with the authors calling their findings "theories". Indeed, their theories are more like laws, because they only explain one (or few) facts at a time, they do not generalise well, and they use many hypotheses with respect to the principle of Ocam's razor.
Empirical studies are recognised as essential to understand phenomena with which software engineering deals, thanks to the work of precursors, such as Vic Basili [5] . Empirical studies are based on the classical cycle:
observations (facts), laws, theories. Many facts have been recorded through empirical studies and some laws have been proposed. Yet, few theories have been derived to explain these facts and laws and to predict news facts. Some researchers argue that current empirical studies focus too much on generalisation and not enough on theory building [17] .
Another reason for the inadequacy of theories is the lack of frameworks in which to set up experiments and with which to interpret results. Indeed, theories are an invaluable help in setting up experiments to observe facts (dis)proving the laws and theories. (For example, since Albert Einstein proposed his theories of quantum physics, physicists used this framework to set up experiments to prove or to disprove the theories, to obtain and to explain new facts.)
Theories in Program Comprehension
We decompose the domain of program comprehension in three lines of research: (1) acquisition of data from programs, for example through static or dynamic or documentation analyses; (2) study of the broader context in which program comprehension takes place, i.e., the software engineers' activities, the organisational and social contexts of their activities; and, (3) development of theories based on the understanding of the software engineers' use of extracted data in a given context.
Data Acquisition
The rich literature on program comprehension focused early on the problems of obtaining data from software artifacts (static and dynamic data, features, documentation and other repositories), see for example [1, 39] . It also tackles the means to represent and to communicate this data, using various techniques from text-based editors to 3D interactive dynamic environments, such as [36] . This literature is essential to understand what kind of data software engineers have at their disposal to comprehend programs.
Context
Less work study the contexts in which the program comprehension activity takes place. Murphy et al. [25] attempt to distinguish, to describe, and to identify recurring patterns in the software engineers daily activities. Although not related to program comprehension explicitly, their work brings insight in the program comprehension activity, because program comprehension is part of all but the most basic software engineering activities. Thus, this line of research is important to generalise claims in program comprehension. Indeed, generalising claims is difficult because no complete taxonomy of the software engineers' activities exist. However, the authors do not frame their experiments in a particular theory of software development and, thus, run the risk to perform unfocused experiments.
Theories
Few theories of program comprehension have been proposed in the literature.
We introduce two theories which are compared in more details with our theory in Section 6. The first theory, proposed by Brooks [6] , describes program comprehension as a process of building a sequence of knowledge domains, bridging the gap between problem domain and program execution. A succession of knowledge domains describes a software engineer's comprehension of a program.
The second theory, developed by von Mayrhauser [42] , is an integrated theory describing the processes taking place in the software engineers' minds during program comprehension, as a combination of top-down and bottomup comprehension processes, working with a common knowledge base. This integrated theory accounts for the dynamics of forming and of abstracting a mental representation of a program.
These precursor theories are invaluable and we draw much inspiration from their insights. However, none of these theories explain and use the processes of acquisition of the information by the software engineers through their senses.
Theories in Vision Science
Vision science is the domain of computing science interested in the understanding of people's vision system. Vision science collects facts on vision, formulate laws from these facts, and devise theories explaining these laws and facts. With these theories, vision scientists have been able to predict new facts successfully and to refine their theories.
Vision science possesses many theories to explain colour vision, spatial vision, perception of motion and events, as well as eye movements, visual memory, and visual awareness. To the best of our knowledge, Palmer's book presents the most complete and in-depth coverage of vision theories, cast in the information processing paradigm [28] . For the sake of brevity, we introduce theories of vision science along with relevant references while presenting the vision-comprehension theory in Section 4. 
Premises
We cast our theory within the information processing paradigm, in which the human brain is seen as a computational processor. This paradigm is built on the similarity between cognitive psychology and computers and belongs to the objectivist tradition [19, p. 99] .
We use the meta-theoretical analysis of the information processing paradigm
proposed by Palmer and Kimchi [29] , which makes different assumptions on the informational description, the recursive decomposition, and the physical We also consider a theory of reinforcement learning [40] to explain the behaviour of certain processes with respect to the amount of processing required to perform the program comprehension activity.
Context
We develop our theory in the context of a growing need to understand program comprehension to reduce maintenance cost and to develop tools to support program comprehension, see for example the extensive literature on software visualisation.
Our theory relates to on-going research on alternative visualisation techniques to represent program models graphically, for example using adjacency matrices [14] or 3D representations [36] , to map and to ensure the traceability of mappings between source code and higher-level abstractions, such as design patterns [2] or features [3] .
Scope
We limit the scope of our theory to software engineers engaged in a program comprehension activity. Software engineers must be using sight in normal functional conditions to comprehend program models, other modalities are not accounting for (although they might influence the activity). The program models can be represented in any form, either textual, graphical (bi-or tridimensional), including static, dynamic, and-or other kinds of data.
Definition
We decompose the recognition of items during program comprehension in several processes acting on different representations 3 of a program model. Figure 2 shows the sequence of processes and the flow of data among these.
Although we believe that the following theory provides a source of explanations for the program comprehension activity, beyond its details, this theory is interesting for bridging vision science and program comprehension and for integrating early stages of comprehension (vision) with later stages (cognition [6, 42] , see also Section 6).
• • Image-based Stage. The retinal image is analysed to extract spatial features from its structure, such as edges, lines, and textures. This process produces a set of visual elements: edges, bars, and blobs [23] .
• Surface-based Stage. The visual elements from the previous process are interpreted in terms of visible surfaces in a 3D space. The process produces local pieces of oriented surface [22] . • Category-based Stage. Grouping visual elements in items is not yet sufficient to allow comprehension. The items must be categorised to distinguish their different functions. We follow the theoretical approach of indirect perception of function, which decomposes in two sub-processes:
Comparison and Decision. Following Rosch's theory [33] , we assume that memory stores exemplars of items, represented by prototypes, with which to assign identified items to categories.
-Comparison. This sub-process uses past knowledge and contextual effects to compare identified items with known items, accounting for the context in which items are identified. Items may belong to several categories (or to no category).
-Decision. Then, this sub-process decides the categories to which the items belong, typically using a maximum-over-threshold rule.
• Working Memory. The previous processes produce a representation in which the various items composing the program model have been identified and categorised. This representation is handled by the Working Memory, which is similar to short-term memory but possesses an important internal structure [4] . The Working Memory decomposes in a Central Executive process interacting with the Visuo-spatial Scratch Pad, the Articulatory Loop, and the Long-term Memory. -Semantic Memory. Finally, the semantic memory stores information concerning knowledge of concepts, such as in an encyclopedia. This memory stores the visual appearances of prototypical objects and categories, such as architectural, design, and implementation prototypes. It also stores knowledge domains [6] (acquired through sight or built by the Central Executive).
This theory describes the program comprehension activity from a Retinal Image generated by a graphical representation of a program model to the Central Executive, which performs the comprehension activity. Before discussing the theory in Section 6, we use it to explain some known facts. Patterns, such as idioms [7] , design patterns [13] , or architectural patterns [20] , have been quickly and widely adopted by the software engineering community. In particular, the design patterns described by Gamma et al. [13] stirred much interest in the software engineering community as a way to document and to reuse good practices in design [7] .
The development of a "pattern community" led to a large body of literature on pattern categorisation, formalisation, application, and identification.
In this literature, many claims about patterns have been made, in particular regarding the usefulness of patterns to ease program comprehension.
The claim on the usefulness of patterns is the main assumption (although often implicit) in research on pattern recovery, in particular design pattern recovery, including work by this author. This claim states that patterns ease program comprehension because software engineers recognise immediately certain patterns in program models as performing functions. Although this claim is sensible, it has never been explained theoretically. We provide an explanation, with our theory, on the usefulness of two kinds of patterns as examples: idioms and design patterns. ... } Figure 3 : Example of the Iterator idiom.
Idioms
Idioms are patterns at the programming language level. Recovery of idioms, i.e., grouping program statements in idioms, has been subject of many work very early, for example the Programmer's Apprentice [31] .
The code excerpt in Figure 3 shows the Iterator idiom of Java. A software engineer, who knows this idiom, would recognise the function of the statements instantly and would focus on the use of the list elements rather than on the means to iterate over these elements. We consider three cases to explain the recognition of the function of the statements:
• The Software Engineer Does Not Know the Idiom. A software engineer who has never been confronted to the Iterator idiom would be able to extract from the textual representation shown on Figure 3 its different statements through the Image-and Surface-based Stages. 
Design Patterns
Design patterns, like idioms, are claimed to ease program comprehension.
They have been specifically targeted towards software engineers to provide "good" solutions to recurring design problems [13] . To the best of our knowledge, there exists no attempts to prove or disprove these claims but through case studies, see for example [43] .
We see design motifs-solutions of design patterns-as prototypes that can be used in the progrram comprehension activity of micro-architecturessubsets of a program design-directly. We believe that design motifs are identical or closed to the prototypes in a software engineer's memory. A software engineer who knows design motifs would recognise their structure and function directly, such as in Figure 1 with the Composite design pattern.
We consider three cases to explain the comprehension of micro-architectures:
• The Software Engineer Does Not Know Design Patterns. A software engineer with no knowledge of design patterns would extract the constituents of the micro-architecture presented in Figure 1 
Practical Considerations
The statement composing an idiom or the constituents of a micro-architecture similar to a design motif might be scattered across a graphical program model and can be even in non-displayed parts of the model. It is important to identify the constituents forming these patterns and to bring these constituents visually together to help software engineers in using design motifs to comprehend the model. Finally, our theory provides explanations on the importance of "good" graphical program models. Graphical models are important because they facilitate the Grouping and Comparison sub-processes. It enforces the idea of standardised models of source code (either textual or graphical), because these models are closer to the prototypical models (in kinds and in forms) stored in Semantic Memory.
Why are Packages and Composite States so Important?
Packages in graphical program models, such as UML class diagrams, and composite states in UML state diagrams are believed to ease program comprehension. Serrano et al. [35] propose a study on packages for modelling data warehouses and Cruz-Lemus et al. [8] a study on program comprehension using composite states, which tend to show that, indeed, packages and composite states ease program comprehension.
We can explain theoretically the results of these studies in a similar fashion as we explained the importance of patterns. Packages (composite states, respectively), when used adequately, are groups describing sets of functions. However, the usefulness of packages and of composite states has not yet been successfully proven empirically. We believe that absence of experimental proofs results from a lack of theoretical framework in which to cast experiments. Our theory provides an experimental framework in which to devise experiments based solely on studying composite states and packages during program comprehension, wrt. other factors such as tool support, software engineers' experience.
Why do Bounded Information ease Program Comprehension?
Gail et al. [25] present a study of software engineers' tasks, based on the monitoring and recording of the tasks during daily work. Tasks are composed in task structures. The authors claim that task structures help in reducing software engineers' time and effort to find relevant information by reducing the amount of displayed data, by bounding queries, and by performing queries automatically. However, they do not cast their claims within a theoretical framework of program comprehension to justify what information software developers need, when they need it, and how they use it. Thus, they do not explain why well-defined task structures would actually ease software engineers' activities. The benefits of task structures remains hypothetical until generalisable empirical proofs are provided.
We can explain why the use of task structures could indeed reduce software engineers' time and effort to perform their program comprehension activity by presenting data in a readily processable way-close to prototypes that software engineers have in memory. Moreover, the data embedded in task structures could be used along with the idea of parallel processing and visual pop-out [41] , to provide software engineers with visual clues on important information.
Why do Alternative Visualisation Techniques ease Program Comprehension?
Ghoniem et al. [14] realise an experiment on adjacency matrices, assessing their usefulness for different comprehension activities with respect to nodelink diagrams.
An adjacency matrix represents the relationships between sets of items.
An adjacency matrix is only limited by the characteristics of the display, while a node-link diagram is limited also by the characteristics of the displayed network.
The authors conclude that adjacency matrices have several benefits (in time and in accuracy wrt. graph size and density) over nodes-links diagrams to estimate numbers of nodes and links, to find connected, specified, and neighbouring nodes and links, but not to find a path between nodes.
We explain the differences between adjacency matrices and nodes-links diagrams in three ways. First, estimation and finding activities requiring software engineers to distinguish nodes are performed with adjacency matrices easily because nodes-links diagrams require more processing during the Item-and Category-based Stages, in particular during Region Analysis, due to the cluttering of the diagrams.
Second, finding specific nodes and links is faster and more accurate with adjacency matrices because software engineers only need to recognise the node number, which is performed easily by the visual system or to put in correspondence two nodes, which is performed by the visual system efficiently.
Finally, finding a path between nodes is difficult for the visual system using adjacency matrices because the software engineers must focus their attention on several different parts of the matrices, thus losing their focus in the transition from one node to another, while in nodes-links diagrams, they follow links among nodes, thus keeping their focus.
Discussions

Theoretical Bias
We postulated that we ease program comprehension by reducing the amount and the time of processing required by software engineers' minds to comprehend program models. Thus, we assume from the start that the information processing paradigm is correct because we assume that the program comprehension activity depends on the characteristics of the processes used to perform this activity.
This assumption biases our theory because we develop our theory using the information processing paradigm. However, to the best of our knowledge, the information processing paradigm has never been successfully challenged yet. In the domain of vision science, Gibson [15] is the principal opponent of the information processing paradigm. We could envision program comprehension theories based on Gibson's approach to vision but we favour building on the extensive literature related to the information processing paradigm.
Level of Abstraction
The information processing paradigm used to describe the processes involved in program comprehension also helps in defining the concept of level of abstraction precisely. Figure 1 is at a higher level of abstraction than that in Figure 3 because the former requires less processing to obtain a given information.
Previous work providing program models at a higher level of abstraction than source code through static, dynamic, or semantic analyses could be assessed using this definition of the level of abstraction for comparison and for evaluation of their algorithms and of the resulting program models. 
Comparison with Existing Theories
Falsifications
Attempts to falsify a theory are important for its refinement.
Theoretical Falsification
We propose three possible directions for falsifying our theory theoretically. First, our constructivist stance could be disputed and other philosophical stances could be used for software development and program comprehension, which would frame these activities better.
Second, we cast our theory in the information processing paradigm, but other paradigms could be envisioned to build program comprehension theories. Although we do not believe that an ecological paradigm, such as proposed by Gibson [15] , could be used in program comprehension easily, research is needed to study other paradigms to progress in the understanding of program comprehension.
Finally, the flow of data among processes, in the definitions of the (intermediary) representations and of the processes, must be detailed. We adapted theories of vision science in one consistent whole without overloading the resulting theory with detailed explanations. We favoured a more descriptive approach to parallel the program comprehension activity and the theory. Further studies could prove parts of (or all of) our theory wrong, thus advancing the understanding of the program comprehension activity.
Experimental Falsification
Experimental falsification of our theory includes devising experiments to disprove, for example, the flow of data among processes, the use of past knowledge during the Grouping and Comparison sub-processes, or the usefulness of these sub-processes for program comprehension. Experimental falsification could be based on introspection: observation of one's own conscious experience while comprehending programs. However, cognitive psychology rejects introspection [9] as a valid method of investigation (except through the "think-aloud" protocol [21] ). Thus, we propose to observe software engineers engaged in program comprehension.
Progress in non-intrusive monitoring of human behaviour allows to monitor external activities of software engineers involved in a program comprehension activity. We plan to use video-based eye tracking systems to assess the pertinence of design pattern identification for program comprehension. Video-based eye tracking systems allow to follow software engineers' eye movements while looking at a program model [16] . We will assess design pattern identification, on the one hand, and the use of these patterns during program comprehension, on the other hand, to improve current techniques of design pattern identification and of representations of micro-architectures similar to design motifs.
First, we will use a video-based eye tracking systems to study software engineers' eye movements on the constituents of program models (for example, UML-like class diagrams) and the dwell time on individual constituent (classes or relationships) to assess the identification of patterns. The hypothesis is that novice software engineers do not identify patterns in program models and, thus for a set of identical comprehension tasks, navigate through the models quite differently than expert software engineers. The expected conclusion is that expert software engineers identify patterns in program models, while novice software engineers do not, thus needing more time to comprehend models.
Second, we will study the use of identified patterns. Given a program model and a set of clearly identified patterns, we will compare software engineers' eye movements when performing different program comprehension tasks, distinguishing software engineers with and without pattern knowledge.
The hypothesis is that pattern knowledge eases the program comprehension activity by allowing expert software engineers to focus their attention (eye movements) on constituents inside or outside of the identified patterns instead of navigating among all their constituents. The expected conclusion is that expert software engineers benefit from their knowledge of patterns by focusing their attention relatively to these patterns. This conclusion could also be in agreement with the idea of intentionally-ignored information validated by Rock and Gutman [32] experimentally.
Conclusion and Future Work
We proposed a theory of program comprehension to explain the differences between expert and novice software engineers, in time and in effort, to perform program comprehension, in particular with patterns. This theory draws on the extensive literature in vision science and on previous theories of program comprehension. It is cast in the information processing paradigm and explains known facts on program comprehension, such as the importance of idioms, patterns, packages, composite states, and alternative graphical models, in terms of internal cognitive representations and processes. It provides a framework for concepts of program comprehension, such as level of abstraction, and for falsification studies, both theoretically and experimentally.
This theory is a step to explain the program comprehension activity and may be inadequate for some aspects of the activity. We humbly hope that our theory will foster new research as stepping stone towards more accurate explanations. Future work includes a detailed study of the internal cognitive representations used by the processes, their forms and their characteristics.
It also includes a closer comparative study (and possibly fusion) of our theory with von Mayrhauser's and Brooks'. We shall also perform falsification experiments using video-based eye tracking systems. Finally, other modalities should be studied, such as hear. Other future work also includes developing our theory to integrate negative facts found in the program comprehension domain, i.e., facts that contradicted the hypotheses of the researchers that studied them. Integrating such "negative" facts would help develop a theory that is more robust to contradicting facts.
