In this paper, we obtain fundamental Lp bounds in sequential prediction and recursive algorithms via an entropic analysis. Both classes of problems are examined by investigating the underlying entropic relationships of the data and/or noises involved, and the derived lower bounds may all be quantified in a conditional entropy characterization. We also study the conditions to achieve the generic bounds from an innovations' viewpoint.
I. INTRODUCTION
Information theory [1] was originally developed to analyze the fundamental limitations in communication, which may represent any systems that involve information transmission from one point to another point, or, as Shannon put it [2] , any systems that involve "reproducing at one point either exactly or approximately a message selected at another point". In a broad sense, the machine learning approaches may be viewed as information transmission (or, message reproducing) processes, as if extracting as much "information" as possible out of the training data (cf. discussions in, e.g., [3] - [5] ) and then transmitting the information to the test data, so as to reduce as much as possible the "uncertainty" or "randomness" contained in the latter. In sequential prediction, this "information extraction → information transmission → uncertainty reduction" process is done in a sequential manner, while in recursive algorithms, the process is carried out in a recursive way. By virtue of this analogy in terms of "message reproducing", in this paper we examine the fundamental limitations in sequential prediction and recursive algorithms via an information-theoretic approach, that is, via an entropic analysis.
In linear prediction theory [6] - [10] , the Kolmogorov-Szegö formula [9] , [11] - [15] provides a fundamental bound on the variance of prediction error for the linear prediction of Gaussian sequences. In this paper, we go beyond the linear Gaussian case; instead, we consider the generic sequential prediction setting in which the sequence to be predicted can be with arbitrary distributions while the predictor can be any arbitrarily causal, and we derive the fundamental L p This work was supported in part by NSF under grant ECCS-1847056 and SES-1541164, in part by a U. S. DOT grant through C2SMART Center at NYU, and in part by the U.S. DHS through the CIRI under Grant 2015-ST-061-CIRC01. bounds (more general than the variance bounds, which are essentially L 2 bounds, i.e., the special case of p = 2) on the prediction errors. In particular, we obtain the prediction bounds by investigating the underlying entropic relationships of the data points composing the sequences, while the derived bounds can be characterized explicitly by the conditional entropy of the data point to be predicted given the previous data points. Similarly, we study the fundamental L p bounds on the recursive differences in recursive algorithms, and it is seen that the recursive difference bounds can be quantified explicitly by the conditional entropy of the current noise conditioned on the past noises and the initial state of the recursive algorithm.
The remainder of the paper is organized as follows. Section II introduces the technical preliminaries. In Section III, we introduce the fundamental L p bounds in sequential prediction. Section IV presents the fundamental L p bounds in recursive algorithms. Concluding remarks are given in Section V.
Note that special cases (for p = 2 and p = ∞; see Section III) of the prediction bounds have been presented in our previous papers [16] and [17] , while this paper provides a unifying framework for p ≥ 1. On the other hand, the recursive algorithm bounds (see Section IV) did not appear in [16] or [17] , although the special cases for p = 2 and p = ∞ have been included without proofs in their updated arXiv versions [18] and [19] .
II. PRELIMINARIES
In this paper, we consider real-valued continuous random variables and vectors, as well as discrete-time stochastic processes they compose. We assume that the support sets of the random variables and vectors are compact if they are bounded. All the random variables, random vectors, and stochastic processes are assumed to be zero-mean, for simplicity and without loss of generality. We represent random variables and vectors using boldface letters. Given a stochastic process {x k } , x k ∈ R, we denote the sequence x 0 , . . . , x k by the random vector x 0,...,k = [x 0 · · · x k ] T for simplicity. The logarithm is defined with base 2. All functions are assumed to be measurable. A stochastic process {x k } , x k ∈ R is said to be asymptotically stationary if it is stationary as k → ∞, and herein stationarity means strict stationarity unless otherwise specified [11] . In addition, a process being asymptotically stationary implies that it is asymptotically mean stationary [20] .
Definitions and properties of the information-theoretic notions that will be used in this paper, including differential entropy h (x), conditional entropy h (x|y), entropy rate h ∞ (x), and mutual information I (x; y), can be found in, e.g., [1] .
On the other hand, the next lemma [21] presents maximumentropy probability distributions under L p -norm constraints.
where equality holds if and only if x is with probability density
Herein, Γ (·) denotes the Gamma function.
In particular, when p → ∞,
In fact, an alternative form of Lemma 1 can be obtained as follows.
Proposition 1: Consider a random variable x ∈ R with entropy h (x). Then,
Herein, µ is a normalizing factor. As a matter of fact, when equality is achieved in (1), it can be shown that
In particular, when p → ∞, (1) reduces to ess sup
that is to say, if and only if x is uniform, with
|x| .
III. L p BOUNDS IN SEQUENTIAL PREDICTION
In what follows, we provide a generic bound on the L p norm of the prediction error for when predicting a data point sequentially based on its previous data points.
Theorem 1: Consider a stochastic process {x k } , x k ∈ R. Denote the 1-step ahead prediction (in the rest of the paper, "1-step ahead prediction" will be abbreviated as "1-step prediction" for simplicity) of x k by x k = g k (x 0,...,k−1 ). Then,
where equality holds if and only if x k − x k is with probability density
and
where equality holds if and only if x k − x k is with probability density (8) . Meanwhile,
, where equality holds if and only if I (x k − x k ; x 0,...,k−1 ) = 0. Therefore,
where equality holds if and only if x k − x k is with probability density (8) and
Again, µ is a normalizing factor herein. In addition, when equality is achieved in (7) , it can be shown that
Note that for the rest of the paper, µ will always be a normalizing factor as of here, and its value can always be determined in a similar manner as well. Hence, for simplicity, we may skip discussions concerning how to decide µ in the rest of the paper. On the other hand, it is seen that the prediction bound depends only on the conditional entropy of the data point x k to be predicted given the previous data points x 0,...,k−1 , i.e.,, the amount of "randomness" contained in x k given x 0,...,k−1 . As such, if x 0,...,k−1 provide more/less information of x k , then the conditional entropy becomes smaller/larger, and thus the bound becomes smaller/larger.
In addition, equality in (7) holds if and only if the innovation x k − x k is with probability (8) , and contains no information of the previous data points x 0,...,k−1 ; it is as if all the "information" that may be utilized to reduce the prediction error's L p norm has been extracted.
A. Special Cases
We now consider the special cases of when p = 1, p = 2, and p = ∞, respectively.
1) When p = 1: The next corollary follows. Corollary 1: Consider a stochastic process {x k } , x k ∈ R. Denote the 1-step prediction of x k by x k = g k (x 0,...,k−1 ). Then,
that is to say, if and only if x k − x k is Laplace, and I (x k − x k ; x 0,...,k−1 ) = 0.
2) When p = 2: The next corollary follows. Corollary 2: Consider a stochastic process {x k } , x k ∈ R. Denote the 1-step prediction of x k by x k = g k (x 0,...,k−1 ). Then,
that is to say, if and only if x k − x k is Gaussian, and
It is clear that (12) may be rewritten as
which coincides with the conclusions in [1] and [16] .
3) When p = ∞: The next corollary follows. Corollary 3: Consider a stochastic process {x k } , x k ∈ R. Denote the 1-step prediction of x k by x k = g k (x 0,...,k−1 ). Then,
that is to say, if and only if x k − x k uniform, and I (x k − x k ; x 0,...,k−1 ) = 0. It can be shown that (15) reduces to the conclusions in [17] when x k − x k is further assumed to be with a compact set.
B. Connections with the Estimation Counterparts to Fano's Equality
We first present the following Corollary 4 which can be proved simply by replacing x k and y 0,...,k−1 by x and y respectively in Theorem 1.
Corollary 4: Consider a random variable x ∈ R with side information y ∈ R k . Then, it holds for any estimator x = g (y) that
where equality holds if and only if x − x is with probability density
and I (x − x; y) = 0. In addition, if the side information y is absent, it follows that
It can then be verified that when p = 2, (17) and (19) reduce to the so-called estimation counterparts to Fano's inequality [1] :
On the other hand, for p = 1 and p = ∞, (17) and (19) reduce respectively to
and ess sup
In this sense, (17) and (19) may be viewed as a generalizations of the estimation counterparts to Fano's inequality.
C. Viewpoint of Entropic Innovations
We next present an innovations' perspective [16] to view the term I (x k − x k ; x 0,...,k−1 ).
Proposition 2: For x k = g k (x 0,...,k−1 ), it always holds that
Stated alternatively, the mutual information between the current innovation and the previous data points is equal to that between the current innovation and the previous innovations. Accordingly, the condition that I (x k − x k ; x 0,...,k−1 ) = 0 is equivalent to that
which in turn means that the current innovation x k − x k contains no information of the previous innovations. This is a key link that facilitates the subsequent analysis in the asymptotic case.
Corollary 5: Consider a stochastic process {x k } , x k ∈ R. Denote the 1-step prediction of x k by x k = g k (x 0,...,k−1 ). Then,
where equality holds if {x k − x k } is asymptotically white and with probability density
Proof. It is known from Theorem 1 that
where equality holds if and only if x k − x k is with probability density (8) and I (x k − x k ; x 0,...,k−1 ) = 0. This, by taking lim inf k→∞ on its both sides, then leads to
Herein, equality holds if x k − x k is with probability density (8) and
as k → ∞. Since that
as k → ∞ is equivalent to that x k − x k is asymptotically white, equality in (26) holds if {x k − x k } is asymptotically white and with probability density (27).
Strictly speaking, herein white should be independent (over time); in the rest of the paper, however, we will use white to replace independent for simplicity, unless otherwise specified.
When the sequence to be predicted is asymptotically stationary, we arrive at the following result.
Corollary 6: Consider an asymptotically stationary stochastic process {x k } , x k ∈ R. Denote the 1-step prediction of x k by x k = g k (x 0,...,k−1 ). Then,
where h ∞ (x) denotes the entropy rate of {x k }. Herein, equality holds if {x k − x k } is asymptotically white and with probability density (27). Corollary 6 follows directly from Corollary 5 by noting that for asymptotically stationary processes {x k }, we have [1] lim inf k→∞ h (x k |x 0,...,k−1 ) = lim k→∞ h (x k |x 0,...,k−1 ) = h ∞ (x) .
As a matter of fact, if {x k − x k } is asymptotically white and with probability density (27), then, noting also that {x k } is asymptotically stationary, it holds that
In addition, we can show that (29) holds if and only if {x k − x k } is asymptotically white and with probability density (27); in other words, the necessary and sufficient condition for achieving the prediction bounds asymptotically is that the innovation is asymptotically white and with probability density (27).
D. Relation to the Kolomogorov-Szegö Formula
Indeed, formulae that are more specific than that of Corollary 6 could be derived when it comes to predicting asymptotically stationary sequences.
Corollary 7: Consider an asymptotically stationary stochastic process {x k } , x k ∈ R with asymptotic power spectrum S x (ω), which is defined as [11] 
and herein R x (k) = lim i→∞ E [x i x i+k ] denotes the asymptotic correlation matrix. Denote the 1-step prediction of x k by x k = g k (x 0,...,k−1 ). Then,
Proof. It is known from [22] that for an asymptotically stationary stochastic process {x k } with asymptotic power spectrum S x (ω),
Consequently,
This completes the proof. Herein, negentropy rate is a measure of non-Gaussianity for asymptotically stationary sequences, which grows larger as the sequence to be predicted becomes less Gaussian; see [22] for more details of its properties. Accordingly, the bounds in (30) will decrease as {x k } becomes less Gaussian, and vice versa. In the limit when {x k } is Gaussian, (30) reduces to
Moreover, when p = 2, (31) further reduces to
In addition, we can show that
if and only if {x k − x k } is asymptotically white Gaussian, which coincides with the Kolmogorov-Szegö formula [9] . In this sense, (31) as well as (30) may be viewed as generalizations of the Kolmogorov-Szegö formula.
IV. L p BOUNDS IN RECURSIVE ALGORITHMS
In this section, we investigate the fundamental limitations in recursive algorithms. In particular, we first present the following generic L p bounds on the recursive differences.
Theorem 2: Consider a recursive algorithm given by
where x k ∈ R denotes the recursive state, n k ∈ R denotes the noise, and g k (x 0,...,k ) ∈ R. Then,
where equality holds if and only if x k+1 − x k is with probability density
and I (x k+1 − x k ; n 0,...,k−1 , x 0 ) = 0. Before we prove Theorem 2, we first prove the following proposition.
Proposition 3: For the recursive algorithm given in (34), it holds that x k is eventually a function of n 0,...,k−1 and x 0 , i.e.,
x k = l k (n 0,...,k−1 , x 0 ) .
(37)
Proof. To begin with, it is clear that when k = 0, (34) reduces to
and thus it holds that
that is, (37) holds for k = 0. Next, when k = 1, (34) is given by
As such, since x 1 is a function of n 0 and x 0 , we have x 2 = l 0 (n 0 , x 0 ) + g 1 (x 0 , l 0 (n 0 , x 0 )) + n 1 .
In other words, x 2 is a function of n 0,1 and x 0 , and thus (37) holds for k = 1. We may then repeat this process and show that (37) holds for any k ≥ 0.
We next prove Theorem 2 based upon Proposition 3.
Proof of Theorem 2. It is known from Lemma 1 that Then, due to Proposition 3, g k (x 0,...,k ) is a function of n 0,...,k−1 and x 0 . Hence, h (g k (x 0,...,k ) + n k |n 0,...,k−1 , x 0 ) = h (n k |n 0,...,k−1 , x 0 ) .
As a result, 2 h(x k+1 −x k ) ≥ 2 h(n k |n 0,...,k−1 ,x0) , where equality holds if and only if I (x k+1 − x k ; n 0,...,k−1 , x 0 ) = 0. Therefore, It is clear that herein the lower bounds are determined completely by the conditional entropy of the current noise n k conditioned on the past noises n 0,...,k−1 and the initial state of the recursive algorithm.
Herein, if x 0 is chosen deteministically, then 
