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Topological insulators (TIs) are characterized by the quantum anomalous Hall effect (QAHE) on
the topological surface states under time-reversal symmetry breaking. Motivated by recent experi-
ments on the magneto-optical effects induced by the QAHE, we develop a theory for the dynamical
Hall conductivity for subgap optical frequency and intense optical fields using the Keldysh-Floquet
Green’s function formalism. Our theory reveals a nonlinear regime in which the Hall conductivity
remains close to e2/2h at low frequencies. At higher optical fields, we find that the subsequent
collapse of the half quantization is accompanied by coherent oscillations of the dynamical Hall con-
ductivity as a function of field strength, triggered by the formation of Floquet subbands and the
concomitant inter-subband transitions.
PACS numbers:
Introduction.— Topological quantum phases of matter
are one of the most intriguing paradigms in contempo-
rary condensed matter physics [1, 2]. Recently, inten-
sive researches have been focused on the interplay be-
tween topological order and dynamics. This is well ex-
emplified by the dynamical synthesis and manipulation
of topological quantum phases, which include Floquet
Chern insulators [3], Floquet TIs [4], Floquet Majorana
fermions [5, 6], and Floquet Weyl semimetals [7, 8].
Topological Hall quantization is a hallmark signature
of two-dimensional (2D) quantum anomalous Hall insu-
lators [9]. The crucial ingredients to realize the quan-
tum anomalous Hall state are strong spin-orbit coupling
and a magnetic Zeeman gap ∆. With magnetic dop-
ing, these can be realized on the TI surface [10], single-
layer or bilayer graphene [11, 12], and HgTe quantum
well [13]. Under a D.C. bias, a robust Hall plateau cor-
responding to the quantized Hall value has already been
observed [14–16] in magnetically doped TI films. While
topological transport as a property of linear response has
been extensively studied under a D.C. or an A.C. electric
field serving as a weak probe field, one is naturally led to
consider whether nonlinear responses can exhibit topo-
logical properties under strong optical pump fields. In
this vein, recent works have shown that the second and
third order optical susceptibilities [17–20] in topological
matter may also contain topological contributions arising
from a nonzero Berry curvature. An important unan-
swered question in the emerging topic of nonequilibrium
topological response concerns the strong-field influences
on the topological Hall conductivity. Theoretical predic-
tions [21, 22] have shown that the quantization of the Hall
conductivity can manifest as quantization of magneto-
optical Faraday and Kerr rotations when TI thin films
are illuminated by a low-frequency optical probe field, as
confirmed in recent experiments [23–25]. This provides
a strong motivation to consider the effects on the topo-
logical Hall quantization due to a strong A.C. driving
field E, particularly in the low-frequency subgap regime
(~Ω ≪ ∆), when the light-matter interaction ∼ E/Ω is
manifestly nonperturbative.
In this work, we develop a theory for the dynamical
Hall effect in quantum anomalous Hall insulators using
the Keldysh-Floquet Green’s function formalism. We
note that the study of topological states using the Flo-
quet formalism (in Floquet TIs, for example) has so far
been largely focused on the high-frequency, off-resonance
regime; the effects of low-frequency A.C. driving in the
adiabatic regime, where the frequency is small compared
to either the bandwidth or the band gap, remain not well
understood. To remedy this situation, we numerically
study the Hall conductivity as a function of the optical
field strength and frequency without any expansion in
powers of optical field strength. This approach allows us
to address the full nonperturbative effects of the optical
field on the electronic bands and transport properties of
the system, even at low frequencies. For concreteness,
we take the massive Dirac model describing TI surface
states with broken time-reversal symmetry [26, 27] as
our prototypical system of investigation. We expect the
conclusions from our theory to be broadly applicable to
other materials that host massive Dirac fermions such as
Chern insulators and graphene-like materials with broken
spatial-inversion symmetry.
2D massive Dirac fermions and QAHE.— We consider
the quantum anomalous Hall state realized on the surface
of a TI film with broken time-reversal symmetry, e.g., by
interfacing with a magnetic substrate or by doping with
magnetic adatoms [1, 2, 9]. The film is sufficiently thick
so that tunneling between the top and bottom surface
states can be ignored [28]. Focusing on a single surface,
a low-energy electron at the Γ point in the Brillouin zone
is described by the 2D massive Dirac Hamiltonian H =∑
k
ψ†
k
Hkψk with Hk = dk · τ . Here, ψk = (ck↑, ck↓)
T
with ckα the electron annihilation operator with momen-
tum ~k and spin α(=↑, ↓), τ = (τx, τy, τz) consists of the
2Pauli matrices, and dk = (v~kx, v~ky,m0) with v being
the Dirac velocity. In the presence of the Dirac mass
m0, or equivalently, the band gap ∆(= 2m0), which is
generated by the exchange field due to the magnetic sub-
strate or adatoms, the bulk energy spectrum for the sur-
face state becomes insulating with the energy dispersion
Ek = |dk| = [(v~)
2(k2x + k
2
y) +m
2
0]
1/2 for the conduction
band and −Ek for the valence band. In the presence of
a time-independent D.C. electric field, 2D massive Dirac
fermions give rise to the QAHE consisting of a robust
one-half quantization of the Hall conductance in units
of σ0 = e
2/h due to the half-skyrmion configuration of
dˆk [9]: σxy/σ0 = (1/4pi)
∫
d2k dˆk · (∂kx dˆk × ∂ky dˆk) =
sgn(m0)/2, where dˆk = dk/|dk|, and ‘sgn’ denotes the
signum function.
Dynamical response to the optical field.— We now con-
sider linearly polarized light illuminated in the normal
direction to the surface of the TI film. Choosing the
polarization direction along the x axis and the propaga-
tion direction along the z axis, the incident light with
electric field amplitude E and frequency Ω is described
by the vector potential A(t) = −(cE/Ω)ζ(t) sin(Ωt)xˆ.
Here, a switching protocol is encoded in the function
ζ(t) = et/τsΘ(−t)+Θ(t), with τs being a switch-on time
scale and Θ(x) the step function, which satisfies ζ → 0 for
an equilibrium state at t→ −∞ and ζ = 1 for a nonequi-
librium steady state (NESS) at t ≥ 0. In the semiclassi-
cal treatment of the optical field, the Peierls substitution
~k→ ~k+ eA(t)/c in the original Hamiltonian leads to
the time-dependent HamiltonianHk(t) = Hk+V(t), with
the perturbation of the form V(t) = −V0ζ(t) sin(Ωt)τx
with V0 = eEv/Ω playing the role of Rabi frequency of
the two-band system. The relative strength of the Rabi
frequency to the photon energy defines the dimensionless
coupling parameter λ = V0/~Ω, according to which the
system is in a regime commonly classified as weak cou-
pling (λ ≪ 1) and strong coupling (λ & 1) [29, 30] in
quantum optics.
For the purpose of formulating a nonperturbative the-
ory of dynamical response, we start with a generic
form of the surface electric current density, J(t) =
−eS−1
∑
k
〈vk(t)〉, where S is the normalization area,
vk(t) = ψ
†
k
(t)∇k[Hk(t)/~]ψk(t) is the single-electron ve-
locity operator, and 〈M〉 = Tr(ρ0M) is the canonical en-
semble average of the operator M in terms of the initial
density matrix ρ0 = e
−H/kBT /Tr(e−H/kBT ), which de-
pends on the switching protocol as discussed later. The
time evolution of J(t) is expressed by using the lesser
Green’s function, [~G<
k
(t, t)]αβ = i〈c
†
kβ(t)ckα(t)〉. In this
work, if we focus on a NESS, the system recovers time
translational symmetry, i.e., H(t) = H(t+τ) with period-
icity τ(= 2pi/Ω), and is thus governed by the Floquet the-
orem [31]. By considering the Floquet mode expansion of
the Green’s function, [~G<
k
(t, t)]αβ =
∑
m,n∈Z e
−i(m−n)Ωt∫
~Ω/2
−~Ω/2
d~ω[Gˆ<
k
(ω)]αβ;mn/2pi, we find the surface current
density Jµ(t) =
∑
s∈NRe
[
σsµx(E)Ee
−isΩt
]
(µ ∈ {x, y}),
where the s-th harmonics of the field-dependent dynam-
ical longitudinal and Hall conductivities are given by
Re[σsxx(E)] = Im[σ˜
s
+(E)], (1)
Im[σsyx(E)] = Im[σ˜
s
−(E)], (2)
for the dissipative (incoherent) components, and
Re[σsyx(E)] = Re[σ˜
s
+(E)], (3)
Im[σsxx(E)] = −Re[σ˜
s
−(E)], (4)
for the reactive (coherent) components, and σ˜s±(E) reads
σ˜s±(E)
σ0
= −2
E0
E
(
v~
∆
)2
1
S
∑
k
∑
n∈Z
∫ ~Ω/2
−~Ω/2
d~ω
×
{
[Gˆ<
k
(ω)]↑↓;n+s,n ± [Gˆ
<
k
(ω)]↑↓;n,n+s
}
. (5)
Here, E0 = ∆
2/(ev~) defines a natural scale of maximum
field strength in our problem at which Zener breakdown
occurs [32], and
∑
k
= S(2piv~)−2
∫ Ec
∆/2 dEk Ek
∫ 2pi
0 dϕk
with ϕk = tan
−1(ky/kx) and Ec being an ultraviolet en-
ergy cutoff for the Dirac model at the level of low-energy
effective theory.
Green’s function in the Keldysh-Floquet space.— Now,
our main task boils down to finding the lesser Green’s
function Gˆ<
k
in Eq. (5), which can be achieved using the
Keldysh-Floquet Green’s function formalism [33, 34]. In
this formalism, the Keldysh contour is introduced in the
time domain, since quantum states at remote past and
future on a single time-ordered branch are not adiabati-
cally connected to each other under nonequilibrium con-
dition [35, 36]. Especially, regarding NESS, the contour-
ordered Green’s function is mapped onto the Keldysh
space, represented by a 2×2 matrix. This Keldysh space
is further extended to include the Floquet space for sys-
tems satisfying the Floquet theorem.
The interacting Green’s function is governed by the
Dyson equation, represented in the Keldysh-Floquet
space as follows:
(
GˆR
k
GˆK
k
0 GˆA
k
)−1
=
(
GˆR
k
GˆK
k
0 GˆA
k
)−1
−
(
Vˆ 0
0 Vˆ
)
. (6)
On the left-hand side of Eq. (6), the retarded, advanced,
and Keldysh components are defined by [Gˆγ
k
(ω)]αβ;mn =∫
dtei(ω+mΩ)t
∫
dt′e−i(ω+nΩ)t
′
[Gγ
k
(t, t′)]αβ (γ = R,A,K),
where [~GR,A
k
(t, t′)]αβ = ∓iΘ(±t∓ t
′)〈{ckα(t), c
†
kβ(t
′)}〉,
[~GK
k
(t, t′)]αβ = −i〈[ckα(t), c
†
kβ(t
′)]〉, and −Ω/2 ≤ ω <
Ω/2. In the right-hand side of Eq. (6), the first
term describes the initial NESS at t = 0 after tran-
sient effects have washed out, and the second term
corresponds to the perturbation defined by (Vˆ)mn =
τ−1
∫ τ
0
dtei(m−n)ΩtV(t) = −i(V0/2)τx(δm,n+1 − δm,n−1).
Provided that the initial NESS is known, the interacting
3Green’s function can be found by numerically inverting
Eq. (6). Then, the result is inserted into Eq. (5) through
the relation Gˆ<
k
= (GˆK
k
− GˆR
k
+ GˆA
k
)/2.
In Eq. (6), the initial NESS was not specified yet. We
assume that the optical field is adiabatically switched
on with the switch-on time τs long enough compared
with other time scales in the system, so as to restore
the condition of thermal equilibrium at t = 0 [37].
Under this condition, the initial NESS is described by
the equilibrium Green’s function with the components:
Gˆγ
k
(ω) = Uk gˆ
γ
k
(ω) U†
k
(γ = R,A,K), where [gˆR
k
(ω)]−1 =
I2⊗[(~ω+iη)I∞+~Ωˆ]−Ekτz⊗I∞ and [gˆ
A
k
(ω)] = [gˆR
k
(ω)]†.
gˆK
k
, satisfying the fluctuation-dissipation relation [36], is
given by gˆK
k
(ω) = [gˆR
k
(ω) − gˆA
k
(ω)]I2 ⊗ [I∞ − 2Fˆ(ω)].
Here, In is the n × n identity matrix, η is the band
broadening width due to elastic scattering of electrons,
(Ωˆ)mn = nΩδmn, and [Fˆ(ω)]mn = fFD(ω + nΩ)δmn
with fFD(ω) = (e
~ω/kBT + 1)−1. The unitary operator
Uk = [sin(ϑk/2)(cosϕkτx+sinϕkτy)+cos(ϑk/2)τz]⊗ I∞
transforms the original spin representation ofHk into the
band representation, with ϑk = cos
−1[∆/(2Ek)].
Linear-response and near-resonance regimes.— Our
formalism provides a generic framework to investigate the
dynamical response of massive Dirac electrons to strong
optical fields. Before applying our theory to the full non-
perturbative regime, here we consider in particular (i)
the linear-response and (ii) the near-resonance coherent
regimes, and see whether our framework reproduces es-
tablished results in these well-known limits.
First, we are able to recover the linear-response result
when V0 ≪ ∆. In this regime, Eq. (6) can be expanded
analytically up to the linear order in V0, and we recover
the Kubo formula result for dynamical conductivity [21]
(see Supplementary Material for details). In Fig. 1(a),
we also numerically confirm that the linear-response be-
havior of the dynamical Hall conductivity is recovered as
the optical field strength is decreased (the reference plot
of the Kubo formula result is indicated by the red solid
line) [39]. In the low-frequency regime, we notice that the
one-half Hall quantization remains robust against weak
fields.
Secondly, we examine the near-resonance coherent
regime, where the optical frequency is close to the band
gap with the detuning δ(= ∆− ~Ω) satisfying ∆≫ δ ≫
η. For the Dirac model, a theory based on the Bloch
equation has been developed within the rotating wave
approximation (RWA) [40] (see Supplementary Material
for details). The result for the dynamical Hall conduc-
tivity from this theory is plotted in Fig. 1(b) as the red
solid line. For weak fields (E/E0 . 0.2), as η decreases
below δ approaching the coherent regime (η → 0), we
find close agreement between the Keldysh-Floquet and
the Bloch-RWA results. This regime corresponds to weak
coupling with λ ≪ 1. On the other hand, for stronger
fields (E/E0 & 0.2), the Keldysh-Floquet result differs
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FIG. 1: Comparison of the dynamical Hall conductivity ob-
tained by our theory with the counterpart (a) by the Kubo
theory in the linear-response regime; (b) by the Bloch theory
in the rotating wave approximation (RWA) near resonance. In
(a), we set η/∆ = 0.01 with varying E; in (b), ~Ω/∆ = 0.99,
or equivalently the detuning δ/∆ = 1 − ~Ω/∆ = 0.01, with
varying η. In both (a) and (b), we have common parameters
kBT/∆ = 0.02 and Ec/∆ = 10.
noticeably from the Bloch-RWA result, because n-photon
excitation processes (n ≥ 2) that becomes important at
strong fields are ignored in the RWA [41], but are exactly
captured in the Keldysh-Floquet approach.
Dynamical QAHE.— Our main interest in this work is
to investigate the robustness and the dynamical break-
down of the QAHE without restricting ourselves to
the linear-response or near-resonance coherent regimes.
Here, we focus our discussion on Re[σs=1xx (E)] and
Re[σs=1yx (E)], which are sufficient to capture the QAHE
in the low-frequency regime. Figure 2 shows the dynam-
ical breakdown of the QAHE as a function of optical
field strength for different frequencies. Both the longi-
tudinal and Hall conductivities exhibit a consistent pat-
tern underlain by the following two main features. First,
there is a clear signature for the robustness of the half-
quantized Hall regime. In Fig. 2(b), for ~Ω/∆ = 0.2,
low enough to capture the QAHE, the regime is robust
up to a threshold optical field strength Eth/E0 ≈ 0.12.
For E < Eth, the longitudinal counterpart is suppressed,
and the generalized Hall angle θH , which is defined by
tan−1[Re(σs=1yx )/Re(σ
s=1
xx )], attains the maximum value
pi/2 [see Fig. 2(a) and (c)]. Secondly, in the regime of
E > Eth, the QAHE dynamically collapses, and the
conductivities exhibit an oscillatory behavior, which be-
comes more prominent with decreasing optical field fre-
quency or increasing field strength.
In Fig. 3, we show the full dependence of the dy-
namical Hall conductivity on both the optical frequency
and field strength. The lower left corner of the plot
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FIG. 2: Dynamical breakdown of the one-half QAHE. Each
panel shows (a) the dynamical longitudinal conductivity, (b)
the dynamical Hall conductivity, and (c) the generalized Hall
angle as a function of optical field strength E for some val-
ues of optical frequency Ω. Here, we used the parameters
kBT/∆ = 0.02, η/∆ = 0.01, and Ec/∆ = 10.
labeled by “QAHE” corresponds to the low-field adia-
batic regime in which the quantized Hall conductivity
remains robust. The region with E < Eth ≈ 0.12E0 and
~Ω ∈ (0,∆) corresponds to the linear-response regime
where the Kubo theory is valid; whereas the region with
~Ω ≈ ∆ and E ∈ (0, E0) is approximately captured
by the Bloch-RWA theory when multiphoton processes
are ignored. We observe that the oscillatory behavior is
most prominent in the upper left corner of Fig. 3, where
~Ω/∆ ≈ 0.2 and E/E0 . 1. This regime with low fre-
quency and high electric field is characterized by a strong
light-matter coupling, since λ = (E/E0)/(~Ω/∆)
2 ≫ 1.
Numerical calculations in this regime is challenging be-
cause of the large number of Floquet modes involved
due to a small frequency. To understand the behavior
in this regime, we treat the time-independent part of
the Hamiltonian Hk as a perturbation [42], valid when
V0 ≫ Ek ≥ ∆/2. To linear order in Ek/V0, we find
that Re[σs=1yx (E)] ∝
∑
n∈NQnWn, where Qn andWn are
weight functions corresponding to the Floquet state with
n-photon excitations (n ≥ 1), labeled by “Fn” in Fig. 3:
Qn =
∫ ∞
−∞
dω˜
∫ ∞
−∞
dω˜′P
1
ω˜′ − ω˜ +Ω
ρ(ω˜)ρ(ω˜′ + nΩ)
×
[
fFD(ω˜)− fFD(ω˜
′ + nΩ)
]
, (7)
Wn =
E0
E
Jn−1(2λ)[Jn(2λ)− Jn−2(2λ)](1 − δn,1/2), (8)
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FIG. 3: Phase diagram for the dynamical Hall conductivity
as a function of the optical frequency Ω and the optical field
strength E. The right panel indicates the color legend for the
dynamical Hall conductivity. “QAHE” indicates the QAHE
phase, and “Fn” (n ∈ N) the Floquet state with n-photon
excitations. Unassigned parameters are the same as in Fig. 2.
where P stands for the principle value integral, ρ(ω˜) =
−Im
∑
k
∑
α∈{↑,↓}[Gˆ
R
k
(ω)]αα;nn/pi is the time-averaged
local density of states with ω˜ = ω + nΩ, and Jn(x) is
the Bessel function of the first kind (see Supplementary
Material for details). We note that this result is closely
connected to the tunneling current formula under A.C.
bias voltage in the Tien-Gordon theory [43]; in fact, the
Hall conductivity with Eqs. (7)-(8) is in the form of the
Kramers-Kronig counterpart of the Tien-Gordon tunnel-
ing conductivity. Our numerical results show that the
field dependence of Qn is insignificant. Instead, the main
effect is captured in the asymptotic form ofWn for λ≫ 1,
Wn ≈
1
2pi
[
(−1)n +
1
2
δn,1
]
E0
E
cos(4λ)
λ
, (9)
from which we see that the Hall current oscillates
with the optical field strength E/E0 at a frequency
∼ (∆/~Ω)2. The oscillation frequency is therefore a di-
rect probe of the light-matter coupling λ, with more fre-
quent oscillations characterizing a stronger coupling.
For bismuth-based TIs with Dirac velocity v ≈ 5 ×
105ms−1 and magnetically-induced gap ∆ = 0.02 − 0.2
eV [14–16, 26, 27], we estimate that the required optical
frequency and field strength for observing coherent oscil-
lations of the Hall conductivity are Ω < 30.39−303.9THz
and E . 1.215 − 121.5MVm−1, which are well within
current experimental accessibility. The dynamical Hall
conductivity in the TI film can be measured indirectly
through magneto-optical Faraday and Kerr rotations, or
directly in a standard Hall measurement geometry illu-
5minated with the linear polarization of the normally in-
cident light parallel to the length of the Hall bar. In ad-
dition to TIs, graphene or bilayer graphene doped with
noble metal atoms offer an alternate class of systems with
a band gap and associated topological Hall transport
[12, 44]. In this scenario, the valley degrees of freedom
give rise to a quantized valley Hall conductivity. Illumi-
nated by a strong optical field, dynamical valley Hall cur-
rents will be generated in the transverse direction, which
can be measured in a nonlocal transport geometry [45–
47].
In summary, we have developed a theory for the dy-
namical quantum anomalous Hall effect driven by intense
optical fields. Our theory addresses the question of the
robustness of topological Hall quantization in the non-
linear electric field regime, and predicts a collapse of
Hall quantization at high fields accompanied by coher-
ent conductivity oscillations as a function of optical field
strength. Our work sheds light on the problem of the
nonequilibrium dynamical response of topological phases
under a strong optical field, and our findings should offer
new insights in nonequilibrium topological states partic-
ularly in the low-frequency, adiabatic regime.
This work is supported from a startup fund of the Uni-
versity of Alabama.
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