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In this note some problems of asymptotic inference in a class of non-stationary stochastic 
processes are considered. In particular, it is shown that no criterion based on the existence of 
uniformly most powerful tests over a local neighborhood can be used in this situation. 
Asymptotic decision theory mixed normal distributions 
supercritical Galton-Watson branching processes 
1. Introduction 
For statistical inference in parametric families of distributions asymptotic argu- 
ments are often used, both to obtain approximations to particular statistics of 
interest and to justify their use by appealing to some optimality criterion. 
From a decision theoretic viewpoint the latter aspect seems to be definitely settled 
by Le Cam and Hajek for the large class of parametric families which are ‘locally 
asymptotic normal’ (L.A.N.). That is, if P B,n is the distribution of the first n 
observations under the parameter value 8, belonging to the set of possible parameter 
values 0, where 0 is an open subset of R k, and if, for t E R k, dP,+,,,;;,,/dP,,, denotes 
the Radon-Nikodym derivative of the part of P o+t/%,;l;n which is absolutely con- 
tinuous with respect to P6,“, one has the following asymptotic expansion: 
log dPe+t,d;,,/dPs,, = t’X, -it’lWt +m(@) (1.1) 
where X, converges to a multinormal distribution with expectation 0 and a positive 
definite covariance matrix P(8), and r, (0) -+ 0 in P,,, probability. 
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In [13] Le Cam showed how to construct asymptotically optimal similar tests if 
condition (1.1) is satisfied. Hajek [8] established a decomposition of the Iimiting 
distribution of a class of regular estimators under the same condition: In another 
paper [9] he showed that under (1.1) it is possible to find a lower bound for the 
risks of estimators taken over shrinking neighborhoods of the true parameter, and 
he also characterized sequences of estimators that obtain this lower bound. 
These strong asymptotic inference results are thus available for families of 
distributions that satisfy the condition (1.1). In particular this is true for independent 
identically distributed observations having a density whose square root is quadratic 
mean differentiable: see Le Cam’s papers [14] and [15] for the proofs. But there 
are many other families which also have this property. The interested reader should 
not have any problem in locating the relevant papers in the literature. 
The arguments above leading to the optimality statements of the sequences of 
decision procedures can in fact be generalized. In an important paper [16] Le Cam 
showed how the optimality results under the L.A.N. condition (1 .l), can be viewed 
as special cases of a more general phenomenon. One main conclusion of his paper 
is that under ‘weak convergence’ of experiments it is possible on the basis of 
admissibility and minimax results from the limiting experiment to establish lower 
bounds for the risk of sequences of estimators and tests. By ‘experiment’ we mean 
a family of distributions {PO : 0 E 0) indexed by a fixed parameter set 0. 
The particular L.A.N. case discussed above corresponds to the important case 
that the sequence of experiments {PQ+ij~;,n: t E Rk} for some k converges weakly 
to a Gaussian shift experiment. 
In this note we will discuss another situation which is somewhat similar to the 
L.A.N./Gaussian shift case. From the discussion above it should be clear how we 
proceed. First we analyze the procedures in the limiting experiment and investigate 
their optimality properties, and then appeal to the general theory outlined above 
to obtain corresponding results for sequences of decision procedures. 
Consideration of the case dealt with below is motivated by some recent work 
on asymptotic inference in a class of non-stationary processes. For a general survey 
of inference in stochastic processes we refer to Basawa and Prakasa Rao [2] and 
to their recent monograph [3]. 
By proceeding in the manner already outlined we can throw some light on these 
results, and also obtain some new ones. Moreover, we believe that it provides 
another example of the strength of Le Cam’s general approach, since the argumenta- 
tion is facilitated, and the particular case is integrated into a general framework 
for asymptotic decision theory. 
We will only treat the case where the parameter set is contained in the real line. 
By analogy to the locally asymptotic normal families it should be fairly clear where 
generalizations are possible. 
Using the terminology introduced by Jeganathan (see e.g., [ll] or [12]) we will 
say that the sequence of experiments {PO,,: 8 E 0) where 0 is an open subset of 
the real line is ‘locally asymptotically mixed normal at B0 E 0’ if there is a sequence 
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{&}, = iv2 ._.. of constants, S,, + 0 as n + CO such that 
dPe,+,ti,,n . 
log dP 
- tWf,‘*Z, +tt* w,, + 0 
e0.n 
(1.2) 
in PO,,,, probability and (Z,, W,) + (2, W) in distribution under Pe,,,,, Z and W are 
independent, W > 0 a.s. and 2 -N(O, 1). We will also define the ‘mixed normal’ 
family of distributions as having density 
(2-K)-“* exp{-:(y -tw”*)*}g(w) (1.3) 
with respect to the measure A XP where A is the Lebesgue measure on the real 
line and w is a r-finite measure defined on ((0, a), Bore1 sets). 
The assumption (1.2) has also been used by Basawa and Koul [l]. For a recent 
paper dealing with this condition, see Sweeting [21]. 
The condition (1.2) is exactly what is needed to obtain the weak convergence of 
the experiments {Pe,,+,6n,n: t E R} to the experiment {P,: t E R} where P, is defined 
by (1.3). What must be shown is the joint convergence of any finite set of likelihood 
ratios. This is done exactly as in the L.A.N. case by using the Cramer-Wold device 
and the contiguity of the sequences (Pe,+ts,,,} and {Pe,,,n}. 
We shall also need the fact that when the parameter set is finite, weak convergence 
is equivalent to convergence in the ‘A-metric’. This means in particular that any 
risk function in the limiting experiment can be uniformly approximated by risk 
functions in the sequence of experiments, provided the loss function is bounded. 
For these results we refer to Le Cam [l&17]. 
In this note we shall mainly consider testing problems. Since the optimality 
statements for this kind of decision problems are weaker in mixed normal families 
of distributions than for Gaussian shift experiments, the asymptotic results will also 
reflect this feature. 
However, to illustrate the generality and value of the approach described above, 
we shall also briefly outline how a generalization of Hajek’s famous minimax 
theorem can be obtained. This has already been shown by Jeganathan (see [12]) 
by a different method, although he pointed out the possibility of obtaining the 
result along the lines we shall pursue. All priority thus goes to Jeganathan. 
The reason why the result is included, is that it brings out the unifying aspect in 
asymptotic efficiency considerations, when the criterion for efficiency is based on 
decision theory. The essential points are the ‘weak convergence’ of the experiments 
and the optimality result in the limiting experiment. The probabilistic tools used 
in establishing the ‘weak convergence’ are from a strictly statistical point of view 
of less importance. 
To apply the results of this paper it will be enough to show that the families of 
distributions which we consider, in fact satisfy the L.A.M.N. condition (1.2). It is 
well known that super-critical Galton-Watson processes do when the offspring 
distribution belongs to a certain class of exponential distributions (see Feigin’s 
paper [7]). But the result is true for a much larger class. In [6] Davies has shown 
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that it is sufficient that the offspring distribution has a density whose square root 
is quadratic mean differentiable. Another proof using stronger ‘Cram& type’ 
conditions can be found in the author’s dissertation [22]. 
Finally we recall that also the first-order autoregressive Gaussian process which 
has a coefficient with absolute value larger than one will satisfy the L.A.M.N. 
condition. This is also shown in Feigin’s paper. 
2. Main results 
2.1. Testing 
One way to compare tests in parametric families of distributions is to consider 
a sequence of testing problems: 
H,:13=8~ versus K,:O=OO+t&, 
where (8,) is a sequence of constants tending to 0 as n tends to CO, and tiO is a fixed 
value of the parameter. 
For families of probability measures which are locally asymptotic mixed normal, 
this problem has been treated by Basawa and Scott [4,5] and by Feigin [7] (see 
also Sweeting [20]). In [l] there are some results for the multidimensional case. 
Basawa and Scott [S] defined an efficiency concept in terms of the derivative of 
the power function. Using a contiguity argument, Feigin [7] was able to compute 
the power of the tests in question under local alternatives of the form K,, as defined 
above. His conclusions did not support those of Basawa and Scott. 
Actually there is no incompatibility between the two results, as one can see by 
looking at the corresponding problem for the limiting experiment. The tests corres- 
ponding to the optimal ones in the sense of Basawa and Scott will be the locally 
most powerful tests. However, since there are no uniformly most powerful tests in 
these modeIs, a test being locally most powerful must necessarily have less power 
than what can be obtained in some parts of the alternative. The best one can hope 
for using Basawa and Scott’s criterion is some sort of ‘local admissiblity’, which is 
actually what they show. 
We will below first give a reformulation of Basawa and Scott’s result and then 
show that it is impossible to use any criterion based on existence of uniformly most 
powerful tests without entailing that the random variable W in the limiting experi- 
ment degenerates. 
The decision problem in the limiting experiment corresponding to the sequence 
of testing problems above, is the test 
H: t=O versus K: t>O 
We now have the following result. 
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Lemma 2.1. Consider the family of probability measures defined by (1.3). Let k be 
defined by 
EoI{W”2Z>k}=cY. 
Then if 4 is a test satisfying 
Eo& c a, 
there is a t(<b) > 0 so that 
E,~GE,I[W”*Z>~] foralltE[O,t(4)]. 
Proof. This follows immediately by using the Neyman-Pearson lemma to show 
that the test I[ W”2Z > k] is locally most powerful at level (Y for testing 
H:t=O versus K:t>O. 
The only thing that needs to be verified is that differentiation of the power 
function may be done by differentiating under the integral. That is, 
I C#J (2, w) exp{- +(z - tw “2)21g(w) dzll.(dw) 
is differentiable in t at t = 0. This follows, however, from Theorem 2.9 in [19] since 
exp{-i(z - tw1’2)2}g(w) is an exponential family. 0 
Basawa and Scott’s result [5] now takes the following form. We let EO,+,S,,n 
denote the expectation under the probability measure PBo+cs,,n. 
Theorem 2.2. Suppose the family of probability measures {PO,“: 0 E 0) satisfies (1.2) 
al 80 and let k be defined as in Lemma 2.1. If {&] is a sequence of tests such thar 
EBo.,,4,, SLY and such that {&,} converges in distribution under PB,,,, then there is a 
to > 0 so that 
lim sup E, o+ts,,n& G E,I[ W”2Z > k] 
for all t in [OI to]. 
Proof. Suppose &, +&, in distribution under P Bo,n, and take to = t(do) as defined 
in Lemma 2.1. 
Now suppose that for some t <to 
lim sup EBocrG,,&, > E,I[ W 1’2Z > k]. 
Then there is an c > 0 and a subsequence {c$,,} of {c$,,} so that 
E oo+ts,,,,,h, a E,ICW1”Z > kl+ F. 
Since (Z,,, W,, 4,,) is tight under P,,,, by assumption, we may pass to a subsequence 
of {nk} and assume that (Z,, W,,, 4”) converges in distribution along this sequence. 
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Denoting this last subsequence by {n} for notational convenience, one has 
where dP 0,,+t8,,n/dPH,,,n is the Radon-Nikodym derivative of the part of PB,,+,6,,n 
which is absolutely continuous with respect to PBo+. 
Hence, from Fatou’s lemma and the convergence of (Z,,, W,, q5,,), 
Eo(l-~o)exp{tW”22-~t2W}~E,I[W”22dk]-~ 
so that 
E,I[W”2Z>k]+~ GE,&, and E&,~cw 
which contradicts Lemma 2.1. 0 
In fact one can prove a bit more. Any criterion for efficiency of tests based upon 
existence of a uniformly most powerful test over a neighborhood of the hypothesis 
will work only for ‘strictly’ locally asymptotic normal families. 
Lemma 2.3. Consider the family of probability measures {Pt : t E R} defined by (1.3). 
Suppose that there is an (Y between 0 and 1 and that there exists a uniformly most 
powerful test with level (Y for 
H: t = 0 against K: t E {t’, t”} 
where 0 < t’ < t”. Then W = const. a.s. 
Proof. The likelihood ratio test with level LY for 
H: t=O against K: t=t’ 
is 
I{t’w ‘I22 -$t’2w > k’} 
where 
I 
I{t’w 1’2z -$t’2w > k’}(2+“2 exp{-;z2}g(w)@(dw) dz =a. 
If there exists a uniformly most powerful test for 
(2.1) 
then 
H: t = 0 against K E{t’, t”}, 
I[X’ > k’] = I[X” > k”] a.s. 
where 
X’ = t’W’/2Z _ $2 W, X” = tVW’/2z _+‘W 
and k” is defined as k’ in (2.1) only with t” taking the place of t’. 
(2.2) 
(2.3) 
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But the conditional distribution of Z, and hence also of X’ and X”, given W is 
normal. Also by (2.3) 
so that, for given W, X’ is a linear function of X”. 
This means if W is random, the pair (X’, X”) belongs to the set (k’, co) x (0, k”) u 
(0, k’) x (k”, co) with positive probability. But this contradicts (2.2), and the lemma 
follows. 0 
From the above lemma one gets the following asymptotic result. 
Theorem 2.4. Suppose the families of probability measures {Pfl.n : e E 0) satisfy (1.2) 
at 00. If there exists an interval [0, to] so that for some 0 < Q < 1 there exists a sequence 
of tests {q5n} satisfying 
EB~,,~& s ff and lim SUP &c,+r~,,n4'n slim EHc,+to,,n4n 
for all t E [0, to] whenever {G,,} satisfies 
lim sup&,,,,& ~a, 
then W = const. a.s. 
Proof. By the assumptions in the theorem it follows that the experiments 
$?I = CPH,,+rfi,,,n: t E (0, t’, t”I> 
where O<t’< t”c to converge in the A-metric (see Le Cam [16, 171) to the 
experiment 
9 = {P(: t E (0, t’, t”}}. 
Hence, if Ic, is any test in P satisfying 
Eorlr G CY 
there is a sequence of tests {IJ?,,} so that 
lim EB,,+rS,,n&, = E,$ for t E (0, t’, r”}. 
Now consider the sequence {&} in the theorem. Since 0~4, < 1, and (Z,, W,) 
converges in distribution, (Z,, W,,, 4,) is tight under PHo,n. Thus there is a sequence 
{nk} so that (Z,, W,, q&) converges in distribution along this sequence. For notational 
convenience we denote the subsequence {nk} by {n}. Let 4,, + q5 in distribution. 
By Fatou’s lemma 
5 lim EH,,+rs,,,,r [I -~,,]~hm Ee,,+,,+[l -rL,l=Er[l -@I 
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Hence 
E,$ c Ed for t E {t’, t”) 
and 
-Cd s a 
which by Lemma 2.3 means that W is const. a.s. Cl 
The important point in Theorem 2.4 is that the sequence of tests (4”) does not 
depend on the alternative. In fact, if a particular point of the alternative is con- 
sidered, it is, as pointed out by Basawa and Prakasa Rao [2], possible to construct 
tests which maximize the asymptotic power at this particular point. 
2.2. Estimation 
We shall below shortly outline how some efficiency results for estimation in the 
‘L.A.N.’ case can easily be extended to the ‘L.A.M.N.’ case by using the theory 
for convergence of experiments due to Le Cam. These results have, as pointed out 
in the introduction, previously been obtained by Jeganathan [12] who used another 
method of proof, although he mentioned the possibility of proceeding along the 
lines below. Only the main points will therefore be stated. 
Consider first the limiting experiment. Suppose the distributions of the pair of 
random variables (Z, W) belong to a mixed normal family. Then the distribution 
under the parameter t is given by (1.3). 
First note that 
E,W-“‘Z = E,Wp”‘E,[Z 1 W] = E,Wp”‘tW1” = t 
so w -l”Z is an unbiased estimator of t. 
Actually, by a rather straightforward modification of a result by Hajek [9], it is 
possible to show that W -1’2Z is an admissible estimator of t for a large class of 
loss functions I(. - t) which satisfy 
(i) l(z) = l(/zl), 
(ii) l(y)<l(z) where IyI<Izl, 
(iii) Z(0) = 0, 
(iv) 1 l(z + (Y)W -“’ exp{-&vz’}g(w)(A x ~)(dz, dw) <co 
forall@>Oandonea>O. 
(2.4) 
We will use the well-known fact that any randomized estimator based on (2, W) 
may be written as [(Z, W, U) where U is uniformly distributed on [0, 11 and 
independent of (Z, W). One then has the following generalization of HQjek’s result. 
Lemma 2.5. If 1 satisfies the conditions (2.4), then for any E > 0 there is an (Y (E) > 0 
and a prior density rr so that for any estimator [(Z, W, U) satisfying 
P&(2, w, U) - w-“2z) > F) > F, 
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the Bayes risk 
R (nTT, 5) = 1 r(t)R (t, 5) dt 
> I(w I ~1/2z)(2~)-1/2 exp{-iz’}g(w)(A xp.)(dz, dw)+a(e) 
where R (t, 5) is the risk of the estimator 5 for the loss function I( * -t). 
Proof. The proof is similar to the one given in [9]. For the details one can check 
the author’s dissertation [22]. 0 
Lemma 2.5 implies that W -1’22 is admissible for loss functions 1(. -t) satisfying 
(2.4). Furthermore since W p*‘22 has constant risk, Wp”2Z is also minimax. 
Now let us turn to the asymptotics. Under the assumption (1.2) the sequence of 
experiments {PBO+ts,,n : 19” + t8, E R} converges weakly to the experiment {P,: t E 52) 
where P, is given by (1.3). 
The decision problem considered in Lemma 2.5, i.e., estimation with loss function 
I( * - t) satisfying (2.4) clearly is of the type covered by the general theorems of Le 
Cam [16]. 
It now follows from Corollary 3 of Le Cam’s Proposition 5 and Lemma 2.5 
above that if I satisfies (2.4), then 
lim lim inf sup Ee,+ts,,,l(S,’ (4, - 0” - t&)) 2 
b+oo n ltlsb 
2 l(w c -1/2z)(2T)-1/2 exp{-iz2}g(w) dzp(dw) (2.5) 
for any sequence of estimators {&}. 
But even a stronger assertion is valid: Since W-“22 is a unique admissible 
nonrandomized estimator of t, it follows by a result in [18] that the lower bound 
in (2.5) is obtained only if 
8,’ (& - 0,) - W11’22n + 0 in PO,,,” probability. (2.6) 
Specializing the function I as 1 -II_ a,a~ and noting that (2.4)(iv) is satisfied if 
E(l/ W) < 00, it follows from (2.5) that 
lim sup inf Pe,+,8n,n [-a <6,‘[~#~-00-t&]<a]S 
” Irlsb 
G Po[-a < W-“2Z <a] (2.7) 
when b is large enough, assuming only E( l/ W) < co. 
This should be compared to a theorem by Heyde [lo], where he also establishes 
a lower bound for sequences of risk functions of this type. But instead of taking 
suprema over neighborhoods of 190, he restricts the class of estimators to avoid 
superefficient ones. The relationship between Heyde’s result and (2.6)-(2.7) is thus 
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somewhat similar to the relationship between the efficiency results deduced from 
Hajek’s convolution theorem and the results based on the minimax theorem. 
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