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Abstract
At the single-cell level, cellular processes are commonly viewed
as intricate biochemical networks the dynamics of which is reg-
ulated by interactions between genes and proteins. Building a
theoretical framework for studying cellular processes is a hard
task, mainly because of the huge number of components involved
and the high complexity of the associated regulatory mechanisms.
From a qualitative point of view, Boolean networks are among
the most popular approaches. In this formulation, the activity
level of a network component is represented by a binary variable
(taking the value 0 or 1) while interactions between the compo-
nents are described by Boolean switching rules. A particular fea-
ture of Boolean networks is their ability to self-organize into so-
called basins of attraction that partition the state space of the net-
work. Combining Boolean networks with Markov processes, we
develop a simple stochastic model describing the time evolution of
a protein-protein interaction network. To account for the inherent
uncertainty of biological processes, we introduce the parameter p
as a measure of the degree of intracellular disorder. This parame-
ter is defined as the probability that one and only one component
switches to its opposite activity level within a given time interval,
therefore allowing transitions between basins to occur. We then
propose a new generic property of the dynamic organization of
these networks which concerns the probability distribution of the
time spent in a basin of attraction. Using this property, we are led
to a system of ordinary differential equations as a model of cell
population dynamics. Furthermore, the general structure of the
system is such that most macroscopic models encountered in cell
population dynamics are retrieved. These findings are illustrated
in an ovarian carcinoma by the simulation of a desynchronization
curve in the S phase of the cell cycle that shows good agreement
with BrdU labeling experimental data.
Background
CURRENT cell biology still lacks a mathematical frameworkfor both unravelling the laws that govern cellular processes
and bridging the gap between single-cell and population levels
(see Figures 1 and 5). Examples of such processes include cell
proliferation, differentiation and migration. Our modelling ap-
proach relies on the principle of modularity, where a module is
defined as a protein-protein interaction network. A cellular pro-
cess is viewed as a collection of modules connected through gene
expression and working together to execute a function.
1. A stochastic model to depict protein interaction
at the single-cell level
A powerful idealization of protein-protein interaction networks


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 1: Illustration of the single-cell lev l. Cytoplasm of
an intact motile Dictyostelium discoideum cell. The orange
linear o plexes are actin filaments; ribosomes nd other
macromolecular complexes are in grey; membranes are in blue.
Modelling aspects
1.m protein species (including complexes) → m nodes;
2. the activity state of a node is represented by a Boolean vari-
able (0 or 1) → the state of th network is described by a bit
vector of length m and the size of the state space is 2m;
3. interactions among the nodes are modelled using Boolean
switching rules that determine the output of the nodes at time
n + 1 according to their inputs at time n, n = 0, 1, 2, . . .
Important features
1. the time evolution of the network activity is deterministic;
2. state space self-organizes into subsets of states called basins
of attraction, each containing an attractor which captures the
long-term behaviour of the system;
3. transiently flipping the activity of single nodes (unit perturba-
tions) allows transitions between basins.
Illustration of modularity in budding yeast
Let us consider a simple module in budding yeast (Saccha-
romyces cerevisiae) that concerns Start events controlling the
G1/S transition of the cell cycle. The associated Boolean network
consists of three nodes: Cln2/Cdc28, Clb5/Cdc28 and Sic1,
where Cln2 and Clb5 are cyclins, Cdc28 a cyclin-dependent
kinase, and Sic1 a cyclin-dependent kinase inhibitor. Update
rules are chosen to be respectively:
ξ1, ¬ξ3, ¬ξ1, (1)





























Figure 2: Illustration of modularity in budding yeast
(Saccharomyces cerevisiae) using Boolean networks.
Start events controlling the G1/S transition of the cell cycle.
Active and inactive states are in green and red, respectively.
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Abstract
At the single-cell level, cellular processes ar com nly
viewed as intricate biochemical networks th dynam-
ics of which is regulated by interactions between genes
and proteins. Building a theoretical framework f r
studying cellular processes is a hard task, mainly be-
cause of the huge number of components involved and
the high complexity of the associated regul tory mech-
anisms. From a qualitative point of view, Boolean ne -
works are among the most popular approaches. In
this formulation, the activity level of a network com-
ponent is represented by a binary variable (taking the
value 0 or 1) while interactions between the compo-
nents are described by Boolean switching rules. A
particular feature of Boolean networks is their abil-
ity to self-organize into so-called basins of a tractio
that partition the state sp ce of the etwork. Com-
bining Boolean n tworks with M rkov proc s es, we
develop a si pl stochastic model describing th t m
evolution of a protein-protein interaction netw rk. T
account for the inher nt nc rtainty of biological p o-
cesses, we introduc t e paramet r p as m asure of
the degree of i tracellular diso der. This parameter is
defined as the probability that on and only one com-
ponent switches to its opposite activity level within a
given time interval, ther fore allowing transitions be-
tween basins to occur. We the prop se a new generic
property of the dynamic organization o these networks
which concerns the probability distributio of the time
spent in a sin f attraction. sing this property, we
are led to a system of ordi ary differe tial quati s
as a model of cell population dynamics. Furth rmor ,
the general struc ure f the system is such that most
macroscopic mod ls encount re in cell popul tion dy-
namics are retr eved. These findings are illustrated in
an ovarian carcinoma by the simulation of a desyn-
chronization curve in the S phase of the cell cycle that
shows good agreement with BrdU labeling xp rimen-
tal data.
Cellular processes: the modularity princip e
A cellular process (proliferation, differen iation, i-
gration): a collection of modules working together to
execute a function and connected through gene ex-
pression - a module: a protein-protein interaction
network.
Pictures here: 1. Proteins in action ! 2. Mitosis in
liver, title: cell proliferation in rat liver. The figure
shows an acinus with some mitosis occuring.
1. At the single-cell level
A powerful idealization of protein-protein interaction
networks well suited to investigate their qualitative
properties: the Boolean network approach.
Modelling aspects
1. m protein species → m nodes.
2. activity state of a node: a Boolean variable (0 or 1)
→ the state of the network described by a vector of
length m and the size of the state space is 2m.
3. interactions among the nodes:
• number of inputs per node is called connectivity
(K)
•Boolean switching rules such as Or, Not, And, etc.
operators (each node is assigned one of the pos-
sible 22
K
Boolean rules) → output of the nodes at
time n + 1 determined according to their inputs at
time n, n = 0, 1, 2, . . . (through state table).
Important features
1. the time evolution of the network activity is entirely
deterministic.
2. spontaneous partitioning of state space into sub-
sets of states called basins of attraction: each basin
contains an attractor which captures the long term
behaviour of the system.
3. transitions between basins if unit perturbations are
applied.
Illustration: a module in budding yeast
Illustration of modularity pri c ple in budding yeast
(Saccharomyces cerevisiae) using the Boolean net-
work approach. Start events or G1/S transition of the
cell cycle - three nodes: Cln2/Cdc28, Clb5/Cdc28
(Cln2 and Clb5 are cyclins, Cdc28 is a cyclin-
dependent kinase) and Sic1 (cyclin-dependent kinase
inhib t r).
Picture here of biochemical mechanisms between the
three nodes.
Update rules are chosen to be respectively:
ξ1, ¬ξ3, ¬ξ1, (1)
where t e symbol ¬ r prese ts th logical Not opera-







Figure 1: Illustration of modularity principle in
budding yeast (Saccharomyces cerevisiae) using the
Boolean network approach. The state diagram is
drawn rom rules (1). The 23 states in state space are
organiz d into 2 basins of attraction, namely B1 and
B2. Attractor 110: both Cln2/Cdc28 and Clb5/Cdc28
complexes are active while inhibitor Sic1 is inactive.
Dashed arrows indicate transitions between basins.
The semi-random walk: a discrete-time Markov
chain
To account for the stochastic nature of biochemi-
cal syste s: parameter 0 < p < 1 which is a mea-
sur of the degree of intracellular disorder, defined as
the probability that one and only one of the m bits
switches transiently to its opposite value within ∆t
(time interval bet een any two successive updating).
E ch bit is supposed to switch with the same proba-
bility, namely p/m.
Assumptions:
1. p is time independent, it depends solely on the
length of ∆t;
2. the probability of more than one unit perturbation
in time interval ∆t is negligibly small compared to
p;
3. unit perturbations occur independently of each
other.
The probability that the first unit perturbation occurs
on the kth time step is:
gk = p(1− p)k−1, k = 1, 2, . . . , (2)
which is the geometric distribution with mean µ = 1/p.
→ the semi-random walk of the cell in state space
is a discrete-time Markov chain {Xn, n = 0, 1, 2, . . .}
with state space {1, 2, 3, . . . , 2m}. The time-dependent
probabilities z(n)i of a cell being in state i at time n can
be obtained through the following vector equation:
z(n+1) = z(n)Π, n = 0, 1, 2, . . . , (3)
with z(n): vector of length 2m whose elements are the
probabilities z(n)i ; z
(0): initial state vector; Π: matrix of
transition probabilities.
An important question: at low intracellular disorder
(p # 1), what about the probability distribution ψs of
the time spent in a basin of attraction ? It is geometric
(see Fig. 2) !



















Figure 2: Sojourn time probability distributions in a
basin of attraction with uniform initial state vector z(0)β
and intracellular disorder p = 0.3. Dots: exact ψs,u
Markov distribution with mean exit path µe,u = 3.72
and variance vu = 8.09; circles: approximate gs,u
geometric distribution with parameter
pe,u = 1/µe,u = 0.27 (maximum discrepancy between
cumulative distribution functions is 6.86%).
Conclusion: intracellular disorder interpreted as the
primary causes of cell-to-cell variability.
2. At the population level
Moving from one basin to another: a continuous
time description
Sojourn time distributions are geometric → the pro-
cess which consists of moving from one basin to an-
other is Markovian. The chain {X ′n, n = 0, 1, 2, . . .} with
state space {1, 2, 3, . . . , β}, where β is the number of
basins that compose the network, is a subchain of
{Xn} (β < 2m). Denote by w(n)j the state probability of
being in basin j at time n. If p # 1 then w(n)j → wj(t)
satisfies the forward Chapman-Kolmogorov equation:
d
dt




where the k’s are the transition rates.
Conclusion: protein-protein interaction networks de-
picted using ordinary differential equations (number
of cells > 102 so that fluctuations can be ignored).
Coming back to cellular processes: attempting to
reconcile two descriptions
.
A system of ordinary differential equations to describe
the progression of cells in their cycle:
dy1
dt
= 2kυyυ − k1y1 + k′1y2
dyl
dt
= kl−1yl−1 + k′lyl+1 − (k′l−1 + kl)yl, j = 2, 3, . . . , υ − 1
dyυ
dt
= kυ−1yυ−1 − k′υ−1yυ − kυyυ, (5)
where the cell cycle is partitioned into υ compart-
ments and yl is the number of cells in compartment
l.
2.1 Illustration of cell-to-cell variability: desyn-
chronization of cells in their cycle







z(a, t) = −η(a)z(a, t), 0 < a <∞, t > 0,
(6)
with z(a, t) age density at time t →







, t ≥ 0, (7)
with Is(t) labeling index at time t.
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experimental data     











Figure 3: BrdU labeling index of an ovarian
carcinoma in vitro under the assumption of
asynchronous exponential growth. Both curves are
fitted by the least-squares method. (- -), Chiorino et al.
(2001): I¯s = 0.364, R = 0.074, C = 0.597, T = 19.73 h,
φ = 0.0546 and r2 = 1.30× 10−2; (—), our model: υ = 201,
υ1 = 90, υ2 = 80, kl = 63.5 h−1, k′l = 53.7 h−1 and
r2 = 4.57× 10−3.
Our model can also accounts for: distribution of
cell cycle times, fraction labeled mitosis analysis and
rhythms.
BIOFORUM 2004, Université de Liège, Liège, 7 December 2004
Figure 3: State diagram corresponding to rules (1).
The 23 states in state space are organize into 2 basins of
attraction, namely B1 and B2. Dashed arrows indicate
transitions between basins.
Accounting for stochasticity of biological systems
We introduce the parameter 0 < p < 1 which is a measure of
the degree of intracellular disorder. This is the probability that
one and only one of the m bits switches transiently to its oppo-
site value within ∆t, where ∆t is the time interval between any
two successive updates. Each bit is supposed to switch with the
same probability (p/m). The following assumptions are made:
1. p is time independent and depends only on the length of ∆t;
2. the probability of more than one unit perturbation in time in-
terval ∆t is negligibly small compared to p;
3. unit perturbations occur independently of each other.
The probability that the first unit perturbation occurs on the kth
time step is:
gk = p(1− p)k−1, k = 1, 2, . . . , (2)
which is the geometric distribution with mean µ = 1/p. The
resulting se i-random walk of the cell in state space is a
discrete-time Markov chain {Xn, n = 0, 1, 2, . . .} with state space
{1, 2, 3, . . . , 2m}. The time-dependent probabilities z(n)i of a cell
being in state i at time n can be obtained through the following
vector equation:
z(n+1) = z(n)Π, n = 0, 1, 2, . . . , (3)
with z(n) the vector of probabilities z(n)i , z
(0) an initial state vector,
and Π the matrix of transition probabilities.
Computing ψs sojourn time distributions
As a new generic property of random Boolean networks, the time
spent in a basin of attraction closely follows a geometric distri-
bu ion provided p¿ 1 (see Figure 4).
From Protein Interaction to Cell Population Dynamics
A theoretical framework combining Boolean networks
with Markov processes illustrated in an ovarian carcinoma
Frédéric Fourré1, Denis Baurain2 and Hervé Barbason3
1 Département de Mathématiques Appliquées, Institut d’Électricité Montefiore B28, ULg, B-4000 Liège.
2 Département des Sciences de la Vie, Institut de Botanique B22, ULg, B-4000 Liège.
3 Cancérologie Expérimentale, Radiobiologie et Chronobiologie B23, ULg, B-4000 Liège.
fourre@montefiore.ulg.ac.be, denis.baurain@ulg.ac.be
Abstract
At the single-cell level, cellular processes are commonly
viewed as intricate biochemical networks the dynam-
ics of which is regulated by interactions between genes
and proteins. Building a theoretical framework for
studying cellular processes is a hard task, mainly be-
cause of the huge number of components involved and
the high complexity of the associated regulatory mech-
anisms. From a qualitative point of view, Boolean net-
works are among the most popular approaches. In
this formulation, the activity level of a network com-
ponent is represented by a binary variable (taking the
value 0 or 1) while interactions between the compo-
nents are described by Boolean switching rules. A
particular feature of Boolean networks is their abil-
ity to self-organize into so-called basins of attraction
that partition the state space of the network. Com-
bining Boolean networks with Markov processes, we
develop a simple stochastic model describing the time
evolution of a protein-protein interaction network. To
account for the inherent uncertainty of biological pro-
cesses, we introduce the parameter p as a measure of
the degree of intracellular disorder. This parameter is
defined as the probability that one and only one com-
ponent switches to its opposite activity level within a
given time interval, therefore allowing transitions be-
tween basins to occur. We then propose a new generic
property of the dynamic organization of these networks
which concerns the probability distribution of the time
spent in a basin of attraction. U i g this roperty, we
are led to a system of ordinary differential equations
as a model of cell population dyn mics. Fu thermo e,
the general structure of the system is such tha most
macroscopic models encountered in cell popul tion dy-
namics are retrieved. These findings ar illustrated in
an ovarian carcinoma by th simulation of a desyn-
chronization curve in the S phase of the cell cycle tha
shows good agreement with BrdU labelin x erimen-
tal data.
Cellular processes: the modularity principle
A cellular process (proliferation, differentiation, m -
gration): a collection of modules working together to
execute a function and connected through gene ex-
pression - a module: a protein-protein interaction
network.
Pictu here: 1. P oteins i acti n ! 2. Mitosis in
liver, title: cell roliferation in rat liver. Th figu e
shows an acinus with some mitosis o uring.
1. At the single-cell level
A powerful idealization of protein-protein interaction
etworks well suited to inv stigate their qualitative
properties: the Boolean network approach.
Modelling aspects
1. m protein species → m nodes.
2. activity st te of a node: a Bo lean variable (0 or 1)
→ the state of the network d scribed by a vector of
length m and t e size of the state space is 2m.
3. interactions among t e nodes:
• number of inputs per node is called con ectivity
(K)
•Boolean switching rules suc as Or, Not, And, etc.
operators (each n de is assigned one f the pos-
sible 22
K
Boolean rules) → output of the nodes at
time n + 1 determined according to their inputs at
time n, n = 0, 1, 2, . . . (through state table).
Important features
1. the time evolution of the network ac ivity is en irely
deterministic.
2. spontaneous partitioning of stat spac into sub-
sets of states called basins of attraction: each basin
c ntains an attractor which captures the long term
behaviour of the system.
3. transitions between basins if unit perturbations are
applied.
Illustration: a module in budding yeast
Illustration of modularity principle in budding yeast
(Saccharomyces cerevisiae) using the Boolean net-
work approach. Start events or G1/S transition of the
cell cycle - three nodes: Cln2/Cdc28, Clb5/Cdc28
(Cln2 and Clb5 are cyclins, Cdc28 is a cyclin-
dependent kinase) and Sic1 (cyclin-dependent kinase
i hibitor).
Picture here of biochemical mechanisms between the
three nodes.
Update rules are chosen to be respectively:
ξ1, ¬ξ3, ¬ξ1, (1)
where the symbol ¬ represents the logical Not opera-







Figure 1: Illustration of modularity principle in
budding yeast (Saccharomyces cerevisiae) using the
Boolean network approach. The state diagram is
drawn from rules (1). The 23 states in state space are
organized into 2 basins of attraction, namely B1 and
B2. Attractor 110: both Cln2/Cdc28 and Clb5/Cdc28
complexes are ac ive while inhi itor S c1 is inactive.
Dashed arrows indicate transitions between basins.
T e semi-random walk: a discrete-time Markov
chain
To account for the stochastic nature of biochemi-
cal systems: parameter 0 < p < 1 which is a mea-
su e of the degree of intracellular disorder, defined as
the probability that one and only one of the m bits
switches transiently to its opposite value within ∆t
(time int rval betwe n any two succes ive updating).
Each bit is supposed to switch with the same proba-
bility, namely p/m.
Assumptions:
1. p is time indepen ent, it depen s solely on the
length of ∆t;
2. th probability f mor th ne unit perturbation
n time interval ∆t is negligibly small compared to
p;
3. unit perturbations occur independently of each
other.
Th probability that the first unit perturbation occurs
on the kth time step is:
gk = p(1− p)k−1, k = 1, 2, . . . , (2)
which is the geometric distribution with ean µ = 1/p.
→ th semi-random walk of the cell in state space
is a discrete-time Markov chain {Xn, n = 0, 1, 2, . . .}
with state space {1, 2, 3, . . . , 2m}. The time-dependent
probabilities z(n)i of a cell being in state i at time n can
be obtained through the following vector equatio :
z(n+1) = z(n)Π, n = 0, 1, 2, . . . , (3)
with z(n): vect r of length 2m who e elements are the
probabilities z(n)i ; z
(0): initial state vect r; Π: matrix of
transition prob bilities.
An import nt question: at low intracellular disorder
(p # 1), what about the probability distribution ψs of
the tim spe t i a basin of attr ction ? It is geometric
(see Fig. 2) !



















Figure 2: Sojourn time probabilit distributions in a
basin of attraction with uniform initial state vector z(0)β
and intracellular disorder p = 0.3. Dots: exact ψs,u
Markov distribution with mean exit path µe,u = 3.72
and variance vu = 8.09; circles: approximate gs,u
geometric distribution with parameter
pe,u = 1/µe,u = 0.27 (maximum discrepancy between
cumulative distribution functions is 6.86%).
Conclusion: intracellular disorder interpreted as the
primary causes of cell-to-cell variability.
2. At the population level
Moving from one basin to another: a continuous
time description
Sojourn time distributions are geometric → the pro-
cess which consists of moving from one basi to an-
other is Markovian. The chain {X ′n, n = 0, 1, 2, . . .} with
state space {1, 2, 3, . . . , β}, where β is the number of
basins that compose the network, is a subchain of
{Xn} (β < 2m). Denote by w(n)j the state probability of
being in basin j at time n. If p # 1 then w(n)j → wj(t)
satisfies the forward Chapman-Kolmogorov equation:
d
dt




where the k’s are the transition rates.
Conclusion: protein-protein interaction networks de-
picted using ordinary differential equations (number
of cells > 102 so that fluctuations can be ignored).
Coming back to cellular processes: attempting to
reconcile two descriptions
.
A system of ordinary differential equations to describe
the progression of cells in their cycle:
dy1
dt
= 2kυyυ − k1y1 + k′1y2
dyl
dt
= kl−1yl−1 + k′lyl+1 − (k′l−1 + kl)yl, j = 2, 3, . . . , υ − 1
dyυ
dt
= kυ−1yυ−1 − k′υ−1yυ − kυyυ, (5)
where the cell cycle is partitioned into υ compart-
ments and yl is the number of cells in compartment
l.
2.1 Illustration of cell-to-cell variability: desyn-
chronization of cells in their cycle







z(a, t) = −η(a)z(a, t), 0 < a <∞, t > 0,
(6)
with z(a, t) age density at time t →







, t ≥ 0, (7)
with Is(t) labeling index at time t.
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Figure 3: BrdU labeling index of an ovarian
carcinoma in vitro under the assumption of
asynchronous exponential growth. Both curves are
fitted by he least-squares method. (- -), Chiorino et al.
(2001): I¯s = 0.364, R = 0.074, C = 0.597, T = 19.73 h,
φ = 0.0546 and r2 = 1.30× 10−2; (—), our model: υ = 201,
υ1 = 90, υ2 = 80, kl = 63.5 h−1, k′l = 53.7 h−1 and
r2 = 4.57× 10−3.
Our model can also accounts for: distribution of
cell cycle times, fraction labeled mitosis analysis and
rhythms.
BIOFORUM 2004, Université de Liège, Liège, 7 December 2004
Figure 4: Sojourn time probability distributions in a basin
of attraction. The initial state vector z(0)β is uniform and p = 0.3.
Dots: exact ψs,u Markov distribution with µe,u = 3.72; open circles:
approximate gs,u geometric distributi n with parameter pe,u = 0.27.
The maximum discrepancy between ψˆs,u and gˆs,u is 6.86%.
2. Bridging the gap to the population level
Moving from one basin to another with ∆t→ 0
Since sojourn time distributions are quasi-geometric, the pro-
cess which consists of moving from one basin to another is
quasi-Markovian. The chain {X ′n, n = 0, 1, 2, . . .} with state space
{1, 2, 3, . . . , β}, where β is the number of basins that compose
the network, is a subchain of {Xn} (β < 2m). Let us denote by
w
(n)
j the state probability of being in basin j at time n. If p ¿ 1








where the k’s are t e transition rates.
Therefore, protein-protein interaction networks can be depicted
using ordinary differential equations provided cell number be
greater than 102, so that fluctuations can be ignored.
Coming back to cellular processes. . .
Below, we propose a system of ordinary differential equations to
describe the progression of cells in their cycle:
dy1
dt
= 2kυyυ − k1y1 + k′1y2
dyl
dt
= kl−1yl−1 + k′lyl+1 − (k′l−1 + kl)yl, l = 2, 3, . . . , υ − 1
dyυ
dt
= kυ−1yυ−1 − k′υ−1yυ − kυyυ, (5)
where the cell cycle is partitioned into υ compartments and yl(t)
is the number of cells in compartment l at time t.
Figure 5: Illustration of the population level.
Adenocarcinoma of the human salivary gland. Nuclei appear
orange on a green background of cellular components when
stained with propidium diiodide and fluorescein isothiocyanate.
Illustration of cell-to-cell variability







z(a, t) = −η(a)z(a, t), 0 < a <∞, t > 0, (6)
with z(a, t) the age density at time t. From (6), Chiorino et al.
(2001) have established the formula:







, t ≥ 0, (7)
where Is(t) is the labeling index at time t.
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Abstract
At the single-cell level, cellular processes are commonly
viewed as intricate biochemical networks the dynam-
ics of which is regulated by interactions between genes
and proteins. Building a theoretical framework for
studying cellular processes is a hard task, mainly be-
cause of the huge number of compo ents involved and
the high complexity of the associated regulatory mech-
anisms. From a qualitative point of view, Boolean net-
works are among the most popular approaches. In
this formulation, the activity level f a network com-
ponent is represented by a binary v riable (taking the
value 0 or 1) while interactions between the ompo-
nents are described by Boolean switchi g rules. A
particular feature of Boolean networks is their bil-
ity to self-organize into so-called basins of attracti n
that partition the state space of th netw rk. Com-
bining Boolean networks with Markov processe , we
develop a simple stochastic model describing he tim
evolution of a protein-protei interaction network. To
account for the inherent uncertainty of biol gic l pro-
cesses, we introduce the parameter p as a measur of
the degree of intracellular disorder. This parameter is
defined as the probability that on and only on com-
ponent switches to its opposite activity level within a
given time interval, therefore allowing transitions be-
tween basins to occur. We then propos a new generic
property of the dynamic orga ization of these networks
which concerns the probability di tribution of the tim
spent in a basin of attracti n. Using this property, we
are led to a system of ordinary differen ial equations
as a model of cell populatio dynamics. Furthermore,
the general structure of th system i such that most
macroscopic models encountered in cell population dy-
namics are retrieved. These findings are illustrated in
an ovarian carcinoma by the simulati n of a desyn-
chronization curve in the S phase of the cell cycle that
shows good agreement with BrdU labeling experimen-
tal data.
Cellular processes: the modularity principle
A cellular process (proliferation, differentiation, mi-
gration): a collection of modules working together to
execute a f nction and connected through gene ex-
pression - a module: a pr tein-pr tein i teraction
network.
Pictures here: 1. Proteins in action ! 2. Mitosis in
liver, title: cell proliferation in rat liver. The figur
shows an cinus with some mitosis occuring.
1. At the single-cell level
A powerful idealiz tion of prot in-protein interactio
networks well suit d to investigat their qu litative
properties: the Boolean network approach.
Modelling aspects
1. m protein species → nod s.
2. activity state of a nod : a Boolean variable (0 or 1)
→ the state of the n twork described by a vector of
length m and the ize of the st te space is 2m.
3. interactions among the nodes:
• number of inputs per no e is called conn ctivity
(K)
•Boolean switching rules such as Or, Not, And, etc.
operators (each node is assigned on of the pos-
sible 22
K
Boolean rules) → output of th n es at
time n + 1 determined according to their input t
time n, n = 0, 1, 2, . . . (through state table).
Important features
1. the time evolution of the network activity is entirely
deterministic.
2. spontaneous partitioning of state space into sub-
sets of states called basins of attraction: each basin
contains an attractor which captures the long term
behaviour of the system.
3. transitions between basins if unit perturbations are
applied.
Illustration: a module in budding yeast
Illustration of modularity principle in budding yeast
(Saccharomyces cerevisiae) using the Boolean net-
work approach. Start events or G1/S transition of the
cell cycle - three nodes: Cln2/Cdc28, Clb5/Cdc28
(Cln2 and Clb5 are cyclins, Cdc28 is a cyclin-
dependent kinase) and Sic1 (cyclin-dependent kinase
inhibitor).
Picture here of biochemical mechanisms between the
three nodes.
Update rules are chosen to be respectively:
ξ1, ¬ξ3, ¬ξ1, (1)
where the symbol ¬ represents the logical Not opera-







Figure 1: Illustration of modularity principle in
budding yeast (Saccharomyces erevisi e) using the
Boolean net ork approach. Th state diagram is
drawn from rul s (1). The 23 states in state sp ce are
organized into 2 basins of attractio , namely B1 and
B2. Attractor 110: both Cln2/Cdc28 and Clb5/Cdc 8
complexes are active whil i hibitor Sic1 is i active.
Dashed arrows indicate tr nsitions between basins.
The s mi-random walk: a discrete-time Markov
chain
To account f r th st chastic nature of biochemi-
cal systems: param ter 0 < p < 1 which is a mea-
sur of th d gr e of i trace lular dis der, defined as
the probab lity tha ne nd only one of the m bits
switches transi ntl to its opposite value within ∆t
(time interval betw en any tw successive updati g).
Each bit is suppo ed to switch with th same proba-
bility, n mely p/m.
Assumpti n :
1. p is time ind pe dent, it d pends solely on the
e th f ∆t;
2. the probability of more than one unit perturbation
in time interval ∆t is negligibly small compare to
p;
3. unit erturbations occur independently of each
other.
The pro ability that the first unit perturbation occurs
on the kth time step is:
gk = p(1− p)k−1, k = 1, 2, . . . , (2)
which is he geome ic distribution with mean µ = 1/p.
→ the semi-ra dom wa k of the cell in state space
is a dis rete-time Markov chai {Xn, n = 0, 1, 2, . . .}
w th st te pace {1, 2, 3, . . . , 2m}. Th time-depen ent
p babilitie z(n)i of a cell being in state i at time n can
be obtained through the following vector equation:
z(n+1) = z(n)Π, n = 0, 1, 2, . . . , (3)
with z(n): vector of length 2m whos lements are the
probabilities z(n)i ; z
(0): initial state vector; Π: matrix of
transition probabilities.
An important question: at low intracellular disorder
(p # 1), what about the probability distributio ψs of
the ime spent in a basin of attract on ? It is geom tric
(see Fig. 2) !



















Figure 2: Sojourn time probability distributions in a
basin of attraction with uniform initial state v ctor z(0)β
and intracellular isord r p = 0.3. Dots: exact ψs,u
Markov distribution with mean exit p th µe,u = 3.72
and variance vu = 8.09; circles: approximate gs,u
geometric distribution with parameter
pe,u = 1/µe,u = 0.27 (maximum discrepancy between
cumulative distribution functions is 6.86%).
Conclusion: intracellular disorder interpreted as the
primary causes of cell-to-cell variability.
2. At the population level
Moving from one basin to another: a continuous
time description
S journ time distributions are geo etric → the pro-
cess which consists of moving from one basin to an-
other is Markovian. The chain {X ′n, n = 0, 1, 2, . . .} with
state space {1, 2, 3, . . . , β}, where β is the number of
basins that compose the network, is subchain of
{Xn} (β < 2m). Denote by w(n)j the state probability of
being in basin j at time n. If p # 1 then w(n)j → wj(t)
satisfies the forward Chapman-Kolmogorov equation:
d
dt




where the k’s are the transition rates.
Conc usion: protein-protein interaction networks de-
p ted using ordinary diff ntial equations (number
of cells > 102 so that fluctuations can be igno ed).
Coming back to cellular processes: attempting to
reconcile two descriptions
.
A system of ordinary differential equations to describe
the progression of ce ls in their cycl :
dy1
dt
= 2kυyυ − k1y1 + k′1y2
dyl
dt
= kl−1yl−1 + k′lyl+1 − (k′l−1 + kl)yl, j = 2, 3, . . . , υ − 1
dyυ
dt
= kυ−1yυ−1 − k′υ−1yυ − kυyυ, (5)
here the cell cycle is partitioned into υ compart-
ments and yl is the number of cells in compartment
l.
2.1 I lustration of cell-to-cell variability: desyn-
chronization of cells in their cycle







z(a, t) = −η(a)z(a, t), 0 < a <∞, t > 0,
(6)
wit z(a, t) age de sity at time t →







, t ≥ 0, (7)
with Is(t) labeling index at time t.
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Figure 3: BrdU labeling index of an ovarian
carcinoma in vitro under the assumption of
a ynchronous exponential growth. Both curves are
fitted by the least-squares method. (- -), Chiorino et al.
(2001): I¯s = 0.364, R = 0.074, C = 0.597, T = 19.73 h,
φ = 0.0546 and r2 = 1.30× 10−2; (—), our model: υ = 201,
υ1 = 90, υ2 = 80, kl = 63.5 h−1, k′l = 53.7 h−1 and
r2 = 4.57× 10−3.
Our model can also accounts for: distribution of
cell cycle times, fraction labeled mitosis an lysis and
rhythms.
BIOFORUM 2004, Université de Liège, Liège, 7 December 2004
Figure 6: Desynchronization of cells in their cycle. BrdU
labeling index of an ovarian carcinoma in vitro under the
assumption of asynchronous exponential growth. Both curves
are fitted by the least-squares method. (– –), Chiorino et al.
(2001) J. Theor. Biol. 208, 185-99: I¯s = 0.364, R = 0.074, C = 0.597,
T = 19.73 h, φ = 0.0546 and r2 = 1.30× 10−2; (—), system (5): υ = 201,
υ1 = 90, υ2 = 80, kl = 63.5 h−1, k′l = 53.7 h
−1 and r2 = 4.57× 10−3.
Conclusion
1. intracellular disorder p is interpreted as the primary cause of
cell-to-cell variability;
2. our model can also accounts for distribution of cell cycle
times, fraction labeled mitosis analysis and rhythms in cell
populations (data not shown).
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