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ラルネットワークの動作特性を比較検討した。
ＣＰなどの階層型ニューラルネットワークは拡張することによって,予測精度や予測時間
のいずれらかの成果が得られていることがわかった。
今回扱ったネットワークを比較すると,ＣＰよりＶＣＲＶＣＰよりSOFMVCP,ＳＯＦＭＶＣＰ
よりQPSOFMVCPが，より予測精度が高いことが分かった。これは，出力判定を行うビ
ジランスユニット（ＶＵ）の追加，自己組織化特徴地図（SOFＭ）の組み込み，クイックプ
ロップ(QP）を組み込んだ方がより良い予測精度が得られたことがいえる。また，これら
を複数個組み合わせることで更に精度が上がることがいえる。
特に,これらの方式を最も多く取り入れているQPSOFMVCPは,時系列予測ネットワー
クであるＲＴＲＬより，予測精度，予測時間のいずれにおいても非常に精度が良いので，
時系列予測問題において大変優れたネットワークであることがいえる。
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SinceMcCullochahdPittsproposedartificialneuralnetworkinl943,alotofneural
networkresearches，artificialneuralnetworkisrecognizedasanapproximation
functionwhichmapsaｉｎｐｕｔｄａｔａｓｅｔｔｏａｏｕｔｐｕｔｄａｔａｓｅｔ､Therefore,wecanexpect
thatfromgivenpasttimeseriesdataweconstructadesirablefuturetimeseriesby
usingneuralnetwork・Thisisthepredictionofneuralnetwork
lnthispaper,wepresentacharacteristicoftheOperationofRealTimeRecurrent
Learning（RTRL)ｗｈｉｃｈｉｓｏｎｅｏｆｔｈｅｍｏｒｅｐｏｐｕｌａｒｎｅｔｗorksusedfortimeseries
prediction.Moreover,wecomparethisRTRLpredictionwithotherpredictionproce
dures・Consequently,QPSOFMVCP(QuickPropSelf-OrganizationfeatureMapVigi‐
lantCounterPropagation)Methodismostpowerfulpredictionprocedure．
