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Abstract
In this paper, we derive some necessary spectral conditions for the existence of graph homomorphisms
in which we also consider some parameters related to the corresponding eigenspaces such as nodal domains.
In this approach, we consider the combinatorial Laplacian and co-Laplacian as well as the adjacency matrix.
Also, we present some applications in graph decompositions where we prove a general version of Fisher’s
inequality for G-designs.
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1. Introduction
Graph homomorphism is a fundamental concept in graph theory, where it is related to many
important concepts and problems in the field [11]. It is well-known that in general it is a hard
problem to decide whether there exists a homomorphism from a given graph G to a given graph
H , and consequently, it is interesting to obtain necessary conditions for the existence of such
mappings [6,11,12].
In this paper, as a sequel to [5,6], we consider some deeper necessary spectral conditions for the
existence of graph homomorphisms that describe more connections between the homomorphism
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problem and the eigenspaces of some natural matrices of the corresponding graphs. In this regard
we would like to emphasize that although a direct application of the Courant–Fischer min–
max principle provides some inequalities as necessary conditions by considering pullbacks, but
finding useful reverse inequalities is not straight forward and usually either needs some other
strong conditions on the range of the homomorphism or is related to some special types of the
eigenfunctions (e.g., see Theorems A(c), 1 and 4).
In this regard we generalize some known spectral conditions (see Theorem A) by considering
the co-Laplacian matrix and the nodal domains. This will make the new results more applicable
when one is dealing with eigenvalues with large multiplicity, since for any such eigenvalue the
number of nodal domains may be larger than its index (e.g., see [8] and Example 1). Also, to
show the applicability of the new results in terms of the eigenvalues of the co-Laplacian matrix
we prove a generalization of the Fisher’s inequality for G-designs (see Application 3).
In order to express the main techniques we just consider simple graphs and real function spaces,
although most of our results can be generalized to the setup of [6], considering suitable additional
constrains. For instance, this general setup can be applied in the case of G-decompositions (for
some other problems that can be formulated in this context see [15] and Applications 1–3 in this
paper. For some more applications see [6,7]).
Throughout the paper, the word graph is used for a finite simple graph with a prescribed set of
vertices according to which all forthcoming matrices are labeled. A homomorphismσ from a graph
G to a graph H is a map σ : V (G) → V (H) such that uv ∈ E(G) implies σ(u)σ (v) ∈ E(H).
Notations Hom(G,H), Homv(G,H) and Home(G,H) denote the sets of ordinary, onto (vertices)
and onto-edges homomorphisms from G to H , respectively. In the rest of the paper we always
assume that the graph H appearing in the range of a homomorphism does not have any isolated
vertex. Note that this implies Home(G,H) ⊆ Homv(G,H).
If σ ∈ Hom(G,H) and X, Y ⊆ V (G) we define,
• E(X, Y ) def= {uv ∈ E(G) | u ∈ X & v ∈ Y },
•Mσ def= minx,y∈V (H){|E(σ−1(x), σ−1(y))| | E(σ−1(x), σ−1(y)) /= ∅},
•Mσ def= maxx,y∈V (H) |E(σ−1(x), σ−1(y))|,
• Sσ def= minx∈V (H) |σ−1(x)|,
• Sσ def= maxx∈V (H) |σ−1(x)|.
These parameters arise naturally in the study of onto homomorphisms (e.g., see [5,6]).
For a graph G we define AG to be the adjacency matrix of G and we let DG be the diagonal
matrix whose diagonal entry corresponding to the vertex v, is the degree of v. Accordingly, we
define the combinatorial Laplacian and co-Laplacian matrices as,
SG
def= DG − AG and TG def= DG + AG.
Both SG and TG are symmetric and their eigenvalues are real and positive. If |V (G)| = n, then
we order the eigenvalues of AG, SG, and TG, respectively, as follows:
αG1  αG2  · · ·  αGn ,
λG1  λG2  · · ·  λGn ,
µG1  µG2  · · ·  µGn .
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Let A be a symmetric matrix with the following eigenvalues:
λA1  λA2  · · ·  λAn .
We recall that by Courant–Fischer principle (e.g., see [14,18]) for any 1  k  n one may write
λAk = min
W∈Wk
max
0 /=f∈W
{ 〈A(f ), f 〉
‖f ‖2
}
= max
W∈W⊥k−1
min
0 /=f∈W
{ 〈A(f ), f 〉
‖f ‖2
}
, (1)
in which
Wk
def= {W | dim(W)  k}, W⊥k def= {W | dim(W⊥)  k}.
Reversing the order of eigenvalues will change max–min to min–max and vice versa. For more
on graphs and their matrices see [3,4,10].
2. Spectral conditions and nodal domains
To begin, we recall the following no-homomorphism result and we consider some applications
in graph decomposition and design theory to show some aspects of the homomorphism problem
and how such spectral conditions can be effectively used.
Theorem A [6,7]. Let G and H be two graphs with |V (G)| = n and |V (H)| = m.
(a) If σ ∈ Homv(G,H), then for all 1  k  m,
λGk 
Mσ
Sσ
λHk .
(b) If σ ∈ Home(G,H), then for all 1  k  m,
λGn−m+k 
Mσ
Sσ
λHk .
(c) If σ ∈ Hom(G,H) and H is both vertex and edge transitive then,
λGn 
2|E(G)|
nH
λHm .
Application 1 (Fisher’s inequality). Let λH denote the graph on V (H) such that each edge of H
has multiplicity λ. It is well-known that a 2 − (v, k, λ) design on the set V = {1, 2, . . . , v} with
b blocks can be considered as a decomposition of λKv by b copies of Kk . In other words, this is
equivalent to considering the existence of a homomorphism σ ∈ Home(∪bi=1Kk,Kv) for which
Mσ =Mσ = λ. It is easy to see that for such a homomorphism one has r =Sσ =Sσ = bkv .
To prove Fisher’s inequality, assume that b < v. Then by Theorem A(a) for the bth eigenvalue
we should have k  λ
r
v. But since r(k − 1) = λ(v − 1) holds for any 2-design, we should have
λ  r and consequently, v = k. Hence, Fisher’s inequality follows, i.e., b  v holds whenever
v > k.
It is also interesting to note that there are cases in which a direct application of spectral condi-
tions is not fruitful, however, one can still use the machinery in combination with a combinatorial
argument. The following example is one such case.
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Application 2 (There is no Petersen-design on 10 points). We prove that K10 cannot be decom-
posed into edge-disjoint copies of the Petersen graph P10, which means that a P10-design of order
10 and index 1 does not exist. Let H def= K10 − P10 and assume that one can decompose H into
two edge-disjoint copies of the Petersen graph. This implies that there exists a homomorphism
σ : G → H where G is a disjoint union of two copies of the Petersen graph. Hence, we have
σ ∈ Home(G,H) withMσ = 1 andSσ = 2. Consequently, by applying part (b) of Theorem A
for k = 2 we should have,
2 = λG12 
1
2
λH2 = 2.5,
which is impossible.
In the rest of the paper, we are going to consider a more refined analysis of spectral conditions for
some other natural matrices (which are not necessarily positive definite) through considering the
eigenfunctions with some special properties. This in a way redirects (a negative answer to) some
combinatorial problems such as Hamiltonicity orG-decompositions to a search in the eigenspace
of a natural matrix that is in general an optimization problem.
In this regard, given a graph G with the vertex set V (G), a matrix A labeled with V (G), and
an eigenfunction f of A, we recall that a strong positive (resp., negative) sign graph P of f , is a
maximal connected subgraph of G, on vertices vi ∈ V (G) such that f (vi) > 0 (resp., f (vi) < 0)
(for more on nodal domain theory and its applications see [8–10]). Also, we define κ(f ) to be
the whole number of both positive and negative strong sign graphs of f .
From one point of view, all theorems appearing in the rest of this paper can be considered as
generalizations of Hilbert–Courant theorem for nodal domains by considering the trivial auto-
morphism of a graph G. Note that in some cases as Theorem 4 the kernel (i.e., the adjacency
matrix) is not necessarily positive definite.
Theorem 1. For any pair of graphs G and H with |V (G)| = n and |V (H)| = m, and for any
1  k  m,
(a) If σ ∈ Home(G,H) and gk is an eigenfunction for the eigenvalue µHk , then
min
(
µGn−m+k, µ
G
n−κ(gk)+1
)
 Mσ
Sσ
µHk .
(b) If σ ∈ Homv(G,H) and fk is an eigenfunction for the eigenvalue λHk , then
max
(
λGk , λ
G
κ(fk)
)
 Mσ
Sσ
λHk .
Proof. To prove part (a), it is easy to check that
〈TH (f ), f 〉 = 〈(DH + AH)(f ), f 〉 =
∑
uv∈E(H)
(f (u) + f (v))2.
If σ ∈ Home(G,H), we compare the Rayleigh quotients RTG(f ◦ σ) def= 〈TG(f ◦σ),f ◦σ 〉‖f ◦σ‖2 and
RTH (f )
def= 〈TH (f ),f 〉‖f ‖2 as follows. It is easy to see that for any function 0 /= f ∈ RV (H) we have,
RTG(f ◦ σ) 
Mσ
Sσ
RTH (f ). (2)
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Let RV (G) denote the space of real-valued functions on the vertex set of the graphG. Fix a subspace
W ⊆ RV (H) such that dim(W)  k and note that the set Wσ def= {f ◦ σ |f ∈ W } ⊆ RV (G) is a
subspace with dim(Wσ )  k. Now, by Eq. (2),
min
0 /=h∈Wσ
RTG(h) = min0 /=f∈W R
T
G(f ◦ σ) 
Mσ
Sσ
min
0 /=f∈W R
T
H (f ). (3)
Define, W⊥G,k
def= {W ∈ RV (G) | dim(W⊥)  k} = {W ∈ RV (G) | dim(W)  n − k}, and note
that for any such fixed subspace W ∈W⊥H,m−k we have Wσ ∈W⊥G,n−k . This shows that{
min
0 /=h∈U R
T
G(h) | U ∈W⊥G,n−k
}
⊇
{
min
0 /=h∈Wσ
RTG(h) | W ∈W⊥H,m−k
}
,
and consequently,
max
U∈W⊥G,n−k
min
0 /=h∈U R
T
G(h)  max
W∈W⊥H,m−k
min
0 /=h∈Wσ
RTG(h). (4)
Hence, by Courant–Fischer principle (Eq. (1)) and inequalities (3) and (4) for any 1  k  m we
have,
µGn−k+1 = max
U∈W⊥G,n−k
min
0 /=h∈U R
T
G(h) max
W∈W⊥H,m−k
min
0 /=h∈Wσ
RTG(h)
 max
W∈W⊥H,m−k
(
Mσ
Sσ
min
0 /=f∈W R
T
H (f )
)
= Mσ
Sσ
µHm−k+1. (5)
On the other hand, let Wi (i = 1, . . . , κ(gk)) be the vertex sets of the strong sign graphs cor-
responding to the eigenfunction gk . Also, let wi
def= gk|Wi be the restriction of gk to Wi for
i = 1, . . . , κ(gk).
By Duval–Reiner Lemma [9], for any set of scalar coefficients c′i s (i = 1, . . . , κ(gk)) and
g
def= ∑κ(gk)i=1 ciwi we have,
〈TH (g), g〉 − µHk ‖g‖2 = −
1
2

κ(gk)∑
i,j=1
(ci − cj )2〈TH (wj ), wi〉

  0. (6)
Hence, RTH (g)  µHk for any such g /= 0, and consequently,
RTG(g ◦ σ) 
Mσ
Sσ
RTH (g) 
Mσ
Sσ
µHk ,
that implies
µGn−κ(gk)+1 
Mσ
Sσ
µHk ∀1  k  m. (7)
Part (a) follows from inequalities (5) and (7).
Part (b) follows from Theorem A(a) and a similar proof using Courant–Fischer principle and
the fact that the right hand side of Eq. (6) is always less than or equal to zero in this case. 
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The following theorem that can be used to obtain necessary conditions for the spanning sub-
graph problem (e.g., the theorem can be used as a non-Hamiltonicity criterion. For related results
see [6,13,16]).
Theorem 2. For any pair of graphs G and H with |V (G)| = n and |V (H)| = m, and
σ ∈ Homv(G,H),
(a) For any 1  k  m we have µGk  M
σ
Sσ
µHk .
(b) If m = n (i.e., G is a spanning subgraph of H) and fk is an eigenfunction of the eigenvalue
µGk , then µ
G
k  min
(
µHk , µ
H
n−κ(fk)+1
)
.
Sketch of Proof. Both parts can be proved using the same ideas as in the proof of Theorem 1,
however, it should be noted that in part (b) we are considering the eigenfunction fk of the graph
G and since G is a spanning subgraph of H , we can consider fk as a function on the vertices of
H . This in conjunction with Courant–Fischer principle will prove the theorem. 
Application 3 (A Fisher-type inequality for G-designs). We recall that a (λH,G)-decomposi-
tion is a partition of the edges of the graph λH into b subgraphs (G-blocks) each of which
is isomorphic to G. A (λKv,G)-decomposition is called a G-design of order v, index λ, and
block-size |V (G)| = k (G-designs are central objects in design theory, e.g., see [2,17]). In other
words, the problem of existence of such a decomposition is equivalent to the existence of a
homomorphism σ ∈ Home(∪bi=1G,Kv) for whichMσ =Mσ = λ. Again, it is easy to see that
for such a homomorphism one has r =Sσ =Sσ = bkv .
By applying Theorems A(b) and 2(a) for a G-design on v points with |V (G)| = k we have,
v
λGk
 r
λ
 v − 2
µG1
. (8)
On the other hand, by applying Eq. (8), Theorems A and 1 we have,
b < v ⇒ max
(
v
λGk
,
v − 2
µGk−1
)
 r
λ
 min
(
v
λG2
,
v − 2
µG1
)
.
In what follows, and based on the importance of the applications to the theory of G-designs
and G-decompositions, we introduce the concept of a uniform homomorphism. A homomorphism
σ ∈ Home(G,H) is said to be uniform ifSσ =Sσ andMσ =Mσ .
Proposition 1. Let G and H be two r-regular and s-regular graphs, respectively. If
σ ∈ Home(G,H) is a uniform homomorphism, then the number of non-negative (resp., non-
positive) eigenvalues of AG should be greater than or equal to the number of non-negative (resp.,
non-positive) eigenvalues of AH .
Proof. Note that we have Mσ
Sσ
= Mσ
Sσ
def= M
S
, and consequently, by subtracting the following
inequalities:
r + αGk 
M
S
(s + αHk ) and r − αGk 
M
S
(s − αHk ),
50 A. Daneshgar, H. Hajiabolhassan / Linear Algebra and its Applications 418 (2006) 44–52
we have αGk  MS αHk . Therefore, the number of non-negative eigenvalues of AG should be greater
than or equal to those of AH . The other statement follows from dual inequalities, similarly. 
Corollary 1. Let G be a regular graph and n− be the number of non-positive eigenvalues of AG.
Then for any G-design of order v with b blocks we have bn−  v − 1.
One should note that in what has been presented so far, finding spectral necessary conditions
for the homomorphism problem is mainly related to positive definite kernels (for more about such
general kernels see [1,6]). In what follows we focus on the spectrum of the adjacency matrix and
we try to formulate some necessary conditions using its eigenvalues.
To begin, in the following theorem we show how such conditions can arise as a combina-
tion of dual inequalities for the eigenvalues of the combinatorial Laplacian and co-Laplacian
matrices.
Theorem 3. Let G and H be two graphs with |V (G)| = n and |V (H)| = m such that H is a
vertex and edge transitive s-regular graph. If σ ∈ Hom(G,H), then
µG1 
2|E(G)|
nH
µH1 .
Moreover, if G is an r-regular graph then
αGn
r
 α
H
m
s
.
Proof. The proof of the first inequality is by applying Theorem 2(a) to a uniform homomorphism
from a new graph G˜ to H , where G˜ is a disjoint union of isomorphic copies of G (for a similar
proof see [6]). The second inequality follows from a combination of Theorem A(c) and the last
part. 
We say that an eigenfunction f of a matrix A is a separated eigenfunction if for any edge uv,
we have f (u)f (v)  0. Also, we define an eigenfunction f to be an isolated eigenfunction if
for any edge uv, we have f (u)f (v)  0. Note that the eigenvalue corresponding to a separated
(resp., isolated) eigenfunction is always non-negative (resp., non-positive). Also, it is an easy
observation that the subgraph induced on the non-zero vertices of an isolated eigenfunction is
always a bipartite graph.
Example 1. Here we consider a case that not only illustrates an example of isolated and separated
eigenfunctions but also reveals the fact that there are cases for which κ(f ) can be quite larger
than the index of the eigenvalue corresponding to the eigenfunction f .
To see this, consider a 4-cycle on the vertex set V (C4) = {u, x, y, v} with the edge-set
E(C4) = {ux, xv, vy, yu}, and note that the function f defined as
f (u) = f (v) = 0, f (x) = 1, f (y) = −1,
is an eigenfunction for the eigenvalue zero.
Consider a graph G and let G˜ be the graph obtained by replacing each edge of G such as
e = u′v′ ∈ E(G) by a copy of C4 in such a way that u′ (resp., v′) is identified by u (resp.,
v). Now, it is easy to see that for any graph G, the function f˜ defined by its restrictions on
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each C4 by f˜ |C4 = f , is an eigenfunction for the eigenvalue zero of G˜. It is also interesting
to note that this eigenfunction f˜ is both a separated and an isolated eigenfunction of G˜ with
κ(f˜ ) = 2|E(G)|.
This example shows that there are cases that the number of nodal domains can be quite large
(there are many other conceivable variants of this method, e.g., one may use the graph K4 − e
instead of the 4-cycle and consider the eigenvalue −1).
Also, it is an interesting fact to note that considering the eigenvalue zero for the graph that
appears in the range of a homomorphism σ may help to get rid of the parameters related to the in-
verse image of σ . This can be considered as one of our motivations for the next no-homomorphism
theorem.
Theorem 4. Let G and H be two graphs with |V (G)| = n and |V (H)| = m. Then for any sepa-
rated eigenfunctionfk of the eigenvalueαHk and for any isolated eigenfunctionfl of the eigenvalue
αHl ,
(a) If σ ∈ Homv(G,H) we have
αGn−κ(fk)+1 
Mσ
Sσ
αHk and αGκ(fl) 
Mσ
Sσ
αHl .
(b) If σ ∈ Home(G,H) we have αGκ(fk)  MσSσ αHk .
Proof. We prove part (b). Other inequalities can be proved in the same way.
Let Wi (i = 1, . . . , κ(fk)) be the vertex sets of the strong sign graphs corresponding to the
eigenfunction fk . Also, let wi
def= fk|Wi be the restriction of fk to Wi for i = 1, . . . , κ(fk). By
Duval–Reiner Lemma [9] and the fact that fk is separated, for any set of scalar coefficients c′i s
(i = 1, . . . , κ(fk)) and f def= ∑κ(fk)i=1 ciwi we have,
〈AH(f ), f 〉 − αHk ‖f ‖2 = −
1
2

κ(fk)∑
i,j=1
(ci − cj )2〈AH(wj ),wi〉

 = 0. (9)
Also, we note that
〈AH(f ), f 〉 = 2
∑
xy∈E(H)
f (x)f (y),
where each term f (x)f (y) is non-negative. Moreover, since σ is a homomorphism, the same is
true for each term in the expansion of 〈AG(f ◦ σ), f ◦ σ 〉.
Hence,
〈AG(f ◦ σ), f ◦ σ 〉
‖f ◦ σ‖2 
Mσ
Sσ
〈AH(f ), f 〉
‖f ‖2 =
Mσ
Sσ
αHk ,
and by Courant–Fischer principle we obtain the desired inequality. 
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