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This work deals with image processing based upon non-linear diffusion PDEs (Partial 
Differential Equations). Some analytic formulation will be introduced to obtain the 3D 
diffusion tensor, replacing Jacobi´s numerical methods by expressions based on 
invariants of the symmetric matrix. Later, CED (Coherence Enhancing Filtering) 
anisotropic filtering properties will be observed and will be combined with isotropic 
diffusion, providing a type of filtering that allows combining noise removal and local 
structure preservation. Last, some applications 3D grey-level will be presented. 
1.   Introduction 
For most applications making use of image enhancement, it is desirable to 
remove noise as much as possible and to increase the contrast, trying in both 
cases to preserve their structures. During the last decade, there has been great 
interest in the use of PDEs for image processing, mainly because they solve the 
disadvantage previously mentioned. There is the possibility to apply a certain 
filtering dependant on the characteristics of the area to be processed. Inside PDE 
there has been major focus on the non linear diffusion equation: 
 ( )( )tu div g u u∂ = ∇ ∇  (1) 
Where ( )g u∇ is the diffusivity, it is a function : mg →  (m is the 
dimension image), decreasing with the magnitude of the gradient module. There 
have been several proposals for this function during the last years [2]. Weickert 
[3] proposed a new diffusion framework, where diffusivity is not a scalar 
magnitude but a diffusion tensor: 
 ( )tu div D u∂ = ∇  (2) 
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where D is an mxm semi-positive definite symmetric matrix. The D tensor 
will be determined by the eigenvectors and eigenvalues of the specific tensor 
type:  
 TD RCR=  (3) 
R is the rotation matrix and C is the diagonal matrix, whose elements 
correspond to the diffusion coefficients in each of the main components. The 
diffusion process is based on the gradient is projected onto the tensor. The 
smooth effect is increasing in the directions with less variability.  
2.   Anisotropic diffusion of the local coherence enhancement 
Different tensor types will be defined depending on the specific application. For 
example, for applications in which it is important to recover the local coherence 
of the image structure - generally altered by acquisition systems - Weickert [3] 
proposed to use a local coherence enhancement diffusion tensor (CED - 
Coherence Enhancing Filtering). The tensor structure is based on the product of 
the gradient descriptor smoothed with its transposed and convolutioned with the 
Gaussian mask Kρ: 
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Matrix S is invariant under changes in the sign of the gradient direction, but 
it is dependant on its magnitude. The value for the standard deviation depends on 
the noise scale σ and the value for ρ depends on the local orientation. The 
eigenvector of matrix S, for ρ = 0, are parallel and orthogonal to uσ∇ . After the 
last convolution - with ρ - there has been a change from the gradient specific 
direction to the local structure main orientation. S is known as structure tensor or 
second moment matrix. 
To enhance local patterns it is proposed that the coefficients of the diagonal 
matrix C are given by: 
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Having sorted out the components from minor to major eigenvalues. 
Therefore, the first component will show the direction of highest local 
homogeneity in the irradiation level, that is, of lowest variability in the direction 
of this main component. The value for β is a threshold that is compared to the 
local coherence level, κ, and α is a control parameter whose value is within the 
interval [0-1], to guarantee the diffusion tensor smoothing [3]. In order to 
measure whether a neighborhood boundary is homogeneous or not, the local 
coherence measure is introduced: 
 ( )2
1
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i j
i i j
κ µ µ
= ≠
= −∑∑  (6) 
where µi is the eigenvector of the main component i in S( ). If eigenvalues 
are similar, the coherence level - κ - will be low and the diffusion coefficients 
will be similar, in which case there will be an almost isotropic diffusion process. 
When differences among the eigenvalues appear, there will be a boundary with 
main components highlighted with respect to the others, creating an anisotropic 
diffusion process in the direction of minimum variability. 
For 2D images, the CED tensor analytical expressions are extended [4]. 
However, in the case of 3D images, numerical methods are generally used, 
implementing multiple variations of Jacobi´s numerical methods. But as an 
alternative, exact solutions can be found through the invariants mathematical 
theory (scalar functions of the matrix that do not vary after a base change, just as 
the determinant). The calculation of the eigenvalues of a 3rd order symmetric 
tensor requires the introduction of the following invariants of the second moment 
matrix: 
 ( ) ( ) ( )( ) ( )221 2 31 det2I tr S I tr S tr S I S= = − =  (7) 
which are used to calculate the invariants of the deflector component of matrix S,  
1
1
3
S S I I= − : 
 ( ) ( )( ) ( ) ( ) ( )22 2 32 1 2 3 1 1 2 31 1 13 det 2 9 272 3 27J tr S tr S I I J S I I I I= − = + = = + +   (8) 
which afterwards allows calculating Lode´s angle: 
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And it can be demonstrated (Asensio and Moreno [1]) that the eigenvalues 
of tensor S - sorted out from minor to major - are: 
 ( )2 21,2 1 3 11 2 12 cos 2 cos3 3 3 3 3
J J
I I
piµ θ µ θ = + ± = + 
 
 (10) 
The calculation of the tensor elements will be a function of the second 
moment matrix, of the diffusivity coefficients in each component and of the 
eigenvalues. The diffusion tensor D is rebuilt from the rotation matrix R and 
from a diagonal diffusion matrix C, according to tC RDR= , therefore: 
 1 1 1 2 2 2 3 3 3ij i j i j i jD c R R c R R c R R= + +  (11) 
obtaining the following: 
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3.   CED isotropic and anisotropic diffusion conditions 
For flat areas, whose gray level is almost constant, the eigenvalues of the 
second moment matrix are very similar and low values. Consequently, all the 
components will have diffusivity coefficients with very close values. In this case 
the tensor becomes a diagonal matrix weighted by the diffusion parameter α, and 
there is isotropic diffusion. On the other hand, when the eigenvalues of the 
structure tensor are very different, there is anisotropic diffusion and it is 
predominant along the direction perpendicular to the gradient. The decision for a 
given pixel to perform isotropic or anisotropic diffusion depends on the 
threshold level β and the local coherence measure, κ. According to equation 5, 
there will be anisotropic diffusion when the local coherence measure is greater 
than zero, but if the condition is loosened, it will be possible to define the 
threshold level β considering the image information. Thus, once the local 
coherence measure κ is obtained, its dynamic range will be known, and it will be 
possible to define the value for β: 
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Where f is the fraction of α considered significant to move from isotropic to 
anisotropic diffusion, and κ* is the local coherence measure level at which 
anisotropic diffusion will start to be applied. Therefore, for local coherence 
measure greater than κ* there will be anisotropic diffusion, and in the opposite 
case there will be isotropic diffusion. For example, if the anisotropic diffusion 
process is to begin at a coherence index such that for α = 0.01 it is doubled, f = 
1, the diffusion tensor will have to be calculated for local coherence measure 
starting from a fifth of β. Thus, it will be possible to define the threshold value β 
thanks to a previous view of the coherence index for each individual pixel. 
Besides, this property can be used to spare computation time due to the fact 
that if the local coherence measure κ is smaller than κ*, the tensor will not be 
calculated and will be substituted by the diagonal matrix Iα. In the opposite case, 
the tensor will be calculated. The local coherence measure for 3D images 
correspondence to: 
 ( )3 2 2
1
6i j
i i j
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= − =∑∑  (14) 
When this property is used, the reduction in computation times will depend 
on the nature of the processed images.  
4.   Combination of isotropic and anisotropic diffusion 
Figures 1 show a 3D diffusion application to reconstruction a mother neuron 
using confocal microscopy. The source shows some noise in the acquisition 
stage. Isotropic diffusion shows good results in removing noise, but it does not 
succeed to preserve the structure of the biological object. When CED is applied 
some fake dendrites appear due to the enhancement of patterns outside the vision 
field. The best results are obtained when isotropic and anisotropic diffusion is 
combined. 
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Figure 1 a) Slice number 34 from a mother neuron image collection obtained through confocal 
microscopy b) Image processed through CED c) Image processed through isotropic diffusion d) 
Image processed through isotropic diffusion and CED diffusion. 
5.   Conclusions 
We have presented here the theoretical framework for isotropic and 
anisotropic diffusion, paying special attention to CED anisotropic diffusion. 
Three aspects have been studied: 3D tensor analytical expressions, CED 
parameters and improvements of isotropic and anisotropic diffusion 
combination. 
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