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Abstract 
Project failures are costly to businesses and are increasingly present in the news. In many 
industries, projects have a 40% failure rate, and 90% of venture capital projects fail even 
to start. Project managers play a key role in delivering successful projects. The purpose of 
this correlational study was to examine the relationship between project manager’s age 
and years of project experience and project success. The population of this study 
consisted of 108 active or former project managers working in Albania or Kosovo who 
were LinkedIn members. The study was not grounded in a named theory; rather, based on 
the conceptual framework that project managers’ age and years of project experience may 
predict project success. The independent variables were project managers’ age and years 
of project experience, and the dependent variable was project success. Data were 
collected using a questionnaire posted on the SurveyMonkey website and analyzed using 
multiple linear regression. The results revealed that age has a negative, though not 
statistically significant, effect on project success. Project managers’ experience has a 
positive influence on project success; this effect is also not statistically significant. The 
coefficient of determination R2 was .02, which demonstrated that only 2% of project 
success relates to the independent variables. The study may contribute to positive social 
change by helping project managers and leaders of international development agencies, 
that conduct project to positively affect social change through improvements in areas 
such as agriculture, water, sewage, health, nutrition, education, environment, and social 
development. An increased rate of project success may translate into an improvement of 
livelihood for local communities in low-income countries.
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Section 1: Foundation of the Study 
Projects are instruments used by companies to conduct operations and increase 
their success rate in business (Kremljak, Palcic, & Kafol, 2014). In project-based 
businesses, an increase in the project success rate translates into an increase in business 
profits (Ekrot, Kock, & Gemünden, 2016). However, the Standish Group (2015) reported 
that only 29% of projects are considered successful; therefore, a high project failure rate 
negatively affects business profits. Koops, Bosch-Rekveldt, Coman, Hertogh, and Bakker 
(2016) recognized project managers’ influence on project success. In this study, I 
investigated whether a correlation exists between project manager’s age and years of 
project experience and project success. 
Background of the Problem 
According to the Standish Group (2014), more than 30% of projects will get 
canceled before completion, and more than 50% of all projects started will cost almost 
twice the originally estimated cost. Blixt and Kirytopoulos (2017) reported that the 
project manager’s lack of experience is a factor in failed project completion. Allen, 
Alleyne, Farmer, McRae, and Turner (2014) and Ekrot et al. (2016) noted that project 
management is a valuable investment for businesses because business owners use project 
management to help them save money by avoiding project failures. 
Pinto and Slevin (1988) defined project success as dealing with internal issues and 
external client issues. According to Davis (2014), many factors help to make a project 
successful. However, different stakeholders, such as clients, end users, project managers, 
and sponsors, may define success factors differently (Davis, 2014). Besteiro, Pinto, and 
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Novaski (2015) identified the project manager’s experience as one of the critical factors 
for project success. 
According to Blaskovics (2016), project managers are instrumental in project 
success. Project management experience is a key criterion in the selection of project 
managers (Keren, Hadad, & Laslo, 2014). According to Chipulu, Neoh, Ojiako, and 
Williams (2013), employers view project manager’s experience as an important factor 
when placing ads for hiring. Lindebaum and Jordan (2012) suggested that the project 
manager’s age affects a project’s outcome. 
Problem Statement 
Project failures are costly to businesses and are increasingly present in the news 
(Sage, Dainty, & Brookes, 2014). Across different industries, as projects have a 40% 
failure rate, 90% of venture capital projects fail even to start (Shepherd, Haynie, & 
Patzelt, 2013). The general business problem was that project failure affects businesses’ 
bottom line, including profitability and share price (Savolainen, Ahonen, & Richardson, 
2015). The specific business problem was that business owners have limited information 
about the relationship among project managers’ age and years of project experience and 
project success. 
Purpose Statement 
The purpose of this quantitative, correlational study was to examine whether a 
relationship exists between project managers’ age and years of project experience and 
project success. The independent variables were project managers’ age and years of 
project experience; the dependent variable was project success. The target population 
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consisted of project managers working in Albania and Kosovo. According to Ika and 
Donnelly (2017), international development projects cover many areas, including areas 
involving social change, such as agriculture, transportation, water, electricity, energy, 
sewage, mines, health, nutrition, population and urban development, education, 
environment, social development, reform, and governance. An increased rate of project 
success might translate into improvement of livelihood for local communities in which 
project managers implement projects. 
Nature of the Study 
According to Molina-Azorin, Bergh, Corley, and Ketchen (2017), three research 
methods exist: quantitative, qualitative, and mixed methods. McCusker and Gunaydin 
(2015) stated that quantitative methods are appropriate for measuring something, while 
qualitative methods deal more with participants’ experiences. Molina-Azorin et al. (2017) 
concluded that mixed methods combine quantitative and qualitative methods to expand 
analyses of complex phenomena. Davis (2014) conducted a longitudinal review of the 
literature related to project success and demonstrated that project success had been 
researched thoroughly since the 1970s. In this study, I examined the relationship between 
project managers’ age and years of project experience, and project success. My method 
of research was quantitative and dealt with statistics and numbers. 
Park and Park (2016) noted that qualitative methods are suitable for discovery of 
a phenomenon, and Palinkas et al. (2015) suggested that qualitative methods are used for 
exploratory studies and to gain a deep understanding of a phenomenon. The variables of 
my study were easily measured, and established instruments used in project management 
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research existed. Therefore, I excluded qualitative methods, because, in this research, I 
wanted to measure the influence of two independent variables on the dependent variable. 
Long (2014) described mixed-methods research methodology as a combination of 
qualitative and quantitative methods. The mixed-methods research methodology was not 
suitable for this study because of time constraints and the intense data collection process. 
According to Geuens and De Pelsmacker (2017), controls should be in place in 
experimental design so that the researcher can understand and explain certain changes. 
Because I could not have controls in my study, I did not use experimental design. In 
quasi-experimental design, some of the participants receive an intervention while another 
group of participants does not (Connelly, Sackett, & Waters, 2013). In my study, I did not 
have control over my participants for treatment. Therefore, I could not use quasi-
experimental design. According to Curtis et al. (2016), correlation happens when one 
variable (X) increases and another variable (Y) increases or decreases. My research intent 
was to ascertain whether a relationship exists between the independent variables and the 
dependent variable. Therefore, correlational design was the most suitable design. The 
correlational design indicates whether a correlation exists between variables and the 
strength of that relationship. Therefore, I used correlational design for my study. 
However, correlation does not equal causation (Russo, 2011). 
Research Question 
Does a relationship exist between project managers’ age and years of project 
experience and project success? 
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Hypotheses 
Null hypothesis (H0): The linear combination of project managers’ age and years 
of project experience will not significantly predict project success. 
Alternative hypothesis (H1): The linear combination of project managers’ age and 
years of project experience will significantly predict project success. 
Theoretical Framework 
Slevin and Pinto (1987) developed the critical success factors (CSF) theory for 
project success. Slevin and Pinto listed 10 critical success factors through which project 
managers evaluate project success. CSF theory relates to project success, which was the 
dependent variable in my study. However, the independent variables of my study, project 
managers’ age and years of project experience, are not part of CSF theory. Therefore, 
CSF theory was not suitable for my study. 
Human capital theory, as developed by Becker (Teixeira, 2014), was also 
considered. As mentioned by Teixeira (2014), education plays a central role in human 
capital theory. However, age and experience are not part of human capital theory. 
Therefore, human capital theory was not suitable for my study.  
Another source that I considered for the study’s theoretical framework was 
Hofstede’s (1980) work on culture and cultural dimensions. According to Ferreira, Serra, 
and Pinto (2014), Hofstede defined four cultural dimensions. However, Hofstede did not 
include age and experience in his four dimensions; therefore, I did not use Hofstede’s 
theory as the theoretical framework for this study. 
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According to Nguyen (2015), no universal theory of project management exists. 
Therefore, this study was not grounded in a named theory; rather, I grounded it in the 
theoretical framework that project managers’ age and experience predict project success. 
Project managers have an important role in achieving project success (Blaskovics, 2016). 
According to Dulaimi and Langford (1999), age affects project managers’ productivity. 
Furthermore, project managers’ experience has a significant role in project success 
(Burger, Verster, & Zulch, 2015). Therefore, I proposed that project managers’ age and 
experience affect project success; this proposition constituted the study’s theoretical 
framework. 
Operational Definitions 
Critical success factors: Slevin and Pinto (1987) defined 10 critical success 
factors (CSF). Managing CSF properly will help project managers to achieve positive 
outcomes from projects (Slevin & Pinto, 1987). The CSFs are project mission, top 
management support, project schedule/plans, client consultation, personnel, technical 
tasks, client acceptance, monitoring and feedback, communications, and troubleshooting 
(Slevin & Pinto, 1987). 
Project Implementation Profile (PIP): The PIP is an instrument designed to 
measure the status of CSFs throughout the project lifecycle. It consists of 50 items used 
to evaluate a project and 12 items to assess project success (Slevin & Pinto, 1987) 
Project managers’ years of experience: Project managers’ years of experience in 
the field of project management leading or directing projects (Ceric, 2014; Remer & 
Ross, 2014). 
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Project management success: Project management success is a measurement of 
project efficiency (Blaskovics, 2016). 
Project success: Project success is a measurement of project effectiveness 
(Blaskovics, 2016). 
Assumptions, Limitations, and Delimitations 
In this section, I present assumptions, limitations, and delimitations related to my 
study. According to Francis (2014), researchers need to make assumptions so that they 
can function in a socially complex world. Connelly (2013) stressed the importance of 
understanding the assumptions in any research study. 
Assumptions 
Assumptions are critical elements in any research because, through assumptions, a 
researcher can accept certain beliefs that cannot be proven true. In any study, the 
assumptions section contains information that is important in understanding the study 
results (Kirkwood & Price, 2013; Rule & John, 2015). In this study, four assumptions 
existed. My first assumption was the participants would respond to the survey with 
accuracy and honesty. The second assumption was that I would be able to get a 
statistically significant number of participants in my target population to respond to the 
survey. The third assumption was that participants would have or could use a computer to 
access the survey. The fourth assumption was that the participants would have basic 
computer and Internet skills to navigate and answer the survey. 
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Limitations 
Limitations are the internal or external shortcomings that every study has. The 
researcher chooses the internal limitations or the scope of a study, whereas external 
limitations may affect the study result’s potential for generalization (Connelly, 2013). 
Limitations are outside the researcher’s control and can influence the results of the study 
(Connelly, 2013). This study had two limitations. The first limitation was the use of an 
online survey, in that I had no way of controlling whether the participants responded 
accurately. The second possible weakness was the response rate to the survey. If I 
received a low rate of response, then the findings might not be statistically significant for 
my target population. 
Delimitations 
Delimitations are decisions that a researcher has made about the frame of a 
research study (Rule & John, 2015). For this study, I selected project managers working 
in Albania or Kosovo with membership in LinkedIn. Using the Likert scale was another 
delimitation because participants could select from a limited number of response options 
in the survey, which may have led to imprecise responses. 
Significance of the Study 
According to Shenhar, Levy, and Dvir (1997), projects are important because they 
influence many aspects of business: sales, income, profits, and market share. Ika and 
Donnelly (2017) noted a high project failure rate in development projects as well. In this 
section, I present the significance of the study related to business practice and social 
change.  
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Contribution to Business Practice 
This study may aid business owners by determining if a correlation exists between 
project manager’s age and work experience on project success. By using work experience 
as criteria, business owners can make better decisions in selecting and promoting project 
managers to increase the success rate of projects. Increasing the project success rate could 
cause businesses to become more profitable. 
Successful projects have a positive influence on businesses (Ekrot et al., 2016). 
According to Pollack and Adler (2014), project management increases productivity in 
small and medium enterprizes. Bhoola (2015) suggested that an increased interest in 
achieving success in projects exists in large corporations. Therefore, this study may have 
an influence on large corporations as well as small and medium-sized businesses. For 
small and medium-sized businesses, successful projects could mean increased 
productivity and, in the longer term, the difference between bankruptcy and survival, 
while for large public corporations, project success could translate into higher share price 
and more investment in innovation. Likewise, for nonprofit organizations, having more 
successful projects could mean an increased effect of projects for their target population. 
Implications for Social Change 
Business owners undertake projects in different industries and in nonprofit 
organizations. Projects affect many social groups. Successful projects can improve 
positive economic effect on the local industries. By understanding if a correlation exists 
between project managers’ age and experience, and project success, businesses and 
nonprofit organizations may have more information to make better decisions in selecting 
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project managers and possibly increase their chances for successful projects. One of the 
criteria for successful projects is delivery within the schedule (Lehtonen, 2014). Timely 
delivery of infrastructure projects can better the livelihood of communities where projects 
are implemented. Ika and Donnelly (2017) noted the importance and widespread 
influence of international development projects for social change through development. 
An increased rate of project success may translate into improvement of livelihood for 
local communities where projects are implemented. 
A Review of the Professional and Academic Literature 
The majority of sources in my literature review were peer-reviewed journal 
articles. In addition to peer-reviewed journal articles, I included relevant published 
conference papers, published doctoral dissertations, textbooks, and content from 
professional organizations. I organized the literature review according to major topics 
related to my study. The topics were project managers’ age and experience as 
independent variables, and project success as a dependent variable. I concluded the 
literature review by introducing the measurement of variables and presenting a literature 
review summary. 
To develop a comprehensive professional and academic literature review, I 
concentrated my search for peer-reviewed articles within 5 years of my anticipated 
graduation year. I expanded the search to include other academic articles that represented 
seminal work, even though those articles did not fall within 5 years of my anticipated 
graduation date. To collect all the required sources, I searched the following libraries, 
databases, and websites: Business Source Complete, ABI/INFORM Complete, Emerald 
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Management, SAGE Premier, ScienceDirect, ProQuest Central, Academic Search 
Complete, ACM Digital Library, Computers and Applied Sciences Complete, Google 
Scholar, Research Gate, Web of Science, and dissertations and doctoral studies at Walden 
University. I used the following key terms in my queries: project managers' age, 
managers’ age, project manager's work experience, critical success factors, project 
implementation profile, project success, project failure, project management, project 
management success, and project manager. I employed wildcards to capture a broad set 
of the aforementioned queries. In Table 1, I present an overview of all references used in 
this section. As shown in Table 1, 85% of the references were published within 5 years 
(2014-2018) of anticipated chief academic officer (CAO) approval, and 94% of the 
references are peer-reviewed journal articles. 
Table 1 
Overview of Literature Review References 
 References 
Source Within 5 years (2014-2018) Older than 5 years Total % 
Peer-reviewed articles 103 20 123 94% 
Dissertations 7 0 7 5% 
Books 1 0 1 1% 
Total 111 20 131 100% 
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Application to the Applied Business Problem 
The purpose of this quantitative, correlational study was to examine the 
relationship between project managers’ age and years of project experience and project 
success. The hypotheses of this study were the following: 
Null hypothesis (H0): The linear combination of project managers’ age and years 
of project experience will not significantly predict project success. 
Alternative hypothesis (H1): The linear combination of project managers’ age and 
years of project experience will significantly predict project success. 
This study was not grounded in a named theory. Rather, the study was grounded 
in the theoretical proposition that age and experience are useful predictors of project 
manager success (see Figure 1). In the following sections of the literature review, I 
provide references related to my theoretical proposition. 
 
Figure 1. Theoretical framework model. 
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Project Managers’ Age and Experience (Independent Variables) 
In this section, I briefly discuss the role of a project manager and the influence of 
two independent variables of this study: project managers’ age and experience. I cover 
the influence of project managers’ age and experience on different aspects of success, 
including project success. I demonstrate that the literature review is thorough by 
comparing and contrasting studies related to project managers’ age and years of project 
experience and project success. 
According to the literature, no consensus exists about the role of a project 
manager. According to the PMI-published book A Guide to the Project Management 
Body of Knowledge (PMBOK), a project manager is in charge of a team with a goal to get 
project results (PMI, 2017). A project manager’s role is different from a functional 
manager’s role in an organization (PMI, 2017). In contrast, Bezak and Nahod (2011) 
listed six activities for project managers: managing, organizing, recruiting, planning, 
controlling, and coordinating. Although these roles are similar to general management 
functions, Bezak and Nahod added skills to the project manager competencies to 
differentiate project management from general management. Medina and Medina (2014), 
similar to Bezak and Nahod (2011), further elaborated the role of project manager by 
adding the team selection activity. However, according to Medina and Medina, the 
selection activity is about negotiating between project managers and functional managers 
in selecting team members. Moreover, Medina and Medina added activities such as 
training, development, and performance evaluation of team members, bringing the 
project manager’s role closer to that of human resource management (HRM). Therefore, 
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Medina and Medina advocated for a more active role for project managers in the HRM 
aspect of selecting, training, and developing project members. Thus, the project 
manager’s role is ever changing and expanding. 
Project Managers’ Age 
Thanks to improved health and wellness in Western Europe, the United States, 
and Canada, people are more active and continue working at older ages. Western 
countries have updated legislation to eliminate mandatory retirement (Hofstetter & 
Cohen, 2014; Lain & Loretto, 2016; Zaniboni, 2015). The trend of people being active at 
older ages represents a new challenge for managing a workforce that is more diverse in 
terms of age (Lain & Loretto, 2016). Age discrimination is the most prevalent form of 
discrimination in workplaces (Zaniboni, 2015). In this section, I present analysis and 
synthesis of relevant literature related to project managers’ age. As I demonstrate in the 
sections below, a lack of research exists related to the influence of project managers’ age 
on project success. 
Kulik, Ryan, Harper, and George (2014) noted that, given an older and more 
diverse workforce, it is necessary to revisit the tendency to regard experience and age as 
interchangeable attributes. Kulik et al. argued that researchers need to distinguish 
between age and experience. However, hesitation exists about factoring in age for hiring 
or selecting employees for projects (Seboni & Tutesigensi, 2015). For example, age is a 
factor in selecting project managers but is not mentioned specifically, due to concern for 
breach of labor laws and the potential for lawsuits (Seboni & Tutesigensi, 2015). Seboni 
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and Tutesigensi (2015) conducted a study in Botswana and interviewed 15 participants 
from top management regarding the selection of project managers. 
Age influences the performance of individuals (Dulaimi & Langford, 1999). 
Younger project managers concentrate more on technical skills compared to older project 
managers (Dulaimi & Langford, 1999). Dulaimi and Langford (1999) surveyed 62 
project managers in the United Kingdom. Chipulu et al. (2014) listed 10 project 
success/failure indicators (PSFIs) critical to minimizing the following project 
success/failure factors (PSFFs): project control and extraorganizational goals. Older 
project managers were found to place higher importance on project control and 
extraorganizational goals compared to younger project managers (Chipulu et al., 2014). 
Chipulu et al. and Ojiako et al. (2015) reported that age also influenced agreements 
between stakeholders and project managers. Older project managers were more likely to 
review and possibly reverse their decisions during project implementation and handover 
stages (Ojiako et al., 2015). Chipulu et al. conducted interviews with 40 project 
practitioners in Brazil, China, Greece, Nigeria, Thailand, the United Arab Emirates, the 
United Kingdom, and the United States. After conducting the interviews, Chipulu et al. 
also surveyed 1,313 project practitioners. Ojiako et al. delivered questionnaires to 1,413 
participants in 29 countries. Of the 1,413 participants approached, only 1,255 responded 
(Ojiako et al., 2015). According to Ojiako et al., 84% of responses were from Brazil 
(219), China (211), Nigeria (224), Thailand (135), the United Arab Emirates (141), the 
United Kingdom (144), and the United States (125). In contrast with Chipulu et al., 
Larsson, Eriksson, Olofsson, and Simonsson (2015) argued that age does not influence 
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project success. Larsson et al. surveyed 162 project managers working for the largest 
public infrastructure client in Sweden. 
Career. Age has an important role in the careers of project managers, managers, 
professionals, and employees. As project managers, managers, professionals, and 
employees get older, their perception of career progression changes (Bown-Wilson & 
Parry, 2013; Visagie & Koekemoer, 2014). Bown-Wilson and Parry (2013) interviewed 
27 male and 13 female managers, aged 50 and over, from two large financial services 
organizations in the United Kingdom. Visagie and Koekemoer (2014) interviewed 24 
senior managers located in Johannesburg, South Africa. Hennekam (2015) found that as 
the workers aged, they had higher career satisfaction. Therefore, a positive correlation 
between age and career satisfaction exists (Visagie & Koekemoer, 2014). Hennekam 
surveyed 920 participants and interviewed 11 working individuals in the Netherlands. 
However, Fernando, Amaratunga, and Haigh (2014) conducted a study to investigate 
career success and found that age is the least important career success factor. Fernando et 
al. surveyed 99 professional women in the construction industry in the United Kingdom. 
Differing views exist on when age starts to influence career success. In their 
study, Baruch, Grimland, and Vigoda-Gadot (2014) concluded that age and career 
progression form an “inverse U-shaped curve.” Baruch et al. found that career 
progression reaches its highest point at age 50, after which it starts to decline. Baruch et 
al. surveyed 545 managers and professionals working in the private sector in Israel. 
Similarly, Bown-Wilson and Parry (2013) found that as managers get older, they tend to 
be more conservative about the prospect of moving to newer jobs, which affects their 
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career growth. However, Bown-Wilson and Parry did not provide any specific age at 
which managers start to become more conservative. Henderson, Stackman, and Koh 
(2013) reported similar findings and stated that female project managers younger than 49 
are still growing or in career-building mode, whereas female project managers older than 
50 have completed this phase. Henderson et al. surveyed 211 project managers working 
in North America. 
Managers describe career success in subjective terms, such as intrinsic or extrinsic 
satisfaction. Intrinsic career satisfaction is related to the perceived appreciation and career 
progression in the workplace, while extrinsic job satisfaction is related to the level of 
payments, administrative policies, job security, and overall conditions at the workplace 
(Rasheed & Wilson, 2014). Rasheed and Wilson (2014) surveyed 194 participants in 
Kerala state, India. Santos (2016) and Visagie and Koekemoer (2014) indicated that 
managers’ views of their career fulfillment depended on their age. Santos interviewed 87 
academics in Portugal.  
Researchers have reported varying results as to how age influences career 
satisfaction and whether managers view career fulfillment as extrinsic or intrinsic. Bal, 
Kleef, and Jansen (2015) showed in their research that having a personalized career plan 
affects employees’ intrinsic and extrinsic career fulfillment. These results are more 
pronounced with older employees than with younger ones (Bal et al., 2015). Bal et al. 
invited 5,605 employees from a professional service firm in the Netherlands to take part 
in a survey. However, only 553 completed the final survey (Bal et al., 2015). 
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As employees get older, they progress in their careers and increase their skills. 
The resulting career progression and increased skills lead to higher salaries and, 
consequently, extrinsic career satisfaction (Hennekam, 2016). Hennekam (2016) noted 
this pattern in reporting the results of a survey of 1,112 individuals registered at a 
specialized job agency in the Netherlands. However, Tlaiss and Mendelson (2014) 
obtained different results in their research on 346 female Lebanese managers, showing 
that older participants indicated less extrinsic satisfaction compared to younger 
participants. Tlaiss and Mendelson's research results accord with Sturges's (1999) 
research results. Tlaiss and Mendelson and Sturges indicated that older managers tend to 
evaluate their career success more in terms of personal achievement, than in terms of 
external assessments such as salary or position in a company. Sturges stated that as 
managers get older, they reach their peak career progression in a company and therefore 
begin to rely more on personal achievements for career fulfillment. Sturges surveyed 36 
managers—18 men and 18 women—employed by a telecommunications company based 
in the United Kingdom. 
Learning. Learning is a critical aspect of project managers’ development. In 
interviews that Ramazani and Jergeas (2015) conducted with 29 project managers 
working in the oil and gas industry in Calgary, Alberta, participants mentioned the need 
for learning from previous experiences. The project managers also mentioned the 
importance of younger project managers learning from their older and more senior 
colleagues in the workplace (Ramazani & Jergeas, 2015). Neverauskas, Bakinaite, and 
Meiliene (2014) noted that employers need to develop younger project managers through 
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learning. Neverauskas et al. conducted a literature review related to project success 
factors. However, Bausch, Michel, and Sonntag (2014) found that previous research was 
inconclusive as to the influence that age has on the results of learning. Bausch et al. 
surveyed trainees in online learning. Bausch et al. invited 1,101 trainees to take part in 
the survey. However, only 45 answered all three surveys.  
Society generally perceives older people as less able to learn than younger people. 
Froehlich (2016) indicated that an indirect relationship exists between age and learning. 
Furthermore, Bausch et al. (2014) mentioned that older trainees are not seen as positively 
as younger trainees when it comes to learning. Froehlich surveyed 139 managers in the 
banking sector in Austria. Bausch et al. found in their research that older women tend to 
be more successful in learning than younger women are. The opposite was found for 
men, where older men have less success in learning compared to younger men (Bausch et 
al., 2014). 
Learning affects the careers of managers and project managers and ultimately 
may have an influence on project success and company productivity. Hennekam (2015) 
noted that learning is a skill that distinguishes younger employees from older ones, 
putting older employees at a disadvantage. Froehlich, Beausaert, Segers, and Gerken 
(2014) disagreed with this notion, arguing that it is not age but active learning that affects 
employability and career. Further, Froehlich et al. advocated for better organizational and 
national policies related to learning, so that equal opportunity exists regardless of age. 
Improved organizational and national policies would mean better chances for 
employability (Froehlich et al., 2014). Froehlich et al. based these arguments on a survey 
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of 780 employees in three organizations in Austria and the Netherlands. Pejrova (2014), 
based on a survey of 35 workers under 50 years of age who were working in the 
Pardubice Region of the Czech Republic, reported that older employees are interested in 
learning. Therefore, Pejrova contended, it is in the best interest of companies to train 
them so that they become more productive. 
Researchers have also observed differences in training content and methods for 
younger and older employees. Marneros and Gibbs (2015) reported that younger 
managers were more interested in general training topics, such as communication and 
foreign languages, than older managers were. Managers over 50 years old preferred 
business training topics (Marneros & Gibbs, 2015). Marneros and Gibbs invited 474 
managers in Cyprus to participate in a survey. Only 190 filled in the questionnaire 
(Marneros & Gibbs, 2015). Crawford, French, and Lloyd-Walker (2013) reported a 
generational difference for project managers in relation to learning. Project managers in 
the younger generation placed more emphasis on project management training than those 
of the older generation (Crawford et al., 2013). Crawford et al. interviewed 33 project 
managers working in Australia. Project managers were in three categories: Baby 
Boomers (born 1946–1964), Gen Xers (born 1965 to 1979), and GenY (born 1980 to late 
1990s; Crawford et al., 2013). Lloyd-Walker, French, and Crawford (2016) conducted 75 
interviews across three industry sector groups in Australia: engineering/construction, 
information technology/business, and the public sector. 
Leadership. According to DuBois, Hanlon, Koch, Nyatuga, and Kerr's (2015) 
review of literature on the leadership style of project managers, leadership qualities are 
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essential for project managers, and these skills may improve the project success rate. Age 
influences leadership effectiveness (Buengeler, Homan, & Voelpel, 2016). Buengeler et 
al. surveyed in two separate studies 113 and 121 leaders in a large customer sales and 
service organization located in Germany. According to Spisak, Grabo, Arvey, and van 
Vugt (2014), candidates’ age affects the selection of leaders. Spisak et al. conducted two 
experiments. Sixty participants were in the first experiment, and 38 participants were in 
the second experiment (Spisak et al., 2014). Participants were students from VU 
University Amsterdam (Spisak et al., 2014). Amin and Kamal (2016) conducted a study 
to analyze the influence of leadership qualities on project team performance. Amin and 
Kamal concluded that older team members had more influence on leadership direction 
due to their longer work experience. Amin and Kamal distributed 450 questionnaires to 
project team members located in Pakistan. Participants returned only 379 completed 
questionnaires (Amin & Kamal, 2016). Schreiber (2015) reported that younger leaders 
received less acceptance as leaders, which had an impact on team effectiveness. Schreiber 
interviewed 35 leaders in a large private utility company in Germany. 
Understanding team preferences for leadership style might increase the chances 
for better results (Oshagbemi, 2008). According to Oshagbemi (2008), age has a positive 
influence in consultative, participative, and delegative leadership styles. Older managers 
tend to get buy-in from employees, while younger managers tend to direct orders at 
employees without employee consultation (Oshagbemi, 2008). However, considering 
older managers have more experience, Oshagbemi concluded managers of an older age 
might favor greater application of a directive leadership style. Oshagbemi surveyed more 
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than 400 managers in different industries in the United Kingdom. Tavitiyaman, Weerakit, 
and Ryan (2014) reported younger and older general managers place a different degree of 
importance on leadership. Younger general managers placed more importance on 
leadership factors than older general managers (Tavitiyaman et al., 2014). Tavitiyaman et 
al. delivered questionnaires to 2,230 general managers working in hotels in Thailand. 
From 2,230 questionnaires sent, only 530 questionnaires were completed (Tavitiyaman et 
al., 2014).  
Performance. Age influences the performance of managers and professionals 
alike. Santoso and Kulathunga (2016) noted younger engineers have a higher work 
performance compared to older engineers. Santoso and Kulathunga surveyed 114 
engineers and 21 project managers working on 21 construction sites in Sri Lanka. 
Similarly, as Verheyen, Deschacht, and Guerry (2016) suggest in their literature review, 
people attribute lower performance to older employees. Verheyen et al. used data from 
Belgian Statistics on Income and Living Conditions (SILC) from 2007-2011. However, 
Fuertes, Egdell, and McQuaid (2013) have found different results in studying the effect 
of older employee management on small and medium enterprizes. Fuertes et al. suggested 
managers did not complain about the age but about the performance of employees. Since 
managers did not complain about age but about performance, therefore Fuertes et al. 
concluded age is not a detrimental factor; rather it is the performance of employees that is 
crucial. Fuertes et al. interviewed 6 representatives from small and medium-sized 
enterprizes (SMEs) in the United Kingdom. If older employees have input about the pace 
of work and more job control, no difference would exist in performance between older 
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and younger employees (Kulik et al., 2014). Another factor that positively influenced the 
performance of the employees was the age of managers, whereby a combination of an 
older manager with older employees delivered an improved performance (Verheyen et 
al., 2016). 
Risk. Managing risk is an important activity in project management. De Carvalho 
and Junior (2014) refered to the extensive research conducted in the field of risk 
management and project success. De Carvalho and Junior performed a literature review 
relating to the impact of risk management on project performance in Brazil. De Carvalho 
and Junior analyzed 263 projects across different industries. However, few researchers 
discuss how project managers’ age influences project risk. Rolison, Hanoch, Wood, and 
Liu (2014) researched risk-taking in adults. According to Rolison et al. financial risk-
taking lowered with age. Rolison et al. surveyed 528 participants, aged 18 to 93 years in 
California, the United States. 
In contrast to the study by Rolison et al. (2014), the results provided by Fabricius 
and Büttgen (2015) noted older project managers’ overconfidence led them to evaluate 
projects more optimistically. Older project managers took more risks compared to 
younger project managers, and this could be a reason for higher project failure rate 
(Fabricius & Büttgen, 2015). Fabricius and Büttgen surveyed 204 project managers. 
Soltani, Azadi, Hosseini, Witlox, and Passel (2015) conducted a research in marketing, 
and demonstrated older managers took a more radical approach to marketing than 
younger managers, demonstrating they were more open to taking risks. Soltani et al. 
surveyed 111 managers in 60 active companies in Iran. In contrast, when it comes to 
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female project managers, younger women were found to be more risk-averse than older 
women (Henderson et al., 2013). Ding, Jia, Qu, and Wu (2015) reported similar results to 
Fabricius and Büttgen. Ding et al. studied corporate board chairpersons’ risk-taking. The 
results show younger and older board chairpersons took more risks than middle-aged 
board chairpersons (Ding et al., 2015). The explanation could be that younger board 
chairpersons try to impress with a good start in their new role, while older board 
chairpersons try to get as wealthy as they can in their last years of service (Ding et al., 
2015). Ding et al. surveyed 1,131 board chairpersons in China. From the above studies, I 
concluded that the influences age has on risk tolerance for project managers are unclear. 
Project Managers’ Experience 
Experience plays a critical role in project managers’ success (Ceric, 2014). Ceric 
surveyed 20 project managers that delivered projects in Turkey, Russia, the United 
States, Egypt, Spain, the United Kingdom, Croatia, Hong Kong, Poland, Romania, Saudi 
Arabia, the United Arab Emirates, Azerbaijan, Bosnia and Herzegovina, Canada, China, 
Eritrea, Hungary, India, Italy, Iraq, Jordan, Kazakhstan, Libya, Oman, Pakistan, Qatar, 
Serbia, Singapore, Sudan, Switzerland, and Tajikistan. According to Keren et al. (2014), 
Armstrong (2015), Bredin and Sӧderlund (2013), and González, Coronado, and Casas 
(2016), experience has a fundamental influence on project managers’ hiring, certification, 
career, and selection for projects. Keren et al. conducted a case study on 11 project 
practitioners that had delivered 52 projects. Armstrong interviewed 20 project managers. 
Bredin and Sӧderlund analyzed career models for project managers in 10 project 
intensive companies in Sweden. González et al. interviewed 15 experts and used 
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SurveyMonkey to survey 359 project managers in Colombia. Additionally, Paton and 
Hodgson (2016), Jeong and Bozkurt (2014), and Vicente-Oliva, Martinez-Sanchez, and 
Berges-Muro (2015) noted project managers’ experience influences their knowledge, 
training, and performance, and, overall project success. Paton and Hodgson interviewed 
39 project managers working across a range of organizations in the defense industry in 
the United Kingdom. Jeong and Bozkurt collected data from 47 students in the 
Engineering Management Program at The University of Houston-Clear Lake (UHCL), 
located in the United States. Vicente-Oliva et al. surveyed 71 project managers in 
research and development (R&D) companies in Spain. I conducted a literature review of 
project managers’ experience and managers’ work experience. In the following sections, 
I discussed the influence of experience on project managers’ hiring, certification, career, 
and selection for projects. 
During the economic crises in Latvia 2008 – 2010, demand for employees went 
down, but not for experienced employees (Jekabsone & Purmalis, 2016). Jekabsone and 
Purmalis (2016) analyzed data available in the databases of the Central Statistical Bureau 
(CSB) and Eurostat, as well as studies and publications by the Ministries of Economics 
and National Employment Agency of the Republic of Latvia. However, as noted by 
Bhoola and Mallik (2014), a difference exists between years of experience in project 
implementation versus the number of projects successfully implemented. Bhoola and 
Mallik surveyed participants from 81 companies working in IT industry in India. 
Project managers’ experience: Influence on success. Rubin and Seelig (1967) 
were among the first researchers to conduct a study related to the influence of project 
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managers’ experience on project success. Rubin and Seelig concluded project managers’ 
experience does not necessarily have a positive effect on project success. Experienced 
project managers are able to successfully complete more projects than inexperienced 
project managers (Rubin & Seelig, 1967). However, more projects were completed 
successfully due to the company offering more support and placing a higher priority on 
critical projects, and not because experienced project managers led the projects (Rubin & 
Seelig, 1967). Therefore, project manager’s experience itself was not a factor in project 
success (Rubin & Seelig, 1967). Rubin and Seelig surveyed 40 managers of large projects 
in the United States. The projects ranged in size from $1 million to $60 million, had an 
average project duration of 3.4 years, and none of the projects lasted longer than 6 years 
or less than 1 (Rubin & Seelig, 1967). Bond (2015) reported similar results. Bond (2015) 
found project managers’ years of experience did not predict project success. In contrast to 
the studies by Rubin and Seelig and Bond, in the following sections, I demonstrated the 
majority of literature reports project managers’ experience has a positive effect on project 
success. Bond surveyed 145 project managers based in the United States. 
Blixt and Kirytopoulos (2017) researched the competencies of project managers 
in the Australian public services. The results showed lack of experience was a factor in 
failed project completion (Blixt & Kirytopoulos, 2017). Blixt and Kirytopoulos (2017) 
surveyed 40 project workers working in the public sector in Australia. Project managers’ 
experience was reported to be a critical factor in project success by several researchers 
Burger et al. (2015), González et al. (2016) and Ceric (2014). Vicente-Oliva et al. (2015) 
suggested companies should tap into the knowledge and experience of experienced 
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project managers to increase the chances of success. Burger et al. conducted interviews 
with 10 experts and surveyed via questionnaire 40 project managers in South Africa. 
Besides project managers’ experience, Kostalova and Tetrevova (2014) noted work 
experience of the team plays a vital role in project success. Kostalova and Tetrevova 
surveyed 178 project managers and portfolio managers working in the Czech Republic. 
Likewise, Buys and Van Schalkwyk (2015) concluded experience is of utmost 
importance for business success. Buys and Van Schalkwyk invited 100 contractors in 
South Africa to take part in the survey. However, only 49 returned completed 
questionnaires. 
Slevin and Pinto (1987) used their research to develop a set CSFs related to 
project implementation. Researchers in project management continue to use and cite 
these CSFs. Slevin and Pinto introduced 10 CSFs and presented four examples for which 
Slevin and Pinto assessed strategic and tactical effectiveness. Many researchers have 
listed project managers’ experience as a CSF. According to Gudiene, Banaitis, Podvezko, 
and Banaitiene (2014) project managers’ experience is in the top 10 CSFs for 
construction projects. Gudiene et al. (2014) distributed 45 questionnaires to construction 
professionals and experts that have project management experience in Lithuania. 
However, only 27 participants returned the questionnaires. 
Selection. Project managers’ experience plays an essential role in selecting 
project managers. According to Rubin and Seelig (1967), companies select most 
experienced project managers to lead critical projects. However, based on contract type, 
project managers with different levels of experience were selected (Rubin & Seelig, 
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1967). In sole source contracts cases, project managers selected had fewer years of 
experience compared to project managers selected for competitive projects (Rubin & 
Seelig, 1967). This difference could be because, in sole source contracts, project 
managers with less experience can learn, while this is not the case in competitive projects 
due to high pressure for results (Rubin & Seelig, 1967). Jeffery (1985) offered similar 
suggestions. Jeffery mentioned it is critical for an owner to select a project manager that 
has the adequate experience to ensure success. Jeffery presented no information about the 
participants or location of the study. 
Several authors, including González, Casas, and Coronado (2013), González et al. 
(2016), and de Oliveira, Alencar, and Costa (2015), noted the significance of project 
manager selection and the effect experience plays in the selection process. González et al. 
interviewed 11 experts from the construction industry and three academics, while in the 
second phase González et al. emailed the questionnaire to 1,699 project managers in 
Columbia. Only 153 responses were received (González et al., 2013). Oliveira et al. 
interviewed an engineer and an analyst at a Project Management Office (PMO) in a 
Brazilian electric energy company.  
According to Sadeghi, Mousakhani, Yazdani, and Delavari (2014) choosing a 
skilled project manager is one of the critical factors for project success. Sadeghi et al. 
proposed a competency model for selecting project managers. Sadeghi et al. applied the 
model in a project-based organization in Iran. Project manager must have the required 
experience to improve project management effectiveness and to increase chances of 
project success (Burger et al., 2015).  
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According to Bredin and Sӧderlund (2013), in order to be selected as a project 
manager for complex projects, the project manager is expected to be experienced in a 
specific field. Reports from research conducted in the construction industry by Ayodeji, 
Bhekisia, and Aigbavboa (2016) and Zhou and Wang (2015) reflected a similarity to the 
above-mentioned studies by González et al. (2013), González et al. (2016) and Oliveira et 
al. (2015). Namely, they found experience is critical in appointing project managers. 
Ayodeji et al. collected data from 38 construction professionals working in Switzerland. 
Zhou and Wang interviewed managers of the Wenchuan reconstruction project in China. 
Career. Experience also affects project managers’ careers. The project manager’s 
experience will influence hiring or selection for a project. As reported by Bezak and 
Nahod (2011), Chipulu et al. (2013), and González et al. (2013), experience is one of the 
main criteria for hiring a project manager. 
According to Chipulu et al. (2013), job advertisements for project managers 
frequently include experience as a requirement. Usually, the requirement is for specific 
industry experience (Chipulu et al., 2013). Chipulu et al. collected data from 30 different 
job sites advertising jobs in eight countries, Canada, China, India, Hong Kong, Malaysia, 
Singapore, the United States, and the United Kingdom. González et al. (2013) reported 
work experience is important for project managers. On average, project managers 
required six years of work experience in the construction industry before becoming a 
project manager (González et al., 2013). Even more experience is required for project 
managers in medium and large companies (González et al., 2013). The fact that adequate 
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experience increases job security among project managers further affects project 
managers’ careers (Lloyd-Walker et al., 2016). 
Bredin and Sӧderlund (2013) mentioned the intricacies of work experience and 
project manager assignment. To be selected for a major project, a project manager has to 
have previous experience and, in turn, that experience in a major project would help the 
project manager in the next position in her/his career (Bredin & Sӧderlund, 2013). 
Henderson et al. (2013) agreed with Bredin and Sӧderlund, suggesting women aged 50 
and older consider their work experience as an assisting factor in being assigned a major 
project (Henderson et al., 2013). 
The age of the project manager and the timing of a major project is also a factor 
influencing project managers’ career. For example, if a project manager is in her/his mid-
forties, then employers may not consider her/him to have enough experience enough to 
tackle a major project (Jeffery, 1985). However, if she/he is in their fifties or older, 
employers might consider her/him to be too old to be assigned to a major project (Jeffery, 
1985). Companies develop career programs to explain to clients how career progression 
works and to assure them they will select the right project manager for their project 
(Bredin & Sӧderlund, 2013). Such career models would require a certain number of years 
of experience before progression to the next level (Bredin & Sӧderlund, 2013). Blixt and 
Kirytopoulos (2017) reported a connection between age and experience of project 
managers, leading us to believe that project managers spend most of their career in the 
project management profession. 
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Experience affects male and female project managers differently. With lower 
salaries and fewer opportunities for advancement, female project managers are exposed 
to more challenges in the workplace than their male counterparts (Crawford et al., 2013). 
Fewer female project managers are found in high-ranking positions as well (Bilbo, 
Bigelow, Rybkowski, & Kamranzadeh, 2014). Bilbo et al. (2014) noted women had to 
take more time off due to family commitments and this might affect their salary and 
career advancement. Bilbo et al. collected data from 206 female project managers 
working in the United States. However, in an interesting twist, male project managers 
reported higher stress levels, due to the pressure for career advancement and the need to 
change careers more often compared to female project managers (Cattell, Bowen, & 
Edwards, 2016). Cattell et al. surveyed 36 construction professionals (architects, project 
managers, construction managers, engineers and quantity surveyors) based in Cape 
Town, South Africa.  
Risk. Project managers’ experience affects project risk. According to Jin, Zhang, 
Liu, Feng, and Zuo (2017) project managers’ experience has an influence in risk 
management. Experienced project managers help identify and manage risks more 
effectively (Herteliu & Despa, 2014). Jin et al. (2017) conducted literature review about 
risk management approaches. Herteliu and Despa (2014) collected data from scientific 
articles. According to Yang and Yeh (2014), risks fall into two categories: external and 
internal. The external risks could be market forces, while the internal risks could be 
planning or lack of experience (Yang & Yeh, 2014). Yang and Yeh proposed a system 
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dynamic risk management method and applied the system dynamic risk management in a 
case study in Taiwan.  
Javani and Rwelamila (2016) noted having a formal risk management process 
help increase the project success rate. According to Yim, Castaneda, Doolen, Tumer, and 
Malak (2015), the process of risk management starts with identifying risks. An 
experienced project manager improves the process of risk identification (Yim et al., 
2015). Yim et al. interviewed 70 project team members working in 11 design projects. 
Herteliu and Despa reported similar conclusions and added that experienced project 
managers are effective and inexpensive in identifying potential risks. Therefore, 
inexperienced project managers would cause an increase in internal risks. 
Having experience in projects helps contractors. Salah and Moselhi (2015) noted 
contractors’ experience affects unplanned risk, therefore lowering the need for 
contingency planning. Salah and Moselhi introduced a fuzzy-set based model for 
estimating, allocating, depleting, and managing a contingency fund over the life cycle of 
construction. Salah and Moselhi applied the fuzzy-set model in a case study project for 
the city of Edmonton, Canada. However, contractors pose a different risk to companies, 
since the company does not retain their knowledge internally (Becker & Smidt, 2015). 
Once a contractor leaves the company, so does the knowledge (Becker & Smidt, 2015). 
Becker and Smidt (2015) interviewed 15 managers and advisors working in oil and gas 
industry around the world. Conversely, if inside personnel conduct a project, the 
knowledge would be disseminated to the team through project risk communications and 
the company would improve risk management in the long run (Marcelino-Sadaba, Perez-
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Ezcurdia, Lazcano, and Villanueva, 2014). Marcelino-Sadaba et al. (2014) conducted 
interviews with managers in 72 Spanish small businesses (SME). 
According to Wang, Xu, Zhang, and Chen (2016), experienced project managers 
have a better understanding of risk situation and make more stable decisions. 
Furthermore, Aaltonen and Kujala (2016) discovered, in complex projects with difficult 
stakeholders, experienced managers were instrumental in alleviating risk. Wang et al. 
surveyed 246 project managers in the construction industry in China. Aaltonen and 
Kujala conducted a systematic literature review of the project stakeholder management. 
Contrary to the findings by Aaltonen and Kujala and Wang et al., Fabricius and Büttgen 
(2015) reported experience had no effect on the overconfidence of project managers. 
Performance. Many factors improve project managers’ performance. One of 
them is work experience. Dulaimi and Langford (1999), Oliveira et al. (2015), and Rubin 
and Seelig (1967) indicated experience is an important factor for project managers. 
Project managers’ experience helps increase the chances of success in projects (Dulaimi 
& Langford, 1999; Oliveira et al., 2015; Rubin & Seelig, 1967). Part of the reason 
experience helps with performance is that project managers learn from previous 
experiences (Vicente-Oliva et al., 2015). 
Rubin and Seelig (1967) were early authors to link project managers’ experience 
with project performance. Dulaimi and Langford (1999) and Oliveira et al. (2015) noted 
experience influences project managers’ performance. Similarly, Vicente-Oliva et al. 
(2015) reported learning from past experience is beneficial for project performance. 
Ofori-Kuragu, Baiden, and Badu (2016) developed a list of CSFs to increase performance 
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for less experienced contractors. Ofori-Kuragu et al. distributed 139 questionnaires to 
Ghanaian contractors. Respondents only returned 79 questionnaires. 
However, not all researchers agree. Rubin and Seelig (1967) mentioned that, even 
when companies appoint experienced project managers on critical projects with the 
intention of increasing performance, experience is not the sole source of success. Santoso 
and Kulathunga (2016) reported similar findings, stating managers regard less 
experienced engineers to be more productive than experienced engineers. The 
explanation put forth by Santoso and Kulathunga is inexperienced engineers are more 
eager to learn, which makes them appear to have a higher performance. 
Knowledge. According to Crawford et al. (2013), work is increasingly project-
based. Therefore, it is imperative for organizations to develop a team of experts in project 
management (Crawford et al., 2013). Companies that adequately manage specific 
knowledge and sharing among team members will increase their project success rate 
(Vicente-Oliva et al., 2015). Ahern, Leavy, and Byrne (2014) analyzed knowledge 
management in two large Irish owned organizations. The knowledge management at 
these organizations was organized around problem-solving in complex projects. This is 
the only way to learn because the problems are new and not faced before, therefore the 
project team becomes a community of learners (Ahern et al., 2014). 
The requirement for specific knowledge about the industry applies to experienced 
project managers as well (Burger et al., 2015; Crawford et al., 2013). Burger et al. (2015) 
reported team members did not trust project managers that lacked experience. For new 
project managers to learn, Jeffery (1985) suggested project managers they should be 
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assigned to any junior roles in projects that would allow them to start learning. New 
project managers need to be exposed to as many specialties as they can so they have a 
broader experience (Jeffery, 1985). Project managers can learn from lesson learned 
activities, and knowledge has a positive relation to the capacity of the firm to evaluate 
and acquire knowledge (Vicente-Oliva et al., 2015). Crawford et al. (2013) noted 
mentorship from baby boomers, while active in the workforce, is another effective 
method of learning. Baby boomers often reported not having formal education (Crawford 
et al., 2013). They learned all they know by experience, but at the same time 
acknowledged the new requirements for formal knowledge (Crawford et al., 2013). 
González et al. (2016) reported a new trend among less experienced project managers. 
González et al. (2013) noted no correlation between education and experience of project 
managers. González et al. conducted the study in Columbia and noted project managers 
preferred experience rather than graduate level education. 
To help disseminate knowledge, it is essential to set up teams with a mix of 
experienced and junior team members (Crawford et al., 2013). This way less experienced 
team members can learn from experienced team members (Crawford et al., 2013). Berg 
and Karlsen (2014) offered similar suggestions, including mixing experienced and 
inexperienced members during training with the intention of sharing knowledge. Berg 
and Karlsen conducted in-depth interviews with three experienced project managers. 
Furthermore, Jeffery (1985) mentioned experienced project managers are obliged to train 
new project managers. However, Dulaimi and Langford (1999) reported less experienced 
project managers place more importance on technical skills, foregoing soft skills. 
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Therefore, new project managers should start to work on soft skills as early as possible 
(Dulaimi & Langford, 1999). 
Project Success (Dependent Variable) 
Despite all the research conducted in the field of project management, a lack of 
agreement exists about what project success is (Jiang, Lu, & Le, 2016; Lim & Mohamed, 
1999; Pinto & Slevin, 1988; von Meding, Oyedele, & Bruen, 2014). Jiang et al. (2016) 
surveyed 697 owners’ representatives, technical professionals, and managers in China. 
Lim and Mohamed (1999) interviewed 40 experienced project professionals in Kuala 
Lumpur, Malaysia. According to von Meding et al. (2014), they conducted 24 interviews 
with NGO experts in Sri Lanka and Bangladesh.  
Pinto and Slevin (1988) discussed project success and PIP for measuring project 
success. According to Pinto and Slevin, the definition of project success is unclear to 
project management researchers and to project managers themselves. Further to the work 
of Pinto and Slevin (1988), Lim and Mohamed (1999) noted project success definition 
originates from the perspective from which those involved view it. Davis (2014) added to 
this discourse by conducting a thorough literature review of project success perception 
and reported over twenty-two different definitions of project success. Davis conducted a 
theoretical paper using the Web of Science search engine and Bibexcel analysis functions 
to determine key literature related to “project success.” Pinto and Slevin emphasized that, 
until researchers in the field of project management agree upon what project success is, 
monitoring, controlling, or even measuring project success will be challenging. 
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Project success versus project management success. Besides the ambiguity 
about project success definition, often no clear distinction exists between project success 
and project management success. Project management success differs from project 
success in terms of measurement of success objectives, time of success measurement, 
macro or micro view of project, success of the product or success of the process, and the 
influence project has on the company (Baccarini, 1999; Lim & Mohamed, 1999; Munns 
& Bjeirmi, 1996; Radujkovic & Sjekavica, 2017; Shaw, 2016). Baccarini (1999) 
introduced the logical framework method (LFM) as a foundation for defining project 
success. Munns and Bjeirmi (1996) identified the overlap between the definition of the 
project and project management. Radujkovic and Sjekavica (2017) conducted a detailed 
comparative analysis of worldwide research focusing on project performance and project 
management success. Radujkovic and Sjekavica introduced a model aimed at enhancing 
project management’s performance levels by combining three organizational roles, i.e., 
the strategic role, project-oriented role, and operational role. Shaw (2016) analyzed three 
case studies of organizational change projects undertaken by Arts Council England 
(ACE) during 2006–2007 to examine the notion of project management and change 
management as a duality. According to Radujkovic and Sjekavica, early attempts for 
measuring project success were around 1960; at that time, a successful project was one 
delivered within iron triangle specifications. 
According to Munns and Bjeirmi (1996), theorists often use project management 
success and project success interchangeably. Radujkovic and Sjekavica (2017) suggested 
project success and project management success are two different concepts, even though 
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they are interlinked. In the application of project management, project managers attempt 
is to measure time, cost, and progress, while using different measurements to measure 
project success (Baccarini, 1999; Munns & Bjeirmi, 1996).  
Munns and Bjeirmi (1996) stressed that a project might be successful even if 
project managers have not met their goals. Stakeholders view project management as the 
process of completing the project within scope, time, and budget, while a project is an 
activity undertaken by an entity to get a long-term benefit (Munns & Bjeirmi, 1996; 
Radujkovic & Sjekavica, 2017). Many factors that are outside the project manager’s 
control can influence project success (Munns & Bjeirmi, 1996). Therefore, according to 
Munns and Bjeirmi (1996), the project manager should not have the sole responsibility 
for project success.  
Contrary to Munns and Bjeirmi (1996), Shenhar et al. (1997) advocated for an 
expanded role for project managers so they can have more responsibility and higher 
effect on project success. Shenhar et al. (1997) distributed 182 questionnaires to project 
managers working in industrial projects in Israel. Participants returned 177 questionnaires 
completed (Shenhar et al., 1997). Similar to Shenhar et al., Pinto and Slevin (1988) 
suggested project managers responsibility should not stop at project delivery but should 
continue even after the client accepts the project. Shaw (2016) suggested project 
managers have different challenges in reaching project management success versus 
project success. 
The confusion about the definition of project management success and project 
success is evident in relation to the cost as well (Munns & Bjeirmi, 1996). Radujkovic 
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and Sjekavica (2017) divided project management literature into four-time periods: (a) in 
the first period (around the 1960s), researchers considered a project successful if 
managers completed it within the allocated time, budget, scope, and quality; (b) during 
the second period (the 1980s to 1990s), researchers started to separate the two concepts 
of project success and project management success; (c) in the third period (from the 
1990s to 2000s) researchers still focused on project success, however, researchers 
expanded the notion of project success to consider the project’s influence on the 
organization and its operation; (d) during the fourth period (from 2000s to 2017s) project 
management literature revealed the use of different criteria for public and private 
projects, and a growing number of researchers suggested project success is a context and 
time-dependent variable.  
According to Munns and Bjeirmi (1996), the goal of project management is to 
deliver the project within the budget, therefore lowering the cost of project execution. 
However, the goal of a project to increase the profitability is different from the project 
management goal of lowering the cost (Munns & Bjeirmi, 1996). Shenhar et al. (1997) 
shared a similar conclusion with Munns and Bjeirmi. According to Shenhar et al. the 
effect of a successful project has a long-term impact on the company compared to the 
effect of project management success. 
 Project management has a limited lifespan, while a project has a longer lifespan 
(Munns & Bjeirmi, 1996; Radujkovic & Sjekavica, 2017). According to Shaw (2016), in 
the beginning of the project, project managers place more emphasis in reaching project 
management success while later they focus on reaching project success. The evaluation 
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of the project will continue even after project management implementation activities are 
closed (Munns & Bjeirmi, 1996). In the case of a project failure, project management 
success would not be of much value to the company or the client (Munns & Bjeirmi, 
1996). However, in a case where project management process has failed, while the 
project itself is considered a success, the client will be satisfied with the project despite 
the dissatisfaction on delivery, which gets forgotten in the longer term of the project’s use 
(Munns & Bjeirmi, 1996; Shenhar et al., 1997). 
Similarly, Baccarini (1999) noted just as a project could be successful, while the 
product itself could be a failure, likewise project management delivery could be a failure, 
while the product itself could be a success. According to Badewi (2016), successful 
project management delivery would positively affect project success. Badewi posted a 
survey online on LinkedIn and Facebook groups. Badewi received 300 responses from 
project and program managers. From 300 responses, 200 responses were valid (Badewi, 
2016). Badewi collected data online from different countries (Badewi, 2016). Shenhar et 
al. (1997) added the client to the criteria for considering a project successful. The client 
considers a project a failure if it does not meet their expectations despite flawless project 
management execution (Shenhar et al., 1997). In the end, project management might help 
reach project success, but project management success alone is not enough to make a 
project successful (Munns & Bjeirmi, 1996; Radujkovic & Sjekavica, 2017). 
Baccarini (1999) divided success into two categories project success and product 
success. Baccarini defined project management success same as Munns and Bjeirmi 
(1996). However, in contrast to the project success term defined by Munns and Bjeirmi , 
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Baccarini added the concept of product success. According to Baccarini, product success 
comes into the picture after project management delivery. Product success considers how 
the product is performing in the market (Baccarini, 1999). Koops et al. (2016) surveyed 
project managers in the public sector in Europe regarding their project success 
perspectives. Results showed 42% of respondents viewed project success as project 
management success and product success (Koops et al., 2016). Koops et al. interviewed 
50 respondents: nine from Belgium, 10 from Finland, 11 from Sweden, 10 from 
Denmark, and 10 from the United Kingdom. Munns and Bjeirmi and Baccarini agreed 
that project management success is a subset of project success or product success. Lim 
and Mohamed (1999) classified project success into two levels: macro and micro level. 
Macro-level covers project success, while micro-level covers the delivery of the project 
(Lim & Mohamed, 1999). 
According to Munns and Bjeirmi, measuring project management success is 
easier because the existing measurement criteria are almost universal. However, 
measuring project success is a challenge because quantitative measurements often do not 
capture the value provided (Munns & Bjeirmi, 1996). In cases where quantitative 
measurement falls short in capturing the true value, qualitative criteria would be more 
suitable (Munns & Bjeirmi, 1996). According to Lim and Mohamed (1999), different 
stakeholders and beneficiaries exist for project success in macro and micro levels. In the 
macro level owners, users and the public, in general, will have a stake in the project and 
will evaluate the success of the project (Lim & Mohamed, 1999). However, at the micro 
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level, the developer and project delivery team will be the ones that are concerned with 
project completion (Lim & Mohamed, 1999). 
Time of evaluating project success is critical as well. Pinto and Slevin (1988) 
introduced the client as a critical stakeholder, therefore choosing the time of assessing 
project success or failure is critical. Pinto and Slevin advocated for an expanded role of 
the project managers after project delivery and after the project is in service. Shenhar et 
al. (1997) divided timing of project success evaluation into four stages: (a) the first stage 
is during project implementation; (b) the second stage has the customer as a stakeholder 
and happens after a short time past project; (c) the third stage of project success 
evaluation is done one to two years after project delivery, and the customer has started to 
sell the product; and (d) the fourth stage of project success can be done only three to five 
years after project completion date. Similarly, Pinto and Slevin warned about not waiting 
too long to evaluate project success because external factors might make the evaluation 
of project success difficult. 
Project success criteria and project success factors. Lim and Mohamed (1999) 
defined project success criteria and project success factors. According to Lim and 
Mohamed, project success criteria are a set of benchmarks for evaluating project success, 
while project success factors are a set of conditions or elements that affect project success 
(Lim & Mohamed, 1999). According to Jiang et al. (2016), many factors influence 
project success, therefore no agreement exists about project success criteria. However, 
Jiang et al. and Williams (2016) noted diversity of criteria for evaluating project success 
and diversity of project success factors could help achieve project success. Williams 
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conducted a case study in a program based in the United Kingdom to identify success 
factors in construction projects. Davis (2014) suggested a consensus regarding project 
success criteria exists. Time, cost, and quality are critical project success criteria (Davis, 
2014). Fahri, Biesenthal, Pollack, and Sankaran (2015) reported similar project success 
criteria as Davis. However, Fahri et al. (2015) expanded the project success criteria by 
adding longer-term criteria such as customer satisfaction, fulfillment of strategic 
objectives, and end-user satisfaction. In a similar fashion as Fahri et al. (2015), Handzic, 
Durmic, Kraljic, and Kraljic (2016) listed customer as an important factor for project 
success. Fahri et al. reviewed literature related to success factors and criteria that are 
applicable to projects in general and mega projects in particular. Handzic et al. (2016) 
constructed a structural equation model based on data collected from 603 IT professionals 
working in different projects. Koops et al. (2016) and Osei-Kyei, Chan, Javed, and 
Ameyaw (2017) developed a different set of project success criteria from the project 
success criteria mentioned by Davis and Fahri et al. Osei-Kyei et al. surveyed 42 world 
experts in public-private partnership projects regarding critical success criteria. 
Therefore, through the literature review I exhibited a lack of agreement regarding project 
success criteria and project success factors. 
Leadership. According to Burger et al. (2015), leadership is a critical factor for 
project success. Famakin and Abisuga (2016) and Cserháti and Szabó (2014) arrived at 
the same conclusion as Burger et al. Namely, leadership is an essential factor for project 
success (Cserháti & Szabó, 2014; Famakin & Abisuga, 2016). Gewanlal and Bekker 
(2015) listed six categories of project success: (a) interpersonal factors (attributes 
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concerning interaction with team members); (b) application of theory (professional 
qualifications and application of theoretical planning, controlling and monitoring tools); 
(c) personal character (personal motivation and character traits); (d) personal contribution 
(management actions taken to achieve project success); (e) personal skills (managerial 
skills to apply to projects); and (f) practical application (practices to implement during 
projects). Famakin and Abisuga received 69 completed questionnaires from construction 
managers in Lagos, Nigeria. Cserháti and Szabó surveyed 71 presidents or general 
secretaries of the organizing committees of all of the world and European championships 
regarding success criteria and factors of organizational event projects. According to 
Gewanlal and Bekker, in the communication category, leadership is an essential factor for 
project success. Gewanlal and Bekker delivered 5,000 questionnaires to project managers 
in South Africa. Only 163 responses were received (Gewanlal & Bekker, 2015). Mir and 
Pinnington (2014) found a significant relationship between project management 
leadership and project success, confirming the importance of leadership for project 
success (Mir & Pinnington, 2014). Mir and Pinnington surveyed 154 project practitioners 
working in the United Arab Emirates. 
Yang, Wu, and Huang (2013) tested two hypotheses regarding the effect of 
project manager leadership style on teamwork and project performance. Both hypotheses 
were supported, confirming that project management leadership style has an effect on 
project performance (Yang et al., 2013). Yang et al. surveyed 213 senior managers 
regarding project manager’s leadership style, teamwork, stakeholder satisfaction, and 
performance on projects in Taiwan’s construction industry. In addition, Ika and Donnelly 
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(2017) listed leadership as an important condition for project success. Ika and Donnelly 
conducted interviews with 20 project practitioners in Ghana, Indonesia, Sri Lanka, and 
Vietnam. Aga, Noorderhaven, and Vallejo (2016) in their study concluded 
transformational leadership style has a positive influence on project success. Aga et al. 
surveyed 200 development project managers in the Ethiopian Nongovernmental 
Organization (NGO) sector. Larsson et al. (2015) advocated that leadership style should 
be part of critical success factors. 
Communication. Bubshait, Siddiqui, and Al-Buali (2014) conducted a case study 
to analyze the role of communication and coordination in project success. According to 
Bubshait et al., communication is a critical factor in the project success. Liu et al. (2015) 
mentioned that regardless of the project delivery system, communication is among the 
most critical factors that would affect project success. Liu et al. collected data from the 
73 contractors in China, regarding the contractors’ characteristic factors that affect 
project success under a different project delivery system (PDS). Similarly, Lindhard and 
Larsen (2016) noted that improvement in communication would help avoid project 
failure, therefore increasing the chances of project success. Lindhard and Larsen 
surveyed 87 representatives from construction projects in North Jutland, Denmark. 
According to research conducted by Schnetler, Steyn, and van Staden (2015), the 
quality of communication between project team members increased the project success 
perception. Schnetler et al. surveyed 37 project managers, 30 functional managers, 36 
other team members, and three CEOs or executives working in South African industries. 
Hidding and Nicholas (2017) suggested project managers should place more emphasis on 
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the application of PMBOK activities that have a close association with project success. 
Communication is one of the activities closely linked to project success (Hidding & 
Nicholas, 2017). Hidding and Nicholas interviewed 12 project managers working on 16 
projects in the Chicago region, the United States. According to de Araújo and Pedron 
(2015), four skills that project managers should possess to increase project success are (a) 
team management, (b) business domain knowledge, (c) project management, 
communication, and (d) people skills. De Araújo and Pedron (2015) conducted in-depth 
interviews with 16 IT managers and project managers working in Brazil. 
Besteiro et al. (2015) conducted a research study to discover the factors that help 
achieve project success. According to Besteiro et al., communication is one of the critical 
success factor helping managers to achieve project success. Furthermore, Besteiro et al. 
noted regardless of project management factors or project management phases, 
communication is a common variable helping project success. Besteiro et al. surveyed 28 
project managers from different companies working in Brazil. Similarly, Cserháti and 
Szabó (2014) noted communication is one of the decisive factors in project success. 
According to Davis (2014), communication, as ranked by the client and the end user, is 
one of the five critical success factors. Contrary to reports by Besteiro et al. and Cserháti 
and Szabó, Schneider, Liskin, Paulsen, and Kauffeld (2015) hypothesized that intense 
team communication would lead to a higher project success. The hypothesis, however, 
was rejected (Schneider et al., 2015). Schneider et al. conducted a longitudinal study at 
Leibniz University at Hannover and observed 20 teams of a total of 97 students over a 
period of 4 months. The participants conducted a full software project with different 
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customers and different tasks for each team, but with a common development process for 
all (Schneider et al., 2015). 
Project manager. Yang et al. (2013) noted project managers’ role is a crucial 
factor in achieving project success. According to Pinto and Slevin (1988), project success 
has an important role in the assessment of project managers’ performance. However, as 
Pinto and Slevin pointed out, project managers’ emphasis is mainly to deliver the project 
and not engage after project delivery. Therefore, four criteria project managers place 
emphasis are budget, schedule, performance, and client satisfaction (Pinto & Slevin, 
1988). On the other hand, Shenhar et al. (1997) suggested project managers should 
expand involvement beyond project delivery and get involved in the business side of the 
organization. 
In their study regarding critical success factors of small to medium-sized projects, 
du Randt, van Waveren, and Chan (2014) found that the project manager is a critical 
success factor in many criteria of project success. The project manager was the critical 
success factor with the most influence in achieving project budget (du Randt et al., 2014). 
Similarly, for meeting project schedule, participants in the du Randt et al. study rated the 
project manager as the most critical success factor. Therefore, according to du Randt et 
al., a competent project manager is the most significant factor in achieving project 
success. du Randt et al. conducted a case study on the factors that influence the success of 
small- to medium-sized projects at the Grootegeluk coal mine in the Limpopo Province 
of South Africa. Varajão, Dominguez, Ribeiro, and Paiva (2014) noted project managers’ 
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efficiency is a critical success factor for project success. Varajão et al. surveyed 80 
project managers working in Portuguese companies. 
Berssaneti and Carvalho (2015) noted having top management support and a 
motivated project manager improves the project outcome. Berssaneti and Carvalho 
surveyed 336 professionals in the field of project management working in Brazilian 
organizations. Ekrot et al. (2016) conducted a study related to retaining project 
management competence. According to Ekrot et al., project management competence 
retention (PMCR) relates positively to the project success. Therefore, having a long-term 
career development for project managers affects project success (Ekrot et al., 2016). 
Ekrot et al. surveyed 354 representatives from 177 German companies. According to 
Rezvani et al. (2016), top management should understand the critical role project 
managers’ job satisfaction plays in the project success. A higher project managers’ job 
satisfaction would improve chances for project success in complex situations (Rezvani et 
al., 2016). Rezvani et al. surveyed 373 project managers working in the Australian 
defense industry.  
Client. Pinto and Slevin (1988) divided success factors into internal and external 
factors. Internal factors such as schedule, cost, and performance are factors over which 
the project manager and the team have control over (Pinto & Slevin, 1988). External 
factors are the usage of the project and client satisfaction (Pinto & Slevin, 1988). Pinto 
and Slevin (1988) noted a trend that companies are increasingly incorporating is client 
satisfaction as a criterion for evaluating project success. Project-based organizations and 
competition on a global level are the forces that have contributed to adding client 
49 
 
satisfaction as a project success criterion (Pinto & Slevin, 1988). In the early phases of 
the project, internal factors are more important than external factors (Pinto & Slevin, 
1988). However, as the project progresses, the external factors start to increase in 
importance (Pinto & Slevin, 1988). Contrary to Pinto and Slevin, Kloppenborg, Tesch, 
and Manolis (2014) suggested customer criteria is more important during the initiating 
phase when compared to the planning phase. Furthermore, Kloppenborg et al. asserted 
customer satisfaction is more important than the firm’s future dimension. Kloppenborg et 
al. argued that if the customer is satisfied, then the company will have a bright future. 
Kloppenborg et al. surveyed 687 project managers in the United States. 
According to Rodriguez-Segura, Ortiz-Marcos, Romero, and Tafur-Segura 
(2016), the opinions of the client and the end user are critical, and project managers 
should take them into account when assessing project success. Rodriguez-Segura et al. 
conducted a case study to analyze 29 large industrial projects. Munns and Bjeirmi (1996) 
suggested either extending project team involvement beyond project delivery, or 
involving the client early in the project during the planning phase could increase project 
success. According to Shenhar et al. (1997), customer expectations are important criteria 
for project success. Shenhar et al. noted several projects failed despite excellent project 
management delivery because those projects did not meet the client’s expectations. 
Therefore, Shenhar et al. asserted a project’s effect on the customer has many facets. A 
project’s effect goes beyond meeting project delivery but also involves how the customer 
will use the project or final product (Shenhar et al., 1997). 
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Measurement of Variables 
Independent variables of the study were project managers’ age and years of 
project experience. I used a demographic questionnaire to collect the data for project 
managers’ age and years of project experience. Bond (2015) and Sava (2016) used 
demographics questionnaires in previous project success studies. I used the PIP 
instrument developed by Slevin and Pinto (1987) to measure project success as the 
independent variable. 
Slevin and Pinto (1987) developed an instrument called the project 
implementation profile (PIP) to measure the project success score. Hosford (2017), Sava 
(2016), Laird (2016), Gadison (2016), Magby (2016), and Bond (2015) used PIP as an 
instrument for measuring project success. After receiving results from each factor on the 
PIP instrument, the researcher calculates the percentile for each item and then compares 
with a database of over 400 projects already evaluated (Slevin & Pinto, 1987). 
Literature Review Summary 
In this literature review, I reintroduced the hypothesis of the study and explained 
the literature search strategy. Then, I discussed the project managers’ role. Two important 
topics covered were independent variables and dependent variables; project managers’ 
age and years of project experience were the independent variables, whereas project 
success was the dependent variable. I also discussed the measurement of variables. 
Through the review of the literature, I revealed age and experience play a significant role 
in project success. However, a lack of studies existed relating to the influence project 
managers’ age and years of project experience have on project success. 
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Transition 
Section 1 is the foundation of the study. In this section, I covered the background 
of the problem, the problem statement regarding the high rate of project failures, and the 
purpose statement of the study related to project failures affecting businesses’ bottom 
lines. Then, I presented the quantitative nature of the study with correlation design. 
I presented the research question of this study. I grounded my theoretical 
framework on the proposition that project managers’ age and experience influence 
project success. I also discussed the operational definitions, assumptions, limitations, 
delimitations, and significance of the study for business practice and positive social 
change. In the literature review section, I covered the independent variables (project 
managers’ age, and years of project experience) and the dependent variable (project 
success). I also presented PIP and demographics questionnaire as measurements for 
variables. 
In Section 2 I include items related to the research project. I start Section 2 by 
describing the researcher and participants of the study. Then, I present the research 
method and design. In addition, I discuss target population for the study and ethics. Data 
collection and analysis were critical subsections as well. Finally, I present a discussion of 
the validity of the study. Section 3 includes the findings, application of the results to the 
business practice, and effect for social change. I also present recommendations for action 
and further research. I clos Section 3 by covering the reflections and conclusions. 
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Section 2: The Project 
Section 2 addresses the research project. I start the section by describing my role 
as the researcher as well as the participants in the study. Then I present the quantitative 
research method and correlational design selected for my study. In addition, I discuss the 
target population for the study—project managers on LinkedIn working in Albania and 
Kosovo—and ethical considerations involved in the study. I then describe the data 
collection and analysis effort. Finally, I present a discussion related to the validity of the 
study. 
Purpose Statement 
The purpose of this quantitative, correlational study was to examine the 
relationship between project managers’ age and years of project experience and project 
success. The independent variables were project managers’ age and years of project 
experience, and the dependent variable was project success. The target population 
consisted of project managers working in Albania and Kosovo.  
According to Ika and Donnelly (2017), international development projects cover 
many areas, including those affecting social change: agriculture, transportation, water, 
electricity, energy, sewage, mines, health, nutrition, population and urban development, 
education, environment, social development, reform, and governance. An increased rate 
of international development project success may translate into improvement of 
livelihood for local communities in which project managers implement their projects. 
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Role of the Researcher 
According to Fusch and Ness (2015), the researcher plays a critical role in a 
study. As the researcher, I planned this quantitative research by choosing an instrument 
and data collection tools. According to Fusch and Ness, the main challenge in conducting 
a study, especially for a newer researcher, is understanding and avoiding possible biases. 
McCusker and Gunaydin (2015) noted that the personality of the researcher is important 
as well. However, the personality of the researcher has a greater influence in qualitative 
studies than in quantitative studies (McCusker & Gunaydin, 2015). I used PIP as the 
instrument for this study. I received written approval from the original developers of the 
PIP instrument, Dr. Pinto and Dr. Slevin. I used the PIP to create a questionnaire in 
SurveyMonkey. After collecting the data from SurveyMonkey, I analyzed and interpreted 
the results of the study, as presented in Section 3.  
I recruited project managers working in Albania and Kosovo who were LinkedIn 
members as participants for the study. I did not know any of the participants personally; I 
was connected to them only through the LinkedIn network. Additionally, none of the 
participants worked or works directly for me. I was born in Kosovo but emigrated 10 
years ago to Canada. The research topic related to my profession because I work as a 
project manager and am interested in understanding the influence that age and experience 
have on project success.  
According to Wessels and Visagie (2017), the Belmont Report is an essential 
document used to provide ethical guidance to researchers. The National Commission for 
the Protection of Human Subjects of Biomedical and Behavioral Research in the United 
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States released the Belmont Report on September 30, 1978 (Wessels & Visagie, 2017). If 
human participants are involved in research and a chance of injury or harm to them 
exists, then the researchers must follow the code of ethics (Wessels & Visagie, 2017). I 
followed the Belmont Report’s principles, including upholding basic ethical principles of 
respect for persons, beneficence, and justice. The principle of respect for persons 
acknowledges the human subject’s personal dignity and self-determination and any 
special protection needed by persons with limited autonomy (Wessels & Visagie, 2017). 
The principle of beneficence involves an obligation to protect subjects from harm by 
ensuring a favorable risk-benefit ratio, and the principle of justice introduces the 
requirement for a fair procedure in outcome and selection of participants for the research 
(Wessels & Visagie, 2017). 
My research complied with the requirements of Walden University’s Institutional 
Review Board (IRB). In addition, in keeping with the Belmont Report, I respected the 
study participants, minimized risk to them, and protected each participant’s privacy. I did 
not have any sponsors for my study. I protected data privacy by encrypting the data into 
an external hard drive. At the beginning of the survey, each participant had to sign a 
consent form (see Appendix A). Participants could leave the survey at any time. 
According to McCusker and Gunaydin (2015), in quantitative studies, the quality 
of raw data is critical. Low-quality raw data will compromise all calculations and 
analyses (McCusker & Gunaydin, 2015). According to Bond (2015), SurveyMonkey is a 
professional web-based tool for conducting surveys. I used SurveyMonkey as a platform 
to post the two-part survey and collect the data. 
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Participants 
Norris, Plonsky, Ross, and Schoonen (2015) suggested that a researcher should 
define a target population and that target population’s specific attributes, such as age and 
experience. The target population’s specific attributes limit generalizability for the report 
of a study (Norris et al., 2015). According to Ivankova (2014), the selection of 
inappropriate participants will compromise the validity of a study. Honarvar et al. (2015) 
also asserted that the process of choosing participants may affect a study’s outcome. 
Serrador and Pinto (2015) used LinkedIn to reach participants for a study related 
to agile software development and project success. According to Samanta and Pal (2014), 
LinkedIn is present in 200 countries and has more than 150 million registered users. I 
used the LinkedIn network to reach my participants. My goal was to select sample 
participants who represented the target population. The eligibility criteria for study 
participants were that they must (a) be 18 years or older at the time of the survey; (b) be 
currently working or have worked either full-time or part-time as a project manager in 
Albania or Kosovo within the last 5 years; and (c) be a LinkedIn member. LinkedIn 
offered means to select participants based on keywords. I used the title project manager 
and then filtered by location. I selected only participants based in Albania and Kosovo. If 
a participant did not meet criteria (a) and (b), I disqualified the participant. 
I had 360 project managers from Albania and Kosovo as first connections on my 
LinkedIn profile. I approached these participants via the LinkedIn email service. Gadison 
(2016), Dunams (2016), and Magby (2016) used LinkedIn in a similar fashion for their 
project success studies. I selected the project managers as participants. 
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Samanta and Pal (2014) stated that social networks are important tools for sharing 
information. Henderson et al. (2013) used an introductory letter to address potential 
participants for their research on project management. Magby (2016) used LinkedIn 
email to reach participants for a project success study. My communication with 
participants was via LinkedIn emails. Once I posted the survey online, I sent an email to 
participants to introduce myself. In the email, I mentioned the reason for the study and 
the benefits of the study for future research in the field of project management. I 
informed the participants that if they were interested in the study results, they could email 
me, and I would send the results. The email contained a link to the survey. 
According to McPeake, Bateson, and O’Neill (2014), web surveys have a lower 
response rate than postal surveys. McPeake et al. reported a response rate of 42% on the 
first invitation. After researchers sent a first reminder, the response rate increased to 58%, 
and a second reminder increased the response rate to 62% (McPeake et al., 2014). A 
LinkedIn search for project manager in the title and Albania and Kosovo as location 
resulted in 360 potential participants. These 360 individuals were first connections in my 
LinkedIn profile.  
After a week elapsed, I did not receive enough responses. I had to send a reminder 
to participants to take part in the survey. With this reminder, I received 138 responses. Of 
these 138 participants, 30 skipped page 2 of the survey, so I removed those participants 
from further analysis. As suggested by McPeake et al. (2014), sending reminders can 
cause the participation rate to rise.  
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Research Method and Design 
Molina-Azorin et al. (2017) listed three research methods: quantitative, 
qualitative, and mixed methods. McCusker and Gunaydin (2015) stated that quantitative 
methods are appropriate for measuring something, whereas qualitative methods deal 
more with the experiences of participants. According to Molina-Azorin et al., mixed 
methods combine quantitative and qualitative methods to expand analysis of complex 
phenomena. 
Research Method 
I used the quantitative research method in this study. According to Molina-Azorin 
et al. (2017), three research methods exist: quantitative, qualitative, and mixed-methods. 
Babones (2016) described disagreements between positivist and interpretive research that 
have existed since the beginning of the social sciences. As Babones explained, in 
positivist quantitative sociology, the researcher measures variables and then creates a 
model linking two variables. Park and Park suggested that researchers should not decide 
which method to use without considering the phenomenon of the study. The phenomenon 
of my study was project success. According to Zare, Mirjalili, and Mirabi (2016), cost, 
time, and quality are important measurements for project success. Additionally, I was 
able to measure the variables of my study easily. Therefore, a quantitative method was 
adequate for my study. 
Quantitative social researchers test hypotheses (Babones, 2016). Researchers can 
also use quantitative methods to provide explanations and make predictions (Park & 
Park, 2016). In contrast, qualitative methods are suitable for discovery of a phenomenon 
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(Park & Park, 2016). Qualitative methods are appropriate to exploratory studies, in which 
they are used to gain a deep understanding of phenomena (Palinkas et al., 2015). 
According to Radujkovic and Sjekavica (2017), project management researchers have 
extensively researched project success as a phenomenon. Therefore, I excluded 
qualitative methods as an option for this study. 
Mixed methods combine quantitative and qualitative methods to expand analysis 
of complex phenomena (Molina-Azorin et al., 2017). Mixed-methods research has the 
benefit of eliminating shortcomings of exclusively quantitative or qualitative research 
methods (Bentahar & Cameron, 2015). However, mixed methods require integration of 
quantitative and qualitative results (Ivankova, 2014). I did not use a mixed-methods 
research methodology because of time constraints. 
Research Design 
Experiments, quasi-experiments, and correlational design are the most commonly 
used designs in quantitative research (Wells, Kolek, Williams, & Saunders, 2015). 
According to Curtis, Comiskey, and Dempsey (2016), researchers prefer to use scientific 
experiments as the most valid way of testing hypotheses. However, in scientific 
experiments in which researchers test hypotheses, researchers have to use manipulation, 
controls, and randomization (Curtis et al., 2016). Similarly, Zientek et al. (2016) 
highlighted the need for controls in experiments. According to Geuens and De 
Pelsmacker (2017), controls should be in place in experimental design so that the 
researcher can understand and explain certain changes. 
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As Curtis et al. noted, in some cases, researchers are unable to carry out 
experimental research. The researcher does not have control over participants in field 
experiments (Deck & Smith, 2013). Uncontrolled factors may affect the measurements 
and ultimately the outcomes of experiments (Sverchkov & Craven, 2017). In quasi-
experimental design, some of the participants receive an intervention, whereas another 
group of participants does not (Connelly, Sackett, & Waters, 2013). Because I could not 
have controls in my study and uncontrolled factors would influence the results, I did not 
use experimental or quasi-experimental design. 
The research design was correlational. As Curtis, Comiskey, and Dempsey (2016) 
explained, correlation happens when one variable increases and another variable 
increases or decreases. Using a correlational design, the researcher measures two or more 
characteristics and calculates the correlation coefficient (Curtis et al., 2016). In a 
correlational study, the researcher studies the constructs of a group and identifies whether 
the characteristics vary without intervention (Field, 2009). Young, Young, and Zapata 
(2014) mentioned that a correlational design shows a linear or nonlinear correlation 
between independent and dependent variables. Because the goal of my study was to 
examine the relationship between project managers’ age and years of project experience 
and project success, following conclusions from Curtis et al. (2016), Field (2009), and 
Young et al., I decided that correlational design was the most appropriate choice for my 
research study. 
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Population and Sampling 
The population for this doctoral study was LinkedIn members who were currently 
active or former project managers or had been project managers within the last 5 years 
and were located in Albania or Kosovo. Participants had to be at least 18 years of age on 
the day of the survey. The selected population was project managers by profession.  
According to Omair (2014), two major categories of sampling methods exist: 
probabilistic and nonprobabilistic. The sampling method chosen for this study was 
nonprobabilistic. I used a purposive nonprobabilistic sampling method because I selected 
participants from the population who fit the study. I targeted only participants who were 
first connections of mine in LinkedIn (a group of 360 potential participants). When using 
a purposive sampling method, a researcher chooses participants based on the purpose of 
the study (Garg, 2016; Singh & Masuku, 2014). Purposive nonprobabilistic sampling is 
useful for small studies in which researchers are not trying to project findings for larger 
populations (Omair, 2014).  
The purposive sampling method, however, has weaknesses. Etikan, Musa, and 
Alkassim (2016) stressed that purposive sampling might not produce a sample that is a 
diverse cross-section of ages, backgrounds, and cultures. Barratt, Ferris, and Lenton 
(2015) highlighted the weakness of purposive sampling when accessing a large sample 
population. My study was about project managers in Albania and Kosovo who were 
members of LinkedIn. The entire population consisted of 1,180 individuals; therefore, my 
target population was small. According to Etikan et al., the intention of purposive 
sampling is the selection of participants with particular characteristics who will be able to 
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provide information relevant to the research. I selected only participants who were first 
connections of mine on LinkedIn; therefore, only 360 participants were selected. 
Omair (2014) noted that the random sampling method has intricacies. In 
colloquial usage, the word random has a different meaning than it conveys in the term 
random sampling (Omair, 2014). Omair illustrated this difference by showing how a 
researcher might mislead readers by stating that he or she selected a sample at random 
from all patients coming to an outpatient clinic. Furthermore, as Singh and Masuku 
(2014) noted, in random sampling, each participant should have a preassigned chance of 
inclusion in the study. However, due to external circumstances, such as availability of 
participants or lack of Internet access, not every participant has an equal chance of 
participating. Due to the limitations of LinkedIn, I could not reach all 1,180 LinkedIn 
members; as a result, I could not preassign an opportunity for inclusion to each 
participant. Therefore, I could not use the random sampling method for my study. 
According to Singh and Masuku (2014), calculating sample size is a critical step 
because an appropriate sample size is crucial to obtaining accurate results. Using 
G*Power 3.1.9.2 software, researchers can calculate sample size range by selecting the a 
priori sample size option for linear multiple regression analysis. Sava (2016) and Bond 
(2015) used G*Power software in previous project success studies. The inputs were two 
predictor variables and a large effect size (f2= .30). Selecting a statistical power level of 
.80, the sample size was calculated to be 36 participants. Sava and Coleman (2014) used 
a statistical power level of .80 in their previous project success studies. If I increased the 
power to .99, the sample size required would be 75. Therefore, I needed between 36 to 75 
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participants, as shown in Figure 2. However, as mentioned by McPeake et al. (2014), web 
surveys receive a lower response rate than in mail surveys. Therefore, I approached 360 
participants who were my first connections on LinkedIn, and I was able to get 138 
responses. The large effect size (f2= .30) was chosen based on previous studies on project 
success conducted by Coleman, Nguyen (2015), and Sava. 
 
Figure 2. Power as a function of sample size. 
Ethical Research 
Macfarlane et al. (2015) suggested any project study proposal must contain a 
consent form and that student and chair should discuss its formulation. Participants in my 
study read and electronically signed a consent form before starting the survey (see 
Appendix A). The survey was posted online via SurveyMonkey. Participants were invited 
via email to fill in the survey online. Participants could refuse to take part in the survey, 
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or abandon the survey anytime if they chose. The online survey continued to be active 
online until I was able to fulfill the required number of participants. 
According to Meuleman and Langer (2017), incentives might increase the number 
of participants in a web survey. However, incentives might influence participants’ 
behaviors during the web survey as well (Meuleman & Langer, 2017). Therefore, I 
decided not to have any form of compensation for participants. Participants had the 
option to request a copy of the study results by checking the appropriate box in the 
consent form or by emailing me. My contact information, phone number, and email 
address were available to the participants. 
According to Macfarlane et al. (2015), analysis of the ethical application is part of 
every study, regardless of the risk involved in the study. Before I started collecting the 
data, I filled in the Institutional Review Board (IRB) form and received approval from 
Walden University. The final doctoral study had a Walden IRB approval number. The 
Walden IRB approval number for this study was 11-09-17-0240336, and it expires on 
November 8, 2018. 
Teitcher et al. (2015) emphasized data encryption is critical when conducting 
research in the internet. I did not collect any personal identification information from the 
participants, such as name or employer name, during this study. Therefore, the 
participants remained anonymous. As required by Walden University policy, I stored the 
data collected for the next 5 years in a hardware encrypted hard drive. After 5 years, I 
will delete the data by using the Department of Defense (DoD) overwriting method. 
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Instrumentation 
According to Mulholland (2016), the instrument selected should be validated and 
should be a reliable research instrument for assessing a phenomenon. Rehman, 
Shrivastava, and Shrivastava (2015) noted researchers could use the instrument to 
examine certain hypotheses concerning the phenomenon. In the following section, I 
introduced the instrument that I used in my study. 
Project Implementation Profile (PIP) 
I used the project implementation profile (PIP) as an instrument to measure 
project success. In 1986, Slevin and Pinto developed the PIP instrument to deal with the 
shortcomings of other more technical tools in measuring project success (Sava, 2016). At 
the time of PIP development, many technical tools were available for project managers, 
such as critical path schedules, activity flow charts, the Program Evaluation Review 
Technique (PERT), and Gantt charts (Slevin & Pinto, 1986). However, critical path 
schedule, activity flow chart, PERT, and Gantt charts did not capture the softer and 
managerial side of the projects (Slevin & Pinto, 1986). PIP’s ten critical success factors 
are: project mission, top management support, project schedule/plan, client consultation, 
personnel, technical tasks, client acceptance, monitoring and feedback, communication, 
and troubleshooting (Slevin & Pinto, 1986). 
In 1988, Pinto and Slevin (1988) published an article titled Project success: 
Definitions and measurement techniques and added a section to PIP to measure project 
success using 12 specific project success questions—see Appendix CB. To verify the 
revised PIP, Pinto and Slevin (1988) applied it to over 400 different project types. The 
65 
 
results show that researchers can generalize PIP for use in different types of projects 
(Slevin & Pinto, 1986). 
According to Gadison (2016), PIP’s 12 Likert type questions on a 7-point ordinal 
scale can measure project success. Hosford (2017) and Gadison (2016) used PIP with 12 
questions to measure project success. The rating of each question on the PIP is on a 
Likert ordinal scale from 1 – strongly agree, to 7 – strongly disagree (Mazur, Pisarski, 
Chang, & Ashkanasy, 2014). Therefore, I implemented PIP to measure project success by 
using 12 questions. 
The survey was posted online on the SurveyMonkey website. Participants were 
invited to take part in the survey via email. The time estimated for completion of PIP and 
the demographics survey was between 10-15 min. The PIP project success instrument 
was not modified.  
According to Pinto and Slevin (1988) to calculate a total score to assess project 
success, researchers must calculate the ratings for all 12 questions. Total project success 
score was interval data. Based on Pinto and Slevin's suggestion, I calculated a total score 
for all 12 questions to measure project success. 
Hosford (2017) used the PIP instrument with project managers in the IT industry, 
collecting data from project managers that were members of PMI. Sava (2016) selected 
project managers in the public sector as the population for implementing the PIP 
instrument. The selected organizations had over 100 employees, while the project 
managers had to have over 4 years of work experience (Sava, 2016). SurveyMonkey 
services were used to provide participants (Sava, 2016). However, Sava did not provide 
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information about the geographic location of the participants. In another study, Coleman 
(2014) used project managers based in the United States that were working in the 
informational technology (IT) and construction industry. The population that Laird 
(2016) used was from a large scientific organization in the United States. Seventy project 
team members participated in the survey (Laird, 2016). 
According to Saadé, Dong, and Wan (2015), Cronbach alpha demonstrates a 
measure of the internal consistency of the instrument. Cronbach alpha ranges from 0 to 1 
(Saadé et al., 2015). A Cronbach alpha over .70 is acceptable (Saadé et al., 2015). Sava 
(2016) asserts that PIP has a published reliability score of above .70, while, according to 
a study on project success conducted by Mazur et al. (2014), PIP reliability was .93 for 
overall scale.  
In each of the studies performed by Slevin and Pinto (1986), and Slevin and Pinto 
(1987), researchers reported the overall reliability and validity of the PIP instrument to be 
over .70. Hosford (2017), Sava (2016), Coleman (2014), Laird (2016), Gadison (2016), 
Rusare and Jay (2015), and by Mazur et al. (2014) have successfully used PIP to measure 
project success. Therefore, PIP was an appropriate tool for measuring project success in 
my study. 
Gadison (2016) selected his study population from the LinkedIn professional 
network. The selected participants were chief executive officers, senior management, 
middle management, and operations staff workers working in diverse industries 
(Gadison, 2016). Rusare and Jay (2015) applied the PIP instrument in a case study for a 
project undertaken by a non-governmental organization (NGO) in South Africa, Nigeria, 
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and Cameroon, while Mazur et al. (2014) chose their study population from employees 
working on a large Australian project through the Australian military. 
The PIP project success instrument was not modified. I received written 
permission from the original developers Slevin and Pinto (1986) to use the PIP 
instrument for my doctoral study (see Appendix B). I stored the raw data from the study 
in a hardware-encrypted drive for next 5 years. The raw data can be made available upon 
request. 
Demographic Questionnaire 
The five demographic questions were gender, age, education, years of experience 
in managing projects, and base country (see Appendix D). Hosford (2017), Sava (2016), 
Coleman (2014) and Bond (2015) used similar demographic questions. Information about 
the two independent variables (age and years of experience) came from the demographics 
questionnaire. Age and years of experience were the interval variables. 
Data Collection Technique 
According to McPeake et al. (2014), researchers can survey participants via mail, 
phone, face to face, telephone, or online. Holley, Collins, Morgan, Callister, and 
Hutchesson (2016) describe SurveyMonkey as an online survey management tool. 
According to Heen, Lieberman, and Miethe (2014), one of the benefits of online surveys 
is the ability to survey participants regardless of local or national borders. Several 
commercial companies are already providing online survey services (Heen et al., 2014). 
Online surveys are more cost-effective than surveys by mail or phone (McPeake et al., 
2014). I prepared the two-part survey and posted it online on the SurveyMonkey website. 
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Participants were invited to take part in the survey via the LinkedIn email service. I only 
invited 360 participants who were in my first connection on LinkedIn and were residing 
in Albania or Kosovo. 
According to Horwitz, Kreuter, and Conrad (2017), a researcher’s the main goal 
in using surveys is to obtain accurate data from participants. Horwitz et al. acknowledged 
that the difficulty of questions might affect the accuracy of data. Furthermore, Rada and 
Domínguez-Álvarez (2014) claimed that online participants might just scan the question 
without fully understanding them, therefore affecting the accuracy of the data. However, 
the results from Rada and Domínguez-Álvarez's study suggested more questions were 
unanswered on paper surveys than on online surveys, proving the advantage of online 
surveys.  
The survey began with demographic questions. Based on demographic questions, 
I disqualified participants younger than 18 or not working in Albania or Kosovo. There 
were 12 questions from PIP in the second part of the survey. The survey had a progress 
bar so that participants could see their progress. The window closed at the end of the 
survey. The survey showed my contact information in case participants needed to reach 
me. I closed the survey once I reached the necessary number of participants. I used 
SurveyMonkey services to export the data. Rada and Domínguez-Álvarez (2014) 
mentioned that online surveys are not very useful for large population generalization. My 
study was regarding project managers in Albania and Kosovo, which was a small 
population. Therefore the web survey adequately served the research purpose. 
Furthermore, researchers have successfully used SurveyMonkey in studies of project 
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success previously, such as those by Sava (2016), Coleman (2014), Bond (2015), Hosford 
(2017), Waller (2015), Alagba (2014), and Nnamchi (2014). Since I used PIP, an 
instrument with acceptable reliability and validity values, I did not conduct a pilot study. 
Data Analysis 
The study’s research question was: Does a linear combination of project 
managers’ age and years of project experience significantly predict project success? The 
null hypothesis (H0) for the study was: The linear combination of project managers’ age 
and years of project experience will not significantly predict project success; while the 
alternative hypothesis (H1) was: The linear combination of project managers’ age and 
years of project experience will significantly predict project success. 
Descriptive statistics. I used demographic data from the survey to describe the 
sample using descriptive statistics. Descriptive statistics describe the data set, mean, and 
variability of data (Larson-Hall & Plonsky, 2015). Furthermore, Larson-Hall and Plonsky 
(2015) stress that descriptive statistics provide the foundation for statistical calculations. 
Descriptive statistics help researchers describe the data set, providing a point estimate of 
the average trend of the data (the mean), as well as estimates of variability in the data 
(Larson-Hall & Plonsky, 2015). Sava (2016), Coleman (2014) and Bond (2015) all used 
descriptive statistics in their project success studies. I used descriptive statistics to show 
the basic attributes of the distribution of the data for my study. Through descriptive 
statistics, I showed the sample size, average age, gender distribution, the mean, and 
standard deviation for project success score. 
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Inferential statistics. I had two independent variables and one dependent 
variable in my study. All three variables were interval variables. I collected the data from 
one sample. Baird and Bieber (2016) suggested researchers should use multiple 
regression to deal with research questions with multiple predictor variables. According to 
O’Neill, McLarnon, Schneider, and Gardner (2014), multiple regression considers 
multiple independent variables. Hosford (2017) and Bond (2015) used multiple 
regression analysis in project success studies to analyze interval data between multiple 
variables. Since I had two independent variables (interval) and one dependent variable 
(interval), and based on suggestions by Baird and Bieber (2016), and O’Neill et al., I only 
used multiple regression analysis for interval data analysis in my study. 
According to Field (2009), two types of correlation exist, bivariate and partial 
correlation. Partial correlation analyzes the relationship between two variables while 
controlling the effect of one or more additional variables (Field, 2009). Because I was 
unable to control any of the variables, I could not use partial correlation in my study. 
Field (2009) stated a bivariate correlation is a correlation between two variables. 
According to Field (2009), Pearson’s R, Spearman’s rho (ρ) and Kendall’s tau (τ) are 
correlation analysis that researchers can use for bivariate correlations. 
Puth, Neuhäuser, and Ruxton (2014) mentioned that Pearson’s correlation 
coefficient r measures any linear trend between two variables. Because I had more than 
two variables, bivariate Pearson’s correlation analysis was not suitable for my study. 
According to Heiman (2010), the Spearman rank-order correlation coefficient is 
appropriate for calculating the linear relationship between two variables when measured 
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by ranked scores. However, as mentioned, the independent variables were interval, and 
therefore I could not rank variables. As a result, I could not use the Spearman correlation 
for my study. According to Field (2009), Kendall’s tau, τ, can be used in cases where the 
researcher has a small data set with a large number of tied ranks, therefore, if the 
researcher ranks all of the scores and many scores have the same rank then the researcher 
should use Kendall’s tau. However, I could not rank the scores in my study and, 
therefore, I did not use Kendall’s correlation.  
According to Heiman (2010), researchers perform a one-way ANOVA when they 
only need to test one independent variable. Again, I had two independent variables in my 
study, so I could not use ANOVA. Researchers use a two-way ANOVA with two 
independent samples (Heiman, 2010), but since I only had one sample in my study, I 
could not use this method either. Another technique I considered was a multivariate 
analysis of variance (MANOVA). According to Salkind (2011), MANOVA is an 
advanced technique that helps examines whether group differences occur on more than 
one dependent variable. However, I did not have two or more groups in my study. 
Therefore I could not use MANOVA. 
Data cleaning. According to Temtime (2016), and Wiedermann and von Eye 
(2015), the process of data cleaning involves checking data for any missing information 
that would make data invalid. Further, as McCusker and Gunaydin (2015) mentioned, the 
accuracy of raw data is critical for quantitative studies. According to Nigaglioni (2016), 
before conducting data analysis, data should be cleaned and screened for missing 
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information. In this study, 30 participants did not complete the second page of the survey. 
Therefore, I removed the entire data records of 30 participants from further analysis. 
Statistical analysis assumptions. According to Wu, Li, and Chang (2015), a 
researcher should test and assess the assumptions for the chosen statistical analysis. In 
addition, Granato, Calado, and Jarvis (2014) stated that, before applying the inferential 
test, data should conform to a normal distribution (normality) and should satisfy the 
assumption of homoscedasticity (uniformity of variance). Hopkins and Ferguson (2014) 
listed four assumptions about the relationship between dependent and independent 
variables in a case where a researcher uses multiple regression. The four assumptions are 
linearity, homoscedasticity, independence of error terms, and normality (Hopkins & 
Ferguson, 2014).  
According to Frempong et al. (2016), variables should display linearity. The 
linearity assumption is that a linear relationship exists between independent and 
dependent variables (Frempong et al., 2016). According to Hopkins and Ferguson (2014) 
and Frempong et al., the simplest way to check for linearity is to plot residual-predicted 
dependent values. Residual points are distributed evenly around the diagonal line 
(Frempong et al., 2016; Hopkins & Ferguson, 2014). Therefore, I used the normal 
probability Plot (P-P) to test for linearity. 
 Frempong et al. (2016) explained that homoscedasticity is when independent 
variables present constancy at all levels. Temtime (2016) demonstrated testing for 
homoscedasticity by scatterplot and normal probability plot (P-P), which I used in the 
current study. 
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 The assumption of independence of error terms means the model does not show 
multicollinearity; therefore, the predicted values are independent of other values 
(Hopkins & Ferguson, 2014). Hopkins and Ferguson (2014) noted that having more 
independent variables assists the prediction process of the research, however, they also 
pointed out that having more independent variables means a higher chance for the 
presence of multicollinearity. Hopkins and Ferguson suggest a simple method for 
analyzing the presence of multicollinearity is observing for any high correlation 
coefficient between any two independent variables. I analyzed the data for any high 
correlation coefficient between any two independent variables. 
According to Hopkins and Ferguson (2014), the assumption of normality is the 
requirement of multiple regression analysis to have normality between independent and 
dependent variables. The presence of outliers will violate normality (Hopkins & 
Ferguson, 2014). Temtime (2016) used a scatterplot and normal probability plot (P-P) to 
test for normality. I used a scatterplot and normal probability plot (P-P) to test for 
normality. 
The results did not violate the four assumptions. Therefore, I did not need to apply 
bootstrapping. According to Hassan and Abbas (2017), bootstrapping is a nonparametric 
method that will generate an estimate of the indirect effect, including a 95% confidence 
interval. According to Barratt et al. (2015), bootstrapping helps the researcher assess 
standard errors and other statistical parameters from the sample data. Onyebuenyi (2016) 
noted that if the results violate multiple regression assumptions, then the researcher needs 
to conduct 1,000 bootstrapping procedures to approximate the distribution of sample 
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data. The data did not violate the four assumptions of linearity, homoscedasticity, 
independence of error terms, and normality. Therefore, I did not apply bootstrapping 
procedures. 
For statistical significance, I used an alfa level of 0.05 with a 95% confidence 
interval. According to Trafimow and Earp (2017), with an alfa level 0.05, the researcher 
potentially will reject null hypothesis only 5% of the time. Based on previous studies on 
project success by Sava (2016), Coleman (2014) and Bond (2015), I applied an alfa level 
of 0.05. 
According to Singh and Masuku (2014), the possibility that the sample the 
researcher obtains might not represent the true population always exists. However, with a 
confidence level of 95%, 95 out of 100 samples would represent the true population 
(Singh & Masuku, 2014). Coleman (2014) and Bond (2015) chose a confidence level of 
95% for their studies on project success. Therefore, I chose a 95% confidence level. 
Boysen (2015) stressed the importance of statistical significance when 
interpreting results. According to Heiman (2010), in every study, the researcher must 
indicate if results are significant or nonsignificant. Singh and Masuku (2014) reported 
that researchers customarily set statistical significance to 5 percent. In the current study, I 
determined statistical significance by checking the probability value output of the 
statistical test. If the value was equal to or smaller than the alpha level of 0.05, then I 
would consider the alternative hypothesis to be true and, therefore, rejected the null 
hypothesis. 
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Gignac and Szodorai (2016) stated the importance of using guidelines based on 
good quality data to interpret effect sizes. Gignac and Szodorai suggested using an effect 
size of 0.10, 0.20, and 0.30. The large effect size (f2= .30) was chosen based on previous 
studies on project success conducted by Coleman (2014), Nguyen (2015) and Sava 
(2016). Therefore, as advised by Gignac and Szodorai, and the previous studies on 
project success, I used a large effect size (f2= .30) to conduct the statistical test. 
The PIP instrument was used to measure the project success variable: if the total 
score was less than the 50th percentile (or a raw score of 69), then project success was 
considered to be in critical condition (Pinto & Slevin, 1988). To analyze the data, I used 
IBM SPSS Statistics software version 24. Hosford (2017), Johnson (2016), and Bond 
(2015) used SPSS software to analyze the data by in their studies about project success. I 
used SurveyMonkey services to export the data and import into from SPSS. 
Study Validity 
Halperin, Pyne, and Martin (2015) noted that researchers should understand the 
risks regarding variables affecting the internal validity of the study. According to Lancsar 
and Swait (2014), external validity is the capability of the model to produce satisfactory 
forecasts about study results. In the following sections, I discussed the internal and 
external validity of this study. 
Internal Validity 
In experimental designs, researchers achieve internal validity when they 
understand the cause-effect relationship between dependent and independent variables in 
experiments (Chytilova & Maialeh, 2015; Halperin, Pyne, & Martin, 2015). Alm, 
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Bloomquist, and McKee (2015) noted analyzing the design of the study is the way to 
assess internal validity. However, this doctoral study was a correlational study, so threats 
to internal validity were not applicable. However, threats to statistical conclusion validity 
were of concern, and I addressed these in the following section. 
External Validity 
According to Kennedy-Martin, Curtis, Faries, Robinson, and Johnston (2015), 
external validity is the ability to generalize findings from a study to a population outside 
of the sample. Alm et al. (2015) noted that external validity could only be assessed in an 
empirical way, whereas Lancsar and Swait (2014) stress that external validity is a critical 
component of a study. Furthermore, Lancsar and Swait argued that analysis of external 
validity should be more extensive than just analyzing the results of the study. I provided 
detailed information about the research procedures, sample, and a population of this study 
so that any future researcher interested in assessing its generalizability has access to the 
relevant information. 
Statistical Conclusion Validity 
According to Trafimow and Earp (2017), type I error happens when a researcher 
rejects the null hypothesis when the hypothesis is actually true. Trafimow and Earp 
suggested probability for type error I is generated based on alfa level. For an alfa level 
0.05, the researcher potentially will reject null hypothesis only 5% of the time (Trafimow 
& Earp, 2017). Based on previous studies on project success by Sava (2016), Coleman 
(2014) and Bond (2015), I chose an alfa level of 0.05.  
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Sava (2016) stated that PIP has a published reliability score of above .70. Mazur 
et al. (2014) conducted a study on project success and reported PIP reliability of .93 for 
overall scale. Cronbach’s alpha calculated demonstrated strong results for the PIP 
instrument (as cited in Bond, 2015). PIP’s overall reliability and validity are reported to 
be over .70 by Slevin and Pinto (1986), and Slevin and Pinto (1987). I calculated the 
reliability coefficient for PIP instrument and reported it in the reliability analysis in 
Section 3. I adopted Saadé et al.'s (2015) view that a Cronbach alpha value over .70 is 
acceptable.  
According to Iram, Khan, and Sherani (2016), having a small sample size will 
increase the sampling error. Sava (2016) and Bond (2015) used G*Power 3.1.9.2 
software in their project success studies to calculate sample size, and I used it in this 
study as well, in particular, to mitigate sampling errors. Since I had two predictor 
variables in my study, I chose the large effect size (f2= .30) based on previous studies 
conducted on project success by Coleman (2014), Nguyen (2015), and Sava (2016). The 
sample size calculated for a statistical level power of .80 is 36 participants. Sava (2016) 
and Coleman (2014) used a statistical level power of .80 in previous project success 
studies. If I increased the power to .99, the sample size required is 75. However, I 
approached 360 participants due to possible low participation levels, and only 138 
participants responded to the survey. 
Transition and Summary 
In Section 2, I explained the pivotal role of the researcher in a study, followed by 
a description of the study participants. The participants were project managers in Albania 
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and Kosovo who were LinkedIn members. I selected the quantitative research method 
and a correlational study design based on the research question.  
In the ethical section, I presented important discussions about the study ethics. 
Based on previous studies on project success, I chose the PIP instrument for data 
collection related to project success. I used a demographic questionnaire to collect 
demographic information from selected participants. I posted the survey online to the 
SurveyMonkey website. The last sections covered data analysis and the internal and 
external validity of the study. 
In Section 3, I cover this study’s results and application to professional practice, 
implications for social change, recommendations for action, and further research, 
reflections, and conclusions. 
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Section 3: Application to Professional Practice and Implications for Change 
In Section 2, I presented and justified the selection of research methods for this 
study. In Section 3, I present the results and discuss the study’s potential application for 
professional practice and social change. I close Section 3 by presenting recommendations 
for action and further research, as well as study conclusions. 
Introduction 
The purpose of this quantitative, correlational study was to examine whether a 
relationship exists between project managers’ age and years of project experience, and 
project success. The population of this study included active and former project managers 
working in Albania or Kosovo who were LinkedIn members. My target number of 
participants was 75. I invited 360 first connections in LinkedIn to participate in the 
SurveyMonkey questionnaire. 
Only 138 participants responded to the invitation. However, of these 138 
participants, 30 skipped the second page of the questionnaire, which contained 12 PIP 
questions. Therefore, I had to exclude those 30 participants from further analysis. I 
conducted descriptive and inferential statistics on data for the remaining 108 participants. 
Based on multiple regression analysis, in results portion, I reveal that the linear 
combination of project managers’ age and years of project experience did not 
significantly predict project success. Project managers’ age has a negative effect on 
project success, though this effect is not statistically significant. Project managers’ 
experience has a positive influence on project success. However, project managers’ 
experience is also not statistically significant. Therefore, I could not reject the null 
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hypothesis at an alpha level of 0.05. The null hypothesis was the following: The linear 
combination of project managers’ age and years of project experience will not 
significantly predict project success. 
Presentation of the Findings 
The statistical test applied for data analysis was multiple linear regression. The 
purpose of this quantitative, correlational study was to examine whether a relationship 
exists between project managers’ age and years of project experience, and project 
success. The independent variables were project managers’ age and years of project 
experience, and the dependent variable was project success. The target population 
consisted of project managers working in Albania and Kosovo.  
The research question was the following: Does a relationship exist between 
project managers’ age and years of project experience and project success? The following 
are the hypotheses of this study. 
Null hypothesis (H0): The linear combination of project managers’ age and years 
of project experience will not significantly predict project success. 
Alternative hypothesis (H1): The linear combination of project managers’ age and 
years of project experience will significantly predict project success. 
To answer my research question, I analyzed the potential existence of a 
significant relationship between project managers’ age and years of project experience 
and project success. I downloaded data from SurveyMonkey and placed the data in a 
Microsoft Excel format. Then I performed data cleaning by removing 30 participants who 
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skipped the second page of the survey. For further analysis, I coded data in SPSS (see 
Table 2). 
Table 2 
Coding Used in SPSS 
Codes for variables Response options 
Code used in 
SPSS 
Gender Female 1 
 Male 2 
Age 18-24 1 
 25-34 2 
 35-44 3 
 45-54 4 
 55-64 5 
 65-74 6 
 75 or older 7 
Highest education Associate’s 1 
 Bachelor’s 2 
 Master’s 3 
 Doctorate 4 
Years of project management experience Less than 1 1 
 1-5 2 
 6-10 3 
 11-15 4 
 16-20 5 
 More than 20 6 
Indicate your location Albania 1 
 Kosovo 2 
 Other 3 
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Descriptive Statistics 
According to Pinto and Slevin (1988), the researcher or project manager has to 
add all individual scores from the 12 questions on the PIP instrument to calculate the total 
project success score. I calculated the project success score in SPSS and created a new 
variable to use for further data analysis. The project score ranged from a minimum of 22 
to a maximum of 84 points. Pinto and Slevin stated that a score below 69 indicates that a 
project may run into issues and the project manager should pay more attention in 
managing that project. Based on a project score of 69, 55.5% (n = 60) of participants 
rated projects lower than Pinto and Slevin’s suggested guidelines, while 44.4% (n = 48) 
of participants rated projects above 69 points, indicating successful projects. Figure 3 is a 
histogram of project success scores. 
 
Figure 3. Project success score. 
83 
 
From the data results that 37% (n = 40) of participants were female, and 63% (n 
= 68) were male. In Figure 4, I present the frequency of gender distribution. Based on the 
data responses from participants, 6.5% (n = 7) were 18-24 years old, 47.2% (n = 51) 
were 25-34 years old, 38% (n = 41) were 35-44 years old, 6.5% (n = 7) were 45-54 years 
old, and 1.9% (n =2) were 55-64 years old. No participants were in the age ranges of 65-
74 years or 75 years or older. Therefore, younger group age category represented a larger 
number of participants. In Figure 5, I show the frequency of age distribution. 
 
Figure 4. Frequency of gender distributions. 
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Figure 5. Frequency of age distribution. 
 
The next demographic information collected was related to the education level of 
participants. In this study, 1.9% (n =2) of the participants had associate’s degrees, 32.4% 
(n = 35) had bachelor’s degrees, 61.1% (n = 66) had master’s degrees, and 4.6% (n = 5) 
had doctoral degrees. In Figure 6, I show the distribution of participants’ education 
levels. 
Years of project management experience was another important piece of 
demographic information collected from participants. Based on the data, 6.5% (n = 7) 
had less than 1 year of project management experience, 52.8% (n = 57) had 1-5 years, 
30.6% (n = 33) had 6-10 years, 6.5% (n = 7) had 11-15 years, and 3.7% (n = 4) had 16-
20 years. None of the participants had over 20 years of experience. In Figure 7, I show 
participants’ years of experience in project management. 
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Figure 6. Highest education level. 
 
 
Figure 7. Years of experience in project management. 
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The last question regarded participants’ location. With this question, I intended to 
screen out participants not working in Albania or Kosovo. There were six participants 
from location other. Once I removed these six participants from further analysis, 52.8% 
(n = 57) of participants were from Albania and 47.28% (n = 51) were from Kosovo. In 
Figure 8, I show participants’ country distribution. 
 
Figure 8. Participants’ country distribution. 
In Table 3, I present descriptive statistics related to project success score. I 
calculated the project success score by adding all ratings for each individual question on 
the PIP instrument. I adopted the view of Saadé et al. (2015) view that a Cronbach’s 
alpha value over .70 was acceptable. Cronbach’s alpha was calculated as .879. Therefore, 
the PIP is shown to be a reliable instrument for measuring project success. 
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Table 3 
Project Success Score Descriptive Statistics 
 
N Min Max Mean Std. deviation 
Cronbach’s  
α 
No. of 
items 
Project success 
score 
108 22.00 84.00 65.97 10.94 
.879 12 
Valid N 108       
 
Statistical Analysis Assumptions Testing 
From 138 participants, 30 participants skipped the 12 questions from PIP 
instrument; therefore, I excluded the data from those participants from further analysis. 
The remaining 108 participants completed all questions. Therefore, I did not need to 
clean the data further.  
Before I conducted multiple regression analysis, I evaluated the assumptions of 
normality, linearity, homoscedasticity, and the absence of multicollinearity. I used a 
normal probability plot (P-P) to test for normality. Through the plot I show the results did 
not violate the assumption of normality, as the distribution of responses is not far from 
the diagonal line. See Figure 9. To test for assumption of linearity, I plotted the residual-
predicted dependent values. With this plot I show that a linear relationship exists between 
the independent variables and the dependent variable. Hence, as shown in Figure 10, the 
linearity assumption is valid. To test for assumption of homoscedasticity, I used a 
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scatterplot and normal probability plot (P-P), as shown in Figures 9 and 10. As shown in 
the plot, the data met the assumption of homoscedasticity. Therefore, the 
homoscedasticity assumption of constant-variance is valid. 
 
Figure 9. P-P plot on project success scores. 
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Figure 10. Scatterplot of project success residual-predicted dependent values. 
The fourth and last assumption is regarding the absence of multicollinearity. I 
analyzed the data for any high correlation coefficient between any two independent 
variables. In Table 4, I display these results. A variance inflation factor (VIF) value 
above 10.0 would indicate the presence of multicollinearity. From the results in Table 4, I 
show that VIF is low at 1.57; therefore, meeting the assumption of the absence of 
multicollinearity. 
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Table 4 
 
Multicollinearity (VIF Values) 
 
Mode 
Collinearity statistics 
Tolerance VIF 
Age .634 1.57 
Project management experience .634 1.57 
 
In Table 5, I present the results of the multiple linear regression of the 
independent variables, project manager’s age and years of project experience, to the 
dependent variable, project success. According to the results, project managers’ age and 
years of project experience did not predict project success, F(2,105) = 1.544, p > 0.05. 
The coefficient of determination, R2 value, is 0.029. This means that 2.9% of the variation 
in the dependent variable project success is a result of the independent variables project 
manager’s age and years of project experience management. 
Table 5 
Project Manager’s Age and Years of Experience Predicting Project Success 
Model B SE B β t p 
Age -1.63 1.67 -.118 -.976 .331 
Project mgt. experience  2.70 1.54 .212 1.754 .082 
Note. Dependent variable: Project success score. 
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By using further regression analysis, I found that age has a negative effect on 
project success, though not statistically significant (p = 0.331). Project managers’ 
experience has a positive influence on project success. However, project managers’ 
experience is not statistically significant (p = 0.082). Therefore, I could not reject the null 
hypothesis at an alpha level of 0.05. The null hypothesis was the linear combination of 
project managers’ age and years of project experience will not significantly predict 
project success. 
As per regression analysis shown in Table 5, neither project managers’ age nor 
years of project experience have a significant effect on project success. These results are 
startling, considering many resources used in literature review would indicate a link 
between project managers’ age or years of project experience and project success. Seboni 
and Tutesigensi (2015) interviewed top management and reported that age was a factor in 
selecting project managers. Similarly, Dulaimi and Langford (1999) surveyed project 
managers and reported age impacted performance. 
The results of my study regarding the influence of project manager’s experience 
in project success align with results presented by Rubin and Seelig (1967) and Bond 
(2015). Rubin and Seelig reported higher project success rate by experienced project 
managers compared to less experienced project managers and attributed project success 
to the company’s managers offering more support and placing a higher priority on critical 
projects and not on project manager’s experience Similarly, Bond (2015) reported that 
project managers’ years of experience did not predict project success. 
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The results from this study are in contradiction with other studies that reported 
project manager’s experience positively influenced project success. According to Ceric 
(2014), work experience plays a critical role in project managers’ success. Furthermore, 
Paton and Hodgson (2016), Jeong and Bozkurt (2014), and Vicente-Oliva, Martinez-
Sanchez, and Berges-Muro (2015) noted project managers’ experience influences their 
knowledge, training, performance, and, overall project success. 
Applications to Professional Practice 
According to Ekrot, Kock, and Gemünden (2016), average project success reflects 
the overall business success in project-orientated companies. Therefore, project success is 
critical to businesses. Sӧderland, Geraldi, Müller, and Jugdev (2012) and Mutua, 
Waiganjo, and Oteyo (2014) suggested project success is the core of project management. 
Project management researchers and practitioners have attentively researched the subject 
of project success for decades (Sӧderland et al., 2012). Project success continues to be 
one of the most important subjects researched in the field of project management 
(Sӧderland et al., 2012). Despite the strong interest of researchers and practitioners, 
Standish Group (2014) continues to report a high failure rate for projects. Project 
managers play a critical role in project success (Blaskovics, 2016). 
Through this study, I demonstrated the need for business owners to understand 
and evaluate the effect that project managers’ age and years of project experience have on 
project success. As demonstrated in the literature review, many researchers in their 
studies in project management reported different results regarding the effect project 
manager’s age and years of project experience have on project success. While the results 
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of this study might not have shown a statistically significant effect of project manager’s 
and years of project experience to project success for an alfa level of 0.05, the literature 
review includes a high number of studies emphasizing the effect of project managers’ age 
and years of experience in overall project success. 
In the results section, I showed that age has a negative effect on project success, 
though not statistically significant, while experience has a positive effect, again, not 
statistically significant. Project managers’ age and years of project experience did not 
predict project success, F(2,105) = 1.544, p > 0.05. The coefficient of determination, R2 
value, was 0.029. This means that 2.9% of the variation in the dependent variable project 
success was a result of the independent variables project manager’s age and years of 
project experience. 
 Standish Group (2014) researchers reported low project success rate, illustrating 
the importance for further research to understand critical factors for project success. Ko 
and Kirsch (2017) mentioned technical and business training for project managers would 
increase the project success rate. Business owners need to have conclusive information 
about the effect project managers’ age and years of project experience have on project 
success so they can make appropriate decisions about the training and selection of 
suitable project managers for future projects to improve project success rates.  
Implications for Social Change 
Project success is also crucial for not-for-profit organizations. Development 
agencies continually undertake projects for development. Ika and Donnelly (2017) 
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revealed that although experts value the international development (ID) sector in the 
billions, little research exists regarding the project success of ID projects. 
One of the criteria for successful projects is delivery within the schedule 
(Lehtonen, 2014); therefore, timely delivery of infrastructure projects could improve the 
livelihood of communities where projects are implemented. Ika and Donnelly (2017) 
noted the importance and widespread influence of international development projects for 
social change through development. According to Ika and Donnelly, international 
development projects cover many areas, including areas affecting social change, such as 
agriculture, transportation, water, electricity, energy, sewage, mines, health, nutrition, 
population and urban development, education, environment, social development, reform, 
and governance. An increased rate of project success might translate into an improvement 
of livelihood for local communities where projects are implemented. Regardless of 
whether personnel of the private or not-for-profit sector conduct the project, the project 
manager plays a key role in achieving project success.  
Recommendations for Action 
Project success continues to be a crucial factor for businesses. Companies 
undertake projects to launch a new product, improve a process, and expand their presence 
in other territories. Therefore, increasing the project success rate would translate into an 
increased return on investment (ROI) for companies.  
Project managers are in charge of delivering projects. Often, project managers 
have financial incentives to deliver successful projects. Because project managers receive 
incentives for delivering successful projects, I concluded that project managers’ play a 
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critical role in project success. However, as presented in the literature review, the effect 
of project managers age and years of experience require further research in the context of 
achieving project success. 
Results of this study confirmed a negative influence project managers’ age has on 
project success. As Seboni and Tutesigensi (2015) mentioned, project manager’s age was 
a factor in project managers selection, though not mentioned specifically, due to possible 
lawsuits. Through this study, I brought attention to the influence the project managers’ 
age has on project success. Business owners and project manager should deliver training 
to help older project managers. Project managers’ experience has a positive impact on 
project success, though not statistically significant. Business owners could use this 
information to allocate project managers, so more experienced project managers are 
selected to execute more challenging projects, while less experienced project managers 
can learn in less risky projects. 
Business owners and project management organizations, such as PMI, PMI 
chapter, and the International Project Management Association (IPMA), should use the 
results from this study and the wealth of insight from the literature review to further 
advocate for training and development for project managers. It is in the best interest of 
business owners, project management organizations advocating for project management, 
and local and national governments to increase project success rates. A higher project 
success rate would mean a higher ROI for everyone. I will be offering my full support to 
project management organizations, such as PMI and IPMA, to present results of this 
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study in a summary form and continue to advance the field of project management 
research regarding success. 
Recommendations for Further Research 
My recommendation for further research is to study a larger population and in 
other countries. The population of this study was a small group of project managers based 
in Albania or Kosovo. A similar study can be conducted with project managers from 
other countries to evaluate whether there are variations in terms of the countries, 
ethnicities, or cultures of the project managers. Project managers’ age effect on project 
success requires further research. The abolishment of retirement age and an increase in 
populations working in their late years indicates the importance of studying the effect of 
project managers’ age in project success. 
Aside from a small population, the main limitation of my study was the use of an 
online survey. Participants did not complete all the questions in the survey; 30 
participants or 21% of population skipped the 12 questions on the PIP instrument. The 
PIP instrument was critical in the survey because I used it for regression analysis. 
Therefore, I had to exclude 30 participants. The third limitation was that using the online 
survey did not allow me to know the accuracy of the information provided by 
participants. I recommend using a mixed-methods research study because by combining 
two researched methods, quantitative and qualitative, the researchers would be able to 
gather more in-depth information regarding participants’ answers on the questionnaire. 
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Reflections 
I was enthusiastic to start this research regarding the influence project manager’s 
age and years of project experience have on project success. The three variables of this 
study are close to myself and any project management practitioner. Age and experience 
are factors that keep changing, and project managers have no control over these factors. 
Project success is the main goal of every project manager. Every project manager 
accepting a new project, accepts with the intention to turn it into a success story. 
Therefore, as a project management practitioner and researcher, I am deeply 
interested in the subject of project success. The goal of researchers is to help project 
managers improve project delivery results. Therefore, I strongly believe project success 
will continue to capture more attention of project management researchers. 
A doctoral study is not a sprint but a marathon. It required different thinking, 
planning, and execution. In a way, it was another project for me, though on a larger scale. 
At times, progress was so slow that it felt I was moving like a snail. It was difficult to 
keep the momentum and to keep going. However, I persisted, and in the end, I succeeded. 
Conclusion 
In this study, I intended to analyze the effect project managers’ age and years of 
project experience have on project success. Project success captures the attention of many 
researchers and practitioners. It is the main goal of any projects undertaken. I showed 
project managers’ age has a negative effect on project success, though not statistically 
significant. Project managers’ experience has a positive influence on project success. 
However, project managers’ experience was not statistically significant. I conducted 
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further multiple regression analysis and through results, I revealed the linear combination 
of project managers’ age and years of project experience did not significantly predict 
project success.  
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Appendix A: Introduction and Informed Consent Form 
INTRODUCTION AND CONSENT FORM 
 
You are invited to take part in a research study to understand the relationship between 
project managers’ age, years of project experience and project success. The name of the 
study is “Relationship between project managers’ age, years of project experience and 
project success.” 
 
Participants must fulfill all of the following criteria to participate in the study 
Must be minimum 18 years old 
Must be LinkedIn members  
Must be from Albania or Kosovo and are project managers or were project managers in 
last 5 years 
Must be proficient in English language 
 
I obtained your name/contact info via LinkedIn Network. This form is part of a process 
called “informed consent” to allow you to understand this study before deciding whether 
to take part. 
This study is being conducted by a researcher named Lulzim Hoxha, who is a doctoral at 
Walden University in United States. 
 
Background Information: 
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The purpose of this study is to understand the influence of project managers’ age and 
years of project experience and project success. 
Procedures: 
If you agree to be in this study, you will be asked to:  
Take part in a survey posted online at SurveyMonkey 
The survey should take 10-15 minutes 
Survey has two pages so two questionnaires, demographic questionnaire and project 
implementation questionnaire 
The survey is completely anonymous. You do not have to provide your name, email 
address, or any identifying information to participate in the study. 
Here are some sample questions:  
Please indicate your gender 
Please select the category that includes your age 
This project has/will come in on schedule 
Voluntary Nature of the Study: 
This study is voluntary. You are free to accept or turn down the invitation. No one at 
LinkedIn will treat you differently if you decide not to be in the study. If you decide to be 
in the study now, you can still change your mind later. You may stop at any time. 
 
 
Risks and Benefits of Being in the Study: 
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Your information will be kept confidential, and you will remain anonymous. You do not 
have to provide any personal information, so there is no personal risk associated with 
participating in the study, nor will it have a negative impact on your standing within your 
organization. The study does 
not involve any physical risk and it is highly unlikely that you will be psychologically 
affected. 
This study could help provide a better understanding of what impact project managers’ 
age and experience have on project success. Project success is critical for businesses, 
more successful projects mean a higher return on investments. However, also for not for 
profit organizations implementing development projects, would mean a higher impact on 
targeted communities.  
A summary of study results will be published on LinkedIn. 
 
Payment: 
There are no compensation provided for participation in this study 
 
Privacy: 
Reports coming out of this study will not share the identities of individual participants. 
Details that might identify participants will not be shared. Even the researcher will not 
know who you are. The researcher will not use your personal information for any purpose 
outside of this research project. Data will be kept secure by in a hardware encrypted 
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external hard drive. Data will be kept for a period of at least 5 years, as required by 
Walden University.  
 
Contacts and Questions: 
You may ask any questions you have now. Or if you have questions later, you may 
contact the researcher via email at Lulzim.Hoxha@waldenu.edu.  
The researcher’s doctoral study chairperson is Dr. Cheryl McMahan. She can be reached 
via email at Cheryl.McMahan@waldenu.edu 
If you want to talk privately about your rights as a participant, you can call the Research 
Participant Advocate at Walden University at + 1 612-312-1210.  
Walden University’s approval number for this study is 11-09-17-0240336 and it expires 
on November 8, 2018. 
 
Please print or save this consent form for your records.  
 
Obtaining Your Consent 
If you feel you understand the study well enough to make a decision about it, please 
indicate your consent by clicking the link below.  
 
https://www.surveymonkey.com/r/LHoxha 
139 
 
Appendix B: PIP Permission 
 
140 
 
Appendix C: PIP Instrument 
 
141 
 
Appendix D: Demographic Questionnaire 
Please indicate your gender: 
o Male 
o Female 
Please select the category that includes your age: 
o Under 18 
o 18-24 
o 25-34 
o 35-44 
o 45-54 
o 55-64 
o 65-74 
o 75 or older 
Please indicate highest education degree obtained: 
o Associates 
o Bachelors 
o Masters 
o Doctorate 
Please indicate how many years of project management experience you have: 
o Less than 1 
o 1-5 
o 6-10 
o 11-15 
o 16-20 
o More than 20 
Please indicate your location: 
o Albania 
o Kosovo 
o Other 
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