ABSTRACT: Adaptive nonlinear filter (ANF) using main texture direction is proposed for the removal of mixed noise from corrupted color images processing. The purpose of this work is to focus on designing noise detector and noise filter. For the detector, Chebyshev's theorem and the fuzzy mean process are used to estimate adaptive parameters of detector; for the filter, the authors use the local texture direction probability density distributions which are gained by performing the Radon transform of the image. Extensive experimental results show that the proposed ANF outperforms other filters in terms of important evaluation metrics; in particular, the computational complexity of the ANF is much lower than the test filters.
INTRODUCTION
During the image acquisition, signal amplification and transmission, which are often corrupted by different types of noise, the most noise is Additive Gaussian noise and impulse noise [1] [2] [3] [4] , both of them have significantly influenced the image processing. Filtering noise and preserving the image features from the corrupted images are important parts of image pre-treatments. Many filters have been proposed for the removal of the noise. For instances, the classical standard median filter (SMF), the switching bilateral filter (SBF) [5] , the high performance filter (HPF) [6] , the spatially adaptive denoising algorithm (SADA) [7] and the new method for removing mixed noises (MNF) [8] , although these filters can remove the noise effectively, they fail to preserve image features and have higher computational complexity, like MNF and SBF.
To address above problems, in this paper, a novel adaptive nonlinear filter (ANF) using main texture direction is proposed for the removal of mixed noise in corrupted color images processing, which is motivated by the theory of the Chebyshev's theorem, and the fuzzy mean process is used to estimate adaptively parameters of detector; for the filter, since the Radon transform has stronger robustness to various noises, the local features of the image are gained by developing the local texture direction probability density distributions, on which the Radon transform is performed. The performance of ANF is quantitatively measured by the important parameters. Moreover, the advantages of the ANF are demonstrated on test images at various types of noise corruption, and the results are compared both visually and quantitatively with SMF, SBF, HPFSM, SADA and MNF. Extensive experimental results show that the ANF outperforms these other filters. Moreover, the ANF achieves excellent performance for filtering high-density salt-and-pepper noise, random-valued impulse noise, Gaussian noise and many types of mixed noise. Simultaneously, the ANF has very low computational complexity, the average time of the ANF being only 1.69s, whereas SBF was 529.04s, HPFSM was 13.40s, SMF was 5.27s, SADA was 3.33, and MNF was 5220.20s.
The rest of this paper is organized as follows: the ANF is described in Section 2; Section 3 presents experimental results; finally, Section 4 concludes this paper.
PROPOSED ADAPTIVE NONLINEAR FILTER

The main texture direction of the image
The Radon transform is widely used in imaging processing, and it is suited for line parameters extraction even in noise corrupted images [9] . In this paper, we use the Radon transform to determine the texture information of the main texture direction of the image. A two-dimensional (2-D) Radon transform of a 2-D object defines 1-D line integrals in the projection space, and the object of the Radon transform is defined in (1):
Where: f (x, y) is a 2-D function; G θ (ρ) is periodic in θ with a period of 2π and is symmetric; ρ and ζ form a rotated coordinate system with an angle θ with respect to the x-y coordinate system. Figure 1 shows a visualization of the main texture direction of Radon transform on log of Fourier spectrum on the test image Lena (256×256), we can see that salt-and-pepper noise, Gaussian noise, random-valued impulse noise, salt-and-pepper with random-valued impulse noise, and salt-and-pepper with Gaussian noise have no effect on the image after Radon transform, moreover, it also shows that the main texture direction by Radon transform has a much stronger robustness [see Figure 1 
Noise detector
In statistical theory, only the average and the standard deviation of the statistical data are known. Chebyshev found that the number of observations was at least (1-k -2 )% in the k-standard deviation of the distance near the average [6, 10] . The statement of this observation is described in Chebyshev's theorem: The probability that any random variable X will set a value within k standard deviations of the mean is at least 1-1/k 2 , that is: Where: μ and σ are respective the mean and standard deviation of the observed data. The interval of the observed data is [μ-kσ, μ+kσ]. According to the Chebyshev's theorem, we design a noisy detector of the ANF, and we define it as follows:
And the standard deviation is shown as follows:
Where a filter window of size w×w and g(i, j) is the intensity value at the (i, j)-pixel location, two sets A and B are defined as follows:
From the inherent properties of the Radon transform, we can estimate the local texture direction probability density distribution to capture the directional information of the image. According to Equation (1), the Radon transform along the texture principal direction has larger variations. Given angle θ, the variation σ θ along the line defined by θ is defined as follows:
Where: N γ is the total number of the angle, and μ θ represents the mean value of p(r, θ), that is to say: 
The local texture direction probability density distribution can be determined from Figure 2 shows the main texture direction of one of the test images Lena (256×256) determined by applying the Radon transform. We can see that salt-and -pepper noise, Gaussian noise, random-valued impulse noise, salt-and-pepper with random-valued impulse noise, and salt-and-pepper with Gaussian noise have no effect on the image after Radon transforming, and this method has a much stronger robustness. Where w θ (m,n) denotes the local weight which is computed from the local texture direction probability density:
In fact, according to the experimental results, the probability density values of the local texture-direction are the same for the angle pairings θº and θº+180º, thus, we just consider θ{0º, 45º, 90º, 135º, 180º}.
To remove noise in corrupted images, we use the fuzzy mean process to adaptively estimate parameters. This process performs the fuzzy mean of input variables F_mean by adopting the trapezoidal function as the membership function [11] . The membership degree is usually a value in the range [0, 1], where "1" denotes full membership and "0" denotes no membership. Equation (12) Hence, according to the local standard deviation σ(i, j) in the scanning window, the local area E(i, j) is defined:
Where δ represents a constant; f F_mean denotes the relation degree of the local pixels in the observed window, which is produced adaptively by the fuzzy mean process. So the noise determining function D(i,j) is defined by the local features of the image given in (9) and (13). It can be written as follows:
Where '1' signifies a noisy pixel and '0' means a noise-free pixel.
Adaptive nonlinear filter
The ANF is defined in (15): G(m, n) is the modified Gaussian filter, which is used to handle the degree of local smoothness [12] , and it is defined in (16). The algorithm of the ANF is described in Table 1 . Steps The algorithm of the ANF Step1 Input: the noisy image y with the size of M×N.
Step2
For each pixels in the noise image, set up two process sets A and B according to (5) and (8) respectively.
Step3
Determine whether the current pixel g(i, j) is a noisy or noise-free. 1) According to the Chebyshev's theorem, compute the parameter k by (3) and (4). 2) Solve the local weight from the local texture direction probability density using (11).
3) Estimate the local weighted mean μ from (9). 4) Estimate the local standard deviation σ using (10). 5) Determine parameters α and β of the fuzzy mean process. 6) Use the noise-determining function of (15) to detect the noise in the image.
Step4
Filter the noisy pixels. 1) According to the modified Gaussian filter in (16), the degree of local smoothness can be calculated.
2) The noisy pixels are removed using the proposed filter function of (15).
Step5 Output: the de-noised image yo.
EXPERIMENTAL RESULTS
Several parameters are used in the ANF. In Equation (13), the constant δ increases, and the bounds of the local area are looser, leading to higher noise detection error; tighter bounds result in loss of important details of the image. In our simulations, we take δ=0.0002. The parameters α and β that characterize f F_mean are determined: th1=abs(μ-kσ), th1=abs(μ+kσ), α=min(th1,th2), β=1-α.
The ANF has been implemented using Matlab7.8. Three typical test images, such as Lena, Girl and Airplane of size 256×256, are shown in Figure 3 . In the simulations, these color images were corrupted by salt-and-pepper noise, random-valued impulse noise, Gaussian noise, and several types of mixed noise. The performance of the ANF was quantitatively measured by two metrics: PSNR and MSENS, which are widely used to quantify image restorations. They are defined as follows: Where I m,n and I´m ,n denote the respective pixel values of the original and denoised images, and Num is the number of noisy pixels in the original image. To demonstrate the advantage of the ANF, the performance of the ANF was tested under various noise corruptions, and the results are compared with the other filters SBF, HPFSM, SMF, SADA and MNF. The performances of all these filters were quantitatively measured using the aforementioned parameters. Table 2 lists PSNR and MSENS of the ANF on the test images, Lena, Girl and Airplane, which are corrupted by the salt-and-pepper noise, the random-valued impulse noise, the Gaussian noise and various types of mixed noise. The better values of PSNR and MSENS are described in Table 2 with black font. From Table 2 , we can see the ANF outperforms the other filters.
The capabilities of the restoration
The capabilities of the detail preserved
To analyze detail-preserving capabilities of the ANF, three test images are degraded by various types of noise. Figure 4 shows the restored images, which are restored by the six filters: SBF, HPFSM, SMF, SADA, MNF and the ANF. From Figures 4(a) -(u), we note that the ANF gives a good visual image both in filtering the noise and preserving the image features
Computational complexity
To make a reliable comparison, each of these filters run 50 times on a personal computer equipped with an Intel 1.86 GHz CPU and 1GB RAM memory, and the mean runtime is calculated. Table 3 shows the average computational time for various images, which presents obviously that the ANF takes much shorter execution time, and the computational complexity of the ANF is lower than other filters. , υ=30%) ; (c) cutout of the Airplane image, corrupted with mixed noise (Gaussian noise, υ=60%); (d), (e), (f) filtering using the SBF; (g), (h), (i) filtering using the HPFSM; (j), (k), (l) filtering using the SMF; (m), (n), (o) filtering using the SADA; (p), (q), (r) filtering using the MNF; (s), (t), (u) filtering using the ANF. 
CONCLUSIONS
In this paper, a novel ANF has been proposed for the removal of mixed noise from corrupted color images. This work has been accomplished by two stages: the noise detector and the noise filter. The theory of Chebyshev's theorem and the fuzzy mean process has been used to design the detector; the Radon transform has been introduced to determine the texture direction probability density distributions of local areas of the image; local features of the image are combined to filter the noisy pixels. Extensive experimental results have shown that the ANF outperforms other filters both visually and quantitatively other filters. Moreover, the ANF has been confirmed to have very low computational complexity.
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