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Abstract
The existence and multiplicity and nonexistence of nontrivial radial
convex solutions of systems of Monge-Ampe`re equations are established
with superlinearity or sublinearity assumptions for an appropriately cho-
sen parameter. The proof of the results is based on a fixed point theorem
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1 Introduction and main results
In this paper we consider the existence, nonexistence of convex solutions for the
boundary values problem


((
u′1(r)
)N)′
= λNrN−1f1(−u1, ...,−un), 0 < r < 1
...((
u′n(r)
)N)′
= λNrN−1fn(−u1, ...,−un), 0 < r < 1,
u′i(0) = ui(1) = 0 , i = 1, ..., n,
(1.1)
where N ≥ 1. Such a problem arises in the study of the existence of convex
radial solutions to the Dirichlet problem for the system of the Monge-Ampe`re
equations 

det(D2u1) = λf
1(−u1, ...,−un) in B
...
det(D2un) = λf
n(−u1, ...,−un) in B,
ui = 0 on ∂B , i = 1, ..., n,
(1.2)
This manuscript is available at arXiv:1007.3013
1
where D2ui = (
∂ui
∂xi∂xj
) is the Hessian matrix of ui, B = {x ∈ R
N : |x| < 1}.
Monge-Ampe`re equations arise from Differential Geometry and optimization
and mass-transfer problems.
It was shown (e.g. in [16]) that any convex solution of (1.4) must be radially
symmetric for some special function f . Therefore it is reasonable to look for
convex radial solutions of (1.2). For radial solution ui(r) with r =
√∑N
1 x
2
i ,
the Monge-Ampe`re operator simply becomes
det(D2ui) =
(u′i)
N−1u′′i
rN−1
=
1
NrN−1
((u′i)
N )′ (1.3)
and then (1.2) can be easily transformed into (1.1). (1.3) is frequently used in
the literature, see the references below on radial solutions of the Monge-Ampe`re
equations and others, e.g., Caffarelli and Li [2]. It can be derived from the fact
that the Monge-Ampe`re operator is rotationally invariant, see, for example,
Goncalves and Santos [7, Appendix A.2].
Much attention has been focused on the study of the problem with a single
equation, see e.g. [1, 2, 3]. When n = 1, (1.2) reduces to
det(D2u) = λf(−u) in B
u = 0 on ∂B.
(1.4)
Lions [10] obtained existence results for (1.4) in general domains in RN where the
particular function f(u) = uN acts like a “linear” term to the fully nonlinear
operation det(D2u). Kutev [11] investigated the existence of strictly convex
radial solutions of (1.4) with f(−u) = (−u)p. The author [14], and Hu and the
author [6] showed that the existence, multiplicity and nonexistence of convex
radial solutions of (1.4) can be characterized by the asymptotic behaviors of the
quotient f(u)
uN
at zero and infinity. The existence of convex radial solutions of
some special Monge-Ampe`re equations can also be found in [5].
Before stating our theorems, we make following assumptions. Let R =
(−∞,∞), R+ = [0,∞), R
n
+ = R+ × ...× R+︸ ︷︷ ︸
n
and ‖u‖ =
∑n
i=1|ui| for u =
(u1, ..., un) ∈ R
n
+.
(H1) f i : Rn+ → R+ is continuous.
(H2) f i(u1, ..., un) > 0 for u = (u1, ..., un) ∈ R
n
+ and ‖u‖ > 0, i = 1, ..., n.
We shall use the following notation, for u ∈ Rn+, i = 1, ..., n
ϕ(t) = tN , ϕ−1(t) = t
1
N , t ≥ 0, f i0 = lim
‖u‖→0
f i(u)
ϕ(‖u‖)
, f i∞ = lim
‖u‖→∞
f i(u)
ϕ(‖u‖)
f0 =
n∑
i=1
f i0, f∞ =
n∑
i=1
f i∞. (1.5)
The notation f0 and f∞ were introduced in the author [13] to define superlin-
earity and sublinearity at 0 and ∞ for general systems of ordinary differential
2
equations involving p-Laplaican. They are analogous to f0 = limu→0
f(u)
uN
or
f∞ = limu→∞
f(u)
uN
for scalar equations (e.g. [14, 12]). Our arguments here are
closely related to those in [13] for the existence of positive solutions of systems
of equations involving p-Laplaican. With the special form of the Monge-Ampe`re
operator, we are able to make sharper estimates on the operator. Apparently
the estimates can be further improved. The intervals of parameter λ for ensur-
ing the existence of convex solutions of (1.1) are not necessarily optimal. We
will address them in the future. Lemmas 2.2, 2.5 are the same as in [13], and
proved here only for completeness.
Our main results are Theorems 1.1 and 1.2. By a nontrivial convex so-
lution u to (1.1), we understand a nonzero vector-valued function u(r) =
(u1(r), ..., un(r)) (at least one component is not zero) such that ui ∈ C
2[0, 1]
and convex on [0, 1], i = 1, ..., n and satisfies (1.1). A nontrivial convex solution
of (1.1) is negative on [0,1).
Theorem 1.1 Assume (H1) holds.
(a). If f0 = 0 and f∞ =∞, then for all λ > 0 (1.1) (and (1.2)) has a nontrivial
convex solution.
(b). If f0 =∞ and f∞ = 0, then for all λ > 0 (1.1) (and (1.2)) has a nontrivial
convex solution.
Theorem 1.2 Assume (H1)-(H2) hold.
(a). If f0 = 0 or f∞ = 0, then there exists a λ0 > 0 such that for all λ > λ0
(1.1) (and (1.2)) has a strictly convex solution.
(b). If f0 =∞ or f∞ =∞, then there exists a λ0 > 0 such that for all 0 < λ < λ0
(1.1) (and (1.2)) has a strictly convex solution.
(c). If f0 = f∞ = 0, then there exists a λ0 > 0 such that for all λ > λ0 (1.1)
(and (1.2)) has two strictly convex solutions.
(d). If f0 = f∞ = ∞, then there exists a λ0 > 0 such that for all 0 < λ < λ0
(1.1) (and (1.2)) has two strictly convex solutions.
(e). If f0 < ∞ and f∞ < ∞, then there exists a λ0 > 0 such that for all
0 < λ < λ0 (1.1) (and (1.2)) has no strictly convex radial solution.
(f). If f0 > 0 and f∞ > 0, then there exists a λ0 > 0 such that for all λ > λ0
(1.1) (and (1.2)) has no strictly convex radial solution.
Remark 1.3 When n = 1, (1.2) is reduced to the single equation (1.4). f0 and
f∞ become f0 = limu→0
f(u)
uN
and f∞ = limu→∞
f(u)
uN
respectively. In this case,
(H2) becomes f(u) > 0 for u > 0. Thus Theorems 1.1 and 1.2 cover relevant
results in [14, 6]. In [15], the author discusses the existence of convex solutions
of (1.1) or (1.2) when n = 2 and f i only depends on one variable. It is also
worthwhile to note that the results in this paper do not cover those in [15].
Remark 1.4 A nontrivial solution u(r) = (ui(r)) of (1.1) has at least one
nonzero component. Some of its components can be zero. Then v(r) = (vi(r)) =
(−ui(r)) is a nontrivial solution to (2.8) or a positive fixed point of Tλ in (2.9).
From the integral expression (2.9), we have for r ∈ (0, 1)
v′i(r) = −
(
λ
∫ r
0
NτN−1f i
(
v1(τ), ..., vn(τ))dτ
) 1
N
3
Therefore, each component u′i(r) = −v
′
i(r) is nondecreasing and ui = −vi(r) is
convex.
If we assume both (H1) and (H2) hold, it follows from Lemma 2.2 that for
s ∈ (0, 1),
∑n
i=1 vi(s) > 0 and∫ s
0
NτN−1f i
(
v1(τ), ..., vn(τ)dτ > 0.
Thus (2.9) implies that
v′′i (r)
= −
1
N
(
λ
∫ r
0
NτN−1f i
(
v1(τ), ..., vn(τ)
)
dτ
) 1
N
−1(
λNrN−1f i((v1(r), ..., vn(r))
)
< 0.
for r ∈ (0, 1). Thus if (H2) holds, each component ui must be strictly convex.
We now give the following two examples to demonstrate a few cases of the
two theorems. Examples for other cases can be constructed in the same way.
Example 1 

det(D2u1) = λ(−u1 − u2)
p1 in B
det(D2u2) = λ(−u1 − u2)
p2 in B,
u1 = u2 = 0 on ∂B,
(1.6)
where B = {x ∈ RN : |x| < 1} as before. If p1, p2 > N , then f0 = 0 and
f∞ =∞. Then (1.6) has a strictly convex radial solution for all λ > 0 according
to Theorem 1.1. In the same way, If 0 < p1, p2 < N , then f0 =∞ and f∞ = 0.
Then (1.6) has a strictly convex radial solution for all λ > 0 according to
Theorem 1.1. On the other hand, if 0 < p1 < N and p2 > N , then f0 = ∞
and f∞ = ∞. According to Theorem 1.2, (1.6) has two strictly convex radial
solutions for sufficiently small λ > 0.
Example 2 

det(D2u1) = λe
−u1−u2 in B
det(D2u2) = λg(−u1,−u2) in B,
u1 = u2 = 0 on ∂B,
(1.7)
where B = {x ∈ RN : |x| < 1} as before g is a any continuous function such
that lim‖u‖→0 g and lim‖u‖→∞ g (In fact, we may only need lim sup, lim inf )
exist. Then f0 = ∞ and f∞ = ∞. Then (1.7) has no nontrivial convex radial
solution for sufficiently large λ > 0 and two nontrivial convex radial solutions
for sufficiently small λ > 0 according to Theorem 1.2.
2 Preliminaries
We shall treat convex classical solutions of (1.1), namely a vector-valued func-
tion u(t) of class C2[0, 1], satisfying (1.1). For the remaining sections, t is
often used as independent variable of functions and r as radiuses of balls in the
4
cone. Now we treat positive concave classical solutions of (2.8). With a simple
transformation vi = −ui (1.1) can be brought to the following equation


((
− v′1(t)
)N)′
= λNtN−1f1(v1, ..., vn), 0 < t < 1
...((
− v′n(t)
)N)′
= λNtN−1fn(v1, ..., vn), 0 < t < 1,
v′i(0) = vi(1) = 0, i = 1, ..., n,
(2.8)
We recall some concepts and conclusions of an operator in a cone. Let X be
a Banach space and K be a closed, nonempty subset of X . K is said to be a
cone if (i) αu + βv ∈ K for all u, v ∈ K and all α, β ≥ 0 and (ii) u,−u ∈ K
imply u = 0. We shall use the following well-known fixed point theorem to
prove Theorems 1.1, 1.2.
Lemma 2.1 ([4, 8, 9]) Let X be a Banach space and K (⊂ X) be a cone.
Assume that Ω1, Ω2 are bounded open subsets of X with 0 ∈ Ω1, Ω¯1 ⊂ Ω2, and
let
T : K ∩ (Ω¯2 \ Ω1)→ K
be completely continuous such that either
(i) ‖Tu‖ ≥ ‖u‖, u ∈ K ∩ ∂Ω1 and ‖Tu‖ ≤ ‖u‖, u ∈ K ∩ ∂Ω2; or
(ii) ‖Tu‖ ≤ ‖u‖, u ∈ K ∩ ∂Ω1 and ‖Tu‖ ≥ ‖u‖, u ∈ K ∩ ∂Ω2.
Then T has a fixed point in K ∩ (Ω¯2\Ω1).
In order to apply Lemma 2.1 to (1.2), let X be the Banach space
C[0, 1]× ...× C[0, 1]︸ ︷︷ ︸
n
and, for v = (v1, ..., vn) ∈ X,
‖v‖ =
n∑
i=1
sup
t∈[0,1]
|vi(t)|.
For v ∈ X or Rn+, ‖v‖ denotes the norm of v in X or R
n
+, respectively.
Let K be a cone in X defined as
K = {v = (v1, ..., vn) ∈ X : vi(t) ≥ 0, t ∈ [0, 1], i = 1, ..., n,
and min
1
4
≤t≤ 3
4
n∑
i=1
vi(t) ≥
1
4
‖v‖}.
For r > 0 let
Ωr = {v ∈ K : ‖v‖ < r}.
Note that ∂Ωr = {v ∈ K : ‖v‖ = r}.
Let Tλ : K → X be a map with components (T
1
λ , ..., T
n
λ ). We define T
i
λ,
i = 1, ..., n, by
T iλv(t) =
∫ 1
t
ϕ−1
(
λ
∫ s
0
NτN−1f i
(
v1(τ), ..., vn(τ)
)
dτ
)
ds, 0 ≤ t ≤ 1. (2.9)
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Thus, if v ∈ K is a positive fixed point of Tλ, then −v is a nontrivial convex
solution of (1.1) or (1.2). Conversely, if v is a convex radial solution of (1.1) or
(1.2), then −v is a fixed point of Tλ in K.
The following lemma is a standard result due to the concavity of v, see e.g.
[13]. We prove it here only for completeness.
Lemma 2.2 Assume (H1) hold. Let v(t) ∈ C1[0, 1] for t ∈ [0, 1]. If v(t) ≥ 0
and v′(t) is nonincreasing on [0, 1]. Then
v(t) ≥ min{t, 1− t}||v||, t ∈ [0, 1]
where ||v|| = maxt∈[0,1] v(t). In particular,
min
1
4
≤t≤ 3
4
v(t) ≥
1
4
||v||.
and if v(0) = ||v||, then
v(t) ≥ (1− t)||v||, t ∈ [0, 1].
Proof Since v′(t) is nonincreasing, we have for 0 ≤ t0 < t < t1 ≤ 1,
v(t)− v(t0) =
∫ t
t0
v′(s)ds ≥ (t− t0)v
′(t)
and
v(t1)− v(t) =
∫ t1
t
v′(s)ds ≤ (t1 − t)v
′(t),
from which, we have
v(t) ≥
(t1 − t)v(t0) + (t− t0)v(t1)
t1 − t0
.
Choosing σ ∈ [0, 1] such that v(σ) = ||v|| and considering [t0, t1] as either of
[0, σ] and [σ, 1], we have
v(t) ≥ t||v|| for t ∈ [0, σ],
and
v(t) ≥ (1 − t)||v|| for t ∈ [σ, 1].
Hence,
v(t) ≥ min{t, 1− t}||v||, t ∈ [0, 1].

Lemma 2.3 Assume (H1) holds. Then Tλ(K) ⊂ K and Tλ : K → K is
compact and continuous.
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Proof Lemma 2.2 implies that Tλ(K) ⊂ K. It is a standard procedure to
prove that Tλ : K → K is compact and continuous.
Let
Γ =
1
4
∫ 3
4
1
4
( ∫ s
1
4
NτN−1dτ
) 1
N
ds > 0.
Lemma 2.4 Assume (H1) holds. Let v = (v1, ..., vn) ∈ K and η > 0. If there
exists a component f i of f such that
f i(v(t)) ≥ ϕ(η
n∑
i=1
vi(t)) for t ∈ [
1
4
,
3
4
]
then
‖Tλv‖ ≥ ϕ
−1(λ)Γη‖v‖.
Proof Note, from the definition of Tλv, that T
i
λv(0) is the maximum value
of T iλv on [0,1]. It follows that
‖Tλv‖ ≥ sup
t∈[0,1]
|T iλv(t)|
≥
∫ 3
4
1
4
ϕ−1
( ∫ s
1
4
λNτN−1f i(v(τ))dτ
)
ds
≥
∫ 3
4
1
4
ϕ−1
( ∫ s
1
4
λNτN−1ϕ(η
n∑
i=1
vi(τ))dτ
)
ds
≥
∫ 3
4
1
4
ϕ−1
( ∫ s
1
4
λNτN−1ϕ(
η
4
‖v‖)dτ
)
ds
= ϕ−1(λ)Γη‖v‖

For each i = 1, ..., n, define a new function fˆ i(t) : R+ → R+ by
fˆ i(t) = max{f i(v) : v ∈ Rn+ and ‖v‖ ≤ t}.
Note that fˆ i0 = limt→0
fˆi(t)
ϕ(t) and fˆ
i
∞ = limt→∞
fˆi(t)
ϕ(t) . The following results hold,
which were proved in [13]. For completeness we here give a proof.
Lemma 2.5 [13] Assume (H1) holds. Then fˆ i0 = f
i
0 and fˆ
i
∞ = f
i
∞, i = 1, ..., n.
Proof It is easy to see that fˆ i0 = f
i
0. For the second part, we consider the
two cases, (a) f i(v) is bounded and (b) f i(v) is unbounded. For case (a), it
follows, from limt→∞ ϕ(t) =∞, that fˆ
i
∞ = 0 = f
i
∞. For case (b), for any δ > 0,
let M i = fˆ i(δ) and
N iδ = inf{‖v‖ : v ∈ R
n
+, ‖v‖ ≥ δ, f
i(v) ≥M i} ≥ δ,
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then
max{f i(v) : ‖v‖ ≤ N iδ, v ∈ R
n
+} =M
i = max{f i(v) : ‖v‖ = N iδ, v ∈ R
n
+}.
Thus, for any δ > 0, there exists a N iδ ≥ δ such that
fˆ i(t) = max{f i(v) : N iδ ≤ ‖v‖ ≤ t, v ∈ R
n
+} for t > N
i
δ.
Now, suppose that f i∞ < ∞. In other words, for any ε > 0, there is a δ > 0
such that
f i∞ − ε <
f i(v)
ϕ(‖v‖)
< f i∞ + ε, for v ∈ R
n
+, ‖v‖ > δ. (2.10)
Thus, for t > N iδ, there exist v1,v2 ∈ R
n
+ such that ‖v1‖ = t, t ≥ ‖v2‖ ≥ N
i
δ
and f i(v2) = fˆ
i(t). Therefore,
f i(v1)
ϕ(‖v1‖)
≤
fˆ i(t)
ϕ(t)
=
f i(v2)
ϕ(t)
≤
f i(v2)
ϕ(‖v2‖)
. (2.11)
(2.10) and (2.11) yield that
f i∞ − ε <
fˆ i(t)
ϕ(t)
< f i∞ + ε for t > N
i
δ. (2.12)
Hence fˆ i∞ = f
i
∞. Similarly, we can show fˆ
i
∞ = f
i
∞ if f
i
∞ =∞.
Lemma 2.6 Assume (H1) holds and let r > 0. If there exits an ε > 0 such
that
fˆ i(r) ≤ ϕ(εr), i = 1, ..., n,
then
‖Tλv‖ ≤ ϕ
−1(λ)εn‖v‖ for v ∈ ∂Ωr.
Proof From the definition of Tλ, for v ∈ ∂Ωr, we have
‖Tλv‖ =
n∑
i=1
sup
t∈[0,1]
|T iλv(t)|
≤
n∑
i=1
ϕ−1(
∫ 1
0
λNτN−1f i(v(τ))dτ)
≤
n∑
i=1
ϕ−1(
∫ 1
0
NτN−1dτλfˆ i(r))
≤
n∑
i=1
ϕ−1(
∫ 1
0
NτN−1dτλϕ(εr))
= ϕ−1(λ)εn‖v‖.

The following two lemmas are weak forms of Lemmas 2.4 and 2.6.
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Lemma 2.7 Assume (H1)-(H2) hold. If v ∈ ∂Ωr, r > 0, then
‖Tλv‖ ≥ 4ϕ
−1(λ)Γϕ−1(mˆr)
where mˆr = min{f
i(v) : v ∈ Rn+ and
r
4 ≤ ‖v‖ ≤ r, i = 1, ..., n} > 0.
Proof Since fi(v(t)) ≥ mˆr = ϕ(ϕ
−1(mˆr)) for t ∈ [
1
4 ,
3
4 ], i = 1, ..., n, it is easy
to see that this lemma can be shown in a similar manner as in Lemma 2.4. 
Lemma 2.8 Assume (H1)-(H2) hold. If v ∈ ∂Ωr, r > 0, then
‖Tλv‖ ≤ ϕ
−1(λ)ϕ−1(Mˆr)n,
where Mˆr = max{f
i(v) : v ∈ Rn+ and ‖v‖ ≤ r, i = 1, ..., n} > 0 and n is the
positive constant defined in Lemma 2.6
Proof Since fi(v(t)) ≤ Mˆr = ϕ(ϕ
−1(Mˆr)) for t ∈ [0, 1], i = 1, ..., n, it is easy
to see that this lemma can be shown in a similar manner as in Lemma 2.6. 
3 Proof of Theorem 1.1
Proof Part (a). f0 = 0 implies that f
i
0 = 0, i = 1, ..., n. It follows from
Lemma 2.5 that fˆ i0 = 0, i = 1, ..., n. Therefore, we can choose r1 > 0 so that
fˆ i(r1) ≤ ϕ(ε)ϕ(r1), i = 1, ..., n, where the constant ε > 0 satisfies
ϕ−1(λ)εn < 1.
We have by Lemma 2.6 that
‖Tλv‖ ≤ ϕ
−1(λ)εn‖v‖ < ‖v‖ for v ∈ ∂Ωr1 .
Now, since f∞ = ∞, there exists a component f
i of f such that f i∞ = ∞.
Therefore, there is an Hˆ > 0 such that
f i(v) ≥ ϕ(η)ϕ(‖v‖)
for v = (v1, ..., vn) ∈ R
n
+ and ‖v‖ ≥ Hˆ , where η > 0 is chosen so that
ϕ−1(λ)Γη > 1.
Let r2 = max{2r1, 4Hˆ}. If v = (v1, ..., vn) ∈ ∂Ωr2 , then
min
1
4
≤t≤ 3
4
n∑
i=1
vi(t) ≥
1
4
‖v‖ =
1
4
r2 ≥ Hˆ,
which implies that
f i(v(t)) ≥ ϕ(η)ϕ(
n∑
i=1
vi(t)) = ϕ(η
n∑
i=1
vi(t)) for t ∈ [
1
4
,
3
4
].
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It follows from Lemma 2.4 that
‖Tλv‖ ≥ ϕ
−1(λ)Γη‖v‖ > ‖v‖ for v ∈ ∂Ωr2 .
By Lemma 2.1, Tλ has a fixed point v ∈ Ωr2 \ Ω¯r1 , which is the desired positive
solution of (2.8).
Part (b). If f0 =∞, there exists a component f
i such that f i0 =∞. There-
fore, there is an r1 > 0 such that
f i(v) ≥ ϕ(η)ϕ(‖v‖)
for v = (v1, ..., vn) ∈ R
n
+ and ‖v‖ ≤ r1, where η > 0 is chosen so that
ϕ−1(λ)Γη > 1.
If v = (v1, ..., vn) ∈ ∂Ωr1 , then
f i(v(t)) ≥ ϕ(η)ϕ(
n∑
i=1
vi(t)) = ϕ(η
n∑
i=1
vi(t)), for t ∈ [0, 1].
Lemma 2.4 implies that
‖Tλv‖ ≥ ϕ
−1(λ)Γη‖v‖ > ‖v‖ for v ∈ ∂Ωr1 .
We now determine Ωr2 . f∞ = 0 implies that f
i
∞ = 0, i = 1, ..., n. It follows
from Lemma 2.5 that fˆ i∞ = 0, i = 1, ..., n. Therefore there is an r2 > 2r1 such
that
fˆ i(r2) ≤ ϕ(ε)ϕ(r2), i = 1, ..., n,
where the constant ε > 0 satisfies
ϕ−1(λ)εn < 1.
Thus, we have by Lemma 2.6 that
‖Tλv‖ ≤ ϕ
−1(λ)εn‖v‖ < ‖v‖ for v ∈ ∂Ωr2 .
By Lemma 2.1, Tλ has a fixed point in Ωr2 \ Ω¯r1 , which is the desired positive
solution of (1.2). 
4 Proof of Theorem 1.2
Proof Part (a). Fix a number r1 > 0. Lemma 2.7 implies that there exists a
λ0 > 0 such that
‖Tλv‖ > ‖v‖ = r1, for v ∈ ∂Ωr1 , λ > λ0.
If f0 = 0, then f
i
0 = 0, i = 1, ..., n. It follows from Lemma 2.5 that
fˆ i0 = 0, i = 1, ..., n.
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Therefore, we can choose 0 < r2 < r1 so that
fˆ i(r2) ≤ ϕ(ε)ϕ(r2), i = 1, ..., n,
where the constant ε > 0 satisfies
ϕ−1(λ)εn < 1.
We have by Lemma 2.6 that
‖Tλv‖ ≤ ϕ
−1(λ)εn‖v‖ < ‖v‖ for v ∈ ∂Ωr2 .
If f∞ = 0, then f
i
∞ = 0, i = 1, ..., n. It follows from Lemma 2.5 that fˆ
i
∞ = 0,
i = 1, ..., n. Therefore there is an r3 > 2r1 such that
fˆ i(r3) ≤ ϕ(ε)ϕ(r3), i = 1, ..., n,
where the constant ε > 0 satisfies
ϕ−1(λ)εn < 1.
Thus, we have by Lemma 2.6 that
‖Tλv‖ ≤ ϕ
−1(λ)εn‖v‖ < ‖v‖ for v ∈ ∂Ωr3 .
It follows from Lemma 2.1 that Tλ has a fixed point in Ωr1 \ Ω¯r2 or Ωr3 \ Ω¯r1
according to f0 = 0 or f∞ = 0, respectively. Consequently, (2.8) has a positive
solution for λ > λ0.
Part (b). Fix a number r1 > 0. Lemma 2.8 implies that there exists a λ0 > 0
such that
‖Tλv‖ < ‖v‖ = r1, for v ∈ ∂Ωr1 , 0 < λ < λ0.
If f0 =∞, there exists a component f
i of f such that f i0 =∞. Therefore, there
is a positive number r2 < r1 such that
f i(v) ≥ ϕ(η)ϕ(‖v‖)
for v = (v1, ..., vn) ∈ R
n
+ and ‖v‖ ≤ r2, where η > 0 is chosen so that
ϕ−1(λ)Γη > 1.
Then
f i(v(t)) ≥ ϕ(η)ϕ(
n∑
i=1
vi(t)) = ϕ(η
n∑
i=1
vi(t)),
for v = (v1, ..., vn) ∈ ∂Ωr2 , t ∈ [0, 1]. Lemma 2.4 implies that
‖Tλv‖ ≥ ϕ
−1(λ)Γη‖v‖ > ‖v‖ for v ∈ ∂Ωr2 .
If f∞ = ∞, there exists a component f
i of f such that f i∞ = ∞. Therefore,
there is an Hˆ > 0 such that
f i(v) ≥ ϕ(η)ϕ(‖v‖)
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for v = (v1, ..., vn) ∈ R
n
+ and ‖v‖ ≥ Hˆ , where η > 0 is chosen so that
ϕ−1(λ)Γη > 1.
Let r3 = max{2r1, 4Hˆ}. If v = (v1, ..., vn) ∈ ∂Ωr3 , then
min
1
4
≤t≤ 3
4
n∑
i=1
vi(t) ≥
1
4
‖v‖ =
1
4
r3 ≥ Hˆ,
which implies that
f i(v(t)) ≥ ϕ(η)ϕ(
n∑
i=1
vi(t)) = ϕ(η
n∑
i=1
vi(t)) for t ∈ [
1
4
,
3
4
].
It follows from Lemma 2.4 that
‖Tλv‖ ≥ ϕ
−1(λ)Γη‖v‖ > ‖v‖ for v ∈ ∂Ωr3 .
It follows from Lemma 2.1 that Tλ has a fixed point in Ωr1 \ Ω¯r2 or Ωr3 \ Ω¯r1
according to f0 =∞ or f∞ =∞, respectively. Consequently, (2.8) has a positive
solution for 0 < λ < λ0.
Part (c). Fix two numbers 0 < r3 < r4. Lemma 2.7 implies that there exists
a λ0 > 0 such that for λ > λ0,
‖Tλv‖ > ‖v‖, for v ∈ ∂Ωri , (i = 3, 4).
Since f0 = 0 and f∞ = 0, it follows from the proof of Theorem 1.2 (a) that we
can choose 0 < r1 < r3/2 and r2 > 2r4 such that
‖Tλv‖ < ‖v‖, for v ∈ ∂Ωri , (i = 1, 2).
It follows from Lemma 2.1 that Tλ has two fixed points v1(t) and v2(t) such
that v1(t) ∈ Ωr3 \ Ω¯r1 and v2(t) ∈ Ωr2 \ Ω¯r4 , which are the desired distinct
positive solutions of (2.8) for λ > λ0 satisfying
r1 < ‖v1‖ < r3 < r4 < ‖v2‖ < r2.
Part (d). Fix two numbers 0 < r3 < r4. Lemma 2.8 implies that there exists
a λ0 > 0 such that for 0 < λ < λ0,
‖Tλv‖ < ‖v‖, for v ∈ ∂Ωri , (i = 3, 4).
Since f0 = ∞ and f∞ = ∞, it follows from the proof of Theorem 1.2 (b) that
we can choose 0 < r1 < r3/2 and r2 > 2r4 such that
‖Tλv‖ > ‖v‖, for v ∈ ∂Ωri , (i = 1, 2).
It follows from Lemma 2.1 that Tλ has two fixed points v1(t) and v2(t) such
that v1(t) ∈ Ωr3 \ Ω¯r1 and v2(t) ∈ Ωr2 \ Ω¯r4 , which are the desired distinct
positive solutions of (2.8) for λ < λ0 satisfying
r1 < ‖v1‖ < r3 < r4 < ‖v2‖ < r2.
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Part (e). Since f0 <∞ and f∞ <∞, then f
i
0 <∞ and f
i
∞ <∞, i = 1, ..., n.
Therefore, for each i = 1, ..., n, there exist positive numbers εi1, ε
i
2, r
i
1 and r
i
2
such that ri1 < r
i
2,
f i(v) ≤ εi1ϕ(‖v‖) for v ∈ R
n
+, ‖v‖ ≤ r
i
1,
and
f i(v) ≤ εi2ϕ(‖v‖) for v ∈ R
n
+, ‖v‖ ≥ r
i
2.
Let
εi = max{εi1, ε
i
2,max{
f i(v)
ϕ(‖v‖)
: v ∈ Rn+, r
i
1 ≤ ‖v‖ ≤ r
i
2}} > 0
and ε = max
i=1,...,n
{εi} > 0. Thus, we have
f i(v) ≤ εϕ(‖v‖) for v ∈ Rn+, i = 1, ..., n.
Assume v(t) is a positive solution of (2.8). We will show that this leads to a
contradiction for 0 < λ < λ0, where
λ0 = ϕ(
1
nϕ−1(ε)
).
In fact, for 0 < λ < λ0, since Tλv(t) = v(t) for t ∈ [0, 1], we have
‖v‖ = ‖Tλv‖
≤
n∑
i=1
ϕ−1(
∫ 1
0
NτN−1εdτλϕ(‖v‖))
=
n∑
i=1
ϕ−1(ελϕ(‖v‖))
= ϕ−1(λ)nϕ−1(ε)‖v‖
< ‖v‖,
which is a contradiction.
Part (f). Since f0 > 0 and f∞ > 0, there exist two components f
i and f j of
f such that f i0 > 0 and f
j
∞ > 0. Therefore, there exist positive numbers η1, η2,
r1 and r2 such that r1 < r2,
f i(v) ≥ η1ϕ(‖v‖) for v ∈ R
n
+, ‖v‖ ≤ r1,
and
f j(v) ≥ η2ϕ(‖v‖) for v ∈ R
n
+, ‖v‖ ≥ r2.
Let
η3 = min{η1, η2,min{
f j(v)
ϕ(‖v‖)
: v ∈ Rn+,
r1
4
≤ ‖v‖ ≤ r2}} > 0.
Thus, we have
f i(v) ≥ η3ϕ(‖v‖) for v ∈ R
n
+, ‖v‖ ≤ r1,
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and
f j(v) ≥ η3ϕ(‖v‖) for v ∈ R
n
+, ‖v‖ ≥
r1
4
.
Since η3ϕ(‖v‖) = ϕ
(
ϕ−1(η3)
)
ϕ(‖v‖), it follows that
f i(v) ≥ ϕ
(
ϕ−1(η3)‖v‖
)
for v ∈ Rn+, ‖v‖ ≤ r1 (4.13)
and
f j(v) ≥ ϕ
(
ϕ−1(η3)‖v‖
)
for v ∈ Rn+, ‖v‖ ≥
r1
4
. (4.14)
Assume v(t) = (v1, ..., vn) is a positive solution of (2.8). We will show that
this leads to a contradiction for λ > λ0 = ϕ(
1
Γϕ−1(η3)
). In fact, if ‖v‖ ≤ r1,
(4.13) implies that
f i(v(t)) ≥ ϕ
(
ϕ−1(η3)
n∑
i=1
vi(t)
)
, for t ∈ [0, 1].
On the other hand, if ‖v‖ > r1, then min 1
4
≤t≤ 3
4
∑n
i=1 vi(t) ≥
1
4‖v‖ >
1
4r1,
which, together with (4.14), implies that
f j(v(t)) ≥ ϕ
(
ϕ−1(η3)
n∑
i=1
vi(t)
)
, for t ∈ [
1
4
,
3
4
].
Since Tλv(t) = v(t) for t ∈ [0, 1], it follows from Lemma 2.4 that, for λ > λ0,
‖v‖ = ‖Tλv‖
≥ ϕ−1(λ)Γϕ−1(η3)‖v‖
> ‖v‖,
which is a contradiction. 
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