In lhis pape' pec we present a fasr algorithm for aufomatically 
INTRODUCTION
This research was motivated by the need to convey a vehicle driver's state to a remote observer. The bigger project [I] , of which this research is a part. consists of a system for driver affect recognition and display at remote observers end, on a hand held device, like a cell phone. The display could be at various levels of details:l) A two bit emoticon display 2) an avatar display 3) B raw video display. Bandwidth is a major bottleneck in sending raw video. On the other hand emoticons look unrealistic. Avatars are able to represent different emotions while using extremely low bandwidth. The avatar in our implementation consists of 185 points and one texture, which are sent to the remote observer only once. Facial affects (emotions) can be reconstructed at the remote observer's end. The algorithm is motivated by 121. but we have made several variations to make it fast and more applicable for use in an intelligent car. The algorithm uses two views of a person's face acquired using one of the methods described later.
FACE MODELING
In this section, we describe our method for generating a 3D model of a person's face, using a pair of face images. in details. A human face lacks texture, and hence it is almost impossible to acquire 3D data of the face using dense correspondence. Hence, we use sparse stereo to reliably recover the depth of a few comer points (point features). These points are used to change the parameters of a predefined face model. Each parameter deforms the predefined mesh in a specific way. For 0-7803-7965-9/03/$17.00 02003 IEEE I -225 example, we have parameters to change the shape of nose. size of forehead. position of eyebrows etc. Greater number of parameters ensures better reconstmction, but at the same time requires more computation time. The number of parameters was delibrately kept low to make the algorithm fast.
Camera calibration and image acquisition
The two input images can be acquired using a stereo rig. Alternatively a single camera can be moved perpendicular to its optical axis so that corresponding points are on the same scanline. A third alternative is to take two imagcs using a stationary single camera, while the person moves hidher head. This is a more general case. because the parallel axis geometry is not maintained, and we need to go through an additional step of estimating the fundamental matrix relating the two views.Thc intemal parameters of the camera(s1 are found using MATLAB's "Camera Calibration Toolbox" due to Jean-Yves Bouguet
Face segmentation using skin tone
To segment out the face from the images. we use a skin tone based approach as suggested in [3] . Their empirical findings show that the variation in skin tone is much less in color than in intensity. Let. 
Using a threshold on the probability, we can separate the images into skin and non-skin regions. We call the binary image thus formed the "skin-mask. The biggest connected blob in the skin-mask is the face. Smaller connected components are obviously noise, and can be removed by first adding the mask values along the rows and then along the columns followed by a threshold. Thus, we get a bounding box in which the face lies. Refer to fig. 2 for results.
Comer detection and matching
Comer detection and matching is the most crucial and error prone step of the algorithm. We use Hamis comer detection algorithm [4] to detect comers in the two images. We detect and match the comers only in regions which are white pixels in the skin-mask image. We use two comer matching algorithms to match comers. The first algorithm is based on Singular Value Decomposition (SVD) due to Pilu Comer Ii matches comer J; if P ( i , j ) is maximum in its row as well as its column.
We do not describe the relaxation based method proposed by 
Extraction of depth information
If parallel axis geometry is used, then the extraction of depth is simple. Let ( X I , y) be the position of a comer in the first image and ( x . , y) be the position of the corresponding comer in the second image. Let f be the focal length(s) of the camera(s) and B he the baseline. Then, the depth of the point in 3D
corresponding to the comer is given by:
However, if we do not use parallel axis geometry, we need to estimate the depth using epipolar geometry. The fundamental matrix relating the two views is calculated using the eightpoint algorithm [7] . The estimated fundamental matrix is used to recover the rotation ( R ) and translation (T) relating the two camera positions. Once R and T are calculated, the depths can be recovered using the following equations:
f l and f,. are the focal lengths of the left and right cameras.
( z l , y t , 1) is the homogeneous coordinate of a comer in the left image.
Coordinate transformation
We a s dealing with two cobrdinate systems: I) the coordinate system in which the predefined mesh resides and 2) the coordinate system in which the reconstructed comers reside.
The number of reconstructed comers is in the order of 400-500 points and the number of points on the predefined mesh is 184. The idea is to select 185 points out of the 400-500 comer points which closely match the 185 points of the predefined mesh. However, in order to be able to define closeness of points in one mesh to points in another mesh, they must be in the same coordinate system. We use the algorithm given in 
Solving 3D correspondence
The R, T and s values calculated above are used to transform the 3D coordinates of the comers 10 the coordinates of the predefined mesh. We call this set of transformed comer points P . The predefined mesh is made of 185 points. We call this set of points Pmlrh. For each point in Pmesh. we find a point in P, which corresponds most closely with it, using Hungarian linear partitioning algorithm. We call this set of points N m e r h . N m I r h is a mesh that is obtained using actual data and Pmssh is the predefined mesh. The next step is to change the parameters of so that it matches Nmrrh.
Parameter Estimation
The predefined mesh can be deformed by changing a few pa- where.
ai =degree of deformation of the ith parameter. di = maximum deformation of the i t h parameter.
Hence, the cost function that we need to minimize is given by:
Cost function C can be broken down into smaller independent cost functions Ci's, each of which is much easier to solve. We could do this because the parameters are independent of each other. For example, the size of the nose can be thought to be independent of the shape of the forehead. This also reduces the complexity of the problem. We use least squares to solve for a,s which reduce the cost functions GIs. In the actual implementation. we use the following formulation for least squares.
All a s are estimated separately, independent of each other. 
This becomes a simple least squares problem to solve. Any estimate of a, > 1 is clamped to 1 and any estimate of a, < -1 is clamped to -1. An example of mesh deformation is shown in fig. 4 .
Texture mapping
We use a single image to texture map the deformed mesh Nmlmaab N m e s h is projected onto the left image and the texture enclosed within a triangle formed by the vertices of the prgected mesh is mapped onto the corresponding 3D triangle in N m e s h . The simple texture mapping technique described above results is very realistic 3D models. View dependent texture maps can be generated using many texture images of the persons face [ 2 ] [ 9 ] . However. we feel that our simple method is computationally less expensive and the compromise in quality is not very discernible. 
AFFECT SYNTHESIS
Emotions can be synthesized by a non-linear transformation of the vertices of the mesh. In our implementation, we first generated six meshes corresponding to the six emotional states, by manually moving the vertices of tbe predefined mesh. We calculate the percentage deformation of each vertex ofthe predefined mesh required to generate a particular emotion. The same emotion can be generated on the new mesh by moving each vertex of the mesh so as to bring about the same percentage deformation. Intermediate emotions can be generated by interpolating the coordinates of each vertex between two emotional states.
Smoothing using splines
In both face modeling and animation we are deforming a smooth mesh. The resulting deformation may sometimes result in a faceted appearance which can l w k quiet unrealistic. To overcome this problem, we use splines to smoothen the deformed mesh. In our implementation, we are using the in-built spline based smoothing in the VRML browser called "Conona" by Parallel Graphics. The results are shown in fig. 7 . There is a noticable improvement at the nose, the cheekbones and the region between the eyebrows. Fig. 7 . The left image shows the resuIIs obtained before smooth.
ing and the right image shows the results afler smoothing using splines. 
CONCLUSION
In this paper we have presented a very fast and efficient algorithm for automatic 3D face modeling and animation. Our main goals were to achieve high speed, realistic 3D modeling of faces and extremely compact representation of various emotional states using the 3D face model. We have tried the face-modeling algorithm on people of different gender, race, color and face shapes with reasonable success.
