Abstract. Explicit solutions to the Riemann-Hilbert problem will be found realising some irreducible non-rigid local systems. The relation to isomonodromy and the sixth Painlevé equation will be described.
Introduction
Unfortunately, to say that a particular Riemann-Hilbert problem is "solvable", one usually means that there exists a solution rather than that one is actually able to solve the problem explicitly.
In this article we will confront the problem of explicitly solving the Riemann-Hilbert problem directly, for irreducible representations (so we already know the problem is "solvable"). We will describe how one soon becomes embroiled in isomonodromic deformation equations, from which it is easy to see the difficulty: in the simplest non-trivial case the isomonodromy equations reduce to the sixth Painlevé equation P VI and one knows that generic solutions of P VI cannot be written explicitly in terms of classical special functions.
However there are some explicit solutions to P VI and our aim will be to write down some new solutions controlling isomonodromic deformations of non-rigid rank two Fuchsian systems on the four-punctured sphere. The cases we will study here will have monodromy group equal to either the binary tetrahedral or octahedral group (the icosahedral case having been studied in [2] ), or to one of the triangle groups ∆ 237 or ∆ 238 .
Previously a tetrahedral and an octahedral solution of P VI have been constructed by Hitchin [8] and (upto equivalence) independently by Dubrovin [5] . Here we will classify all such solutions and find an explicit solution in each of the new cases that appear.
Amongst the solutions which look to be new (i.e. to the best of the authors knowledge have not previously appeared) there is a tetrahedral solution with six branches, seven octahedral solutions including one of genus one, and an 18 branch genus one solution with monodromy group ∆ 237 . The largest octahedral solution has sixteen branches which is (currently) the largest known genus zero solution (those with more branches in [2] having higher genus) and we will show it is equivalent to a solution with monodromy group ∆ 238 .
From Riemann-Hilbert to Painlevé
Consider a logarithmic connection ∇ on the trivial rank n bundle over the Riemann sphere with singularities at points a 1 , . . . , a m . Choosing a coordinate z on the sphere (in which a m = ∞ say), this amounts to giving the Fuchsian system of differential equations A i z − a i for complex n×n matrices A i . The original Riemann-Hilbert map is the map which takes such a Fuchsian system to its monodromy data: restricting ∇ to the punctured sphere P * := P 1 \ {a 1 , . . . , a m } yields a nonsingular holomophic connection and taking its monodromy yields a representation ρ ∈ Hom(π 1 (P * ), G)
where G = GL n (C). The Riemann-Hilbert problem is the following: given ρ and a can we find such a connection ∇ with monodromy equal to ρ? Upon choosing simple loops γ i in P * around a i generating π 1 (P * ) and such that γ m •· · ·•γ 1 is contractible one sees that for each m-tuple of points a = (a 1 , . . . , a m ) the RiemannHilbert map amounts to a map between the following spaces: Remark 1. So far we have ignored the questions of choosing a basepoint for π 1 (P * ) and the choice of basis of the fibre at the basepoint. However it is immediate that if we have a solution RH a (A) = M (defined with respect to some choice of basepoint/basis) then conjugating the matrices A i by some constant matrix g ∈ G corresponds to conjugating the monodromy matrices M i as well. Thus the Riemann-Hilbert problem is independent of the choice of basepoint/basis since these just move to conjugate representations.
Some fundamental work on the Riemann-Hilbert problem was done by Schlesinger [14] . He considered the question of constructing new Riemann-Hilbert solutions from a given solution RH a (A) = M, in two ways: 1) Schlesinger examined the fibres of the Riemann-Hilbert map and defined "Schlesinger transformations", which move A within the fibres (cf. also [11] ). Roughly speaking generic fibres are discrete and correspond to certain integer shifts in the eigenvalues of the matrices A i ; geometrically these Schlesinger transformations amount to rational gauge transformations with singularities at the poles of the Fuchsian system. 2) Schlesinger also found how the matrices A can be varied as one moves the pole positions a in order to realize the same monodromy data M. (Locally-for small deformations of a-this makes sense as one can use the same loops generating π 1 (P * ); globally one should drag the loops around with the points a, so on returning a to their initial configuration ρ may have changed by the action of the mapping class group of the m-pointed sphere.) He discovered that if the matrices A i satisfy the following non-linear differential equations, now known as the Schlesinger equations, then locally the monodromy data is preserved (upto overall conjugation):
In the generic case such an "isomonodromic deformation" necessarily satisfies these equations (upto conjugation). This gives a hint at the difficulty of the Riemann-Hilbert problem: even if one knows a solution for some configuration of pole positions, one must integrate some nonlinear differential equations to obtain solutions for a deformed configuration.
This also gives a hint at how one might find some interesting solutions to the RiemannHilbert problem. Namely since one can move the pole positions one may consider degenerations into systems with fewer poles (for which the problem should be easier). Using solutions to these degenerate Riemann-Hilbert problems one can get asymptotics for the original solution to the Schlesinger equations and in good circumstances this enables computation of the solution. This is in effect what we will do below (using the analysis of the degenerations in [13] part II and [10] ).
Suppose we fix an irreducible representation ρ ∈ Hom(π 1 (P * ), G). Let C i ⊂ G be the conjugacy class containing M i = ρ(γ i ) which we will suppose for simplicity is regular semisimple, although this is not strictly necessary. (We are thus considering "generic" representations.)
Since ρ is irreducible we know [1] there exists some Riemann-Hilbert solution RH a (A) = M. Let O i ⊂ g be the adjoint orbit of A i (in the Lie algebra of n × n complex matrices). By genericity we know exp(2π √ −1O i ) = C i . Indeed if in the Riemann-Hilbert map we restrict to A i ∈ O i then one has M i ∈ C i . Also, as mentioned above, the map is equivariant under diagonal conjugation and so there is a "reduced Riemann-Hilbert map":
where the space O is the quotient of (A 1 , . . . , A m ) A i ∈ O i , A i = 0 by overall conjugation by G and the space C is the quotient of (
by overall conjugation by G. Generally this map ν a is an injective holomorphic symplectic map between complex symplectic manifolds of the same dimension. The simplest case is when the representation is rigid, i.e. when the expected dimensions of both sides of (4) is zero. Then one knows the RHS of (4) consists of precisely one point and the LHS (at most) one point.
Our basic strategy is to look at the next simplest case, with the aim of degenerating into the rigid case. Since the spaces are symplectic, this corresponds to complex dimension two, i.e. both sides of (4) are complex surfaces.
The principal example of such "minimally non-rigid" systems occurs if we look at rank two systems with four poles on the sphere (i.e. n = 2, m = 4). Without loss of generality (by tensoring by logarithmic connections on line-bundles) one can work with G = SL 2 (C) rather than GL 2 (C) and, using automorphisms of the sphere we can fix three of the poles at 0, 1, ∞ and label the remaining pole position t. Thus we are considering systems of the form:
By convention we denote the eigenvalues of A i by ±θ i /2 for i = 1, 2, 3, 4. Schlesinger's equations imply that the residue A 4 = − 3 1 A i at infinity remains fixed; we will conjugate the system so that A 4 = 1 2 diag(θ 4 , −θ 4 ). The remaining conjugation freedom is then just conjugation by the one-dimensional torus T := diag(a, 1/a), a ∈ C * ; the space of such systems is then three dimensional (quotienting by T yields the surface O).
Following [11] pp.443-446 one may choose certain coordinates x, y, k on this space of systems and write down what Schlesinger's equations become. One obtains a pair of coupled first-order nonlinear differential equations in x, y (not dependent on k) and an equation for k of the form dk dt = f (y, t)k. The coordinate k corresponds to the torus action, which we can forget about since we are happy to consider Fuchsian systems up to conjugation. Eliminating x from the coupled system yields the sixth Painlevé equation:
where the constants α, β, γ, δ are related to the θ-parameters as follows:
2 )/2. Since we will want to go back from a solution of P VI to an explicit isomonodromic family of Fuchsian systems, we will give the explicit formulae for the matrix entries of the system in terms of y, y ′ , in the appendix. Now the bad news is that most solutions to P VI cannot be written in terms of classical special functions. From [16] one knows that either a solution is non-classical or it is a Riccati solution (corresponding to a reducible or rigid monodromy representation ρ) or the solution y(t) is an algebraic function.
Since we are interested in explicit solutions corresponding to irreducible non-rigid representations, the only possibility is to seek algebraic solutions to P VI , in other words solutions defined implicitly by equations of the form F (y, t) = 0 for polynomials F in two variables. We can rephrase this more geometrically: Definition 2. An algebraic solution of P VI consists of a triple (Π, y, t) where Π is a compact (possibly singular) algebraic curve and y, t are rational functions on Π such that:
• t : Π → P 1 is a Belyi map (i.e. t expresses Π as a branched cover of P 1 which only ramifies over 0, 1, ∞), and
• Using t as a local coordinate on Π away from ramification points, y(t) should solve P VI , for some value of the parameters α, β, γ, δ.
Indeed given an algebraic solution in the form F (y, t) = 0 one may take Π to be the closure in P 2 of the affine plane curve defined by F . That t is a Belyi map on Π follows from the Painlevé property of P VI : solutions will only branch at t = 0, 1, ∞ and all other singularities are just poles. The reason we prefer this reformulation is that often the polynomial F is quite complicated and parameterisations of the plane curve defined by F are usually simpler to write down. (The polynomial F can be recovered as the minimal polynomial of y over C(t), since C(y, t) is a finite extension of C(t).)
The main invariants of an algebraic solution are the genus of the Painlevé curve Π and the degree of the Belyi map t (the number of branches the solution has over the t-line).
Now the basic question is: what representations ρ can we start with in order to obtain an algebraic solution to P VI ? Well, the solution must have only a finite number of branches and so we can start by looking for such, and hope to prove in each case that the solution is actually algebraic.
The important point is that one can read off the branching of the solution y as t moves around loops in the three-punctured sphere P 1 \ {0, 1, ∞} in terms of the corresponding linear representations ρ. One finds (cf. e.g. [2] section 4) that ρ transforms according to the natural action of the pure mapping class group (which is isomorphic to π 1 (P 1 \ {0, 1, ∞}) and thus to the free group on two-letters F 2 ). Explicitly the generators w 1 , w 2 of F 2 act on the monodromy matrices M via w i = ω 2 i where ω i fixes M j for j = i, i + 1, (1 j 4) and
). The full classification of the representations ρ living in finite orbits of this action is still open, but there are some obvious ones: namely if ρ takes values in a finite subgroup of SL 2 (C) then the F 2 orbit will clearly be finite.
Thus the program is to take such a finite subgroup Γ ⊂ G, and go through the possible representations ρ : π 1 (P * ) → Γ (whose image generates Γ say) and find the corresponding P VI solutions. The two main problems to overcome in completing this program are:
1) There are lots of such representations (even upto conjugation), for example for the binary tetrahedral group from [6] one knows there are 520 conjugacy classes of triples of generators.
2) We still need to find the P VI solution explicitly. For 1) we proceed as in [2] ; by using Okamoto's affine F 4 symmetry group of P VI we can drastically reduce the number of classes that arise for each group. It is worth emphasising that upon applying an Okamoto transformation the monodromy group may well become infinite, and currently there are very few examples of algebraic solutions to P VI which are not equivalent to (or simple deformations of) a solution with finite linear monodromy group.
For 2) we use Jimbo's asymptotic formula (see [10] and [3] Theorem 4). By looking at the degeneration of the Fuchsian system into systems with only three poles (hypergeometric systems) and using explicit solutions of their Riemann-Hilbert problems, Jimbo found explicit formulae for the leading term in the asymptotic expansion of P VI solutions at zero. Using the P VI equation these leading terms determine the Puiseux expansions of each branch of the solution at zero and, taking sufficiently many terms, these enable us to find the solution completely if it is algebraic.
The tetrahedral solutions
In this section we will classify the solutions to P VI having linear monodromy group equal to the binary tetrahedral group Γ ⊂ G = SL 2 (C). The procedure is similar to that used in [2] for the icosahedral group.
First we examine the set S of G-conjugacy classes of triples of generators (M 1 , M 2 , M 3 ) of Γ (i.e. two triples are identified if they are related by conjugating by an element of G). (Equivalently this is the set of conjugacy classes of representations ρ of the fundamental group of the four-punctured sphere into Γ, once we choose a suitable set of generators.) From Hall's formulae [6] one knows there are 12480 triples of generators of Γ and dividing by 24 (the size of the image in PSL 2 (C) of the normalizer of Γ in G) we find that S has cardinality 520. Then we quotient S further by the relation of geometric equivalence: two representations are identified if they are related by the full mapping class group, or by the set of even sign changes of the four monodromy matrices M i (with
. One finds there are precisely six such geometric equivalence classes, and by Lemma 9 of [2] this implies there are at most six solutions to P VI with tetrahedral monodromy which are inequivalent under Okamoto's affine F 4 action.
On the other hand we can look at the set of θ-parameters corresponding to the representations in S. Since Okamoto transformations act by the standard W a (F 4 ) action on the space of parameters, it is easy to find the set of inequivalent parameters that arise from S. (Since they are real we can map them all into the closure of a chosen alcove.) We find there are exactly six sets of inequivalent parameters that arise and so there are at least six inequivalent tetrahedral solutions. Combining with the previous paragraph we thus see there are precisely six inequivalent tetrahedral solutions to P VI .
Various data about the six classes and the corresponding P VI solutions are listed in tables 1 and 2. Table 2 lists a representative set of θ-parameters for each class together with numbers σ ij which uniquely determine a triple M 1 , M 2 , M 3 in S for that class with the given θ values, via the formula Table 1 . Properties of the tetrahedral solutions.
The first two columns of table 1 list the degree and genus of the P VI solution. The column labelled "Walls" lists the number of affine F 4 reflection hyperplanes the parameters of the solution lie on. The type of the solution enables us to see at a glance which class a given element of S lies in: Given M 1 , M 2 , M 3 , M 4 ∈ Γ their images in PSL 2 (C) ∼ = SO 3 (C) are real rotations and we write an "a" for each rotation by half of a turn, a "b" for each rotation by a third of a turn, and write nothing for each trivial rotation thus obtained. This distinguishes all classes except 3 and 4 which both correspond to four rotations by a third of a turn: each M i thus has parameter θ i = 1/3 or θ i = 2/3. For class 3 there are always an odd number of each type of θ (1/3 or 2/3) so we write a minus, and for class 4 there are always an even number of each type, so we write a plus.
(θ 1 , θ 2 , θ 3 , θ 4 ) (σ 12 , σ 23 , σ 13 ) 1 1/2, 0, 1/3, 1/3 1/2, 1/3, 1/3 2 1/3, 0, 1/3, 1/3 1/3, 1/3, 1/3 3 1/3, 2/3, 2/3, 2/3 1/2, 1/3, 1/2 4 2/3, 1/3, 1/3, 2/3 1/2, 1/3, 1/2 5 1/3, 1/3, 1/3, 1/2 1/3, 2/3, 1/3 6 1/2, 1/3, 1/3, 1/2 1/3, 1/2, 1/3 Table 2 . Representative parameters for the tetrahedral solutions Finally the rest of table 1 lists the corresponding alcove point (scaled by 60), the number n of elements of S belonging to each class, the monodromy group of the cover t : Π → P 1 and the unordered collection of sets of ramification indices of this cover over t = 0, 1, ∞ (repeating the last set of indices until three are obtained). Thus for example each solution corresponding to row 6 has indices (3, 3) over two points amongst {0, 1, ∞} and indices (1, 1, 2, 2) over the third.
All of the tetrahedral solutions have genus zero so we may take Π to be P 1 with parameter s and write the solutions as functions of s. As in the icosahedral case the solutions with at most 4 branches are closely related to known solutions. For classes 1 and 2 one of the monodromy matrices is projectively trivial and so these rows correspond to pairs of generators of the tetrahedral group, i.e. to the two tetrahedral entries on Schwarz's list of algebraic hypergeometric functions. The corresponding P VI solutions are both just y = t with the parameters as listed in table 2. As in [2] one finds class 3 contains the solution y = ± √ t (with the parameters as listed in table 2). Class 4 contains the tetrahedral solution
on p.592 of [8] (with the parameters as listed in table 2) and is equivalent to a solution found independently by Dubrovin [5] (E.31). Also class 5 contains a simple deformation of the four-branch dihedral solution in section 6.1 of [7] :
that is, this solution is tetrahedral if we use the parameters in table 2, rather than the parameters 1/2, 1/2, 1/2, 1/2 for which it is dihedral. Thus we are left with one solution that looks to be new, corresponding to row 6. Using Jimbo's asymptotic formula to compute the Puiseux expansions etc. (as in [3]) we find the following solution in this class:
Tetrahedral solution 6, 6 branches (θ 1 , θ 2 , θ 3 , θ 4 ) = (1/2, 1/3, 1/3, 1/2):
for an arbitrary configuration of the four pole positions (upto automorphisms of P 1 ). (We will leave for the reader the analogous substitutions for the other solutions below.) Using the formulae in the appendix one finds the family of systems parameterised by s ∈ P 1 is (upto overall conjugation):
where
4(5s 6 −75s 4 +135s 2 −81)s(s 4 −9) −(s 2 +3)(s 6 −51s 4 +99s 2 −81)
2 (s 3 −3s 2 −9s−9)(5s 5 −5s 4 −45s−27) −4s 2 (s+3)(s−1)
Note that if the denominator ∆ is zero then t ∈ {0, 1, ∞} since
Thus the system is well defined for all s in t −1 (P 1 \ {0, 1, ∞}) except possibly at s = ∞ (where t = −1). However writing s = 1/s ′ it is easy to conjugate the system to one welldefined also at s = ∞. Thus one never encounters configurations requiring a nontrivial bundle; the Malgrange divisor is trivial in this situation (in spite of the fact the solution y does have a pole at s = ∞); indeed one knows the corresponding τ function (whose zeros lying over P 1 \ {0, 1, ∞} correspond to nontrivial bundles) satisfies:
ds which is nonsingular for all s ∈ t −1 (P 1 \ {0, 1, ∞}).
Remark 3. Sometimes one is interested in Fuchsian equations with given monodromy, rather than systems. To obtain these one may choose a cyclic vector, or more simply substitute the P VI solution into the standard formulae for the isomonodromic family of Fuchsian equations. In the present case one obtains the equation:
where a 1 , a 2 are respectively:
For generic s this is a Fuchsian equation with non-apparent singularities at z = 0, 1, t, ∞ and an apparent singularity at z = y, realising the given (projective) monodromy representation. In special cases (when y = 0, 1, t, ∞) it will have just the four non-apparent singularities (and will thus be a so-called "Heun equation"). For example specialising to s = 0 one finds y = 0, t = −1 and the equation becomes that with
which is a Heun equation whose projective monodromy representation is that specified by row 6 of table 2.
The octahedral solutions
For the octahedral group we do better and find more new solutions. In this case, by [6] or direct computation, S has size 3360, which reduces to just thirteen classes under either geometric or parameter equivalence. Thus there are exactly thirteen octahedral solutions to P VI , upto equivalence under Okamoto's affine F 4 action.
Data about these classes are listed in tables 3 and 4. In this case the type of the solution may contain the symbol "g" which indicates that one of the corresponding rotations in SO 3 is a rotation by a quarter of a turn. Also, in some cases rather than list the monodromy group of the cover t : Π → P 1 we just give its size. Table 3 . Properties of the octahedral solutions.
The octahedral solutions with at most 4 branches correspond to known solutions. As in [2] one finds: The first two classes correspond to the octahedral entries on Schwarz's list of algebraic hypergeometric functions (and the P VI solution is y = t with the parameters indicated in table 4). Solution 3 is y = ± √ t with the parameters listed in table 4, solution 4 has 3 branches and is a simple deformation of the 3-branch tetrahedral solution above (namely it is the solution in equation (8), but with the parameters given in table 4), solution 5 is a simple deformation of the 4-branch dihedral solution (namely it is the solution in equation (9), but with the parameters given in table 4), and solution 6 is the 4-branch octahedral solution The remaining 7 solutions, rows 7-13 all look to be new. Using Jimbo's asymptotic formula an explicit solution has been found in each class. The formulae are as follows: 
Octahedral solution 9, 8 branches (θ 1 , θ 2 , θ 3 , θ 4 ) = (1/3, 1/4, 1/2, 2/3): where r = 4 (3 s 2 − 4 s + 2) / (s 2 + 4 s + 6).
The next solution, number 12, has genus one. In this case we take Π to be the elliptic curve u 2 = (2 s + 1) 9 s 2 + 2 s + 1 .
As functions on this curve the solution is:
Octahedral solution 12, genus one, 12 branches (θ 1 , θ 2 , θ 3 , θ 4 ) = (1/2, 1/2, 1/2, 2/3): Finally the last solution, number 13, has 16 branches and genus zero. This is possibly the highest degree genus zero solution amongst all algebraic solutions of P VI . It is also special since it has no real branches (this can be seen directly by looking at the Puiseux expansions of the solution branches). Thus necessarily the parameterisation of the solution is not defined over Q although the solution curve F (y, t) = 0 itself has Q coefficients, as does the Belyi map t.
Octahedral solution 13, 16 branches, (θ 1 , θ 2 , θ 3 , θ 4 ) = (1/2, 1/2, 1/2, 3/4):
Infinite monodromy groups
In this final section we will give some examples of solutions corresponding to non-rigid representations ρ into some infinite subgroups of G = SL 2 (C). The point is that the method we are using to construct P VI solutions should work provided that the F 2 orbit of ρ is finite, and above we just used the finiteness of the image of ρ as a convenient way of ensuring this.
Thus we are looking for representations ρ having finite F 2 orbits, or more concretely, matrices M 1 , M 2 , M 3 ∈ G having finite orbit under the action (7). (Such an F 2 orbit, on conjugacy classes of representations, gives the permutation representation of the Belyi cover t : Π → P 1 for the corresponding P VI solution. We would like to find interesting 
with t and d(s) as for the 16 branch octahedral solution, and d ′ (s) = d(s). In turn, via the formulae in the appendix, this yields the explicit family of Fuchsian systems having projective monodromy group the (2, 3, 8) triangle group.
Thirdly, the idea of [3] was to use a different realisation of P VI as controlling isomonodromic deformations of certain 3 × 3 systems. The corresponding monodromy representations were subgroups of GL 3 (C) generated by complex reflections, and again one will obtain finite branching solutions by taking representations into a finite group generated by complex reflections. Applying this to the Klein complex reflection group led to an algebraic solution to P VI with 7 branches. Moreover [3] described explicitly how to go between this 3 × 3 picture and the standard 2 × 2 picture used here, both on the level of systems and monodromy data. The upshot is that if we substitute the Klein solution into the formulae of the appendix below, then we obtain an isomonodromic family of 2 × 2 Fuchsian systems with monodromy data on one branch given by:
This determines a representation into (a lift to G of) the (2, 3, 7) triangle group (and one may show as in appendix B its image is not a proper subgroup). Moreover it was proved in [3] that this cannot be obtained by Okamoto transformations from a representation into a finite subgroup of SL 2 (C). Fourthly one may obtain such representations by adapting the "pullback" or "RationalSchlesinger" (RS) method of Doran [4] and Kitaev [12] . The basic idea is as follows.
Label two copies of P 1 by u and d (for upstairs and downstairs). Choose four integers n 0 , n 1 , n ∞ , N ≥ 2 and suppose we have an algebraic family of branched covers
of degree N, parameterised by a curve Π say, such that:
1) π only branches at four points 0, 1, ∞ and at a variable point x ∈ P 1 d , 2) All but four of the ramification indices over 0, 1, ∞ divide n 0 , n 1 , n ∞ repsectively. In other words if {e i,j } are the ramification indices over i = 0, 1, ∞ then as j varies precisely four of the numbers e 0j n 0 , e 1j n 1 , e ∞j n ∞ are not integers. Let t be the cross-ratio of the corresponding four ramification points of P 1 u , in some order, and so we have a coordinate on P 1 u such that these four points occur at 0, t, 1, ∞.
3) π has minimal ramification over x, i.e. π ramifies at just one point over x, with ramification index 2.
The idea of [4] , [12] is to take a hypergeometric system on P 1 d with projective monodromy around i equal to an n i 'th root of the identity, for i = 0, 1, ∞ and pull it back along π. One then obtains an isomonodromic family on P 1 u with non-apparent singularities at 0, t, 1, ∞ and possibly some apparent singularites at the other ramification points. All of the apparent singularities can be removed, for example by applying suitable Schlesinger transformations, yielding an isomonodromic family of systems of the desired form.
In particular the problem of constructing algebraic solutions of P VI now largely becomes a purely algebraic problem about families of covers, although it is only conjectural that all algebraic solutions arise in this way.
However the algebraic construction of such covers seems difficult. First one has the topological problem of finding such covers, then one needs to find the full family of covers explicitly (this amounts to finding a parameterised solution of a large system of algebraic equations, typically with one less equation than the number of variables, so the solution is a curve). See [12] for some interesting examples however (but one should be aware that some of these solutions are equivalent to each other and to known solutions via Okamoto transformations).
Our perspective here is that just the topology of the cover is enough to determine the monodromy of the Fuchsian equation on P 1 u and we can then apply our previous method ([3] ) to construct the explicit P VI solution. In other words just one topological cover π gives us the desired representation ρ living in a finite F 2 orbit.
To find some interesting topological covers we consider the list appearing in Corollary 4.6 of [4] . Here Doran classified the possible ramification indices of the cover π in the cases were the monodromy group of the hypergeometric system downstairs is an arithmetic triangle group. (Contrary to the wording in [4] this does not determine the topology of the cover.) We will content ourselves with looking at the last four entries of Doran's list, which say that the integers N, n 0 , n 1 , n ∞ and the ramification indices are: The basic problem now is to find such covers topologically, in other words to find the possible permutation representations. (The cover of the four punctured sphere P 1 d \ {x, 0, 1, ∞} is determined by its monodromy, which amounts to four elements of Sym N having product equal to the identity and whose conjugacy classes-i.e. cycle types-are as specified by the given ramification indices.)
The simplest way to do this is to draw a picture. Suppose we fix x = −1 and cut P These connected components correspond to the branches of π and the graph specifies how to glue them together. In particular the graph determines the permutation representation of the cover, since it shows us how to lift loops in the base to paths in P 1 u ; we just cross the corresponding edges upstairs, and note which connected component we end up in.
Thus we need to draw the graphs in P 1 u . There are four types of vertices, depending on if they lie over −1, 0, 1, ∞, which we could draw as circles, squares, blobs and stars (say) respectively. The number of each type of vertices is just the number of points of P 1 u lying over the corresponding point amongst −1, 0, 1, ∞. The corresponding ramification indices give the number of edges coming out of each vertex to each of the neighbouring vertices, and our task is to join these edges together in a consistent manner.
For example for the first row of the above list, there should be 10 branches and, by examining the ramification indices, we see we need to draw a graph on P 1 u out of the following pieces:
• 8 circles with 1 edge emanating from each, and 1 circle with 2 edges, • 5 squares with 4 edges, • 3 blobs with 6 edges and one blob with 2 edges, and • 1 star with 7 edges and 3 stars with 1 edge. The graph should divide the sphere into 10 pieces and:
• Each edge from a circle should connect to a square, • Two edges from each square should connect to a circle and the other two should connect to a blob (and, going around the square, the edges should alternate between going to circles and blobs),
• Similarly half the edges from each blob should connect to squares and, again alternating, the other half should connect to stars,
• Finally each edge from a star should connect to one of the blobs.
We leave the reader to draw such a graph (there are 15 possibilities).
2 Given any such graph we can write down the monodromy of the pulled back Fuchsian system on P 1 u in terms of that of the hypergeometric system downstairs. Here the projective monodromy downstairs is a (2, 3, 7) triangle group:
which can be realised as a subgroup of PSL 2 (R) in various ways. Puncture P 1 u at the four exceptional vertices (namely the 3 stars with 1 edge and the blob with 2 edges) and choose generators l 1 , · · · , l 4 of the fundamental group of this punctured sphere, with l 4 • · · · • l 1 contractible. Then we can compute the image under π of each l i in P 1 d \ {0, 1, ∞} and thereby write the monodromy of the pulled back system as words in a, b, c ∈ ∆ 237 . With one such graph we obtained:
where L i is the projective monodromy around
Now by choosing an embedding of ∆ 237 in PSL 2 (R) we get L i ∈ PSL 2 (R) and we can lift each L i to a matrix M i ∈ G, (and possibly negate M 4 to ensure M 4 · · · M 1 = 1). We obtain the representation ρ with data
This completes our task of producing a representation in a finite F 2 orbit. Now we can apply our previous method to construct the corresponding P VI solution. Immediately, by computing the F 2 orbit of the conjugacy class of ρ, we find the solution has genus 1 and 18 branches, and that the parameters are not equivalent to those of any known solution. Moreover it turns out that Jimbo's asymptotic formula may be applied to 17 of the 18 branches, and the asymptotics on the remaining branch may be obtained by the lemma in section 7 of [2] . Using this we can get the solution polynomial F explicitly from the Puiseux expansions, and then look for a parameterisation of F . The result is: 2, 3, 7 solution, genus one, 18 branches, (θ 1 , θ 2 , θ 3 , θ 4 ) = (2/7, 2/7, 2/7, 1/3): 
This solution is noteworthy in that currently there is no known relation to a Fuchsian system with finite monodromy group (one might speculate as to the existence of another realisation of P VI in which this solution corresponds to such a Fuchsian system, but this is unknown).
For the other three entries on the excerpt of Doran's list above, we do not seem to get new solutions, but it is interesting to identify them in any case.
The second entry, a family of degree 12 covers, turns out to give the Klein solution of [3] . The explicit family of covers has been found more recently in [12] p.27. There are 7 different graphs one could draw, one of which is symmetrical and they are all braid equivalent. Using one of these graphs we obtain, as above, the words:
Choosing an appropriate embedding of ∆ 237 and lifting to G we obtain the representation ρ specified in (11) . In particular this gives a convenient way to prove that the projective monodromy group of the family of 2×2 Fuchsian systems determined by the Klein solution is ∆ 237 . We just need to show that the L i generate all of ∆ 237 , which we will do in appendix B below. The third entry indicates a family of degree 12 covers along which one should pull back the (2, 3, 8) triangle group. This time there are 7 graphs one could draw but they are not all braid equivalent, there are two P 3 orbits, distinguished by the fact that the monodromy group of the cover is either Sym 12 or a group of order 1536. For the degenerate case one finds the P VI solution has just two branches and is y = t ± t(t − 1) with parameters θ = (1, 1, 1, 7)/8. (This is just the transform of the square root solution y = √ t under the Okamoto transformation (y, t) → (
)). The other case is more interesting; for one graph we obtain: This is precisely that obtained above by applying an Okamoto transformation to the 16 branch octahedral solution (and gives a convenient way to prove, in appendix B, that the projective monodromy group is ∆ 238 ). Finally there are 9 graphs corresponding to the last row of Doran's list, all braid equivalent. Even though the graphs are the most complicated in this case (and there is a quite attractive one with 4-fold symmetry), this case leads again to the 2-branch P VI solution y = t ± t(t − 1) with the parameters θ = (1, 1, 1, 6 )/7 (and σ = (1/2, 1/2, 5/7) on one branch).
In conclusion we should perhaps mention that there are no other known finite F 2 orbits of triples of elements of SL 2 (C); so far they all either come from a finite subgroup or one of the two (2, 3, 7) cases (the Klein solution or the genus one solution above).
Appendix A.
Here are the explicit formula from [11] for the residue matrices A i , of the isomonodromic family of Fuchsian systems corresponding to a P VI solution y(t) with parameters θ 1 , . . . , θ 4 . The matrix entries are rational functions of y, t, y ′ = dy dt , {θ i }. (Our coordinate x is denoted z in [11] and is simply related to p which is the usual dual variable to y = q in the Hamiltonian formulation of P VI . Also one should add diag(θ i , θ i )/2 to our A i to obtain that of [11] .)
∈ sl 2 (C) where z 1 = y E − k 2 2 (t + 1) tθ 4 , z 2 = (y − t) E + tθ 4 (y − 1)xk 2 2 − tk 1 k 2 t(t − 1)θ 4 z 3 = −(y − 1) E + θ 4 (y − t)x − k 2 2 t − k 1 k 2 (t − 1)θ 4 ,
, 2p = θ 1 + (t − 1) y ′ y + θ 2 − 1 + y ′ y − t + θ 3 − t y ′ y − 1 u 1 = y tz 1 , u 2 = y − t t(t − 1)z 2 , u 3 = − y − 1 (t − 1)z 3 E = y(y − 1)(y − t)x 2 + θ 3 (y − t) + tθ 2 (y − 1) − 2k 2 (y − 1)(y − t) x + k
Appendix B.
Proposition 4. The 2×2 Fuchsian systems corresponding to the Klein solution and to the 18 branch genus 1 solution of section 5 have projective monodromy group equal to a (2, 3, 7) triangle group, and that correposnding to the transformation of the 16 branch octahedral appearing in section 5 has projective monodromy group equal to a (2, 3, 8) triangle group.
Proof.
Since in section 5 the projective monodromy groups were expressed as words in the generators of the respective triangle groups, it is sufficient to check in each case that these words are in fact generators. To do this we will repeatedly use the fact that in the group ∆ = a, b, c a Upto conjugacy in ∆, we have L 2 , L 3 = p, c where p = c ac −1 a . However, using a = cb we see p = c cb 2 = c b 2 = c b −1 so we are done. For the other (2, 3, 7) case corresponding to the genus one solution we have
Thus L 2 , L 3 = c, c a = c, c b since a = cb. For the (2, 3, 8) case we have
Upto conjugacy L 1 , L 3 = c, c ac −1 a and as in the Klein case above c ac −1 a = bcb −1 .
