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Abstract
Many classes of data can be represented by constructive combinations of parts.
Most signal and data from nature have nonnegative values and can be explained and
reconstructed by constructive models. By the constructive models, only the additive
combination is allowed and it does not result in subtraction of parts. The composi-
tional models include dictionary learning, exemplar-based approaches, and nonnega-
tive matrix factorization (NMF). Compositional models are desirable in many areas
including image or visual signal processing, text information processing, audio signal
processing, and music information retrieval. In this dissertation, we choose NMF for
compositional models and NMF-based target source separation is performed for the
application.
The target source separation is the extraction or reconstruction of the target
signals in the mixture signals which consists with the target and interfering signals.
The target source separation can be thought as blind source separation (BSS). BSS
aims that the original unknown source signals are extracted without knowing or
with very limited information. However, in these days, much of prior information is
frequently utilized, and various approaches have been proposed for single channel
source separation.
NMF basically approximates a nonnegative data matrix V with a product of
i
nonnegative basis and encoding matrices W and H, i.e., V ≈WH. Since both W
and H are nonnegative, NMF often leads to a part based representation of the data.
The methods based on NMF have shown impressive results in single channel source
separation The objective function of NMF is generally presented Euclidean dis-
tant, Kullback-Leibler divergence, and Itakura-saito divergence. Many optimization
methods have been proposed and utilized, e.g., multiplicative update rule, projected
gradient descent and NeNMF. However, NMF-based audio source separation has
some issues as follows: non-uniqueness of the bases, a high dependence to the prior
information, the overlapped subspace between target bases and interfering bases, a
disregard of the encoding vectors from the training phase, and insufficient analysis
of sparse NMF. In this dissertation, we propose new approaches to resolve the above
issues.
In section 4, we propose a novel speech enhancement method that combines the
statistical model-based enhancement scheme with the NMF-based gain function.
For a better performance in time-varying noise environments, both the speech and
noise bases of NMF are adapted simultaneously with the help of the estimated
speech presence probability. In section 5, we propose a discriminative NMF (DNMF)
algorithm which exploits the reconstruction error for the interfering signals as well
as the target signal based on target bases. In section 6, we propose an approach to
robust bases estimation in which an incremental strategy is adopted. Based on an
analogy between clustering and NMF analysis, we incrementally estimate the NMF
bases similar to the modified k-means and Linde-Buzo-Gray algorithms popular
in the data clustering area. In Section 7, the distribution of the encoding vector
is modeled as a multivariate exponential PDF (MVE) with a single scaling factor
for each source. In Section 8, several sparse penalty terms for NMF are analyzed
ii
and compared in terms of signal to distortion ratio, sparseness of encoding vectors,
reconstruction error, and entropy of basis vectors. The new objective function which
applied sparse representation and discriminative NMF (DNMF) is also proposed.
Keywords: audio source separation, nonnegative matrix factorization (NMF), on-
line bases update, discriminative NMF, incremental approach, modified k-
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1.1 Audio source separation
Over several years, audio source separation has been one of the interesting topics
in the audio signal processing such as speech enhancement, speech recognition, music
signal processing, and so on [1]- [10]. Audio source separation is the recovering
one or several source signals from a given mixture or observed signal, for example,
when piano and babble source signals are mixed, if piano is the target source, audio
source separation reconstructs the piano signal and erases the babble signal from
the mixture signals. Fig. 1.1 shows this example. Data-representation methods and
template-based approaches have been widely applied to audio source separation,
which make the representation models or statistics from a priori information possibly
available from a training database (DB). Generally, audio source separation is the
same or similar to blind source separation (BSS). The aim of BSS is to process these
observations (acquired by sensors or sensor array) in such a way that the original
unknown source signals are extracted by, e.g., an adaptive system, or separated
1
(a) Magnitude spectra of mixture signals (piano and babble sources)
Magnitude spectra of piano signals from the mixture (a)
Figure 1.1: Magnitude spectra of the mixture and reconstructed piano signals from
audio source separation.
simultaneously using, e.g., a block (or batch)-based algorithm, without knowing or
with very limited information about the characteristics of the transmission channels
through which the sources propagate to the sensor [11]. Independent component
analysis (ICA) is one of the most widely used and cited techniques for BSS and
audio source separation by revealing the hidden factors that underlie the sets of
measurement s of the observed signal. In these days, the prior information of the
audio sources have been easily utilized for audio source separation as the enhancing
of the computing power. As this flow and aspect, a number of new techniques have
been proposed in audio source separation, such as latent variable analysis, dictionary
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learning, independent vector analysis, factor analysis, matrix completion, sparse
component analysis, nonnegative matrix factorization (NMF), and complex-valued
adaptive methods [11]. Audio source separation can be divided into two classes,
multi-channel and single-channel audio source separation. The single-channel audio
source separation utilizes the only one channel signal, and NMF and deep neural
network algorithms have been widely applied for that in recent years [12]- [23].
1.2 Speech enhancement
In the audio source separation, speech source is the most important and fre-
quently applied as the target source signals. If the target source of the audio source
separation is speech, it is the same to the speech enhancement. Speech enhancement
means that denosing from the observed audio signals. The aim of speech enhance-
ment is the enhancing the speech quality for human or the speech recognition of
machine.
Two major classes of single channel speech enhancement techniques may be
the statistical model-based and template-based approaches [24]- [36]. In the meth-
ods falling in the former category, speech and noise are assumed to have separate
parametric distributions for which the parameters are estimated from the input sig-
nal [24]- [27]. In most of the cases, these approaches perform voice activity detection
(VAD) implicitly or explicitly and compute the gains based on the assumed sta-
tistical models and estimated parameters. One of the significant advantages of the
statistical model-based techniques is that the models do not need to be trained a
priori. Since, however, the statistical models are constructed based on a stationar-
ity assumption, the performance deteriorates when the background noise is highly
3
non-stationary.
On the other hand, the template-based techniques utilize specific types of the a
priori information of speech or noise [15]- [33]. A priori information can be typical
patterns or statistics obtained from a speech or noise database (DB). One of the
predominant approaches in this category is non-negative matrix factorization (NMF)
or dictionary learning [15]- [30]. There have also been other attempts such as finding
the longest matching segments in the corpus segments [31], sparse combinations of
the training data [32], and graph-based processing for transient noises [33]. These
approaches are more robust to non-stationary noise environments since there is no
strict assumption made on the nature of the noise in contrast to the statistical
model-based methods.
1.3 Measurements
For the check and compare the audio source separation performance, source-
to-distortion ratio (SDR), source-to-interfering ratio (SIR), source-to-noise ration
(SNR) and source-to-artifact ratio (SAR) are widely applied [42]. For example, SDR
utilizes the target, interfering, noise, and artifact parts, SIR utilizes the target and
interfering parts of the observed signal. Experiments involving typical mixtures and
existing algorithms in [42] showed that these measures were relevant for algorithm
evaluation and comparison. With respect to other existing performance measures,
the main improvement is that it is not assume a particular separation algorithm nor
a limited set of allowed distortions.
For the measurement of speech quality, perceptual evaluation of speech quality
(PESQ) has been an important measurement [43] for a long time. It is a family of
4
(a) PESQ score of left: 4.50, PESQ score of right: 3.16
(b) PESQ score of left: 1.96, PESQ score of right: 1.11
Figure 1.2: Clean speech and speech contaminated by factory noise spectra (PESQ
scores 4.5 and -0.5 mean ‘Excellent’ and ‘Bad’, respectively.).
standards comprising a test methodology for automated assessment of the speech
quality as experienced by a user of a telephony system [43]. PESQ is a full-reference
algorithm and analyzes the speech signal sample-by-sample after a temporal align-
ment of corresponding excerpts of reference and test signal. Except for that, [Y.
Hu, 2008] proposed the three subjective rating scales (SIG, BAK, and OVAL) [44].
These measurement is consider the correlation between the several measurement,
e.g., segment SNR, weighted spectral slope, PESQ, log-likelihood ratio, Itakura-
Saito distance, cepstrum distance, and fwSNRseg. In this dissertation, we compared
and checked each performance of audio source separation and speech enhancement
by SDR and PESQ.
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1.4 Outline of the dissertation
This dissertation proposes the diverse approaches and techniques of NMF-based
audio source separation. NMF is belong to compositional model-based approaches
[13], and it is a central algorithm of this dissertation. In chapter II, the compositional
model is introduced and NMF is fully explained. Since the whole components of NMF
analysis are nonnegative, NMF often leads to a part-based representation of the data,
which may be desirable in many areas including image or visual signal processing,
text information processing, audio signal processing, and music information retrieval
[29], [45]- [47].
In chapter III, the process of NMF-based audio source separation is presented,
and the several issues of the NMF-based approaches are discussed, e.g., the high
dependency to the prior information of the sources, the over-lapped subspace be-
tween different source’s bases, the non-uniqueness of the basis and encoding matrices,
and the discarded information of the encoding vectors from the training phase. From
chapter IV to VII, the diverse proposed methods for the above issues are introduced.
In chapter IV, we propose a cascaded structure that combines a statistical model-
based enhancement and a template-based approach with simultaneous update of
speech and noise bases. In virtue of the bases update considering the speech pres-
ence probability (SPP), the proposed approach can deal with the speech and noise
patterns which were not included in the training database, and consequently is less
vulnerable on the incomplete a priori information. Experimental results showed
that the proposed algorithm outperformed not only the statistical model-based and
NMF-based methods but also the combination of them.
In chapter V, we propose discriminative NMF that makes the higher reconstruc-
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tion error to the other source than standard NMF does. Namely, the proposed DNMF
gives the constraint to have a high reconstruction error of the other source, not tar-
get source. There are many candidates for basis vectors, because of non-convexity
of NMF. The proposed DNMF finds a proper basis matrix that makes a high recon-
struction error to the other source from the above candidates. In this dissertation,
the application for the performance evaluation is speech enhancement, and percep-
tual evaluation speech quality (PESQ) [43] and signal-to-distortion (SDR) [42] are
used for the measurement.
In chapter VI, we propose a novel approach to estimate the basis and encod-
ing matrices for the NMF analysis. Exploiting the analogy between NMF analysis
and data clustering, a systematic method for estimating the NMF basis matrix is
proposed by combining the standard NMF basis training procedure and an efficient
codebook learning algorithm. The proposed method borrows an idea from the mod-
ified k-means algorithm [48]. One of the prominent features of this algorithm is that
it estimates the parameters incrementally, i.e. increases the number of bases at each
iteration. In order to evaluate the performance of the proposed technique, we carried
out an experiment on target source separation. In the experimental result, we can
see that the proposed method outperformed the other bases initialization methods.
In chapter VII, we propose the penalty terms based on the prior knowledge on H
in the separation phase for NMF-based source separation. We also extend our study
in [49] to address the problem of possible mismatch between the training and test
data levels by introducing a new penalty function of parameter training. Assuming
that the statistical characteristics of the encoding vector for a specific source are
stationary except for the level of the signal, we model the distribution of the com-
ponents of the encoding vector as a multivariate exponential PDF (MVE) with a
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single time-varying scaling factor for each source. The parameters of the MVE are
initially estimated from Htrain and then continuously adjusted with suitable scaling
factors to match the current input level. The scaling factor is estimated according
to the maximum likelihood criterion in conjunction with temporal smoothing. Ex-
perimental results on audio source separation in which the target signal was speech
showed that the proposed method could enhance the separation performance in term
of the signal-to-distortion ratio (SDR) [42] even in the presence of the signal level
mismatch.
In chapter VIII, we analyze several sparse terms for NMF and propose a sparse
NMF with discriminative NMF (DNMF). The principle of sparsity is representing
a phenomenon with as few variables as possible, which can make the encoding easy
to interpret with good predictive power [50]. In order to promote sparsity of the
encoding matrix, the objective function for NMF parameter estimation is modified
to have an additional penalty term. However, more than a few previous works re-
ported that the sparse NMF is not helpful to the source separation and the other
applications. From the analysis, we found that the source separation performance
has a high correlation with an anti-sparsity of basis matrix, and the anti-sparse W
from sparse NMF on H is more proper to the source separation than those from
anti-sparse NMF on W. From the analysis, we propose that the bases become anti-
sparse and discriminative simultaneously for the source separation. Furthermore,
we compare the sparse term of the source separation phase, and we showed that a
prior model-based sparse term is more powerful than the other sparse constraints
for the separation phase. Experimental results on audio source separation showed
that the proposed method can enhance the separation performance in term of the
signal-to-distortion ratio (SDR) [42].
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Chapter 2
Compositional model and NMF
2.1 Compositional model
Many classes of data can be consider as the combinations of the proper or latent
parts. For this assumption, nonnegative condition of the data components is the
crucial point. The nonnegative components allow additive combination that does
not result in subtraction of any of the parts [13]. Namely, in order to apply the com-
positional model, nonnegative data should be assumed. This compositional model
and data can be explained by standard basis, i.e, if dimension of data is 3, then
each data can be represented by 3-standard basis. The concept of the compositional
model can be also explained bicycle. The bicycle is the combination of several parts,
e.g., wheels, saddle, main frame, tires, steering part, alarm whistle, and so on. These
models, in conformance with the nature of the data, represent them as nonnega-
tive linear combinations of parts, which themselves are also nonnegative to ensure
that such a combination does not result in subtraction [13]. During the last few
years, the compositional models have provided new paradigms to solve audio pro-
9
Figure 2.1: A magnitude spectrogram of a simple piano recording. Two notes are
played in succession and then again in unison [13].
cessing problems, e.g., speech enhancement, target source separation, voice activity
detection, audio event detection, robust recognition, and analysis of polyphonic mu-
sic [4]- [21], [51]. Of course, the compositional models are firstly applied to nonsignal
data such as counts of populations, but the compositional models have the flexibility
to use diverse types of data if the data can be expressed by nonnegative values.
The basic premise underlying the application of compositional models to audio
processing is that sound can be viewed as being compositional in nature [13]. This
fact can be easily verified from the notes of piano. Fig. 2.1 shows a magnitude
spectrogram of a simple piano recording [13]. Two of single note are played in series
and these two notes are played at the same time. We can visually identify these notes
using their unique harmonic structure. For the other example, we can consider the
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factory sound. The factory sound can be consider as the combination of several sound
from the machines and human. The compositional framework for sound analysis
builds upon these impressions: it characterizes the sounds from any source as a
constructive composition of atomic sounds that are characteristic of the source and
postulates that the decompositions of the signal into tis atomic parts may be achieved
through the application of an appropriately constrained compositional model to an
appropriate time-frequency representation of the signal [13].
Then, why is the compositional framework important for the sound analysis? [9]
and [13] show the reason of this by the comparison with PCA and ICA or vector
quantization (VQ). Fig. 2.2 and 2.3 show the reason why the compositional frame-
work and the additive feature are important for the sound analysis. Fig. 2.2 shows
each atom of PCA and ICA from the notes in Fig. 2.1. PCA and ICA discovers
two bases that are actually combinations of the two notes, and their corresponding
activations provide no indication of the actual composition of the sound. Namely,
there is no physical interpretation. However, the atoms and activations from NMF
seem to have a proper physical interpretation in Fig. 2.3. Each atom is presented
each note of piano and each activation provides an exact activated information of
the notes. Of course, we have assumed that the correct number of atoms, two, is
known a priori, and this is generally not the case.
The compositional model-based approach can be expressed by several algorithms,
e.g., dictionary learning, exemplar based algorithms, NMF, and probabilistic la-
tent component analysis (PLCA) [9], [51]- [53]. The NMF models treat nonnegative
time-frequency representations of the signal as matrices, which are decomposed into
products of nonnegative component matrices. One of the matrices represents spec-
tral patterns of the atomic parts and the other represents their activation to the
11
Figure 2.2: The PCA and ICA analysis of the data Fig. 2.1: (a) the learned PCA
and ICA atoms and (b) their corresponding activations. [13]
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Figure 2.3: The NMF analysis of the data Fig. 2.1: (a) the discovered atoms and (c)











Figure 2.4: Nonnegative matrix factorization
signal over time [9], [13]. The PLCA models treat the nonnegative time–frequency
representations as histograms drawn from a mixture of multivariate multinomial
random variables representing the atomic parts [13], [54]. The two approaches can
be shown to be equivalent as well as arithmetically identical under some circum-
stances [13], [55]. The motivation and approach are different between NMF and
PLCA, but the update equations from the optimization are the same and the con-
cept of NMF is more intuitive than PLCA. For this reason we choose the NMF model
for the compositional model-based approach. In the next section, NMF is precisely
explained.
2.2 NMF
NMF is one of the most popular methods for dictionary learning in which a
nonnegative data matrix V is approximated by a product of a nonnegative basis
matrix W and a nonnegative encoding matrix H. Fig. 2.4 shows the relationship
between V and WH. Each column of V is a data vector (a magnitude spectrum of
one time frame) and each column of W is basis vector. H indicates that how each
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basis vector is used for the reconstruction of V. Generally, R is smaller than M ,
but R can be larger than M if the overcomplete basis set is needed. The objective
function of NMF is given as the discrepancy between V and WH, i.e.,
f(W,H) = D(V|WH) (2.1)
where V∈ RM×N+ , W∈ RM×R+ , H∈ RR×N+ with R and R+ indicating the number of
basis vectors and the set of nonnegative real numbers, respectively, and D(a | b) de-
notes the divergence between a and b. The popular choices for the discrepancy mea-
sures are Euclidean distance (EuD), Kullback-Leibler divergence (KL), and Itakura-
Saito divergence (IS). The most commonly used divergence in matrix factorization
or matrix decomposition problem is EuD (squared error): D(V|WH) = |V−WH|2F.
However, in the previous works, other divergence measures, KL and IS, have been
found more appropriate for the audio signal [4]. The generalized KL and the IS are
DKL(y|ŷ) = ylog(y/ŷ)− y + ŷ, (2.2)
DIS(y|ŷ) = y/ŷ − log(y/ŷ)− y − 1
where ŷ is estimate of y. Fig. 2.5 shows the value of each discrepancy measurements
according to the input value and the estimate [13]. The scale of the input affects the
scale of the divergence or distance. The various discrepancy measures scale differently
with their arguments. The squared error scales quadratically, the IS is scale invariant,
while the KL scales linearly [13]. The scale invariant of IS may be a good feature
as the purpose or the data, but it fails to distinguish between the noise floor and
higher-energy target source signals. From the analysis in Fig. 2.5, KL provides a
good compromise between the two [4]. In this dissertation, we choose two discrepancy
measures, EuD and IS, for the audio source separation based on NMF. The objective
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Figure 2.5: An illustration of the typical divergence functions used in NMF. The
divergences are calculated for an observation (a) y = 1 and (b) y = 2 as the function
of the model ŷ (Squared denotes EuD.). [13]







−Vm,n + (WH)m,n (2.3)
where Am,n denotes the m-th row and n-th column component of the matrix A.
2.2.1 Update rules: MuR, PGD
Since this is a jointly non-convex function of the basis and encoding matrices,
alternating updates of W and H are usually performed [9]. The alternative update
rule means that W is fixed when the components of H are updated and H is fixed
when the components of W are updated. Other issue of the parameter update is an
initialization of each components. Since the objective function of NMF is non-convex,
the optimized results of H and W are differ according to the initialization. Generally,
nonnegative random values are applied for the initialization and it has shown a
comparatively proper performance. In order to resolve the non-unique factorization
problem, it is needed to impose some constraints on the structures of W or H. In
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our work, all the column vectors of W are constrained to have a unit L1-norm or
L2-norm at each iteration of the update rule.
A well-known approach to estimate W and H is the multiplicative update rule
(MuR) [9] which is simple to implement and shown to yield good results. The general
gradient descent method needs a learning rate, but the decision of the learning rate
may be heuristic and trouble. MuR resolve this issue by the decision of the learning
rate from its parameters, V, W, and H. First of all, in order to update H, W in the
objective function is fixed. We calculate each update equation from the objective












The gradient algorithm then states:


























The update rule of W is obtained like to those of H. Taking the gradient with













The gradient algorithm then states:




































where [·]a,b indicates the a-th row and the b-th column component of the matrix
in [], and T denote matrix transposition. The optimized solutions of W and H are
obtained by the alternative iteration process of the set of (2.3) and (2.13) or the
set of (2.14) and (2.15). However, the objective function of NMF is non-convex, the
optimized solution may be different according to the initialization of the parameters.
Namely, the NMF analysis does not guarantee the uniqueness. Furthermore, it is
hard to exploit the prior knowledge of the basis. For these reason, the nonnegative
random values are usually and generally applied for the initialization of W and H,
and this approach has shown a proper performance for the source separation. The
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iteration process of the above equations is usually performed until the convergence
condition is satisfied or for the fixed iteration number.
There are diverse approaches for the update or obtain the parameters of NMF,
e.g., MuR, projected gradient descent (PGD), NeNMF, Lasso-based approaches [9],
[56]- [57]. In the diverse approaches, PGD is relatively easy to perform and shows a
faster processing time than MuR. If the projected gradient descent (PGD) method
and the Euclidean distance are used as an optimization method and a distance
measure, the update rules for the encoding and basis matrices during the training
phase are given as [56]
H← H− αH(WTWH−WWTV), (2.16)
W←W − αW (WHHT −VHT ). (2.17)
Each learning rate, αH and αW , is repeatedly increased if the below condition (2.18)
is satisfied.
(1− σ)Of(x̌)T (x̂− x̌) + 1
2
(x̂− x̌)O2f(x̌)(x̂− x̌) 5 0 (2.18)
A common choice of σ is 0.001, and x̌ and x̂ indicate the next x after the gradient
descent method and the present x before the gradient descent method. This condition
is can be applied for the NMF analysis and it shows a faster convergence than those
of MuR. In this dissertation, we applied MuR or PGD for the NMF analysis. The
detailed process will be explained each chapter.
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2.2.2 Modified NMF
The cost function D can be obtained by β-divergence which for β = 1 yields
KLD and for β = 2 yields EuD [58]. In this case, the MuRs are given as follows:
Hi,j ← Hi,j ⊗







where Λ = WH, and
⊗
denotes the element-wise multiplication of matrix. H
and W are obtained by iterative application of the update rules (2.19) and (2.20)
for a fixed number of iterations [14]- [18]. At each iteration, the columns of W are
normalized to have unit L1- or L2-norm because the NMF analysis is not satisfied the
uniqueness and it offers several benefits. We here denote this approach Standard.
The forcing normalization at each iteration makes a certain mismatch and it may
change the value of the sparse term [59]. In [60], the cost of sparse term in Standard
highly increased according to iteration of (2.19) and (2.20). The approach with a
modification of the objective function in [61] solves the above problem, and the
objective function is given as
D(V|W̃H) + λf(H) (2.21)
where W̃ is the normalized version of W. The MuR for this approach when W is
normalized to have unit L2-norm becomes
Wi,j ←Wi,j ⊗
[(Λβ−2 ⊗V)HT + W̃ ⊗ (11T (W̃ ⊗ (Λβ−1HT )))]i,j
[Λβ−1HT + W̃ ⊗ (11T (W̃ ⊗ ((Λβ−2 ⊗V)HT )))]i,j
. (2.22)
The MuR for H is the same to (2.19), and W is normalized to have unit L2-norm




[(Λβ−2 ⊗V)HT + W ⊗ (11T (W̃ ⊗ (Λβ−1HT )))]i,j
[Λβ−1HT + W ⊗ (11T (W̃ ⊗ ((Λβ−2 ⊗V)HT )))]i,j
. (2.23)







3.1 NMF-based audio source separation
In order to separate audio source from the mixture signals using NMF, the
training phase is essential for a beforehand operation. The whole basis matrices of
the audio source which we can know beforehand should be trained from each proper
database. The case of audio source separation can be divided into two-case according
to the prior information of the sources, i.e., supervised and semi-supervised cases.
We assume that the mixture signals consist two-class source, target and interfering
sources in this dissertation. In the supervised case, we know the types of target and
interfering sources in advance. On the other hand, the only target or interfering
source type is known in the semi-supervised case. In this case, the basis matrix of
the unknown type source is updated by the mixture with fixed the basis matrix of
the known type source [62]. Of course, the performance of the semi-supervised case
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is lower than those of the supervised case. In this section, we explain the NMF-based
audio source separation in the supervised case.
Some conditions of the NMF-based audio source separation are important to the
separation performance, e.g., the number of bases (R) and iteration of the MuR,
but the decision of these factors is difficult. In the previous work [21], the optimized
number of bases is different as the type of the source and the experiment condition.
Fortunately, NMF shows the stable separation performance in some range of R. In
our experimental condition, R ∈ [30, 128] has shown a proper performance when
the FFT size is 257. If R is extremely small, the reconstruction error of the source
is high but the discriminative to the other source may be increased. On the con-
trary, if R is extremely high, the reconstruction error of the source is small but the
discriminativity may be decreased. These two factors, reconstruction error and the
discriminativity, are trade-off relation in the audio source separation. The number
of iteration of MuR, also, has a influence on the separation performance. If the iter-
ation of MuR is close to 1 or 2, the update of H is not sufficient and the separation
performance is lower than those of the optimized performance. On the contrary, if
the iteration of MuR is higher than the specific number, the separation performance
becomes low. Since the objective functions of the training phase and the separation
phase are difference each other, the high iteration number of MuR can bring a per-
formance degradation. In the previous work [21], the iteration of MuR ∈ [10, 40] has
shown a proper performance.
Fig. 3.1 is a block diagram of the general NMF-based audio source separation. Let
Y (t)∈ CK×1, S(t)∈ CK×1 and N(t)∈ CK×1 denote the short-time Fourier transform
(STFT) coefficients of the observed signal, the target audio signal and the interfering
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Figure 3.1: Block diagram of the general NMF-based audio source separation.
and K denotes the number of frequency bins. It is assumed that the interferences
are additive, i.e., Y (t) = S(t) + N(t). For each frame of the observed signal, the
magnitude spectra V (t) = |Y (t)|∈ RK×1+ are approximated as V (t) ≈WH(t) with a
fixed basis matrix W = [WS WN ]∈ RK×R+ in which WS∈ R
K×Rs
+ and WN∈ R
K×Rn
+
are the basis matrices for the target signal and interferences, respectively, and | · |
denotes element-wise magnitude. It is noted that the variables in boldface capital
letters denote matrices while those which are not in the boldface represent vectors.
WS and each section of WN are trained separately through the NMF analysis of
the magnitude spectra of the target signal only and each interfering signal only,
respectively. H(t) = [HTS (t) H
T
N (t)]
T∈ RR×1+ for V (t) is initialized with nonnegative
random numbers and estimated through the iteration given in (2.8) or (2.14) or
(2.16) where T denotes matrix transposition. Regardless of how the bases are trained,
H(t) can be updated by any update equation. Once H(t) is obtained, the target and
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interfering signals can be estimated as follows:
|Ŝ(t)| = WSHS(t), (3.1)
|N̂(t)| = WNHN (t)
where |Ŝ(t)| and |N̂(t)| denote the magnitude spectra estimates of the target and
interfering signals. Instead of directly using the estimated magnitude spectra in (3.1),
a spectral gain function similar to the Wiener filter is adopted in [10], [17], and [49]




⊗ Y (t) (3.2)
where AB and ⊗ respectively denote element-wise division and multiplication of the
vectors.
3.2 Problems of NMF in audio source separation
3.2.1 A high dependency to the prior knowledge
The papers related audio source separation generally assume that we know the
information of the target and interfering sources, i.e., the experiment is performed
in the supervised case. However, in practically, it is impossible to know the whole
types of the source before the audio source separation. We can think that the semi-
supervised case is reasonable, that is, we can easily designate the target source type.
In this case, the target bases are trained before the separation phase and these are
fixed during the separation phase. The interfering bases are generally estimated from
the observation signals [29], [36], but its separation performance severely degraded.
Fig. 3.2 shows why the interfering bases from the semi-supervised case make a per-




: The target data
Figure 3.2: The reason why the interfering bases from the semi-supervised case make
a performance degradation (The target bases perfectly represent the target signals,
and the data points in a circle are covered by the interfering bases.).
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signals perfectly. Then, the interfering bases learn to cover the remain part of the
target signals from the update phase of the semi-supervised case. Consequently, the
interfering bases are resemble to the target signals as time goes on. Furthermore,
the interfering signals can consist of more than two types of sources. It needs a
high complexity to applied many types of bases to the separation phase. Namely,
the proper update and estimate the interfering bases is essential for the NMF-based
audio source separation.
3.2.2 A overlapped subspace between the target and interfering
basis matrices
Generally, the bases of each type are trained separately to the other source.
Namely, WS is estimated by only the target source signals without the interfering
source signals. This means that each source’s bases can reconstruct and represent
one’s own self, but each bases may not be discriminative to the other source signals.
This occurs the overlapped subspace between the target and interfering basis matri-
ces. The audio signals on the magnitude spectrum can be similar to the other source’
signals, that is, each subspace from the linear combination of the bases can be over-
lapped. In order to reduce this overlapped subspace, discriminative NMF (DNMF)
has been proposed in many previous works [6]- [8]. DNMF utilizes more than two
types of source data for the bases estimation. The goal of DNMF is presented in
Fig. 3.3. We want to reduce the subspace of each source bases. However, DNMF
may occur some problem. If the target bases are extremely trained by DNMF, a
residual noise decreases but target distortion increases. If the interfering bases are
extremely trained by DNMF, the target distortion decreases but the residual noise
increases. Namely, DNMF has a trade-off between the target distortion and residual
28
 !
: The target data : The interfering data
Figure 3.3: DNMF controls the subspace of the bases.
noise. However, the previous works show a little performance enhancement.
3.2.3 A non-uniqueness of the bases
The objective function of NMF is non-convex. It means that the bases from the
optimization phase are varied as the initial values of the components. It is hard to de-
cide the initial values of the bases and encoding. For this reason, random nonnegative
values are usually applied for the initial values and it shows a proper performance.
However, if the random initialization can be stuck to a local minimum, which im-
plies that the overall performance may significantly depend on the initial parameter
values. In order to resolve this issue, some previous works utilize the centroids of the
clustering [63]- [68]. This approach obtains the centroid which number is the same to
the number of bases and these centroids are used for the initialization of the bases.
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In [69], singular value decomposition (SVD) is utilized for the initialization. How-
ever, these approaches may not be proper to the NMF analysis because NMF has
the part-based feature but these approaches do not utilize the part-based feature.
For the proper initialization of the bases, we need the method based on part-based
analogy.
3.2.4 A prior knowledge of the encoding vectors
In the NMF analysis, the basis matrix is the most important, but the encoding
matrix is relatively disregarded. After the training phase, the basis matrix is saved
and fixed, and the encoding matrix is usually discarded. However, the encoding ma-
trix has a crucial information of the basis use. For example, we can extract the bases
from the speech database, and some bases are usually applied at the same time for
the specific phoneme. On the other hand, some bases are not utilized at the same
time experimentally. Fig. 3.4 shows a relation between the basis and encoding ma-
trices and a role of each matrix. For the piano bases (dictionary), each MIDI note
is used to the training phase. (c) and (d) in Fig. 3.4 denote the encoding matrix
(activation matrix). The activation matrix shows how each basis is used according
to the observation signals and time. To utilize the information of the encoding or
activation matrix, the previous work in [15] applied a Gaussian distribution to the
encoding vectors. It makes a performance enhancement, but the Gaussian distribu-
tion seems to be inadequacy to the encoding vectors. We can enhance the separation
performance if we utilize the encoding vectors from the training phase properly.
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Figure 3.4: A music analysis example where a polyphonic mixture spectrogram (b)
is decomposed into a set of note activations (d) using a dictionary (bases) consisting
of spectra of piano notes (a) The reference activations are given in (c). [13]
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3.2.5 Sparse NMF for the source separation
Over the recent years, the sparse concept has been applied to compositional
models [13]. The compositional models include dictionary learning, exemplar-based
approaches, and NMF [9], [51], [53]. Among them, the methods based on NMF have
shown impressive results in single channel source separation [12]- [14]. In order to
promote sparsity of the encoding matrix, the objective function for NMF parameter
estimation is modified to have an additional penalty term. The most popular choice
for this penalty is the L1-norm of H although there are other alternatives such
as the L1/2 quasi-norm and the geometric mean of the encoding vector [12], [70].
Sparse NMF is applied to different form according to the purpose, e.g., sparse on
H or W or both of H and W [70], [71]. However, more than a few previous works
reported that the sparse NMF is not helpful to the source separation and the other
applications. In [12], [72] and [73], L1-norm sparse term degraded the separation
performance. In [4], modified L1-norm sparse term is proposed but it did not obtain
a performance improvement. In [37], the performance increased when L1-norm sparse
term was applied to only the noise basis. The work in [47] applied sparse NMF to
the document classification, but it could not make a performance improvement.
The above works did not analyze the reason of the performance degradation. On
the other hand, the approach in [60]- [62] is to directly reformulate the objective
function including a normalized version of basis, and L1-norm sparse term showed
a performance improvement. The sparse concept can be helpful for the NMF-based






As mentioned in chapter I, the statistical model-based and template-based ap-
proaches are major techniques of single channel speech enhancement [24]- [36]. The
statistical model-based approach generally assumed that speech and noise have sepa-
rate parametric distributions for which the parameters are estimated from the input
signal [24]- [27]. One of the significant advantages of the statistical model-based
techniques is that the models do not need to be trained a priori. Since, however,
the statistical models are constructed based on a stationarity assumption, the per-
formance deteriorates when the background noise is highly non-stationary. On the
other hand, the template-based techniques utilize specific types of the a priori in-
formation of speech or noise [15]- [33]. One of the predominant approaches in this
category is non-negative matrix factorization (NMF) or dictionary learning [15]- [30].
These approaches are more robust to non-stationary noise environments since there
is no strict assumption made on the nature of the noise in contrast to the statistical
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Statistical model-based speech enhancement
Need not prepare a training database.
Sensitive to non-stationary noise.
Template-based speech enhancement
Robust to non-stationary noise.
High dependency to a prior knowledge.
Figure 4.1: A comparison between the statistical model-based and the template-
based speech enhancement.
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model-based methods. However, if the actual noise is far different from the trained
noise model or it fits closely to the trained speech model, the performance degrades
seriously [34].
A number of attempts have been made to combine the two aforementioned tech-
niques to achieve better performance. In [31], a template-based method is used to
estimate the speech magnitude spectrum, while it is applied to obtain the noise
power spectral density (PSD) in [20]. These two methods compute Wiener filter
type gain functions using the PSD’s obtained from the template-based approaches.
In contrast, [35] applies a template-based algorithm to the output of a Wiener filter.
This method can take advantage of both the statistical model-based and template-
based approaches, but the Wiener filter output may be distorted without any update
of the model. We can also find the combination between NMF-based enhancement
and VAD in [36] where it is reported that the performance degrades if the trained
noise model is different from the actual noise environment.
A majority of template-based approaches employ batch processing which deter-
mines the bases based on the entire training dataset [4], [15], [10], [37]. Recently,
several on-line methods have been proposed for the bases update. In [29] and [38],
the bases are updated based on buffered input frames, while they are updated based
on a matrix that summarizes the information of the past and the present inputs
in [39] and [40]. In [41], previous basis matrix and the current input are used for
bases update. Unfortunately, however, these methods cannot be directly applica-
ble to update multiple sets of bases simultaneously when each set corresponds to
separate source.
In this chapter, we propose a cascaded structure that combines a statistical
model-based enhancement and a template-based approach with simultaneous update
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of speech and noise bases. In virtue of the bases update considering the speech
presence probability (SPP), the proposed approach can deal with the speech and
noise patterns which were not included in the training database, and consequently is
less vulnerable on the incomplete a priori information. Experimental results showed
that the proposed algorithm outperformed not only the statistical model-based and
NMF-based methods but also the combination of them.
4.2 NMF-based speech enhancement using spectral gain
function
In the NMF analysis of the magnitude spectra, a data set V ∈ RM×N is re-
constructed by the product of a basis matrix W∈ RM×R and an encoding matrix
H∈ RR×N (V ≈ WH) where M and N denote the numbers of frequency bins and
time frames, respectively, and r is the number of basis vectors. For speech enhance-
ment, we assume that W consists of speech basis matrix Ws∈ RM×Rs and noise
basis vectors Wn∈ RM×Rn , i.e., W = [Ws Wn]∈ RM×(Rs+Rn) where Rs and Rn
indicate the numbers of corresponding basis vectors while H becomes H = [HTs
HTn ]
T∈ R(Rs+Rn)×N with T denoting matrix transpose [15]- [37]. In the training
stage, Ws and Wn are trained separately with clean speech and noise, respectively.
If the KLD is chosen as a distance metric, the update rule is given as [9]












where subscript i indicates either speech or noise, Vi∈ RM×Ni is constructed by
stacking the magnitude spectra of the training DB for each source with Ni denoting
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the total number of frames in the training DB for source i,
⊗
and ab denote the
element-wise multiplication and division of matrices, and 1 is a square matrix of
proper size with all its elements equal to one. The updates given by (4.1) and (4.2)
are iterated for a sufficient number of times.
At the speech enhancement stage, an optimal spectral gain is determined based
on the speech and noise estimates derived from the NMF analysis. Let Y (t)∈ CM×1,
S(t)∈ CM×1 and N(t)∈ CM×1 denote the short-time Fourier transform (STFT)
coefficients of the noisy speech, clean speech and noise, respectively, for the t-th
frame. Then Y (t) = S(t) +N(t) according to the additive noise assumption. In this
work, the NMF analysis is performed on the magnitude spectrum domain with the
data set V (t) being given by V (t) = |Y (t)|∈ RM×1 where | · | denotes element-wise
magnitude.
In each frame of the input data, an encoding vector H(t) = [Hs(t)
T Hn(t)
T ]T∈
R(Rs+Rn)×1 is computed using the iteration (2.16) while fixing the basis matrix W .
For this iteration, Hs(t) is initialized by Hs(t − 1), the encoding vector estimated
in the previous frame, and Hn(t) is randomly initialized. For the stopping rule, we
apply the normalized stopping criterion [38] with a maximum number of iteration.
Once H(t) is calculated, the speech and noise magnitude spectra estimates, |Ŝ(t)|
and |N̂(t)|, are obtained as
|Ŝ(t)| = WsHs(t), |N̂(t)| = WnHn(t). (4.3)
In our approach to speech enhancement, these speech and noise magnitude spectra
estimates are applied to derive the spectral gain function G(m, t) with m indicating
the frequency index. The spectral gain function G(m, t) is formulated based on a
specific statistical model and an optimality criterion, and in this work we employ
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the minimum mean square error-log spectral amplitude (MMSE-LSA) [24] technique
where the gain is given by
G(m, t) =
ξ(m, t)











1 + ξ(m, t)
in which ξ(m, t) is the a priori signal-to-noise ratio (SNR) and γ(m, t) is the a
posteriori SNR for the m-th frequency bin at frame t. As in most of the conventional
statistical model-based speech enhancement techniques, the a priori and a posteriori
SNR’s are estimated through temporal smoothing of the power spectra given as
follows:
Ps(m, t) = τsPs(m, t− 1) + (1− τs)[(|Ŝ(t)|)m]2, (4.5)








where Ps(m, t) and Pn(m, t) respectively denote the smoothed speech and noise PSDs
for the m-th frequency bin at frame t with τs and τn being the smoothing factors, and
(·)m indicates the m-th element. Finally, the enhanced speech spectrum at the t-th
frame is obtained according to (ŜFinal(t))m = G(m, t)(Y (t))m for m = 1, 2, · · · ,M .
4.3 Speech enhancement combining statistical model-
based and NMF-based methods with the on-line
bases update
The proposed speech enhancement system has a cascaded structure in which
the first stage is a statistical model-based enhancement (SE) while the second stage
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Figure 4.2: Block diagram of the proposed speech enhancement method.
consists of NMF-based noise reduction with the on-line update of both speech and
noise bases. The overall block diagram of the proposed technique is illustrated in
Figure 1., in which all the blocks run on-line. The first stage performs SE, which
produces a pre-enhanced signal Y ′(t) with better SNR for the second stage. The
second stage implements an NMF-based enhancement module introduced in Section
III for which the KL divergence and MMSE-LSA estimator [24] are adopted for the
distance metric of NMF analysis and spectral gain function, respectively, and V (t),
the input to the NMF analysis, is given by the magnitude spectra of the SE output,
i.e., V (t) = |Y ′(t)|. Both the speech and noise bases are updated with the help of
SPP to cope with speech and noises unseen during training. The SPP is computed
from the final enhanced speech in the same way as in SE, and the bases updated at
the t-th frame is used for the NMF analysis at frame t+1. Cascading additional SE
or NMF-based enhancement stages did not give any performance improvement over
the current structure, maybe because they do not utilize any new characteristics of
the signals.
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4.3.1 On-line update of speech and noise bases
At each frame, once we obtain the clean speech estimate, we update the speech
and noise bases for the NMF analysis in the following frame. This on-line bases
update makes it possible to deal with the speech and noise variations that cannot
be covered by the training DB and is considered a promising way to cope with the
non-stationary nature of the signal.
Even though the first stage output Y ′(t) is fed as an input to the second stage,
speech bases update using solely Y ′(t) may mislead the whole enhancement pro-
cedure. This is because Y ′(t) possesses distorted speech components, which is un-
avoidable in most of the statistical model-based speech enhancement techniques. For
this reason, we update the speech and noise bases so that they can represent not
only |Y ′(t)| but also |Y (t)| better. Therefore, the data set Ṽ (t) used for the on-line
bases update is constructed by concatenating |Y (t)| and |Y ′(t)|, which showed bet-
ter performance than using |Y (t)| or |Y ′(t)| only, or using |Y (t)| and |Y ′(t)| for the
updates of Ws and Wn, respectively. Ṽ (t) is an M × 2 matrix while the number of
basis vectors to be updated is rs + rn which is much larger than 2. This turns out
to be a severely underdetermined condition and we cannot anticipate a reasonable
bases update. For this reason, we add a regularity term to the original objective
function as follows:
f(Ṽ (t), W̃ (t), H̃(t)) =
DKL(Ṽ (t), W̃ (t)H̃(t)) + λ‖W (t)− W̃ (t)‖2 (4.6)
where H̃(t)∈ R(Rs+Rn)×2 and W̃ (t) = [W̃s(t) W̃n(t)]∈ RM×(Rs+Rn) are the encoding
and basis matrices for Ṽ (t), respectively, W (t) = [Ws(t) Wn(t)] denotes the basis
matrix used to analyzed the t-th frame in the second stage, DKL(a, b) denotes the
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KL divergence between a and b, and λ > 0 is a constant which controls the trade-off
between the reconstruction error and the deviation from the previous basis matrix.
The iterative update rule is derived in a similar manner to the original NMF update
rule [9] with a slight modification due to the regularity term as follows:
H̃(t)← H̃(t)⊗




W̃ (t)← W̃ (t)⊗
Ṽ (t)
W̃ (t)H̃(t)
H̃T (t) + λW (t)
1H̃T (t) + λW̃ (t)
where H̃(t) is randomly initialized and W̃ (t) is initialized by W (t). Although the
convergence is not proven like the update rule of the original NMF [56], [58], a
continual descent of the objective function was observed in the experiments. The
stopping criterion was the same as Section II.
The basis matrix W̃ (t) and the corresponding encoding matrix H̃(t) obtained
after the iterative update can represent the data set Ṽ (t) = [|Y (t)| |Y ′(t)|] well.
However this does not mean that W̃ (t) = [W̃s(t) W̃n(t)] is a better estimate for the
basis matrix than W (t). Particularly when the speech component is very weak or
absent in the current frame, W̃s(t) cannot be considered a good estimate for the
speech basis matrix.
In order to alleviate this difficulty, we use the SPP p(t)∈ RM×1, each element
of which represents the probability of speech activity in a specific frequency bin,
to control the update of speech and noise bases. In the implementation, p(t) is
estimated from the final enhanced speech spectra in a similar manner to [27]. In this
approach, the speech and noise basis matrices which will be used for the next frame
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are determined as follows:
Ws(t+ 1) = λs(t)⊗ W̃s(t) + (1M×rs − λs(t))⊗Ws(t), (4.8)
λs(t) = αs(t)p(t)1rs ,
Wn(t+ 1) = λn(t)⊗ W̃n(t) + (1M×rn − λn(t))⊗Wn(t), (4.9)
λn(t) = αn(t)(1M×rn − p(t)1rn)
where 0 < αs(t) < 1 and 0 < αn(t) < 1 are the maximum update rates for Ws
and Wn, and 1M×Rs∈ RM×Rs , 1M×Rn∈ RM×Rn , 1Rs∈ R1×Rs and 1Rn∈ R1×Rn are
all-one matrices. This interpolation enables a robust update of the speech and noise
basis matrices leading to a stable speech enhancement performance.
4.3.2 Determining maximum update rates
It is clear that W (t) needs to be updated quickly when it does not match the
actual speech and noise and vice versa. To achieve this goal, the maximum rates of
the on-line bases update, αs(t) and αn(t), should be adaptively determined. In the
proposed algorithm, the normalized reconstruction error is used to determine αs(t)
and αn(t). The normalized reconstruction error is defined as
e(t) =
∑M





where H(t) is obtained from the NMF-based enhancement stage. Since, however,
e(t) fluctuates too much from frame to frame, it should be smoothed such that
ẽ(t) = τeẽ(t− 1) + (1− τe)e(t) (4.11)
where τe and ẽ(t) are a smoothing constant and the smoothed reconstruction error,
respectively. The maximum rates of speech and noise bases update, αs(t) and αn(t),
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are now determined as a non-decreasing function of ẽ(t) as
αs(t) = max[sigm(ẽ(t))α
max








where αmaxs and α
max
n are the upper limits of the update rates.
4.4 Experiment result
In order to evaluate the performance of the proposed approach, we performed
a series of speech enhancement experiments. For the first stage SE module, we
employed the algorithm presented in [27], which provides not only the enhanced
spectra but also the SPP estimate at each frame.
Speech and noise materials were selected from TIMIT [74] and NOISEX-92 [75]
DBs, respectively, and the sampling rate was 16 kHz. A 512 point fast Fourier
transform with 75% overlap was used. Each noise basis matrix was trained from
15 s-long noise signal which was not included in the test DB. Speech basis matrix
was trained with 78 s-long clean speech spoken by 26 speakers. The test data set
comprised utterances spoken by 16 speakers. The number of speech and noise basis
vectors was 40 each (rn = rs = 40). The parameter values related to the on-line
bases update and the smoothing were λ = 0.001, αmaxs = 0.3, α
max
n = 0.4, τs = 0.5,
τn = 0.9 and τe = 0.98. The performance was not sensitive to these parameter
values.
The performance was measured in terms of the ITU-T Recommendation P.862
Perceptual evaluation of speech quality (PESQ) [43] score. We compared the per-
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Table 4.1: PESQ scores for various noises with matched noise basis.
Noise Type F-16 factory2 M109 Leopard Average
unprocessed 1.9500 1.8235 1.9529 1.7835 1.8775
SE 2.3447 2.2473 2.3101 2.0218 2.2309
NMF 2.3844 2.1268 2.2938 2.3209 2.2815
SE+NMF 2.5104 2.3774 2.6174 2.6313 2.5341
SE+NMF+OU 2.5080 2.4229 2.6255 2.7204 2.5692
formance of the following four methods:
• SE : Only SE [27] was applied.
• NMF : Only NMF based-enhancement was used without the on-line bases up-
date.
• SE+NMF : The cascaded form of SE and NMF without the on-line bases
update was used. The noise basis matrix was trained from the noise part of
SE output.
• SE+NMF+OU : SE+NMF with the on-line bases update was used.
The processing time of the proposed algorithm was about 1.32 times of NMF
when both were implemented by matlab. This shows that the on-line bases update
does not require a heavy computation.
The experiments were conducted in three different conditions:
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Table 4.2: PESQ scores for various noises for which noise basis was trained with
white noise.
Noise Type F-16 factory2 M109 Leopard Average
SE 2.3447 2.2473 2.3101 2.0218 2.2309
NMF 2.1142 1.8872 2.0115 1.7932 1.9515
SE+NMF 2.4180 2.2567 2.2988 2.0271 2.2502
SE+NMF+OU 2.5497 2.3924 2.6018 2.6122 2.5390
1. stationary noise environment with matched noise basis
2. stationary noise environment with mismatched noise basis
3. non-stationary and stationary noises environment with mismatched noise basis
Matched noise basis means that the types of the noise for training and test data
are the same. On the contrary, mismatched noise basis was derived from the noise
DB different from the actual noise of test DB. In the experiments with mismatched
noise basis, we trained the noise basis based on the white noise.
Table 4.1 shows the PESQ scores obtained with rather stationary noises such as
factory2, F-16 cockpit (F-16), M109 and Leopard noises when the tested noise type
was included in the training DB. The SNR for each noise type was set to provide
similar PESQ score for the unprocessed signals, which ranged from −5 to 5 dB.
From the result, we can see that SE+NMF+OU outperformed other enhancement
techniques
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Table 4.3: PESQ scores for various noises mixed with non-stationary machinegun
noise at 0 dB SNR with mismatched noise basis.
Noise Type
(+machinegun)
F-16 factory2 M109 Leopard Average
unprocessed 1.6890 1.6277 1.7584 1.6875 1.6906
SE 1.7474 1.7752 1.9317 1.8943 1.8372
NMF 1.7894 1.7752 1.9317 1.7004 1.7428
SE+NMF 1.8165 1.8205 1.9571 1.8962 1.8726
SE+NMF+OU 2.1746 2.3098 2.4540 2.4999 2.3596
Table 4.2 shows the PESQ scores obtained in the same noise environments to
Table 4.1, but this time Wn was trained with white noise DB only. The performance
of NMF was poor since Wn did not match the actual noise. It is apparent that the
on-line bases update gave rise to a significant improvement on NMF performance.
The PESQ scores obtained when the stationary noises that were used in the
previous experiments were mixed with the non-stationary machinegun noise are
presented in Table 4.3. It is evident from the results that the proposed approach





NMF shows a good performance when the audio signal which is formed of single
category of source is represented or reconstructed. However, when the audio signal
is corrupted with noise or mixed with the other category of source, the performance
of reconstruction or separation is severely degraded, mainly due to the optimal
solution of source separation and objective function of NMF algorithm is different
when two or more of audio sources are mixed. In case of the application for speech
enhancement, the amount that the speech basis vectors used for the reconstruction
of noise source is the same to the speech distortion, and the amount that the noise
basis vectors used for the reconstruction of speech signal means the residual noise.
In order to solve this issue, many papers named discriminative NMF (DNMF)
have been published [6]- [8], [76], [77]. Although the detailed methods are different
to each other, these works of DNMF have the same aim to make the basis vectors of
a target source that reconstruct only the target source and utilize the other source
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DBs or DBs mixed with a target source DB. In [6], the basis vectors of target
source are made with the constraint that orthogonal to the basis vectors of the
other source. However, the above constraint can make the negative effect such as
a high reconstruction error because of the audio nature. In [7], the basis vectors of
the each source are updated by the reconstruction error of the each source, and the
encoding vectors are updated by the whole reconstruction error, alternatively. In [8],
the clean source and the same clean source mixed with the other source are used for
the training phase.
In this chapter, we propose discriminative NMF that makes the higher recon-
struction error to the other source than standard NMF does. Namely, the proposed
DNMF gives the constraint to have a high reconstruction error of the other source,
not target source. There are many candidates for basis vectors, because of non-
convexity of NMF. The proposed DNMF finds a proper basis matrix that makes
a high reconstruction error to the other source from the above candidates. In this
chapter, the application for the performance evaluation is speech enhancement, and
perceptual evaluation speech quality (PESQ) [43] and signal-to-distortion (SDR) [42]
are used for the measurement.
5.2 Discriminative NMF utilizing cross reconstruction
error
In the source separation, some of the basis vectors from the specific source are
used for the reconstruction of the other source because of the nature of the audio
signal. Namely, one frame data of the audio signal can have a faint resemblance with
the audio signal of other category, and this similarity appears in the between each
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basis vectors. Because of this similarity, the basis vectors obtained independently
to the other source make a misuse to the representation of the other source during
the reconstruction of the mixed signal. That is, the regions made from the linear
combination of basis vectors of each source are overlapped. Consequently, this misuse
and overlapped regions of basis vectors make a degradation on the performance of
separation.
Since NMF does not satisfy convexity, the specific source has many candidate
bases from NMF algorithm, and the basis matrix can be adjusted and fixed by the
initial value and the constraint or penalty function [6]- [8], [10], [70]. Among these
candidate bases, some bases are apt to be consumed for the reconstruction of the
other source, but some bases are used less than other bases. Surely, the latter bases
show better performance than the former bases does in the source separation. In
order to obtain desired bases, the latter basis, certain constraint or penalty function
is applied to the objective function of NMF. Although the reconstruction error of
target source can be increase because of the constraint function, if the overlapped
range and the misuse of each basis matrix are reduced, the higher performance can
be expected than before.
5.2.1 DNMF using the reconstruction error of the other source
For such a constraint function, we propose DNMF which utilizes the reconstruc-
tion error of the background source data. In the case of speech enhancement, the
objective function of proposed method is defined by
f(WS , HS , HN ) =
D(VS ‖WS , HS)− λD(VN ‖WS , HN ) (5.1)
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where VS , WS , and HS are input data, basis, and encoding matrix for the speech
signal, and VN and HN are input data and encoding matrix for the background
noise signal. The λ plays a role of the trade-off between the reconstruction error
of the speech and noise signals. If λ = 0, (5.1) is the same to the standard NMF,
on the other hand, when λ > 0, WS becomes discriminative basis matrix to the
representation of the noise signal.
The update equations of WS , HS and HN are obtained by the same way to Sec.
2. as follows:




















In the training phase, the speech basis matrix of DNMF,(5.3), is obtained from the
speech and noise samples by (5.2) and (5.3) with the fixed number of iteration and
the initialization of non-negative random values.
In the speech enhancement phase, any noise basis matrix can be applied with
discriminative speech basis matrix, (5.3), and the speech STFT coefficients are finally
estimated as Sec. 2.
5.2.2 DNMF using the interference factors
For the comparison, we propose another DNMF which constraint function con-
sists of interference factor. When speech signal is reconstructed by both speech and
noise bases, the reconstruction part from noise bases becomes the speech distortion,
meanwhile, the reconstruction part from speech bases when noise signal is recon-
structed denotes the residual noise. These parts should be reduced, and for this
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issue, the objective function is defined as:







where W = [WS ,WN ] and V = [VS , VN ] are the cascade of speech and noise part, VS
and VN indicate clean speech and noise DBs. In (5.4), the second term denotes in-
terference factors, the speech distortion and residual noise. The bigger γ is, the more
discriminative bases are obtained, but the performance of representation degrades.
The update equations of each basis and encoding matrices as follows:
H ← H ⊗
W T VWH

















where 0 is a matrix of suitable size with all elements equal to zero. Unlike the Sec.
3.1., the speech and noise basis matrices are obtained at the same time, and both
these basis matrices should be applied to the speech enhancement simultaneously,
since these are a pair of basis matrices.
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5.3 Experiment result
Speech and noise samples were selected from TIMIT and NOISEX-92 DBs, re-
spectively, with a sampling rate of 16 kHz. A 512-point discrete Fourier transform
with 75% overlap was used. The basis matrices for each noise type were obtained
from a half of sample, about 120-second long noise signal, and the speech DB for
training consists of 56-sample files different from test set. The speech test data set
consisted of 48 sentences uttered by 24 different speakers. We applied the proposed
basis matrix on 4 different types of noise signals including F-16, factory1, babble and
machinegun. The number of speech and noise bases is the same in the experiment,
and the number of basis vectors was either 64 or 128.
The performance of the proposed method was measured using the perceptual
evaluation of speech quality (PESQ) [43] and signal-to-distortion ratio (SDR) [42].
In order to evaluate the proposed method, the following methods are performed with
the same enhancement system and dataset, i.e., only the basis matrix is different, and
we selected and compared the algorithm [6], which makes basis matrices orthogonal
each other.
•standard : without any constraint function [9]
•RE : the proposed method using the reconstruction error of the other source (Sec.
3.1.)
•IF : the proposed method using the interference factors (Sec. 3.2.)
•Ortho.: using the basis matrix of [6]
Fig.5.1 shows SDR and the PESQ score obtained from the noisy signal (input
SNR 5dB) where the number of speech basis vectors is 64. One of the proposed








Figure 5.2: Experiment result 2 (rs = 128): the experimental condition is the same
to Fig.5.1 without rs (input SNRs of test dataset is 5 dB.).
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reconstruction error of the other source is effective. The emphasis of the result is
the PESQ score of RE. The order of performance improvement differs by type of
the background noise, for example, Ortho. shows better performance than the other
methods in the case of babble noise type.
Fig.5.2 shows the performance when the number of speech basis vectors is 128.
As can be seen by this figure, slightly worse performance is obtained for all the
methods in this case. Again, RE yielded the best performance, outperforming the




Incremental approach for bases
estimate
6.1 Introduction
Though NMF shows an impressive performance in several fields, one of its weak-
ness is that the final result is so sensitive to the initial values of the bases [13]. Be-
cause the specified objective function of NMF is not convex, the optimized solution
obtained from iterative update of the basis matrix can be stuck to a local mini-
mum, which implies that the overall performance may significantly depend on the
initial parameter values. For this reason, several previous works attempt to provide
systematic ways to initialize the basis and encoding matrices such as the centroids
of k-means clustering and singular value decomposition (SVD)-based method [63]-
[69]. Though some of these methods show a lower reconstruction error and a faster
convergence speed than the random value initialization, they do not carefully con-
sider the performance in source separation. Moreover, the SVD-based methods can
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not support over-complete bases in which the number of bases is larger than the
dimension of the input vector.
The conventional vector quantization task can be interpreted as a special case
of the matrix factorization where each basis vector corresponds to a codeword and
only a single basis is activated at each time [79]. This analogy implies that the data
clustering techniques can provide some useful cues for the initialization of the NMF
bases. Unfortunately, however, conventional codebook training approaches such as
the k-means clustering can only guarantee suboptimal solutions similar to the case
of NMF bases estimation and the final centroids are sensitive to the initialization
of the code vectors. In order to alleviate this difficulty, several modified k-means
algorithms have been developed [48], [80], [81]. The core idea of these algorithms is
to increase the number of code vectors gradually while optimizing a certain criterion
so that the final result can be less dependent on the initial parameter values.
In this chapter, we propose a novel approach to estimate the basis and encod-
ing matrices for the NMF analysis. Exploiting the analogy between NMF analysis
and data clustering, a systematic method for estimating the NMF basis matrix is
proposed by combining the standard NMF basis training procedure and an efficient
codebook learning algorithm. The proposed method borrows an idea from the mod-
ified k-means algorithm [48]. One of the prominent features of this algorithm is that
it estimates the parameters incrementally, i.e. increases the number of bases at each
iteration. In order to evaluate the performance of the proposed technique, we carried
out an experiment on target source separation. In the experimental result, we can
see that the proposed method outperformed the other bases initialization methods.
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6.2 Incremental approach based on modified k-means
clustering and Linde-Buzo-Gray algorithm
6.2.1 Based on modified k-means clustering
In this section, we propose a novel approach to estimate NMF bases, which is
based on an analogy between the NMF basis training and the codebook design in
vector quantization. If the encoding vector of the NMF analysis is allowed to have
only one non-zero component, then each NMF basis can be viewed as a codeword
vector and the reconstruction error can be treated as the distance between the
input vector and its nearest codeword. Our approach to NMF bases estimation
is motivated by the global k-means (GKM) clustering technique [48], which has
demonstrated smaller clustering error than several other variants of the k-means
clustering approach. In general, for data clustering, we need to find R codewords
and a rule to map any M -dimensional input vector into one of the R codewords
for the sake of minimizing the sum of the squared Euclidean distances between
each input vector and the corresponding code vector. GKM starts with one cluster
(R = 1) for which the optimal codeword is set at the centroid of the whole data
set. At each iteration of the GKM algorithm, a new codeword is added to refine the
clusters and the conventional k-means algorithm is run until convergence.
In the proposed approach, the NMF bases are trained incrementally like the
GKM technique while the iterative update rules in (2.16) and (2.17) are adopted
instead of the k-means clustering operation. Fig. 6.1 illustrates how a new basis
is determined in the proposed approach when M = 3. The simplex shown in Fig.
6.1 represents the space of all possible basis vectors since each column of W is
constrained to have unit L1-norm. A set of bases W forms a convex hull on his
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initialization of 






: normalized training data
Figure 6.1: The data point for the new basis when M = 3 (left: data and pullback
onto the simplex, right: data on the simplex).
simplex. If a vector, when projected onto the simplex i.e., normalized to have unit
norm, is far from this convex hull, it means that W produces a large reconstruction
error for this vector in NMF analysis. In the proposed algorithm, the training data
which shows the maximum reconstruction error is appended to the current basis
matrix W as a new basis vector. This initializes the basis matrix where the number
of columns is incremented by one and then the conventional update algorithm in
(2.16) and (2.17) is iterated until convergence.
The pseudo code of the proposed incremental approach to NMF basis estima-
tion is given in Fig. 6.2. The input of the algorithm is the training data matrix
V∈ R+M×N and the number of bases R, while the output is the trained basis ma-
trix W. Let Wr and Hr respectively denote the basis matrix and the corresponding
encoding matrix when the number of bases is r. We begin with r = 1 and increments
it at each iteration until r = R. The proposed algorithm proceeds as follows:
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1) Initialization r = 1. Compute the centroid c(V) of V, the entire training set.
The centroid is computed as the mean of the whole training data vectors. Then,
take the L1-based normalization of c(V), i.e.
W1 =
c(V)
‖ c(V) ‖1 1
(6.1)
where ‖ · ‖1 and 1 represent L1-norm and a vector with all elements equal to one,
respectively.




3) Let Vn∗ be the training vector showing the maximum reconstruction error.




where Hr(n) denotes the n-th column of Hr, and ‖ · ‖2 represents L2-norm.
4) A new basis vector Wnew∈ R+M×1 and the corresponding encoding vector
Hnew∈ R+1×N are determined as
Wnew =
Vn∗
‖ Vn∗ ‖1 1
, Hnew =‖ Vn∗ ‖1 eTn∗ (6.3)
where en∗ denotes the standard vector having all its elements zero except for the
n∗-th element which is set to 1.
5) Increment the number of bases by one for which
Wr+1 = [Wr,Wnew] ∈ R+M×(r+1), (6.4)
Hr+1 = [H̄rT , HnewT ]T ∈ R+(r+1)×N
where H̄r is the same as Hr except the n∗-th column is replaced by a zero vector,
which makes the perfect reconstruction of Vn∗ .
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6) Iteratively update Wr+1 and Hr+1 according to (2.16) and (2.17) for a fixed
number of times to obtain M × (r + 1) basis matrix.
7) The steps from 3) to 6) are repeated until we get R bases.
6.2.2 LBG based incremental approach
Because the general objective function of NMF is biconvex in W and H, different
algorithms and their initializations lead to different solutions. It means that NMF
algorithm does not satisfy the uniqueness [13]. To get more accurate solutions with
complex models, carefully designed initializations or regularizations may be needed.
Since, however, it is hard to exploit a general prior knowledge of the parts of a source
data, nonnegative random values have been widely applied for NMF initialization.
Although this method has shown a somewhat proper performance experimentally
[9], [66], due to the non-covexity of the objective function and iterative nature of the
algorithm, it cannot be considered to provide an optimal initial point for successful
NMF analysis.
In this section, we propose novel approach to estimate the basis for NMF analysis
which is based on the clustering approach. The proposed method is motivated by
accepting a general premise that the best basis is the centroid of the whole training
DB when the number of bases is set to one. The core idea of the proposed approach is
to estimate the bases incrementally. The incremental approach where a new centroid
is searched at each step can be a good strategy for basis estimation.
LBG algorithm is the most cited and widely used algorithm on designing the
vector quantization codebook [67], and it is similar to the k-means algorithm in
data clustering. At each iteration of LBG, each vector is split into two new vectors.
LBG algorithm can be employed in the making of the basis. In this case, its number
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of bases doubles in every procedure.
The pseudo code for the proposed incremental approach to the NMF basis esti-
mation is given in Fig. 6.3. The input of the algorithm is the training data matrix
V∈ Rm×n and the integer k. The output is the matrix composed of 2k basis vectors.
Wi and Hi in Fig. 1 denote the basis matrix with 2i bases and the corresponding
encoding matrix, respectively. In order to decide the single basis case, W 0∈ Rm×20
is obtained by the centroid of V with unit-norm normalization. ‖ · ‖1, 1, and cen-
troid(V) represent unit-norm, a vector of a proper size with all elements equal to one,
and the centroid of the matrix V, respectively. For the encoding of W 0, H0 which
minimizes the Euclidean distance is given in a closed-form as H0 = VTW 0. For
the bases W1∈ Rm×21 , [W 0+,W 0−] is applied for the initialization of NMF process
where W 0+∈ Rm×20 and W 0−∈ Rm×20 are obtained by addition and subtraction
of a very small value ε to W 0, respectively. NMF process indicates the alternative
update phase, (1) and (2), for a fixed number of iterations. The initial value of H1
is given as [(H0/2)T , (H0/2)T ]T∈ R21×n. The procedures from 3 to 8 are repeated
until we get 2k bases.
6.3 Experiment result
6.3.1 Modified k-means clustering based approach
To evaluate the performance of the proposed algorithm, experiments on audio
source separation were performed in a variety of noisy conditions with the target
source being speech signal. Speech and interfering signals were selected from TIMIT
[74] and NOISEX-92 [75] DBs, respectively. A 512-point discrete Fourier transform
with 75% overlap was used to form the spectrogram with hamming window. The
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sampling rate was 16kHz. The magnitude spectra were used as data vectors for the
NMF analysis. The basis matrix for each noise type was obtained from about 120-
second long noise signal, and the training speech DB was 130-second long spoken
by 56 different speakers. The test speech data set consisted of 32 sentences from
32 different speakers. We tested 4 different types of noises including F-16, factory1,
babble, and white noises. There was no overlap between the training and test data
in both the speech and noise types. The numbers of the bases for each source varied
among 64, 128, 256, and 512, and the number of iterations for the separation was
30.
The performance of the proposed approach was evaluated in terms of PESQ [43]
and SDR [42]. To demonstrate the performance improvement achieved by the pro-
posed method, four versions of the NMF-based source separation algorithm described
in Section II for which only the training methods of the basis matrix differed were
compared:
• Rand: NMF basis estimation with random initialization [9]
• SVD: NMF basis estimation which utilizes singular value decomposition [69]
• Cent: NMF basis estimation which utilizes the centroids of the k-means clus-
tering [68]
• Prop: proposed incremental approach to the NMF basis estimation
To facilitate the robustness of the proposed algorithm to the outliers of the training
DBs, the average of the data vectors corresponding to the top 10% of the largest
reconstruction error was used for Wnew instead of a single data vector with the
highest reconstruction error. In Cent, the number of the clusters was kept the same
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to the number of the NMF bases. The iterative update rule used for the NMF analysis
was the PGD with Euclidean distance [56] for training and the multiplicative update
rule with KL [9] for separation, which showed high performance and low computation
time in the experiment when Rand was performed. The number of iterations during
the training phase was decided to maximize the separation performance for each
algorithm as in [21], which turned out to be 100 for Rand, SVD, and Cent and
integers in the range [1, 3] for each stage of Prop.
Fig. 6.4 shows the source separation performance obtained while varying the
number of the bases (R = 64, 128, 256, 512). When R = 512, the result of SVD
is omitted because SVD cannot be applied to the over-complete basis case. Rand
shows the optimal performance when R = 256, but its performance much degraded
when R = 512. Cent showed a similar performance to Rand. Prop outperformed
the other methods at any R. This results imply that the basis vectors obtained from
the incremental approach are more discriminative than those of the other approaches.
The source separation performance for different noise types is given in Fig.
6.5. The values of Rand, Cent, and Prop were the average of the cases of R =
64, 128, 256, 512. Since SVD cannot make the over-complete basis matrix, the aver-
age of the cases of R = 64, 128, 256 was used for the performance comparison. Prop
outperformed the other methods at any type of noise source, and the performance
improvement over Rand were about 1.64 dB and 0.14 in terms of SDR and PESQ
scores, respectively. In particular, Prop showed a high performance improvement
when white noise was mixed, while SVD demonstrated a performance degradation.
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6.3.2 LBG based approach
To evaluate the performance of the proposed algorithm, audio source separation
was performed in a variety of noisy conditions, and the target sources were speech
and violin signals. The whole data for the training and test was not overlapped. A
512-point discrete Fourier transform with 75% overlap was used to form the spec-
trogram with a sampling rate of 16 kHz (m = 257).
The performance of the proposed methods were evaluated in terms of PESQ
[43] and SDR [42]. To demonstrate the performance improvement achieved by the
proposed methods, four source separation systems for which only the basis matrices
were trained in different ways were compared:
• Rand.: the initialization of nonnegative random values [9]
• SVD : the initialization in [69] which utilizes the result of singular value de-
composition
• Cent.: the initialization in [63] which utilizes the centroids from the k-means
clustering (The number of the cluster is the same to the number of the basis
vectors.)
• LBG : the proposed method using the LBG-based basis estimation for NMF
(ε = 1−14)
The whole bases of above systems were trained by PGD [56], on the other hand,
the source separation was performed by multiplicative update rule with KLD [9].
This is because such a system experimentally shows a high performance and a low
computational time of the separation when random nonnegative values are used for
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NMF initialization. Each number of iteration during the training phase was decided
based on the separation performance [21]. (Rand.=SVD=Cent.=100, LBG=10.)
The target source: speech signal
Speech and noise samples were selected from TIMIT [74] and NOISEX-92 [75]
DBs, respectively. The basis matrix for each noise types was obtained from about
120-second long noise signal, and the speech DB for the training was 130-second long
spoken by 56 different speakers. The speech test data set consisted of 32 sentences
from 32 different speakers. We tested 4 different types of noises including F-16,
factory1, babble, and white noises. The numbers of the bases were 64, 128, 256, and
512, and the number of iteration for the separation phase was 30.
Fig. 6.6 shows the PESQ scores and SDRs when the input signal-to-noise ratio
(SNR) was 0 dB. For all cases of r, the proposed algorithm outperformed other
methods in terms of both the PESQ score and the SDR. In particular, LBG produced
the best separation performance, and the optimal r for the performance was different
from the case of Rand.. In the over-complete case, r = 512 > m, the performance
of Rand. was the lowest, but the proposed methods maintained the performance
or outperformed the case of r 5 256. One of the previous method, SVD, showed
the minimum reconstruction error during our training phase, but it cannot support
the over-complete case and its separation performance was lower than Rand. This
result denotes that the performance of source separation is not proportional to the
reconstruction error during the training phase, and the proposed method which
utilizes the incremental approach may extract the proper character of the source to
the bases.
Fig. 6.7 denotes the source separation performance as the interfering sources, F-
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Table 6.1: The information of the data for the bases estimation and source separation
(resampled to 16kHz/s)
The phase Title Artist Instrument
Training
Partita No.1 (BWV 1002)
- Double
Ida Haendel Violin
Blind Film Yiruma Piano
Separation
Sonata No.2 (BWV 1003)
- Allegro
Ida Haendel Violin
Waltz In C Minor (Only
For Piano)
Yiruma Piano
16, factory1, babble, and white signals. In the same manner as Fig. 2, the proposed
method LBG outperformed other methods in the face of all interfering sources.
The previous works, SVD and Cent., show a similar performance as Rand., but
the performance degraded when white and babble signals are mixed, respectively.
LBG made a performance improvement at every interfering sources, and it showed
a prominent improvement in term of SDR.
The target source: violin signal
For violin and piano data, we used four songs to the training and separation
phases, and Table. 6.1 shows the information of the data. The interfering sources
were 4 different types of sources including piano, factory1, babble, and machinegun
sources, and the test data set of violin consisted of 10 clips which are 5 seconds long
each.
The number of bases r for each source was set to 128, which provided a good
trade-off between the reconstruction error and the computational complexity. The
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experimental results when the input SNR is 0 are illustrated in Fig. 6.8. The proposed
algorithms outperformed other methods at all interfering types. In particular, LBG
shows a high performance improvement when piano or factory1 source is mixed.
The performance improvements of LBG were 1.43 and 2.05 in term of the SDR over
Rand. and SVD, respectively.
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Figure 6.2: Pseudo code for the proposed incremental approach to the NMF basis
estimation.
Input: Matrix V = (V1, · · · , VN )∈ R+M×N , integer R
Output: Matrix W∈ R+M×R
1. W1= c(V)‖c(V)‖11
2. H1 = W1
T
V
for r = 1 : R− 1
3. Initialize Wr+1 and Hr+1
1) Find the vector Vn∗ with the maximum reconstruction error in V.
2) Wnew= Vn∗‖Vn∗‖11
Hnew =‖ Vn ‖1 eTn∗
3) Wr+1 = [Wr,Wnew]∈ R+M×(r+1),
Hr+1 = [H̄rT , HnewT ]T∈ R+(r+1)×N




Figure 6.3: Pseudo code for the proposed incremental approach to the NMF basis
estimation
Input: Matrix V = (V1, V2, · · · , Vn)∈ Rm×n,
integer k
Output: Matrix W∈ Rm×2k
1. W 0= centroid(V)‖centroid(V)‖11
2. H0 = VTW 0
for i = 0 : k − 1
3. Wi+ = Wi + ε, Wi− = Wi − ε
5. Wtemp = [Wi+,Wi−]∈ Rm×2i+1
6. Htemp = [(Hi/2)T , (Hi/2)T ]T∈ R2i+1×n










Figure 6.4: The source separation performance with various basis training methods




Figure 6.5: The source separation performance with various basis training methods




Figure 6.6: The source separation performances based on the numbers of basis (target




Figure 6.7: The source separation performances based on the interfering sources
(target source = speech, input SNR = 0 dB)
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Figure 6.8: The source separation performances as the interfering sources (target
source = violin, input SNR = 0 dB, r=128)
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Chapter 7
Prior model of encoding vectors
7.1 Introduction
Most of the NMF-based source separation approaches compute the basis matrix
W from a set of given training data and then use it for specific source separation
with possible update of the basis matrix [14]- [21]. The encoding matrix obtained for
the training data, Htrain, is usually ignored after training although it bears useful
information on how often each basis was utilized. In [10], the distribution of the
logarithm of the encoding vector is modeled as a multivariate Gaussian distribution,
and the log-likelihood of the current estimate for the encoding vector is incorporated
in the objective function. However, our analysis on Htrain revealed that each row
of this matrix was highly sparse, which implies that the lognormal distribution may
not be the best parametric form of prior knowledge. As alternative models for the
distribution of the encoding vector, an independent exponential or gamma distri-
bution was proposed in our previous research [49], which resulted in better source
separation performance. But the performance of [10] and [49] degrades significantly
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when the signal and interference levels of the test data deviate much from those
of the training data. In [58], [86]- [88], several prior distributions for the encoding
vector were proposed in the Bayesian framework, for which the parameters were not
estimated from the training data.
In this chapter, we extend our previous study in [49] to address the problem of
possible mismatch between the training and test data levels by introducing a new
penalty function of parameter training. Assuming that the statistical characteristics
of the encoding vector for a specific source are stationary except for the level of
the signal, we model the distribution of the components of the encoding vector as
a multivariate exponential PDF (MVE) with a single time-varying scaling factor
for each source. The parameters of the MVE are initially estimated from Htrain
and then continuously adjusted with suitable scaling factors to match the current
input level. The scaling factor is estimated according to the maximum likelihood
criterion in conjunction with temporal smoothing. Experimental results on audio
source separation in which the target signal was speech showed that the proposed
method could enhance the separation performance in term of the signal-to-distortion
ratio (SDR) [42] even in the presence of the signal level mismatch.
7.2 Prior model of encoding vectors based on multivari-
ate exponential distribution
Although most of the previous works use only the trained basis matrix during
the source separation phase, the encoding matrix obtained for the training data
is considered to possess important information as to how each basis is utilized to
reconstruct the clean source signals. In the training procedure, WS∈ RM×Rs+ and
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Figure 7.1: The histograms of two rows of HtrainS corresponding to the most fre-
quently and rarely used basis vectors.
HtrainS ∈ R
Rs×Ns
+ are obtained through the NMF analysis of the clean target signal
data VtrainS ∈ R
M×Ns






+ are computed from
the interference signal data VtrainN ∈ R
M×Nn
+ . In [10], the distribution of the elements
of an encoding vector is modeled as R-dimensional multivariate lognormal PDF of
which the parameters are estimated from HtrainS and H
train
N assuming that HS and
HN are independent. Based on this statistical model, the log-likelihood of the current
estimate ofH for a test data V is also maximized while minimizing the reconstruction
error in the source separation phase. Although the utilization of the prior knowledge
on H brought about some performance improvement, the choice of the statistical
model in [10] does not fit well to the actual distribution of HtrainS and H
train
N . Fig. 1
shows the histograms corresponding to the two rows of HtrainS having the largest and
smallest L1 norms, where H
train
S was obtained through the standard NMF analysis
of the clean speech training database. These rows roughly correspond to the most
frequently and rarely used basis vectors. The shape of the histograms reveals that
HtrainS can be better approximated by the gamma or exponential distribution rather
79
than the lognormal distribution as used in [10]. The analysis on the distributions of
the elements of HtrainN for various interfering signals also showed similar tendency.
Based on this analysis, the distribution of each component of the encoding vector is
modeled by an independent exponential or gamma distribution in [49].
The biggest issue on the approaches in [10] and [49] which utilizes the distribution
of the Htrain may be that the distributions of the training and test data can be
different, especially in signal level. This discrepancy would lead to a degradation of
the performance in the presence of the signal or interference level mismatch, as shown
in Section IV. On the other hand, if the parameters of the exponential distributions
adapt to the test data independently, all the prior informations obtained from the
training data would become useless. We can also consider to model the distribution
of the normalized encoding vectors as in [87] and [88], which, however, usually results
in too diverse distribution patterns depending on the signal level to be modeled with
a single parametric distribution.
In order to compensate the level mismatch between the training and test data
while maintaining the prior information collected from the training data, we model
the distribution of an R-dimensional encoding vector as an R-parameter multivariate
exponential distribution PDF (MVE) [89], [90] where we add a single time-varying
scaling factor. The cumulative distribution function of the R-parameter MVE for a
random vector X = (X1, ..., XR) is given as




for nonnegative xr’s where ηr is a nonnegative rate parameter corresponding to the r-
th component [90]. The parameters of the R-parameter MVE are initially estimated
80





, r = 1, 2, ..., R, (7.2)
where [·]r,p denotes the (r, p)-th component of a matrix.
During the separation phase, the parameters η = [η1, η2, ..., ηR]
T are modified
with a time varying scaling factor αi(t)∈ R+ for each source to compensate the level
mismatch. We will assume that there are two signals in the mixture for simplicity.
With the modified parameters η(t) = [αS(t)ηS
T , αN (t)ηN
T ]T∈ R(Rs+Rn)×1+ , the
objective function of the NMF in the separation phase is combined with the log-
likelihood of the current estimate for H(t) = [HS
T (t), HN
T (t)]T which gives as
f(H(t)) = D(V (t) |WH(t)) + γp[(η(t)⊗H(t)) · 1] (7.3)
where 1 indicates a vector of suitable size with all elements equal to one, γp de-
notes a parameter controlling the trade-off between the reconstruction error and the
log-likelihood, and · represents inner product. The MuR in (7.3) with KLD in the






k=1 Wk,r + γp[η(t)]r
. (7.4)
The time-varying scaling factor for each source, αi(t), is determined through the




T , obtained by a single iteration of (2.8) in which Ȟ(t) is initialized
by WTV (t) [68]. The instantaneous estimate of αi(t), α̌i(t), is obtained through the
MLE which is given as
α̌i(t) =
Ri
[ηi ⊗ Ȟi(t)] · 1
(7.5)
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where the subscript i denotes either target or interfering signal. For a more robust
estimation, it is useful to apply temporal smoothing such that
αi(t) = (1− β)αi(t− 1) + βα̌i(t) (7.6)
where β indicates a forgetting factor.
7.3 Experiment result
To evaluate the performance of the proposed algorithm, we applied it to audio
source separation in which the target source was speech. The proposed objective
function based on the prior distribution of H modeled by the MVE with adaptive
scaling factor was compared with those based on the lognormal distribution [10]
and the exponential distribution without parameter adaptation [49]. In addition, we
also compared the proposed algorithm with that based on independent exponential
distributions with individual parameter adaptation.
Speech samples were selected from TIMIT DB [74] while the interference signals
used for the experiments were the F-16, factory1, and babble noises extracted from
the NOISEX-92 DB [75]. Each signal was sampled at 16 kHz, and the Hamming
window and a 512-point discrete Fourier transform with 75% overlap were applied
to form a spectrogram. The training DB for speech consisted of 102-second long
speech data spoken by 40 different speakers, while the noise data for training were
117-second long in total for each type of noise. To test the proposed and conventional
methods, 32 sentences spoken by 32 different speakers which were not included in
the training DB were mixed with the aforementioned three types of noise data at
0 dB SNR. There was no overlap between the training and test data in both the
speech and interfering types. MuR was applied with the distance measure of KLD
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Table 7.1: The signal-to-distortion ratios for the same test signals of 0dB SNR with
various training data levels.




L1 Lognorm Exp Exp+IndAd Prop
matched
4.1985 5.2314
4.4233 5.7746 6.1359 6.7656
mismatched
S+10dB,N+10dB 3.3182 5.1503 6.1584 6.7514
S-10dB,N-10dB 4.8476 5.7834 6.1833 6.7609
S+0dB,N+10dB 3.5075 5.8872 6.1315 6.7465
S+0dB,N-10dB 4.4920 3.5713 6.0952 6.7404
S+10dB,N+0dB 4.3324 3.9949 6.0447 6.7562
S-10dB,N+0dB 4.3205 3.6359 6.2242 6.7783
S-10dB,N+10dB 3.5774 2.8089 6.2484 6.7755
S+10dB,N-10dB 4.3725 1.9302 5.9443 6.7100
mismatched
average
4.0960 4.0952 6.1287 6.7524
in the NMF analysis, and the numbers of iterations for the training and test phases
were set to 100 and 10, respectively. The number of bases R for each source was
set to 64, which provided a good trade-off between the reconstruction error and the
computational complexity.
The penalty terms used for the separation phase were:
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• None: without any penalty term (standard NMF)
• L1: L1 norm-based sparsity penalty term [91], [92]
• Lognorm: the negative log-likelihood assuming that H follows the multivari-
ate lognormal PDF [10]
• Exp: the negative log-likelihood of H where the distribution for H is assumed
to be an independent exponential PDF [49]
• Exp+IndAd: Exp. with individual parameter adaptation, i.e., with separate
scaling factor for each basis
• Prop: the negative log-likelihood of H where the distribution for H is assumed
to be MVE with one scaling factor for each source
Since the penalty terms for Exp and Prop have a similar form with the L1 norm-
based constraint, L1 was also applied for performance comparison [91], [92]. The
parameters of the lognormal and exponential PDFs were obtained from the 1st and
2nd order moments of HtrainS and H
train
N or logarithm of them. The γ parame-
ters which control the trade-off between the reconstruction error and the penalty
term were chosen to maximize the source separation performance for the valida-
tion set of 4 sentences with matched level, which resulted in the ranges γL1∈ [1, 3],
γlognorm∈ [0.01, 10], γExp∈ [0.16, 0.18], γExp+IndAd∈ [0.16, 0.18] and γp∈ [0.16, 0.18].
The scaling factors for the Exp+IndAd were computed in a similar way to (7.5)
and (7.6) with a single element of Ȟ(t).
The SDRs for the same test signals with various training data levels averaged
over all noise types are shown in Table I. For the ‘matched’ case in which the levels
of the signal and interference in the test data were the same as those in the training
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data, the algorithms based on sparse prior models showed superior performances.
The fact that the adaptation of the parameters brought about the performance
improvement even in the matched case may be due to its ability to track the temporal
evolution of the signal and interference level. The performance gap between Prop
and Exp+IndAd implies that keeping relative magnitudes among the elements of
η(t) is effective.
For the mismatched case in which the levels of the signal and interference in the
training data differ from those in test data, the performances of the conventional
prior model-based systems deteriorated significantly as expected. In Table I, ‘S +
10dB,N − 10dB’ for instance indicates that the average magnitudes of speech and
noise signals during the training phase were 10 dB higher and lower than those of the
test data, respectively. In contrast, two systems with parameter adaptation turned
out to be very robust to the magnitude level mismatch. As in the matched case, Prop
outperformed Exp+IndAd, which implies that maintaining relative magnitudes of






The audio source separation is a extracting or reconstruction of the target source
signals from the mixture signals which consist of the target and interfering sources.
The compositional model-based approaches which have a part-based feature have
been actively utilized for the audio source separation and these approaches show
a better performance than those of the statistical model, PCA, and ICA. In the
compositional models, NMF is representative and widely used for the audio source
separation. Although NMF-based audio source separation shows a proper perfor-
mance, it has various issues for the performance. In this dissertation, we propose
diverse approach for NMF-based audio source separation and analysis sparse NMF
for the audio source separation.
The first approach is a speech enhancement technique combining statistical mod-
els and non-negative matrix factorization (NMF) with on-line update of speech and
noise bases. The statistical model-based enhancement methods have been known
to be less effective to non-stationary noises while the template-based enhancement
techniques can deal with them quite well. However, the template-based enhancement
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techniques usually rely on a priori information. To overcome the shortcomings of
both approaches, we propose a novel speech enhancement method that combines
the statistical model-based enhancement scheme with the NMF-based gain func-
tion. For a better performance in time-varying noise environments, both the speech
and noise bases of NMF are adapted simultaneously with the help of the estimated
speech presence probability. Because the proposed online update properly reflects
each source information of the mixture signals, the separation performance of the
semi-supervised case is similar or better than those of the supervised case.
In the second approach, we propose discriminative NMF using the reconstruction
error of the other source, which means that the basis vectors of the target source
should not be used to represent of the background source. A desired bases of target
source should reconstruct the target source well, while do not represent the other
source. For this issue, we add a proper constraint to the objective function of NMF.
This proper constraint is utilized cross-reconstruction error of the interfering signals,
and this approach outperformed the other DNMF algorithms.
In the third approach, the incremental approaches for NMF bases estimation
are proposed. Since, however, the objective function of NMF is non-convex, the
performance of the source separation can degrade when the iterative update of the
basis matrix in the training procedure is stuck to a poor local minimum. In most
of the previous studies, the whole basis matrix for a specific source is iteratively
updated to minimize a certain objective function with random initialization although
a few approaches have been proposed for the systematic initialization of the basis
matrix such as the singular value decomposition and k-means clustering. Based on an
analogy between clustering and NMF analysis, we incrementally estimate the NMF
bases similar to the modified k-means and Linde-Buzo-Gray algorithms popular in
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the data clustering area.
In the last approach, the distribution of the encoding vector is modeled as a
multivariate exponential PDF (MVE) with a single scaling factor for each source.
The parameters of the MVE are initially estimated from the encoding matrix of the
training data, and adjusted in the test phase with a single scaling factor for each
source which is updated by the maximum likelihood estimation to deal with potential
level mismatch between the training and test data. A new objective function of NMF
analysis based on the prior model is proposed. The proposed method shows a better
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 많은 종류의 데이터들은 부분들로 이루어진 조합들로 표현 될 수 있다. 
자연적으로 발생한 거의 모든 신호와 데이터는 비음수 값들로 나타낼 수 있고 
이는 조합 모델로 설명이 가능하다. 이러한 조합 모델에서는 오로지 더하기 형태
의 조합만 가능하다. 즉 어떠한 부분을 빼는 것은 고려되지 않는다. 조합 모델들
(compositional models)에는 사전 학습, 전형 기반 기법, 그리고 비음수 행렬 인
수 분해(nonnegative matrix factorization, NMF) 등이 있다. 조합 모델들은 영상 
및 이미지 신호 처리, 문서 정보 처리, 음향 신호 처리, 음악 정보 처리 등 다양
한 분야에 사용되고 있다. 본 논문에서는 조합 모델들 중 NMF를 이용하여 음향 
신호 분리를 수행한다. 
목표 음원 분리는 목표 음원과 그 외 방해 음원이 섞인 입력 신호로부터 목표 
음원 만을 복원 또는 추출 하는 것을 말한다. 목표 음원 분리는 블라인드 소스 
분리(blind source separation, BSS)로 설명할 수 있다. BSS는 최소한의 사전 정
보로 목표 음원을 복원한다. 하지만 최근에는 많은 양의 사전 정보가 음원 분리
에 사용되고 있다. 단일 채널 소스 분리를 위해 기존에 독립 원소 분석, 스파스
(sparse) 분해, 주 원소 분석, 단수 값 분해, 계산적 청각 장면 분석, NMF 등의 
알고리즘들이 적용되었다.  
NMF는 비음수 데이터 행렬 V를 비음수 기저와 인코딩 행렬들의 곱으로 근사 
시킨다. 기저와 인코딩이 비음수이기 때문에 NMF 는 부분 기반의 데이터 표현
을 보인다. NMF 기반 방법들은 단일 채널 소스 분리에서 좋은 결과를 보이고 있
다. NMF 의 목적 함수는 일반적으로 유클리디언 거리(Euclidean distance), 컬백 
라이블러 발산(Kullback-Liebler divergence), 그리고 이타쿠라 사이토 발산
(Itakura-Saito divergence) 등으로 나타낸다. 이 목적함수로부터 기저와 인코딩 
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행렬을 구하기 위해 증가 업데이트 방식, 투영된 기울기 하강(projected gradient 
descent), NeNMF 등의 다양한 최적화 기법이 적용되었다. 그러나 NMF 기반 음
원 분리에는 여러가지 문제점들이 존재한다. 문제점들에는 기저들의 유일성 불만
족, 사전 정보에 높은 의존성, 목적 기저와 방해 기저의 겹치는 영역, 인코딩 정
보의 부족한 활용, 스파스 NMF 에 대한 분석 부족 등이 있다. 본 논문은 이러한 
문제점을 해결하는 방법들을 제시하였다. 
 4장에서는 통계 모델 기반 음성 향상과 NMF 기반 음성 향상 기법을 결합하
여 기저들을 실시간으로 업데이트 하는 방법을 제안했다. 목표 음원의 종류만 알
면 배경 잡음에 대한 사전 정보 없이 높은 음성 향상을 보임을 확인하였다. 5장
에서는 목표 기저들로 만들어지는 영역이 방해 기저들의 것들과 최소한으로 겹
치게 하는 새로운 배타적(discriminative) NMF 를 제안했다. 기존 배타적 NMF 
에 비해 매우 높은 성능 향상을 보였다. 6장에서는 기저들을 증가 방식에 따라 
개수를 늘려가는 기법들을 제안하였다. 음성 외에 바이올린, 피아노 음원에서도 
높은 성능을 보임을 확인했다. 7장에서는 인코딩 벡터들의 정보를 이용하여 특정 
통계 모델을 만들고 이를 음원 분리 과정에 활용하는 기법을 제안했다. 기저 뿐
만 아니라 인코딩 정보 또한 사전 모델을 이용하여 조절 해줌으로써 높은 성능 
향상을 가져 올 수 있었다. 
주요어 : 조합 모델, 음향 신호 분리(음원 분리), 음성 향상, 비음수 행렬 
인수분해(NMF), 기저 업데이트, 배타적 NMF, 증가 방식, 인코딩 벡터 
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