Abstract. Consider a problem of minimizing a separable, strictly convex, monotone and differentiable function on a convex polyhedron generated by a system of m linear inequalities. The problem has a series-parallel structure, with the variables divided serially into n disjoint subsets, whose elements are considered in parallel. This special structure is exploited in two algorithms proposed here for the approximate solution of the problem. The first algorithm solves at most min{m, ν − n + 1} subproblems; each subproblem has exactly one equality constraint and at most n variables. The second algorithm solves a dynamically generated sequence of subproblems; each subproblem has at most ν − n + 1 equality constraints, where ν is the total number of variables. To solve these subproblems both algorithms use the authors' Projected Newton Bracketing method for linearly constrained convex minimization, in conjunction with the steepest descent method. We report the results of numerical experiments for both algorithms.
Introduction
Consider an n-partite graph
where the component G i has a set V i of ν i vertices, and
the edges are all possible pairs
connecting successive components, and the paths of the graph are the n-tuples
i.e. each path contains precisely one vertex from each component. With each vertex v ∈ V is associated a real variable x v and a function f v : R → R. The variables {x v : v ∈ V} are collected in a vector
x ∈ R ν , where
is the number of vertices of G, and an objective function F : R ν → R is defined by
It is required to minimize F (x) subject to constraints over all the paths from some subset
where the summation is over all vertices in the path W , and the constants b W are given.
For example, consider a design problem for a series-parallel system under reliability constraints.
Let each vertex v have a survival probability q v and fail independently of other vertices. Then the survival probability of any path is the product of the probabilities q v of its vertices, and suppose that path survival probabilities are required to exceed certain levels, say
which reduce to the linear constraints (7) by changing variables to
The methods developed in this paper are applicable to any such design problem which has a cost function of the form (6) .
Optimization problems with a series-parallel structure as above appear in gearbox design where the vertices are gears, the components are axles carrying several gears, and a path is a selection of gears, one on each pair of adjoining axles, so as to control the output velocity.
Similar problems arise in transportation networks, where paths correspond to alternate routes.
In this paper, we study optimization problems for systems with series-parallel structure, see Section 2, and propose two algorithms for their approximate solution in Section 5. These algorithms use the authors' Projected Newton Bracketing (PNB) method for linearly constrained convex minimization that we review in Section 3. Section 4 is devoted to the simplest special case of the problem. In Section 6 the results of numerical experiments are described. The validity and convergence of the proposed methods are discussed in Appendix.
Notation and preliminaries
For convenience we denote each vertex v by a double index ij, where i is the index of the component, and j is the index of the vertex in the component i, i = 1, . . . , n, j = 1, . . . , ν i .
The system in question can be described as follows:
• it consists of n components connected sequentially (i.e., in series),
• each component consists of several vertices connected in parallel,
• the i th component has ν i such vertices indexed by the set
• the (ij) th vertex is represented by a continuous variable x ij , required to lie in an interval
• the variables are grouped in a vector x ∈ R ν , partitioned in n subvectors
and the vector x is restricted to the interval
• the index set of the vector x is
• a path (through the system) is a selection of one vertex from each component, the k th path is
ν i paths, and the set of all paths is denoted W, and
• the cost function F : X 0 → R is a separable function of the variables x ij , say
where each f ij is a strictly convex increasing differentiable function.
Let I be a given subset of path indices of W. For each k ∈ I we associate with the path W k the (linear) function
and the constraint
where b k are given constants. For any I ⊆ I we define the sets
and the corresponding problems
with optimal solutions x * (I) and x * (I) respectively.
The goal of this paper is to develop fast approximate methods for solving the problem T (I).
We will consider the non-trivial case, when all vertices of the set J are used in the collection of paths I, and the problem cannot be decomposed into independent subproblems:
We also make the following assumptions:
which implies that the feasible set of the problem T (I) is non-empty and satisfies Slater's regularity conditions;
• the reduction of any variable to its lower bound when all other variables have feasible values leads to violation of all of the constraints corresponding to the set I,
which implies that the lower bound constraints cannot be binding in any feasible solution, and
• for any (sp) ∈ J(I), I ⊆ I, if x sp exceeds its upper bound x sp then the value f sp (x sp ) increases so fast that it exceeds
f ij (x ij ), for any I ⊆ I and x, x ∈ X(I) such that
which implies that for any I ⊆ I such that X(I) X 0 = ∅, a solution of the problem T (I)
cannot be achieved at any infeasible x .
The problem in question T (I) is a special linearly constrained convex minimization problem (LCCM).
It can be solved using the general methods of convex programming. However, for more efficient solution of such problems (in particular, large scale instances) it is worthwhile to use special methods, which take into account the specific properties of these problems.
In the proposed solution of the problem T (I), a sequence of auxiliary subproblems of type T (I) needs to be solved. To solve these subproblems, we use the Projected Newton Bracketing method (PNB) [2] in combination with the steepest descent method. We review the PNB method in the next section.
To describe the proposed approaches for solving T (I) we introduce the following definitions.
Define for any k ∈ I a binary vector
where
Let:
• A(I) be the |I| × ν matrix with rows a (k) , k ∈ I;
• ν = max{ν i : i = 1, ..., n};
• n 1 be a number of sets from the collection {G i |i = 1, 2, ..., n} with cardinality 1.
The following remarks give some properties of the coverings defined above.
Remark 1. A subset I ⊆ I is a covering if and only if t ij
The number of elements in a covering is at least ν.
The number of elements in a linearly independent covering does not exceed ν − n + 1 (see Theorem 2 in Appendix). For any linearly independent covering I the set X(I) = ∅ (see Corollary 2 in Appendix).
Remark 2. Since F (x) is strictly convex and increasing in each variable, it is also strictly increasing in each variable. Therefore, some of the constraints of X(I) is binding in the optimal solution (recall that lower bound constraints cannot be binding by (A2)), and x * (I) belongs to some facet of a convex polyhedral set X(I).
Remark 3. If a covering I ⊆ I is linearly independent and x = x * (I) then (see, for example, [3] ) there exists a unique vector λ = (λ k : k ∈ I) ∈ R |I| such that
A covering I is an extreme covering if and only if λ ≥ 0 (see, for example, [3] , [7] ).
Remark 4. If in a covering I for any k ∈ I there exists (ij) ∈ W k such that t ij (I) = 1 then I is an extreme linearly independent covering.
The covering I in this case is a linearly independent covering because a (k) cannot be a linear combination of other vectors of the set {a (s) : s ∈ I}. Moreover, for any k ∈ I, g k (x * (I)) = b k because if there exists s ∈ I such that g s (x * (I)) > b s then the value F (x * (I)) can be decreased by decreasing some x ij such that (ij) ∈ W s and t ij (I) = 1 (according to the assumption (A2)). Consequently, x * (I) = x * (I), and I is an extreme covering.
The PNB method
The problem
is specified by the triple {f, A, b}, where S = {x : Ax = b} is assumed nonempty and f : R n → R is a convex function, differentiable and bounded below with an attained infimum f min on S. 
The upper bound is U := f (x), where x is the current iterate. An initial lower bound L 0 is assumed known. At each iteration the bracket [L, U ] is reduced, either by lowering U or by raising L.
If the bracket is sufficiently small, say
then the current x is declared optimal, and computations stop.
For each non-terminal step, select 0 < α < 1 and define M ∈ [L, U ]:
For a projected gradient direction
do one iteration of the directional Newton method [5] 
as if to solve f (x) = M . This guarantees that x lies in S at all iterates if the initial solution is in S. If
The new value f (x + ) then allows narrowing the bracket [L, U ] to obtain a new bracket [L + , U + ], as follows:
In either case the bracket is reduced, the reduction ratio is
The PNB method is valid if the level sets of the problem are not "too narrow", see [2] . A typical sufficient condition is: let f be a quadratic function
where the matrix Q is positive definite. Then the PNB method is valid for minimizing quadratic function f if the condition number of the matrix
Note, that PNB method does not guarantee obtaining the problem solution, if the level sets of the problem are "too narrow". In this case, it can happen that L > f min for current L.
The simplest special case
Consider a special case of the problem T (I), when I = W, and
The following property of a solution x * of the problem T (W) allows us to find this solution in a simple and efficient way.
Proof. Without loss of generality, assume
, and x * is on the border of a polyhedral set X(I)
Denote by I a set of all paths in W containing a vertex ν i j . Obviously, g k (x * ) > b for all k ∈ I. Consider a vector x 0 , obtained from x * by replacing
The following statements hold:
This contradicts the assumption that x * is a solution of the problem T (W). Therefore, there is no 
under a single linear equality constraint
The problem (21)- (22) 5.1. The first algorithm in question maintains, for each path k, the sets of variables Ω k which can still be modified in subsequent iterations. In each iteration, it selects a path (constraint) with the smallest slack and optimizes the variables in the corresponding set Ω in the space of this path's equality constraint. These variables are then removed from all Ω-sets and remain fixed in subsequent iterations.
The algorithm terminates when all variables are fixed and solves at most min{|I|, ν −n+1} subproblems.
Each of these subproblems contains at most n variables and a single binding constraint (9).
Algorithm 1 (Approximate solution of the problem T (I)).
If ∆ = 0 then go to Step 5.
Find a solution (x
4. Set
Set
6. If I = ∅, an approximate solution of T (I) has been obtained. Otherwise, go to Step 2 (the next iteration).
For solving the auxiliary problem (24)-(25) the PNB method is used with an initial lower bound
and an initial solution from the set
The solution obtained by this method is further improved (if necessary) by the steepest descent method.
The number of iterations in Algorithm 1 is at most min[|I|, ν − n + 1], at each iteration we obtain a vector x ∈ X(I) ∩ X 0 , and a set Z obtained at the terminal iteration is a linearly independent covering (see Theorem 3 in Appendix).
A solution obtained by Algorithm 1 can be improved by Algorithm 2. 
Algorithm 2.
1. Let Z = Z 0 be a linearly independent covering and
If such λ exists, go to Step 3. Otherwise, go to Step 4.
If λ q ≥ 0, then x is an approximate solution, stop. Otherwise, set
Otherwise, set Y := ∅ and go to Step 9.
8. If Y = ∅ and a (q) is linearly dependent on the system of vectors {a (k) : k ∈ Z}, go to Step 3.
Otherwise, go to Step 5.
11. Starting with the initial point x find by the steepest descent method a point
Step 3, otherwise go to Step 4.
Remark 5.
Step 11 is necessary since the level sets of the problem for the current Z can be "too narrow", and the PNB method can stop at x such that |d(x, Z)| >> ε (see Section 3).
With the assumption of finiteness of the steepest descent method for a given accuracy, Algorithm 2 is finite. The set Z obtained by Algorithm 2 is a linearly independent covering, a vector x ≈ x * (Z) ∈ X(I) ∩ X 0 , and F (x) ≤ F (x 0 ) (see Theorem 4 in Appendix).
Numerical experiments
The goal of the numerical experiments is to test the efficiency of Algorithms 1, 2 and the applicability of the PNB-method for problems of considered type. The algorithms were tested on the following class of problems T (I):
We use Algorithms 1 and 2 to solve a set of random problems of the considered type. These problems are grouped in collections of 10. Problems from the same collection are characterized by the same parameters n, ν and |I| and differ in the set of constraints I and the values of ν i , b k , a ij , c ij . The coefficients a ij and c ij are generated in a random way so that the condition (A3) holds. A set of constraints I for each generated problem is chosen so that I is a covering. To solve each problem from a collection we use the following sequence:
-find an approximate solution x * (A1);
-find an improved solution x * (A2);
-find an exact solution x * (I) of the problem T (I) by the special method based on the idea of constraints relaxation [8] .
The subproblems (24)-(25) formed in Algorithm 1 were solved in two stages:
-solving by the PNB-method followed by verification of optimality of the obtained solution;
-improvement of a non-optimal solution by the steepest descent method in the corresponding manifold.
The following characteristics were calculated (for each collection of 10 problems): -ξ(A1) -the relative inaccuracy
of F (x * (A1)) with respect to the optimal value -ξ(A1 − 2) -the relative inaccuracy
of F (x * (A1)) with respect to the value 
of F (x * (A2)) obtained by Algorithm 2 with respect to the optimal value F (x * (I)).
The results of experiments for Algorithms 1 and 2 are presented in Tables 1 and 2 .
We next present some conclusions from the obtained results. 4. Algorithm 2 finds x * (I) in almost all problems.
5. Algorithm 2 requires considerably more calculations than Algorithm 1.
Conclusion
The numerical experiments have confirmed the computational efficiency of both Algorithms 1 and 2, an efficiency that increases with the problem size. Algorithm 1 efficiently finds an approximate solution that is close to the optimal one. Algorithm 2 requires considerably more calculations than Algorithm 1, but -in almost all instances -finds the optimal solution of the problem. The use of the PNB method, in conjunction with the steepest descent method, improves the efficiency of the proposed methods, although the PNB method, by itself, does not guarantee optimality of the obtained solutions since the level sets of the problems can be "too narrow".
Appendix. Basic theorems
The algorithms proposed in the previous section are based on the following results.
Theorem 2. A number of elements in a linearly independent covering does not exceed ν − n + 1.
Proof. It is sufficient to show that the rank of the matrix A(W) is equal to ν − n + 1. We prove this statement by induction on the number n of sets G i and the number ν i of elements in the current set For n = 1 the theorem holds, since A 1 is an identity ν 1 × ν 1 matrix.
We assume that the theorem holds for n = k, and prove for n = k + 1.
For ν k+1 = 1 the rank of the matrix A k+1 coincides with the rank of the matrix A k , since the column 1 is a sum of the first ν 1 columns of A k . Since the rank of the matrix A k is
, the theorem is true for ν k+1 = 1. Suppose that the theorem holds for ν k+1 = l and show that it also holds for ν k+1 = l + 1.
Observe that for any t = 1, ..., p k , a row a (lp k +t) of the matrix A k+1 is linearly independent of its rows a (q) , q = 1, ..., lp k . At the same time, a (lp k +t) = a (lp k +1) + a (t) − a (1) for any t = 2, ..., p k . Therefore, the new block of rows appended to A k+1 when ν k+1 is increased by 1 only adds one row which is independent of the rows contained in the block above, and the rank of A k+1 is Proof. Part (a). At the initial iteration the set Ω contains exactly n elements from J, which are fixed at this iteration. At each subsequent iteration of the algorithm at least one new element from J is fixed.
Since |J| = ν, the number of iterations does not exceed ν − n + 1. On the other hand, the number of iterations is at most |I|, since at each iteration the current set I ⊆ I is reduced by at least one element.
Thus, the number of iterations is at most min[|I|, ν − n + 1].
Part (b).
For an initial solution x = (x ij : (ij) ∈ J) all inequalities (9) of the problem T (I) are satisfied (see Assumption (A1)).
As is selected by (23) at each iteration and {x ij = x * ij : (ij) ∈ Ω } is a solution of the problem (24)-(25), then
and for all k ∈ I the following statements hold:
Therefore, at each iteration
The validity of the statement x ij ≤ x ij for all (ij) ∈ Ω follows directly from Assumption (A3).
Then x ij ≥ x ij for all (ij) ∈ Ω follows from Assumption (A2). Finally, at each iteration x ∈ X(I) ∩ X 0 .
Part (c).
At each iteration of the algorithm, Z is a linearly independent set, since each new inserted constraint contains at least one variable x ij such that (ij) / ∈ j∈Z W j . Obviously, at the terminal iteration j∈Z W j = J, and Z is a linearly independent covering.
Lemma 1. Let Z be a linearly independent covering, q ∈ Z is such that λ q < 0 in the expansion
The validity of this statement follows, in particular, from [7] .
Theorem 4. Let Z 0 be a linearly independent covering and x 0 ∈ X(Z 0 )∩X(I)∩X 0 . Then Algorithm 2 finds in a finite number of iterations a linearly independent covering Z and
Proof. 1. An initial set Z is, by definition, a linearly independent covering and
Let us show that at any subsequent iteration and at any step of the algorithm the current Z and x satisfy these conditions, and at any Step 3
The set Z can be modified only at Steps 3,7 or 11 of the algorithm, and x -at Steps 10 and 11. We consider these modifications next.
Let at the current Step 3 Z be a linearly independent covering,
Z\{q} formed at Step 3 is not a covering and λ q < 0. Then there exists (ij) ∈ W q such that (ij) / ∈ W k for any k ∈ Z\{q}. Since F (x) is an increasing function in components of x, then λ q = ∇F ij (x) > 0.
This contradicts to the condition λ q < 0. Consequently, Z\{q} is a linearly independent covering. It is also obvious that
and g r (x + ) < g r (x) = b r for r which is added to the set Z at this step. Therefore, the set Z ∪ {r} formed at this step is a linearly independent covering if Z is a linearly independent covering and moreover
Obviously, under transition to Step 3 from Steps 2, 5, 10 or 11 for current x and Z the value
Consider a transition to Step 3 from Step 8. Let x l and Z l denote the current x and Z after the modification at
Step l ∈ {3, 7}, A(Z) = {a (k) : k ∈ Z}. According to the algorithm x 3 = x 7 = x,
For x obtained at Step 9 and current x and Z, the segment [x, x ] ⊆ X(Z) ∩ X(I) (see Steps 6, 7, 9) and the set {x ∈ [x, x ]|F (x ) ≤ F (x)} ⊆ X 0 (according to Assumptions (A1)-(A3)). Thus, x ∈ X 0 after Step 10. Similarly, it can be shown that x ∈ X 0 after Step 11.
According to Assumptions (A1-A3), the value L = L 0 assigned at Steps 1, 3 and 11 satisfies to the condition L ≤ F (x * (Z)) for any current Z. Moreover, if the condition L ≤ F (x * (Z)) holds for the current Z at some step of the algorithm, then it holds for all subsequent steps while L is unmodified (at Step 10), since at Step 7 Z can only be expanded.
When analyzing the possible modification of L for the current Z at Step 10, it is necessary to distinguish two cases. In the first case when the level sets are not "too narrow" the modified value Thus, according to Lemma 1, a (q) , d(x, Z\{q}) < 0 for the current x and Z. Consequently, the constraint g q (x) ≥ b q is inessential at this point x and can be removed.
Otherwise, givenα = 0 after the transition to Step 3, the algorithm either stops (if λ k ≥ 0 for all k ∈ Z\Y ) or the next q such that λ q < 0 is removed from the current set Z\Y and added to Y .
Afterwards, while the valueα = 0 remains unmodified, this q can be inserted in Z at some subsequent
Step 7 but cannot subsequently be removed from Z\Y without previous modification ofα (see Steps 7,8 and 3). Thus, due to finiteness of the set I, the number of iterations of the algorithm with fixed α = 0 is finite. Particularly, the number of transitions to Step 3 with unmodified x is finite.
For unmodified Z, due to finiteness of the PNB method, the number of iterations in the cycle between
Steps 4 and 11 is finite. As in that cycle Z can only be expanded due to the finiteness of the set I, the total number of iterations in this cycle is also finite.
Consequently, the number of steps of the algorithm between two adjacent transitions to Step 3 with different values of x is finite. As we showed above, at Step 3 F (x) ≈ F (x * (Z)) or d(x, Z) ≈ 0 for the current x and Z. Due to the strict convexity of F (x) and decreasing values F (x) while x is modified in the algorithm, Z cannot be repeated under subsequent transitions to Step 3. So, the number of transitions to
Step 3 is finite due to the finiteness of the set I (and consequently, the finiteness of the number of linearly independent coverings Z from I). Consequently, Algorithm 2 is finite.
Since F (x) decreases when x is modified, F (x) ≤ F (x 0 ) for the terminal x.
