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Abstract 
In this work, we apply full waveform inversion (FWI) for CO2 quantification at the Sleipner field. A feasibility 
study is first carried out on synthetic data to evaluate the capability of FWI to resolve thin CO2 layers. The results 
show that FWI can improve the resolution of the velocity model at Sleipner and help in better characterizing the 
CO2 bearing layers velocities and thicknesses. The method is then applied to the 2008 vintage. The inversion 
results provide clear indications about the geometry and the lateral extent of the CO2 plume. In addition, strong 
coherency is observed when compared to the migrated image. 
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1. Introduction 
The injection of large quantities of carbon dioxide (CO2) into underground reservoir rocks for long-term storage 
is considered nowadays as a vital part of the solution to the global climate change. In the North Sea, an industrial 
scale CO2 storage operation has been piloted since 1994 at the Sleipner field. Approximately 1 million tons of CO2 
per year have been injected at about 1000 m depth into a saline reservoir, the Utsira Formation. 
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In this context, the intensive work carried out to quantify the CO2 saturation distribution from interpreted 
reflectivity changes in seismic amplitudes revealed to be challenging. The sandy Utsira Formation includes a few 
thin shale beds with P-wave velocity around 2200 m/s, causing complex wave propagation modes (inter-bed and 
surface related multiples) that affect the seismic data (e.g. Queißer and Singh [1]). 
To overcome some of these difficulties, an alternative consists in using full waveform inversion (FWI). The 
method has the biggest potential to better quantify the medium properties by exploiting the whole information 
contained in the seismic signal. The method aims at determining a “best fit” model by iteratively minimizing the 
misfit between the observed waveform and the synthetic waveform data generated with forward modelling and has 
the potential to estimate the wavefield attenuation, the reflector depth and geometry, and the background velocity 
by inverting amplitude, traveltime and move-out information contained in pre-stack seismic data as indicated in 
Hicks and Pratt [2].It allows reconstructing the full wavenumber range contained in the data and thus to drastically 
improve the resolution of the derived tomographic models. FWI can be formulated in the time-space domain or in 
the frequency-space domain (e.g. Pratt and Worthington; Tarantola [3, 4]). An extensive overview of the method is 
provided in Virieux and Operto [5]. 
The purpose of this work is to apply FWI for CO2 monitoring at the Sleipner field. We use a 2D non-linear 
visco-acoustic code formulated in the frequency domain to invert for seismic P-wave velocities. In a first stage, a 
feasibility study is carried out using a Sleipner synthetic model to evaluate the capability of FWI to resolve 10 
meters thick CO2 layers. In a second stage, we apply of the method to an extracted 2D line from the 2008 Sleipner 
real data. The results of the two stages are presented in this paper. 
2. Frequency domain Full –waveform inversion 
In our approach, we use finite differences and the mixed grid approach described in Jo et al.; Stekl and Pratt; 
Hustedt and Virieux [6-8] to solve the 2D visco-acoustic wave equation in the frequency-space domain. The 
inverse problem is solved using a gradient method. The gradient method in its standard form provides the 
following relationship between the perturbation model and the data residuals: 
}{ *dJm GDDG Tp eS           (1) 
where Gm is the model perturbation, Sp  is the gradient of the misfit function defined in our case in a least 
square sense, D is the step length, TJ is the transpose of the Jacobian matrix, *Gd is the conjugate of the data 
residuals and e  denotes the real part of a complex number. In order to provide stable and reliable results, scaling 
and regularisation need be applied to the gradient method. In our approach, we precondition the gradient by the 
diagonal of the approximated Hessian ࡴ௔  following the work of Ravaut; Shin et al. [9, 10]. The damping 
parameter O  is used to avoid numerical instabilities. The perturbation model can be written as follow: 
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where  
})(Re{ JJH Ta diagdiag           (3) 
3. Application to the Sleipner synthetic model 
We investigate the capability of FWI to image thin CO2 layers for a synthetic Sleipner model (figure 1.a).Two 
tests are presented in this section. The first test corresponds to a reference case. The second one is performed using 
an acquisition geometry consistent with the one used to acquire real data. 
3.1. Reference case 
As a first test, we consider a reference scenario using an acquisition geometry with a maximum offset of 3.2 
km. The receivers are fixed and record every shot along the profile. Spacing of 40 m and 20m is used for the 
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sources and receivers, respectively. The initial model used to perform FWI was obtained by smoothing the true 
model and describes the gas cloud as a smooth structure (figure 1.b). We inverted for 8 frequency components 
between 10 and 45 Hz with a maximum of 10 iterations per frequency. The derived result is depicted in figure 1.c. 
An example of extracted vertical profiles is shown in figure 1.d. The results suggest that in this case, FWI allows a 
good reconstruction of low velocity layers of about 15 to 20 meters thickness. Imaging thinner layers requires the 
inversion of higher frequencies. 
3.2. Effect of acquisition geometry 
Since FWI is quite sensitive to the acquisition geometry, we investigate the influence of more realistic 
acquisition geometry on the inversion results. Unlike for the previous test, the real data of the 2008 Sleipner 
vintage are streamer data and were acquired with a maximum offset of 1.8 km. To be consistent with the real case, 
we considered a similar streamer acquisition. The modelled recorded line is 3.2 km long with a maximum offset of 
1.8 km. For efficiency purpose, we only considered a source every 100 meters (31 sources) and a receiver every 25 
meters (72 receivers per shot). The inversion parameters are the same than for the previous test in order and the 
derived model at 45 Hz is shown in figure 2. 
Although results with the limited offset are different, they still allow reconstruction of a well defined velocity 
model of the gas cloud. The artefacts appearing in the shallower part of the model can be attributed to the large 
spacing between the sources (aliasing) and could be reduced by including more sources in the inversion. 
The results of the synthetic tests carried out suggest that FWI can be a very powerful method to help improving 
the resolution of the velocity model at Sleipner and better characterizing the CO2 layers velocities and thicknesses 
if the initial model is good enough and data are of good quality. 
 
 
 
 
(a) 
(b) 
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Fig 1: Results from FWI on the TNO synthetic Sleipner model using optimal acquisition geometry. (a) Modified TNO synthetic Sleipner model; 
(b) Initial velocity model; (c) P-wave velocity model derived after inversion of frequency components up to 45 Hz;(d)Extracted vertical profile 
at a distance of 0,9 Km. Red, green and blue lines correspond to the true ,initial and FWI model, respectively.  
 
Fig 2: P-wave velocity model derived by FWI after inversion of frequency components up to 45 Hz. 
4. Application to real dataset 
4.1. Preprocessing and choice of the initial velocity model 
The first step to the application to real data consisted in extracting and pre-processing the data. We selected one 
vintage from the 2008 Sleipner data (Inline 1881) where the shot line is crossing the gas cloud and the maximum 
recorded offset is available. Since FWI is quite sensitive to the level of noise in the data, specific pre-processing 
has been applied to improve the signal to noise ratio without affecting the amplitude of the data. 
The pre-processing workflow used in this work consisted in: 
x Removing the t2 divergence compensation: the effect of t2 gain was removed since the inversion is 
performed from low to high frequencies in the frequency-space domain and thus true amplitudes are 
required.  
x Muting the data before the first arrivals and selecting data with offset larger than 420 m to remove low 
signal to noise ratio data. 
x Data time shifting to get a causal signal and 3D to 2D conversion.  
For the initial velocity model, we have used a stacking velocity model converted to interval velocity in depth. 
We assumed a horizontal sea bottom for the whole 2D line. The velocity model considered (figure 3a) is 4 km long 
and 1350 m deep. It was defined on a regular 3 m squared grid to guarantee a sufficient accuracy of the forward 
problem when higher frequencies are considered. The validity of choosing this model was checked by finite 
difference modelling. 
(c) (d) 
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4.2. Inversion results 
The free surface is source of complex propagation modes that contribute to the strong non-linearity of the 
inverse problem. The use of absorbing boundary conditions on the top of the model implies that the shot and 
receiver ghosts (and their multiples) should be removed from the real data since they are not taken into account in 
the forward modelling. 
A simple alternative to model ghosts and free surface multiples consists in adding a layer with the properties of 
the air for both velocity and density to the top models. For the P-wave velocity, a layer with a velocity of 330 m/s 
is added. To avoid numerical dispersion due to the use of a realistic density value (around 1.2 Kg/m3), a new initial 
model is created by superimposing a fractal density variation onto the background model used as initial density 
model for the inversion. Sources and receivers coordinates are afterwards shifted accordingly. 
Unlike results of previous work where the inversion of higher frequencies (higher than 20 Hz) revealed to be 
challenging and very sensitive to cycle skipping (Ravaut et al., 2009; Romdhane et al., 2012), the inversion result 
obtained in this study (figure 3.c) shows a clear improvement in terms of resolution for both the CO2 bearing thin 
lenses and the shale layers. Neither high velocity amplitudes nor ringing effects are observed after the inversion of 
frequencies up to 39.5 Hz. A close up of the target region is depicted in figure 3.d. The final model derived from 
FWI provides very clear indications about the lateral extent of the CO2 plume and the internal geometry of CO2 
accumulated layers, the lowest P-wave velocities being in the vicinity of the injection point. The inversion 
algorithm clearly converges toward a possible solution. The thicknesses of the CO2 bearing layers are consistent 
with those estimated in Chadwick et al. [11]. The new inversion result in this study shows that taking into account 
the free surface effects contributed in reducing the sensitivity of the algorithm to cycle skipping at higher 
frequencies. However, the P-wave amplitudes observed inside the CO2 plume (~ 1700 m/s) seems to be bigger than 
what is estimated in Arts at al., 2002 and Carcione et al., 2006 [12,13] for this case (~ 1500 m/s). This might be 
attributed to some averaging effect while reconstructing the highly contrasted thin layers given the resolution 
expected by FWI at 39.5 Hz. Inverting for higher frequencies to mitigate these differences is, however, challenging 
since they are more sensitive to cycle skipping. 
 
 
(b) 
(a) 
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Fig 3: (a) Initial model; (b) Close up of the target region of the initial model; (c) Model derived from FWI at f=39.5 Hz; (d) Close up of the 
target region of the model derived from FWI at f=39.5 Hz to be compared with (b). The symbol corresponds to the projection of the injection 
point. 
Figures 4.a and 4.b show the corresponding inline extracted from the 2008 3D post-stack time migrated cube (in 
3D and 2D views) and figure 4.c the final model derived from FWI at f=39.5 Hz. The migrated data is stretched to 
depth using a very simple time to depth relationship extracted from well15-9-13 situated at around 1300 m distance 
from the 2D line. 
 
(c) 
(d) 
(a) 
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Fig 4: (a) 3D view of two seismic sections from the 3D post stack time migrated volume of the 2008 vintage. The plotted Inline corresponds to 
the extracted 2D line used to perform FWI. The black line corresponds to the injection well; (b) 2D view of the time migrated inline 1881 from 
the 2008 dataset; (c) Model derived from FWI using 2008 data at f=39.5 Hz. The black line corresponds to the injection well (15/9-A-16) (3D 
view in (a) and projected view into the plan of the seismic section in (b) and (c)). 
Reflected signals from the CO2 bearing layers are clearly visible on the migrated image. Strong coherency, in 
terms of features, can be observed between the migrated image and the inversion results. In the upper part of the 
model, the geometry and position of some channels coincide well. In the deeper parts of the model, the errors due 
to time to depth conversion are expected to be more important. Some coherency can also be observed in term of 
lateral extent and geometry of the CO2 plume, as well as the geometry of the layers below the injection point in the 
deeper parts of the model. Nevertheless, a discrepancy, that needs to be further investigated, is observed right 
above the injection point: the expected strong velocity anomaly on the P-wave model seems to correspond to a 
dimming of the reflected amplitudes on the migrated section.  
 
(b) 
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5. Conclusions 
In this work, we have investigated the possibility of use Full Waveform Inversion (FWI) to better characterize 
both thickness and P-wave velocities of the CO2 saturated sand layers at Sleipner. In a first stage, we evaluated the 
capability of FWI to image thin velocity layers for a synthetic Sleipner test and showed that the method can 
drastically improve the resolution of the velocity model at Sleipner and help in better characterizing the CO2 layers 
velocities and thicknesses. 
In a second stage, we applied FWI to an extracted line from the 2008 vintage of the Sleipner data. A specific 
pre-processing workflow was applied to improve the signal to noise ratio without affecting the amplitude of the 
data. We have in addition taken into account the propagation modes due to the free surface in the modelling 
process to mitigate the strong non-linearity of the inversion problem. This includes, in particular, the receiver and 
shot ghosts and free surface multiples. The final model derived from FWI at 39.5 Hz provides clear indications 
about the lateral extent of the CO2 plume and the geometry of CO2 accumulated layers inside the plume. 
Comparison between the time migrated image and the inversion result show promising consistency that needs to be 
further investigated. Future work will include performing 3D inversion of real data and assessing the effects of 
introducing prior knowledge (e.g. well information) on the inversion results. 
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