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Resumo
Neste trabalho, destacamos a importância da geometria hiperbólica, das equações diferen-
ciais fuchsianas, dos grupos fuchsianos associados às correspondentes regiões fundamentais
bem como das tesselações hiperbólicas na construção de novas constelações de sinais, e
consequentemente, na proposta de novos sistemas de comunicações mais eficientes, con-
fiáveis e menos complexos do que aqueles já existentes. Assim, apresentamos os conceitos
matemáticos que possibilitam uma nova abordagem para o problema de projetar novos
sistemas de comunicação digital. Do mergulho de um canal discreto sem memória em uma
superfície, o gênero dessa superfície é conhecido. De posse do valor do gênero, associamo-o
a uma curva hiperelíptica com todas as raízes distintas e localizadas na fronteira do disco
de Poincaré (para que a região de uniformização seja máxima) e que satisfaça a Conjec-
tura de Whittaker associada à equação diferencial fuchsiana, e estabelecemos os seguintes
objetivos: 1) identificar os geradores do grupo fuchsiano associado cuja região fundamen-
tal uniformizará a curva hiperelíptica; 2) estabelecer uma relação entre o grau da curva
hiperelíptica e a tesselação da superfície gerada pelo grupo fuchsiano associado à curva
hiperelíptica e, consequentemente, explicitar a relação entre os tipos de curvas hiperelípti-
cas e os correspondentes grupos fuchsianos aritméticos; 3) verificar se os grupos fuchsianos
associados às curvas hiperelípticas de mesmo gênero são isomorfos por conjugação e/ou
por combinação linear; e 4) mostrar a importância do fato de que as equações diferenciais
não lineares de Ricatti e de Schwarz apresentam uma componente linear, uma equação
diferencial linear fuchsiana, e uma transformação não linear. Certamente, essa importante
característica propiciará que novas linhas de pesquisa possam ser consideradas.
Palavras-chaves: Região Fundamental; Grupo Fuchsiano; Equações Diferenciais Fuch-
sianas; Geometria Hiperbólica; Constelações de Sinais.
Abstract
In this work, we call attention to the importance of the hyperbolic geometry, of the
Fuchsian differential equations, of the Fuchsian groups associated with the correspond-
ing fundamental regions as well as of the hyperbolic tessellations in the construction of
new signal constellations, and consequently, in proposing more efficient, reliable and less
complex communication systems than the previous known systems. In this direction, we
present the mathematical concepts and tools which provide a new approach to the design
of new digital communication systems. From the embedding of a discrete memoryless
channel in a proper surface, the genus of such surface is known. Knowing the genus, we
associate it to a hyperelliptic curve with distinct roots in the Poincaré disk which satisfies
Whittaker’s conjecture associated with the Fuchsian differential equation. Thus, the ob-
jectives are described as follows: 1) to identify the generators of the Fuchsian group whose
fundamental region uniformizes the hyperelliptic curve; 2) to establish a relationship be-
tween the degree of the hyperelliptic curve and the tessellation generated by the Fuchsian
group associated with the hyperelliptic curve and, consequently, to show a relationship
between the hyperelliptic curve and the corresponding arithmetic Fuchsian group; 3) to
show the existence or not of an isomorphism by conjugation and/or by linear combination
between the Fuchsian groups associated with the hyperelliptic curves; and 4) to show the
importance of the fact that the Ricatti and Schwarz differential equations have a linear
component, a Fuchsian linear differential equation, and a nonlinear transformation. Cer-
tainly, this important characteristic will provide new research directions to be followed.
Keywords: Fundamental Region; Fuchsian Group; Fuchsian Differential Equations; Hy-
perbolic Geometry; Signal Constellations.
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1 Introdução
Um sistema de comunicação, de forma simplificada e sem perda de generali-
dade, conecta uma fonte ao destinatário por meio de um canal. Entretanto, ao transmitir
a informação, o sistema de comunicação sempre está sujeito a interferências, ou seja, su-
jeito a erros. Assim, se uma mensagem é recebida com erros, surge a questão de como
detectar e corrigir tais erros a fim de obter a mensagem correta.
Em (SHANNON, 1948), Shannon mostrou que, dado um sistema de comunica-
ção digital por meio de uma codificação adequada, é possível transmitir informação com
probabilidade de erro tão pequena quanto se queira. Desde então, pesquisas crescentes
surgiram à procura de sistemas de comunicações que apresentem altas taxas de transmis-
são e de capacidade de armazenamento e ainda sejam altamente confiáveis e com baixa
taxa de erros.
O modelo tradicional de um sistema de comunicação consiste da utilização de
blocos em cascata onde cada bloco realiza uma determinada tarefa. A cada um desses
blocos está associado um espaço métrico, veja a Figura 1. O espaço métrico utilizado em
cada um dos blocos no transmissor tem o seu correspondente espaço métrico no receptor,
por exemplo, o espaço métrico discreto utilizado no codificador é o mesmo espaço mé-
trico discreto utilizado no decodificador, mas de um codificador para outro esses espaços
métricos são diferentes. Os blocos Modulador, Canal e Demodulador em um sistema de
comunicação podem ser identificados como um canal discreto sem memória (DMC).
Na busca de um novo sistema de comunicação que seja mais confiável e com
menor complexidade do que os sistemas tradicionais, a mudança de paradigma a ser
utilizada é no sentido de ao invés de se utilizarem espaços métricos em cada um dos
blocos no modelo tradicional de um sistema de comunicação, a proposta é utilizarem-
se espaços topológicos. Assim, trabalha-se inicialmente a parte abstrata com os espaços
topológicos e, depois, a parte de implementação com os espaços métricos, veja a Figura
2. Desta forma, a parte topolólogica (a qual é associada ao gênero) está relacionada com
a parte métrica (a qual, por sua vez, é associada à curvatura da superfície).
Recordamos que todo espaço métrico pode ser considerado como um espaço
topológico, (LIMA, 1983). Assim, em (CAVALCANTE et al., 2003) foi apresentada uma
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Figura 1 – Modelo de Sistema de Comunicação Digital
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Figura 2 – Visão Global
abordagem utilizando espaços topológicos (superfícies) no projeto de um sistema de co-
municação em vez da abordagem de espaços métricos, o que possibilitou o uso das propri-
edades geométricas (característica de Euler) e algébricas (grupo fundamental) dos espaços
métricos correspondentes na busca de um novo sistema de comunicação.
A identificação da topologia apropriada decorre do mergulho de canais dis-
cretos sem memória em superfícies mínimas e compactas, (LIMA; PALAZZO Jr, 2002).
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Para tanto, por exemplo, considere os canais 𝐶2,8[8, 2] e 𝐶2[2], cujos grafos completos
biparticionados são 𝐾2,8 e 𝐾2,2, respectivamente. Ao proceder o mergulho destes grafos,
veja o Algoritmo proposto em (LIMA; PALAZZO Jr, 2002), obteve-se que o primeiro
grafo pode ser mergulhado nas superfícies 𝑆(8), 𝑇 (6), 2𝑇 (4) e 3𝑇 (2), enquanto o segundo
é mergulhado apenas em uma superfície, a saber, 𝑆(2), veja a Figura 3.
C2,8 8, 2 K2,8  
0
0 
³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
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
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¬
S2
Km,n Mergulho em Superf´ıcie Compacta
Figura 3 – Mergulhos
Assim, na busca do melhor canal, faz-se a comparação entre as superfícies na
qual os grafos foram mergulhados. Contudo, só é possível comparar superfícies que tenham
sido divididas no mesmo número de regiões. Desta forma, para os canais considerados na
Figura 3, comparam-se as superfícies 3𝑇 (2) e 𝑆(2), associadas aos canais 𝐶2,8[8, 2] e 𝐶2[2],
respectivamente. No entanto, ressalta-se que 3𝑇 (2) é uma superfície hiperbólica, e 𝑆(2) é
uma superfície euclidiana.
Ainda nessa direção, ao considerar as modulações QAM e PSK, sabe-se que
a probabilidade de erro de QAM, 𝑃𝑒(𝑄𝐴𝑀), é menor do que a probabilidade de erro de
PSK, 𝑃𝑒(𝑃𝑆𝐾). Entretanto, ao trabalhar com as partes topológicas associadas a tais mo-
dulaçoes, veja a Figura 4, observou-se uma relação entre o gênero 𝑔 = 0 com a modulação
PSK, e do gênero 𝑔 = 1 com a modulação QAM. Então, verificou-se que, quanto maior o
gênero, menor será a probabilidade de erro.
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O gênero da superfície é o invariante topológico relevante nesse novo para-
digma, pois é por meio deste que se torna possível analisar as propriedades geométricas e
algébricas das superfícies onde os DMC são mergulhados, (CAVALCANTE et al., 2003).
Destacamos que uma grande quantidade de DMC de interesse prático são mergulhados
em superfícies compactas com gênero 𝑔 = 0, 1, 2, 3.
Na visão tradicional de um sistema de comunicação digital, a informação é
codificada e, em seguida, modulada para a transmissão por meio do canal. Assim, para a
construção de constelações de sinais, os códigos de Slepian ou os códigos reticulados eram
os códigos considerados. Tais códigos, por apresentarem a princípio modelagens matemá-
ticas distintas, eram analisados cada qual dentro das inerentes estruturas matemáticas.
Contudo, (FORNEY, 1991) propôs os códigos geometricamente uniformes (GU), classe
de códigos mais geral contendo a grande maioria das classes de códigos conhecidos até
então além das duas mencionadas.
Desse modo, a visão moderna de sistema de comunicação contempla a forma
combinada de codificação com modulação, a estrutura algébrica que decorre da estru-
tura geométrica associada à constelação de sinais é a estrutura que será utilizada como o
alfabeto do código no processo de codificação. Diante disso, a estrutura algébrica possi-
bilita a implementação sistemática dos dispositivos eletrônicos, enquanto que a estrutura
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geométrica é utilizada nos processos de decodificação e de demodulação.
Nesse contexto, destacamos três pesquisas. Em (LAZARI, 2000), a genera-
lização dos códigos geometricamente uniformes, das construções das partições GU, dos
códigos de espaços de sinais GU, reticulados, particionamento de conjuntos para o plano
hiperbólico e de seus correspondentes grupos de simetrias completos, correspondente-
mente, foi estabelecida para superfícies com gênero 𝑔 ≥ 2. Dentre as propriedades dos
códigos geometricamente uniformes, veja (QUEIROZ, 2011) e as referências contidas, te-
mos que todas as regiões fundamentais são congruentes e que todas as palavras códigos
têm probabilidade de erro iguais. Assim, o estabelecimento de subgrupos e quociente de
grupos associados com o grupo de simetria completo de {𝑝, 𝑞} é motivado pela existência
de uma tesselação regular no plano hiperbólico do tipo {𝑝, 𝑞}, o qual gera um conjunto
de sinais, (CAVALCANTE et al., 2003).
Em (SILVA, 2000), foi apresentado um sistema de comunicação utilizando
constelações de sinais em um espaço hiperbólico (espaços com curvatura constante ne-
gativa). Essa proposta decorre do fato de que no espaço hiperbólico existem infinitas
tesselações regulares hiperbólicas, enquanto no espaço euclidiano existem apenas 3 tesse-
lações regulares, e que é possível obter ganhos de codificação ao utilizar as constelações
de sinais hiperbólicas no lugar das constelações de sinais euclidianas.
Por outro lado, em (CAVALCANTE, 2002) foram considerados os casos quando
as constelações de sinais são variedades bidimensionais Riemanianas. Consequentemente,
em (CAVALCANTE et al., 2003) é apresentado um esquema que ilustra a equivalência
entre o gênero 𝑔 de uma superfície compacta e a curvatura seccional 𝐾 de um espaço
homogêneo, bem como a dependência da probabilidade de erro associada à constelação
de sinais com o gênero da superfície que contém a constelação de sinais, e que o me-
lhor desempenho é alcançado quando consideramos superfícies com curvatura constante
negativa.
Destaca-se que tais resultados conduzem à consideração de grupos discretos de
isometrias no plano hiperbólico, onde os grupos fuchsianos são os grupos mais importantes.
Nessa direção, ressaltamos as pesquisas realizadas por (WHITTAKER, 1929),
(MURSI, 1930) e (BREZHNEV, 2009), nas quais são consideradas as relações entre os
grupos fuchsianos e as equações diferenciais fuchsianas. Estas equações diferenciais são
amplamente utilizadas em problemas de Física-Matemática, enquanto que na Engenharia
Elétrica são pouco difundidas. Em (OLIVEIRA, 2017), foi realizado um estudo detalhado
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das equações diferenciais fuchsianas e a relação destas equações com elementos da geo-
metria hiperbólica. Em especial, as equações diferenciais fuchsianas mais estudadas são
as equações diferenciais hipergeométricas, ou seja, são as equações diferenciais fuchsianas
com três pontos singulares regulares. Em (WHITTAKER, 1929), o objetivo é explicitar
as condições necessárias e suficientes para a determinação da região de uniformização
de uma dada curva hiperelíptica. Todavia, o que resultou foi o estabelecimento do que
se passou a denominar conjectura de Whittaker, bem como a obtenção da variável
de uniformização da curva hiperelíptica associada a uma equação diferencial fuchsiana. A
equação diferencial fuchsiana, por meio de algumas mudanças de variáveis, é transformada
em uma equação diferencial hipergeométrica, que possui 3 singularidades e cujas soluções
são amplamente conhecidas (SOTOMAYOR, 1979). Consequentemente, obtem-se um tri-
ângulo hiperbólico a partir de tais singularidades, o que torna possível tesselar qualquer
superfície, em especial o disco de Poincaré, veja a Figura 5. Desta forma, o procedimento
de Whittaker para a uniformização de uma curva hiperelíptica possibilita a determina-
ção da região fundamental que recobrirá a correspondente superfície. Este recobrimento
pode ser visto como um particionamento da superfície por meio de polígonos. Quando os
polígonos são regulares e sem sobreposição, tem-se uma tesselação do plano.
Em relação à uniformização de curvas hiperelípticas, destacamos o trabalho
desenvolvido em (GIRONDO; GONZÁLEZ-DIEZ, 2004), no qual os autores apresentam
uma extensão dos tipos de curvas hiperelípticas que satisfazem a conjectura de Whitta-
ker e, para tanto, apresentam uma relação entre a ‘superfície de Whittaker’ e a derivada
Schwarziana, equivalentemente, é estabelecido que uma curva hiperelíptica satisfaz a con-
jectura somente se são iguais 𝑦′′ + 1/2𝑊 (𝑧)𝑦 = 0 e 𝑦′′ + 1/2𝑆(𝑧)𝑦 = 0, onde 𝑊 (𝑧) é a
função racional de Whittaker e 𝑆(𝑧) é a derivada Schwarziana.
Desta forma, tem-se uma visualização geral da importância da geometria hi-
perbólica para o desenvolvimento de pesquisas na área de sistemas de comunicação, em
especial, na busca de sistemas de comunicações mais eficientes e confiáveis, e menos com-
plexos do que os sistemas existentes. Destacamos os papéis relevantes desempenhados
pelas equações diferenciais fuchsianas, grupos fuchsianos, regiões fundamentais e conse-
quentemente das tesselações na construção de novas constelações de sinais e códigos mais
eficientes do que os já existentes.
A seguir, apresentamos de forma sucinta e cronológica, alguns trabalhos de-
senvolvidos sobre constelações de sinais geometricamente uniformes provenientes de tes-
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Figura 5 – Triângulo hiperbólico
selações hiperbólicas.
Em (SILVA, 2000), realizou-se uma comparação entre o desempenho de siste-
mas de comunicação com constelações de sinais no espaço euclidiano e no espaço hiper-
bólico, e obteve-se um ganho de codificação de pelo menos 3.61 dB ao usar a constelação
de sinais no espaço hiperbólico. Em (LAZARI, 2000), foram estendidos os conceitos de
tesselações, reticulados, particionamento do plano hiperbólico e representações de gru-
pos e, dessa maneira, mediante um processo de construção de cadeias de partições GU
a partir do grupo de isometrias do octógono, região fundamental da tesselação {8, 8},
e do grupo de isometrias do 𝑝-ágono da tesselação {𝑝, 3}, construiu-se a constelação de
sinais geometricamente uniformes no plano hiperbólico. Em (CARVALHO, 2001) foram
apresentadas construções de constelações de sinais GU a partir de grupos fuchsianos arit-
méticos, a saber, constelações de sinais formadas pelos baricentros dos octógonos da tesse-
lação {8, 8} e dos baricentros de dodecágonos da tesselação {12, 12}. Em (FARIA, 2005),
consideraram-se tesselações {12𝑔 − 6, 3}, sendo estas as tesselações mais densas conhe-
cidas. Em (CAVALCANTE, 2002), utilizando da geometria Riemanniana, determinou-se
a função densidade de probabilidade associada aos espaços com curvatura positiva, zero
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e negativa. Analisou-se o desempenho de constelações de sinais GU provenientes de tes-
selações hiperbólicas em variedades bidimensionais com curvatura seccional constante.
Verificou-se que os melhores desempenhos, menor probabilidade de erro, ocorrem ao se
utilizarem espaços com curvatura seccional negativa. Em (LIMA; PALAZZO Jr, 2002),
por meio do mergulho de um canal discreto em superfícies, construiram-se famílias de
constelações de sinais geometricamente uniformes e não geometricamente uniformes em
superfícies mínimas e provenientes de quocientes de espaços hiperbólicos por grupos dis-
cretos de isometrias. Enquanto, em (AGUSTINI, 2002), foram construídas famílias de
constelações de sinais provenientes de quocientes de espaços hiperbólicos por grupos dis-
cretos de isometrias. Em (VIEIRA, 2007), construiram-se grupos fuchsianos associados
às tesselações {𝑝, 𝑞} e exibiu-se uma relação entre tais grupos e as constelações de si-
nais GU exibidas em (CARVALHO, 2001). Em (ALBUQUERQUE, 2009), realizou-se a
construção de códigos quânticos a partir de tesselações hiperbólicas GU e a obtenção de
novas tesselações. Em (LESKOW, 2011), foi apresentada uma proposta de construção de
códigos para codificação de fontes através da utilização de novas tesselações hiperbólicas a
partir das tesselações de Farey. O processo de construção geométrica/aritmética utilizado
difere do processo algébrico geralmente utilizado. Em (BENEDITO, 2014), a partir da
tesselação {𝑝, 𝑞}, exibiram-se as condições para a obtenção do grupo fuchsiano aritmético
associado, ou seja, grupo fuchsiano derivado de uma álgebra dos quatérnios, veja (KA-
TOK, 1992). A existência destes grupos fuchsianos aritméticos implica na existência de
reticulados. (OLIVEIRA, 2017) realizou um estudo detalhado das equações diferenciais
fuchsianas e a relação destas com elementos da geometria hiperbólica. Detalhou os cálcu-
los que fundamentam os resultados propostos em (WHITTAKER, 1929), (MURSI, 1930)
e (BREZHNEV, 2008). Por fim, estabeleceu conexões entre as singularidades de equações
diferenciais e superfícies de Riemann e, desse modo, identificou a estrutura algébrica as-
sociada às equações diferenciais de forma a fazer uso conveniente de tais elementos no
projeto de um sistema de comunicação.
Nesse contexto, o objetivo deste trabalho é propor uma nova abordagem para
o problema de projetar novos sistemas de comunicação digital. Para tanto assumimos
quatro hipóteses, isto é, que os seguintes passos são conhecidos:
1) Considere 𝐶 um canal discreto sem memória dado, ou seja, o conhecimento do grafo
biparticionado associado 𝐾𝑚,𝑛, onde 𝑚,𝑛 ∈ N;
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2) Determine as superfícies onde o referido canal pode ser mergulhado (two cell embed-
ding). Diante disso, são obtidos os valores do gênero mínimo e gênero máximo da
superfície compacta orientada associada ao canal 𝐶. Os valores do gênero mínimo
e máximo são dados, respectivamente, por:
𝑔𝑚(𝐾𝑚,𝑛) =
{︃
(𝑚− 2)(𝑛− 2)
4
}︃
para 𝑚,𝑛 ≥ 2, e {𝑎} denota o menor inteiro maior que ou igual ao número real 𝑎, e
𝑔𝑀(𝐾𝑚,𝑛) =
[︃
(𝑚− 1)(𝑛− 1)
2
]︃
para𝑚,𝑛 ≥ 1, e [𝑎] denota o maior inteiro menor que ou igual ao número real 𝑎. Para
maiores detalhes veja (RINGEISEN, 1972), (RINGEL, 1965) e (CAVALCANTE et
al., 2003).
3) Conhecidos 𝑔𝑚 e 𝑔𝑀 , selecione um conjunto de 2𝑔 + 2 pontos simétricos 𝑆 =
{𝑠1, 𝑠2, . . . , 𝑠2𝑔+2} e para cada gênero 𝑔 tal que 𝑔𝑚 ≤ 𝑔 ≤ 𝑔𝑀 , estabeleça a curva
hiperelíptica 𝑦2 = 𝑓(𝑧) = (𝑧 − 𝑠1)(𝑧 − 𝑠2) . . . (𝑧 − 𝑠2𝑔+2);
4) Dada a equação diferencial fuchsiana de segunda ordem
𝑦′′(𝑧) +𝑊 (𝑋−1(𝑧))𝑦(𝑧) = 0
determine o grupo de monodromia correspondente, onde 𝑊 (·) denota a derivada
de Schwarzian da função de múltiplos valores, 𝑋−1 : C⋃︀{∞} → D, C denota
o conjunto dos números complexos e D o disco de Poincaré. O grupo de mono-
dromia associado à equação diferencial fuchsiana dada é o grupo de cobertura da
aplicação 𝑋 : D → C⋃︀{∞}, (GIRONDO; GONZÁLEZ-DIEZ, 2004). Desse modo,
se 𝑊 (𝑋−1) pode ser expresso em termos dos parâmetros 𝑠1, 𝑠2, . . . , 𝑠2𝑔+2, então a
curva hiperelíptica e o grupo estão relacionados. Destacamos que a ligação entre a
curva hiperelíptica e o grupo é assumida válida e, então, 𝑊 (𝑋−1(𝑧)) é conhecido
em termos dos parâmetros 𝑠1, 𝑠2, . . . , 𝑠2𝑔+2 como Conjectura de Whittaker.
A validade da Conjectura de Whittaker não pode ser generalizada para qual-
quer curva algébrica. Um breve resumo do desenvolvimento desta conjectura, bem como
dos resultados obtidos por vários pesquisadores, pode ser encontrado em (GIRONDO;
GONZÁLEZ-DIEZ, 2004).
Capítulo 1. Introdução 28
O estabelecimento dos geradores do subgrupo fuchsiano associado à curva hi-
perelíptica dada que, por hipótese, satisfaz a conjectura de Whittaker permite identificar
a região fundamental da superfície compacta orientável que uniformizará a referida curva.
Esta uniformização permite encontrar os rótulos correspondentes entre os elementos do
conjunto de sinais 𝑆 e a estrutura algébrica associada com o alfabeto do código algébrico-
geométrico.
Destacamos que em (WHITTAKER, 1929) foram apresentadas a obtenção
da região de uniformização de uma dada curva hiperelíptica tendo como ambiente de
trabalho o disco de Poincaré. Além do mais, conhecidas as raízes da curva hiperelíptica
em consideração, a representação das arestas (geodésicas) do polígono resultante decorre
do uso do círculo isométrico, veja a Figura 6, e consequentemente a região de uniformização
está contida no disco aberto unitário, veja a Figura 7. Ocorre que, quanto maior a área do
polígono, maior é a relação sinal-ruído, com consequente decréscimo da probabilidade de
erro. Assim, diante destas considerações, o interesse passa a ser a obtenção de uma região
de uniformização cuja área seja máxima. Até onde é de nosso conhecimento, trata-se de
uma abordagem não realizada anteriormente.
𝑒1
𝑒2
𝑒3
𝑒4
𝑒5
𝑆1
𝑆2
𝑆3
𝑆4
𝑆5
Figura 6 – Região Fundamental: pentágono regular
Diante do exposto, dada uma curva hiperelíptica com todas as raízes distintas
e localizadas na fronteira do disco de Poincaré e que tal curva satisfaça a Conjectura de
Whittaker associada à equação diferencial fuchsiana, os objetivos desta pesquisa podem
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𝑆 1
𝑆 5
𝑆
1 𝑆
2
𝑆1𝑆3
𝑆1𝑆4
Figura 7 – Região de Uniformização: octógano regular
ser estabelecidos da seguinte forma:
∙ Identificar os geradores do subgrupo fuchsiano associados que formam a região fun-
damental na qual a curva hiperelíptica pode ser uniformizada;
∙ Estabelecer uma relação entre o grau da curva hiperelíptica e a tesselação da super-
fície gerada pelo subgrupo fuchsiano associado à curva hiperelíptica e, consequen-
temente, explicitar uma relação entre os tipos de curvas hiperelípticas e os grupos
fuchsianos aritméticos associados a tais curvas hiperelípticas;
∙ Comparar os sub-grupos fuchsianos associados às curvas hiperelípticas de mesmo
gênero, ou seja, verificar se os subgrupos fuchsianos são isomorfos por conjugação
e/ou por combinação linear; e
∙ Mostrar que as equações diferenciais não lineares de Ricatti e de Schwarz podem
ser vistas como uma equação diferencial fuchsiana (linear) munida de uma transfor-
mação não linear. Apresentamos um exemplo não usual mostrando essa importante
característica e que certamente propiciará que novas linhas de pesquisa possam ser
consideradas.
Estes objetivos têm por finalidade, em síntese, o estabelecimento de condições
para que um sistema de comunicação tenha a menor probabilidade de erro. Para tanto,
este trabalho está organizado da seguinte forma.
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No Capítulo 2, apresentamos uma breve revisão sobre conceitos fundamentais
necessários para o entendimento do conteúdo deste trabalho.
No Capítulo 3, apresentamos os resultados e desenvolvimentos de forma deta-
lhada para a obtenção do grupo fuchsiano via a construção proposta em (WHITTAKER,
1929), bem como os trabalhos desenvolvidos por (MURSI, 1930), (DHAR, 1935), (DAL-
ZELL, 1930) e (RANKIN, 1958b), que estenderam o desenvolvimento de Whittaker e/ou
provaram a validade de sua conjectura para determinadas curvas algébricas. Finalmente,
apresentamos o desenvolvimento detalhado para a obtenção dos geradores do grupo fuch-
siano associado à região fundamental que uniformizará a curva hiperelíptica dada.
No Capítulo 4, buscamos encontrar uma forma de obtenção do subgrupo fu-
chsiano associado a uma curva hiperelíptica que satisfaz a conjectura de Whittaker, tal
que a respectiva região fundamental é o caso limite em relação ao que o desenvolvimento
clássico retrata (veja Capítulo 3). Caso possível a obtenção da região fundamental, visa-
mos estabelecer uma relação entre o grau da curva hiperelíptica e a tesselação associada à
superfície gerada pelo subgrupo fuchsiano, para, a partir desta relação, explicitar uma li-
gação entre os tipos de curvas hiperelípticas e os grupos fuchsianos aritméticos associados
a estas curvas sem a necessidade de cálculos para a obtenção da ordem maximal.
No Capítulo 5, analisamos a existência de uma correspondência entre as regiões
fundamentais no disco aberto unitário Δ, isto é, se os subgrupos fuchsianos, cuja região
fundamental uniformizará a curva hiperelíptica, são isomorfos por conjugação e/ou por
combinação linear, ambas com mesmo gênero 𝑔. Assim, verificamos a possibilidade de
trabalhar com curvas hiperelípticas de mesmo gênero “mais simples” no lugar de curvas
“mais complicadas”, ao considerar que ambas as curvas possuem mesmo gênero. De forma
análoga, em H2, verificamos se os subgrupos fuchsianos são isomorfos. E então realizamos
uma análise dos resultados estabelecidos em Δ e H2, mais especificamente, buscamos as
semelhanças e diferenças estabelecidas ao trabalhar nos modelos Δ e H2 da geometria
hiperbólica.
No Capítulo 6, verificamos a conexão entre três tipos de equações diferenci-
ais, a saber, as equações diferenciais fuchsianas, as equações diferenciais de Riccati e as
equações diferenciais de Schwarz. Estas relações são conhecidas, porém o nosso objetivo
neste capítulo é apresentar uma contextualização para o uso de tais equações diferenciais
futuramente no relacionamento entre problemas de codificação holográfica e codificação
quântica em teoria gravitacional quântica e teoria de campos conformes, áreas da física-
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matemática em franco processo de evolução. Desta maneira, buscamos, a partir destas
relações, abordar os sistemas de comunicações, a construção de códigos e a área de con-
trole de uma forma mais concreta.
Por fim, no Capítulo 7, apresentamos as conclusões e sugestões de trabalhos
futuros.
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2 Revisão de Conceitos
Neste capítulo, apresentamos uma breve revisão sobre alguns conceitos funda-
mentais a serem utilizados no decorrer deste trabalho.
Os códigos concatenados generalizados, ou equivalentemente, os códigos mul-
tiníveis, apresentam como alfabeto o conjunto de sinais (um subconjunto finito de pontos
de um espaço métrico) cuja estrutura algébrica associada decorre da determinação de um
subgrupo do grupo de simetrias do referido conjunto de sinais. Além disso, um código
possui uma capacidade de detecção e correção de erros que depende da distância mínima
dentre as palavras-códigos, isto é, inerente a um código existe um espaço métrico asso-
ciado. Este espaço métrico pode ser discreto ou contínuo, de Hamming, de Lee etc, ou
euclidiano ou não-euclidiano, respectivamente. Com isso, o estabelecimento de uma mé-
trica (distância) adequada passa a ser relevante. Consequentemente, com relação a uma
métrica discreta (ou contínua), o processo de avaliação de distâncias entre palavras re-
cebidas (sinais recebidos) e palavras-código (o conjunto de sinais) são fundamentais no
processo de decodificação (demodulação). Esta característica geométrica está relacionada
com a forma combinada de codificação e modulação. Todavia, é por meio da constela-
ção de sinais que os elementos do alfabeto do código são identificados por elementos de
uma estrutura algébrica. Assim, para melhor compreensão do contexto matemático no
qual está inserido o objeto acima indicado, apresentamos algumas definições e resultados
da álgebra, de espaços métricos e da teoria algébrica dos números. Também abordamos
elementos de análise complexa, em especial o Teorema da Uniformização; elementos de
equações diferenciais, em particular as equações diferenciais fuchsianas; e elementos de
geometria hiperbólica, geometria na qual está inserido este trabalho.
Este capítulo está organizado da seguinte maneira. Na seção 2.1, apresentamos
os conceitos básicos sobre álgebra. Na seção 2.2, são abordados os conceitos básicos e
alguns resultados sobre espaços métricos. Na seção 2.3, é exibida uma breve exposição
sobre os conceitos da análise complexa. Na seção 2.4, exibimos os conceitos básicos sobre
as equações diferenciais complexas necessários no desenvolvimento desse trabalho. Por
fim, na Seção 2.5, apresentamos uma pequena abordagem da geometria hiperbólica, em
especial os modelos do disco aberto unitário e o do semiplano superior.
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2.1 Álgebra
Nesta seção, apresentamos alguns aspectos da Teoria de Grupos necessários
ao desenvolvimento e à compreensão dos conceitos envolvidos neste trabalho. Mais es-
pecificamente, exibimos alguns exemplos e conceitos que são empregados em aplicações
matemáticas e em sistemas de telecomunicações. Para uma leitura complementar sobre
esses assuntos sugerimos as referências (GARCIA; LEQUAIN, 2006) e (DOMINGUES;
IEZZI, 1982).
2.1.1 Elementos sobre Grupos
Ressaltamos que o conceito de grupo, ou de qualquer outra estrutura algébrica,
consiste de um conjunto de elementos e de (uma ou duas) operações bem definidas. Assim,
por meio de alguns exemplos apresentaremos os conceitos sobre grupos e subgrupos que
estarão diretamente envolvidos neste trabalho, como por exemplo os grupos fuchsianos
definidos como um subgrupo discreto do grupo 𝑃𝑆𝐿(2,R), veja a Subseção 2.5.5. Além
disso, esses exemplos desempenham importante papel no estabelecimento dos subgrupos
fuchsianos, cuja região fundamental uniformizará a curva hiperelíptica associada. Além
disso, os subgrupos fuchsianos são importantes tanto na codificação de canais, ao fornecer
uma estrutura algébrica, quanto na identificação do reticulado via o grupo fuchsiano
aritmético.
Exemplo 2.1.1. Dado
R2×2 =
⎧⎪⎨⎪⎩
⎛⎜⎝ 𝑎 𝑏
𝑐 𝑑
⎞⎟⎠ : 𝑎, 𝑏, 𝑐, 𝑑 ∈ R
⎫⎪⎬⎪⎭ ,
temos que (R2×2,+) é um grupo com a operação usual de adição de matrizes. Além disso,
o conjunto (𝐺𝐿(2,R), ·) também é um grupo, com a operação de multiplicação de matrizes,
onde
𝐺𝐿(2,R) =
⎧⎪⎨⎪⎩
⎛⎜⎝ 𝑎 𝑏
𝑐 𝑑
⎞⎟⎠ ∈ R2×2 : 𝑎𝑑− 𝑏𝑐 ̸= 0
⎫⎪⎬⎪⎭ .
𝐺𝐿(2,R) é chamado grupo linear geral das matrizes 2× 2 sobre R.
Destacamos, o subgrupo 𝑆𝐿*(2,R) ⊆𝑠𝑔 𝐺𝐿(2,R), onde
𝑆𝐿*(2,R) = {𝐴 ∈ 𝐺𝐿(2,R) : det𝐴 = ±1} .
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O subconjunto 𝑆𝐿(2,R) de 𝑆𝐿*(2,R), isto é,
𝑆𝐿(2,R) = {𝐴 ∈ 𝐺𝐿(2,R) : det𝐴 = 1}
é um subgrupo de 𝑆𝐿*(2,R), com a multiplicação de matrizes, chamado grupo especial.
Exemplo 2.1.2. O grupo diedral ou grupo de simetrias 𝐷𝑛, com 𝑛 ≥ 3, é o conjunto de
simetrias de um polígono regular de 𝑛 lados com a composição de simetrias.
Exemplo 2.1.3. Dado 𝑋 = {1, 2, . . . , 𝑛}, definimos o grupo de permutações ou grupo
simétrico de grau 𝑛, denotado por 𝑆𝑛, como o conjunto de todas as aplicações bijetivas de
𝑋 em 𝑋 com a composição de funções.
Exemplo 2.1.4. O grupo ortogonal
𝑂(R2) =
{︁
𝐴 ∈ 𝐺𝐿(2,R) : 𝐴 · 𝐴𝑡 = 𝐼𝑑
}︁
,
onde 𝐴𝑡 indica a matriz transposta da matriz 𝐴, e 𝐼𝑑 é a matriz identidade 2× 2, é um
subgrupo de 𝑆𝐿*(2,R). Temos também o grupo ortogonal especial
𝑆𝑂(R2) =
{︁
𝐴 ∈ 𝑂(R2) : det𝐴 = 1
}︁
.
Os elementos destes grupos são simetrias de qualquer círculo centrado na ori-
gem e no mesmo sentido que uma circunferência pode ser considerada um limite de polí-
gonos regulares, os grupos 𝑂(R2) e 𝑆𝑂(R2) podem ser considerados como limites de 𝐷𝑛
e do 𝑀 − 𝑃𝑆𝐾, respectivamente, quando 𝑀 →∞.
Exemplo 2.1.5. Um importante grupo de isometrias do plano complexo é o grupo das
transformações de Mobius dado por
𝑃𝑆𝐿(2,Z) =
{︃
𝑇 (𝑧) = 𝑎𝑧 + 𝑏
𝑐𝑧 + 𝑑 : 𝑎, 𝑏, 𝑐, 𝑑 ∈ Z e 𝑎𝑑− 𝑏𝑐 = 1
}︃
.
A próxima definição nos apresenta o conceito de classe lateral e, consequente-
mente, o de grupos quocientes.
Definição 2.1.1. Dados 𝐻 ⊆𝑠𝑔 𝐺 e 𝑥 ∈ 𝐺, temos que o subconjunto de 𝐺 dado por
𝐻𝑥 = {ℎ𝑥 : ℎ ∈ 𝐻}
é chamado classe lateral a direita de 𝐻 em 𝐺.
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Definição 2.1.2. Sejam 𝐺 um grupo e 𝐻 um subgrupo normal de 𝐺, isto é, 𝑥𝐻 = 𝐻𝑥.
O grupo de suas classes laterais com a operação induzida de 𝐺 é o grupo quociente de 𝐺
por 𝐻, denotado por 𝐺/𝐻.
Esse último permite uma das formas mais fáceis de construir uma superfície
de Riemann, isto é, considerá-la como sendo o quociente relacionado com uma ação de
um grupo adequado. Veja a Subseção 2.3.6.
Exemplo 2.1.6. Ao considerarmos os grupos 𝑆𝐿*(2,R) e 𝑆𝐿(2,R), revendo o Exemplo
2.1.1, obtemos os grupos quocientes:
𝑃𝑆𝐿*(2,R) = 𝑆𝐿*(2,R)/ {±𝐼𝑑}
𝑃𝑆𝐿(2,R) = 𝑆𝐿(2,R)/ {±𝐼𝑑} .
Além disso, possuem índice 2, isto é,
[𝑆𝐿*(2,R) : 𝑃𝑆𝐿*(2,R)] = [𝑆𝐿(2,R) : 𝑃𝑆𝐿(2,R)] = 2.
Por fim, expomos as condições para que dois grupos sejam isomorfos. Estes
resultados são necessários uma vez que, mais especificamente no Capítulo 5, considerare-
mos a existência ou não de isomorfismo entre subgrupos fuchsianos associados às curvas
hiperelípticas.
Definição 2.1.3. Dados os grupos (𝐺, ·) e (?^?, *) e uma função 𝜑 : 𝐺→ ?^?. Dizemos que
𝜑 é um homomorfismo de 𝐺 em ?^? se:
𝜑(𝑎 · 𝑏) = 𝜑(𝑎) * 𝜑(𝑏)
para todo 𝑎, 𝑏 ∈ 𝐺.
Observação 2.1.1. Note que a operação 𝑎 · 𝑏 ocorre em 𝐺, enquanto que a operação
𝜑(𝑎) * 𝜑(𝑏) ocorre em ?^?.
Definição 2.1.4. Os grupos 𝐺 e ?^? são isomorfos, denotado por 𝐺 ∼= ?^?, se 𝜑 : 𝐺→ ?^? é
um homomorfismo bijetor, isto é, 𝜑 é chamado de isomorfismo de grupos.
Teorema 2.1.5. (Teorema de Cayley) Se 𝐺 é um grupo então ele é isomorfo a um
subgrupo de 𝑆𝐺 (grupo das bijeções de 𝐺). Particularmente, se 𝐺 tem ordem 𝑛 então 𝐺 é
isomorfo a um subgrupo de 𝑆𝑛.
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2.2 Espaços Métricos
Nesta seção apresentamos algumas definições e resultados sobre espaços métri-
cos necessários no desenvolvimento dos demais capítulos. Sugerimos as referências (LIMA,
1983) e (DOMINGUES, 1982) para uma abordagem mais ampla.
Ressaltamos que o conceito de espaços métricos ganha um papel de destaque
em teoria de comunicações devido ao fato de que cada bloco no modelo tradicional de
um sistema de comunicação está associado a um espaço métrico (𝐸𝑖, 𝑑𝑖), rever (CAVAL-
CANTE et al., 2003). Assim, é possível exibir para cada espaço métrico, uma métrica
apropriada e que esteja casada à correspondente estrutura algébrica.
Definição 2.2.1. Seja 𝑀 um conjunto não vazio. 𝑀 é um espaço métrico se existe
uma função 𝑑 : 𝑀 ×𝑀 → R, denominada métrica, que satisfaz para todos 𝑥, 𝑦, 𝑧 ∈ 𝑀
as seguintes condições:
(i) 𝑑(𝑥, 𝑦) ≥ 0 e 𝑑(𝑥, 𝑦) = 0 se, e somente se, 𝑥 = 𝑦;
(ii) 𝑑(𝑥, 𝑦) = 𝑑(𝑦, 𝑥);
(iii) 𝑑(𝑥, 𝑧) ≤ 𝑑(𝑥, 𝑦) + 𝑑(𝑦, 𝑧).
Denotamos o espaço métrico por (𝑀,𝑑), ou simplesmente 𝑀 quando não houver risco de
confusão da métrica 𝑑 utilizada.
Exemplo 2.2.1. O semiplano superior H2 = {𝑥 + 𝑦𝑖 ∈ C : 𝑦 > 0} munido da métrica
riemanniana 𝑑𝑠2 = (𝑑𝑥2 + 𝑑𝑦2)/𝑦2 é um espaço métrico.
Observação 2.2.1. Chamamos atenção que a expressão 𝑑𝑠2 = (𝑑𝑥2 + 𝑑𝑦2)/𝑦2 denomi-
nada simplesmente por métrica em (KATOK, 1992), determina o comprimento hiperbó-
lico ℎ(𝛾) =
∫︁ 1
0
√︁
(𝑑𝑥/𝑑𝑡)2 + (𝑑𝑦/𝑑𝑡)2𝑑𝑡
𝑦(𝑡) . E além disso, a distância hiperbólica é dada por
(KATOK, 1992) no Teorema 1.2.6, na página 6.
Definição 2.2.2. Uma função 𝑓 : 𝑈 → 𝑉 é dita um homeomorfismo se for bijetiva,
contínua e a inversa também for contínua.
Definição 2.2.3. Sejam 𝐺 um grupo de homeomorfismos (é uma função contínua entre
espaços topológicos que tem uma função inversa contínua) de um espaço métrico (𝑀,𝑑)
e 𝑥 ∈ 𝑀 . O conjunto 𝐺(𝑥) = {𝑇 (𝑥) : 𝑇 ∈ 𝐺} é chamado 𝐺-órbita de 𝑥. Além disso, o
subgrupo 𝐺𝑥 = {𝑇 ∈ 𝐺 : 𝑇 (𝑥) = 𝑥} é chamado estabilizador de 𝑥.
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Definição 2.2.4. Uma família {𝑀𝛼 : 𝛼 ∈ 𝐴} de subconjuntos de um espaço métrico 𝑀 é
localmente finita se para todo conjunto compacto 𝐾 ⊆𝑀 , o conjunto {𝛼 ∈ 𝐴 :𝑀𝛼 ∩𝐾 ̸=
∅} for finito.
Definição 2.2.5. Dizemos que um grupo 𝐺 age de maneira propriamente descontínua
em um espaço métrico (𝑀,𝑑), se a 𝐺-órbita de qualquer ponto 𝑥 ∈𝑀 é localmente finita.
Definição 2.2.6. Sejam (𝑀1, 𝑑1) e (𝑀2, 𝑑2) espaços métricos. Uma aplicação 𝑓 : 𝑀1 →
𝑀2 é uma imersão isométrica se
𝑑2(𝑓(𝑥), 𝑓(𝑦)) = 𝑑1(𝑥, 𝑦)
para quaisquer 𝑥, 𝑦 ∈𝑀1. Além disso, dizemos que 𝑓 preserva distâncias.
2.3 Análise Complexa
Como uma parte significativa deste trabalho faz uso de conceitos e resultados
relacionados às superfícies de Riemann e ao Teorema da Uniformização, nesta seção apre-
sentamos as principais definições e resultados da análise complexa, ramo da matemática
que investiga as funções holomorfas, isto é, as funções que estão definidas em alguma
região do plano complexo e que assumem valores complexos e são diferenciáveis como
funções complexas. Para uma abordagem mais ampla, sugerimos as referências (NETO,
1993) e (FORD, 1915).
A apresentação desses conceitos e resultados se faz necessária devido ao fato de
que eles são pouco difundidos/empregados no contexto de teoria de comunicações além do
fato de estarmos utilizando a geometria hiperbólica como a geometria apropriada. Além
disso, os conceitos e resultados sobre a função gama, funções automorfas, homografias, o
Teorema de Uniformização e funções elípticas e hiperelípticas são necessários no decorrer
deste trabalho. Mais especificamente, a função gama, utilizada na solução da equação
diferencial hipergeométrica (equação diferencial fuchsiana de segunda ordem). Após a
obtenção das soluções da equação diferencial, realizamos o quociente destas soluções,
duas a duas, e tais quocientes são homografias, e nos fornecem a varíavel de uniformização.
Além do mais, o subgrupo formado por tais quocientes ou homografias fornece a região
fundamental que uniformizará a curva hiperelíptica, sendo a última um caso particular
das funções elípticas.
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2.3.1 Funções Holomorfas
Definição 2.3.1. Sejam 𝐴 ⊂ C e 𝑧 ∈ 𝐴 uma variável complexa. Uma função da variável
complexa 𝑧 no conjunto 𝐴, 𝑤 = 𝑓(𝑧), é uma correspondência entre os valores da variável
complexa 𝑧 para com uma outra variável complexa 𝑤, para cada valor possível de 𝑧 ∈ 𝐴.
Além disso, o conjunto 𝐴 é denominado domínio da função 𝑤.
Observação 2.3.1. Todo número complexo pode ser escrito na forma 𝑧 = 𝑎+𝑏𝑖, onde 𝑎 =
𝑅(𝑧), 𝑏 = 𝐼𝑚(𝑧) são as partes real e imaginária do número complexo 𝑧, respectivamente.
Consequentemente, a função complexa 𝑤 = 𝑓(𝑧) é decomposta na forma 𝑓(𝑧) = 𝑢(𝑥, 𝑦) +
𝑖𝑣(𝑥, 𝑦).
Definição 2.3.2. (NETO, 1993) Seja 𝑈 um aberto de C. Uma função 𝑓 : 𝑈 → C contínua
é chamada holomorfa em 𝑧0 ∈ 𝑈 se existe o limite
𝑓 ′(𝑧0) = lim
ℎ→0
𝑓(𝑧0 + ℎ)− 𝑓(𝑧0)
ℎ
.
O número complexo 𝑓 ′(𝑧0) é chamado derivada de 𝑓 em relação a 𝑧0.
Observação 2.3.2. Se 𝑓 for holomorfa em todos os pontos de um subconjunto 𝑋 de 𝑈 ,
dizemos que 𝑓 é holomorfa em 𝑋.
Teorema 2.3.3. (NETO, 1993) Sejam 𝑈 um aberto de C e 𝑓 : 𝑈 → C, 𝑓(𝑧) = 𝑢(𝑧) +
𝑖𝑣(𝑧), uma função contínua. São equivalentes:
(a) 𝑓 é holomorfa em 𝑧0 ∈ 𝑈 e 𝑓 ′(𝑧0) = 𝑎+ 𝑖𝑏;
(b) As partes real e imaginária de 𝑓(𝑧) = 𝑢(𝑥, 𝑦) + 𝑖𝑣(𝑥, 𝑦) satisfazem as relações de
Cauchy-Riemann, isto é,⎧⎪⎨⎪⎩
𝜕𝑢
𝜕𝑥
(𝑥0, 𝑦0) = 𝑎 = 𝜕𝑣𝜕𝑦 (𝑥0, 𝑦0)
𝜕𝑢
𝜕𝑦
(𝑥0, 𝑦0) = −𝑏 = − 𝜕𝑣𝜕𝑥(𝑥0, 𝑦0)
Além disso, 𝑓 é diferenciável em 𝑧0 do ponto de vista real.
A definição de funções anti-holomorfas é um conceito próximo das funções
holomorfas. Contudo, a variável derivável é 𝑧.
Definição 2.3.4. Uma função 𝑓 : 𝑈 → C é anti-holomorfa se ela for derivável com
respeito a 𝑧, isto é, 𝑓(𝑧) for holomorfa.
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Teorema 2.3.5. (NETO, 1993) As seguintes afirmações são equivalentes:
(a) 𝑓 = 𝑢+ 𝑖𝑣 é anti-holomorfa em 𝑈 ;
(b) 𝑓 = 𝑢− 𝑖𝑣 é holomorfa em 𝑈 ;
(c) 𝜕𝑢
𝜕𝑥
= −𝜕𝑣
𝜕𝑦
e 𝜕𝑢
𝜕𝑦
= 𝜕𝑣
𝜕𝑥
em 𝑈 .
Definição 2.3.6. Seja 𝑈 ⊂ C um aberto. 𝑓 : 𝑈 → C é analítica se, para todo 𝑧0 ∈ 𝑈
existe uma série de potências ∑︀∞𝑛≥0 𝑎𝑛(𝑧0)𝑤𝑛, com raio de convergência 𝜌 > 0, tal que
𝑓(𝑧) =
∞∑︁
𝑛=0
𝑎𝑛(𝑧0)(𝑧 − 𝑧0)𝑛
para todo 𝑧 ∈ 𝑈 tal que |𝑧 − 𝑧0| < 𝜌. A série acima é chamada série de potência que
representa 𝑓 em 𝑧0.
Observação 2.3.3.
∙ As funções definidas por séries de potências são holomorfas, (NETO, 1993). Desta
forma, as funções analíticas são holomorfas;
∙ Se 𝑓 : 𝑈 → C é analítica, a suas derivadas sucessivas, 𝑓 ′, 𝑓 ′′, . . ., são também funções
analíticas;
∙ Existe uma única série que representa 𝑓 em 𝑧0 e que depende apenas dos valores de
𝑓 numa vizinhança de 𝑧0, isto é, os coeficientes 𝑎𝑛 = 1𝑛!𝑓
(𝑛)(𝑧0).
2.3.2 Funções Meromorfas
Definição 2.3.7. Seja 𝑈 ⊂ C um aberto. 𝑓 : 𝑈 → C é meromorfa se existe um conjunto
discreto 𝑃 ⊂ 𝑈 tal que 𝑓 é holomorfa em 𝑈 − 𝑃 e os pontos de 𝑃 são polos de 𝑓 .
As seguintes definições e resultados são importantes para a compreensão da
demonstração do Teorema de Riemann. Para tanto, utilizamos as seguintes notações:
∙ 𝐶(𝑈) é o espaço das funções contínuas em 𝑈 com valores complexos;
∙ ℋ(𝑈) é o conjunto de todas as funções holomorfas no aberto 𝑈 de C ou C;
∙ ℋ(𝑈) ⊂ 𝐶(𝑈);
∙ 𝐷𝑟(𝑧0) denota o disco fechado de centro 𝑧0 ∈ C e raio 𝑟 ≥ 0;
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∙ ℳ(𝑈) é o conjunto de todas as funções meromorfas em 𝑈 ;
∙ ℳ(𝑈) =ℳ(𝑈) ∪ {∞}, onde ∞ é a função constante ∞ em 𝑈 .
Definição 2.3.8. Um subconjunto relativamente compacto de ℋ(𝑈) é denominado uma
família normal de funções holomorfas.
Definição 2.3.9. Sejam 𝑈 um aberto de C e 𝐶(𝑈) o conjunto de todas as funções con-
tínuas de 𝑈 em 𝑈 . Dizemos que ℱ ⊂ 𝐶(𝑈) é localmente limitado se, para todo 𝑧0 ∈ 𝑈
existem 𝑟 > 0 e 𝑀 =𝑀(𝑟) > 0 tais que 𝐷𝑟(𝑧0) ⊂ 𝑈 e, além disso, |𝑓(𝑧)| ≤𝑀 para toda
𝑓 ∈ ℱ e todo 𝑧 ∈ 𝐷𝑟(𝑧0).
Teorema 2.3.10. (Montel). Um subconjunto de ℋ(𝑈) é uma família normal de funções
holomorfas se, e somente se, ele for localmente limitado.
Definição 2.3.11. Um subconjunto relativamente compacto deℳ(𝑈) é denominado uma
família normal de funções meromorfas.
Definição 2.3.12. Seja 𝑈 um aberto de C. Uma função 𝑓 : 𝑈 → C holomorfa e injetiva
é chamada univalente.
Definição 2.3.13. Sejam 𝑈 e 𝑉 subconjuntos aberto de C. 𝑈 e 𝑉 são biholomorficamente
equivalentes se existir uma função holomorfa e bijetora 𝑓 : 𝑈 → 𝑉 .
Observamos que:
∙ Analogamente ao conceito de equivalência holomorfa, podemos definir as equivalên-
cias anti-holomorfas. E ainda, 𝑓 : 𝑈 → 𝑉 é uma equivalência conforme entre 𝑈 e 𝑉
se 𝑓 e 𝑓−1 são conformes.
∙ Uma equivalência conforme 𝑓 : 𝑈 → 𝑈 é chamada de automorfismo de 𝑈 , holomorfo
ou anti-holomorfo, conforme o caso.
2.3.3 Função Gama
A seguir, apresentamos algumas propriedades sobre a função Γ(𝑧), que pode
ser vista como uma extensão meromorfa da função fatorial. Além do mais, a definição da
função hipergeométrica advém do uso da função gama.
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Definição 2.3.14. A função gama, Γ(𝑧), é uma função meromorfa em C dada por
Γ(𝑧) = 𝑒
−𝛾𝑧
𝜑(𝑧)
e Γ(1) = 𝑒
−𝛾
𝜑(1) = 1.
Teorema 2.3.15. (NETO, 1993) Valem as seguintes propriedades:
(i) Os polos de Γ(𝑧) são 0,-1,-2,..., onde todos têm ordem 1;
(ii) Γ(𝑧) ̸= 0 para todo 𝑧 ∈ C e Γ(𝑥) > 0 se 𝑥 > 0;
(iii) Γ(𝑧 + 1) = 𝑧Γ(𝑧) para todo 𝑧 ∈ C− {0,−1,−2, . . .}.
Corolário 2.3.16. (NETO, 1993) Γ(𝑛+ 1) = 𝑛! para todo 𝑛 ∈ N.
Teorema 2.3.17. (Gauss)A sequência de funções meromorfas
Γ𝑛(𝑧) =
𝑛!𝑒𝑧 log(𝑛)
𝑧(𝑧 + 1) · · · (𝑧 + 𝑛) , 𝑛 ≥ 1,
converge uniformemente nas partes compactas de C− {0,−1,−2, . . .}, para Γ(𝑧).
Observação 2.3.4. Seguem algumas propriedades da função gama:
1. Γ(𝑧)Γ(1− 𝑧) = 𝜋
𝑠𝑒𝑛(𝑧𝜋) ;
2. Γ(1 + 𝑧) = 𝑧Γ(𝑧);
3. Γ(𝑧) = (𝑧 − 1)Γ(𝑧 − 1);
4. Γ(𝑧)Γ(−𝑧) = − 𝜋
𝑧𝑠𝑒𝑛(𝑧𝜋) .
2.3.4 Homografias
Uma função racional é o quociente de dois polinômios. Em especial, as homo-
grafias são um caso particular de funções racionais, mais conhecidas como transformações
de Mobius.
Definição 2.3.18. Uma homografia é uma função racional não-constante que é o quoci-
ente de polinômios de grau no máximo 1, isto é,
𝑇 (𝑧) = 𝑎𝑧 + 𝑏
𝑐𝑧 + 𝑑
onde 𝑎𝑑− 𝑏𝑐 ̸= 0.
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Observação 2.3.5. A homografia 𝑇 pode ser estendida a C = C ∪ {∞} colocando⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
𝑇 (−𝑑/𝑐) = ∞, se 𝑐 ̸= 0
𝑇 (∞) = 𝑎/𝑐, se 𝑐 ̸= 0
𝑇 (∞) = ∞, se 𝑐 = 0 (e portanto, 𝑎 ̸= 0).
Seguem algumas propriedades das homografias:
∙ A composta de duas homografias é uma homografia;
∙ A derivada de uma homografia não se anula;
∙ Uma homografia possui uma inversa que é também uma homografia;
∙ O conjunto das homografias é um grupo com a operação de composição de funções.
O elemento unitário deste grupo é a homografia 𝐼𝑑(𝑧) = 𝑧;
∙ Se 𝑇 ̸= 𝐼𝑑 é uma homografia, então 𝑇 possui um ou dois pontos fixos;
∙ Dados (𝑧1, 𝑧2, 𝑧3) e (𝑤1, 𝑤2, 𝑤3), ternas de C, existe uma única homografia 𝑇 , tal que
𝑇 (𝑧𝑗) = 𝑤𝑗 para 𝑗 = 1, 2, 3.
Observação 2.3.6. Uma homografia define um homeomorfismo de C em C, isto é, os
automorfismos holomorfos de C são as homografias.
Corolário 2.3.19. (NETO, 1993) Seja 𝑓 : C → C uma função holomorfa. Os itens a
seguir são equivalentes:
(a) 𝑓 é uma homografia;
(b) 𝑓 é um difeomorfismo;
(c) 𝑓 é uma bijeção.
Definição 2.3.20. Sejam 𝑆 e 𝑇 duas homografias. 𝑆 e 𝑇 são conjugadas se existe uma
homografia ℎ tal que 𝑆 = ℎ−1 ∘ 𝑇 ∘ ℎ.
Teorema 2.3.21. (NETO, 1993) Valem as seguintes propriedades:
(a) Qualquer homografia é conjugada a uma homografia do tipo 1, isto é, 𝑇 (𝑧) = 𝜆 · 𝑧,
𝜆 ̸= 0, ou do tipo 2, isto é, 𝑇 (𝑧) = 𝑧 + 1.
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(b) 𝑇 é conjugada a uma homografia do tipo 2 se, e somente se, 𝑇 possui um único ponto
fixo.
(c) Se 𝑇 é conjugada simultaneamente a 𝜆1 · 𝑧 e a 𝜆2 · 𝑧, então 𝜆1 = 𝜆2 ou 𝜆1 = 1/𝜆2.
Definição 2.3.22. Uma homografia que é conjugada a uma homografia do tipo 2 é deno-
minada parabólica.
Observação 2.3.7. As homografias conjugadas às do tipo 1 são divididas em três grupos:
elípticas, hiperbólicas e loxodrômicas.
2.3.4.1 Razão Cruzada
Definição 2.3.23. Sejam 𝑧1, 𝑧2, 𝑧3, 𝑧4 ∈ C tais que no máximo dois deles sejam iguais.
Suponhamos que 𝑧2, 𝑧3, 𝑧4 sejam distintos dois a dois, e 𝑇 uma homografia tal que 𝑇 (𝑧2) =
1, 𝑇 (𝑧3) = 0 e 𝑇 (𝑧4) =∞. Definimos a razão cruzada [𝑧1, 𝑧2, 𝑧3, 𝑧4] por
[𝑧1, 𝑧2, 𝑧3, 𝑧4] = 𝑇 (𝑧1).
Observação 2.3.8. Se 𝑧1, 𝑧2, 𝑧3, 𝑧4 são finitos e distintos dois a dois, então
[𝑧1, 𝑧2, 𝑧3, 𝑧4] =
(𝑧1 − 𝑧2) · (𝑧3 − 𝑧4)
(𝑧2 − 𝑧3) · (𝑧4 − 𝑧1) .
Seguem algumas propriedades da razão cruzada:
∙ Se 𝑇 é uma homografia então [𝑇 (𝑧1), 𝑇 (𝑧2), 𝑇 (𝑧3), 𝑇 (𝑧4)] = [𝑧1, 𝑧2, 𝑧3, 𝑧4], desde que
[𝑧1, 𝑧2, 𝑧3, 𝑧4] esteja definido.
∙ Sejam 𝑧2, 𝑧3, 𝑧4 ∈ C, distintos dois a dois. Os pontos 𝑧1, 𝑧2, 𝑧3, 𝑧4 estão em um mesmo
círculo de C se, e somente se, [𝑧1, 𝑧2, 𝑧3, 𝑧4] ∈ R ∪ {∞}.
∙ Três pontos em C, distintos dois a dois, definem um único círculo de C.
∙ A imagem por uma homografia de um círculo de C é um círculo de C.
2.3.5 Funções Automorfas
Definição 2.3.24. Uma função automorfa 𝑓(𝑧), 𝑧 ∈ C, é uma função analítica, exceto
nos polos, em um domínio 𝑈 ⊂ C, e invariante sobre um grupo infinito contável de
transformações lineares fracionárias (transformações de Mobius)
𝑇 (𝑧) = 𝑎𝑧 + 𝑏
𝑐𝑧 + 𝑑.
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Observação 2.3.9. As funções automorfas são generalizações das funções trigonométricas
e funções elípticas.
Definição 2.3.25. Seja 𝑤 = 𝑓(𝑧) uma função de múltiplos valores de 𝑧. Sejam 𝑤 = 𝑤(𝑧)
e 𝑧 = 𝑧(𝑦) funções de valor único não constante em 𝑦, tal que 𝑤(𝑦) = 𝑓(𝑧(𝑦)). Então, 𝑤
e 𝑧 uniformiza 𝑤 = 𝑓(𝑧), e 𝑦 é chamada de variável de uniformização.
Sejam 𝑓1(𝑧), 𝑓2(𝑧) duas funções automorfas simples pertencentes ao mesmo
grupo e tendo o mesmo domínio de definição, então existe uma relação algébrica𝐺(𝑓1, 𝑓2) =
0.
Se 𝑤 é uma função algébrica de 𝑧, definida por 𝐺(𝑤, 𝑧) = 0, então as funções
𝑤 = 𝑓1(𝑦) e 𝑧 = 𝑓2(𝑦) uniformiza 𝑤.
2.3.6 Teorema da Uniformização
Definição 2.3.26. Uma superfície 𝑆 é um espaço topológico conexo de Hausdorf com
uma coleção de transformações (𝜑𝑗, 𝑁𝑗), tal que:
∙ os conjuntos 𝑁𝑗 formam uma cobertura aberta de 𝑆, e
∙ 𝜑 é um homeomorfismo de 𝑁𝑗 em 𝜑𝑗(𝑁𝑗), onde 𝜑𝑗(𝑁𝑗) é um subconjunto aberto de
C.
Definição 2.3.27. Uma superfície 𝑅 é chamada superfície de Riemann se a função
complexa
𝜑𝑖𝜑
−1
𝑗 : 𝜑𝑗(𝑁𝑖 ∩𝑁𝑗)→ C
é analítica em 𝑁𝑖 ∩𝑁𝑗 ̸= 0.
Uma forma de construir uma superfície de Riemann consiste em considerá-la
como um quociente relacionado com uma ação de um grupo adequado, isto é, se 𝐺 é
algum grupo discreto atuando em C ou H2, então o quociente por 𝐺 é uma superfície de
Riemann, onde H2 é o semiplano superior complexo.
Exemplo 2.3.1. Se 𝐺 é um grupo gerado por 𝑧 → 𝑧+1, então C/𝐺 é o plano perfurado
C − {0} e H2/𝐺 é o disco perfurado {𝑧 : 0 < |𝑧| < 1} e, em cada caso, a transformação
quociente é 𝑧 → 𝑒2𝜋𝑖𝑧. Assim, temos dois exemplos de superfícies de Riemann obtidas
como o quociente de C, e do plano hiperbólico H2, respectivamente.
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A seguir, apresentamos o teorema da uniformização.
Teorema 2.3.28. (Teorema da Uniformização) Se uma superfície de Riemann é homeo-
morfa a uma esfera, então é conformalmente equivalente à esfera de Riemann. Qualquer
superfície de Riemann 𝑅, que não é homeomorfa a uma esfera, é conformalmente equiva-
lente a um quociente da forma C/𝐺 ou H2/𝐺, onde 𝐺 é um grupo discreto de isometrias
conformes atuando sem pontos fixos em C, ou em H2. Além disso, 𝐺 é isomorfo ao grupo
fundamental de 𝑅.
Teorema 2.3.29. (FORD, 1915) Sejam 𝑃1, . . . , 𝑃𝑠, (𝑠 > 1) pontos na superfície de
Riemann 𝑅 de uma função algébrica de gênero zero, com cada ponto 𝑃𝑖 sendo um inteiro
𝑣𝑖 > 1 associado, 𝑣𝑖 pode ser infinito; e 𝑣1 = 𝑣2, se 𝑠 = 2. Então, a função algébrica pode
ser uniformizada por meio de funções automorfas de tal forma que, na vizinhança de um
ponto 𝑧 no domínio de definição de funções, a correspondência entre os pontos do plano
e os pontos de 𝑅 é um-para-um, exceto quando um corresponde a 𝑃𝑖, no caso em que a
correspondência é 𝑣𝑖 para um. As funções de uniformização são:
∙ Racionais, se:
(a) 𝑠 = 2, 𝑣1 finito;
(b) 𝑠 = 3, 1
𝑣1
+ 1
𝑣2
+ 1
𝑣3
> 1.
∙ Periódicas simples, se:
(a) 𝑠 = 2, 𝑣1 =∞;
(b) 𝑠 = 3, 𝑣1 = 𝑣2 = 2, 𝑣3 =∞.
∙ Elípticas, se:
(a) 𝑠 = 3, 1
𝑣1
+ 1
𝑣2
+ 1
𝑣3
= 1;
(b) 𝑠 = 4, 𝑣1 = 𝑣2 = 𝑣3 = 𝑣4 = 2.
∙ Fuchsianas de primeiro tipo em todos os outros casos.
2.3.7 Funções Elípticas
Definição 2.3.30. Sejam 𝜆1, 𝜆2 ∈ C, não-nulos, tais que 𝐼𝑚(𝜆2/𝜆1) ̸= 0. O conjunto
𝐿 = 𝐿(𝜆1, 𝜆2) = {𝑚𝜆1 + 𝑛𝜆2 ∈ C : 𝑚,𝑛 ∈ Z} ,
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é chamado reticulado em C, gerado por 𝜆1 e 𝜆2.
Definição 2.3.31. Dois números complexos 𝑧1 e 𝑧2 são congruentes no reticulado 𝐿 se
𝑧1, 𝑧2 ∈ 𝐿. Denotamos por 𝑧1 ≡ 𝑧2(𝑚𝑜𝑑𝐿) ou simplesmente 𝑧1 ≡ 𝑧2.
Definição 2.3.32. Um domínio fundamental de 𝐿 em 𝑧0 é o conjunto
𝐷(𝑧0) = {𝑧0 + 𝜇𝜆1 + 𝛿𝜆2 ∈ C : 0 ≤ 𝜇, 𝛿 < 1} .
Além disso, para todo 𝑧 ∈ C existe um único ̃︀𝑧 ∈ 𝐷(𝑧0) tal que 𝑧 = ̃︀𝑧 .
Definição 2.3.33. Seja 𝐿 = 𝐿(𝜆1, 𝜆2) um reticulado. Uma função meromorfa 𝑓 : C→ C
é chamada função elíptica de L se para todo 𝑧 ∈ C e Ω ∈ 𝐿,
𝑓(𝑧 + Ω) = 𝑓(𝑧).
Seguem algumas observações:
∙ uma função constante é elíptica;
∙ se 𝑓, 𝑔 são funções elípticas de 𝐿 e 𝜆 ∈ C, então 𝑓 + 𝜆𝑔, 𝑓 · 𝑔, 1/𝑓 são funções
elípticas de 𝐿;
∙ o conjunto das funções elípticas de um reticulado forma um corpo;
∙ uma função elíptica é completamente determinada pelos seus valores num domínio
fundamental 𝐷(𝑧0).
2.3.8 Funções Hiperelípticas
Curvas hiperelípticas formam uma classe especial de curvas algébricas e podem
ser vistas como uma generalização de curvas elípticas.
Em geometria algébrica, uma curva hiperelíptica é uma curva algébrica dada
por uma equação da forma
𝑦2 = 𝑓(𝑧),
onde 𝑓(𝑧) é um polinômio de grau 𝑛 > 4 com 𝑛 raízes distintas.
Definição 2.3.34. Uma função hiperelíptica é um elemento do corpo de funções de uma
curva ou, eventualmente, da variedade Jacobiana na curva.
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Temos as seguintes observações:
∙ existem curvas hiperelípticas de todo gênero 𝑔 ≥ 1;
∙ uma curva hiperelíptica de gênero 𝑔 = 1 é uma curva elíptica;
∙ o grau do polinômio determina o gênero da curva, isto é, um polinômio de grau
2𝑔 + 1 ou 2𝑔 + 2 leva a uma curva de gênero 𝑔. Além disso,
– se o grau é igual a 2𝑔+1, a curva é chamada de curva hiperelíptica imaginária;
– se o grau é igual a 2𝑔 + 2, a curva é chamada de curva hiperelíptica real.
2.4 Equações Diferenciais no Plano Complexo
Nesta seção, apresentamos os conceitos e os resultados sobre as equações dife-
renciais (EDs), em especial, as equações diferenciais fuchsianas (EDFs) de segunda ordem.
O estudo das EDs tornou-se uma das principais disciplinas matemáticas devido
à sua importância na pesquisa científica. Antes as pesquisas se restrigiam a apresentar
uma solução geral, se possível, para uma dada ED. Entretanto, posteriormente, as pes-
quisas passaram a investigar as propriedades gerais das soluções, uma vez que já eram
estabelecidas as condições de existência e unicidade das soluções de uma ED.
A partir dessa nova abordagem, foram obtidas EDs cujas soluções não po-
dem ser expressas como funções elementares, por exemplo, as EDFs. Estas EDs surgiram
nos trabalhos de Euler, Bernoulli, Gauss e Riemann. Para uma abordagem detalhada,
sugerimos as referências (SOTOMAYOR, 1979) e (HILLE, 1976).
Em especial, neste trabalho, as EDFs desempenham um papel de relevância na
obtenção dos geradores do grupo fuchsiano e, consequentemente, do subgrupo fuchsiano
associado à curva hiperelíptica, ver o Capítulo 3. Mais especificamente, o quociente das
soluções das EDFs fornecem a variável de uniformização da curva hiperelíptica associada.
Além disso, por meio destes quocientes estabecemos os geradores dos subgrupos fuchsianos
onde as respectivas regiões fundamentais uniformizam a curva hiperelíptica.
2.4.1 Equações Diferenciais Lineares
Iniciamos expondo algumas definições e resultados para os sistemas de EDs
lineares.
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Definição 2.4.1. Dado o sistema linear
𝜔′ = 𝐴(𝑧)𝜔 (2.1)
onde 𝐴(𝑧) é uma matriz 𝑛 × 𝑛 de funções analíticas em 0 < |𝑧 − 𝑧0| < 𝑎. O ponto 𝑧0 é
chamado ponto regular do sistema (2.1) se 𝐴(𝑧) é analítica em 𝑧0. Por outro lado, 𝑧0
é chamado ponto singular do sistema (2.1) se 𝐴(𝑧) não é analítica em 𝑧0.
A partir do comportamento da matriz 𝐴(𝑧) dos coeficientes do sistema (2.1)
na vizinhança de 𝑧0, temos a seguinte definição.
Definição 2.4.2. O ponto 𝑧0 é denominado ponto singular simples para o sistema (2.1)
se 𝐴(𝑧) tem um polo de ordem um em 𝑧0. E mais, 𝑧0 é no máximo um ponto singular
simples do sistema (2.1) se 𝐴(𝑧) tem no máximo um polo em 𝑧0, isto é, 𝑧0 é um ponto
regular ou um ponto singular simples de (2.1).
Observação 2.4.1. Se 𝑧0 é um ponto singular simples, então o sistema (2.1) pode ser
reescrito da forma 𝜔′ = (𝑧−𝑧0)−1 ̃︀𝐴(𝑧)𝜔, onde ̃︀𝐴(𝑧) é analítica em |𝑧−𝑧0| < 𝑎 e ̃︀𝐴(𝑧0) ̸= 0.
Por outro lado, a partir do comportamento das soluções do sistema (2.1) na
vizinhança de 𝑧0 segue a definição de ponto singular regular.
Definição 2.4.3. O ponto singular 𝑧0 é chamado ponto singular regular do sistema
(2.1) se 𝐴(𝑧) tem no máximo um polo em 𝑧0. E mais, 𝑧0 é no máximo um ponto singular
regular do sistema (2.1) se 𝑧0 é um ponto regular ou um ponto singular regular do sistema
(2.1).
Teorema 2.4.4. (SOTOMAYOR, 1979) Se 𝑧0 é ponto singular simples do sistema (2.1)
então 𝑧0 é ponto singular regular.
Observação 2.4.2. Em geral, a recíproca do Teorema 2.4.4 não é válida. Contudo, estes
conceitos são equivalentes para as EDs de qualquer ordem.
A seguir, apresentamos como analisar o sistema (2.1) em 𝑧 = ∞. Para tanto,
consideremos o sistema (2.1) com 𝐴(𝑧) analítica para todo 𝑧 suficientemente grande e a
variável 𝜉 = 1
𝑧
.
Desta forma, se ̃︀𝜔(𝜉) = 𝜔 (︁1
𝜉
)︁
e ̃︀𝐴(𝜉) = 𝐴(1
𝜉
), o sistema (2.1) se transforma no
sistema
̃︀𝜔′ = − ̃︀𝐴(𝜉)
𝜉2
̃︀𝜔 (2.2)
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onde, por hipótese, existe 𝑎 > 0 tal que − ̃︀𝐴(𝜉)
𝜉2 é analítica em 0 < |𝜉| < 𝑎.
Definição 2.4.5. O ponto 𝑧 = ∞ é um ponto regular ou singular (singular simples ou
singular regular) para o sistema (2.1) se o ponto 𝜉 = 0 possui as mesmas propriedades
para o sistema (2.2).
Teorema 2.4.6. (SOTOMAYOR, 1979) O sistema (2.1) tem no máximo um ponto sin-
gular simples em 𝑧 =∞ se, e somente se, 𝐴(𝑧) é analítica em 𝑧 =∞ e 𝐴(∞) = 0.
Em seguida, apresentamos alguns resultados para as EDs de ordem 𝑛. Para
tanto, consideremos a equação de ordem 𝑛
𝜔(𝑛) + 𝑏1(𝑧)𝜔(𝑛−1) + . . .+ 𝑏𝑛−1(𝑧)𝜔′ + 𝑏𝑛(𝑧)𝜔 = 0 (2.3)
onde as funções 𝑏1(𝑧), . . . , 𝑏𝑛(𝑧) são analíticas em 0 < |𝑧 − 𝑧0| < 𝑎.
Definição 2.4.7. O ponto 𝑧0 é um ponto singular de (2.3) se pelo menos uma das funções
𝑏1(𝑧), . . . , 𝑏𝑛(𝑧) não é analítica em 𝑧0. E mais, 𝑧0 é chamado ponto regular de (2.3) se
todas as funções 𝑏1(𝑧), . . . , 𝑏𝑛(𝑧) são analíticas em 𝑧0.
Definição 2.4.8. Dado 𝑧0 um ponto singular de (2.3). O ponto 𝑧0 é denominado ponto
singular simples se (𝑧 − 𝑧0)𝑘𝑏𝑘(𝑧) é analítica em 𝑧0 para 1 ≤ 𝑘 ≤ 𝑛, isto é, se 𝑏𝑘(𝑧) tem
no máximo um pólo de ordem 𝑘 em 𝑧0.
Definição 2.4.9. Dado 𝑧0 um ponto singular de (2.3). O ponto singular 𝑧0 é chamado
ponto singular regular se toda solução de (2.3) em torno de 𝑧0 é combinação linear de
funções da forma 𝑝(𝑧)(𝑧 − 𝑧0)𝜆(log(𝑧 − 𝑧0))𝑚 onde 𝜆 ∈ C, 0 ≤ 𝑚 ≤ 𝑛− 1 é inteiro e 𝑝(𝑧)
é analítica numa vizinhança de 𝑧0. Caso contrário, 𝑧0 é dito ponto singular irregular.
Observação 2.4.3. Se 𝑧0 é um ponto singular regular de (2.3), então na vizinhança de
𝑧0 existe pelo menos uma solução da forma 𝑝(𝑧)(𝑧 − 𝑧0)𝜆, 𝜆 ∈ C e 𝑝(𝑧) analítica na
vizinhança de 𝑧0.
Teorema 2.4.10. (SOTOMAYOR, 1979) Se 𝑧0 é ponto singular simples do sistema (2.3)
então 𝑧0 é ponto singular regular.
Como mencionado anteriormente, a recíproca para as EDs é verdadeira.
Teorema 2.4.11 (Teorema de Fuchs). Se 𝑧0 é ponto singular regular de (2.3) então 𝑧0 é
ponto singular simples.
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Teorema 2.4.12. (SOTOMAYOR, 1979) Uma condição necessária e suficiente para que
a equação (2.3) tenha no máximo singularidades regulares nos pontos distintos 𝑧1, . . . , 𝑧𝑘,∞,
com todos os demais pontos regulares, é que os coeficientes 𝑏𝑗(𝑧) sejam da forma
𝑏𝑗(𝑧) =
𝑓(𝑧)
(𝑧 − 𝑧1)𝑗 · · · (𝑧 − 𝑧𝑘)𝑗 ,
onde 𝑓(𝑧) é um polinômio de grau no máximo 𝑗(𝑘 − 1).
Observação 2.4.4. As EDs em que todos os pontos singulares são pontos singulares regu-
lares são denominadas equações diferenciais fuchsianas (EDFs) ou, simplesmente,
equações fuchsianas. Em especial, apresentamos a seguir os principais resultados sobre
as EDFs de segunda ordem.
2.4.2 Equações Diferenciais Fuchsianas
Definição 2.4.13. A equação diferencial de segunda ordem
𝑦′′(𝑧) + 𝑝(𝑧)𝑦′(𝑧) + 𝑞(𝑧)𝑦(𝑧) = 0, (2.4)
é chamada equação diferencial fuchsiana (EDF) de segunda ordem se todo ponto singular
no plano complexo estendido for regular, isto é, se a singularidade em 𝑝(𝑧) for um polo
simples e em 𝑞(𝑧) for no máximo um polo de ordem 2.
Observação 2.4.5. Uma equação diferencial ordinária (EDO) de segunda ordem com 𝑛
pontos singulares é da forma
𝑦′′(𝑧) + 𝑝(𝑧)𝑦′(𝑧) + 𝑞(𝑧)𝑦(𝑧) = 0,
onde
𝑝(𝑧) = 𝐴1
𝑧 − 𝑒1 + · · ·+
𝐴𝑛
𝑧 − 𝑒𝑛 ,
e
𝑞(𝑧) = 𝐵1(𝑧 − 𝑒1)2 +
𝐶1
𝑧 − 𝑒1 + · · ·+
𝐵𝑛
(𝑧 − 𝑒𝑛)2 +
𝐶𝑛
𝑧 − 𝑒𝑛 ,
onde ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝐴1 + · · · + 𝐴𝑛 = 2
𝐶1 + · · · + 𝐶𝑛 = 0
𝐵1 + · · · + 𝐵𝑛 + 𝑒1𝐶1 + · · · + 𝑒𝑛𝐶𝑛 = 0
2𝑒1𝐵1 + · · · + 2𝑒𝑛𝐵𝑛 + 𝑒21𝐶1 + · · · + 𝑒2𝑛𝐶𝑛 = 0
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Definição 2.4.14. Dado 𝑧0 um ponto singular regular de (2.4), definimos o polinômio
indicial de 𝑧0 por
𝑟(𝜆) = 𝜆2 + (𝑝0 − 1)𝜆+ 𝑞0,
onde 𝑝0 = lim𝑧→𝑧0(𝑧 − 𝑧0)𝑝(𝑧) e 𝑞0 = lim𝑧→𝑧0(𝑧 − 𝑧0)2𝑞(𝑧).
Observação 2.4.6. A definição acima pode ser estendida para os pontos regulares da
EDF (2.4). Assim, obtemos 𝑝0 = 𝑞0 = 1 e então, 𝑟(𝜆) = 𝜆2 − 𝜆, cujas raízes são 0 e
1. Desta forma, em qualquer ponto regular 𝑧0 existem duas soluções LI de (2.4), e mais,
ambas analíticas em 𝑧0.
Definição 2.4.15. As raízes do polinômio indicial de (2.4) em 𝑧0, um ponto qualquer,
são chamadas expoentes de (2.4) em 𝑧0.
Observação 2.4.7. A EDF de ordem 2 com pontos singulares em 𝑧1, 𝑧2 e 𝑧3, com ex-
poentes 𝛼11 e 𝛼21, 𝛼12 e 𝛼22, 𝛼13 e 𝛼23, respectivamente, pode ser expressa em termos do
símbolo de Riemann, isto é,
𝜔 = 𝑃
⎛⎜⎜⎜⎜⎜⎝
𝑧1 𝑧2 𝑧3
𝛼11 𝛼12 𝛼13 𝑧
𝛼21 𝛼22 𝛼23
⎞⎟⎟⎟⎟⎟⎠
Teorema 2.4.16. (SOTOMAYOR, 1979) Sejam 𝛼11, 𝛼21, 𝛼12, 𝛼22, 𝛼1∞, 𝛼2∞ ∈ C e
𝑧1, 𝑧2 ∈ C. Uma ED de segunda ordem com pontos singulares em {𝑧1, 𝑧2,∞}, onde os
expoentes são dados pelas constantes acima, e ordenados, é fuchsiana se, e somente se,
𝛼11 + 𝛼21 + 𝛼12 + 𝛼22 + 𝛼1∞ + 𝛼2∞ = 1.
Além disso, a EDF nessas condições é dada por
𝜔′′ +
(︂1− 𝛼11 − 𝛼21
𝑧 − 𝑧1 +
1− 𝛼12 − 𝛼22
𝑧 − 𝑧2
)︂
𝜔′
+
(︃
𝛼11𝛼21
(𝑧 − 𝑧1)2 +
𝛼12𝛼22
(𝑧 − 𝑧2)2 +
𝛼1∞𝛼2∞ − 𝛼11𝛼21 − 𝛼12𝛼22
(𝑧 − 𝑧1)(𝑧 − 𝑧2)
)︃
𝜔 = 0
Observação 2.4.8. Toda EDF com no máximo três pontos singulares pode ser trans-
formada em uma EDF com no máximo dois pontos singulares finitos, por meio de uma
mudança de variável independente.
Teorema 2.4.17. (SOTOMAYOR, 1979) Sejam 𝑧1, 𝑧2, 𝑧3 ∈ C finitos. A transformação
𝑣 = 𝑧 − 𝑧1
𝑧 − 𝑧3 ·
𝑧2 − 𝑧3
𝑧2 − 𝑧1
Capítulo 2. Revisão de Conceitos 52
transforma a EDF
𝜔 = 𝑃
⎛⎜⎜⎜⎜⎜⎝
𝑧1 𝑧2 𝑧3
𝛼11 𝛼12 𝛼13 𝑧
𝛼21 𝛼22 𝛼23
⎞⎟⎟⎟⎟⎟⎠
na EDF da forma
𝜔 = 𝑃
⎛⎜⎜⎜⎜⎜⎝
0 1 ∞
𝛼11 𝛼12 𝛼13 𝑣
𝛼21 𝛼22 𝛼23
⎞⎟⎟⎟⎟⎟⎠ .
Em especial, apresentamos três exemplos de EDFs, a saber, a equação de Euler,
a equação de Legendre e a equação hipergeométrica.
Exemplo 2.4.1. A ED de Euler é dada por
𝑧2𝑦′′(𝑧) + 𝑎𝑧𝑦′(𝑧) + 𝑏𝑦(𝑧) = 0,
onde 𝑎 e 𝑏 são constantes. Os pontos 𝑧0 = 0 e 𝑧0 =∞ são os pontos singulares regulares.
Exemplo 2.4.2. A ED de Legendre é da forma
(1− 𝑧)2𝑦′′(𝑧)− 2𝑧𝑦′(𝑧) + 𝜆 (𝜆+ 1) 𝑦(𝑧) = 0,
onde 𝜆 ∈ C. Os pontos 𝑧0 = 1, 𝑧0 = −1 e 𝑧0 =∞ são pontos singulares regulares da ED
de Legendre.
Exemplo 2.4.3. A equação diferencial hipergeométrica (EDH) é dada por
𝑧 (𝑧 − 1) 𝑦′′(𝑧) + [(𝛼 + 𝛽 + 1) 𝑧 − 𝛾] 𝑦′(𝑧) + 𝛼𝛽𝑦(𝑧) = 0,
possuindo três pontos singulares regulares em 𝑧 = 0, 𝑧 = 1 e 𝑧 = ∞. Em termos do
símbolo de Riemann, a EDH fica da forma
𝜔 = 𝑃
⎛⎜⎜⎜⎜⎜⎝
0 1 ∞
0 0 𝛼 𝑧
1− 𝛾 𝛾 − 𝛼− 𝛽 𝛽
⎞⎟⎟⎟⎟⎟⎠
A resolução de uma EDF de segunda ordem com no máximo 3 pontos singulares
reduz-se à resolução da EDH.
As soluções da EDF são estabelecidas por meio do método de Frobenius, (SO-
TOMAYOR, 1979). Este método é mais geral, isto é, possibilita o cálculo das soluções de
uma EDF de ordem 𝑛 em um ponto singular regular.
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2.4.2.1 Soluções da Equação Diferencial Hipergeométrica
Nesta seção, serão apresentadas as soluções de uma equação diferencial hiper-
geométrica (EDH). A EDH possui 3 singularidades, a saber, 𝑧 = 0, 𝑧 = 1 e 𝑧 =∞. Desta
forma, apresentamos as soluções associadas a cada uma das singularidades bem como
a existência de relação entre tais soluções. Para maiores detalhes veja (SOTOMAYOR,
1979), (KRISTENSSON, 2010), (BARATA, 2005), (BATEMAN, 1953).
Consideremos a EDH
𝑧(1− 𝑧)𝑦′′(𝑧) + [𝛾 − (1 + 𝛼 + 𝛽)𝑧]𝑦′(𝑧)− 𝛼𝛽𝑦(𝑧) = 0. (2.5)
Segundo (SOTOMAYOR, 1979), as soluções da equação (2.5) nas singularidades são dadas
por:
1. Soluções em 𝑧 = 0: 𝛾 ̸= 0 e 𝛾 ̸∈ Z negativo.
𝑤10(𝑧) = 𝐹 (𝛼, 𝛽; 𝛾; 𝑧)
𝑤20(𝑧) = 𝑧1−𝛾𝐹 (𝛼 + 1− 𝛾, 𝛽 + 1− 𝛾; 2− 𝛾; 𝑧)
2. Soluções em 𝑧 = 1: 𝛾 − (𝛼 + 𝛽) ̸∈ Z positivo.
𝑤11(𝑧) = 𝐹 (𝛼, 𝛽; 1− 𝛾 + 𝛼 + 𝛽; 1− 𝑧)
𝑤21(𝑧) = (1− 𝑧)𝛾−𝛼−𝛽𝐹 (𝛾 − 𝛽, 𝛾 − 𝛼; 1− 𝛾 − 𝛼− 𝛽; 1− 𝑧)
3. Soluções em 𝑧 =∞: 𝛼− 𝛽 ̸∈ Z negativo.
𝑤1∞(𝑧) = 𝑧−𝛼𝐹 (𝛼, 1− 𝛾 + 𝛼; 1− 𝛽 + 𝛼; 𝑧−1)
𝑤2∞(𝑧) = 𝑧−𝛽𝐹 (𝛽, 1− 𝛾 − 𝛽; 1 + 𝛽 − 𝛼; 𝑧−1)
Definição 2.4.18. Define-se a função hipergeométrica por
𝐹 (𝛼, 𝛽; 𝛾; 𝑧) = Γ(𝛾)Γ(𝛼)Γ(𝛽)
∞∑︁
𝑛=0
Γ(𝛼 + 𝑛)Γ(𝛽 + 𝑛)
Γ(𝛾 + 𝑛)
𝑧𝑛
𝑛! .
A função gama Γ(𝑧) pode ser revista na Subseção 2.3.3, página 40.
Como as soluções são dadas por expressões que envolvem a função hipergeo-
métrica, apresentamos algumas propriedades desta função.
1. 𝐹 (𝛼, 𝛽; 𝛾; 𝑧) = 𝐹 (𝛽, 𝛼; 𝛾; 𝑧)
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2. 𝐹 (𝛼, 𝛽; 𝛾; 1) = Γ(𝛾)Γ(𝛾−𝛼−𝛽)Γ(𝛾−𝛼)Γ(𝛾−𝛽) , 𝛾 ̸= 0,−1,−2, . . . e 𝑅𝑒(𝛾) > 𝑅𝑒(𝛼 + 𝛽)
3. 𝐹 (𝛼, 𝛽; 𝛾; 0) = 1
4. 𝐹 (𝛼, 𝛽; 𝛽; 𝑧) = (1− 𝑧)−𝛼
5. 𝐹 (𝛼, 𝛽; 𝛾; 𝑧) = (1− 𝑧)𝛾−𝛼−𝛽𝐹 (𝛾 − 𝛼, 𝛾 − 𝛽; 𝛾; 𝑧)
6. (1− 𝑧)𝐹 (𝛼, 𝛽; 𝛾− 1; 𝑧) = 1+ 𝑧
(︁
𝛼+𝛽−2𝛾+1
𝛾−1
)︁
𝐹 (𝛼, 𝛽; 𝛾; 𝑧)+ (𝛼−𝛾)(𝛽−𝛾)
𝛾(𝛾−1) 𝐹 (𝛼, 𝛽; 𝛾+1; 𝑧).
As soluções da EDH estão relacionadas pelas expressões abaixo, ou seja, pela
continuação analítica, ver (BATEMAN, 1953) para maiores detalhes.
Assim, as soluções em 𝑧 = 0 podem ser reescritas como combinação linear das
soluções em 𝑧 = 1, a saber,
𝐹 (𝛼, 𝛽; 𝛾; 𝑧) = Γ(𝛾)Γ(𝛾 − 𝛼− 𝛽)Γ(𝛾 − 𝛼)Γ(𝛾 − 𝛽)𝐹 (𝛼, 𝛽;𝛼 + 𝛽 − 𝛾 + 1; 1− 𝑧)
+ Γ(𝛾)Γ(𝛼 + 𝛽 − 𝛾)Γ(𝛼)Γ(𝛽) (1− 𝑧)
𝛾−𝛼−𝛽𝐹 (𝛾 − 𝛼, 𝛾 − 𝛽; 𝛾 − 𝛼− 𝛽 + 1; 1− 𝑧)
com |𝑎𝑟𝑔(1− 𝑧)| < 𝜋.
E as soluções em 𝑧 = 0 também podem ser reescritas como combinação linear
das soluções em 𝑧 =∞, a saber,
𝐹 (𝛼, 𝛽; 𝛾; 𝑧) = Γ(𝛾)Γ(𝛽 − 𝛼)Γ(𝛾 − 𝛼)Γ(𝛽)(−𝑧)
−𝛼𝐹 (𝛼, 1− 𝛾 + 𝛼; 1− 𝛽 + 𝛼; 𝑧−1)
+ Γ(𝛾)Γ(𝛼− 𝛽)Γ(𝛼)Γ(𝛾 − 𝛽)(−𝑧)
−𝛽𝐹 (𝛽, 1− 𝛾 + 𝛽; 1− 𝛼 + 𝛽; 𝑧−1)
com |𝑎𝑟𝑔(−𝑧)| < 𝜋
Observação 2.4.9. Realizamos o desenvolvimento da expressão (−𝑥)−𝑘 fazendo uso do
fato que ln(−1) = ±𝜋𝑖:
(−𝑥)−𝑘 = 𝑒ln(−𝑥)−𝑘 = 𝑒−𝑘 ln(−𝑥) = 𝑒−𝑘 ln((−1)𝑥) = 𝑒−𝑘[ln(−1)+ln(𝑥)]
= 𝑒−𝑘 ln(−1)𝑒−𝑘 ln(𝑥) = 𝑒±𝑘𝜋𝑖𝑒ln(𝑥)−𝑘
= 𝑥−𝑘𝑒±𝑘𝜋𝑖.
2.5 Geometria Hiperbólica
Nesta seção, apresentamos de forma sintetizada os conceitos e os resultados da
geometria hiperbólica necessários para o desenvolvimento dos próximos capítulos. Para
um estudo mais amplo, sugerimos as referências (KATOK, 1992) e (STILLWELL, 2012).
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O desenvolvimento da geometria desde os primórdios até os dias atuais é re-
pleto de riquezas e nuances que valem a pena ser estudadas. Para este contexto histórico
sugerimos a referência (BOYER; MERZBACH, 2012) em sua forma expandida e em sua
forma sintetizada (LESKOW, 2011).
A geometria hiperbólica pode ser contextualizada nas seguintes abordagens:
1) via axiomática; 2) via Geometria Riemanniana; e 3) via Transformações de Mobius.
Para maiores detalhes desta três abordagens, sugerimos as referências (ANDRADE, 2013),
(CARMO, 1988) e (BEARDON, 1983), respectivamente.
Com o objetivo de propor novas constelações de sinais para a transmissão digi-
tal, em (SILVA, 2000), o espaço hiperbólico foi considerado por duas razões: 1) existência
de infinitas tesselações regulares hiperbólicas, enquanto que no espaço euclidiano existem
apenas 3 tesselações regulares; 2) e ganhos de codificação ao se utilizarem constelações
de sinais hiperbólicas ao invés de constelações de sinais euclidianas. Como consequência,
decorre o fato que teremos que fazer uso da geometria hiperbólica por meio de seus mode-
los (no caso em consideração o modelo do disco de Poincaré e do semiplano superior) ao
invés da geometria euclidiana. Isso acarreta na acessibilidade à teoria de grupos fuchsia-
nos, na qual um grupo fuchsiano é um grupo discreto de isometrias no plano hiperbólico
e, consequentemente, aos seus subgrupos, cuja região fundamental uniformizará a curva
hiperelíptica.
Ao associarmos a um polígono hiperbólico regular a região fundamental que
uniformizará a curva hiperelíptica, obtemos infinitas maneiras de tesselar o plano hiper-
bólico. Ressaltamos o interesse nas tesselações formadas por polígonos regulares, pois
são esses os polígonos que identificam as correspondentes regiões de Voronoi, das quais
obtemos a constelação de sinais geometricamente uniforme.
2.5.1 Modelos
Como mencionado anteriormente, a geometria hiperbólica pode ser abordada
de diferentes formas e modelos. Os modelos da geometria hiperbólica são em número
de quatro, a saber: 1) o modelo do semiplano superior H2; 2) o modelo do disco aberto
unitário Δ; 3) o modelo de Klein; e 4) o modelo do hiperbolóide.
Os dois primeiros modelos, H2 e Δ, são os modelos empregados nos próximos
capítulos por serem os mais utilizados.
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2.5.1.1 Modelo Δ
Definição 2.5.1. O disco Δ = {𝑧 ∈ C : |𝑧| < 1} é chamado disco de Poincaré, ou disco
aberto unitário. O círculo 𝜕Δ = {𝑧 ∈ C : |𝑧| = 1} é chamado círculo no ∞ ou fronteira
de Δ.
Uma vantagem do disco aberto unitário é o fato de ser um subconjunto limitado
do plano euclidiano e, assim, possibilitar uma melhor visualização em relação ao modelo
H2.
Definição 2.5.2. Seja 𝜎 : [𝑎, 𝑏]→ Δ um caminho diferenciável por partes no disco aberto
unitário. O comprimento hiperbólico de 𝜎 em Δ é dado por
‖𝜎‖Δ =
∫︁
𝜎
2
1− |𝑧|2 =
∫︁ 𝑏
𝑎
2
1− |𝜎(𝑡)|2 |𝜎
′(𝑡)|𝑑𝑡.
Definição 2.5.3. Sejam 𝑧1, 𝑧2 ∈ Δ e 𝜎 : [𝑎, 𝑏]→ Δ um caminho diferenciável por partes
tal que 𝜎(𝑎) = 𝑧1 e 𝜎(𝑏) = 𝑧2. Definimos a distância hiperbólica entre 𝑧1 e 𝑧2 ∈ Δ por
𝑑Δ(𝑧1, 𝑧2) = inf{‖𝜎‖Δ}. (2.6)
Definição 2.5.4. Uma curva 𝛾 em Δ com a propriedade de que o arco de 𝛾 ligando 𝑧1
e 𝑧2, pertencentes a 𝛾, é o menor caminho entre 𝑧1 e 𝑧2 e é chamado geodésica ou reta
hiperbólica em Δ.
Observação 2.5.1. As geodésicas no modelo do disco aberto unitário da geometria hi-
perbólica são arcos de círculos que interceptam ortogonalmente 𝜕Δ ou são diâmetros em
Δ, isto é, círculos com raio infinito.
Na Figura 8, apresentamos algumas geodésicas no disco aberto unitário Δ.
Figura 8 – Geodésicas em Δ
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Definição 2.5.5. Dado um conjunto 𝐴 ⊂ Δ, definimos a área hiperbólica de 𝐴 por
𝜇Δ(𝐴) =
∫︁
𝐴
4
(1− |𝑧|2)2𝑑𝑧.
2.5.1.2 Modelo H2
Definição 2.5.6. O conjunto dos números complexos 𝑧 com parte imaginária positiva
H2 = {𝑧 ∈ C : 𝐼𝑚(𝑧) > 0},
é chamado semiplano superior ou plano de Lobachevski H2, onde 𝐼𝑚(𝑧) denota a
parte imaginária de 𝑧. Além disso, a fronteira de H2 ou o círculo infinito é definido por
𝜕H2 = {𝑧 ∈ C : 𝐼𝑚(𝑧) = 0} ∪ {∞}.
Observação 2.5.2. O semiplano superior H2 pode ser reescrito da seguinte forma
H2 = {(𝑥, 𝑦) ∈ R2 : 𝑦 > 0},
pois todo ponto 𝑧 = 𝑥+ 𝑖𝑦 ∈ C pode ser identificado como um ponto (𝑥, 𝑦) ∈ R2.
Definição 2.5.7. Seja 𝜎 : [𝑎, 𝑏] → H2 um caminho diferenciável por partes em H2. O
comprimento hiperbólico de 𝜎 em H2 é definido por
‖𝜎‖H2 =
∫︁
𝜎
1
𝐼𝑚(𝑧) =
∫︁ 𝑏
𝑎
|𝜎′(𝑡)|
𝐼𝑚(𝜎(𝑡))𝑑𝑡.
Definição 2.5.8. Sejam 𝑧1, 𝑧2 ∈ H2 e 𝜎 : [𝑎, 𝑏]→ H2 um caminho diferenciável por partes
tal que 𝜎(𝑎) = 𝑧1 e 𝜎(𝑏) = 𝑧2. Definimos a distância hiperbólica entre 𝑧1 e 𝑧2 ∈ H2 por
𝑑H2(𝑧1, 𝑧2) = inf{‖𝜎‖H2}. (2.7)
Definição 2.5.9. Uma curva 𝛾 em H2 com a propriedade de que o arco de 𝛾 ligando 𝑧1
e 𝑧2, pertencentes a 𝛾, é o menor caminho entre 𝑧1 e 𝑧2 e é chamado geodésica ou reta
hiperbólica em H2. Além disso, quaisquer dois pontos em H2 podem ser unidos por uma
única geodésica.
Observação 2.5.3. As geodésicas no modelo do semiplano superior da geometria hiper-
bólica são semi-círculos ou retas perpendiculares ao eixo real.
Na Figura 9, apresentamos algumas geodésicas no semiplano superior H2.
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H2
Figura 9 – Geodésicas em H2
Observação 2.5.4. As geodésicas podem ser classificadas como paralelas, hiperparalelas
ou concorrentes. Sejam 𝛾1, 𝛾2 e 𝛾3 geodésicas em H2, na Figura 10 apresentamos as três
situações, isto é,
∙ 𝛾1 e 𝛾2 são paralelas;
∙ 𝛾2 e 𝛾3 são concorrentes;
∙ 𝛾1 e 𝛾3 são hiperparalelas.
H2
𝛾1
𝛾2 𝛾3
Figura 10 – Posições relativas das geodésicas em H2
Observação 2.5.5. Recordamos que o axioma das paralelas de Euclides afirma que para
cada reta pertencente ao plano euclidiano e um ponto não pertencente à reta, existe uma
única reta paralela que passa pelo ponto dado e é paralela à reta dada. Entretanto, este
comportamento não é verificado no plano hiperbólico. Assim, temos que existem infinitas
retas paralelas a uma dada reta e que possuem um ponto comum. Na Figura 11, apresen-
tamos duas retas hiperbólicas 𝛾2 e 𝛾3 que são paralelas à reta hiperbólica 𝛾1 e passam pelo
ponto 𝑃 .
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Definição 2.5.10. Os pontos das geodésicas em H2 que estão sob o eixo real são chamados
pontos ideais ou pontos no infinito. E mais, tais pontos não pertencem a H2, entretanto
estão em 𝜕H2.
H2
𝛾1
𝛾2
𝛾3𝑃
Figura 11 – Retas hiperbólicas paralelas em H2
Definição 2.5.11. A área hiperbólica do conjunto 𝐴 ⊂ H2 é dada por
𝜇H2(𝐴) =
∫︁
𝐴
1
(𝐼𝑚(𝑧))2𝑑𝑧.
Uma vantagem do semiplano superior é a facilidade com que as coordenadas
cartesianas podem ser utilizadas em cálculos.
2.5.2 Transformações de Mobius
Nesta subseção, apresentamos as definições, os tipos e as propriedades das
transformações de Mobius nos dois modelos hiperbólicos Δ e H2.
Primeiramente, recordamos que as transformações de Mobius, também deno-
minadas homografias, são um tipo particular de função racional. Uma breve abordagem
destas funções na perspectiva da análise complexa foi realizada na Subseção 2.3.4, página
41.
Desta forma, nesta subseção fazemos uma abordagem destas funções sob a
ótica da geometria hiperbólica. Em especial, consideramos estas transformações por meio
da representação matricial.
Definição 2.5.12. Sejam 𝑎, 𝑏 ∈ C ∪ {∞} tal que |𝑎|2 − |𝑏|2 > 0. A transformação
𝑆(𝑧) = 𝑎𝑧 + 𝑏
𝑏𝑧 + 𝑎
,
em Δ é denominada transformação de Mobius em Δ. E mais, o conjunto de todas as
transformações de Mobius em Δ formam um grupo, que denotamos por 𝑀𝑜𝑏(Δ).
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Definição 2.5.13. Sejam 𝑎, 𝑏, 𝑐, 𝑑 ∈ R ∪ {∞} tal que 𝑎𝑑− 𝑏𝑐 > 0. A transformação
𝑆(𝑧) = 𝑎𝑧 + 𝑏
𝑐𝑧 + 𝑑
em H2 é denominada transformação de Mobius em H2. O conjunto de todas as transfor-
mações de Mobius de H2 formam um grupo, que denotamos por 𝑀𝑜𝑏(H2).
No decorrer desta subseção, referimos de forma geral à transformação de Mo-
bius 𝑆 sem distinguir o modelo hiperbólico, pois as propriedades valem para ambos mode-
los. E, assim, indicamos o conjunto de todas as transformações de Mobius porℳ quando
não especificamos o modelo utilizado.
Observação 2.5.6. Uma transformação de Mobius admite infinitas representações dis-
tintas. De fato, seja 𝑤0 ̸= 0, temos que
𝑆(𝑧) = 𝑤0𝑎𝑧 + 𝑤0𝑏
𝑤0𝑐𝑧 + 𝑤0𝑑
= 𝑎𝑧 + 𝑏
𝑐𝑧 + 𝑑.
Uma forma de classificar as transformações de Mobius é por meio da quan-
tidade de pontos fixos, isto é, os pontos 𝑧0 ∈ C tais que 𝑆(𝑧0) = 𝑧0, onde 𝑆 é uma
transformação de Mobius.
Definição 2.5.14. Dada 𝑆 uma transformação de Mobius, dizemos que:
𝑆 é parabólica se 𝑆 tem apenas um ponto fixo em 𝜕H2 ou 𝜕Δ;
𝑆 é elíptica se 𝑆 tem apenas um ponto fixo em H2 ou Δ;
𝑆 é hiperbólica se 𝑆 tem dois pontos fixos em 𝜕H2 ou 𝜕Δ.
A seguir, justificamos a utilização da transformação de Mobius de forma ma-
tricial. Dados os grupos 𝑆𝐿(2,R) e ℳ temos que
Φ : 𝑆𝐿(2,R) → ℳ
𝐴 =
⎛⎜⎝ 𝑎 𝑏
𝑐 𝑑
⎞⎟⎠ ↦→ 𝑆(𝑧) = 𝑎𝑧+𝑏𝑐𝑧+𝑑
é um homomorfismo sobrejetor de grupos. Pelo Teorema do Homomorfismo, segue que
ℳ≃ 𝑆𝐿(2,R){±𝐼𝑑} = 𝑃𝑆𝐿(2,R),
pois 𝐾𝑒𝑟(Φ) = {±𝐼𝑑}.
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Os grupos 𝑆𝐿(2,R) e 𝑃𝑆𝐿(2,R) foram apresentados na Subseção 2.1.1, página
33. Assim, a transformação de Mobius 𝑆(𝑧) = 𝑎𝑧+𝑏
𝑐𝑧+𝑑 pode ser representada matricialmente
por 𝑆 =
⎛⎜⎝ 𝑎 𝑏
𝑐 𝑑
⎞⎟⎠.
Diante desta representação, podemos apresentar a seguinte definição.
Definição 2.5.15. Dados o grupo 𝑃𝑆𝐿(2,R) e 𝑆 =
⎛⎜⎝ 𝑎 𝑏
𝑐 𝑑
⎞⎟⎠ ∈ 𝑃𝑆𝐿(2,R), definimos a
função traço por:
tr : 𝑃𝑆𝐿(2,R) → R
𝑆 ↦→ tr(𝑆) = 𝑎+ 𝑑.
Dessa forma, a classificação da transformação de Mobius 𝑆 =
⎛⎜⎝ 𝑎 𝑏
𝑐 𝑑
⎞⎟⎠ pode
ser reescrita em termos do traço no lugar do ponto fixo, isto é,
𝑆 é parabólica se tr(𝑆) = 2;
𝑆 é elíptica se tr(𝑆) < 2;
𝑆 é hiperbólica se tr(𝑆) > 2.
2.5.3 Conexão entre os Modelos
Os dois modelos Δ e H2 possuem vantagens e desvantagens, como já mencio-
nadas. Estes modelos estão interligados, como mostramos a seguir.
Consideremos a função bijetora 𝑓 : H2 → Δ, dada por
𝑓(𝑧) = 𝑧𝑖+ 1
𝑧 + 𝑖 . (2.8)
Destacamos que 𝑓 leva o semiplano superior H2 bijetivamente no disco de Poincaré Δ.
Além disso, 𝜕H2 é conduzida, por meio da função 𝑓 , na 𝜕Δ bijetivamente. Assim, temos
que essa função bijetora permite escolhermos o modelo mais adequado em cada situação,
uma vez que tudo o que é realizado em um modelo é conduzido bijetivamente para o outro
modelo.
A função 𝑓 não é uma transformação de Mobius. De fato, dada 𝑓(𝑧) = 𝑧𝑖+1
𝑧+𝑖
temos que 𝑎 = 𝑖, 𝑏 = 1, 𝑐 = 1 e 𝑑 = 𝑖, e consequentemente 𝑎𝑑− 𝑏𝑐 = −2 < 0.
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Por fim, as distâncias 𝑑H2 e 𝑑Δ estão interligadas, isto é,
𝑑Δ(𝑓(𝑧1), 𝑓(𝑧2)) = 𝑑H2(𝑧1, 𝑧2),
onde 𝑓 é dada por (2.8).
2.5.4 Isometrias
Uma isometria euclidiana (ou simplesmente isometria) em R2 é uma função
𝑓 : R2 → R2 que preserva distância, isto é,
𝑑(𝑓(𝑃1), 𝑓(𝑃2)) = 𝑑(𝑃1, 𝑃2)
onde 𝑃1, 𝑃2 ∈ R2.
As isometrias estão relacionadas a ‘movimentos rígidos’ de figuras geométricas
no plano euclidiano. São classificadas como translação, reflexão, rotação e reflexão com
deslizamento. Além disso, as isometrias de R2 formam um grupo.
Por outro lado, no plano hiperbólico, as isometrias são transformações que
preservam a distância segundo a métrica hiperbólica. Assim, em H2, o conjunto das iso-
metrias 𝐼𝑠𝑜𝑚(H2) é formado pelas transformações cujas matrizes associadas pertencem a
𝑃𝑆𝐿(2,R) juntamente com as transformações do tipo 𝑧 → 𝑧.
As transformações que preservam a distância hiperbólica, em H2, são as per-
tencentes a 𝑃𝑆𝐿(2,R), enquanto que as transformações do tipo 𝑧 → −𝑧 são as isometrias
que ‘revertem’ a orientação.
E mais, se 𝑆 é uma transformação de Mobius em H2, então obtemos uma
isometria em Δ por meio da função bijetora 𝑓 , dada pela equação 2.8, que conduz 𝑆 em
uma transformação de Mobius em Δ. De fato, sejam 𝑧1 e 𝑧2 ∈ H2 e consideremos a função
𝑓 ∘ 𝑆 ∘ 𝑓−1. Segue que
𝑑Δ((𝑓 ∘ 𝑆 ∘ 𝑓−1)(𝑧1), (𝑓 ∘ 𝑆 ∘ 𝑓−1)(𝑧2)) = 𝑑H2((𝑆 ∘ 𝑓−1)(𝑧1), (𝑆 ∘ 𝑓−1)(𝑧2))
= 𝑑H2(𝑓−1(𝑧1), 𝑓−1(𝑧2))
= 𝑑H2(𝑧1, 𝑧2).
Portanto, temos que 𝑓 ∘ 𝑆 ∘ 𝑓−1 é uma isometria em Δ.
De forma geral, as isometrias em Δ são da forma 𝑆(𝑧) = 𝑎𝑧+𝑏
𝑏𝑧+𝑎 , onde 𝑎, 𝑏 ∈
C∪{∞} e |𝑎|2−|𝑏|2 > 0. Enquanto que em H2 são da forma 𝑆(𝑧) = 𝑎𝑧+𝑏
𝑐𝑧+𝑑 , onde 𝑎, 𝑏, 𝑐, 𝑑 ∈
R ∪ {∞} tal que 𝑎𝑑− 𝑏𝑐 > 0.
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2.5.5 Grupo Fuchsiano
Consideremos o grupo de isometrias 𝐼𝑠𝑜𝑚(H2) de H2 com a operação compo-
sição.
Definição 2.5.16. Um subgrupo Γ de 𝐼𝑠𝑜𝑚(H2) é denominado discreto se a topologia
induzida sobre Γ é uma topologia discreta. Em outras palavras, se Γ é um conjunto discreto
no espaço topologico 𝐼𝑠𝑜𝑚(H2).
Assim, estamos em condição de definir um grupo fuchsiano e apresentar seus
principais resultados.
Definição 2.5.17. Um subgrupo discreto de 𝐼𝑠𝑜𝑚(H2), cujas transformações preservam
orientação, é denominado grupo fuchsiano.
Em outras palavras, um grupo fuchsiano é um subgrupo discreto de 𝑃𝑆𝐿(2,R).
Em especial, destacamos o grupo modular 𝑃𝑆𝐿(2,Z), cujas transformações de
Mobius são da forma
𝛾(𝑧) = 𝑎𝑧 + 𝑏
𝑐𝑧 + 𝑑,
onde 𝑎, 𝑏, 𝑐, 𝑑 ∈ Z e 𝑎𝑑 − 𝑏𝑐 = 1, como um dos grupos fuchsianos mais estudados. Sua
importância está relacionada principalmente à teoria de números, para maiores detalhes
veja (KATOK, 1992) e (LESKOW, 2011).
Seguem outros exemplos de grupos fuchsianos.
Exemplo 2.5.1. Dado o conjunto de todas as transformações de Mobius 𝑀𝑜𝑏(H2), temos
que qualquer subgrupo finito de 𝑀𝑜𝑏(H2) é um grupo fuchsiano. De fato, recordamos que
qualquer subconjunto finito de um espaço métrico é discreto.
Exemplo 2.5.2. O subgrupo das translações inteiras {𝛾𝑛(𝑧) = 𝑧+𝑛 : 𝑛 ∈ Z} é um grupo
fuchsiano. Entretanto, o subgrupo de todas as translações {𝛾𝑏(𝑧) = 𝑧 + 𝑏 : 𝑏 ∈ R} não é
um grupo fuchsiano, pois não é discreto.
Proposição 2.5.18. (KATOK, 1992) Se Γ é um grupo fuchsiano e Γ′ ⊂ Γ é um subgrupo,
então Γ′ é um grupo fuchsiano.
Proposição 2.5.19. (KATOK, 1992) Dado o subgrupo Γ ⊂𝑀𝑜𝑏(H2), são equivalentes:
∙ Γ é um subgrupo discreto de 𝑀𝑜𝑏(H2);
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∙ o elemento identidade de Γ é isolado.
Observação 2.5.7. Consideremos a função bijetora 𝑓 dada pela equação (2.8) e a trans-
formação de Mobius 𝑇 ∈ 𝑃𝑆𝐿(2,R). Assim, obtemos as transformações 𝑇𝑝 : Δ→ Δ que
preservam orientações dadas por 𝑇𝑝 = 𝑓 ∘ 𝑇 ∘ 𝑓−1, isto é,
𝑇𝑝(𝑧) =
𝑎𝑧 + 𝑏
𝑏𝑧 + 𝑎
,
onde 𝑎, 𝑏 ∈ C. Consequentemente, o grupo discreto Γ𝑝 ⊂ 𝑃𝑆𝐿(2,C), formado pelas trans-
formações 𝑇𝑝 ∈ Δ, é um grupo fuchsiano.
Definição 2.5.20. Sejam 𝑧 ∈ H2 e Γ um subgrupo de 𝑀𝑜𝑏(H2). A órbita 𝒪Γ(𝑧) de 𝑧
sobre Γ é o conjunto de todos os pontos de H2 que podemos chegar aplicando elementos
de Γ para 𝑧:
𝒪Γ(𝑧) = {𝛾(𝑧)|𝛾 ∈ Γ}.
Proposição 2.5.21. (KATOK, 1992) Seja Γ um subgrupo de 𝑀𝑜𝑏(H2). Então as seguin-
tes afirmações são equivalentes:
∙ Γ é um grupo fuchsiano;
∙ Para cada 𝑧 ∈ H2, a órbita 𝒪Γ(𝑧) é um subconjunto discreto de H2.
2.5.6 Tesselação
Primeiramente, apresentamos de forma intuitiva o conceito de tesselação. Ge-
ometricamente, uma tesselação pode ser vista como uma subdivisão do plano (euclidiano
ou hiperbólico) em regiões (polígonos) que não se sobrepõem.
Na geometria euclidiana há apenas três tesselações, isto é, apenas três polígo-
nos (triângulos equiláteros, quadrados e hexágonos) recobrem todo o plano euclidiano sem
sobreposição. Por outro lado, no plano hiperbólico existem infinitas tesselações e, para
uma apresentação mais detalhada, fazem-se necessárias algumas definições e resultados.
Na geometria euclidiana, um polígono é definido como um subconjunto do
plano euclidiano limitado por semi-retas, que são denominadas as geodésicas no plano
euclidiano. Definição análoga nos fornece um polígono no plano hiperbólico.
Definição 2.5.22. Um polígono hiperbólico de 𝑛 lados, denotado por 𝒫𝑛, é um conjunto
fechado de H2 ∪ 𝜕H2 (ou Δ ∪ 𝜕Δ) limitado por 𝑛 segmentos geodésicos hiperbólicos. Se
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dois segmentos hiperbólicos interceptam-se, então o ponto de interseção é denominado um
vértice do polígono.
Observamos que um polígono hiperbólico pode ter vértices em R ∪ {∞}, en-
tretanto nenhum segmento do eixo real pertence ao polígono hiperbólico.
Exemplo 2.5.3. Na Figura 12, apresentamos triângulos hiperbólicos em Δ e em H2.
Δ H2
Figura 12 – Triângulos hiperbólicos nos modelos Δ e H2, respectivamente
Definição 2.5.23. Dado um polígono hiperbólico 𝒫𝑛, dizemos que um segmento hiperbó-
lico 𝑝 de 𝒫𝑛 que inicia em um vértice do polígono hiperbólico e termina em outro vértice
do referido polígono, isto é, o segmento hiperbólico com uma orientação, é uma aresta 𝑝
de 𝒫𝑛.
O conceito de ângulo não sofre alteração, isto é, o conceito é o mesmo tanto
na geometria hiperbólica quanto na geometria euclidiana.
Definição 2.5.24. Um polígono de 𝑛 lados, 𝒫𝑛, tal que todos os seus 𝑛 lados têm o mesmo
comprimento e todos os ângulos internos são iguais é denominado polígono regular.
Como mencionado, o conceito de ângulo não é alterado na geometria hiperbó-
lica. Contudo, a soma dos ângulos de um polígono regular hiperbólico é diferente do que
ocorre no plano euclidiano.
Teorema 2.5.25. (Teorema de Gauss-Bonnet para um triângulo hiperbólico) Se 𝒫3 é um
triângulo hiperbólico com ângulos internos 𝛼, 𝛽, 𝛾, então a área hiperbólica de 𝒫3 é dada
por
𝜇(𝒫3) = 𝜋 − 𝛼− 𝛽 − 𝛾.
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Corolário 2.5.26. (ANDERSON, 2008) A soma dos ângulos internos de um triângulo
hiperbólico é menor que 𝜋. Além disso, é igual a 𝜋 somente quando todos os vértices do
triângulo se encontram no infinito.
A generalização do Teorema 2.5.25 é estabelecida a seguir.
Teorema 2.5.27. (Teorema de Gauss-Bonnet para um polígono hiperbólico) Se 𝒫𝑛 é um
polígono hiperbólico de 𝑛 lados com vértices 𝑣1, 𝑣2, . . . , 𝑣𝑛 e ângulos internos 𝛼1, 𝛼2, . . . , 𝛼𝑛,
então
𝜇(𝒫𝑛) = (𝑛− 2)𝜋 − (𝛼1 + 𝛼2 + · · ·+ 𝛼𝑛).
De posse de tais conceitos e resultados, apresentamos a definição de uma tes-
selação no plano hiperbólico por meio de polígonos regulares.
Definição 2.5.28. Uma partição do plano hiperbólico por polígonos hiperbólicos regulares
de 𝑝 lados, 𝒫𝑝, não sobrepostos, todos congruentes, com interseção apenas nos vértices ou
arestas e, independentemente do vértice, em cada vértice encontrar-se o mesmo número
𝑞 de polígonos, é denominada uma tesselação {𝑝, 𝑞} no plano hiperbólico.
Observação 2.5.8. Se 𝑝 = 𝑞, então a tesselação {𝑝, 𝑝} é denominada auto-dual.
Destacamos três tesselações, a saber, {4𝑔, 4𝑔}, {4𝑔 + 2, 2𝑔 + 1} e {12𝑔− 6, 3},
que são de muito interesse em sistemas de comunicação. Por fim, apresentamos o resultado
que nos garante que existem infinitas tesselações no plano hiperbólico.
Teorema 2.5.29. (BEARDON, 1983) Existe uma tesselação {𝑝, 𝑞} hiperbólica por polí-
gonos regulares se, e somente se, 2𝜋𝑝+ 2𝜋𝑞 < 𝜋, isto é, (𝑝− 2)(𝑞 − 2) > 4.
2.5.7 Região Dirichlet e Transformações de Emparelhamento
Definição 2.5.30. Seja 𝐹 ⊂ H2. Dizemos que 𝐹 é um domínio fundamental se as imagens
𝑆(𝐹 ), isto é, as imagens de 𝐹 sobre as transformações de Mobius 𝑆 ∈ Γ, tesselam o semi-
plano superior H2.
Definição 2.5.31. Sejam Γ um grupo fuchsiano e 𝑧0 ∈ H2 não é ponto fixo de qualquer
elemento Γ − {𝐼𝑑}, isto é, 𝑇 (𝑧0) ̸= 𝑧0, para todo 𝑇 ∈ Γ. Definimos a região de Dirichlet
de Γ centrado em 𝑧0 como o conjunto
𝐷𝑧0 = {𝑧 ∈ H2 : 𝑑(𝑧, 𝑧0) ≤ 𝑑(𝑧, 𝑇 (𝑧0)), para todo 𝑇 ∈ Γ}.
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Observamos que:
∙ A região de Dirichlet pode ser vista como o conjunto de todos os pontos 𝑧 que estão
mais próximos de 𝑧0 que qualquer outro ponto da órbita 𝒪Γ(𝑧0) = {𝑇 (𝑧0) : 𝑇 ∈ Γ}
de 𝑧0 sobre Γ;
∙ Um polígono hiperbólico 𝒫𝑛 pode ser visto como uma região de Dirichlet, o qual
será indicado por polígono de Dirichlet.
Definição 2.5.32. Seja Γ um grupo fuchsiano e consideremos 𝑆 ∈ Γ, 𝒫𝑛 um polígono
de Dirichlet com 𝑛 lados e 𝑢 e 𝑢′ arestas de 𝒫𝑛. Dizemos que 𝑆 é uma transformação
de emparelhamento se 𝑢′ = 𝑆(𝑢). Além disso, as arestas 𝑢 e 𝑢′ = 𝑆(𝑢) são ditas arestas
emparelhadas.
Definição 2.5.33. Sejam 𝒫𝑛 um polígono hiperbólico e 𝑣1, . . . , 𝑣𝑛 os seus 𝑛 vértices. Um
ciclo de vértices é definido como um conjunto da forma
𝜀𝑖 = {𝑆(𝑣𝑖) : 𝑣𝑖 e 𝑆(𝑣𝑖) são vértices de 𝒫𝑛}.
O comprimento do ciclo de vértices 𝜀𝑖 é dado pela quantidade de vértices pertencentes a
𝜀𝑖.
Desta definição, segue que:
∙ 𝜀𝑖 ∩ 𝜀𝑗 = ∅ ou 𝜀𝑖 = 𝜀𝑗;
∙ ∪𝑖𝜀𝑖 = {𝑣1, . . . , 𝑣𝑛}, onde 𝑣1, . . . , 𝑣𝑛 são os 𝑛 vértices de 𝒫𝑛.
Proposição 2.5.34. (KATOK, 1992)Sejam Γ um grupo fuchsiano, 𝑇 ∈ Γ uma transfor-
mação elíptica e 𝒫𝑛 um polígono de Dirichlet em Γ. Se um vértice 𝑣𝑖 de 𝒫𝑛 é fixo por 𝑇 ,
isto é, 𝑇 (𝑣𝑖) = 𝑣𝑖, então todos os vértices do ciclo 𝜀𝑖 são fixos por transformações elípticas
de Γ.
Definição 2.5.35. Um ciclo de vértices 𝜀𝑖 que satisfaz a proposição acima é denominado
ciclo elíptico.
O próximo teorema destaca a importância das transformações de emparelha-
mento na obtenção de grupos fuchsianos.
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Teorema 2.5.36. (KATOK, 1992)Sejam Γ um grupo fuchsiano e 𝒫𝑛 um polígono de
Dirichlet em Γ com área finita. Então, o conjunto de transformações de emparelhamento
de 𝒫𝑛 geram Γ.
As transformações de Mobius, em Δ ou H2, leva um ponto da fronteira em
outro ponto da fronteira. Assim, cada transformação de emparelhamento de lados leva
um vértice da fronteira em outro vértice também na fronteira.
2.5.8 Constelações de Sinais Geometricamente Uniforme
Definição 2.5.37. Seja (𝑀,𝑑) um espaço métrico. Um conjunto discreto de pontos em
(𝑀,𝑑), em que seja possível identificar os pontos de (𝑀,𝑑) por sinais, é denominado um
conjunto de sinais 𝒮.
Em outras palavras, 𝒮 é um conjunto de sinais se dado 𝑠 ∈ 𝒮, existe 𝑟 > 0 tal
que 𝐵(𝑠, 𝑟) ∩ 𝒮 = {𝑠}, onde 𝐵(𝑠, 𝑟) denota a bola aberta de centro 𝑠 e raio 𝑟.
Definição 2.5.38. Uma constelação de sinais é um subconjunto finito de sinais em um
conjunto de sinais 𝒮.
Definição 2.5.39. Um conjunto de sinais 𝒮 é uma constelação de sinais geometricamente
uniforme se para quaisquer dois pontos 𝑠1, 𝑠2 ∈ 𝒮, existe uma isometria 𝑇 ∈ 𝐼𝑠𝑜𝑚(𝒮) tal
que 𝑇 (𝑠1) = 𝑠2. Nesse caso, dizemos que 𝐼𝑠𝑜𝑚(𝒮) age transitivamente em 𝒮, isto é,
𝐼𝑠𝑜𝑚(𝑠0) = {𝑇 (𝑠0) : 𝑇 ∈ 𝐼𝑠𝑜𝑚(𝒮)} = 𝒮.
Destacamos que 𝒮 coincide com a órbita de 𝑠0.
Definição 2.5.40. Seja 𝑠0 ∈ 𝒮. O conjunto
𝑅𝑉 (𝑠0) = {𝑥 ∈ E : 𝑑(𝑥, 𝑠0) ≤ 𝑑(𝑥, 𝑇 (𝑠0)),∀𝑇 ∈ 𝐼𝑠𝑜𝑚(𝒮)}
é denominado região de Voronoi associada ao sinal 𝑠0.
Ao restringirmos a definição da região de Voronoi associada ao sinal 𝑠0 a um
dos dois modelos hiperbólicos, Δ ou H2, obtemos que tal definição é equivalente a região
de Dirichlet.
Teorema 2.5.41. (FORNEY, 1991)Se 𝒮 é uma constelação de sinais geometricamente
uniforme, então todas as regiões de Voronoi são da mesma forma.
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Por fim, apresentamos as condições para que uma constelação de sinais geo-
metricamente uniforme esteja relacionada com um grupo.
Definição 2.5.42. Uma constelação de sinais geometricamente uniforme 𝒮 está casada
a um grupo 𝐺 se, existir uma aplicação 𝜂 : 𝐺→ 𝒮 tal que
𝑑(𝜂(𝑎), 𝜂(𝑏)) = 𝑑(𝜂(𝑒), 𝜂(𝑎−1𝑏)), ∀𝑎, 𝑏 ∈ 𝐺,
onde 𝑒 é o elemento neutro de 𝐺 e 𝑑 é uma distância em 𝒮. Além disso, 𝜂 é denominada
aplicação casada.
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3 Proposta de Whittaker para a Determina-
ção da Região de Uniformização de uma
Curva Algébrica
Neste capítulo, consideraremos todo o desenvolvimento algébrico necessário
para a obtenção dos geradores do grupo fuchsiano associado à região de uniformização
de uma curva algébrica segundo a proposta apresentada em (WHITTAKER, 1929). O
procedimento inicia com o estabelecimento do que vem a ser a conjectura de Whittaker,
(WHITTAKER, 1929), tendo como ambiente de trabalho o disco de Poincaré. Conhecidas
as raízes da curva algébrica em consideração, a representação das arestas (geodésicas) do
polígono resultante decorre do uso do círculo isométrico. Em seguida, uma breve crono-
logia da generalização dos resultados obtidos em (WHITTAKER, 1929), (MURSI, 1930),
(DHAR, 1935), (DALZELL, 1930) e (RANKIN, 1958b), é apresentada.
Este capítulo está organizado da seguinte forma. Na Seção 3.1, apresentamos
a Conjectura de Whittaker. Na seção 3.2 expomos um procedimento para estabelecer a
equação diferencial fuchsiana (EDF) associada a uma dada curva hiperelíptica. Na seção
3.3 procedemos em detalhes o desenvolvimento algébrico realizado por Whittaker.
3.1 A Conjectura de Whittaker
(WHITTAKER, 1929) propõe o seguinte resultado, que passou mais tarde a
ser denominado Conjectura de Whittaker.
Conjectura 3.1.1. (WHITTAKER, 1929) Considere a curva algébrica
𝑦2 = (𝑧 − 𝑒1)(𝑧 − 𝑒2)...(𝑧 − 𝑒2𝑛+2) = 𝑓(𝑧). (3.1)
A variável de uniformização de (3.1) é o quociente de duas soluções linearmente indepen-
dentes da equação diferencial linear
𝑑2𝑦
𝑑𝑧2
+ 316
{︃2𝑛+2∑︁
𝑟=1
1
(𝑧 − 𝑒𝑟)2 +
−(2𝑛+ 2)𝑧2𝑛 + 2𝑛𝑝1𝑧2𝑛−1 + 𝑐1𝑧2𝑛−2 + ...+ 𝑐2𝑛−1
(𝑧 − 𝑒1)(𝑧 − 𝑒2)...(𝑧 − 𝑒2𝑛+2)
}︃
𝑦 = 0,
(3.2)
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onde 𝑝1 =
∑︀
𝑒𝑟, e 𝑐1, ..., 𝑐2𝑛−1 são constantes que dependem das raízes da curva algébrica
e determinadas pela condição de que o grupo associado seja fuchsiano, (WHITTAKER,
1898) e (MURSI, 1930). Assim, (3.2) pode ser reescrita como
𝑑2𝑦
𝑑𝑧2
+ 316
⎧⎨⎩
[︃
𝑓 ′(𝑧)
𝑓(𝑧)
]︃2
− (2𝑛+ 2)2𝑛+ 1
𝑓 ′′(𝑧)
𝑓(𝑧)
⎫⎬⎭ 𝑦 = 0.
(WHITTAKER, 1929) retrata a validade dessa proposta ao obter o grupo
fuchsiano associado à região de uniformização da curva 𝑦2 = 𝑧5 + 1.
Até onde é de nosso conhecimento, (RANKIN, 1958b) estabelece um conjunto
com o maior número de curvas algébricas para as quais a conjectura é válida, isto é, curvas
da forma 𝑦𝑚 = 𝑧𝑝(𝑧𝑁−1)𝑟, onde 𝑚, 𝑝, 𝑁 e 𝑟 são inteiros positivos. Como elementos desse
conjunto, listamos as curvas algébricas conhecidas até então que satisfazem a conjectura
de Whittaker. São elas:
∙ 𝑦2 = 𝑧2𝑛+1 + 1, (DHAR, 1935);
∙ 𝑦2 = 𝑧2𝑛+2 − 1, (DALZELL, 1930);
∙ 𝑦𝑝 = 𝑧𝑛 − 1, onde 𝑝 divide 𝑛, (DALZELL, 1930);
∙ 𝑦2 = 𝑧(𝑧4 − 1), (BREZHNEV, 2009)
Em (WHITTAKER, 1929), apresenta-se o desenvolvimento para a curva algé-
brica 𝑦2 = 𝑧5+1. (MURSI, 1930) aplicou esse desenvolvimento para 𝑦2 = 𝑧7+1. Por sua
vez, em (DHAR, 1935), foi provada a conjectura para as curvas da forma 𝑦2 = 𝑧2𝑛+1 + 1
e, em (DALZELL, 1930), provou-se para as curvas 𝑦2 = 𝑧2𝑛+2 − 1 e 𝑦𝑝 = 𝑧𝑛 − 1, onde 𝑝
divide 𝑛. (BREZHNEV, 2009) distingue-se dos demais por considerar a curva algébrica
𝑦2 = 𝑧(𝑧4 − 1). Este é o único caso conhecido até o momento para as curvas da forma
𝑦2 = 𝑧(𝑧𝑛 − 1), 𝑛 ≥ 2.
Ressaltamos que o interesse do presente trabalho é considerar curvas hipere-
lípticas, ou seja, curvas da forma 𝑦2 = 𝑓(𝑧).
3.2 Desenvolvimento Clássico
O desenvolvimento clássico, como o apresentado em (WHITTAKER, 1929),
(MURSI, 1930) e (DHAR, 1935), é realizado de forma genérica, isto é, considerando a
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curva hiperelíptica 𝑦2 = 𝑧2𝑛+1 + 1. Quando considerada a forma simplificada, o desenvol-
vimento apresentado em (BARATA, 2005) e (VAZ Jr; OLIVEIRA, 2016) para determinar
a equação diferencial fuchsiana (EDF) associada à curva dada é o procedimento usual.
Pode ser mostrado que a equação 𝑦′′(𝑧) + 𝑝(𝑧)𝑦′(𝑧) + 𝑞(𝑧)𝑦(𝑧) = 0 pode ser reescrita na
forma 𝑦′′ +𝑄(𝑧)𝑦 = 0, veja (KRISTENSSON, 2010).
Uma vez especificada a EDF, são levadas em consideração as mudanças de va-
riáveis necessárias para obter a equação diferencial hipergeométrica (EDH) associada, que
será abordada na Seção 3.3. Disso segue a resolução da EDH. A EDH possui 24 soluções.
Se consideradas três a três, as soluções podem ser reescritas como uma combinação linear,
veja o volume 1 de (BATEMAN, 1953). Após essa etapa, procede-se o desenvolvimento
para a obtenção do quociente de duas soluções linearmente independentes da EDH, con-
duzindo assim para a obtenção das transformações de Mobius, mais especificamente, dos
geradores do grupo fuchsiano.
3.2.1 Equação Diferencial Fuchsiana(EDF)
Definição 3.2.1. A equação diferencial
𝑦(𝑛)(𝑧) + 𝑝1(𝑧)𝑦(𝑛−1) + · · ·+ 𝑝𝑛−1(𝑧)𝑦′(𝑧) + 𝑝𝑛(𝑧)𝑦(𝑧) = 0
é uma equação fuchsiana se todo ponto singular no plano complexo estentido for re-
gular. Um ponto singular é dito regular se a singularidade em 𝑝𝑗(𝑧) é, no máximo, um
polo de ordem 𝑗 para 𝑗 = 1, . . . , 𝑛.
Desta forma, segue da Definição 3.2.1 que
Definição 3.2.2. A equação diferencial de segunda ordem
𝑦′′(𝑧) + 𝑝(𝑧)𝑦′(𝑧) + 𝑞(𝑧)𝑦(𝑧) = 0 (3.3)
é uma equação fuchsiana se todo ponto singular no plano complexo estentido for regu-
lar, ou seja, se a singularidade em 𝑝(𝑧) for um polo simples e em 𝑞(𝑧) for, no máximo,
um polo de ordem 2.
E mais, em (BARATA, 2005) e (VAZ Jr; OLIVEIRA, 2016) estabelecem-se as
condições para a obtenção da EDF de segunda ordem, com 𝑛 singularidades, dadas as
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singularidades 𝑒𝑗, 𝑗 = 1, . . . , 𝑛, e, consequentemente, a curva hiperelíptica associada, a
saber,
𝑝(𝑧) = 𝐴1
𝑧 − 𝑒1 + · · ·+
𝐴𝑛
𝑧 − 𝑒𝑛
e
𝑞(𝑧) = 𝐵1(𝑧 − 𝑒1)2 +
𝐶1
𝑧 − 𝑒1 + · · ·+
𝐵𝑛
(𝑧 − 𝑒𝑛)2 +
𝐶𝑛
𝑧 − 𝑒𝑛
onde ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝐴1 + · · · + 𝐴𝑛 = 2
𝐶1 + · · · + 𝐶𝑛 = 0
𝐵1 + · · · + 𝐵𝑛 + 𝑒1𝐶1 + · · · + 𝑒𝑛𝐶𝑛 = 0
2𝑒1𝐵1 + · · · + 2𝑒𝑛𝐵𝑛 + 𝑒21𝐶1 + · · · + 𝑒2𝑛𝐶𝑛 = 0
A seguir, apresentamos alguns exemplos de EDFs associadas às curvas hipe-
relípticas que serão consideradas ao longo deste trabalho. Mencionamos também que as
soluções apresentadas foram obtidas através do Software Maple 17. Por outro lado, consi-
deraremos curvas hiperelípticas satisfazendo as seguintes condições: 1) não possuem raízes
repetidas, 2) todas as raízes estão na fronteira do disco aberto unitário, e 3) o polígono
tendo como vértices as raízes da curva hiperelíptica é regular (todos os lados são iguais)
ou quase-regular (apenas um lado diferente dos outros lados).
Exemplo 3.2.1. Dada a curva hiperelíptica 𝑦2 = 𝑧5 + 1, as suas raízes são 𝑒1 =
0.8090169+0.5877852𝑖, 𝑒2 = −0.3090169+0.9510565𝑖, 𝑒3 = −1.0000000, 𝑒4 = −0.3090169−
0.9510565𝑖 e 𝑒5 = 0.8090169− 0.5877852𝑖. Estas raízes estão representadas na Figura 13.
𝑒1
𝑒2
𝑒3
𝑒4
𝑒5
Figura 13 – Raízes da curva hiperelíptica 𝑦2 = 𝑧5 + 1
Capítulo 3. Proposta de Whittaker para a Determinação da Região de Uniformização de uma Curva
Algébrica 74
Assim, em (VAZ Jr; OLIVEIRA, 2016), a EDF é dada por
𝑦′′(𝑧) + 𝑝(𝑧)𝑦′(𝑧) + 𝑞(𝑧)𝑦(𝑧) = 0
com
𝑝(𝑧) = 𝐴1
𝑧 − 𝑒1 +
𝐴2
𝑧 − 𝑒2 +
𝐴3
𝑧 − 𝑒3 +
𝐴4
𝑧 − 𝑒4 +
𝐴5
𝑧 − 𝑒5
e
𝑞(𝑧) = 𝐵1(𝑧 − 𝑒1)2 +
𝐶1
𝑧 − 𝑒1 +
𝐵2
(𝑧 − 𝑒2)2 +
𝐶2
𝑧 − 𝑒2 +
𝐵3
(𝑧 − 𝑒3)2 +
𝐶3
𝑧 − 𝑒3 +
+ 𝐵4(𝑧 − 𝑒4)2 +
𝐶4
𝑧 − 𝑒4 +
𝐵5
(𝑧 − 𝑒5)2 +
𝐶5
𝑧 − 𝑒5
onde⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝐴1 + 𝐴2 + 𝐴3 + 𝐴4 + 𝐴5 = 2
𝐶1 + 𝐶2 + 𝐶3 + 𝐶4 + 𝐶5 = 0
𝐵1 +𝐵2 +𝐵3 +𝐵4 +𝐵5 + 𝑒1𝐶1 + 𝑒2𝐶2 + 𝑒3𝐶3 + 𝑒4𝐶4 + 𝑒5𝐶5 = 0
2𝑒1𝐵1 + 2𝑒2𝐵2 + 2𝑒3𝐵3 + 2𝑒4𝐵4 + 2𝑒5𝐵5 + 𝑒21𝐶1 + 𝑒22𝐶2 + 𝑒23𝐶3 + 𝑒24𝐶4 + 𝑒25𝐶5 = 0
(3.4)
Com o auxílio do software Maple 17, uma solução do sistema (3.4), que não é
única, é 𝐴1 = 2 e 𝐴2 = 𝐴3 = 𝐴4 = 𝐴5 = 𝐵1 = 𝐵2 = 𝐵3 = 𝐵4 = 𝐵5 = 𝐶1 = 𝐶2 = 𝐶3 =
𝐶4 = 𝐶5 = 0.
Assim, a EDF associada à curva hiperelíptica dada é
𝑦′′(𝑧) + 2
𝑧 − 𝑒1𝑦
′(𝑧) + 0𝑦(𝑧) = 0,
ou seja,
𝑦′′(𝑧) + 2
𝑧 − (0.8090169 + 0.5877852𝑖)𝑦
′(𝑧) = 0,
ou ainda,
(𝑧5 + 1)𝑦′′(𝑧) + 2(𝑧 − 𝑒2)(𝑧 − 𝑒3)(𝑧 − 𝑒4)(𝑧 − 𝑒5)𝑦′(𝑧) = 0.
Exemplo 3.2.2. Dada a curva hiperelíptica 𝑦2 = 𝑧6 − 1, as suas raízes são 𝑒1 = 0.5 +
0.8660254𝑖, 𝑒2 = −0.5 + 0.8660254𝑖, 𝑒3 = −1.0, 𝑒4 = −0.5 − 0.8660254𝑖, 𝑒5 = 0.5 −
0.8660254𝑖 e 𝑒6 = 1.0. Estas raízes estão representadas na Figura 14.
Desta forma, em (VAZ Jr; OLIVEIRA, 2016), a EDF é dada por
𝑦′′(𝑧) + 𝑝(𝑧)𝑦′(𝑧) + 𝑞(𝑧)𝑦(𝑧) = 0
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𝑒3
𝑒4
𝑒2
𝑒5
𝑒1
𝑒6
Figura 14 – Raízes da curva hiperelíptica 𝑦2 = 𝑧6 − 1
com
𝑝(𝑧) = 𝐴1
𝑧 − 𝑒1 +
𝐴2
𝑧 − 𝑒2 +
𝐴3
𝑧 − 𝑒3 +
𝐴4
𝑧 − 𝑒4 +
𝐴5
𝑧 − 𝑒5 +
𝐴6
𝑧 − 𝑒6
e
𝑞(𝑧) = 𝐵1(𝑧 − 𝑒1)2 +
𝐶1
𝑧 − 𝑒1 +
𝐵2
(𝑧 − 𝑒2)2 +
𝐶2
𝑧 − 𝑒2 +
𝐵3
(𝑧 − 𝑒3)2 +
𝐶3
𝑧 − 𝑒3 +
+ 𝐵4(𝑧 − 𝑒4)2 +
𝐶4
𝑧 − 𝑒4 +
𝐵5
(𝑧 − 𝑒5)2 +
𝐶5
𝑧 − 𝑒5 +
𝐵6
(𝑧 − 𝑒6)2 +
𝐶6
𝑧 − 𝑒6
onde⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝐴1 + 𝐴2 + 𝐴3 + 𝐴4 + 𝐴5 + 𝐴6 = 2
𝐶1 + 𝐶2 + 𝐶3 + 𝐶4 + 𝐶5 + 𝐶6 = 0
𝐵1 +𝐵2 +𝐵3 +𝐵4 +𝐵5 +𝐵6 + 𝑒1𝐶1 + 𝑒2𝐶2 + 𝑒3𝐶3 + 𝑒4𝐶4 + 𝑒5𝐶5 + 𝑒6𝐶6 = 0
2𝑒1𝐵1 + 2𝑒2𝐵2 + 2𝑒3𝐵3 + 2𝑒4𝐵4 + 2𝑒5𝐵5 + 2𝑒6𝐵6 + 𝑒21𝐶1 + 𝑒22𝐶2 + 𝑒23𝐶3 + 𝑒24𝐶4+
+𝑒25𝐶5 + 𝑒26𝐶6 = 0
(3.5)
Com o auxílio do software Maple 17, uma solução do sistema (6.6) é 𝐴1 = 2
e 𝐴2 = 𝐴3 = 𝐴4 = 𝐴5 = 𝐴6 = 𝐵1 = 𝐵2 = 𝐵3 = 𝐵4 = 𝐵5 = 𝐵6 = 𝐶1 = 𝐶2 = 𝐶3 = 𝐶4 =
𝐶5 = 𝐶6 = 0. Nota-se que esta solução não é única.
Assim, a EDF associada à curva hiperelíptica dada é
𝑦′′(𝑧) + 2
𝑧 − 𝑒1𝑦
′(𝑧) + 0𝑦(𝑧) = 0,
ou seja,
𝑦′′(𝑧) + 2
𝑧 − (0.5000000 + 0.8660254𝑖)𝑦
′(𝑧) + 0𝑦(𝑧) = 0,
ou ainda,
(𝑧6 − 1)𝑦′′(𝑧) + 2(𝑧 − 𝑒2)(𝑧 − 𝑒3)(𝑧 − 𝑒4)(𝑧 − 𝑒5)(𝑧 − 𝑒6)𝑦′(𝑧) = 0.
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Exemplo 3.2.3. Dada a curva hiperelíptica 𝑦2 = 𝑧7 + 𝑧6 + 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1, as
suas raízes são 𝑒1 = 0.7071067 + 0.7071067𝑖, 𝑒2 = 1.0𝑖, 𝑒3 = −0.7071067 + 0.7071067𝑖,
𝑒4 = −1, 𝑒5 = −0.7071067− 0.7071067𝑖, 𝑒6 = −1.0𝑖 e 𝑒7 = 0.7071067− 0.7071067𝑖. Tais
raízes estão representadas na Figura 15.
𝑒4
𝑒5
𝑒3
𝑒6
𝑒2
𝑒7
𝑒1
Figura 15 – Raízes da curva hiperelíptica 𝑦2 = 𝑧7 + 𝑧6 + 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1
De modo análogo, a EDF, em (VAZ Jr; OLIVEIRA, 2016), é dada por
𝑦′′(𝑧) + 2
𝑧 − 𝑒1𝑦
′(𝑧) + 0𝑦(𝑧) = 0,
ou seja,
𝑦′′(𝑧) + 2
𝑧 + 1𝑦
′(𝑧) = 0,
ou ainda,
(𝑧7+𝑧6+𝑧5+𝑧4+𝑧3+𝑧2+𝑧+1)𝑦′′(𝑧)+2(𝑧−𝑒2)(𝑧−𝑒3)(𝑧−𝑒4)(𝑧−𝑒5)(𝑧−𝑒6)(𝑧−𝑒7)𝑦′(𝑧) = 0.
3.3 Desenvolvimento Algébrico para a Uniformização da Curva Hi-
perelíptica 𝑦2 = 𝑧2𝑛+1 + 1
Nesta seção, de acordo com (RANKIN, 1958b), consideraremos a hipótese de
que a curva hiperelíptica 𝑦2 = 𝜑(𝑧) satisfaz a conjectura de Whittaker. Desta forma, para
uma dada curva hiperelíptica a EDF 𝑦′′ + 𝑝(𝑧)𝑦′ + 𝑞(𝑧)𝑦 = 0 pode ser reescrita como
𝑦′′ +𝑄(𝑧)𝑦 = 0, ou seja,
𝑑2𝑦
𝑑𝑧2
+ 316
⎡⎣(︃𝜑′(𝑧)
𝜑(𝑧)
)︃2
−
(︂2𝑛+ 2
2𝑛+ 1
)︂
𝜑′′(𝑧)
𝜑(𝑧)
⎤⎦ 𝑦 = 0. (3.6)
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O primeiro passo para a uniformização da curva hiperelíptica é por meio de
manipulações algébricas e de mudanças de variáveis adequadas com o objetivo de obter
a EDH associada, bem como as suas soluções. E, por fim, realizar o desenvolvimento
algébrico do quociente de duas soluções da EDH.
Considere a curva hiperelíptica 𝑦2 = 𝑧2𝑛+1 + 1 = 𝜑(𝑧). Sabemos que esta
curva satisfaz a conjectura de Whittaker, ou seja, o grupo da equação diferencial (3.6)
é fuchsiano, onde os geradores do grupo são os quocientes de duas soluções linearmente
independentes da ED.
Note que 𝜑′(𝑧) = (2𝑛 + 1)𝑧2𝑛 e 𝜑′′(𝑧) = (2𝑛 + 1)(2𝑛)𝑧2𝑛−1. Assim, (3.6) é da
forma
𝑑2𝑦
𝑑𝑧2
+ 316
[︃
(2𝑛+ 1)2𝑧4𝑛
(1 + 𝑧2𝑛+1)2 −
(2𝑛+ 2)2𝑛𝑧2𝑛−1
1 + 𝑧2𝑛+1
]︃
𝑦 = 0. (3.7)
Considere 𝑦(𝑧) = 𝑢(𝑧)𝜑(𝑧)1/4 = 𝑢(𝑧)(1 + 𝑧2𝑛+1)1/4. Disso segue que
𝑦′(𝑧) = 𝑢′(𝑧)(1 + 𝑧2𝑛+1)1/4 + 𝑢(𝑧)2𝑛+ 14 (1 + 𝑧
2𝑛+1)−3/4𝑧2𝑛,
e
𝑦′′(𝑧) = (1 + 𝑧2𝑛+1)1/4𝑢′′(𝑧) + 2𝑛+ 12 (1 + 𝑧
2𝑛+1)−3/4𝑧2𝑛𝑢′(𝑧) +
+
[︃
−3(2𝑛+ 1)
2
16 (1 + 𝑧
2𝑛+1)−7/4𝑧4𝑛 + 𝑛(2𝑛+ 1)2 (1 + 𝑧
2𝑛+1)−3/4𝑧2𝑛−1
]︃
𝑢(𝑧).
Ao substituir 𝑦′′(𝑧), 𝑦′(𝑧) e 𝑦(𝑧) em (3.7), segue que
(1 + 𝑧2𝑛+1)1/4𝑢′′(𝑧) + 2𝑛+ 12 (1 + 𝑧
2𝑛+1)−3/4𝑧2𝑛𝑢′(𝑧)
+
[︃
(2𝑛+ 1)𝑛
2 −
3(𝑛+ 1)𝑛
4
]︃
(1 + 𝑧2𝑛+1)−3/4𝑧2𝑛−1𝑢(𝑧) = 0.
Ao multiplicar a equação acima por (1 + 𝑧2𝑛+1)3/4, obtemos
(1 + 𝑧2𝑛+1)𝑢′′(𝑧) + 2𝑛+ 12 𝑧
2𝑛𝑢′(𝑧) +
[︃
(2𝑛+ 1)𝑛
2 −
3(𝑛+ 1)𝑛
4
]︃
𝑧2𝑛−1𝑢(𝑧) = 0. (3.8)
Fazendo a mudança de variável 𝑧 para 𝑠 onde
𝑠2 = 1 + 𝑧2𝑛+1,
vemos que
𝑧2𝑛+1 = 𝑠2 − 1⇒ 𝑧 = (𝑠2 − 1) 12𝑛+1 .
E mais, que
𝑑𝑧
𝑑𝑠
= 22𝑛+ 1𝑠(𝑠
2 − 1) −2𝑛2𝑛+1 ,
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e
𝑑2𝑧
𝑑𝑠2
= −8𝑛(2𝑛+ 1)2 𝑠
2(𝑠2 − 1)−4𝑛−12𝑛+1 + 22𝑛+ 1(𝑠
2 − 1) −2𝑛2𝑛+1 .
Assim,
∙ 𝑢(𝑠) = 𝑢(𝑧);
∙ 𝑢′(𝑠) = 𝑢′(𝑧)𝑑𝑧
𝑑𝑠
⇒ 𝑢′(𝑧) = 2𝑛+12 (𝑠
2−1)
2𝑛
2𝑛+1
𝑠
𝑢′(𝑠);
∙ 𝑢′′(𝑠) = 𝑢′′(𝑧)
(︁
𝑑𝑧
𝑑𝑠
)︁2
+ 𝑢′(𝑧)𝑑2𝑧
𝑑𝑠2 ⇒
𝑢′′(𝑧) =
(︃
(2𝑛+ 1)2
4
)︃
(𝑠2 − 1) 4𝑛2𝑛+1
𝑠2
𝑢′′(𝑠) +
+
⎡⎣(2𝑛+ 1)𝑛(𝑠2 − 1) 2𝑛−12𝑛+1
𝑠
−
(︃
(2𝑛+ 1)2
4
)︃
(𝑠2 − 1) 4𝑛2𝑛+1
𝑠3
⎤⎦𝑢′(𝑠).
Ao substituir 𝑢′′(𝑧), 𝑢′(𝑧) e 𝑢(𝑧) em (3.8), obtemos
(2𝑛+ 1)2
4 (𝑠
2 − 1) 4𝑛2𝑛+1𝑢′′(𝑠) +
[︁
(2𝑛+ 1)𝑛𝑠(𝑠2 − 1) 2𝑛−12𝑛+1
]︁
𝑢′(𝑠) +
+
[︃
(2𝑛+ 1)𝑛
2 −
3(𝑛+ 1)𝑛
4
]︃
(𝑠2 − 1) 2𝑛−12𝑛+1𝑢(𝑠) = 0.
Multiplicando a equação acima por 42𝑛+1(𝑠
2 − 1)−2𝑛+12𝑛+1 , segue que
(2𝑛+ 1)(𝑠2 − 1)𝑢′′(𝑠) + 4𝑛𝑠𝑢′(𝑠) +
[︃
2𝑛− 3(𝑛+ 1)𝑛2𝑛+ 1
]︃
𝑢(𝑠) = 0. (3.9)
Realizando a segunda mudança de variável, a saber, 𝑠 para 𝑥, onde
𝑠 = 2𝑥− 1,
segue que 𝑑𝑠
𝑑𝑥
= 2 e 𝑑2𝑠
𝑑𝑥2 = 0.
Note:
∙ 𝑢(𝑥) = 𝑢(𝑠);
∙ 𝑢′(𝑥) = 𝑢′(𝑠) 𝑑𝑠
𝑑𝑥
⇒ 𝑢′(𝑠) = 12𝑢′(𝑥);
∙ 𝑢′′(𝑥) = 𝑢′′(𝑠)
(︁
𝑑𝑠
𝑑𝑥
)︁2
+ 𝑢′(𝑠) 𝑑2𝑠
𝑑𝑥2 ⇒ 𝑢′′(𝑠) = 14𝑢′′(𝑥);
∙ 𝑠2 = (2𝑥− 1)2 = 4𝑥2 − 4𝑥+ 1⇒ 𝑠2 − 1 = 4𝑥(𝑥− 1).
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Ao substituir em (3.9), segue que
𝑥(1− 𝑥)𝑢′′(𝑥) +
[︂ 2𝑛
2𝑛+ 1 −
4𝑛
2𝑛+ 1𝑥
]︂
𝑢′(𝑥)− 𝑛(𝑛− 1)(2𝑛+ 1)2𝑢(𝑥) = 0, (3.10)
é uma equação diferencial hipergeométrica (EDH).
Assim, a função hipergeométrica associada à EDH (3.10) é
𝐹 (𝛼, 𝛽; 𝛾;𝑥) = 𝐹
(︂
𝑛− 1
2𝑛+ 1 ,
𝑛
2𝑛+ 1;
2𝑛
2𝑛+ 1;𝑥
)︂
.
Para simplificar a notação, consideramos 𝑎 = 12𝑛+1 . Assim, 𝛼 = (𝑛 − 1)𝑎,
𝛽 = 𝑛𝑎 e 𝛾 = 2𝑛𝑎.
Portanto, a curva hiperelíptica 𝑦2 = 𝑧2𝑛+1+1, cuja EDF associada é dada por
(3.7), conduz à EDH (3.10) e a função hipergeométrica associada é
𝐹 (𝛼, 𝛽; 𝛾;𝑥) = 𝐹 ((𝑛− 1)𝑎, 𝑛𝑎; 2𝑛𝑎;𝑥).
Determinamos, em seguida, as soluções da EDH (3.10), consulte (SOTO-
MAYOR, 1979) para maiores detalhes. Observe que a EDH possui 3 singularidades, 0, 1
e ∞.
Desse modo, as soluções em 𝑥 = 0 são
∙ 𝑃 = 𝑤10(𝑥) = 𝐹 (𝛼, 𝛽; 𝛾;𝑥) = 𝐹 ((𝑛− 1)𝑎, 𝑛𝑎; 2𝑛𝑎;𝑥),
∙ 𝑄 = 𝑤20(𝑥) = 𝑥𝑎𝐹 (𝑛𝑎, (𝑛+ 1)𝑎; 2(𝑛+ 1)𝑎;𝑥).
As soluções em 𝑥 = 1 são
∙ 𝑇 = 𝑤11(𝑥) = 𝐹 ((𝑛− 1)𝑎, 𝑛𝑎; 2𝑛𝑎; 1− 𝑥),
∙ 𝑈 = 𝑤21(𝑥) = (1− 𝑥)𝑎𝐹 (𝑛𝑎, (𝑛+ 1)𝑎; 2(𝑛+ 1)𝑎; 1− 𝑥).
As soluções em 𝑥 =∞ são
∙ 𝑅 = 𝑤1∞(𝑥) = 𝑥−(𝑛−1)𝑎𝐹 ((𝑛− 1)𝑎, 𝑛𝑎; 2𝑛𝑎;𝑥−1),
∙ 𝑆 = 𝑤2∞(𝑥) = 𝑥−𝑛𝑎𝐹 (𝑛𝑎, (𝑛+ 1)𝑎; 2(𝑛+ 1)𝑎;𝑥−1).
Recorde que quaisquer 3 soluções acima estão conectadas por uma relação
linear com coeficientes constantes. Logo, sem perda de generalidade, podemos relacionar
as soluções 𝑃 , 𝑅 e 𝑆, isto é,
𝑃 = Γ(2𝑛𝑎)Γ(𝑎)Γ((𝑛+ 1)𝑎)Γ(𝑛𝑎)(−𝑥)
−(𝑛−1)𝑎𝐹 ((𝑛− 1)𝑎, 𝑛𝑎; 2𝑛𝑎;𝑥−1) +
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+ Γ(2𝑛𝑎)Γ(−𝑎)Γ((𝑛− 1)𝑎)Γ(𝑛𝑎)(−𝑥)
−𝑛𝑎𝐹 ((𝑛+ 1)𝑎, 𝑛𝑎; 2(𝑛+ 1)𝑎;𝑥−1).
Observe que:
∙ 𝐹 (𝛼, 𝛽; 𝛾;𝑥) = 𝐹 (𝛽, 𝛼; 𝛾;𝑥);
∙ (−𝑥)−𝑘 = 𝑥−𝑘𝑒±𝑘𝜋𝑖.
Assim, (−𝑥)−(𝑛−1)𝑎 = 𝑥−(𝑛−1)𝑎𝑒±(𝑛−1)𝑎𝜋𝑖 e (−𝑥)−𝑛𝑎 = 𝑥−𝑛𝑎𝑒±𝑛𝑎𝜋𝑖.
Disso segue que
𝑃 = 𝐹 ((𝑛− 1)𝑎, 𝑛𝑎; 2𝑛𝑎;𝑥)
= Γ(2𝑛𝑎)Γ(𝑎)Γ((𝑛+ 1)𝑎)Γ(𝑛𝑎)𝑒
±(𝑛−1)𝑎𝜋𝑖𝑥−(𝑛−1)𝑎𝐹 (((𝑛− 1)𝑎, 𝑛𝑎; 2𝑛𝑎;𝑥−1) +
+ Γ(2𝑛𝑎)Γ(−𝑎)Γ((𝑛− 1)𝑎)Γ(𝑛𝑎)𝑒
±𝑛𝑎𝜋𝑖𝑥−𝑛𝑎𝐹 ((𝑛+ 1)𝑎, 𝑛𝑎; 2(𝑛+ 1)𝑎;𝑥−1)
= Γ(2𝑛𝑎)Γ(𝑎)Γ((𝑛+ 1)𝑎)Γ(𝑛𝑎)𝑒
±(𝑛−1)𝑎𝜋𝑖𝑅 + Γ(2𝑛𝑎)Γ(−𝑎)Γ((𝑛− 1)𝑎)Γ(𝑛𝑎)𝑒
±𝑛𝑎𝜋𝑖𝑆.
De forma análoga, relacionando-se as soluções 𝑄, 𝑅 e 𝑆, temos
𝑄 = 𝑥𝑎𝐹 (𝑛𝑎, (𝑛+ 1)𝑎; 2(𝑛+ 1)𝑎;𝑥)
= 𝑥𝑎 Γ(2(𝑛+ 1)𝑎)Γ(𝑎)Γ((𝑛+ 2)𝑎)Γ((𝑛+ 1)𝑎)(−𝑥)
−𝑛𝑎𝐹 (𝑛𝑎, (𝑛− 1)𝑎; 2𝑛𝑎;𝑥−1) +
+𝑥𝑎Γ(2(𝑛+ 1)𝑎)Γ(−𝑎)Γ((𝑛+ 1)𝑎)Γ(𝑛𝑎) (−𝑥)
−(𝑛+1)𝑎𝐹 (𝑛𝑎, (𝑛+ 1)𝑎; 2(𝑛+ 1)𝑎;𝑥−1)
= Γ(2(𝑛+ 1)𝑎)Γ(𝑎)Γ((𝑛+ 2)𝑎)Γ((𝑛+ 1)𝑎)𝑒
±𝑛𝑎𝜋𝑖𝑅 + Γ(2(𝑛+ 1)𝑎)Γ(−𝑎)Γ((𝑛+ 1)𝑎)Γ(𝑛𝑎) 𝑒
±(𝑛+1)𝑎𝜋𝑖𝑆.
Considere 𝑡 = 𝑄
𝑃
em 𝑖∞ e 𝑡′ = 𝑄
𝑃
em −𝑖∞. Disso segue que
𝑡 =
Γ(2(𝑛+1)𝑎)Γ(𝑎)
Γ((𝑛+2)𝑎)Γ((𝑛+1)𝑎)𝑒
𝑛𝑎𝜋𝑖𝑅 + Γ(2(𝑛+1)𝑎)Γ(−𝑎)Γ((𝑛+1)𝑎)Γ(𝑛𝑎) 𝑒
(𝑛+1)𝑎𝜋𝑖𝑆
Γ(2𝑛𝑎)Γ(𝑎)
Γ((𝑛+1)𝑎)Γ(𝑛𝑎)𝑒
(𝑛−1)𝑎𝜋𝑖𝑅 + Γ(2𝑛𝑎)Γ(−𝑎)Γ((𝑛−1)𝑎)Γ(𝑛𝑎)𝑒𝑛𝑎𝜋𝑖𝑆
,
e
𝑡′ =
Γ(2(𝑛+1)𝑎)Γ(𝑎)
Γ((𝑛+2)𝑎)Γ((𝑛+1)𝑎)𝑒
−𝑛𝑎𝜋𝑖𝑅 + Γ(2(𝑛+1)𝑎)Γ(−𝑎)Γ((𝑛+1)𝑎)Γ(𝑛𝑎) 𝑒
−(𝑛+1)𝑎𝜋𝑖𝑆
Γ(2𝑛𝑎)Γ(𝑎)
Γ((𝑛+1)𝑎)Γ(𝑛𝑎)𝑒
−(𝑛−1)𝑎𝜋𝑖𝑅 + Γ(2𝑛𝑎)Γ(−𝑎)Γ((𝑛−1)𝑎)Γ(𝑛𝑎)𝑒−𝑛𝑎𝜋𝑖𝑆
.
Decorre que
𝑡 =
Γ(2(𝑛+1)𝑎)Γ(𝑎)
Γ((𝑛+2)𝑎)Γ((𝑛+1)𝑎)𝑒
𝑛𝑎𝜋𝑖 𝑅
𝑆
+ Γ(2(𝑛+1)𝑎)Γ(−𝑎)Γ((𝑛+1)𝑎)Γ(𝑛𝑎) 𝑒
(𝑛+1)𝑎𝜋𝑖
Γ(2𝑛𝑎)Γ(𝑎)
Γ((𝑛+1)𝑎)Γ(𝑛𝑎)𝑒
(𝑛−1)𝑎𝜋𝑖 𝑅
𝑆
+ Γ(2𝑛𝑎)Γ(−𝑎)Γ((𝑛−1)𝑎)Γ(𝑛𝑎)𝑒𝑛𝑎𝜋𝑖
,
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e
𝑡′ =
Γ(2(𝑛+1)𝑎)Γ(𝑎)
Γ((𝑛+2)𝑎)Γ((𝑛+1)𝑎)𝑒
−𝑛𝑎𝜋𝑖 𝑅
𝑆
+ Γ(2(𝑛+1)𝑎)Γ(−𝑎)Γ((𝑛+1)𝑎)Γ(𝑛𝑎) 𝑒
−(𝑛+1)𝑎𝜋𝑖
Γ(2𝑛𝑎)Γ(𝑎)
Γ((𝑛+1)𝑎)Γ(𝑛𝑎)𝑒
−(𝑛−1)𝑎𝜋𝑖 𝑅
𝑆
+ Γ(2𝑛𝑎)Γ(−𝑎)Γ((𝑛−1)𝑎)Γ(𝑛𝑎)𝑒−𝑛𝑎𝜋𝑖
.
O próximo passo é eliminar 𝑅
𝑆
. Para tanto, utilizamos a expressão de 𝑡 para
obter 𝑅
𝑆
e, em seguida, obter 𝑆
𝑅
. Depois, multiplicando e dividindo 𝑡′ por 𝑆
𝑅
, conduz a
𝑡′ = 𝑓(𝑡).
Da expressão de 𝑡 segue que
Γ(2𝑛𝑎)Γ(𝑎)
Γ((𝑛+ 1)𝑎)Γ(𝑛𝑎)𝑒
(𝑛−1)𝑎𝜋𝑖𝑅
𝑆
𝑡 + Γ(2𝑛𝑎)Γ(−𝑎)Γ((𝑛− 1)𝑎)Γ(𝑛𝑎)𝑒
𝑛𝑎𝜋𝑖𝑡
= Γ(2(𝑛+ 1)𝑎)Γ(𝑎)Γ((𝑛+ 2)𝑎)Γ((𝑛+ 1)𝑎)𝑒
𝑛𝑎𝜋𝑖𝑅
𝑆
+ Γ(2(𝑛+ 1)𝑎)Γ(−𝑎)Γ((𝑛+ 1)𝑎)Γ(𝑛𝑎) 𝑒
(𝑛+1)𝑎𝜋𝑖,
𝑅
𝑆
=
− Γ(2𝑛𝑎)Γ(−𝑎)Γ((𝑛−1)𝑎)Γ(𝑛𝑎)𝑒𝑛𝑎𝜋𝑖𝑡+ Γ(2(𝑛+1)𝑎)Γ(−𝑎)Γ((𝑛+1)𝑎)Γ(𝑛𝑎) 𝑒(𝑛+1)𝑎𝜋𝑖
Γ(2𝑛𝑎)Γ(𝑎)
Γ((𝑛+1)𝑎)Γ(𝑛𝑎)𝑒
(𝑛−1)𝑎𝜋𝑖𝑡− Γ(2(𝑛+1)𝑎)Γ(𝑎)Γ((𝑛+2)𝑎)Γ((𝑛+1)𝑎)𝑒𝑛𝑎𝜋𝑖
.
Logo,
𝑆
𝑅
=
Γ(2𝑛𝑎)Γ(𝑎)
Γ((𝑛+1)𝑎)Γ(𝑛𝑎)𝑒
(𝑛−1)𝑎𝜋𝑖𝑡− Γ(2(𝑛+1)𝑎)Γ(𝑎)Γ((𝑛+2)𝑎)Γ((𝑛+1)𝑎)𝑒𝑛𝑎𝜋𝑖
− Γ(2𝑛𝑎)Γ(−𝑎)Γ((𝑛−1)𝑎)Γ(𝑛𝑎)𝑒𝑛𝑎𝜋𝑖𝑡+ Γ(2(𝑛+1)𝑎)Γ(−𝑎)Γ((𝑛+1)𝑎)Γ(𝑛𝑎) 𝑒(𝑛+1)𝑎𝜋𝑖
.
Por fim, multiplicando e dividindo a expressão de 𝑡′ por 𝑆
𝑅
resulta em
𝑡′ =
Γ(2(𝑛+1)𝑎)Γ(𝑎)
Γ((𝑛+2)𝑎)Γ((𝑛+1)𝑎)𝑒
−𝑛𝑎𝜋𝑖 + Γ(2(𝑛+1)𝑎)Γ(−𝑎)Γ((𝑛+1)𝑎)Γ(𝑛𝑎) 𝑒
−(𝑛+1)𝑎𝜋𝑖 𝑆
𝑅
Γ(2𝑛𝑎)Γ(𝑎)
Γ((𝑛+1)𝑎)Γ(𝑛𝑎)𝑒
−(𝑛−1)𝑎𝜋𝑖 + Γ(2𝑛𝑎)Γ(−𝑎)Γ((𝑛−1)𝑎)Γ(𝑛𝑎)𝑒−𝑛𝑎𝜋𝑖
𝑆
𝑅
.
Disso decorre que
𝑡′ = 𝑥1𝑡+ 𝑥2
𝑥3𝑡+ 𝑥4
,
onde
𝑥1 =
Γ(2(𝑛+ 1)𝑎)Γ(−𝑎)
Γ((𝑛+ 1)𝑎)Γ(𝑛𝑎)
Γ(2𝑛𝑎)Γ(𝑎)
Γ((𝑛+ 1)𝑎)Γ(𝑛𝑎)𝑒
−2𝑎𝜋𝑖− Γ(2(𝑛+ 1)𝑎)Γ(𝑎)Γ((𝑛+ 2)𝑎)Γ((𝑛+ 1)𝑎)
Γ(2𝑛𝑎)Γ(−𝑎)
Γ(𝑛𝑎)Γ((𝑛− 1)𝑎) ,
𝑥2 =
Γ(2(𝑛+ 1)𝑎)Γ(𝑎)
Γ((𝑛+ 2)𝑎)Γ((𝑛+ 1)𝑎)
Γ(2(𝑛+ 1)𝑎)Γ(−𝑎)
Γ((𝑛+ 1)𝑎)Γ(𝑛𝑎)
[︁
𝑒𝑎𝜋𝑖 − 𝑒−𝑎𝜋𝑖
]︁
,
𝑥3 =
Γ(2𝑛𝑎)Γ(−𝑎)
Γ(𝑛𝑎)Γ((𝑛− 1)𝑎)
Γ(2𝑛𝑎)Γ(𝑎)
Γ((𝑛+ 1)𝑎)Γ(𝑛𝑎)
[︁
𝑒−𝑎𝜋𝑖 − 𝑒𝑎𝜋𝑖
]︁
,
e
𝑥4 =
Γ(2(𝑛+ 1)𝑎)Γ(−𝑎)
Γ((𝑛+ 1)𝑎)Γ(𝑛𝑎)
Γ(2𝑛𝑎)Γ(𝑎)
Γ((𝑛+ 1)𝑎)Γ(𝑛𝑎)𝑒
2𝑎𝜋𝑖− Γ(2(𝑛+ 1)𝑎)Γ(𝑎)Γ((𝑛+ 2)𝑎)Γ((𝑛+ 1)𝑎)
Γ(2𝑛𝑎)Γ(−𝑎)
Γ(𝑛𝑎)Γ((𝑛− 1)𝑎) .
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Note que:
𝑒𝑎𝑖𝜋 − 𝑒−𝑎𝑖𝜋 = 2𝑖 sen(𝑎𝜋), 𝑒−𝑎𝜋𝑖 − 𝑒𝑎𝜋𝑖 = −2𝑖 sen(𝑎𝜋)
e que
Γ(2𝑛𝑎) = (2𝑛𝑎− 1)Γ(2𝑛𝑎− 1) = −𝑎Γ(−𝑎),
Γ(2(𝑛+ 1)𝑎) = (2(𝑛+ 1)𝑎− 1)Γ((2(𝑛+ 1)𝑎− 1) = 𝑎Γ(𝑎).
Desse modo,
Γ(2𝑛𝑎)Γ(−𝑎)Γ(2𝑛𝑎)Γ(𝑎) = 𝑎
𝑎
Γ(2𝑛𝑎)Γ(−𝑎)Γ(2𝑛𝑎)Γ(𝑎)
= 1
𝑎
[−𝑎Γ(−𝑎)]Γ(−𝑎)Γ(2𝑛𝑎)𝑎Γ(𝑎)
= −Γ(−𝑎)Γ(−𝑎)Γ(2𝑛𝑎)Γ(2(𝑛+ 1)𝑎).
Logo,
𝑡′ =
[︁
Γ(2𝑛𝑎)Γ(𝑎)
Γ((𝑛+1)𝑎)Γ(𝑛𝑎)𝑒
−2𝑎𝜋𝑖 − Γ(2𝑛𝑎)Γ(𝑎)Γ((𝑛+2)𝑎)Γ((𝑛−1)𝑎)
]︁
𝑡+ Γ(2(𝑛+1)𝑎)Γ(𝑎)Γ((𝑛+2)𝑎)Γ((𝑛+1)𝑎)2𝑖 sen(𝑎𝜋)
Γ(2𝑛𝑎)Γ(−𝑎)
Γ(𝑛𝑎)Γ((𝑛−1)𝑎)2𝑖 sen(𝑎𝜋) 𝑡+
[︁
Γ(2𝑛𝑎)Γ(𝑎)
Γ((𝑛+1)𝑎)Γ(𝑛𝑎)𝑒
2𝑎𝜋𝑖 − Γ(2𝑛𝑎)Γ(𝑎)Γ((𝑛+2)𝑎)Γ((𝑛−1)𝑎)
]︁ . (3.11)
Recorde que
∙ Γ(𝑧)Γ(1− 𝑧) = 𝜋sen(𝜋𝑧) ;
∙ Γ(𝑧)Γ(−𝑧) = − 𝜋
𝑧 sen(𝜋𝑧) ;
∙ Γ(𝑧) = (𝑧 − 1)Γ(𝑧 − 1).
Observe que
∙ Γ(2𝑛𝑎) = −𝑎Γ(−𝑎);
∙ Γ((𝑛+ 1)𝑎) = −𝑛𝑎Γ(−𝑛𝑎);
∙ Γ((𝑛+ 2)𝑎) = −(𝑛− 1)𝑎Γ(−(𝑛− 1)𝑎).
Disso temos
∙ Γ(2𝑛𝑎)Γ(𝑎) = 𝜋sen(𝑎𝜋) ;
∙ Γ((𝑛+ 1)𝑎)Γ(𝑛𝑎) = 𝜋sen(𝑛𝑎𝜋) ;
∙ Γ((𝑛+ 2)𝑎)Γ((𝑛− 1)𝑎) = 𝜋sen((𝑛− 1)𝑎𝜋) .
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Ao retornar na expressão de 𝑡′, (3.11), temos
𝑡′ =
[︁
sen(𝑛𝑎𝜋)
sen(𝑎𝜋) 𝑒
−2𝑎𝜋𝑖 − sen((𝑛−1)𝑎𝜋)sen(𝑎𝜋)
]︁
𝑡+ Γ(2(𝑛+1)𝑎)Γ(𝑎)Γ((𝑛+2)𝑎)Γ((𝑛+1)𝑎)2𝑖 sen(𝑎𝜋)
Γ(2𝑛𝑎)Γ(−𝑎)
Γ(𝑛𝑎)Γ((𝑛−1)𝑎)2𝑖 sen(𝑎𝜋) 𝑡+
[︁
sen(𝑛𝑎𝜋)
sen(𝑎𝜋) 𝑒
2𝑎𝜋𝑖 − sen((𝑛−1)𝑎𝜋)sen(𝑎𝜋)
]︁ . (3.12)
Considere 𝑡1 = Γ(2𝑛𝑎)Γ(−𝑎)Γ(𝑛𝑎)Γ((𝑛−1)𝑎)𝑡 ⇒ 𝑡 = Γ(𝑛𝑎)Γ((𝑛−1)𝑎)Γ(2𝑛𝑎)Γ(−𝑎) 𝑡1 e 𝑡′ = Γ(𝑛𝑎)Γ((𝑛−1)𝑎)Γ(2𝑛𝑎)Γ(−𝑎) 𝑡′1. Ao
realizar as substituições em 𝑡′, (3.12), temos
Γ(𝑛𝑎)Γ((𝑛− 1)𝑎)
Γ(2𝑛𝑎)Γ(−𝑎) 𝑡
′
1 =
[︁
sen(𝑛𝑎𝜋)
sen(𝑎𝜋) 𝑒
−2𝑎𝜋𝑖 − sen((𝑛−1)𝑎𝜋)sen(𝑎𝜋)
]︁
Γ(𝑛𝑎)Γ((𝑛−1)𝑎)
Γ(2𝑛𝑎)Γ(−𝑎) 𝑡1 +
Γ(2(𝑛+1)𝑎)Γ(𝑎)
Γ((𝑛+2)𝑎)Γ((𝑛+1)𝑎)2𝑖 sen 𝑎𝜋
2𝑖 sen(𝑎𝜋) 𝑡1 +
[︁
sen(𝑛𝑎𝜋)
sen(𝑎𝜋) 𝑒
2𝑎𝜋𝑖 − sen((𝑛−1)𝑎𝜋)sen(𝑎𝜋)
]︁ .
Verifique que
Γ(2(𝑛+ 1)𝑎)Γ(𝑎)
Γ((𝑛+ 2)𝑎)Γ((𝑛+ 1)𝑎)
Γ(2𝑛𝑎)Γ(−𝑎)
Γ(𝑛𝑎)Γ((𝑛− 1)𝑎) =
Γ(2(𝑛+ 1)𝑎)Γ(−𝑎)
Γ((𝑛+ 2)𝑎)Γ((𝑛− 1)𝑎)
Γ(2𝑛𝑎)Γ(𝑎)
Γ(𝑛𝑎)Γ((𝑛+ 1)𝑎) =
= −sen((𝑛− 1)𝑎𝜋)sen(𝑎𝜋)
sen(𝑛𝑎𝜋)
sen(𝑎𝜋) ,
e
sen((𝑛− 1)𝑎𝜋) sen(𝑛𝑎𝜋) = 12 [cos(−𝑎𝜋)− cos((2𝑛− 1)𝑎𝜋)] =
1
2 [cos(𝑎𝜋) + cos(2𝑎𝜋)] .
A Figura 16 ilustra as equivalências dos ângulos. Estas equivalências são ne-
cessárias para realizar algumas simplificações.
𝑎𝜋2𝑛𝑎𝜋
2𝑎𝜋
3𝑎𝜋
𝑛𝑎𝜋
(2𝑛− 1)𝑎𝜋
(2𝑛− 2)𝑎𝜋
(𝑛+ 1)𝑎𝜋
(2𝑛+ 1)𝑎𝜋 0𝑎𝜋
(𝑛− 3)𝑎𝜋
(𝑛− 2)𝑎𝜋
𝑛𝑎𝜋
(𝑛+ 4)𝑎𝜋
(𝑛+ 3)𝑎𝜋
(𝑛+ 1)𝑎𝜋
(2𝑛+ 1)𝑎𝜋 0𝑎𝜋
(𝑛+ 2)𝑎𝜋 (𝑛− 1)𝑎𝜋
Figura 16 – Ângulos equivalentes para curvas de grau 2𝑛+ 1
Logo,
𝑡′1 =
[︁
sen(𝑛𝑎𝜋)
sen(𝑎𝜋) 𝑒
−2𝑎𝜋𝑖 − sen((𝑛−1)𝑎𝜋)sen(𝑎𝜋)
]︁
𝑡1 + 𝑖 cos(𝑎𝜋)+cos(2𝑎𝜋)sen(𝑎𝜋)
2𝑖 sen(𝑎𝜋)𝑡1 +
[︁
sen(𝑛𝑎𝜋)
sen(𝑎𝜋) 𝑒
2𝑎𝜋𝑖 − sen((𝑛−1)𝑎𝜋)sen(𝑎𝜋)
]︁ .
Observe que
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∙ sen(𝑛𝑎𝜋)sen(𝑎𝜋) 𝑒−2𝑎𝜋𝑖 − sen((𝑛−1)𝑎𝜋)sen(𝑎𝜋) = 2 cos(𝑎𝜋)𝑒−(𝑛+1)𝑎𝜋𝑖
De fato
sen(𝑛𝑎𝜋)
sen(𝑎𝜋) 𝑒
−2𝑎𝜋𝑖 − sen((𝑛− 1)𝑎𝜋)sen(𝑎𝜋)
= sen(𝑛𝑎𝜋)𝑒
−2𝑎𝜋𝑖 − sen((𝑛− 1)𝑎𝜋)
sen(𝑎𝜋)
= sen(𝑛𝑎𝜋) (cos(2𝑎𝜋)− 𝑖 sen(2𝑎𝜋))− sen((𝑛− 1)𝑎𝜋)sen(𝑎𝜋)
= sen(𝑛𝑎𝜋) cos(2𝑎𝜋)− 𝑖 sen(𝑛𝑎𝜋) sen(2𝑎𝜋)− sen((𝑛− 1)𝑎𝜋)sen(𝑎𝜋)
= sen((−𝑛)𝑎𝜋) cos((2𝑛− 1)𝑎𝜋)− 𝑖 sen(𝑛𝑎𝜋) sen((2𝑛− 1)𝑎𝜋)− sen((𝑛− 1)𝑎𝜋)sen(𝑎𝜋)
=
1
2 [sen((2𝑛− 1)𝑎𝜋 − 𝑛𝑎𝜋)− sen((2𝑛− 1)𝑎𝜋 + 𝑛𝑎𝜋)]
sen(𝑎𝜋) −
−𝑖
1
2 [cos((2𝑛− 1)𝑎𝜋 − 𝑛𝑎𝜋)− cos((2𝑛− 1)𝑎𝜋 + 𝑛𝑎𝜋)] + sen((𝑛− 1)𝑎𝜋)
sen(𝑎𝜋)
=
1
2 [sen((𝑛− 1)𝑎𝜋)− sen((3𝑛− 1)𝑎𝜋)]
sen(𝑎𝜋) −
−𝑖
1
2 [cos((𝑛− 1)𝑎𝜋)− cos((3𝑛− 1)𝑎𝜋)] + sen((𝑛− 1)𝑎𝜋)
sen(𝑎𝜋)
=
−12 [sen((3𝑛− 1)𝑎𝜋) + sen((𝑛− 1)𝑎𝜋)] + 𝑖12 [cos((3𝑛− 1)𝑎𝜋)− cos((𝑛− 1)𝑎𝜋)]
sen(𝑎𝜋)
= − sen((2𝑛− 1)𝑎)𝜋 cos((−𝑛)𝑎𝜋) + 𝑖 sen((2𝑛− 1)𝑎𝜋) sen((−𝑛)𝑎𝜋)sen(𝑎𝜋)
= − sen((2𝑛− 1)𝑎𝜋) [cos(𝑛𝑎𝜋) + 𝑖 sen(𝑛𝑎𝜋)]sen(𝑎𝜋)
= − sen((2𝑛− 1)𝑎𝜋) [− cos((𝑛+ 1)𝑎𝜋) + 𝑖 sen((𝑛+ 1)𝑎𝜋)]sen(𝑎𝜋)
= sen((2𝑛− 1)𝑎𝜋) [cos((𝑛+ 1)𝑎𝜋)− 𝑖 sen((𝑛+ 1)𝑎𝜋)]sen(𝑎𝜋)
= sen((2𝑛− 1)𝑎𝜋)𝑒
−(𝑛+1)𝑎𝜋𝑖
sen(𝑎𝜋)
= sen(2𝑎𝜋)𝑒
−(𝑛+1)𝑎𝜋𝑖
sen(𝑎𝜋)
= 2 sen(𝑎𝜋) cos(𝑎𝜋)𝑒
−(𝑛+1)𝑎𝜋𝑖
sen(𝑎𝜋)
= 2 cos(𝑎𝜋)𝑒−(𝑛+1)𝑎𝜋𝑖.
∙ sen(𝑛𝑎𝜋)sen(𝑎𝜋) 𝑒2𝑎𝜋𝑖 − sen((𝑛−1)𝑎𝜋)sen(𝑎𝜋) = 2 cos(𝑎𝜋)𝑒(𝑛+1)𝑎𝜋𝑖
De fato
sen(𝑛𝑎𝜋)
sen(𝑎𝜋) 𝑒
2𝑎𝜋𝑖 − sen((𝑛− 1)𝑎𝜋)sen(𝑎𝜋)
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= sen(𝑛𝑎𝜋)𝑒
2𝑎𝜋𝑖 − sen((𝑛− 1)𝑎𝜋)
sen(𝑎𝜋)
= sen(𝑛𝑎𝜋) (cos(2𝑎𝜋) + 𝑖 sen(2𝑎𝜋))− sen((𝑛− 1)𝑎𝜋)sen(𝑎𝜋)
= sen(𝑛𝑎𝜋) cos(2𝑎𝜋) + 𝑖 sen(𝑛𝑎𝜋) sen(2𝑎𝜋)− sen((𝑛− 1)𝑎𝜋)sen(𝑎𝜋)
= − sen(𝑛𝑎𝜋) cos((2𝑛− 1)𝑎𝜋) + 𝑖 sen(𝑛𝑎𝜋) sen((2𝑛− 1)𝑎𝜋)− sen((𝑛− 1)𝑎𝜋)sen(𝑎𝜋)
=
−12 [sen((−𝑛)𝑎𝜋 + 𝑎𝜋) + sen(3𝑛𝑎𝜋 − 𝑎𝜋)]
sen(𝑎𝜋) +
+
𝑖12 [cos((−𝑛)𝑎𝜋 + 𝑎𝜋)− cos(3𝑛𝑎𝜋 − 𝑎𝜋)]− sen((𝑛− 1)𝑎𝜋)
sen(𝑎𝜋)
=
−12 [sen((−(𝑛− 1))𝑎𝜋) + sen((3𝑛− 1)𝑎𝜋)]
sen(𝑎𝜋) +
+
𝑖12 [cos(−(𝑛− 1)𝑎𝜋)− cos((3𝑛− 1)𝑎𝜋)]− sen((𝑛− 1)𝑎𝜋)
sen(𝑎𝜋)
=
−12 [sen((3𝑛− 1)𝑎𝜋) + sen((𝑛− 1)𝑎𝜋)]− 𝑖12 [cos((3𝑛− 1)𝑎𝜋)− cos((𝑛− 1)𝑎𝜋)]
sen(𝑎𝜋)
= − sen((2𝑛− 1)𝑎𝜋) cos(𝑛𝑎𝜋) + 𝑖 sen((2𝑛− 1)𝑎𝜋) sen(𝑛𝑎𝜋)sen(𝑎𝜋)
= − sen((2𝑛− 1)𝑎𝜋) [cos(𝑛𝑎𝜋)− 𝑖 sen(𝑛𝑎𝜋)]sen(𝑎𝜋)
= − sen(2𝑎𝜋) [− cos((𝑛+ 1)𝑎𝜋)− 𝑖 sen((𝑛+ 1)𝑎𝜋)]sen(𝑎𝜋)
= sen(2𝑎𝜋) [cos((𝑛+ 1)𝑎𝜋) + 𝑖 sen((𝑛+ 1)𝑎𝜋)]sen(𝑎𝜋)
= 2 sen(𝑎𝜋) cos(𝑎𝜋)𝑒
(𝑛+1)𝑎𝜋𝑖
sen(𝑎𝜋)
= 2 cos(𝑎𝜋)𝑒(𝑛+1)𝑎𝜋𝑖.
Disso segue que
𝑡′1 =
2 cos(𝑎𝜋)𝑒−(𝑛+1)𝑎𝜋𝑖 𝑡1 − 𝑖 cos(𝑎𝜋)+cos(2𝑎𝜋)sen(𝑎𝜋)
2𝑖 sen(𝑎𝜋) 𝑡1 + 2 cos(𝑎𝜋)𝑒(𝑛+1)𝑎𝜋𝑖
. (3.13)
Realizando uma nova mudança de variável em (3.13),
𝑡1 = 𝑖 cotg(𝑎𝜋)𝑒𝑛𝑎𝜋𝑖𝑡2
e
𝑡′1 = 𝑖 cotg(𝑎𝜋)𝑒𝑛𝑎𝜋𝑖𝑡′2
e em seguida fazendo a substituição, segue que
𝑖 cotg(𝑎𝜋)𝑒𝑛𝑎𝜋𝑖𝑡′2 =
2 cos(𝑎𝜋)𝑒−(𝑛+1)𝑎𝜋𝑖𝑖 cotg(𝑎𝜋)𝑒𝑛𝑎𝜋𝑖𝑡2 − 𝑖 cos(𝑎𝜋)+cos(2𝑎𝜋)sen(𝑎𝜋)
2𝑖 sen(𝑎𝜋)𝑖 cotg(𝑎𝜋)𝑒𝑛𝑎𝜋𝑖𝑡2 + 2 cos(𝑎𝜋)𝑒(𝑛+1)𝑎𝜋𝑖
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=
2𝑖 cos2(𝑎𝜋)sen(𝑎𝜋)
[︁
𝑒−𝑎𝜋𝑖𝑡2 − cos(𝑎𝜋)+cos(2𝑎𝜋)2 cos2(𝑎𝜋)
]︁
−2 cos(𝑎𝜋)𝑒(𝑛+1)𝑎𝜋 [𝑒−𝑎𝜋𝑖𝑡2 − 1]
= −𝑖 cotg(𝑎𝜋)𝑒−(𝑛+1)𝑎𝜋𝑖
𝑒−𝑎𝜋𝑖𝑡2 − cos(𝑎𝜋)+cos(2𝑎𝜋)2 cos2(𝑎𝜋)
𝑒−𝑎𝜋𝑖𝑡2 − 1
= 𝑖 cotg(𝑎𝜋)𝑒𝑛𝑎𝜋𝑖
𝑒−𝑎𝜋𝑖𝑡2 − cos(𝑎𝜋)+cos(2𝑎𝜋)2 cos2(𝑎𝜋)
𝑒−𝑎𝜋𝑖𝑡2 − 1
Dessa maneira,
𝑡′2 =
𝑒−𝑎𝜋𝑖𝑡2 − cos(𝑎𝜋)+cos(2𝑎𝜋)2 cos2(𝑎𝜋)
𝑒−𝑎𝜋𝑖𝑡2 − 1 (3.14)
Fazendo as mudanças de variáveis 𝑡2 =
√︁
1
2(cos(𝑎𝜋) + cos(2𝑎𝜋)) sec2(𝑎𝜋)𝑡3
=
√︂
(cos(𝑎𝜋)+cos(2𝑎𝜋)
2 cos2(𝑎𝜋) 𝑡3 e 𝑡
′
2 =
√︁
1
2(cos(𝑎𝜋) + cos(2𝑎𝜋)) sec2(𝑎𝜋)𝑡
′
3 em (3.14) obtemos
⎯⎸⎸⎷cos(𝑎𝜋) + cos(2𝑎𝜋)
2 cos2(𝑎𝜋) 𝑡
′
3 =
𝑒−𝑎𝜋𝑖
√︂
cos(𝑎𝜋)+cos(2𝑎𝜋)
2 cos2(𝑎𝜋) 𝑡3 − cos(𝑎𝜋)+cos(2𝑎𝜋)2 cos2(𝑎𝜋)
𝑒−𝑎𝜋𝑖
√︂
cos(𝑎𝜋)+cos(2𝑎𝜋)
2 cos2(𝑎𝜋) 𝑡3 − 1
=
⎯⎸⎸⎷cos(𝑎𝜋) + cos(2𝑎𝜋)
2 cos2(𝑎𝜋)
𝑒−𝑎𝜋𝑖
[︁
(cos(𝑎𝜋)+cos(2𝑎𝜋)
2 cos2(𝑎𝜋)
]︁−1/2
𝑡3 − 1
𝑒−𝑎𝜋𝑖𝑡3 −
[︁
cos(𝑎𝜋)+cos(2𝑎𝜋)
2 cos2(𝑎𝜋)
]︁−1/2 .
Portanto,
𝑡′3 =
𝑒−𝑎𝜋𝑖
[︁
cos(𝑎𝜋)+cos(2𝑎𝜋)
2 cos2(𝑎𝜋)
]︁−1/2
𝑡3 − 1
𝑒−𝑎𝜋𝑖𝑡3 −
[︁
cos(𝑎𝜋)+cos(2𝑎𝜋)
2 cos2(𝑎𝜋)
]︁−1/2 .
Por meio de procedimento análogo ao desenvolvido anteriormente, podemos
relacionar as soluções 𝑇 , 𝑅 e 𝑆, com as soluções 𝑈 , 𝑅 e 𝑆. Assim, ao utilizarmos as
soluções 𝑇 e 𝑈 , conduz a
𝑠′3 = 𝑒2𝑎𝜋𝑖𝑠3.
Munidos das transformações 𝑡′3, 𝑠′3 e da inversa de 𝑠′3, ou seja, (𝑠′3)−1 = 𝑒−2𝑎𝜋𝑖𝑠3,
segue que 𝑡′3 ∘ (𝑠′3)−1 é a transformação resultante do quociente de duas soluções de (3.10)
quando 𝑧 passa sucessivamente por dois circuitos, a saber, do infinito para a singularidade
𝑧1 = 𝑒𝑎𝜋𝑖, contornando-a, e retornando ao infinito e depois do infinito para a singularidade
𝑧2 = 𝑒3𝑎𝜋𝑖, contornando-a, e retornando ao infinito.
Segundo (DHAR, 1935) e (WHITTAKER, 1929), as expressões dos quocientes
de duas soluções da equação diferencial podem ser reescritas como
𝑆𝑟(𝑡) =
[2 cos(𝑎𝜋)− 1]−1/2 𝑡− 𝑒 12 (4𝑝+1)𝑎𝜋𝑖
𝑒−
1
2 (4𝑝+1)𝑎𝜋𝑖𝑡− [2 cos(𝑎𝜋)− 1]−1/2
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onde 𝑟 = 1, . . . , 2𝑛+ 1 e 𝑝 = 0, 1, 2, . . . , 2𝑛.
Portanto, as transformações 𝑆𝑟(𝑡) são os geradores de um grupo fuchsiano.
Além disso, torna-se possível determinar a região fundamental para o grupo gerado pelas
transformações 𝑆𝑟(𝑡).
Com o objetivo de evidenciar o desenvolvimento apresentado, iremos consi-
derar a curva hiperelíptica 𝑦2 = 𝑧5 + 1. Apesar de ter sido essa a curva hiperelíptica
considerada por Whittaker, o desenvolvimento aqui apresentado não aparece em nenhum
dos trabalhos mencionados anteriormente. Dessa forma, julgamos importante apresentá-lo
para facilitar o entendimento e ao mesmo tempo mostrar a complexidade envolvida nesse
desenvolvimento.
Exemplo 3.3.1. Dada a curva hiperelíptica 𝑦2 = 𝑧5 + 1, temos que 2𝑛 + 1 = 5 e então
𝑛 = 2. E mais, é provado que tal curva hiperelíptica satisfaz a Conjectura de Whittaker,
ou seja, (3.6) é da forma
𝑑2𝑦
𝑑𝑧2
+ 316
[︃
52𝑧8
(1 + 𝑧5)2 −
24𝑧3
1 + 𝑧5
]︃
𝑦 = 0 (3.15)
Assuma 𝑦 = 𝑢(𝑧)𝜑(𝑧)1/4 = 𝑢(𝑧)(1 + 𝑧5)1/4. Disso segue que
𝑦′(𝑧) = 𝑢′(𝑧)(1 + 𝑧5)1/4 + 𝑢(𝑧)54(1 + 𝑧
5)−3/4𝑧4,
e
𝑦′′(𝑧) = (1 + 𝑧5)1/4𝑢′′(𝑧) + 52(1 + 𝑧
5)−3/4𝑧4𝑢′(𝑧)
+
[︂
−7516(1 + 𝑧
5)−7/4𝑧8 + 5(1 + 𝑧5)−3/4𝑧3
]︂
𝑢(𝑧).
Ao substituir 𝑦′′(𝑧), 𝑦′(𝑧) e 𝑦(𝑧) em (3.15) segue que
(1 + 𝑧5)1/4𝑢′′(𝑧) + 52(1 + 𝑧
5)−3/4𝑧4𝑢′(𝑧) + 12(1 + 𝑧
5)−3/4𝑧3𝑢(𝑧) = 0. (3.16)
Ao multiplicar (3.16) por (1 + 𝑧5)3/4, resulta em
(1 + 𝑧5)𝑢′′(𝑧) + 52𝑧
4𝑢′(𝑧) + 12𝑧
3𝑢(𝑧) = 0. (3.17)
Fazendo a mudança de variável 𝑧 para 𝑠, onde
𝑠2 = 1 + 𝑧5,
e notando que 𝑧5 = 𝑠2 − 1 implica em 𝑧 = (𝑠2 − 1)1/5. E mais, 𝑑𝑧
𝑑𝑠
= 25𝑠(𝑠
2 − 1)−4/5 e
𝑑2𝑧
𝑑𝑠2 =
−16
25 𝑠
2(𝑠2 − 1)−9/5 + 25(𝑠2 − 1)−4/5.
Assim,
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∙ 𝑢(𝑠) = 𝑢(𝑧);
∙ 𝑢′(𝑠) = 𝑢′(𝑧)𝑑𝑧
𝑑𝑠
⇒ 𝑢′(𝑧) = 52 (𝑠
2−1)4/5
𝑠
𝑢′(𝑠);
∙ 𝑢′′(𝑠) = 𝑢′′(𝑧)
(︁
𝑑𝑧
𝑑𝑠
)︁2
+ 𝑢′(𝑧)𝑑2𝑧
𝑑𝑠2 ⇒
𝑢′′(𝑧) = 254
(𝑠2 − 1)8/5
𝑠2
𝑢′′(𝑠)
+
[︃
10(𝑠
2 − 1)3/5
𝑠
− 254
(𝑠2 − 1)8/5
𝑠3
]︃
𝑢′(𝑠).
Ao substituir 𝑢′′(𝑧), 𝑢′(𝑧) e 𝑢(𝑧) em (3.17), resulta em
25
4 (𝑠
2 − 1)8/5𝑢′′(𝑠) +
[︁
10𝑠(𝑠2 − 1)3/5
]︁
𝑢′(𝑠) + 12(𝑠
2 − 1)3/5𝑢(𝑠) = 0. (3.18)
Multiplicando (3.18) por 45(𝑠
2 − 1)−3/5, segue que
5(𝑠2 − 1)𝑢′′(𝑠) + 8𝑠𝑢′(𝑠) + 25𝑢(𝑠) = 0. (3.19)
Realizando a segunda mudança de variável, qual seja, 𝑠 para 𝑥, onde 𝑠 = 2𝑥−1.
Temos, 𝑑𝑠
𝑑𝑥
= 2 e 𝑑2𝑠
𝑑𝑥2 = 0. Observe que
∙ 𝑢(𝑥) = 𝑢(𝑠);
∙ 𝑢′(𝑥) = 𝑢′(𝑠) 𝑑𝑠
𝑑𝑥
⇒ 𝑢′(𝑠) = 12𝑢′(𝑥);
∙ 𝑢′′(𝑥) = 𝑢′′(𝑠)
(︁
𝑑𝑠
𝑑𝑥
)︁2
+ 𝑢′(𝑠) 𝑑2𝑠
𝑑𝑥2 ⇒ 𝑢′′(𝑠) = 14𝑢′′(𝑥);
∙ 𝑠2 = (2𝑥− 1)2 = 4𝑥2 − 4𝑥+ 1⇒ 𝑠2 − 1 = 4𝑥(𝑥− 1).
Ao substituir em (3.19) segue que
𝑥(1− 𝑥)𝑢′′(𝑥) +
[︂4
5 −
8
5𝑥
]︂
𝑢′(𝑥)− 225𝑢(𝑥) = 0, (3.20)
é uma EDH. Assim, a função hipergeométrica associada à EDH (3.20) é dada por
𝐹 (𝛼, 𝛽; 𝛾;𝑥) = 𝐹
(︂1
5 ,
2
5;
4
5;𝑥
)︂
.
Para simplificar a notação, considere 𝑎 = 15 . Com isso, 𝛼 = 𝑎, 𝛽 = 2𝑎 e
𝛾 = 4𝑎. Portanto, a curva hiperelíptica 𝑦2 = 𝑧5 + 1, cuja EDF associada é dada por
(3.15), conduz à EDH (3.20) e a função hipergeométrica associada é
𝐹 (𝛼, 𝛽; 𝛾;𝑥) = 𝐹 (𝑎, 2𝑎; 4𝑎;𝑥).
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Determinaremos, em seguida, as soluções da EDH (3.20), consulte (SOTO-
MAYOR, 1979) para maiores detalhes. Note que a EDH possui 3 singularidades, 0, 1 e
∞.
Assim, as soluções em 𝑥 = 0 são
∙ 𝑃 = 𝑤10(𝑥) = 𝐹 (𝛼, 𝛽; 𝛾;𝑥) = 𝐹 (𝑎, 2𝑎; 4𝑎;𝑥),
∙ 𝑄 = 𝑤20(𝑥) = 𝑥𝑎𝐹 (2𝑎, 3𝑎; 6𝑎;𝑥).
As soluções em 𝑥 = 1 são
∙ 𝑇 = 𝑤11(𝑥) = 𝐹 (𝑎, 2𝑎; 4𝑎; 1− 𝑥),
∙ 𝑈 = 𝑤21(𝑥) = (1− 𝑥)𝑎𝐹 (2𝑎, 3𝑎; 6𝑎; 1− 𝑥).
As soluções em 𝑥 =∞ são
∙ 𝑅 = 𝑤1∞(𝑥) = 𝑥−𝑎𝐹 (𝑎, 2𝑎; 4𝑎;𝑥−1),
∙ 𝑆 = 𝑤2∞(𝑥) = 𝑥−2𝑎𝐹 (2𝑎, 3𝑎; 6𝑎;𝑥−1).
A seguir, relacionamos as soluções 𝑃 , 𝑅 e 𝑆, ou seja,
𝑃 = Γ(4𝑎)Γ(𝑎)Γ(3𝑎)Γ(2𝑎)(−𝑥)
−𝑎𝐹 (𝑎, 2𝑎; 4𝑎;𝑥−1) + Γ(4𝑎)Γ(−𝑎)Γ(𝑎)Γ(2𝑎) (−𝑥)
−2𝑎𝐹 (3𝑎, 2𝑎; 6𝑎;𝑥−1).
Recorde que
∙ 𝐹 (𝛼, 𝛽; 𝛾;𝑥) = 𝐹 (𝛽, 𝛼; 𝛾;𝑥),
∙ (−𝑥)−𝑘 = 𝑥−𝑘𝑒±𝑘𝜋𝑖.
Assim, (−𝑥)−𝑎 = 𝑥−𝑎𝑒±𝑎𝜋𝑖 e (−𝑥)−2𝑎 = 𝑥−2𝑎𝑒±2𝑎𝜋𝑖.
Disto temos
𝑃 = 𝐹 (𝑎, 2𝑎; 4𝑎;𝑥) = Γ(4𝑎)Γ(𝑎)Γ(3𝑎)Γ(2𝑎)𝑒
±𝑎𝜋𝑖𝑥−𝑎𝐹 (𝑎, 2𝑎; 4𝑎;𝑥−1)+
+Γ(4𝑎)Γ(−𝑎)Γ(𝑎)Γ(2𝑎) 𝑒
±2𝑎𝜋𝑖𝑥−2𝑎𝐹 (3𝑎, 2𝑎; 6𝑎;𝑥−1) = Γ(4𝑎)Γ(𝑎)Γ(3𝑎)Γ(2𝑎)𝑒
±𝑎𝜋𝑖𝑅 + Γ(4𝑎)Γ(−𝑎)Γ(𝑎)Γ(2𝑎) 𝑒
±2𝑎𝜋𝑖𝑆.
Relacionando as soluções 𝑄, 𝑅 e 𝑆, de forma análoga ao que foi desenvolvido
anteriormente, temos
𝑄 = 𝑥𝑎𝐹 (2𝑎, 3𝑎; 6𝑎;𝑥) = 𝑥𝑎 Γ(6𝑎)Γ(𝑎)Γ(4𝑎)Γ(3𝑎)(−𝑥)
−2𝑎𝐹 (2𝑎, 𝑎; 4𝑎;𝑥−1)
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+𝑥𝑎Γ(6𝑎)Γ(−𝑎)Γ(3𝑎)Γ(2𝑎) (−𝑥)
−3𝑎𝐹 (2𝑎, 3𝑎; 6𝑎;𝑥−1) = Γ(6𝑎)Γ(𝑎)Γ(4𝑎)Γ(3𝑎)𝑒
±2𝑎𝜋𝑖𝑅 + Γ(6𝑎)Γ(−𝑎)Γ(3𝑎)Γ(2𝑎) 𝑒
±3𝑎𝜋𝑖𝑆.
Considere 𝑡 = 𝑄
𝑃
em 𝑖∞ e 𝑡′ = 𝑄
𝑃
em −𝑖∞, segue que
𝑡 =
Γ(6𝑎)Γ(𝑎)
Γ(4𝑎)Γ(3𝑎)𝑒
2𝑎𝜋𝑖𝑅 + Γ(6𝑎)Γ(−𝑎)Γ(3𝑎)Γ(2𝑎) 𝑒
3𝑎𝜋𝑖𝑆
Γ(4𝑎)Γ(𝑎)
Γ(3𝑎)Γ(2𝑎)𝑒
𝑎𝜋𝑖𝑅 + Γ(4𝑎)Γ(−𝑎)Γ(𝑎)Γ(2𝑎) 𝑒2𝑎𝜋𝑖𝑆
,
e
𝑡′ =
Γ(6𝑎)Γ(𝑎)
Γ(4𝑎)Γ(3𝑎)𝑒
−2𝑎𝜋𝑖𝑅 + Γ(6𝑎)Γ(−𝑎)Γ(3𝑎)Γ(2𝑎) 𝑒
−3𝑎𝜋𝑖𝑆
Γ(4𝑎)Γ(𝑎)
Γ(3𝑎)Γ(2𝑎)𝑒
−𝑎𝜋𝑖𝑅 + Γ(4𝑎)Γ(−𝑎)Γ(𝑎)Γ(2𝑎) 𝑒−2𝑎𝜋𝑖𝑆
.
Decorre que
𝑡 =
Γ(6𝑎)Γ(𝑎)
Γ(4𝑎)Γ(3𝑎)𝑒
2𝑎𝜋𝑖 𝑅
𝑆
+ Γ(6𝑎)Γ(−𝑎)Γ(3𝑎)Γ(2𝑎) 𝑒
3𝑎𝜋𝑖
Γ(4𝑎)Γ(𝑎)
Γ(3𝑎)Γ(2𝑎)𝑒
𝑎𝜋𝑖 𝑅
𝑆
+ Γ(4𝑎)Γ(−𝑎)Γ(𝑎)Γ(2𝑎) 𝑒2𝑎𝜋𝑖
,
e
𝑡′ =
Γ(6𝑎)Γ(𝑎)
Γ(4𝑎)Γ(3𝑎)𝑒
−2𝑎𝜋𝑖 𝑅
𝑆
+ Γ(6𝑎)Γ(−𝑎)Γ(3𝑎)Γ(2𝑎) 𝑒
−3𝑎𝜋𝑖
Γ(4𝑎)Γ(𝑎)
Γ(3𝑎)Γ(2𝑎)𝑒
−𝑎𝜋𝑖 𝑅
𝑆
+ Γ(4𝑎)Γ(−𝑎)Γ(𝑎)Γ(2𝑎) 𝑒−2𝑎𝜋𝑖
.
Agora, eliminamos 𝑅
𝑆
. Para tanto, utilizamos a expressão de 𝑡 para obter 𝑅
𝑆
e,
em seguida, obter 𝑆
𝑅
. Após, multiplicar e dividir 𝑡′ por 𝑆
𝑅
, temos 𝑡′ = 𝑓(𝑡).
Da expressão de 𝑡, segue que
Γ(4𝑎)Γ(𝑎)
Γ(3𝑎)Γ(2𝑎)𝑒
𝑎𝜋𝑖𝑅
𝑆
𝑡 + Γ(4𝑎)Γ(−𝑎)Γ(𝑎)Γ(2𝑎) 𝑒
2𝑎𝜋𝑖𝑡
= Γ(6𝑎)Γ(𝑎)Γ(4𝑎)Γ(3𝑎)𝑒
2𝑎𝜋𝑖𝑅
𝑆
+ Γ(6𝑎)Γ(−𝑎)Γ(3𝑎)Γ(2𝑎) 𝑒
3𝑎𝜋𝑖,
𝑅
𝑆
=
−Γ(4𝑎)Γ(−𝑎)Γ(𝑎)Γ(2𝑎) 𝑒2𝑎𝜋𝑖𝑡+ Γ(6𝑎)Γ(−𝑎)Γ(3𝑎)Γ(2𝑎) 𝑒3𝑎𝜋𝑖
Γ(4𝑎)Γ(𝑎)
Γ(3𝑎)Γ(2𝑎)𝑒
𝑎𝜋𝑖𝑡− Γ(6𝑎)Γ(𝑎)Γ(4𝑎)Γ(3𝑎)𝑒2𝑎𝜋𝑖
.
Logo,
𝑆
𝑅
=
Γ(4𝑎)Γ(𝑎)
Γ(3𝑎)Γ(2𝑎)𝑒
𝑎𝜋𝑖𝑡− Γ(6𝑎)Γ(𝑎)Γ(4𝑎)Γ(3𝑎)𝑒2𝑎𝜋𝑖
−Γ(4𝑎)Γ(−𝑎)Γ(𝑎)Γ(2𝑎) 𝑒2𝑎𝜋𝑖𝑡+ Γ(6𝑎)Γ(−𝑎)Γ(3𝑎)Γ(2𝑎) 𝑒3𝑎𝜋𝑖
.
Por fim, multiplicando e dividindo a expressão de 𝑡′ por 𝑆
𝑅
, temos
𝑡′ =
[︁
Γ(6𝑎)Γ(−𝑎)
Γ(3𝑎)Γ(2𝑎)
Γ(4𝑎)Γ(𝑎)
Γ(3𝑎)Γ(2𝑎)𝑒
−2𝑎𝜋𝑖 − Γ(6𝑎)Γ(𝑎)Γ(4𝑎)Γ(3𝑎) Γ(4𝑎)Γ(−𝑎)Γ(2𝑎)Γ(𝑎)
]︁
𝑡+ Γ(6𝑎)Γ(𝑎)Γ(4𝑎)Γ(3𝑎)
Γ(6𝑎)Γ(−𝑎)
Γ(3𝑎)Γ(2𝑎) [𝑒
𝑎𝜋𝑖 − 𝑒−𝑎𝜋𝑖]
Γ(4𝑎)Γ(−𝑎)
Γ(𝑎)Γ(2𝑎)
Γ(4𝑎)Γ(𝑎)
Γ(3𝑎)Γ(2𝑎) [𝑒−𝑎𝜋𝑖 − 𝑒𝑎𝜋𝑖] 𝑡+
[︁
Γ(6𝑎)Γ(−𝑎)
Γ(3𝑎)Γ(2𝑎)
Γ(4𝑎)Γ(𝑎)
Γ(3𝑎)Γ(2𝑎)𝑒
2𝑎𝜋𝑖 − Γ(6𝑎)Γ(𝑎)Γ(4𝑎)Γ(3𝑎) Γ(4𝑎)Γ(−𝑎)Γ(2𝑎)Γ(𝑎)
]︁ .
Observe que
𝑒𝑎𝑖𝜋 − 𝑒−𝑎𝑖𝜋 = 2𝑖 sen(𝑎𝜋);
𝑒−𝑎𝜋𝑖 − 𝑒𝑎𝜋𝑖 = −2𝑖 sen(𝑎𝜋);
Γ(4𝑎) = (4𝑎− 1)Γ((4𝑎− 1) = −𝑎Γ(−𝑎);
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Γ(6𝑎) = (6𝑎− 1)Γ(6𝑎− 1) = 𝑎Γ(𝑎).
Assim,
Γ(4𝑎)Γ(−𝑎)Γ(4𝑎)Γ(𝑎) = 𝑎
𝑎
Γ(4𝑎)Γ(−𝑎)Γ(4𝑎)Γ(𝑎)
= 1
𝑎
[−𝑎Γ(−𝑎)]Γ(−𝑎)Γ(4𝑎)𝑎Γ(𝑎)
= −Γ(−𝑎)Γ(−𝑎)Γ(4𝑎)Γ(6𝑎).
Logo,
𝑡′ =
[︁
Γ(4𝑎)Γ(𝑎)
Γ(3𝑎)Γ(2𝑎)𝑒
−2𝑎𝜋𝑖 − Γ(4𝑎)Γ(𝑎)Γ(4𝑎)Γ(𝑎)
]︁
𝑡+ Γ(6𝑎)Γ(𝑎)Γ(4𝑎)Γ(3𝑎)2𝑖 sen(𝑎𝜋)
Γ(4𝑎)Γ(−𝑎)
Γ(2𝑎)Γ(𝑎) 2𝑖 sen(𝑎𝜋)𝑡+
[︁
Γ(4𝑎)Γ(𝑎)
Γ(3𝑎)Γ(2𝑎)𝑒
2𝑎𝜋𝑖 − Γ(4𝑎)Γ(𝑎)Γ(4𝑎)Γ(𝑎)
]︁ .
Recorde que
∙ Γ(𝑧)Γ(1− 𝑧) = 𝜋sen(𝜋𝑧) ;
∙ Γ(𝑧)Γ(−𝑧) = − 𝜋
𝑧 sen(𝜋𝑧) ;
∙ Γ(𝑧) = (𝑧 − 1)Γ(𝑧 − 1).
Note que
∙ Γ(4𝑎) = −𝑎Γ(−𝑎);
∙ Γ(3𝑎) = −2𝑎Γ(−2𝑎).
Disso temos
∙ Γ(4𝑎)Γ(𝑎) = 𝜋sen(𝑎𝜋) ;
∙ Γ(3𝑎)Γ(2𝑎) = 𝜋sen(2𝑎𝜋) .
Ao retornar à expressão de 𝑡′, temos
𝑡′ =
[︁
sen(2𝑎𝜋)
sen(𝑎𝜋) 𝑒
−2𝑎𝜋𝑖 − sen(𝑎𝜋)sen(𝑎𝜋)
]︁
𝑡+ Γ(6𝑎)Γ(𝑎)Γ(4𝑎)Γ(3𝑎)2𝑖 sen(𝑎𝜋)
Γ(4𝑎)Γ(−𝑎)
Γ(2𝑎)Γ(𝑎) 2𝑖 sen(𝑎𝜋)𝑡+
[︁
sen(2𝑎𝜋)
sen(𝑎𝜋) 𝑒
2𝑎𝜋𝑖 − sen(𝑎𝜋)sen(𝑎𝜋)
]︁ .
Considere 𝑡1 = Γ(4𝑎)Γ(−𝑎)Γ(2𝑎)Γ(𝑎) 𝑡 ⇒ 𝑡 = Γ(2𝑎)Γ(𝑎)Γ(4𝑎)Γ(−𝑎)𝑡1 e 𝑡′ = Γ(2𝑎)Γ(𝑎)Γ(4𝑎)Γ(−𝑎)𝑡′1. Ao realizar as
substituições em 𝑡′ temos
Γ(2𝑎)Γ(𝑎)
Γ(4𝑎)Γ(−𝑎)𝑡
′
1 =
[︁
sen(2𝑎𝜋)
sen(𝑎𝜋) 𝑒
−2𝑎𝜋𝑖 − sen(𝑎𝜋)sen(𝑎𝜋)
]︁
Γ(2𝑎)Γ(𝑎)
Γ(4𝑎)Γ(−𝑎)𝑡1 +
Γ(6𝑎)Γ(𝑎)
Γ(4𝑎)Γ(3𝑎)2𝑖 sen(𝑎𝜋)
2𝑖 sen(𝑎𝜋)𝑡1 +
[︁
sen(2𝑎𝜋)
sen(𝑎𝜋) 𝑒
2𝑎𝜋𝑖 − sen(𝑎𝜋)sen(𝑎𝜋)
]︁
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Γ(2𝑎)Γ(𝑎)
Γ(4𝑎)Γ(−𝑎)𝑡
′
1 =
Γ(2𝑎)Γ(𝑎)
Γ(4𝑎)Γ(−𝑎)
{︁[︁
sen(2𝑎𝜋)
sen(𝑎𝜋) 𝑒
−2𝑎𝜋𝑖 − sen(𝑎𝜋)sen(𝑎𝜋)
]︁
𝑡1 + Γ(6𝑎)Γ(𝑎)Γ(4𝑎)Γ(3𝑎)
Γ(4𝑎)Γ(−𝑎)
Γ(2𝑎)Γ(𝑎) 2𝑖 sen(𝑎𝜋)
}︁
2𝑖 sen(𝑎𝜋)𝑡1 +
[︁
sen(2𝑎𝜋)
sen(𝑎𝜋) 𝑒
2𝑎𝜋𝑖 − sen(𝑎𝜋)sen(𝑎𝜋)
]︁ .
Observe que
Γ(6𝑎)Γ(𝑎)
Γ(4𝑎)Γ(3𝑎)
Γ(4𝑎)Γ(−𝑎)
Γ(2𝑎)Γ(𝑎) =
Γ(6𝑎)Γ(−𝑎)
Γ(4𝑎)Γ(𝑎)
Γ(4𝑎)Γ(𝑎)
Γ(2𝑎)Γ(3𝑎) = −
sen(𝑎𝜋)
sen(𝑎𝜋)
sen(2𝑎𝜋)
sen(𝑎𝜋) ,
e pela Figura 17, onde exibimos os ângulos equivalentes para a curva 𝑦2 = 𝑧5 + 1, segue
que
sen(𝑎𝜋) sen(2𝑎𝜋) = 12 [cos(−𝑎𝜋)− cos(3𝑎𝜋)] =
1
2 [cos(𝑎𝜋) + cos(2𝑎𝜋)] .
5𝑎𝜋 0𝑎𝜋
𝑎𝜋
2𝑎𝜋3𝑎𝜋
4𝑎𝜋
6𝑎𝜋
7𝑎𝜋 8𝑎𝜋
9𝑎𝜋
10𝑎𝜋
Figura 17 – Ângulos equivalentes para a curva hiperelíptica 𝑦2 = 𝑧5 + 1
Logo,
𝑡′1 =
[︁
sen(2𝑎𝜋)
sen(𝑎𝜋) 𝑒
−2𝑎𝜋𝑖 − sen(𝑎𝜋)sen(𝑎𝜋)
]︁
𝑡1 − 𝑖 cos(𝑎𝜋)+cos(2𝑎𝜋)sen(𝑎𝜋)
2𝑖 sen(𝑎𝜋)𝑡1 +
[︁
sen(2𝑎𝜋)
sen(𝑎𝜋) 𝑒
2𝑎𝜋𝑖 − sen(𝑎𝜋)sen(𝑎𝜋)
]︁ .
Note que
∙ sen(2𝑎𝜋)sen(𝑎𝜋) 𝑒−2𝑎𝜋𝑖 − sen(𝑎𝜋)sen(𝑎𝜋) = 2 cos(𝑎𝜋)𝑒−3𝑎𝜋𝑖, reveja a página 84 para maiores detalhes;
∙ sen(2𝑎𝜋)sen(𝑎𝜋) 𝑒2𝑎𝜋𝑖 − sen(𝑎𝜋)sen(𝑎𝜋) = 2 cos(𝑎𝜋)𝑒3𝑎𝜋𝑖, reveja a página 84 para maiores detalhes.
Segue que
𝑡′1 =
2 cos(𝑎𝜋)𝑒−3𝑎𝜋𝑖𝑡1 − 𝑖 cos(𝑎𝜋)+cos(2𝑎𝜋)sen(𝑎𝜋)
2𝑖 sen(𝑎𝜋)𝑡1 + 2 cos(𝑎𝜋)𝑒3𝑎𝜋𝑖
. (3.21)
Realizando uma nova mudança de variável, 𝑡1 = 𝑖 cotg(𝑎𝜋)𝑒2𝑎𝜋𝑖𝑡2 e
𝑡′1 = 𝑖 cotg(𝑎𝜋)𝑒2𝑎𝜋𝑖𝑡′2 e substituindo-a em (3.21), temos
𝑖 cotg(𝑎𝜋)𝑒2𝑎𝜋𝑖𝑡′2 =
2 cos(𝑎𝜋)𝑒−3𝑎𝜋𝑖𝑖 cotg(𝑎𝜋)𝑒2𝑎𝜋𝑖𝑡2 − 𝑖 cos(𝑎𝜋)+cos(2𝑎𝜋)sen(𝑎𝜋)
2𝑖 sen(𝑎𝜋)𝑖 cotg(𝑎𝜋)𝑒2𝑎𝜋𝑖𝑡2 + 2 cos(𝑎𝜋)𝑒3𝑎𝜋𝑖
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=
2𝑖 cos2(𝑎𝜋)sen(𝑎𝜋)
[︁
𝑒−𝑎𝜋𝑖𝑡2 − cos(𝑎𝜋)+cos(2𝑎𝜋)2 cos2(𝑎𝜋)
]︁
−2 cos(𝑎𝜋)𝑒3𝑎𝜋 [𝑒−𝑎𝜋𝑖𝑡2 − 1]
= −𝑖 cotg(𝑎𝜋)𝑒−3𝑎𝜋𝑖
𝑒−𝑎𝜋𝑖𝑡2 − cos(𝑎𝜋)+cos(2𝑎𝜋)2 cos2(𝑎𝜋)
𝑒−𝑎𝜋𝑖𝑡2 − 1
= 𝑖 cotg(𝑎𝜋)𝑒2𝑎𝜋𝑖
𝑒−𝑎𝜋𝑖𝑡2 − cos(𝑎𝜋)+cos(2𝑎𝜋)2 cos2(𝑎𝜋)
𝑒−𝑎𝜋𝑖𝑡2 − 1 .
Logo,
𝑡′2 =
𝑒−𝑎𝜋𝑖𝑖𝑡2 − cos(𝑎𝜋)+cos(2𝑎𝜋)2 cos2(𝑎𝜋)
𝑒−𝑎𝜋𝑖𝑡2 − 1 . (3.22)
Realizando as mudanças de variáveis 𝑡2 =
√︁
1
2(cos(𝑎𝜋) + cos(2𝑎𝜋)) sec2(𝑎𝜋)𝑡3
=
√︂
(cos(𝑎𝜋)+cos(2𝑎𝜋)
2 cos2(𝑎𝜋) 𝑡3 e 𝑡
′
2 =
√︁
1
2(cos(𝑎𝜋) + cos(2𝑎𝜋)) sec2(𝑎𝜋)𝑡
′
3 em (3.22) resulta em
⎯⎸⎸⎷cos(𝑎𝜋) + cos(2𝑎𝜋)
2 cos2(𝑎𝜋) 𝑡
′
3 =
𝑒−𝑎𝜋𝑖𝑖
√︂
cos(𝑎𝜋)+cos(2𝑎𝜋)
2 cos2(𝑎𝜋) 𝑡3 − cos(𝑎𝜋)+cos(2𝑎𝜋)2 cos2(𝑎𝜋)
𝑒−𝑎𝜋𝑖
√︂
cos(𝑎𝜋)+cos(2𝑎𝜋)
2 cos2(𝑎𝜋) 𝑡3 − 1
=
⎯⎸⎸⎷cos(𝑎𝜋) + cos(2𝑎𝜋)
2 cos2(𝑎𝜋)
𝑒−𝑎𝜋𝑖
[︁
cos(𝑎𝜋)+cos(2𝑎𝜋)
2 cos2(𝑎𝜋)
]︁−1/2
𝑡3 − 1
𝑒−𝑎𝜋𝑖𝑡3 −
[︁
cos(𝑎𝜋)+cos(2𝑎𝜋)
2 cos2(𝑎𝜋)
]︁−1/2 .
Portanto,
𝑡′3 =
𝑒−𝑎𝜋𝑖
[︁
cos(𝑎𝜋)+cos(2𝑎𝜋)
2 cos2(𝑎𝜋)
]︁−1/2
𝑡3 − 1
𝑒−𝑎𝜋𝑖𝑡3 −
[︁
cos(𝑎𝜋)+cos(2𝑎𝜋)
2 cos2(𝑎𝜋)
]︁−1/2 .
Relacionando as soluções 𝑇 , 𝑅 e 𝑆 com as soluções 𝑈 , 𝑅 e 𝑆 por meio do pro-
cedimento análogo àquele desenvolvido anteriormente e, em particular, se considerarmos
a aplicação desse procedimento às soluções 𝑇 e 𝑈 , temos
𝑠′3 = 𝑒2𝑎𝜋𝑖𝑠3.
Assim, tendo as transformações 𝑡′3 e 𝑠′3 e a inversa de 𝑠′3, ou seja, (𝑠′3)−1 = 𝑒−2𝑎𝜋𝑖𝑠3,
segue que 𝑡′3 ∘ (𝑠′3)−1 é a transformação resultante do quociente de duas soluções de (3.20)
quando 𝑧 passa sucessivamente por dois circuitos, a saber, do infinito para a singularidade
𝑧1 = 𝑒𝑎𝜋𝑖, contornando-a, e retornando ao infinito e depois do infinito para a singularidade
𝑧2 = 𝑒3𝑎𝜋𝑖, contornando-a, e retornando ao infinito. Portanto, as transformações
𝑆𝑟(𝑡) =
(2 cos(𝑎𝜋)− 1)−1/2 𝑡− 𝑒 12 (4𝑝+1)𝑎𝜋𝑖
𝑒−
1
2 (4𝑝+1)𝑎𝜋𝑖𝑡− (2 cos(𝑎𝜋)− 1)−1/2
onde 𝑟 = 1, . . . , 5 e 𝑝 = 0, 1, 2, 3, 4 são os geradores de um grupo fuchsiano.
Desse modo, concluímos o desenvolvimento algébrico necessário para a obten-
ção dos geradores do grupo fuchsiano associado à curva hiperelíptica.
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4 Determinação da Região de Uniformização
de uma Curva Hiperelíptica
Neste capítulo, temos por objetivo estabelecer uma relação entre o grau de
uma dada curva hiperelíptica e a tesselação da superfície associada tendo como elemento
básico a determinação da região de uniformização da referida curva hiperelíptica.
Com o objetivo de determinar essa região poligonal, o encaminhamento ado-
tado foi o de fazer uso da equação diferencial fuchsiana para a obtenção dos geradores do
grupo fuchsiano associado à curva hiperelíptica, (WHITTAKER, 1929). Todavia, o nosso
interesse não reside na determinação da variável de uniformização.
Ressaltamos a importância da obtenção de tesselações regulares tendo como
região fundamental polígonos regulares, uma vez que estas tesselações dão origem, em
geral, a grupos fuchsianos aritméticos e consequentemente a reticulados. A importância
de reticulados em projetos de modulações e códigos corretores de erros a serem utilizados
em sistemas de comunicações está associada à sistemática de atingir a menor complexidade
nos processos de demodulação e de decodificação bem como o melhor desempenho a ser
alcançado pelo sistema de comunicações.
Como consequência, apresentamos a primeira contribuição desta tese, a saber,
o procedimento de obtenção do grupo fuchsiano associado a uma curva hiperelíptica satis-
fazendo a conjectura de Whittaker, tal que a respectiva região fundamental é o caso limite
em relação a qual o desenvolvimento clássico retrata (veja Capítulo 3). Ao final deste ca-
pítulo, estabelecemos e demonstramos uma relação entre o grau da curva hiperelíptica e
a tesselação associada à superfície gerada pelo grupo fuchsiano.
Este capítulo está organizado da seguinte forma. Na Seção 4.1, relacionamos
resultados conhecidos na literatura que propiciam a obtenção de curvas hiperelípticas cu-
jas raízes estejam na fronteira do disco unitário e sejam simétricas ou ’quase-simétricas’ e,
assim, estas raízes são os vértices de um polígono regular ou quase-regular (apenas um lado
diferente dos demais lados), respectivamente. Na Seção 4.2, apresentamos a primeira con-
tribuição desta tese, qual seja, a proposta de um algoritmo para a obtenção dos geradores
do grupo fuchsiano associado a uma dada curva hiperelíptica. Os passos desse algoritmo
contêm a concepção do desenvolvimento clássico, ou seja, o desenvolvimento apresentado
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em (WHITTAKER, 1929). Entretanto, consideraremos as singularidades da curva hipe-
relíptica dada como sendo identificadas com os vértices de um polígono que se encontram
na fronteira do disco de Poincaré, diferentemente do caso clássico onde as singularidades
da curva hiperelíptica não são identificadas como sendo os vértices do polígono, mas for-
necem as condições para a determinação dos círculos isométricos e, consequentemente, do
polígono fundamental. Por outro lado, chamamos a atenção ao fato de que os vértices por
estarem na fronteira do disco conduzem a um polígono fundamental com área máxima,
veja (KATOK, 1992). Na Seção 4.3, apresentamos o desenvolvimento do algoritmo para
as curvas 𝑦2 = 𝑧4 + 1, 𝑦2 = 𝑧5 − 1 e 𝑦2 = 𝑧6 + 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1, onde 𝑧 ∈ C. Este
algoritmo propicia a obtenção de casos limites em relação ao desenvolvimento de Whit-
taker, ou seja, obtem-se que a área formada pelo polígono, cujos vértices são as raízes da
curva hiperelíptica, é máxima. Na Seção 4.4, estabelecemos uma associação entre o grau
da curva hiperelíptica e a tesselação da superfície gerada pelo grupo fuchsiano associado
à curva hiperelíptica decorrente do processo de uniformização. Com essa ligação entre o
grau da curva e o possível tipo de tesselação, juntamente com os resultados apresentados
em (BENEDITO, 2014), estabelecemos uma relação entre os tipos de curvas hiperelípticas
e os grupos fuchsianos aritméticos associados a tais curvas hiperelípticas.
4.1 Considerações sobre a Alocação das Singularidades no Disco
de Poincaré
No contexto de sistemas de comunicação, mais especificamente na transmissão
de informação, projetar o conjunto de sinais ou, equivalentemente, determinar a região de
decisão (região de Voronoi) de cada sinal, ocupa um papel fundamental para alcançar o
melhor desempenho do sistema. Neste trabalho consideraremos que estes sinais ou regiões
de Voronoi estão contidas no disco de Poincaré. O disco de Poincaré é um dentre os quatro
modelos que representam a geometria hiperbólica, veja (KATOK, 1992), (ANDERSON,
2008) e (STILLWELL, 2012).
Como estaremos considerando uma dada curva hiperelíptica como represen-
tante da superfície onde os sinais e as suas regiões de Voronoi estarão contidas, temos
a seguinte situação a considerar quanto à alocação das raízes (singularidades) da curva
hiperelíptica. A alocação destas singularidades, por escolha conveniente ou não, deverá
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estar no interior ou na fronteira do disco de Poincaré.
Uma vez que o interesse é considerar polinômios cujas raízes estejam no inte-
rior do disco aberto unitário e/ou na fronteira, ou seja, curvas hiperelípticas cujas raízes
estejam contidas no modelo Δ da geometria hiperbólica ou na sua fronteira, faz-se ne-
cessário expor alguns resultados que impõem condições sobre os coeficientes de um dado
polinômio 𝑝(𝑧) = 𝑎𝑛𝑧𝑛 + 𝑎𝑛−1𝑧𝑛−1 + ...+ 𝑎2𝑧2 + 𝑎1𝑧 + 𝑎0 para que suas raízes estejam em
determinadas regiões, em particular, no interior e/ou fronteira do disco aberto unitário.
4.1.1 Características das Singularidades das Curvas Hiperelípticas
Nesta seção, apresentamos as condições necessárias e suficientes para que os
polinômios tenham todos os seus zeros na fronteira ou no interior do disco aberto unitário
Δ. Para maiores detalhes, veja (RASSIAS et al., 1994) e (PEREIRA, 2015). Em seguida,
apresentamos alguns exemplos de polinômios cuja localização das raízes, conhecidas como
raízes primitivas da unidade, forma um polígono regular, assim como exemplos de
polinômios cujas raízes dão origem a polígonos não-regulares.
O resultado a seguir, Lema 4.1.1, estabelece as relações existentes entre os
coeficientes e os zeros de um polinômio. Essas relações são uma aplicação das relações
de Girard.
Lema 4.1.1. (RASSIAS et al., 1994) Se o polinômio 𝑝(𝑧) = 𝑎𝑛𝑧𝑛 + 𝑎𝑛−1𝑧𝑛−1 + · · · +
𝑎1𝑧 + 𝑎0, onde 𝑧 é uma variável complexa, tem todos os seus zeros em |𝑧| ≤ 1, então
|𝑎0| ≤ |𝑎𝑛|. Mas, se pelo menos um desses zeros estiver no interior do disco unitário,
então |𝑎0| < |𝑎𝑛|.
Os próximos resultados, Teorema 4.1.2 e Teorema 4.1.3, estabelecem as condi-
ções para que os zeros de polinômios estejam limitados a uma região anular ou em |𝑧| ≤ 𝑟,
𝑟 > 0, respectivamente.
Teorema 4.1.2. (RASSIAS et al., 1994) Sejam 𝑝(𝑧) = 𝑎𝑛𝑧𝑛+ 𝑎𝑛−1𝑧𝑛−1+ · · ·+ 𝑎1𝑧+ 𝑎0,
onde 𝑎0 ̸= 0 e 𝑎𝑛 ̸= 0, um polinômio com coeficientes complexos, 𝑀 = max{0≤𝑖≤(𝑛−1)} |𝑎𝑖|
e 𝑀 ′ = max{1≤𝑖≤𝑛} |𝑎𝑖|. Então, todos os zeros de 𝑝(𝑧) satisfazem
|𝑎0|
|𝑎0|+𝑀 ′ < |𝑧| < 1 +
𝑀
|𝑎𝑛| .
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Teorema 4.1.3. (RASSIAS et al., 1994) Seja 𝑝(𝑧) = 𝑎𝑛𝑧𝑛 + 𝑎𝑛−1𝑧𝑛−1 + · · · + 𝑎1𝑧 + 𝑎0
um polinômio de grau 𝑛 tal que 𝑎0 ≤ 𝑎1 ≤ 𝑎2 ≤ · · · ≤ 𝑎𝑛−1 ≤ 𝑎𝑛 e 𝑎0, 𝑎𝑛 ̸= 0. Então,
todos os zeros de 𝑝(𝑧) estão no disco determinado por
|𝑧| ≤ 𝑎𝑛 − 𝑎0 + |𝑎0||𝑎𝑛| .
O Teorema de Eneström-Kakeya é uma consequência do Teorema 4.1.3 e é um
clássico em termos da localização de zeros de polinômios.
Teorema 4.1.4 (Eneström-Kakeya). Seja 𝑝(𝑧) = 𝑎𝑛𝑧𝑛 + 𝑎𝑛−1𝑧𝑛−1 + · · · + 𝑎1𝑧 + 𝑎0 um
polinômio cujos coeficientes reais 𝑎𝑖, 𝑖 = 0, . . . , 𝑛, satisfazem 𝑎𝑛 ≥ 𝑎𝑛−1 ≥ · · · ≥ 𝑎2 ≥ 𝑎1 ≥
𝑎0 > 0. Então, 𝑝(𝑧) não possui zeros em |𝑧| > 1, ou seja, os zeros de 𝑝(𝑧) encontram-se
em |𝑧| ≤ 1.
Observação 4.1.1. Pelas condições do Teorema de Eneström-Kakeya, segue que todos os
zeros do polinômio 𝑝(𝑧) atingem a circunferência unitária se, e somente se, 𝑎𝑖 = 1, para
todo 𝑖 = 0, . . . , 𝑛.
Exemplo 4.1.1. Considere o polinômio 𝑝(𝑧) = 9𝑧5+7𝑧4+6𝑧3+5𝑧2+4𝑧+2. Como esse
polinômio satisfaz a hipótese do Teorema de Eneström-Kakeya, todas as raízes estão em
|𝑧| ≤ 1. Com o auxílio do Software Scilab, obtemos as raízes 𝑒1 = 0.3514541+0.7233048𝑖,
𝑒2 = −0.4091153 + 0.5927450𝑖, 𝑒3 = −0.6624554, 𝑒4 = −0.4091153 − 0.5927450𝑖 e
𝑒5 = 0.3514541 − 0.7233048𝑖. Note que todas as raízes estão no interior de Δ. A Fi-
gura 18 ilustra este caso.
𝑒1
𝑒2
𝑒3
𝑒4
𝑒5
Figura 18 – Raízes de 9𝑧5 + 7𝑧4 + 6𝑧3 + 5𝑧2 + 4𝑧 + 2 = 0
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Consideramos neste trabalho uma classe especial de polinômios conhecida
como polinômios auto-recíprocos reais. A seguir, apresentamos alguns conceitos bá-
sicos sobre esses polinômios.
Definição 4.1.5. Considere o polinômio
𝑝(𝑧) =
𝑛∑︁
𝑘=0
𝑎𝑘𝑧
𝑘, 𝑎𝑛 ̸= 0 e 𝑎𝑘 ∈ C, 𝑘 = 0, · · · , 𝑛
Dizemos que 𝑝(𝑧) é auto-recíproco se
𝑝(𝑧) = 𝑧𝑛𝑝
(︂1
𝑧
)︂
.
Dessa maneira, o polinômio auto-recíproco a ser considerado possui a seguinte
caracterização:
𝑅𝜆𝑛(𝑧) = 1 + 𝜆(𝑧 + 𝑧2 + · · ·+ 𝑧𝑛−1) + 𝑧𝑛, 𝜆 ∈ R.
O Teorema 4.1.6 fornece as condições necessárias e suficientes para serem ob-
tidos polinômios da forma 𝑅(𝜆)𝑛 (𝑧), cujas raízes estejam todas na fronteira do disco de raio
unitário.
Teorema 4.1.6. (BOTTA et al., 2014) Os zeros do polinômio 𝑅(𝜆)𝑛 (𝑧) = 1 + 𝜆(𝑧 + 𝑧2 +
· · ·+ 𝑧𝑛−1) + 𝑧𝑛, 𝜆 ∈ R, de grau 𝑛 > 1, estão em |𝑧| = 1 se, e somente se,
i) − 2
𝑛−1 ≤ 𝜆 ≤ 2 se 𝑛 é par;
ii) − 2
𝑛−1 ≤ 𝜆 ≤ 2 + 2𝑛−1 se 𝑛 é ímpar.
Observação 4.1.2. Quando 𝜆 está fora dos intervalos especificados nos itens i) e ii)
do Teorema 4.1.6, temos que 𝑅(𝜆)𝑛 (𝑧) apresenta dois zeros reais. De fato, uma vez que a
função polinomial possui uma mudança de sinal e 𝑅(𝜆)𝑛 (𝑧) é auto-recíproco real, sabemos
que se 𝑧𝑖 ∈ R é uma raiz de 𝑅(𝜆)𝑛 (𝑧), então 1𝑧𝑖 ∈ R também será uma raiz de 𝑅(𝜆)𝑛 (𝑧).
Apresentamos a seguir alguns polinômios que serão considerados no decorrer
deste trabalho com o objetivo de exemplificar os resultados desenvolvidos até aqui. Ade-
mais, destacamos o interesse nos polinômios cujas raízes estejam contidas no interior do
disco aberto unitário e/ou na sua fronteira. E mais, que estas raízes formem um polí-
gono regular (todos os lados são iguais) ou quase-regular (um polígono de 𝑛 lados é dito
quase-regular se 𝑛− 1 lados são iguais).
Capítulo 4. Determinação da Região de Uniformização de uma Curva Hiperelíptica 99
Exemplo 4.1.2. O polinômio 𝑅(0)5 (𝑧) = 𝑧5 + 1 = 𝑝(𝑧) possui suas raízes na fronteira do
disco de raio unitário, conforme o Teorema 4.1.6, pois 𝑛 = 5 e 𝜆 = 0.
Com o auxílio do Software Scilab, obtemos as raízes 𝑒1 = 0.8090169+0.5877852𝑖,
𝑒2 = −0.3090169+0.9510565𝑖, 𝑒3 = −1, 𝑒4 = −0.3090169−0.9510565𝑖 e 𝑒5 = 0.8090169−
0.5877852𝑖. Estas raízes estão representadas na Figura 19.
𝑒1
𝑒2
𝑒3
𝑒4
𝑒5
Figura 19 – Raízes de 𝑧5 + 1 = 0
Exemplo 4.1.3. Considere a classe de polinômios 𝑅(𝜆)5 , com 𝜆 = 1, ou seja, 𝑝(𝑧) =
𝑅
(1)
5 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1. O Teorema 4.1.6 garante que 𝑝(𝑧) possui suas raízes
na fronteira de Δ. Pelo Teorema Fundamental da Álgebra, o polinômio tem 5 raízes, a
saber, 𝑑1 = 0.5 + 0.8660254𝑖, 𝑑2 = −0.5 + 0.8660254𝑖, 𝑑3 = −1, 𝑑4 = −0.5− 0.8660254𝑖,
𝑑5 = 0.5− 0.8660254𝑖. A Figura 20 ilustra este caso.
𝑑1𝑑2
𝑑3
𝑑4 𝑑5
Figura 20 – Raízes de 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 = 0
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Diante do exposto, é possível construir curvas hiperelípticas cujas raízes este-
jam contidas em uma região pré-deteminada no interior do disco aberto unitário ou na
sua fronteira. Estes resultados são importantes por possibilitarem a construção de forma
simples das referidas curvas hiperelípticas.
Observamos que tal região, o disco aberto unitário, é um dos modelos da
geometria hiperbólica. Ressaltamos novamente que o nosso interesse está em curvas hipe-
relípticas cujas raízes, não repetidas, estejam em Δ ou na sua fronteira. E que tais raízes
sejam os vétices de um polígono regular (todos os lados iguais) ou quase-regular (apenas
um lado diferente) conforme será visto nas próximas seções.
4.2 Algoritmo para a Determinação dos Geradores do Grupo Fu-
chsiano
Nesta seção, apresentamos um algoritmo para a determinação dos geradores
do grupo fuchsiano associado à curva hiperelíptica dada que, por hipótese, satisfaz a
conjectura de Whittaker, veja a Conjectura 3.1.1 na Seção 3.1 do Capítulo 3, bem como o
subgrupo fuchsiano associado. O resultado da utilização desse algoritmo é a determinação
da região fundamental onde a referida curva hiperelíptica é uniformizada. O procedimento
em questão tem como base a proposta desenvolvida em (WHITTAKER, 1929).
Recordamos que, na forma clássica, os geradores do grupo fuchsiano são obtidos
através do quociente de soluções linearmente independentes da equação diferencial linear
fuchsiana, Capítulo 3. Por outro lado, por meio da localização das raízes de uma curva
hiperelíptica, raízes essas que podem estar localizadas na fronteira ou no interior do disco
de raio unitário Δ, o procedimento proposto é a construção do polígono hiperbólico e a
identificação do grupo fuchsiano cujos geradores são as transformações elípticas associadas
a cada um dos lados do referido polígono.
Conhecidas as transformações elípticas, geradores do polígono fundamental
determinado pelas raízes da curva hiperelíptica, obtemos o subgrupo fuchsiano tendo
como geradores as transformações hiperbólicas (produto das transformações elípticas por
uma transformação elíptica fixada). Este subgrupo identifica a região fundamental da
superfície compacta orientável, região na qual a curva hiperelíptica será uniformizada.
O objetivo então passa a ser o de determinar a região fundamental e não
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a variável de uniformização, pois o interesse reside no estabelecimento de uma relação
entre o grau da curva hiperelíptica e o número de lados do polígono associado à região
fundamental, Seção 4.4. Para determinarmos esta relação, foi utilizado um procedimento
análogo ao proposto em (WHITTAKER, 1929) e (MURSI, 1930). Todavia, o objetivo
desses artigos era obter a variável de uniformização de uma dada curva hiperelíptica, o
que não é o nosso caso.
Em (ANDERSON, 2008), afirma-se que existem infinitas isometrias entre os
modelos Δ e H2 da geometria hiperbólica. Assim, as raízes em Δ podem ser vistas no
semiplano superior, H2, mediante a utilização de uma dentre as infinitas isometrias/trans-
formações bijetoras, por exemplo,
𝑓(𝑧) = (1 + 𝑧)𝑖1− 𝑧 .
Equivalentemente, a cada singularidade associada à curva hiperelíptica em Δ corresponde
uma singularidade em H2, denotada por 𝑓(𝑒𝑗) = 𝑧𝑗, com 𝑗 = 1, · · · , 𝑛, onde 𝑛 é o grau
da curva hiperelíptica.
Observamos que no semiplano superior os cálculos são mais simples do que no
disco aberto unitário, enquanto no último a visualização geométrica é mais vantajosa. No
modelo do semiplano superior para a geometria hiperbólica, temos que círculo isométrico
e geodésica são a mesma coisa.
Dessa forma, nesta seção, apresentamos o algoritmo para a obtenção dos ge-
radores do subgrupo fuchsiano no disco aberto unitário Δ e no semiplano superior H2.
Inicialmente, é necessário determinar os vértices do polígono em Δ e, respectivamente,
em H2 via a isometria 𝑓(𝑒𝑗) = 𝑧𝑗, 𝑗 = 1, · · · , 𝑛, onde 𝑛 é o grau da curva hiperelíptica.
Determinados os vértices, os lados do polígono hiperbólico consistem de geodésicas conec-
tando pares de vértices subsequentes. Estas geodésicas são caracterizadas em Δ por arcos
de círculos perpendiculares ao disco aberto unitário e em H2 por uma semi-circunferência
ortogonal ao eixo 𝑥 ou por uma reta perpendicular ao eixo 𝑥. Portanto, dados dois pontos
quaisquer, a determinação da geodésica que os contém é como segue, veja (ANDERSON,
2008).
Teorema 4.2.1. (ANDERSON, 2008) Dados dois pontos distintos, 𝑧1 e 𝑧2, existe uma
única geodésica em Δ (respectivamente em H2) que passa por 𝑧1 e 𝑧2.
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A partir do Teorema 4.2.1, fica estabelecida a construção de um polígono
hiperbólico cujos vértices são as singularidades da curva hiperelíptica, em Δ ou em H2.
Note que é possível ocorrer o caso dos vértices estarem na fronteira do disco de raio
unitário Δ ou, equivalentemente, no eixo real em H2, bem como os vértices estarem no
interior do disco de raio unitário e, por consequência, os correspondentes vértices estarem
acima do eixo real em H2.
Além disso, a caracterização das geodésicas ocorre mediante o conceito de
razão cruzada, rever a página 43, em especial, as geodésicas são caracterizadas como
transformações de Mobius elípticas, isto é,
𝑆𝑗(𝑧) =
𝑎𝑧 + 𝑏
𝑐𝑧 + 𝑑,
com 𝑎𝑑− 𝑏𝑐 ̸= 0 e tr(𝑆𝑗) < 2, onde 𝑡𝑟(𝐴) denota traço da matriz 𝐴, quando da utilização
da razão cruzada, 𝑗 = 1, . . . , 𝑛 e 𝑛 é o grau da curva hiperelíptica.
Ao fixar uma dessas transformações elípticas, por exemplo 𝑆𝑘(𝑧), e realizar o
produto desta pelas demais transformações elípticas, 𝑆𝑗(𝑧) para todo 𝑘 ̸= 𝑗, 𝑗 = 1, . . . , 𝑛,
resultam as transformações hiperbólicas. Esse novo polígono tem 2(𝑛 − 1) lados, onde 𝑛
denota o número de lados do polígono formado pelas raízes da curva hiperelíptica, e a
região formada pelo novo polígono é a região fundamental onde a curva hiperelíptica é
uniformizada.
Definição 4.2.2. Dado um polígono com 𝑛 lados, cujos vértices são as raízes de uma
curva hiperelíptica 𝑦2 = 𝑓(𝑧), em Δ ou em H2, e cada aresta está associada a uma
transformação hiperelíptica. A região formada pelo polígono de 2(𝑛− 1) lados, construído
acima, é denominada região fundamental.
Destacamos que quaisquer transformações de Mobius, e consequentemente as
transformações elípticas, admitem infinitas apresentações distintas, veja (ANDRADE,
2013). Desta forma, em especial, trabalhamos apenas com as transformações elípticas 𝑆𝑗
com determinante igual a 1, isto é, det(𝑆𝑗) = 𝑎𝑑− 𝑏𝑐 = 1.
Todavia, ao considerarmos a forma matricial das transformações elípticas as-
sumindo que o determinante seja diferente de zero, verificamos que 𝑆2𝑗 ̸= 𝐼𝑑, para todo
𝑗, onde 𝐼𝑑 denota a matriz identidade, então se faz necessário normalizar todas as trans-
formações elípticas, pois elas são involuções, ou seja, geradores de ordem 2 de um grupo
fuchsiano. Para maiores detalhes veja (OLIVEIRA, 2017). Se as transformações elípticas
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na forma algébrica satisfazem a condição de que o determinante é 1, então 𝑆2𝑗 (𝑧) = 𝑧.
Assim, se necessário, a representação normalizada de 𝑆𝑗(𝑧) será denotada por 𝑁𝑗(𝑧), onde
𝑗 = 1, . . . , 𝑛 e 𝑛 é o grau da curva hiperelíptica. Desta forma, obtemos o grupo fuchsiano,
cujos geradores são as transformações elípticas.
Em seguida, através do software Scilab, foram realizadas as operações para a
determinação dos geradores do subgrupo fuchsiano 𝐺 = ⟨𝑆𝑘𝑆𝑗⟩, com 𝑘 fixo e para todo
𝑗 ̸= 𝑘. Além disso, verificou-se se tais geradores são de fato transformações hiperbólicas,
ou seja, tr(𝑆𝑘𝑆𝑗) é um número real e |𝑡𝑟(𝑆𝑘𝑆𝑗)| > 2, para 𝑘 fixo, 𝑗 ̸= 𝑘 e 𝑗 = 1, . . . , 𝑛.
Chamamos a atenção ao fato de que o subgrupo 𝐺 identifica a região funda-
mental da superfície compacta orientável que uniformizará a curva hiperelíptica planar.
A seguir, apresentamos os passos do algoritmo mencionado anteriormente.
Algoritmo para Obtenção do Subgrupo Fuchsiano em Δ e H2
Passo 1- Dada uma curva hiperelíptica, determinar suas raízes;
Passo 2- Determinar as geodésicas associadas às raízes subsequentes bem como os pon-
tos médios dessas geodésicas;
Passo 3- Para cada lado do polígono hiperbólico, determinar a transformação elíptica,
𝑆𝑗(𝑧) =
𝑎𝑧 + 𝑏
𝑐𝑧 + 𝑑
com 𝑎𝑑− 𝑏𝑐 = 1, |𝑡𝑟(𝑆𝑗)| < 2 e 𝑗 = 1, . . . , 𝑛;
Passo 3’- Escolher uma isometria/transformação bijetora 𝑓𝑟 entre Δ e H2;
Passo 4- Verificar se (𝑆𝑗𝑆𝑗)(𝑧) = 𝐼𝑑(𝑧);
Passo 5- Os geradores do grupo fuchsiano são especificados por 𝑆𝑗, 𝑗 = 1, . . . , 𝑛, onde
𝑛 é o grau da curva hiperelíptica;
Passo 6- Fixar uma das transformações elípticas, por exemplo 𝑆𝑘, e calcular os produtos
𝑆𝑘𝑆𝑗, para todo 𝑗 ̸= 𝑘;
Passo 7- Verificar se as transformações 𝑆𝑘𝑆𝑗, calculadas no Passo 6, são hiperbólicas;
Passo 8- Os geradores do subgrupo fuchsiano são especificados por {𝑆𝑘𝑆𝑗} e formam a
região fundamental.
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No caso de considerarmos a obtenção do grupo fuchsiano no semi-plano supe-
rior o Passo 3’ deverá ser considerado.
A obtenção dos geradores do grupo fuchsiano em H2 fica vinculada à escolha da
isometria entre os dois modelos da geometria hiperbólica aqui considerados. A influência
ou não da escolha da isometria será considerada no Capítulo 5, Seção 5.3, página 152.
Na próxima seção, são considerados exemplos de aplicação do referido algo-
ritmo, nos quais serão consideradas curvas hiperelípticas de gênero 1 e 2. Em especial, as
curvas hiperelípticas de 𝑔 = 2 são de interesse para a construção de constelações de sinais
a serem utilizadas em transmissão digital.
Aqui, faz-se um detalhamento do Passo 3 do algoritmo, ou seja, cada lado
do polígono hiperbólico será expresso por uma transformação elíptica, 𝑆 = 𝑎𝑧+𝑏
𝑐𝑧+𝑑 , com
𝑎𝑑 − 𝑏𝑐 = 1 e |𝑡𝑟(𝑆)| < 2. Assim, dados dois vértices, 𝑧1 e 𝑧2, consecutivos do polígono
em Δ ou em H2, para a obtenção de 𝑆, ou seja, a geodésica que liga os dois vértices
dados e é perpendicular a fronteira de Δ ou em H2, veja a Figura 21 e a Figura 22, é
necessário calcular o ponto médio 𝑚 da geodésica. A determinação dessa geodésica será
por meio do uso da Razão Cruzada, rever a definição na página 43, esta permitindo obter
a transformação de Mobius a partir de três pontos dados e de suas respectivas imagens.
𝑧2
𝑧1
𝑆
𝑚
Figura 21 – Geodésica entre 𝑧1 e 𝑧2 em Δ
Em particular, os três pontos dados são os dois vértices, 𝑧1 e 𝑧2, e o ponto
médio da geodésica 𝑚. Por hipótese, assumimos que as suas imagens são 𝑧2, 𝑧1 e 𝑚,
respectivamente. Ou seja, o vértice 𝑧1 é levado ao vértice 𝑧2, e vice-versa, e o ponto
médio 𝑚 é um ponto fixo da transfomação de Mobius a ser determinada. Dessa forma, a
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𝑧1 𝑧2
𝑆
𝑚
Figura 22 – Geodésica entre 𝑧1 e 𝑧2 em H2
expressão da Razão Cruzada é
𝑤 = [𝑧1(𝑚− 𝑧2)
2 − 𝑧2(𝑚− 𝑧1)2]𝑧 + [𝑧22(𝑚− 𝑧1)2 − 𝑧21(𝑚− 𝑧2)2]
[(𝑚− 𝑧2)2 − (𝑚− 𝑧1)2]𝑧 + [𝑧2(𝑚− 𝑧1)2 − 𝑧1(𝑚− 𝑧2)2] .
A transformação 𝑤 acima possui determinante diferente de zero. A fim de
satisfazer inteiramente o Passo 3 do algoritmo, ou seja, que o determinante seja 1, faz-se
necessário multiplicar a transformação 𝑤 por 1/𝑑𝑒𝑡(𝑤), no numerador e denominador.
Isso não altera a transformação.
Portanto, a transformação elíptica 𝑆, que representa a aresta e que une os
vértices 𝑧1 e 𝑧2 de um polígono hiperbólico, em Δ ou em H2, é dada por
𝑆 =
[𝑧1(𝑚−𝑧2)2−𝑧2(𝑚−𝑧1)2]
det(𝑤) 𝑧 +
[𝑧22(𝑚−𝑧1)2−𝑧21(𝑚−𝑧2)2]
det(𝑤)
[(𝑚−𝑧2)2−(𝑚−𝑧1)2]
det(𝑤) 𝑧 +
[𝑧2(𝑚−𝑧1)2−𝑧1(𝑚−𝑧2)2]
det(𝑤)
.
Este detalhamento será indispensável na aplicação do algoritmo para algumas
curvas hiperelípticas. Veja a Seção 4.3.
Destacamos que a utilização do algoritmo tem por objetivo determinar a região
de uniformização da curva hiperelíptica e não determinar a variável de uniformização da
curva hiperelíptica dada.
4.3 Exemplos de Aplicação
Nesta seção, desenvolvemos a aplicação do algoritmo, exibido na Seção 4.2,
para algumas curvas hiperelípticas dadas. Por hipótese, todas as curvas satisfazem a
conjectura de Whittaker, Seção 3.1 na página 70.
Em especial, consideramos as curvas hiperelípticas da forma 𝑦2 = 𝑧2𝑛+1 + 1,
𝑦2 = 𝑧2𝑛+1 − 1, 𝑦2 = 𝑧2𝑛+2 + 1, 𝑦2 = 𝑧2𝑛+2 − 1 e 𝑦2 = 𝑧𝑛 + 𝑧𝑛−1 + . . . + 𝑧2 + 𝑧 + 1.
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Para algumas dessas curvas a conjectura foi provada, enquanto que para outras persiste a
dúvida da validade das soluções. Além disso, assumimos que as curvas hiperelípticas não
possuem raízes repetidas.
Lembramos que as raízes destas curvas hiperelípticas formam um polígono
regular ou um polígono quase-regular, ou seja, um polígono com todas as arestas iguais
ou com apenas uma aresta diferente, respectivamente. Esta restrição é essencial, pois o
nosso interesse é que a região fundamental seja regular.
Relembre que a região fundamental é obtida ao realizar a fixação de uma
transformação elíptica (ou seja, um lado do polígono formado por raízes consecutivas) e
em seguida realizar o produto dessa transformação pelas demais transformações elípticas
tendo como resultado as transformações hiperbólicas desejadas. Caso o polígono formado
pelas raízes do polinômio seja regular, qualquer aresta poderá ser selecionada para ser
fixada. Entretanto, se o polígono formado pelas raízes for quase-regular restará uma única
escolha para o lado a ser fixado, qual seja, o lado diferente dos demais.
A restrição para que a região fundamental seja regular se faz necessária na pró-
xima seção, que tem por objetivo determinar a tesselação associada a cada uma das curvas
hiperelípticas dadas. Desse modo, resultando no ladrilhamento do semiplano superior por
polígonos regulares.
4.3.1 Exemplos no Disco Aberto Unitário
Nesta subseção exibimos a aplicação do algoritmo quando consideramos o disco
de Poincaré ou equivalentemente, em Δ, rever a página 103, para algumas curvas hipere-
lípticas.
Exemplo 4.3.1. Dada a curva hiperelíptica 𝑦2 = 𝑧4+1, calculamos suas raízes, a saber,
𝑒1 = 0.7071068+0.7071068𝑖, 𝑒2 = −0.7071068+0.7071068𝑖, 𝑒3 = −0.7071068−0.7071068𝑖
e 𝑒4 = 0.7071068 − 0.7071068𝑖. Estas raízes estão na fronteira de Δ, veja a Figura 23.
Observamos ainda que o polígono formado é regular, ou seja, todos os lados tem mesmo
comprimento.
Em seguida, obtemos geometricamente os pontos médios de cada geodésica,
ou seja, os pontos médios de cada lado do polígono cujos vértices são as raízes da re-
ferida curva hiperelíptica. Assim, 𝑚1 = 0.4142135624𝑖, 𝑚2 = −0.4142135624, 𝑚3 =
−0.4142135624𝑖 e 𝑚4 = 0.4142135624.
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Figura 23 – Polígono formado pelas raízes de 𝑧4 + 1 = 0 em Δ
A seguir, iniciamos o procedimento para a obtenção das transformações elíp-
ticas que irão atuar nas correspondentes arestas do polígono em Δ. Para tanto, faz-se
necessário o uso do detalhamento do Passo 3 do algoritmo quando considerado o disco de
Poincaré, Seção 4.2, sobre a Razão Cruzada, rever a página 103.
Para a determinação da aresta que liga 𝑒1 e 𝑒2, e tem 𝑚1 como ponto médio,
por exemplo, a Razão Cruzada é expressa por
𝑤 = [𝑒1(𝑚1 − 𝑒2)
2 − 𝑒2(𝑚1 − 𝑒1)2]𝑧 + [𝑒22(𝑚1 − 𝑒1)2 − 𝑒21(𝑚1 − 𝑒2)2]
[(𝑚1 − 𝑒2)2 − (𝑚1 − 𝑒1)2]𝑧 + [𝑒2(𝑚1 − 𝑒1)2 − 𝑒1(𝑚1 − 𝑒2)2] .
Note que 𝑑𝑒𝑡(𝑤) ̸= 1. Assim, pelo desenvolvimento exposto no final da seção
anterior, a transformação elíptica 𝑆1, que atua na referida geodésica que une os vértices
𝑒1 e 𝑒2, do polígono hiperbólico, é dada por
𝑆1 =
−1.41421𝑖𝑧 − 1
−𝑧 + 1.41421𝑖 .
Procedemos de forma análoga na determinação das demais transformações elíp-
ticas. Disso segue que
𝑆2 =
−1.41421𝑖𝑧 − 𝑖
𝑖𝑧 + 1.41421𝑖 , 𝑆3 =
1.41421𝑖𝑧 − 1
−𝑧 − 1.41421𝑖 e 𝑆4 =
1.41421𝑖𝑧 − 𝑖
𝑖𝑧 − 1.41421𝑖 .
Verificamos que tr(𝑆𝑗) = 0 e o 𝑑𝑒𝑡(𝑆𝑗) = 1, para 𝑗 = 1, . . . , 4, ou seja, que as
transformações 𝑆𝑗, 𝑗 = 1, . . . , 4, são transformações elípticas. Dessa maneira, os geradores
do grupo fuchsiano 𝐺1 associado à curva hiperelíptica dada são 𝑆1, 𝑆2, 𝑆3 e 𝑆4, ou seja,
𝐺1 = ⟨𝑆1, 𝑆2, 𝑆3, 𝑆4⟩.
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Note que, pela Figura 23, o polígono em Δ formado pelas raízes da curva
hiperelíptica 𝑦2 = 𝑧4+1 é regular. Assim, a escolha da aresta a ser fixada (transformação
elíptica correspondente) para calcular os produtos com as demais transformações elípticas
atuando nas arestas do polígono pode ser qualquer. Em particular, fixamos a transformação
𝑆4 e as transformações resultantes são dadas por
𝑆4𝑆1 =
(1.9999899241 + 𝑖)𝑧 + (1.41421− 1.41421𝑖)
(1.41421 + 1.41421𝑖)𝑧 + (1.9999899241− 𝑖) ,
𝑆4𝑆2 =
2.9999899241𝑧 + 2.82842
2.82842𝑧 + 2.9999899241 ,
e
𝑆4𝑆3 =
(−1.9999899241 + 𝑖)𝑧 + (−1.41421− 1.41421𝑖)
(−1.41421 + 1.41421𝑖)𝑧 + (−1.9999899241− 𝑖) .
Munido dos produtos acima, verificamos que as transformações 𝑆4𝑆𝑗, 𝑗 = 1, 2, 3
são hiperbólicas, ou seja, o traço é real e com módulo maior que 2, isto é, tr(𝑆4𝑆1) =
3.9999798, tr(𝑆4𝑆2) = 5.9999798 e tr(𝑆4𝑆3) = −3.9999798.
Portanto, os geradores do subgrupo fuchsiano 𝐻𝑆41 , que formam a região funda-
mental, são as transformações hiperbólicas 𝑆4𝑆1, 𝑆4𝑆2 e 𝑆4𝑆3, isto é,
𝐻𝑆41 = ⟨𝑆4𝑆1, 𝑆4𝑆2, 𝑆4𝑆3⟩.
A Figura 24 ilustra a região fundamental que uniformizará a curva hiperelíptica
dada.
𝑒2 𝑒1
𝑒3
𝑒4
𝑆1
𝑆2
𝑆3
𝑆4
𝑚1
𝑚2
𝑚3
𝑚4
Figura 24 – Região fundamental da curva hiperelíptica 𝑧4 + 1 = 0 em Δ
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Se a transformação fixada fosse 𝑆1, ao invés da transformação 𝑆4, a região
fundamental que uniformizará a curva hiperelíptica dada seria como a representada na
Figura 25 e os geradores do subgrupo fuchsiano 𝐻𝑆11 são 𝑆1𝑆2, 𝑆1𝑆3 e 𝑆1𝑆4.
𝑒2 𝑒1
𝑒3
𝑒4
𝑆1
𝑆2
𝑆3
𝑆4
𝑚1
𝑚2
𝑚3
𝑚4
Figura 25 – Outra região fundamental da curva hiperelíptica 𝑧4 + 1 = 0 em Δ
Exemplo 4.3.2. Dada a curva hiperelíptica 𝑦2 = 𝑧5 − 1, de gênero 2, temos que suas
raízes são 𝑐1 = 0.309017 + 0.9510565𝑖, 𝑐2 = −0.809017 + 0.5877853𝑖, 𝑐3 = −0.809017 −
0.5877853𝑖, 𝑐4 = 0.309017− 0.9510565𝑖 e 𝑐5 = 1. As raízes estão sobre a fronteira de Δ,
veja Figura 26, e polígono formado é regular.
𝑐1
𝑐2
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𝑐4
𝑐5
𝑇1
𝑇2
𝑇3
𝑇4
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𝑚9
𝑚10
Figura 26 – Polígono formado pelas raízes de 𝑧5 − 1 = 0 em Δ
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Novamente, para estabelecer as arestas do polígono formado pelas raízes da
curva hiperelíptica, utilizamos o detalhamento do Passo 3 do algoritmo para o disco de
Poincaré realizado na Seção 4.2 sobre a Razão Cruzada, rever página 103.
Para tanto, obtemos geometricamente os pontos médios de cada geodésica, a
saber, 𝑚6 = −0.1574520+0.4845874𝑖, 𝑚7 = −0.5095254, 𝑚8 = −0.1574520−0.4845874𝑖,
𝑚9 = 0.4122147 − 0.2994915𝑖 e 𝑚10 = 0.4122147 + 0.2994915𝑖 são os pontos médios
associados às geodésicas 𝑇1, 𝑇2, 𝑇3, 𝑇4 e 𝑇5, respectivamente, conforme ilustrado na Figura
26. Para exibir a transformação elíptica que atua na aresta que liga 𝑐1 e 𝑐2, por exemplo,
a Razão Cruzada é expressa por
𝑤 = [𝑐1(𝑚6 − 𝑐2)
2 − 𝑐2(𝑚6 − 𝑐1)2]𝑧 + [𝑐22(𝑚6 − 𝑐1)2 − 𝑐21(𝑚6 − 𝑐2)2]
[(𝑚6 − 𝑐2)2 − (𝑚6 − 𝑐1)2]𝑧 + [𝑐2(𝑚6 − 𝑐1)2 − 𝑐1(𝑚6 − 𝑐2)2] ,
onde 𝑚6 é o ponto médio dessa aresta. Assim, como 𝑑𝑒𝑡(𝑤) ̸= 1 e pelo desenvolvimento
exposto no final da última seção, a transformação elíptica 𝑇1 que atua na referida aresta
que une os vértices 𝑐1 e 𝑐2, do polígono hiperbólico é dada por
𝑇1 =
1.7013𝑖𝑧 + (1.30902 + 0.425325𝑖)
(1.30902− 0.425325𝑖)𝑧 − 1.7013𝑖 .
De forma análoga, determinamos as demais transformações elípticas que atuam
nas correspondentes arestas do polígono hiperbólico, a saber
𝑇2 =
−1.7013𝑖𝑧 − 1.37638𝑖
1.37638𝑖𝑧 + 1.7013𝑖 ,
𝑇3 =
1.7013𝑖𝑧 + (−1.30902 + 0.425325𝑖)
(−1.30902− 0.425325𝑖)𝑧 − 1.7013𝑖 ,
𝑇4 =
−1.7013𝑖𝑧 + (0.809017 + 1.11352𝑖)
(0.809017− 1.11352𝑖)𝑧 + 1.7013𝑖 ,
𝑇5 =
−1.7013𝑖𝑧 + (−0.809017 + 1.11352𝑖)
(−0.809017− 1.11352𝑖)𝑧 + 1.7013𝑖 .
Verificamos que tr(𝑇𝑗) = 0 e 𝑑𝑒𝑡(𝑇𝑗) = 1, para 𝑗 = 1, . . . , 5, ou seja, as
transformações 𝑇𝑗, 𝑗 = 1, . . . , 5, são transformações elípticas. Assim, os geradores do
grupo fuchsiano 𝐺2 associado à curva hiperelíptica dada são 𝑇1, 𝑇2, 𝑇3, 𝑇4 e 𝑇5.
Note que, pela Figura 26, o polígono em Δ formado pelas raízes da curva
hiperelíptica 𝑦2 = 𝑧5 − 1 é regular. Desta maneira, podemos escolher qualquer aresta do
polígono para ser fixada e, então, calcularmos os produtos de uma transformação elíptica
fixada pelas demais transformações. Em particular, fixando a transformação 𝑇1, obtemos
𝑇1𝑇2 =
(2.3090128665 + 1.8017089476𝑖)𝑧 + (1.6180298715 + 2.227035726𝑖)
(1.6180298715− 2.227035726𝑖)𝑧 + (2.3090128665− 1.8017089476𝑖) ,
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𝑇1𝑇3 =
(−4.427053694775− 1.113517863𝑖)𝑧 − 4.454071452𝑖
4.454071452𝑖𝑧 + (−4.427053694775 + 1.113517863𝑖) ,
𝑇1𝑇4 =
(4.42704901734− 1.113524794875𝑖)𝑧 + (−2.6180369985 + 3.6034163481𝑖)
(−2.6180369985− 3.6034163481𝑖)𝑧 + (4.42704901734 + 1.113524794875𝑖) ,
e
𝑇1𝑇5 =
(2.30901015066− 1.801715105925𝑖)𝑧 + (−2.6180369985 + 0.8506551039𝑖)
(−2.6180369985− 0.8506551039𝑖)𝑧 + (2.30901015066 + 1.801715105925𝑖) .
Munido dos produtos acima, verificamos se as transformações 𝑇1𝑇𝑗, onde 𝑗 =
2, 3, 4, 5, são hiperbólicas, ou seja, o traço é real com módulo maior que 2. Decorre
que tr(𝑇1𝑇2) = 4.6180257, tr(𝑇1𝑇3) = −8.8541073, tr(𝑇1𝑇4) = 8.8540980 e tr(𝑇1𝑇5) =
4.6180203. Portanto, os geradores do subgrupo fuchsiano 𝐻𝑇12 , que formam a região fun-
damental, são as transformações hiperbólicas 𝑇1𝑇2, 𝑇1𝑇3, 𝑇1𝑇4 e 𝑇1𝑇5, ou seja, 𝐻𝑇12 =
⟨𝑇1𝑇2, 𝑇1𝑇3, 𝑇1𝑇4, 𝑇1𝑇5⟩.
A Figura 27 ilustra a região fundamental que uniformizará a curva hiperelíptica
dada.
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Figura 27 – Região fundamental associada à curva 𝑦2 = 𝑧5 − 1 em Δ
Se a transformação fixada fosse 𝑇5, ao invés da transformação 𝑇1, os geradores
do subgrupo fuchsiano 𝐻𝑇52 seriam
𝑇5𝑇1 =
(2.30901015066 + 1.801715105925𝑖)𝑧 + (2.6180369985− 0.8506551039𝑖)
(2.6180369985 + 0.8506551039𝑖)𝑧 + (2.30901015066− 1.801715105925𝑖) ,
𝑇5𝑇2 =
(−4.4270483476− 1.11351481846𝑖)𝑧 + (−4.23606687− 1.3763806221𝑖)
(−4.23606687 + 1.3763806221𝑖)𝑧 + (−4.4270483476 + 1.11351481846𝑖) ,
𝑇5𝑇3 =
(4.42704901734− 1.113524794875𝑖)𝑧 + (2.6180369985 + 3.6034163481𝑖)
(2.6180369985− 3.6034163481𝑖)𝑧 + (4.42704901734 + 1.113524794875𝑖) ,
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e
𝑇5𝑇4 =
(−2.309003405889 + 1.80171321968𝑖)𝑧 − 2.7527612442𝑖
2.7527612442𝑖𝑧 + (−2.309003405889− 1.80171321968𝑖) .
E mais, a Figura 28 ilustra a região fundamental que uniformizará a curva
hiperelíptica dada.
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Figura 28 – Outra região fundamental associada à curva 𝑦2 = 𝑧5 − 1 em Δ
Exemplo 4.3.3. Dada a curva hiperelíptica 𝑦2 = 𝑧6+𝑧5+𝑧4+𝑧3+𝑧2+𝑧+1, de gênero 2, te-
mos que suas raízes são 𝑑1 = 0.6234898+0.7818315𝑖, 𝑑2 = −0.2225209+0.9749279𝑖, 𝑑3 =
−0.9009689 + 0.4338837𝑖, 𝑑4 = −0.9009689− 0.4338837𝑖, 𝑑5 = −0.2225209− 0.9749279𝑖
e 𝑑6 = 0.6234898− 0.7818315𝑖. Estas raízes estão sobre a fronteira de Δ, veja Figura 29.
O próximo passo tem a ver com a obtenção das transformações elípticas que
atuam nas arestas do polígono em Δ. De forma análoga, faz-se necessário o uso da Razão
Cruzada, reveja o detalhamento do Passo 3 do algoritmo para o disco de Poincaré realizado
na Seção 4.2.
Primeiro, estabelecemos os pontos médios das geodésica dados por 𝑚13 =
0.1398191 + 0.6125878𝑖, 𝑚14 = −0.3917646 + 0.4912572𝑖, 𝑚15 = −0.6283416, 𝑚16 =
−0.3917646−0.4912572𝑖, 𝑚17 = 0.1398191−0.6125878𝑖 e 𝑚18 = 0.3499151. Esses são os
pontos médios das arestas 𝑈1, 𝑈2, 𝑈3, 𝑈4, 𝑈5 e 𝑈6, respectivamente, conforme indicado
na Figura 29.
Por exemplo, para determinar a aresta que liga 𝑑3 e 𝑑4, temos que a Razão
Cruzada é expressa por
𝑤 = [𝑑3(𝑚15 − 𝑑4)
2 − 𝑑4(𝑚15 − 𝑑3)2]𝑧 + [𝑑24(𝑚15 − 𝑑3)2 − 𝑑23(𝑚15 − 𝑑4)2]
[(𝑚15 − 𝑑4)2 − (𝑚15 − 𝑑3)2]𝑧 + [𝑑4(𝑚15 − 𝑑3)2 − 𝑑3(𝑚15 − 𝑑4)2] ,
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Figura 29 – Polígono formado pelas raízes de 𝑧6 + 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 = 0 em Δ
onde 𝑚15 é o ponto médio dessa aresta. E pelo fato que 𝑑𝑒𝑡(𝑤) ̸= 1, segue que a trans-
formação elíptica 𝑈3 que representa a aresta que une os vértices 𝑑3 e 𝑑4 do polígono
hiperbólico é dada por
𝑈3 =
−2.30476𝑖𝑧 − 2.07652𝑖
2.07652𝑖𝑧 + 2.30476𝑖 .
De forma análoga, determinamos as demais transformações elípticas que atuam
nas correspondentes arestas do polígono hiperbólico. Disso segue que
𝑈1 =
−2.30476𝑖𝑧 + (−2.02446 + 0.462069𝑖)
(−2.02446− 0.462069𝑖)𝑧 + 2.30476𝑖 ,
𝑈2 =
2.30476𝑖𝑧 + (1.62349 + 1.29469𝑖)
(1.62349− 1.29469𝑖)𝑧 − 2.30476𝑖 ,
𝑈4 =
2.30476𝑖𝑧 + (−1.62349 + 1.29469𝑖)
(−1.62349− 1.29469𝑖)𝑧 − 2.30476𝑖 ,
𝑈5 =
−2.30476𝑖𝑧 + (2.02446 + 0.462069𝑖)
(2.02446− 0.462069𝑖)𝑧 + 2.30476𝑖 ,
e
𝑈6 =
1.27905𝑖𝑧 − 0.797473𝑖
0.797473𝑖𝑧 − 1.27905𝑖 .
As transformações 𝑈𝑗, 𝑗 = 1, . . . , 6, são transformações elípticas, ou seja,
tr(𝑈𝑗) = 0 e 𝑑𝑒𝑡(𝑈𝑗) = 1, para 𝑗 = 1, . . . , 6. Portanto, os geradores do grupo fuch-
siano 𝐺3 associado à curva hiperelíptica dada são 𝑈1, 𝑈2, 𝑈3, 𝑈4, 𝑈5 e 𝑈6, ou seja,
𝐺3 = ⟨𝑈1, 𝑈2, 𝑈3, 𝑈4, 𝑈5, 𝑈6⟩.
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Note que, pela Figura 29, o polígono em Δ formado pelas raízes da curva
hiperelíptica 𝑦2 = 𝑧6+𝑧5+𝑧4+𝑧3+𝑧2+𝑧+1 é quase-regular, ou seja, um lado é diferente
dos demais lados, a saber, a aresta cujos extremos são 𝑑1 e 𝑑6. Desta maneira, a escolha
da aresta a ser fixada para calcular os produtos com os demais lados do polígono será a
transformação 𝑈6. Assim, obtemos
𝑈6𝑈1 =
(2.579415726363 + 1.61445218958𝑖)𝑧 + (1.24697451703− 2.589385563𝑖)
(1.24697451703 + 2.589385563𝑖)𝑧 + (2.579415726363− 1.61445218958𝑖) ,
𝑈6𝑈2 =
(−3.98038359637− 1.29468944077𝑖)𝑧 + (−3.49395711598 + 2.0765248845𝑖)
(−3.49395711598− 2.0765248845𝑖)𝑧 + (−3.98038359637 + 1.29468944077𝑖) ,
𝑈6𝑈3 =
4.60387191196𝑧 + 4.49395677748
4.49395677748𝑧 + 4.60387191196 ,
𝑈6𝑈4 =
(−3.98038359637 + 1.29468944077𝑖)𝑧 + (−3.49395711598− 2.0765248845𝑖)
(−3.49395711598 + 2.0765248845𝑖)𝑧 + (−3.98038359637− 1.29468944077𝑖) ,
e
𝑈6𝑈5 =
(2.579415726363− 1.61445218958𝑖)𝑧 + (1.24697451703 + 2.589385563𝑖)
(1.24697451703− 2.589385563𝑖)𝑧 + (2.579415726363 + 1.61445218958𝑖) .
Munido dos produtos acima, verificamos que as transformações 𝑈6𝑈𝑗, 𝑗 =
1, . . . , 5, são hiperbólicas, ou seja, o traço é real com módulo maior que 2. A saber,
tr(𝑈6𝑈1) = 5.1588314, tr(𝑈6𝑈2) = −7.9607671, tr(𝑈6𝑈3) = 9.2077438,
tr(𝑈6𝑈4) = −7.9607671 e tr(𝑈6𝑈5) = 5.1588314. Portanto, os geradores do subgrupo fu-
chsiano 𝐻𝑈63 , que formam a região fundamental, são as transformações hiperbólicas 𝑈6𝑈1,
𝑈6𝑈2, 𝑈6𝑈3, 𝑈6𝑈4 e 𝑈6𝑈5. A Figura 30 ilustra a região fundamental que uniformizará a
curva hiperelíptica dada.
4.3.2 Exemplos no Semiplano Superior
Nesta subseção exibimos a aplicação do algoritmo no semiplano superior, rever
a página 103, para as mesmas curvas hiperelípticas utilizadas na subseção anterior.
Ressaltamos que, pelo fato de existirem infinitas isometrias 𝑓𝑗, 𝑗 ∈ N, entre os
modelos do disco aberto unitário e do semiplano superior da geometria hiperbólica, será
empregada a seguinte notação para as curvas hiperelípticas:
1. 𝑦2 = 𝑧𝑛 + 1
∙ 𝑒𝑗 são as raízes em Δ, onde 𝑗 = 1, ..., 𝑛;
∙ 𝑚𝑗 são os pontos médios em Δ, onde 𝑗 = 1, ..., 𝑛;
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𝑑1
𝑑2
𝑑3
𝑑4
𝑑5
𝑑6
𝑈1
𝑈2
𝑈3
𝑈4 𝑈5
𝑈6
𝑚13
𝑚14
𝑚15
𝑚16
𝑚17
𝑚18
Figura 30 – Regiao fundamental associada à curva 𝑦2 = 𝑧6 + 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 +1 em
Δ
∙ 𝑆𝑗 são as transformações elípticas em Δ;
∙ 𝐺1 é o grupo fuchsiano cujos elementos são as transformações elípticas 𝑆𝑗,
𝑗 = 1, . . . , 𝑛;
∙ 𝐻𝑆𝑘1 é o subgrupo fuchsiano associado a 𝐺1 ao fixar a transformação elíptica 𝑆𝑘,
ou seja, os elementos são as transformações elípticas 𝑆𝑘𝑆𝑗, onde 𝑗 = 1, . . . , 𝑛 e
𝑗 ̸= 𝑘;
∙ 𝑧𝑟,𝑗 = 𝑓𝑟(𝑒𝑗) são as raízes em H2 por meio da isometria 𝑓𝑟 entre os modelos da
geometria hiperbólica, onde 𝑗 = 1, ..., 𝑛 e 𝑟 ∈ N;
∙ 𝑀𝑗 são os pontos médios em H2, onde 𝑗 = 1, ..., 𝑛;
∙ 𝑆𝑟,𝑗 são as transformações elípticas em H2, onde 𝑟 está associado à isometria
escolhida.
∙ 𝐺𝑟,1 é o grupo fuchsiano, em H2, cujos elementos são as transformações elípticas
𝑆𝑟,𝑗 onde 𝑗 = 1, . . . , 𝑛 e 𝑟 está associado à isometria escolhida;
∙ 𝐻𝑆𝑟,𝑘𝑟,1 é o subgrupo fuchsiano associado a 𝐺𝑟,1 ao fixar a transformação elíptica
𝑆𝑟,𝑘, ou seja, os elementos são as transformações elípticas 𝑆𝑟,𝑘𝑆𝑟,𝑗, onde 𝑗 =
1, . . . , 𝑛, 𝑟 está associado à isometria escolhida e 𝑗 ̸= 𝑘.
2. 𝑦2 = 𝑧𝑛 − 1
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∙ 𝑐𝑗 são as raízes em Δ, onde 𝑗 = 1, ..., 𝑛;
∙ 𝑚𝑗+𝑛 são os pontos médios em Δ, onde 𝑗 = 1, ..., 𝑛 e 𝑛 é o grau da curva
hiperelíptica;
∙ 𝑇𝑗 são as transformações elípticas em Δ;
∙ 𝐺2 é o grupo fuchsiano cujos elementos são as transformações elípticas 𝑇𝑗,
𝑗 = 1, . . . , 𝑛;
∙ 𝐻𝑇𝑘2 é o subgrupo fuchsiano associado a 𝐺2 ao fixar a transformação elíptica 𝑇𝑘,
ou seja, os elementos são as transformações elípticas 𝑇𝑘𝑇𝑗, onde 𝑗 = 1, . . . , 𝑛 e
𝑗 ̸= 𝑘;
∙ 𝑤𝑟,𝑗 = 𝑓𝑟(𝑒𝑗) são as raízes em H2 por meio da isometria 𝑓𝑟 entre os modelos da
geometria hiperbólica, onde 𝑗 = 1, ..., 𝑛 e 𝑟 ∈ N;
∙ 𝑀𝑗+𝑛 são os pontos médios em H2, onde 𝑗 = 1, ..., 𝑛 e 𝑛 é o grau da curva
hiperelíptica;
∙ 𝑇𝑟,𝑗 são as transformações elípticas em H2, onde 𝑟 está associado à isometria
escolhida;
∙ 𝐺𝑟,2 é o grupo fuchsiano, em H2, cujos elementos são as transformações elípticas
𝑇𝑟,𝑗 onde 𝑗 = 1, . . . , 𝑛 e 𝑟 está associado à isometria escolhida;
∙ 𝐻𝑇𝑟,𝑘𝑟,2 é o subgrupo fuchsiano associado a 𝐺𝑟,2 ao fixar a transformação elíptica
𝑇𝑟,𝑘, ou seja, os elementos são as transformações elípticas 𝑇𝑟,𝑘𝑇𝑟,𝑗, onde 𝑗 =
1, . . . , 𝑛, 𝑟 está associado à isometria escolhida e 𝑗 ̸= 𝑘.
3. 𝑦2 = 𝑧𝑛 + . . .+ 𝑧2 + 𝑧 + 1
∙ 𝑑𝑗 são as raízes em Δ, onde 𝑗 = 1, ..., 𝑛;
∙ 𝑚𝑗+2𝑛 são os pontos médios em Δ, onde 𝑗 = 1, ..., 𝑛 e 𝑛 é o grau da curva
hiperelíptica;
∙ 𝑈𝑗 são as transformações elípticas em Δ;
∙ 𝐺3 é o grupo fuchsiano cujos elementos são as transformações elípticas 𝑈𝑗,
𝑗 = 1, . . . , 𝑛;
∙ 𝐻𝑈𝑘3 é o subgrupo fuchsiano associado a 𝐺3 ao fixar a transformação elíptica 𝑈𝑘,
ou seja, os elementos são as transformações elípticas 𝑈𝑘𝑈𝑗, onde 𝑗 = 1, . . . , 𝑛 e
𝑗 ̸= 𝑘;
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∙ 𝑦𝑟,𝑗 = 𝑓𝑟(𝑒𝑗) são as raízes em H2 por meio da isometria 𝑓𝑟 entre os modelos da
geometria hiperbólica, onde 𝑗 = 1, ..., 𝑛 e 𝑟 ∈ N;
∙ 𝑀𝑗+2𝑛 são os pontos médios em H2, onde 𝑗 = 1, ..., 𝑛 e 𝑛 é o grau da curva
hiperelíptica;
∙ 𝑈𝑟,𝑗 são as transformações elípticas em H2, onde 𝑟 está associado à isometria
escolhida;
∙ 𝐺𝑟,3 é o grupo fuchsiano, em H2, cujos elementos são as transformações elípticas
𝑈𝑟,𝑗 onde 𝑗 = 1, . . . , 𝑛 e 𝑟 está associado à isometria escolhida;
∙ 𝐻𝑈𝑟,𝑘𝑟,3 é o subgrupo fuchsiano associado a 𝐺𝑟,3 ao fixar a transformação elíptica
𝑈𝑟,𝑘, ou seja, os elementos são as transformações elípticas 𝑈𝑟,𝑘𝑈𝑟,𝑗, onde 𝑗 =
1, . . . , 𝑛, 𝑟 está associado à isometria escolhida e 𝑗 ̸= 𝑘.
A fim de evitar equívocos e para não sobrecarregar ainda mais a notação, ao
compararmos as curvas hiperelípticas de graus diferentes, mas de mesmo tipo e gênero,
por exemplo 𝑦2 = 𝑧6+1 e 𝑦2 = 𝑧5+1, a notação para todos os elementos referentes à curva
hiperelíptica de maior grau recebe um apóstrofo quando puder ocorrer confusão. Assim,
as transformações elípticas associadas à curva hiperelíptica 𝑦2 = 𝑧6 + 1 são denotadas
por 𝑆 ′𝑖, 𝑖 = 1, · · · , 6, enquanto para a curva hiperelíptica 𝑦2 = 𝑧5 + 1 as transformações
são denotadas por 𝑆𝑖, 𝑖 = 1, · · · , 5. Além disso, as transformações elípticas associadas à
curva hiperelíptica 𝑦2 = 𝑧6+ 𝑧5+ 𝑧4+ 𝑧3+ 𝑧2+ 𝑧 +1 são denotadas por 𝑈 ′𝑖 , 𝑖 = 1, · · · , 6,
enquanto para a curva hiperelíptica 𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 as transformações são
denotadas por 𝑈𝑖, 𝑖 = 1, · · · , 5.
Estas notações se fazem necessárias especialmente no próximo capítulo, onde
realizamos comparações entre os subgrupos fuchsianos associados às curvas hiperelípticas
de mesmo grau e, analogamente, com curvas hiperelípticas de graus diferentes, porém com
o mesmo gênero.
Exemplo 4.3.4. Dada a curva hiperelíptica 𝑦2 = 𝑧4 + 1 e retomando o Exemplo 4.3.1,
temos que suas raízes são 𝑒1 = 0.7071068 + 0.7071068𝑖, 𝑒2 = −0.7071068 + 0.7071068𝑖,
𝑒3 = −0.7071068−0.7071068𝑖 e 𝑒4 = 0.7071068−0.7071068𝑖 e estas estão na fronteira de
Δ, reveja a Figura 23 na página 107. Observamos ainda que o polígono formado é regular.
Reiteramos, novamente, que existem infinitas isometrias entre os modelos do
disco aberto unitário e do semiplano superior na geometria hiperbólica. Diante disso,
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será empregada a isometria 𝑓2 : Δ→ H2, onde 𝑓2(𝑧) = (1+𝑧)𝑖1−𝑧 . Assim, as correspondentes
raízes em 𝐻2 são 𝑧2,1 = 𝑓2(𝑒1) = −2.4142136, 𝑧2,2 = 𝑓2(𝑒2) = −0.4142136, 𝑧2,3 = 𝑓2(𝑒3) =
0.4142136 e 𝑧2,4 = 𝑓2(𝑒4) = 2.4142136. A Figura 31 mostra o polígono formado por estas
raízes, isto é, dado o polígono da Figura 23, em Δ, por meio da isometria 𝑓2(𝑧) = (1+𝑧)𝑖1−𝑧
resulta no polígono em H2.
𝑧2,1 𝑧2,2 𝑧2,3 𝑧2,4
𝑆2,1
𝑆2,2
𝑆2,3
𝑆2,4
𝑀1
𝑀2
𝑀3
𝑀4
(0, 0)
Figura 31 – Polígono formado pelas raízes de 𝑧4 + 1 = 0 em H2
A partir deste ponto, faremos uso das informações obtidas em H2. Note que os
cálculos são mais simples do que em Δ. Os pontos médios de cada geodésica são dados
por 𝑀1 = −1.4142135 + 𝑖, 𝑀2 = 0.4142135𝑖, 𝑀3 = 1.4142135 + 𝑖 e 𝑀4 = 2.4142135𝑖,
conforme indicado na Figura 31. Para a obtenção das transformações elípticas que atuam
nas arestas do polígono em H2, realizamos procedimento análogo ao do Exemplo 4.3.1,
isto é, faz-se necessário o uso do detalhamento do Passo 3 do algoritmo no semi-plano
superior, realizado na Seção 4.2 sobre a Razão Cruzada.
Para a determinação da aresta que liga 𝑧2,1 e 𝑧2,2, por exemplo, e tem 𝑀1 por
ponto médio, a Razão Cruzada é expressa por
𝑤 =
[𝑧2,1(𝑀1 − 𝑧2,2)2 − 𝑧2,2(𝑀1 − 𝑧2,1)2]𝑧 + [𝑧22,2(𝑀1 − 𝑧2,1)2 − 𝑧22,1(𝑀1 − 𝑧2,2)2]
[(𝑀1 − 𝑧2,2)2 − (𝑀1 − 𝑧2,1)2]𝑧 + [𝑧2,2(𝑀1 − 𝑧2,1)2 − 𝑧2,1(𝑀1 − 𝑧2,2)2] .
Observe que 𝑑𝑒𝑡(𝑤) ̸= 1. E, assim, a transformação elíptica 𝑆2,1, que atua na
aresta que une os vértices 𝑧2,1 e 𝑧2,2 do polígono hiperbólico, é dada por
𝑆2,1 =
1.41421𝑧 + 3
−𝑧 − 1.41421 .
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Procedemos de forma análoga para determinar as demais transformações elíp-
ticas. Disso segue que
𝑆2,2 =
−0.414214
2.41421𝑧 , 𝑆2,3 =
1.41421𝑧 − 3
𝑧 − 1.41421 e 𝑆2,4 =
−2.41421
0.414214𝑧.
Verificamos que tr(𝑆2,𝑗) = 0 e 𝑑𝑒𝑡(𝑆2,𝑗) = 1, para 𝑗 = 1, . . . , 4, ou seja, as
transformações 𝑆2,𝑗, 𝑗 = 1, . . . , 4, são transformações elípticas. Desta maneira, os gera-
dores do grupo fuchsiano associado à curva hiperelíptica dada são 𝑆2,1, 𝑆2,2, 𝑆2,3 e 𝑆2,4.
Portanto, 𝐺2,1 = ⟨𝑆2,1, 𝑆2,2, 𝑆2,3, 𝑆2,4⟩ é o grupo fuchsiano associado à curva hiperelíptica
𝑦2 = 𝑧4 + 1.
Note que, pela Figura 23, o polígono em Δ formado pelas raízes da curva
hiperelíptica 𝑦2 = 𝑧4+1 é regular. Assim, a escolha da aresta a ser fixada para calcular os
produtos da transfromação elíptica fixada com as demais pode ser qualquer. Em particular,
fixamos a transformação 𝑆2,4. Com isso, temos
𝑆2,4𝑆2,1 =
−2.41421𝑧 − 3.4141999
−0.5857856𝑧 − 1.242642 ,
𝑆2,4𝑆2,2 =
−5.8284099𝑧
−0.1715732 ,
e
𝑆2,4𝑆2,3 =
2.41421𝑧 − 3.4141999
−0.5857856𝑧 + 1.242642 .
Munido dos produtos acima, verificamos que as transformações 𝑆2,4𝑆2,𝑗,
𝑗 = 1, 2, 3, são hiperbólicas, ou seja, o traço é real com módulo maior que 2. A saber,
tr(𝑆2,4𝑆2,1) = −3.656852, tr(𝑆2,4𝑆2,2) = −5.9999832 e tr(𝑆2,4𝑆2,3) = 3.656852. Portanto,
os geradores do subgrupo fuchsiano 𝐻𝑆2,42,1 , que formam a região fundamental, são as trans-
formações hiperbólicas 𝑆2,4𝑆2,1, 𝑆2,4𝑆2,2 e 𝑆2,4𝑆2,3. A Figura 32 ilustra a região fundamental
que uniformizará a curva hiperelíptica dada.
De forma análoga ao que foi realizado no Exemplo 4.3.1, se a transformação
fixada fosse 𝑆2,1, ao invés da transformação 𝑆2,4, a região fundamental que uniformizará
a curva hiperelíptica dada é ilustrada na Figura 33 e os geradores do subgrupo fuchsiano
𝐻
𝑆2,1
2,1 são 𝑆2,1𝑆2,2, 𝑆2,1𝑆2,3 e 𝑆2,1𝑆2,4.
Exemplo 4.3.5. Dada a curva hiperelíptica 𝑦2 = 𝑧5 − 1, de gênero 2, temos que suas
raízes são 𝑐1 = 0.309017 + 0.9510565𝑖, 𝑐2 = −0.809017 + 0.5877853𝑖, 𝑐3 = −0.809017 −
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𝑧2,1 𝑧2,2 𝑧2,3 𝑧2,4
𝑆2,1
𝑆2,2
𝑆2,3
𝑆2,4
Figura 32 – Região fundamental associada à curva 𝑦2 = 𝑧4 + 1 em H2
𝑧2,1 𝑧2,2 𝑧2,3 𝑧2,4
𝑆2,1
𝑆2,2
𝑆2,3
𝑆2,4
𝑀1
𝑀2
𝑀3
𝑀4
(0, 0)
Figura 33 – Outra região fundamental associada à curva 𝑦2 = 𝑧4 + 1 em H2
0.5877853𝑖, 𝑐4 = 0.309017 − 0.9510565𝑖 e 𝑐5 = 1, conforme obtido no Exemplo 4.3.2. E
mais, as raízes estão sobre a fronteira de Δ, reveja Figura 26, resultando em um polígono
regular.
Como mencionado, existem infinitas isometrias entre os modelos Δ e H2 na
geometria hiperbólica. Neste exemplo, será empregada a isometria 𝑓3 : Δ → H2, onde
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𝑓3(𝑧) = (−1+𝑧)𝑖−1−𝑧 . Assim, as correspondentes raízes em H
2 são 𝑤3,1 = 0.7265425, 𝑤3,2 =
3.0776835, 𝑤3,3 = −3.0776835, 𝑤3,4 = −0.7265425 e 𝑤3,5 = 0. A Figura 34 mostra o
polígono formado por estas raízes, isto é, dado o polígono da Figura 26, em Δ, mediante
a isometria 𝑓3(𝑧) = (−1+𝑧)𝑖−1−𝑧 resulta no polígono em H
2.
𝑤3,1 𝑤3,2𝑤3,3 𝑤3,4 𝑤3,5
𝑇3,1
𝑇3,2 𝑇3,3
𝑇3,4
𝑇3,5
𝑀6
𝑀7 𝑀8
𝑀9
𝑀10
Figura 34 – Polígono formado pelas raízes de 𝑧5 − 1 = 0 em H2
Novamente, utilizamos o detalhamento do Passo 3 do algoritmo no semiplano
superior realizado na Seção 4.2 sobre a Razão Cruzada para estabelecer as arestas do
polígono formado pelas raízes da curva hiperelíptica.
Os pontos médios calculados algebricamente são𝑀6 = −1.9021130+1.1755705𝑖,
𝑀7 = −0.3632712 + 0.3632712𝑖, 𝑀8 = 0.3632712 + 0.3632712𝑖, 𝑀9 = 1.9021130 +
1.1755705𝑖 e 𝑀10 = 3.0776835𝑖 associados às geódesicas 𝑇3,1, 𝑇3,2, 𝑇3,3, 𝑇3,4 e 𝑇3,5, respec-
tivamente. Para exibirmos a aresta que liga 𝑤3,1 e 𝑤3,2, por exemplo, a Razão Cruzada é
expressa por
𝑤 =
[𝑤3,1(𝑀9 − 𝑤3,2)2 − 𝑤3,2(𝑀9 − 𝑤3,1)2]𝑧 + [𝑤23,2(𝑀9 − 𝑤3,1)2 − 𝑤23,1(𝑀9 − 𝑤3,2)2]
[(𝑀9 − 𝑤3,2)2 − (𝑀9 − 𝑤3,1)2]𝑧 + [𝑤3,2(𝑀9 − 𝑤3,1)2 − 𝑤3,1(𝑀9 − 𝑤3,2)2] ,
onde 𝑀9 é o ponto médio. Assim, como 𝑑𝑒𝑡(𝑤) ̸= 1, a transformação elíptica 𝑇3,4 que atua
na aresta que une os vértices 𝑤3,1 e 𝑤3,2 do polígono hiperbólico é dada por
𝑇3,4 =
1.61803𝑧 − 4.25325
0.850651𝑧 − 1.61803 .
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De forma análoga, determinamos as demais transformações elípticas que atuam
nas correspondentes arestas do polígono hiperbólico, a saber,
𝑇3,1 =
1.61803𝑧 + 4.25325
−0.850651𝑧 − 1.61803 ,
𝑇3,2 =
−𝑧 − 0.726543
2.75276𝑧 + 1 ,
𝑇3,3 =
−𝑧 + 0.726543
−2.75276𝑧 + 1 ,
𝑇3,5 =
−3.07768
0.32492𝑧 .
Verificamos que tr(𝑇3,𝑗) = 0 e 𝑑𝑒𝑡(𝑇3,𝑗) = 1, para 𝑗 = 1, . . . , 5, ou seja, as
transformações 𝑇3,𝑗, 𝑗 = 1, . . . , 5, são transformações elípticas. Assim, os geradores do
grupo fuchsiano 𝐺3,2 associado à curva hiperelíptica dada são 𝑇3,1, 𝑇3,2, 𝑇3,3, 𝑇3,4 e 𝑇3,5,
isto é, 𝐺3,2 = ⟨𝑇3,1, 𝑇3,2, 𝑇3,3, 𝑇3,4, 𝑇3,5⟩. Note que, pela Figura 26, o polígono em Δ
formado pelas raízes da curva hiperelíptica 𝑦2 = 𝑧5−1 é regular. Desta maneira, podemos
escolher qualquer aresta do polígono para ser fixada e, então, calculamos os produtos da
transformação elíptica fixada com as demais. Em particular, fixada a transformação 𝑇3,1,
temos
𝑇3,1𝑇3,2 =
10.090146𝑧 + 3.0776816
−3.6033973𝑧 − 0.9999955 ,
𝑇3,1𝑇3,3 =
−13.326206𝑧 + 5.4288184
5.3046993𝑧 − 2.2360645 ,
𝑇3,1𝑇3,4 =
6.2360524𝑧 − 13.763772
−2.7527577𝑧 + 6.2360524 ,
e
𝑇3,1𝑇3,5 =
1.381966𝑧 − 4.9797786
−0.5257303𝑧 + 2.6180316 .
Munido desses produtos, notamos que as transformações 𝑇3,1𝑇3,𝑗, 𝑗 = 2, 3, 4, 5,
são hiperbólicas, isto é, o traço é real com módulo maior que 2. Disso segue que
tr(𝑇3,1𝑇3,2) = 9.090151, tr(𝑇3,1𝑇3,3) = −15.562271, tr(𝑇3,1𝑇3,4) = 12.472105 e tr(𝑇3,1𝑇3,5) =
3.9999976. Portanto, os geradores do subgrupo fuchsiano 𝐻𝑇3,13,2 , que formam a região fun-
damental, são as transformações hiperbólicas 𝑇3,1𝑇3,2, 𝑇3,1𝑇3,3, 𝑇3,1𝑇3,4 e 𝑇3,1𝑇3,5, ou seja,
𝐻
𝑇3,1
3,2 = ⟨𝑇3,1𝑇3,2, 𝑇3,1𝑇3,3, 𝑇3,1𝑇3,4, 𝑇3,1𝑇3,5⟩.
A Figura 35 ilustra a região fundamental que uniformizará a curva hiperelíptica
dada.
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𝑤3,1 𝑤3,2𝑤3,3 𝑤3,4 𝑤3,5
𝑇3,1
𝑇3,2 𝑇3,3
𝑇3,4
𝑇3,5
𝑀6
𝑀7 𝑀8
𝑀9
𝑀10
Figura 35 – Região fundamental associada à curva 𝑦2 = 𝑧5 − 1 em H2
Observamos que se a transformação fixada fosse 𝑇3,5, ao invés da transforma-
ção 𝑇3,1, os geradores do subgrupo fuchsiano 𝐻𝑇3,53,2 seriam
𝑇3,5𝑇3,1 =
2.6180316𝑧 + 4.9797786
0.5257303𝑧 + 1.381966 ,
𝑇3,5𝑇3,2 =
−8.4721144𝑧 − 3.07768
−0.32492𝑧 − 0.2360684 ,
𝑇3,5𝑇3,3 =
8.4721144𝑧 − 3.07768
−0.32492𝑧 + 0.2360684 ,
e
𝑇3,5𝑇3,4 =
−2.6180316𝑧 + 4.9797786
0.5257303𝑧 − 1.381966 .
A Figura 36 ilustra a região fundamental que uniformizará a curva hiperelíptica dada para
esse caso.
Exemplo 4.3.6. Dada a curva hiperelíptica 𝑦2 = 𝑧6+𝑧5+𝑧4+𝑧3+𝑧2+𝑧+1, de gênero 2,
temos que suas raízes 𝑑1 = 0.6234898 + 0.7818315𝑖, 𝑑2 = −0.2225209 + 0.9749279𝑖, 𝑑3 =
−0.9009689 + 0.4338837𝑖, 𝑑4 = −0.9009689− 0.4338837𝑖, 𝑑5 = −0.2225209− 0.9749279𝑖
e 𝑑6 = 0.6234898 − 0.7818315𝑖 estão sobre a fonteira de Δ, reveja Figura 29 na página
113.
Observamos que o polígono não é regular, entretanto é quase-regular, ou seja,
um lado é diferente dos demais, a saber, a aresta 𝑈6 cujos extremos são 𝑑1 e 𝑑6, conforme
indicado na Figura 29.
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𝑤3,1 𝑤3,2𝑤3,3 𝑤3,4 𝑤3,5
𝑇3,1
𝑇3,2 𝑇3,3
𝑇3,4
𝑇3,5
Figura 36 – Outra região fundamental associada à curva 𝑦2 = 𝑧5 − 1 em H2
Como já observado, existem infinitas isometrias entre os modelos do disco
aberto unitário e do semiplano superior na geometria hiperbólica. Neste exemplo, será
empregada a isometria 𝑓2 : Δ→ H2, onde 𝑓2(𝑧) = (1+𝑧)𝑖1−𝑧 .
Assim, as correspondentes raízes em H2 são 𝑦2,1 = 𝑓2(𝑒1) = −2.0765214, 𝑦2,2 =
𝑓2(𝑒2) = −0.7974734, 𝑦2,3 = 𝑓2(𝑒3) = −0.2282434, 𝑦2,4 = 𝑓2(𝑒4) = 0.2282434, 𝑦2,5 =
𝑓2(𝑒5) = 0.7974734 e 𝑦2,6 = 𝑓2(𝑒6) = 2.0765214. A Figura 37 mostra o polígono formado
por estas raízes, ou seja, dado o polígono da Figura 29, em Δ, por meio da isometria
𝑓2(𝑧) = (1+𝑧)𝑖1−𝑧 resulta no polígono em H
2.
Em seguida, iniciamos o procedimento para a obtenção das transformações
elípticas que atuam nas arestas do polígono em H2. Para tanto, faz-se necessário o uso
da Razão Cruzada, reveja o detalhamento do Passo 3 do algoritmo no semiplano superior
realizado na Seção 4.2.
Os pontos médios das geodésicas 𝑈2,1, 𝑈2,2, 𝑈2,3, 𝑈2,4, 𝑈2,5 e 𝑈2,6 são respec-
tivamente 𝑀13 = −1.4369973 + 0.6395240𝑖, 𝑀14 = −0.5128584 + 0.2846149𝑖, 𝑀15 =
0.2282434𝑖, 𝑀16 = 0.5128584 + 0.2846149𝑖, 𝑀17 = 1.4369973 + 0.6395240𝑖 e 𝑀18 =
2.0765213𝑖.
Como exemplo, para determinar a aresta que liga 𝑦2,1 e 𝑦2,2, temos que a Razão
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𝑦2,1 𝑦2,2 𝑦2,3 𝑦2,4 𝑦2,5 𝑦2,6
𝑈2,1
𝑈2,2 𝑈2,3 𝑈2,4
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Figura 37 – Polígono formado pelas raízes de 𝑧6 + 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 = 0 em H2
Cruzada é expressa por
𝑤 =
[𝑦2,1(𝑀13 − 𝑦2,2)2 − 𝑦2,2(𝑀13 − 𝑦2,1)2]𝑧 + [𝑦22,2(𝑀13 − 𝑦2,1)2 − 𝑦22,1(𝑀13 − 𝑦2,2)2]
[(𝑀13 − 𝑦2,2)2 − (𝑀13 − 𝑦2,1)2]𝑧 + [𝑦2,2(𝑀13 − 𝑦2,1)2 − 𝑦2,1(𝑀13 − 𝑦2,2)2] .
E pelo fato que 𝑑𝑒𝑡(𝑤) ̸= 1, segue que a transformação elíptica 𝑈2,1 que atua na aresta
que une os vértices 𝑦2,1 e 𝑦2,2 do polígono hiperbólico é dada por
𝑈2,1 =
2.24698𝑧 + 3.86843
−1.56366𝑧 − 2.24698 .
De forma análoga, determinamos as demais transformações elípticas. Então,
𝑈2,2 =
1.80194𝑧 + 1.20875
−3.51352𝑧 − 1.80194 , 𝑈2,3 =
−0.228243
4.38129𝑧 ,
𝑈2,4 =
1.80194𝑧 − 1.20875
3.51352𝑧 − 1.80194 , 𝑈2,5 =
2.24698𝑧 − 3.86843
1.56366𝑧 − 2.24698 ,
e
𝑈2,6 =
−2.07652
0.481575𝑧 .
As transformações 𝑈2,𝑗, 𝑗 = 1, . . . , 6, são transformações elípticas, ou seja,
tr(𝑈2,𝑗) = 0 e 𝑑𝑒𝑡(𝑈2,𝑗) = 1, para 𝑗 = 1, . . . , 6. Desta maneira, os geradores do grupo
fuchsiano 𝐺2,3 associado à curva hiperelíptica dada são 𝑈2,1, 𝑈2,2, 𝑈2,3, 𝑈2,4, 𝑈2,5 e 𝑈2,6,
isto é, 𝐺2,3 = ⟨𝑈2,1, 𝑈2,2, 𝑈2,3, 𝑈2,4, 𝑈2,5, 𝑈2,6⟩.
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Note que, pela Figura 29 na página 113, o polígono em Δ formado pelas raízes
da curva hiperelíptica 𝑦2 = 𝑧6 + 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 é quase-regular. Desta maneira,
a escolha da aresta a ser fixada para calcular os produtos desta com os demais será a
transformação 𝑈2,6. Desse modo, temos
𝑈2,6𝑈2,1 =
3.2469712632𝑧 + 4.6658989096
1.0820893935𝑧 + 1.86293917725 ,
𝑈2,6𝑈2,2 =
7.2958945504𝑧 + 3.7417644488
0.8677692555𝑧 + 0.58210378125 ,
𝑈2,6𝑈2,3 =
−9.0978363108𝑧
−0.109916122725 ,
𝑈2,6𝑈2,4 =
−7.2958945504𝑧 + 3.7417644488
0.8677692555𝑧 − 0.58210378125 ,
e
𝑈2,6𝑈2,5 =
−3.2469712632𝑧 + 4.6658989096
1.0820893935𝑧 − 1.86293917725 .
Munido desses produtos, verificamos que as transformações 𝑈2,6𝑈2,𝑗,
𝑗 = 1, . . . , 5, são hiperbólicas, isto é, o traço é real com módulo maior que 2. Segue que
tr(𝑈2,6𝑈2,1) = 5.1099104, tr(𝑈2,6𝑈2,2) = 7.8779983, tr(𝑈2,6𝑈2,3) = −9.2077524,
tr(𝑈2,6𝑈2,4) = −7.8779983 e tr(𝑈2,6𝑈2,5) = −5.1099104.
Portanto, os geradores do subgrupo fuchsiano 𝐻𝑈2,62,3 , que formam a região
fundamental, são as transformações hiperbólicas 𝑈2,6𝑈2,1, 𝑈2,6𝑈2,2, 𝑈2,6𝑈2,3, 𝑈2,6𝑈2,4 e
𝑈2,6𝑈2,5. A Figura 38 ilustra a região fundamental que uniformizará a curva hiperelíp-
tica dada.
Os exemplos considerados têm por objetivo exibir o desenvolvimento mais
detalhado do algoritmo proposto, veja a Seção 4.2, para determinar os geradores do grupo
fuchsiano, bem como os geradores do subgrupo fuchsiano associado e, consequentemente,
a região fundamental em Δ e em H2. Por hipótese, as curvas hiperelípticas utilizadas
satisfazem a conjectura de Whittaker, reveja o Capítulo 3.
Por fim, ao exibir a região fundamental que uniformizará a curva hiperelíptica
dada, torna-se possível ladrilhar o disco aberto unitário e o semiplano superior. Contudo,
o subgrupo fuchsiano associado à curva hiperelíptica não é suficiente para determinar qual
tesselação deve ser usada. É necessário levar em consideração também o grau da curva
hiperelíptica. Na próxima Seção 4.4, apresentamos uma relação entre o grau da curva
hiperelíptica dada e as tesselações possíveis.
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Figura 38 – Região fundamental associada à curva 𝑦2 = 𝑧6 + 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 +1 em
H2
4.4 Relação entre o Grau da Curva Hiperelíptica e a Tesselação
Associada
Esta seção tem por objetivo exibir a existência de uma relação entre o grau
da curva hiperelíptica dada e as tesselações regulares possíveis e, consequentemente, a
obtenção de grupos fuchsianos aritméticos associados.
Inicialmente, comentamos o que é uma tesselação e as formas de obtê-la. Para
uma abordagem mais ampla, veja (FIRBY; GARDINER, 2001) e (STILLWELL, 2012).
Exibimos as três principais tesselações, tanto na teoria clássica quanto na quântica, para
a codificação de canais, bem como as respectivas vantagens de cada uma.
Em seguida, apresentamos o resultado desta seção, isto é, a relação entre o
grau da curva hiperelíptica e a tesselação associada.
Por fim, para curvas hiperelípticas específicas, e consequentemente pela tes-
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selação associada, indicamos como calcular o grupo fuchsiano aritmético por meio do
algoritmo estabelecido em (BENEDITO, 2014). Frisa-se a importância dos grupos fuch-
sianos aritméticos por estarem relacionados com a construção de códigos corretores de
erros.
Recordamos que nos exemplos da Seção 4.3 foi aplicado um algoritmo (reveja
a Seção 4.2) para determinar o grupo fuchsiano associado à curva hiperelíptica dada;
em seguida, obtivemos o subgrupo fuchsiano associado e, assim, a região fundamental
onde a curva dada pode ser uniformizada. Nestes exemplos, para determinar a região
fundamental, foi fixada uma aresta do polígono formado pelas raízes da curva hiperelíptica
e, em seguida, realizamos os rebatimentos/composições com os demais lados.
Destacamos a restrição estabelecida: o polígono cujos vértices são as raízes da
curva deve ser regular ou quase regular. No primeiro caso, a aresta a ser fixada pode
ser qualquer, enquanto no segundo caso só há uma opção, a saber, fixar a única aresta
diferente do polígono. Desta forma, a região fundamental nos dois casos será um polígono
regular, que será denominado polígono fundamental.
Desse modo, ao repetir o processo de fixar uma aresta do polígono fundamen-
tal e realizar as composições com os demais lados obtemos um recobrimento do plano
hiperbólico e, ainda, será um particionamento do plano hiperbólico se tais polígonos fun-
damentais não tiverem sobreposição.
De forma mais geral, um mosaico de polígonos sem sobreposição que cobrem
todo o plano, hiperbólico ou euclidiano, é dito uma tesselação, ou seja, os polígonos
produzem um particionamento do plano. Em particular, o interesse aqui é por tesselações
regulares. Segue a definição:
Definição 4.4.1. Uma tesselação regular do plano, hiperbólico ou euclidiano, é uma cober-
tura de todo o plano por polígonos regulares, hiperbólicos ou euclidianos, não sobrepostos
que se interceptam apenas nas arestas ou nos vértices. Todos os polígonos da tesselação
têm o mesmo número de lados. Uma tesselação regular com 𝑞 polígonos regulares de 𝑝
lados é denotada por {𝑝, 𝑞}.
O conceito de tesselação regular é o mesmo seja na geometria euclidiana como
na geometria hiperbólica. Na geometria euclidiana, existem apenas três tesselações regu-
lares, isso por que os valores de 𝑝 e 𝑞 devem satisfazer (𝑝 − 2)(𝑞 − 2) = 4. Disso decorre
que só existem as tesselações {3, 6} (triângulos equiláteros com 6 triângulos equiláte-
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ros encontrando-se em cada vértice), {4, 4} (quadrados com 4 quadrados encontrando-se
em cada vértice) e {6, 3} (hexágono regular com 3 hexágonos regulares encontrando-se
em cada vértice). As Figuras 39, 40 e 41 ilustram essas três tesselações na geometria
euclidiana, respectivamente. Por outro lado, na geometria hiperbólica existem infinitas
tesselações regulares, pois 𝑝 e 𝑞 devem satisfazer (𝑝 − 2)(𝑞 − 2) > 4, veja (WALKDEN,
2012) e (FIRBY; GARDINER, 2001) para maiores detalhes.
Figura 39 – Tesselação {3, 6} no plano euclidiano
Figura 40 – Tesselação {4, 4} no plano euclidiano
Figura 41 – Tesselação {6, 3} no plano euclidiano
Observação 4.4.1. A tesselação {𝑝, 𝑞} é auto-dual se 𝑝 = 𝑞.
O próximo resultado exibe a condição para verificar se, dados dois valores reais
𝑝 e 𝑞 quaisquer, existe uma tesselação {𝑝, 𝑞} no plano hiperbólico. A demonstração pode
ser encontrada no Teorema 7.3.1 na página 45 de (WALKDEN, 2012).
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Teorema 4.4.2. (BEARDON, 1983) Existe uma tesselação regular {𝑝, 𝑞} do plano hi-
perbólico se, e somente se,
1
𝑝
+ 1
𝑞
<
1
2 . (4.1)
A equação (4.1) pode ser reescrita como
(𝑝− 2)(𝑞 − 2) > 4. (4.2)
A seguir, apresentamos algumas tesselações no plano hiperbólico.
Exemplo 4.4.1. As Figuras 42, 43 e 44 ilustram as tesselações {8, 8}, {10, 5} e {18, 3},
respectivamente, em Δ.
Figura 42 – Tesselação {8, 8} em Δ
Figura 43 – Tesselação {10, 5} em Δ
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Figura 44 – Tesselação {18, 3} em Δ
Dentre as infinitas tesselações no plano hiperbólico, destacamos as tesselações
{4𝑔, 4𝑔}, {4𝑔 + 2, 2𝑔 + 1} e {12𝑔 − 6, 3}, onde 𝑔 = 0, 1, 2, . . . , é o gênero da superfície
associada. Estas tesselações são as mais importantes para a codificação de canais tanto
na teoria da codificação clássica quanto na teoria da codificação quântica. No Exemplo
4.4.1 exibem-se exemplos destas tesselações para 𝑔 = 2.
A tesselação auto-dual {4𝑔, 4𝑔} é comumente utilizada em sistemas de comuni-
cação por apresentar uma implementação mais simples do que a implementação das outras
duas tesselações. Entretanto, essa tesselação é a menos densa e apresenta uma maior taxa
de erro dentre as três tesselações. Na tesselação {4𝑔, 4𝑔} a taxa de erro não está muito
longe da taxa de erro na tesselação {4𝑔 + 2, 2𝑔 + 1}. Todavia, a menor complexidade
aponta na direção da utilização da tesselação auto-dual. A tesselação {12𝑔− 6, 3} apesar
de ser a mais densa e, portanto, conduzindo a um melhor desempenho, a complexidade de
implementação do demodulador é maior do que o das outras tesselações, (CAVALCANTE
et al., 2003).
No contexto da Teoria da Informação, um canal discreto sem memória é iden-
tificado a partir de uma constelação de sinais juntamente com as hipóteses impostas em
relação às regras de decisão a serem utilizadas no receptor. Esse canal pode ser represen-
tado matematicamente por um grafo. Assim, deparamos com duas possibilidades: realizar
o mergulho do grafo a fim de obter o gênero da superfície. Todavia, o conhecimento
somente do gênero conduz a uma indefinição quanto ao número de lados do polígono
fundamental a ser considerado uma vez que os elementos 𝑝 e 𝑞 da tesselação são funções
do gênero, isto é, {𝑝(𝑔), 𝑞(𝑔)}, ou usar a curva hiperelíptica. Para este ultimo caso, é
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necessária a uniformização da curva hiperelíptica por meio da utilização da equação dife-
rencial fuchsiana e, consequentemente, resultando na identificação da tesselação {𝑝, 𝑞}. É
desejável que a tesselação obtida pelo mergulho do grafo ou pela curva hiperelíptica seja
a mesma para que tenhamos um único grupo fuchsiano do qual será identificado o grupo
fuchsiano aritmético.
Desta forma, mostramos que os dois métodos (mergulho ou curva hiperelíp-
tica) para obtenção das tesselações estão conectados. E mais, que ao usar o método da
curva hiperelíptica, chegamos em uma tesselação mais específica do que ao proceder pelo
mergulho do grafo.
Retomamos novamente os exemplos da Seção 4.3. Notamos que, dada uma
curva hiperelíptica de grau 𝑛, 𝑛 ∈ N e 𝑛 ≥ 3, as suas raízes formam um polígono de 𝑛
lados e, consequentemente, a sua região fundamental será um polígono de 2𝑛 − 2 lados.
Assim, a tesselação {𝑝, 𝑞} associada à curva hiperelíptica dada satifaz 𝑝 = 2𝑛−2. A fim de
determinar o valor adequado de 𝑞, utilizamos o Teorema 4.4.2, isto é, existe uma tesselação
regular {𝑝, 𝑞} do plano hiperbólico se, e somente se, 1
𝑝
+ 1
𝑞
< 12 ou, equivalentemente,
(𝑝− 2)(𝑞 − 2) > 4.
Em particular, consideramos curvas hiperelípticas da forma 𝑦2 = 𝑧2𝑔+1 + 1,
𝑦2 = 𝑧2𝑔+1− 1, 𝑦2 = 𝑧2𝑔+2− 1 e 𝑦2 = 𝑧𝑛+ 𝑧𝑛−1+ . . .+ 𝑧2+ 𝑧+1, onde 𝑔 é o gênero, 𝑔 ∈ N
e 𝑛 = 2𝑔 + 1 ou 𝑛 = 2𝑔 + 2. Portanto, para a curva hiperelíptica de grau 2𝑔 + 1, segue
que 𝑝 = 2(2𝑔 + 1)− 2 = 4𝑔 + 2− 2 = 4𝑔. Então, a tesselação associada é {4𝑔, 𝑞}, onde 𝑞
satisfaz a condição (𝑝− 2)(𝑞 − 2) > 4.
De forma análoga, dada a curva hiperelíptica de grau 2𝑔 + 2 tem-se que 𝑝 =
2(2𝑔 + 2)− 2 = 4𝑔 + 4− 2 = 4𝑔 + 2. Então, a tesselação associada é {4𝑔 + 2, 𝑞}, onde 𝑞
satisfaz a condição (𝑝− 2)(𝑞 − 2) > 4.
Em especial, atentamos à curva hiperelíptica de grau 6𝑔 − 2 e, assim, decorre
que 𝑝 = 2(6𝑔−2)−2 = 12𝑔−4−2 = 12𝑔−6. Então, a tesselação associada é {12𝑔−6, 𝑞},
onde 𝑞 satisfaz a condição (𝑝− 2)(𝑞 − 2) > 4.
Logo, para essas curvas hiperelípticas estabelecemos uma relação entre o grau
da curva hiperelíptica e a tesselação associada. Estes resultados são sintetizados a seguir.
Proposição 4.4.3. Dada a curva hiperelíptica de grau 𝑛, com 𝑛 raízes distintas em Δ,
temos atrelado à curva o valor 𝑝 da tesselação, a saber, 𝑝 = 2𝑛− 2. Determina-se o valor
𝑞 adequado por meio da condição dada no Teorema 4.4.2.
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Proposição 4.4.4. Considere uma curva hiperelíptica que satisfaça a Proposição 4.4.3.
Se o grau da curva é
1. 2𝑔 + 1 então a tesselação associada é {4𝑔, 𝑞}, onde 𝑞 satisfaz (4𝑔 − 2)(𝑞 − 2) > 4;
2. 2𝑔 + 2 então a tesselação associada é {4𝑔 + 2, 𝑞}, onde 𝑞 satisfaz 4𝑔(𝑞 − 2) > 4;
3. 6𝑔−2 então a tesselação associada é {12𝑔−6, 𝑞}, onde 𝑞 satisfaz (12𝑔−8)(𝑞−2) > 4;
onde 𝑔 é o gênero da superfície associada.
E mais, estas curvas estão associadas, em parte, às três principais tesselações
exibidas anteriormente, pois foi determinado somente o valor de 𝑝, enquanto 𝑞 tem vários
valores possíveis. Ao observar apenas os grupos fuchsianos associados a estas curvas não
é possível saber qual tesselação deve ser usada. Assim, para cada uma das curvas hipe-
relípticas particulares, é possível verificar a partir de quais tesselações {𝑝, 𝑞} é possível
obter um grupo fuchsiano aritmético. Este último é empregado na construção de códigos
geometricamente uniformes. Ainda, enfatizamos a dificuldade, em geral, de determinar
grupos fuchsianos aritméticos, bem como sua associação a uma equação de Diofanto.
Em (BENEDITO, 2014), são estabelecidas as condições sobre 𝑝 e 𝑞 para que
seja possível determinar o grupo fuchsiano aritmético associado à tesselação {𝑝, 𝑞}, a
saber, 𝑝 e 𝑞 tem que serem decompostos na forma 2𝑘 ou 2𝑘𝑝1𝑝2 . . . 𝑝𝑠 onde 𝑘 ∈ Z+ e os
𝑝𝑖’s são números distintos de Fermat.
Definição 4.4.5. Um número de Fermat é um número primo da forma 𝑝𝑠 = 22
𝑠 + 1,
onde 𝑠 ≥ 0 é um inteiro positivo.
Teorema 4.4.6. (Condição de Fermat)(BENEDITO, 2014) Se Γ é um grupo Fuchsiano
derivado de uma tesselação {𝑝, 𝑞}, então é possível encontrar os geradores de Γ, e então,
o grupo Fuchsiano aritmético, se 𝑝 e 𝑞 podem ser fatorados como
2𝑘 ou 2𝑘𝑝1𝑝2 . . . 𝑝𝑠
onde 𝑘 é um número natural e os 𝑝𝑖’s são números de Fermat distintos.
Também foi desenvolvido um algoritmo para a obtenção de grupos fuchsianos
aritméticos, veja a página 63 na subseção 3.2.1 em (BENEDITO, 2014).
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Assim, por meio do algoritmo proposto em (BENEDITO, 2014) para a cons-
trução do grupo Fuchsiano aritmético, e sem perda de generalidade, ao considerar polí-
gonos hiperbólicos regulares com lados opostos emparelhados, os geradores do grupo
Fuchsiano aritmético são dados por
𝐺1 =
⎛⎜⎝ 𝑖 1
1 𝑖
⎞⎟⎠
⎛⎜⎝ 𝑒
𝑖𝜋
𝑝 0
0 𝑒−
𝑖𝜋
𝑝
⎞⎟⎠𝐴1
⎛⎜⎝ 𝑒
𝑖𝜋
𝑝 0
0 𝑒−
𝑖𝜋
𝑝
⎞⎟⎠
⎛⎜⎝ −12𝑖 12
1
2
1
2𝑖
⎞⎟⎠
e
𝐺𝑘 =
⎛⎜⎝ 𝑖 1
1 𝑖
⎞⎟⎠
⎛⎜⎝ 𝑒
𝑖𝜋
𝑝 0
0 𝑒−
𝑖𝜋
𝑝
⎞⎟⎠
𝑘−1
𝐴1
⎛⎜⎝ 𝑒
𝑖𝜋
𝑝 0
0 𝑒−
𝑖𝜋
𝑝
⎞⎟⎠
−(𝑘−1)⎛⎜⎝ −12𝑖 12
1
2
1
2𝑖
⎞⎟⎠
onde 𝑘 = 2, . . . , 𝑝2 e
𝐴1 =
⎛⎜⎜⎝ 2 cos(𝜋/𝑞)2 sen(𝜋/𝑝)
√
2 cos(𝜋/𝑝)+2 cos(𝜋/𝑞)𝑒𝑖𝜋(
𝑝+1
𝑝 )
𝑒 sen(𝜋/𝑝)√
2 cos(𝜋/𝑝)+2 cos(𝜋/𝑞)𝑒𝑖𝜋(
𝑝+1
𝑝 )
𝑒 sen(𝜋/𝑝)
2 cos(𝜋/𝑞)
2 sen(𝜋/𝑝) .
⎞⎟⎟⎠
Desta forma, dado o grau da curva hiperelíptica, estabelecemos as possíveis
tesselações, veja as Proposições 4.4.3 e 4.4.4. Dentre as possíveis tesselações, escolhe-
se aquela que satisfaça a Condição de Fermat, veja o Teorema 4.4.6. Consequentemente,
obtem-se o grupo fuchsiano aritmético associado. A partir disso, um reticulado hiperbólico
é derivado, do qual a constelação de sinais GU pode ser construída.
Por fim, em (LESKOW, 2011) foram apresentadas tesselações formadas por
polígonos com número par e ímpar de lados. Entretanto, estas tesselações foram construí-
das a partir das tesselações de Farey.
Destacamos que os resultados estabelecidos sobre tesselação, nesta seção, são
válidos tanto em Δ quanto em H2.
Portanto, neste capítulo, a partir de curvas hiperelípticas particulares,
determinou-se o grupo fuchsiano associado, bem como o subgrupo fuchsiano e, assim,
a região fundamental. Esta região é o caso limite em relação ao desenvolvimento clássico
exibido no Capítulo 3. E mais, estabeleceu-se uma relação entre o grau da curva hiperelíp-
tica e a tesselação associada à superfície gerada pelo subgrupo fuchsiano. Por fim, dentre
as possíveis tesselações, indicamos como identificá-las com o grupo fuchsiano aritmético.
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5 Na Busca de Isomorfismo entre Subgrupos
Fuchsianos Associados às Regiões de Uni-
formizações
Este capítulo tem como objetivo mostrar a existência ou não de isomorfismo
e, se possível exibi-lo, entre subgrupos fuchsianos associados às regiões de uniformização
das correspondentes curvas hiperelípticas. Para isso, serão efetuadas comparações entre
as regiões de uniformizações associadas a diferentes curvas hiperelípticas de mesmo gê-
nero, obtidas por meio do algoritmo para determinação dos geradores dos correspondentes
subgrupos fuchsianos, ver Capítulo 4, página 103.
A determinação do subgrupo fuchsiano, cuja região fundamental uniformizará
a curva hiperelíptica, é importante em sistemas de comunicações, especialmente no projeto
de construção de constelações de sinais casadas a grupos. Além disso, esse subgrupo é
relevante não só no processo de fornecer a estrutura algébrica que irá ser utilizada no
codificador de canal como também na identificação do reticulado via o grupo fuchsiano
aritmético.
A relevância dessa proposta de comparações entre subgrupos fuchsianos, ou
equivalentemente a exibição dos isomorfismos, consiste na possibilidade de se trabalhar
com curvas hiperelípticas de mesmo gênero ‘mais simples’ no lugar de curvas ‘mais com-
plicadas’, ao considerar que as curvas possuem o mesmo grau ou graus diferentes.
Assim, para um dado gênero, consideramos curvas hiperelípticas de mesmo
grau e procuramos exibir o isomorfismo entre os correspondentes subgrupos fuchsianos
obtidos por meio do algoritmo. Analogamente procedemos para curvas hiperelípticas de
graus diferentes, isto é, buscamos exibir o isomorfismo entre os correspondentes subgrupos
fuchsianos obtidos por meio do algoritmo.
Para estabelecimento do isomorfismo, verificamos:
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1) a existência de uma conjugação entre os subgrupos fuchsianos.
Em especial, a conjugação considerada é:
𝑆𝑗 é conjugada a 𝑆𝑘 se, e somente se, ∃𝑇 tal que 𝑆𝑗 = 𝑇𝑆𝑘𝑇−1,
onde 𝑆𝑗, 𝑆𝑘 e 𝑇 são transformações elípticas ou hiperbólicas e 𝑇 é
inversível; e/ou
2) se os geradores associados a um dado subgrupo fuchsiano podem
ser escritos como combinação linear dos geradores associados a um
outro subgrupo fuchsiano.
Se a conjugação e/ou a combinação entre os subgrupos é satisfeita, obtemos
uma correspondência biunívoca entre os geradores dos subgrupos e, assim, as operações e
propriedades são preservadas. Desta forma, se os geradores dos subgrupos fuchsianos ana-
lisados satisfazem a conjugação e/ou a combinação linear, então os subgrupos fuchsianos
são isomorfos por conjugação e/ou por combinação linear, respectivamente.
Entretanto, chamamos atenção ao fato de que, se a conjugação e a combinação
linear não forem satisfeitas, não podemos afirmar que os subgrupos fuchsianos analisados
não são isomorfos. Isto porque não satisfazer a conjugação e a combinação linear não
significa que não possa existir um mapa entre esses dois subgrupos fuchsianos.
Buscamos exibir o isomorfismo entre os subgrupos fuchsianos cujas respectivas
regiões fundamentais que uniformizarão as curvas hiperelípticas estejam contidas no disco
aberto unitário Δ e, de forma análoga, entre os subgrupos cujas regiões fundamentais que
uniformizarão as curvas hiperelípticas estejam contidas no semiplano H2.
Ao analisarmos dois subgrupos fuchsianos isomorfos em um modelo hiperbó-
lico, por exemplo em Δ, esperamos que os correspondentes subgrupos fuchsianos em H2
também sejam isomorfos, pois os dois modelos são interligados bijetivamente.
A longo do presente capítulo, mostramos que esse isomorfismo de fato ocorre
e pode ser enunciado pelo seguinte teorema:
Teorema 5.0.1. Dadas as curvas hiperelípticas 𝑦1 e 𝑦2 de mesmo grau 𝑛, cujas 𝑛 raízes
de ambas as curvas estão na fronteira de Δ e formam polígonos regulares 𝑝1 e 𝑝2 em Δ,
respectivamente, então existem isometrias 𝑓1 e 𝑓2 entre os modelos Δ e H2 da geometria
hiperbólica, tais que os polígonos 𝑝′1 e 𝑝′2 associados aos polígonos 𝑝1 e 𝑝2, respectivamente,
sejam iguais em H2.
Capítulo 5. Na Busca de Isomorfismo entre Subgrupos Fuchsianos Associados às Regiões de
Uniformizações 137
Dentre as infinitas possibilidades de isometrias, veja (ANDERSON, 2008), este
resultado, no entanto, não ocorre para qualquer uma delas. A demonstração do teorema,
exibida na página 174, apresenta as condições impostas às isometrias para que dois sub-
grupos fuchsianos isomorfos em Δ também o sejam em H2.
Chamamos atenção ao fato de iniciarmos as análises dos subgrupos fuchsianos
utilizando o modelo Δ, e por meio das infinitas isometrias entre Δ e H2, estendermos
estas análises para o modelo H2. Entretanto, estas verificações podem ser realizadas em
sentido contrário, isto é, iniciando no modelo H2 e, ao estender para o modelo Δ, estudar
a influência da isometria escolhida. Logo, as análises realizadas não dependem da ordem
de escolha do modelo.
Em particular, para esta análise, consideramos as curvas hiperelípticas de gê-
nero 𝑔 = 2, isto é, de graus 6 ou 5, das formas
𝑦2 = 𝑧6 + 1, 𝑦2 = 𝑧6 − 1, 𝑦2 = 𝑧6 + 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1,
𝑦2 = 𝑧5 + 1, 𝑦2 = 𝑧5 − 1 e 𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1.
A análise é estendida para as curvas hiperelípticas
𝑦2 = 𝑧𝑛 + 1, 𝑦2 = 𝑧𝑛 − 1 e 𝑦2 = 𝑧𝑛 + 𝑧𝑛−1 + . . .+ 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1
onde 𝑛 ∈ N e 𝑛 = 2𝑔+1 ou 𝑛 = 2𝑔+2, pois as raízes estão na fronteira de Δ e formam um
polígono, cujos vértices são as raízes, regular ou ‘quase-regular’, isto é, todas as arestas do
polígono são iguais ou apenas uma aresta é diferente das outras arestas, respectivamente.
Dessa maneira, ao aplicarmos o algoritmo para a determinação dos geradores
do subgrupo fuchsiano nestas curvas hiperelípticas, obtemos que a região fundamental
que uniformizará a curva hiperelíptica é um polígono regular.
Por oportuno, recordamos que a restrição em trabalhar com a região funda-
mental sendo um polígono regular decorre do nosso objetivo de determinar a tesselação
associada a cada uma das curvas hiperelípticas dadas e, desse modo, exibirmos o ladri-
lhamento regular do semiplano superior, rever a Seção 4.4 na página 127 do Capítulo
4.
Nesse mesmo sentido, trabalhamos com os subgrupos fuchsianos que também
decorrem de uma região fundamental regular. Assim, a menos que façamos menção ao
contrário, subgrupo fuchsiano é um subgrupo fuchsiano proveniente de uma região fun-
damental regular.
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Este capítulo está dividido da seguinte forma. Na Seção 5.1, apresentamos os
dois tipos de comparações, a saber, a conjugação e a combinação linear, que utilizamos no
decorrer deste capítulo para verificar se os subgrupos fuchsianos são isomorfos por con-
jugação e/ou por combinação linear. Na Seção 5.2, analisamos as regiões fundamentais
estabelecidas pelo algoritmo para a determinação dos geradores do subgrupo fuchsiano
no disco aberto unitário Δ para diferentes curvas hiperelípticas com mesmo gênero. Esta
análise divide-se em curvas de mesmo grau e de curvas com diferentes graus. Na seção
5.3, comparamos em H2 as regiões fundamentais estabelecidas pelo algoritmo para a de-
terminação dos geradores dos subgrupos fuchsianos associados às curvas hiperelípticas de
mesmo gênero. Ressaltamos que o estabelecimento de cada região fundamental depende
da escolha da isometria entre Δ e H2. Chamamos atenção também ao fato de que essa
análise em H2 será dividida em quatro partes. Na primeira, consideramos as diferentes
regiões fundamentais provenientes da mesma curva hiperelíptica, ou seja, analisamos a
influência que a escolha de uma isometria acarreta no estabelecimento dos geradores do
subgrupo fuchsiano. Em seguida, na segunda parte, analisamos as diferentes regiões funda-
mentais obtidas de diferentes curvas hiperelípticas de mesmo grau; entretanto, utilizamos
a mesma isometria entre Δ e H2 para ambas as curvas. Na terceira parte, analisamos as
diferentes regiões fundamentais estabelecidas de curvas hiperelípticas de graus diferen-
tes, porém de mesmo gênero, com a mesma isometria. Finalmente, na quarta e última
parte, estabelecemos uma forma de escolher a isometria que aplicada no algoritmo em H2
para algumas curvas hiperelípticas possibilita a obtenção de subgrupos fuchsianos iguais
e, consequentemente, possuem regiões de uniformização iguais. Na Seção 5.4, apresenta-
mos as semelhanças e as diferenças estabelecidas nas seções anteriores desse capítulo, ao
trabalhar nos modelos Δ e H2, com as consequentes conclusões.
5.1 Tipos de Comparações para Obter Subgrupos Fuchsianos Iso-
morfos
Nesta seção, apresentamos os dois tipos de comparações que utilizamos nas
próximas seções desse capítulo, quais sejam, a conjugação e a combinação linear, a fim de
verificarmos se dois subgrupos fuchsianos são isomorfos por conjugação ou por combinação
linear, respectivamente.
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Nosso objetivo é descrever cada uma das comparações e sintetizá-las na forma
de sistemas lineares, as quais podemos resolver facilmente por meios dos métodos existen-
tes na Álgebra Linear para sistemas menores e com auxílio de programação computacional
para sistemas maiores.
Na primeira comparação, na Subseção 5.1.1, apresentamos as condições para
que duas transformações sejam conjugadas, ver a Definição 5.1.1. A segunda comparação,
exibida na Subseção 5.1.2, consiste em apresentarmos as condições para que uma dada
transformação possa ser escrita como combinação linear de outras transformações que
estão em um dado conjunto, ou mais especificamente, em um dado subgrupo fuchsiano.
Assim, se a conjugação e/ou a combinação linear entre os geradores dos subgru-
pos é satisfeita, obtemos uma correspondência biunívoca entre os geradores dos subgrupos
e, assim, as operações e as propriedades são preservadas. Desta forma, se os geradores dos
subgrupos fuchsianos analisados satisfazem a conjugação e/ou a combinação linear en-
tão os subgrupos fuchsianos são isomorfos por conjugação e/ou por combinação linear,
respectivamente.
5.1.1 Conjugação de Subgrupos Fuchsianos
Definição 5.1.1. As transformações 𝑆 e 𝑅 são conjugadas, denotadas por 𝑆 ≡ 𝑅, se, e
somente se, existe uma transformação 𝑇 inversível, tal que
𝑆 = 𝑇𝑅𝑇−1. (5.1)
Generalizamos tal conceito para subgrupos fuchsianos.
Definição 5.1.2. Os subgrupos fuchsianos 𝐻𝑆𝑖 = ⟨𝑆𝑖𝑆1, . . . , 𝑆𝑖𝑆𝑖−1, 𝑆𝑖𝑆𝑖+1, . . . , 𝑆𝑖𝑆𝑛⟩ e
𝐻 ′𝑅𝑗 = ⟨𝑅𝑗𝑅1, . . . , 𝑅𝑗𝑅𝑗−1, 𝑅𝑗𝑅𝑗+1, . . . , 𝑅𝑗𝑅𝑛⟩ são conjugados se, e somente se, cada
transformação em 𝐻𝑆𝑖 tiver uma transformação conjugada em 𝐻 ′𝑅𝑗 , e cada transformação
em 𝐻 ′𝑅𝑗 tiver uma transformação conjugada em 𝐻𝑆𝑖.
Podemos representar as transformações elípticas e hiperbólicas de forma ma-
tricial, veja (ANDERSON, 2008). Ao desenvolvermos a equação (5.1) na forma matricial,
conseguimos representá-la como um sistema linear. Então, verificar a existência ou não da
transformação 𝑇 na equação (5.1) é o mesmo que obter uma solução não nula do sistema
linear estabelecido.
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Suponhamos que 𝑆 ≡ 𝑅, isto é, existe uma transformação 𝑇 que satisfaz a
equação (5.1), onde as transformações 𝑆 e 𝑅 são dadas por
𝑆(𝑧) = 𝑠11𝑧 + 𝑠12
𝑠21𝑧 + 𝑠22
∼
⎛⎜⎝ 𝑠11 𝑠12
𝑠21 𝑠22
⎞⎟⎠ e 𝑅(𝑧) = 𝑟11𝑧 + 𝑟12
𝑟21𝑧 + 𝑟22
∼
⎛⎜⎝ 𝑟11 𝑟12
𝑟21 𝑟22
⎞⎟⎠ .
Por hipótese, existe a transformação 𝑇 e, desse modo, tomamos
𝑇 (𝑧) = 𝑥1𝑧 + 𝑥2
𝑥3𝑧 + 𝑥4
∼
⎛⎜⎝ 𝑥1 𝑥2
𝑥3 𝑥4
⎞⎟⎠ .
Ao multiplicarmos a equação (5.1) à direita por 𝑇 , obtemos
𝑆𝑇 = 𝑇𝑅. (5.2)
E, ao substituirmos as transformações 𝑆, 𝑅 e 𝑇 na equação (5.2), obtemos:⎛⎜⎝ 𝑠11 𝑠12
𝑠21 𝑠22
⎞⎟⎠
⎛⎜⎝ 𝑥1 𝑥2
𝑥3 𝑥4
⎞⎟⎠ =
⎛⎜⎝ 𝑥1 𝑥2
𝑥3 𝑥4
⎞⎟⎠
⎛⎜⎝ 𝑟11 𝑟12
𝑟21 𝑟22
⎞⎟⎠
⎛⎜⎝ 𝑠11𝑥1 + 𝑠12𝑥3 𝑠11𝑥2 + 𝑠12𝑥4
𝑠21𝑥1 + 𝑠22𝑥3 𝑠21𝑥2 + 𝑠22𝑥4
⎞⎟⎠ =
⎛⎜⎝ 𝑟11𝑥1 + 𝑟21𝑥2 𝑟12𝑥1 + 𝑟22𝑥2
𝑟11𝑥3 + 𝑟21𝑥4 𝑟12𝑥3 + 𝑟22𝑥4
⎞⎟⎠ .
Então, obtemos o sistema linear⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(𝑠11 − 𝑟11)𝑥1 − 𝑟21𝑥2 + 𝑠12𝑥3 + 0𝑥4 = 0
−𝑟12𝑥1 + (𝑠11 − 𝑟22)𝑥2 + 0𝑥3 + 𝑠12𝑥4 = 0
𝑠21𝑥1 + 0𝑥2 + (𝑠22 − 𝑟11)𝑥3 − 𝑟21𝑥4 = 0
0𝑥1 + 𝑠21𝑥2 − 𝑟12𝑥3 + (𝑠22 − 𝑟22)𝑥4 = 0
. (5.3)
Portanto, temos que as transformações 𝑆 e 𝑅 são conjugadas se o sistema
linear (5.3) possuir solução não nula.
Desta forma, ao verificarmos se duas transformações são conjugadas, é sufici-
ente verificar que o sistema linear, em função destas transformações, possui uma solução
não nula.
5.1.2 Combinação Linear de Subgrupos Fuchsianos
Nesta subseção, apresentamos o desenvolvimento algébrico para verificar se
uma dada transformação, elíptica ou hiperbólica, pode ser escrita como combinação linear
de outras transformações dadas, também elípticas ou hiperbólicas.
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O conceito de combinação linear é amplamente utilizado em Álgebra Linear,
para maiores detalhes sugerimos ver (LIMA, 1998) e (STEINBRUCH; WINTERLE,
1990).
Consideramos a transformação 𝑇 (𝑧) = 𝑥1𝑧+𝑥2
𝑥3𝑧+𝑥4 e o subgrupo fuchsiano 𝐻 =
⟨𝑅, 𝑆⟩ onde os geradores de 𝐻 são as transformações 𝑅(𝑧) = 𝑟11𝑧+𝑟12
𝑟21𝑧+𝑟22 e 𝑆(𝑧) =
𝑠11𝑧+𝑠12
𝑠21𝑧+𝑠22 .
Dessa maneira, para verificarmos se 𝑇 pode ser escrita como uma combinação linear das
transformações 𝑅 e 𝑆, temos que exibir escalares 𝑘1 e 𝑘2, não nulos, tais que
𝑇 = 𝑘1𝑅 + 𝑘2𝑆. (5.4)
Por simplificação, trabalhamos com a representação matricial das transforma-
ções 𝑆, 𝑅 e 𝑇 , ou seja,
𝑆 =
⎛⎜⎝ 𝑠11 𝑠12
𝑠21 𝑠22
⎞⎟⎠ 𝑅 =
⎛⎜⎝ 𝑟11 𝑟12
𝑟21 𝑟22
⎞⎟⎠ e 𝑇 =
⎛⎜⎝ 𝑥1 𝑥2
𝑥3 𝑥4
⎞⎟⎠ .
Então, ao substituirmos estas transformações na equação (5.4) obtemos⎛⎜⎝ 𝑥1 𝑥2
𝑥3 𝑥4
⎞⎟⎠ = 𝑘1
⎛⎜⎝ 𝑟11 𝑟12
𝑟21 𝑟22
⎞⎟⎠+ 𝑘2
⎛⎜⎝ 𝑠11 𝑠12
𝑠21 𝑠22
⎞⎟⎠ =
⎛⎜⎝ 𝑘1𝑟11 + 𝑘2𝑠11 𝑘1𝑟12 + 𝑘2𝑠12
𝑘1𝑟21 + 𝑘2𝑠21 𝑘1𝑟22 + 𝑘2𝑠22
⎞⎟⎠
que nos conduz ao sistema linear⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑟11𝑘1 + 𝑠11𝑘2 = 𝑥1
𝑟12𝑘1 + 𝑠12𝑘2 = 𝑥2
𝑟21𝑘1 + 𝑠21𝑘2 = 𝑥3
𝑟22𝑘1 + 𝑠22𝑘2 = 𝑥4
. (5.5)
Logo, a transformação 𝑇 é uma combinação linear das transformações 𝑅 e 𝑆
se o sistema linear (5.5) possui solução não nula.
Portanto, verificamos que se uma transformação é combinação linear de ou-
tras duas transformações, é suficiente verificarmos se o sistema linear, em função de tais
transformações, possui solução não nula.
Este procedimento pode ser generalizado para verificarmos se uma transfor-
mação é combinação linear de outras 𝑛 transformações, onde 𝑛 ∈ N. Analogamente, é
suficiente verificarmos se o sistema linear correspondente, em função destas transforma-
ções, possui solução não nula.
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Com o desenvolvimento algébrico que realizamos acima para as duas compara-
ções, utilizadas nas próximas seções desse capítulo, conseguimos descrever as comparações
por meio de sistemas lineares.
Assim, as comparações consistem em construirmos os respectivos sistemas li-
neares, solucioná-los, quando possível e, por fim, analisarmos as soluções destes sistemas,
isto é, fazemos a releitura desta solução, se existir, no contexto das comparações.
5.2 Comparações em Δ ou Subgrupos Fuchsianos Isomorfos em Δ
Nesta seção, investigamos se existe correspondência entre as regiões funda-
mentais que uniformizarão as dadas curvas hiperelípticas em Δ, estabelecidas por meio
do algoritmo para a determinação dos geradores do subgrupo fuchsiano, rever a página
103, provenientes de duas curvas hiperelípticas, ambas com gênero 𝑔.
Utilizamos a conjugação e a combinação linear exibidas na seção anterior para
verificarmos a existência ou não de alguma correspondência entre as regiões fundamentais.
Desta forma, as comparações consistem em verificarmos: 1) se os subgrupos fuchsianos são
isomorfos por conjugação e 2) se os geradores do subgrupo fuchsiano podem ser escritos
como combinações lineares dos geradores de outro subgrupo fuchsiano, isto é, os subgrupos
fuchsianos são isomorfos por combinação linear.
Os subgrupos fuchsianos são construídos por meio do algoritmo em Δ, rever o
Capítulo 4 na página 103.
Dadas curvas hiperelípticas de mesmo gênero 𝑔, as comparações são divididas
em dois tipos: 1) as curvas hiperelípticas tem mesmo grau; 2) as curvas hiperelípticas tem
graus diferentes.
No primeiro caso, para curvas hiperelípticas com mesmo grau, realizamos com-
parações entre os subgrupos fuchsianos associados às curvas hiperelípticas 𝑦2 = 𝑧5 + 1,
𝑦2 = 𝑧5 − 1 e 𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1, cujas raízes estão na fronteira de Δ.
Além disso, estruturamos a realização de comparações da seguinte forma: i)
entre as curvas 𝑦2 = 𝑧5 + 1 e 𝑦2 = 𝑧5 − 1; ii) entre as curvas 𝑦2 = 𝑧5 + 1 e 𝑦2 =
𝑧5+ 𝑧4+ 𝑧3+ 𝑧2+ 𝑧+1; e iii) entre as curvas 𝑦2 = 𝑧5− 1 e 𝑦2 = 𝑧5+ 𝑧4+ 𝑧3+ 𝑧2+ 𝑧+1.
Para as curvas hiperelípticas 𝑦2 = 𝑧5 + 1 e 𝑦2 = 𝑧5 − 1, os polígonos formados
pelas raízes são regulares e, assim, temos a liberdade de escolher quaisquer dos lados do
polígono para fixar e, consequentemente, estabelecermos o subgrupo fuchsiano associado.
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Ressaltamos que neste caso os polígonos formados pelas duas curvas citadas di-
ferem apenas por uma rotação ou reflexão. Consequentemente, espera-se que os subgrupos
fuchsianos correspondentes sejam isomorfos.
Contudo, para a curva 𝑦2 = 𝑧5+ 𝑧4+ 𝑧3+ 𝑧2+ 𝑧+1, o polígono formado pelas
raízes não é regular e, desta maneira, não é qualquer lado do polígono que podemos fixar
para obter um subgrupo fuchsiano associado, isto é, uma região fundamental regular.
No segundo caso, para curvas hiperelípticas com graus diferentes, comparamos
os subgrupos fuchsianos associados às curvas hiperelípticas de grau 6 e 5, mais especifica-
mente, às curvas hiperelípticas 𝑦2 = 𝑧6+1, 𝑦2 = 𝑧6−1, 𝑦2 = 𝑧6+ 𝑧5+ 𝑧4+ 𝑧3+ 𝑧2+ 𝑧+1,
𝑦2 = 𝑧5 + 1, 𝑦2 = 𝑧5 − 1 e 𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1, cujas raízes estão na fronteira
de Δ.
Neste caso, as comparações são estruturadas da seguinte forma: i) entre as
curvas 𝑦2 = 𝑧6+1 e 𝑦2 = 𝑧5+1; ii) entre as curvas 𝑦2 = 𝑧6−1 e 𝑦2 = 𝑧5+𝑧4+𝑧3+𝑧2+𝑧+1;
e iii) entre as curvas 𝑦2 = 𝑧6 + 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 e 𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1.
Ao final desta seção, a partir das comparações, estabelecemos uma conjectura
em relação aos subgrupos fuchsianos, segundo a qual a existência de subgrupos fuchsianos
isomorfos por conjugação está vinculada ao fato dos polígonos, cujos vértices são as raízes
das curvas hiperelípticas associadas aos subgrupos, serem regulares.
5.2.1 Comparações com Diferentes Curvas Hiperelípticas de Mesmo Grau
Nesta subseção, dado o gênero 𝑔 = 2, apresentamos as comparações entre os
subgrupos fuchsianos associados a diferentes curvas hiperelípticas de mesmo grau, mais
especificamente, de grau 5.
Dada a curva hiperelíptica 𝑦2 = 𝑧5+1, temos que suas raízes estão na fronteira
de Δ, rever o Exemplo 4.1.2 na página 99. A Figura 45 apresenta o polígono formado em
Δ, onde as raízes da curva hiperelíptica são os vértices do polígono.
Por meio do algoritmo para a determinação dos geradores do subgrupo fuch-
siano em Δ, rever a Seção 4.2 do Capítulo 4 na página 103, obtemos que os geradores do
subgrupo fuchsiano 𝐻𝑆11 , quando fixamos 𝑆1, são as transformações hiperbólicas
𝑆1𝑆2 =
(2.30901015066 + 1.801715105925𝑖)𝑧 + (2.6180369985 + 0.8506551039𝑖)
(2.6180369985− 0.8506551039𝑖)𝑧 + (2.30901015066− 1.801715105925𝑖) ,
𝑆1𝑆3 =
(4.42704901734 + 1.113524794875𝑖)𝑧 + (2.6180369985 + 3.6034163481𝑖)
(2.6180369985− 3.6034163481𝑖)𝑧 + (4.42704901734− 1.113524794875𝑖) ,
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𝑒1
𝑒2
𝑒3
𝑒4
𝑒5
𝑆1
𝑚1
𝑆4
𝑚4
𝑆2
𝑆3
𝑆5
𝑚2
𝑚3
𝑚5
Figura 45 – Polígono formado pelas raízes de 𝑧5 + 1 = 0 em Δ
𝑆1𝑆4 =
(−4.427053694775 + 1.113517863𝑖)𝑧 − 4.454071452𝑖
4.454071452𝑖𝑧 + (−4.427053694775− 1.113517863𝑖)
e
𝑆1𝑆5 =
(2.3090128665− 1.8017089476𝑖)𝑧 + (−1.6180298715 + 2.227035726𝑖)
(−1.6180298715− 2.227035726𝑖)𝑧 + (2.3090128665 + 1.8017089476𝑖) .
Pelo fato do polígono ser regular, as demais transformações, isto é, 𝑆2 ou 𝑆3
ou 𝑆4 ou 𝑆5, podem ser fixadas. Desse modo, obtemos os outros possíveis subgrupos
fuchsianos associado à curva, quais sejam, 𝐻𝑆21 , 𝐻𝑆31 , 𝐻𝑆41 e 𝐻𝑆51 , respectivamente.
Recordamos que trabalhamos com a curva hiperelíptica 𝑦2 = 𝑧5−1 no Exemplo
4.3.2, rever a Seção 4.3 na página 109. Além disso, as suas raízes estão na fronteira de
Δ. O polígono formado, cujas raízes da curva hiperelíptica são os vértices do polígono, é
regular, rever a Figura 26 na página 109.
E, assim, os geradores do subgrupo fuchsiano 𝐻𝑇12 , quando fixamos a transfor-
mação 𝑇1, são as transformações hiperbólicas
𝑇1𝑇2 =
(2.3090128665 + 1.8017089476𝑖)𝑧 + (1.6180298715 + 2.227035726𝑖)
(1.6180298715− 2.227035726𝑖)𝑧 + (2.3090128665− 1.8017089476𝑖) ,
𝑇1𝑇3 =
(−4.427053694775− 1.113517863𝑖)𝑧 − 4.454071452𝑖
4.454071452𝑖𝑧 + (−4.427053694775 + 1.113517863𝑖) ,
𝑇1𝑇4 =
(4.42704901734− 1.113524794875𝑖)𝑧 + (−2.6180369985 + 3.6034163481𝑖)
(−2.6180369985− 3.6034163481𝑖)𝑧 + (4.42704901734 + 1.113524794875𝑖)
e
𝑇1𝑇5 =
(2.30901015066− 1.801715105925𝑖)𝑧 + (−2.6180369985 + 0.8506551039𝑖)
(−2.6180369985− 0.8506551039𝑖)𝑧 + (2.30901015066 + 1.801715105925𝑖) .
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Como o polígono é regular, as demais transformações, 𝑇2 ou 𝑇3 ou 𝑇4 ou 𝑇5,
podem ser fixadas e, então, obtemos os outros possíveis subgrupos fuchsianos associado à
curva, isto é, 𝐻𝑇22 , 𝐻𝑇32 , 𝐻𝑇42 e 𝐻𝑇52 , respectivamente.
Diante dessa exposição, sintetizamos na Tabela 1 todos os dados que utilizamos
na próxima comparação, isto é, no Exemplo 5.2.1.
Tabela 1 – Dados do Exemplo 5.2.1
Curva Hiperelíptica Polígono Subgrupos Fuchsianos
𝑦2 = 𝑧5 + 1 regular 𝐻𝑆11 , 𝐻
𝑆2
1 , 𝐻
𝑆3
1 , 𝐻
𝑆4
1 , 𝐻
𝑆5
1
𝑦2 = 𝑧5 − 1 regular 𝐻𝑇12 , 𝐻𝑇22 , 𝐻𝑇32 , 𝐻𝑇42 , 𝐻𝑇52
No próximo exemplo, exibimos as comparações entre os subgrupos fuchsianos
associados às curvas hiperelípticas 𝑦2 = 𝑧5 + 1 e 𝑦2 = 𝑧5 − 1. Em especial, utilizamos os
subgrupos 𝐻𝑆11 e 𝐻𝑇12 .
Exemplo 5.2.1. Dada a curva hiperelíptica 𝑦2 = 𝑧5 + 1, temos que os geradores do sub-
grupo fuchsiano 𝐻𝑆11 , ao fixarmos a transformação 𝑆1, são as transformações hiperbólicas
𝑆1𝑆2, 𝑆1𝑆3, 𝑆1𝑆4 e 𝑆1𝑆5 e, ao considerarmos a curva hiperelíptica 𝑦2 = 𝑧5 − 1, temos
que os geradores do subgrupo fuchsiano 𝐻𝑇12 , quando fixamos a transformação 𝑇1, são as
transformações hiperbólicas 𝑇1𝑇2, 𝑇1𝑇3, 𝑇1𝑇4 e 𝑇1𝑇5.
E então verificamos se tais subgrupos fuchsianos são isomorfos por conjuga-
ção, a saber, 𝐻𝑆11 ≡ 𝐻𝑇12 se 𝑆1𝑆𝑖 é conjugado a 𝑇1𝑇𝑘 se, e somente se, ∃𝑇 tal que
𝑆1𝑆𝑖 = 𝑇 (𝑇1𝑇𝑘)𝑇−1, onde 𝑖, 𝑘 = 2, . . . , 5. Para tanto, utilizamos o sistema (5.3) para
esta comparação, rever a Seção 5.1 deste capítulo na página 138.
Observamos que apresentamos, sem nenhum prejuízo, apenas os resultados,
sem a explicitação do desenvolvimento passo a passo, bem como a não exibição do sistema
linear decorrente.
Ao procedermos as comparações, obtemos que o gerador 𝑆1𝑆2, em 𝐻𝑆11 , é con-
jugado ao gerador 𝑇1𝑇5, em 𝐻𝑇12 . Além disso, obtemos que, 𝑆1𝑆3 ≡ 𝑇1𝑇4, 𝑆1𝑆4 ≡ 𝑇1𝑇3 e
𝑆1𝑆5 ≡ 𝑇1𝑇2, pois em todos esses casos os respectivos sistemas lineares obtidos a partir
do sistema (5.3), possuem solução não nula.
Então, temos que os subgrupos fuchsianos 𝐻𝑆11 e 𝐻𝑇12 são isomorfos por con-
jugação.
Pelo fato do polígono ser regular, existem outros subgrupos fuchsianos associ-
ados à curva hiperelíptica, isto é, se por exemplo ao considerarmos a curva hiperelíptica
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𝑦2 = 𝑧5 − 1, fixarmos a transformação 𝑇2, obtemos que o subgrupo fuchsiano associado à
curva hiperelíptica é 𝐻𝑇22 = ⟨𝑇2𝑇1, 𝑇2𝑇3, 𝑇2𝑇4, 𝑇2𝑇5⟩.
De modo semelhante, ao fixarmos a transformação 𝑇3, 𝑇4 e 𝑇5 os subgru-
pos fuchsianos são, respectivamente, 𝐻𝑇32 = ⟨𝑇3𝑇1, 𝑇3𝑇2, 𝑇3𝑇4, 𝑇3𝑇5⟩, 𝐻𝑇42 = ⟨𝑇4𝑇1, 𝑇4𝑇2,
𝑇4𝑇3, 𝑇4𝑇5⟩ e 𝐻𝑇52 = ⟨𝑇5𝑇1, 𝑇5𝑇2, 𝑇5𝑇3, 𝑇5𝑇4⟩.
Repetimos as comparações com os geradores destes subgrupos fuchsianos, a fim
de respondermos à questão: "É a transformação 𝑆1𝑆2 conjugada a alguma transformação
dos outros subgrupos?"ou "O subgrupo 𝐻𝑆11 é isomorfo por conjugação a algum dos possí-
veis subgrupos fuchsianos associados à curva hiperelíptica 𝑦2 = 𝑧5 − 1?".
Iniciamos verificando se 𝐻𝑆11 e 𝐻𝑇22 são isomorfos por conjugação. Entretanto,
ao resolvermos os respectivos sistemas lineares, estabelecidos pelo sistema (5.3), para ve-
rificarmos se 𝑆1𝑆2 é conjugada a 𝑇2𝑇1 e/ou 𝑇2𝑇3 e/ou 𝑇2𝑇4 e/ou 𝑇2𝑇5 obtemos apenas a
solução nula para todos os casos, isto é, 𝐻𝑆11 não é isomorfo por conjugação a 𝐻𝑇22 .
Por outro lado, de forma análoga, verificamos que 𝐻𝑆11 é isomorfo por conjuga-
ção a 𝐻𝑇32 , pois ao resolvermos os respectivos sistemas lineares, estabelecidos pelo sistema
(5.3), verificamos que 𝑆1𝑆2 é conjugada a 𝑇3𝑇4. Além disso, obtemos que 𝑆1𝑆3 ≡ 𝑇3𝑇5,
𝑆1𝑆4 ≡ 𝑇3𝑇1 e 𝑆1𝑆5 ≡ 𝑇3𝑇2. Portanto, 𝐻𝑆11 é isomorfo por conjugação a 𝐻𝑇32 .
Contudo, obtemos que 𝐻𝑆11 não é isomorfo por conjugação a 𝐻𝑇42 , pois ao
resolvermos os respectivos sistemas lineares, estabelecidos pelo sistema (5.3), verificamos
que 𝑆1𝑆4 não é conjugado a nenhum dos geradores 𝑇4𝑇1, 𝑇4𝑇2, 𝑇4𝑇3 e 𝑇4𝑇5.
Da mesma forma, verificamos que 𝐻𝑆11 não é isomorfo por conjugação a 𝐻𝑇52 ,
pois ao resolvermos os respectivos sistemas lineares, estabelecidos pelo sistema (5.3), ve-
rificamos apenas a solução nula para todos os casos.
Portanto, concluimos que o subgrupo fuchsiano 𝐻𝑆11 é isomorfo por conjugação
aos subgrupos 𝐻𝑇12 e 𝐻𝑇32 associados à curva hiperelíptica 𝑦2 = 𝑧5 − 1.
Destacamos a existência de outros subgrupos fuchsianos associados à curva
hiperelíptica 𝑦2 = 𝑧5 + 1, quais sejam, 𝐻𝑆𝑘1 onde 𝑘 = 1, . . . , 5. A análise que realizamos
acima é desenvolvida de forma análoga.
Em especial, apresentamos os resultados diretamente para o caso em que fi-
xamos a transformação 𝑆2, isto é, exibimos para todos os geradores do subgrupo 𝐻𝑆21 os
geradores conjugados pertencentes aos subgrupos 𝐻𝑇𝑗2 , 𝑗 = 1, . . . , 5. Segue que:
𝑆2𝑆1 é conjugado aos geradores 𝑇1𝑇5, 𝑇3𝑇4, 𝑇4𝑇3, 𝑇5𝑇1;
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𝑆2𝑆3 é conjugado aos geradores 𝑇4𝑇5, 𝑇5𝑇4;
𝑆2𝑆4 é conjugado aos geradores 𝑇1𝑇4, 𝑇3𝑇5, 𝑇4𝑇1, 𝑇5𝑇3;
𝑆2𝑆5 é conjugado aos geradores 𝑇4𝑇2, 𝑇5𝑇2.
Consequentemente, obtemos que o subgrupo fuchsiano 𝐻𝑆21 é isomorfo por con-
jugação aos subgrupos 𝐻𝑇42 e 𝐻𝑇52 associados à curva hiperelíptica 𝑦2 = 𝑧5 − 1. Notamos
que o subgrupo 𝐻𝑆21 não é isomorfo por conjugação aos subgrupos 𝐻𝑇12 , 𝐻𝑇22 e 𝐻𝑇32 , pois por
exemplo, a transformação 𝑆2𝑆3 não é conjugada a nenhuma transfomação dos subgrupos
citados respectivamente.
Ao procedermos da mesma forma, alcançamos que o subgrupo fuchsiano 𝐻𝑆31 é
isomorfo por conjugação aos subgrupos 𝐻𝑇42 e 𝐻𝑇52 , o subgrupo fuchsiano 𝐻𝑆41 é isomorfo
por conjugação aos subgrupos 𝐻𝑇12 e 𝐻𝑇32 e o subgrupo fuchsiano 𝐻𝑆51 é isomorfo por
conjugação ao subgrupo 𝐻𝑇22 .
Assim, na Tabela 2 exibimos os subgrupos fuchsianos isomorfos por conjugação
associados às curvas hiperelípticas 𝑦2 = 𝑧5 + 1 e 𝑦2 = 𝑧5 − 1.
Tabela 2 – Subgrupos fuchsianos isomorfos por conjugação associados às curvas hipere-
lípticas 𝑦2 = 𝑧5 + 1 e 𝑦2 = 𝑧5 − 1 em Δ
Subgrupos fuchsianos 𝑦2 = 𝑧5 + 1
isomorfos por conjugação 𝐻𝑆11 𝐻
𝑆2
1 𝐻
𝑆3
1 𝐻
𝑆4
1 𝐻
𝑆5
1
𝑦2 = 𝑧5 − 1
𝐻𝑇12 X X
𝐻𝑇22 X
𝐻𝑇32 X X
𝐻𝑇42 X X
𝐻𝑇52 X X
O segundo método de comparação dos subgrupos fuchsianos é em relação à
combinação linear, isto é, verificamos se os geradores do subgrupo fuchsiano 𝐻𝑆11 podem
ser escritos como combinação linear dos geradores do subgrupo fuchsiano 𝐻𝑇12 .
Ressaltamos que apenas expomos os resultados com omissão dos cálculos, e
frisamos que no desenvolvimento fazemos uso do sistema linear (5.5), rever a página 141.
Por meio do sistema (5.5), obtemos, com as devidas substituições, que a trans-
formação 𝑆1𝑆2 não é uma combinação linear de 𝐻𝑇12 . E, dessa forma, não é necessário
verificarmos se as demais transformações de 𝐻𝑆11 são combinação linear dos geradores
de 𝐻𝑇12 . Contudo, verificamos que 𝑆1𝑆3, 𝑆1𝑆4, e 𝑆1𝑆5 não são combinações lineares dos
geradores do subgrupo 𝐻𝑇12 . Assim, os subgrupos fuchsianos 𝐻𝑆11 e 𝐻𝑇12 não são isomorfos
por combinação linear.
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De forma análoga, ao verificarmos se os geradores do subgrupo fuchsiano 𝐻𝑆11
são escritos como combinação linear dos geradores do subgrupo fuchsiano 𝐻𝑇22 , 𝐻𝑇32 , 𝐻𝑇42
e 𝐻𝑇52 , respectivamente, obtivemos a não existência de escalares para satisfazer as res-
pectivas combinações lineares, ou seja, os subgrupos fuchsianos não são isomorfos por
combinação linear.
Portanto, os geradores do subgrupo fuchsiano 𝐻𝑆11 não são combinações li-
neares dos geradores dos subgrupos fuchsianos 𝐻𝑇12 , 𝐻𝑇22 , 𝐻𝑇32 , 𝐻𝑇42 e 𝐻𝑇52 . Em outras
palavras, os subgrupos fuchsianos não são isomorfos por combinação linear.
Ressaltamos a existência dos outros subgrupos fuchsianos associados à curva
hiperelíptica 𝑦2 = 𝑧5 + 1, quais sejam, 𝐻𝑆𝑘1 onde 𝑘 = 2, . . . , 5. Assim, a análise que reali-
zamos acima é desenvolvida de forma análoga para esses outros subgrupos em relação aos
subgrupos fuchsianos associados à curva hiperelíptica 𝑦2 = 𝑧5 − 1. Contudo, obtemos que
em todos os casos analisados os subgrupos fuchsianos não são isomorfos por combinação
linear.
Diante do exposto acima, obtemos que alguns subgrupos fuchsianos associados
às curvas hiperelípticas dadas são isomorfos por conjugação, rever a Tabela 2, entretanto
nenhum dos subgrupos são isomorfos por combinação linear.
A análise desenvolvida acima também foi realizada para as curvas hiperelípti-
cas 𝑦2 = 𝑧5 + 1 e 𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1, contudo obtivemos que os respectivos
subgrupos associados a estas curvas não são isomorfos por conjugação. Analogamente, os
subgrupos fuchsianos também não são isomorfos por combinação linear.
Além disso, para as curvas 𝑦2 = 𝑧5 − 1 e 𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1, com
o mesmo procedimento, verificamos que todos os possíveis subgrupos associados a essas
curvas hiperelípticas não são isomorfos por conjugação e também não são isomorfos por
combinação linear.
5.2.2 Comparações com Diferentes Curvas Hiperelípticas de Diferentes Graus
e Mesmo Gênero
Nesta subseção, realizamos comparações análogas à exposta na Subseção 5.2.1.
Contudo, consideramos os casos em que as curvas hiperelípticas possuem graus diferentes,
mas têm o mesmo gênero. Em especial, trabalhamos com as curvas hiperelípticas com
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gênero 𝑔 = 2. Mais especificamente, comparamos as curvas hiperelípticas de grau 5 com
as curvas hiperelípticas de grau 6.
Como o desenvolvimento é análogo ao realizado no Exemplo 5.2.1, sem nenhum
prejuízo, não apresentamos os detalhes para as próximas comparações, mas apenas os
resultados obtidos.
Assim, ao realizarmos as comparações entre os possíveis subgrupos fuchsianos
associados às curvas hiperelípticas 𝑦2 = 𝑧6 + 1 e 𝑦2 = 𝑧5 + 1 obtivemos que nenhum
dos subgrupos associados à primeira curva é isomorfo por conjugação, ou por combinação
linear, a algum dos possíveis subgrupos fuchsianos associados à segunda curva, isto é,
𝑦2 = 𝑧5 + 1.
De forma análoga, ao considerarmos as curvas hiperelípticas 𝑦2 = 𝑧6 − 1 e
𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 verificamos que todos os subgrupos fuchsianos não são
isomorfos por conjugação, e também não são isomorfos por combinação linear.
E, ainda, ao analisarmos os subgrupos fuchsianos associados às curvas 𝑦2 =
𝑧6 + 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 e 𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 também obtemos que todos
os possíveis subgrupos não são isomorfos por conjugação e nem por combinação linear.
5.2.3 Resultados Parciais em Δ
Apresentamos, de forma sintetizada, na Tabela 3, os dados utilizados nas com-
parações entre as regiões fundamentais que exibimos nas Subseções 5.2.1 e 5.2.2.
Tabela 3 – As curvas hiperelípticas e os respectivos subgrupos fuchsianos em Δ
Curva Hiperelíptica Polígono Subgrupos Fuchsianos
𝑦2 = 𝑧5 + 1 regular 𝐻𝑆11 , 𝐻
𝑆2
1 , 𝐻
𝑆3
1 , 𝐻
𝑆4
1 , 𝐻
𝑆5
1
𝑦2 = 𝑧5 − 1 regular 𝐻𝑇12 , 𝐻𝑇22 , 𝐻𝑇32 , 𝐻𝑇42 , 𝐻𝑇52
𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 quase-regular 𝐻𝑈53
𝑦2 = 𝑧6 + 1 regular 𝐻 ′1
𝑆′1 , 𝐻 ′1
𝑆′2 , 𝐻 ′1
𝑆′3 , 𝐻 ′1
𝑆′4 , 𝐻 ′1
𝑆′5 , 𝐻 ′1
𝑆′6
𝑦2 = 𝑧6 − 1 regular 𝐻 ′2𝑇1 , 𝐻 ′2𝑇2 , 𝐻 ′2𝑇3 , 𝐻 ′2𝑇4 , 𝐻 ′2𝑇5 , 𝐻 ′2𝑇6
𝑦2 = 𝑧6 + 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 quase-regular 𝐻 ′3
𝑈6
Ao procedermos as comparações expostas acima, rever as páginas 143 e 148, ob-
temos que os subgrupos fuchsianos associados a diferentes curvas hiperelípticas de mesmo
grau podem ou não ser isomorfos por conjugação. Entretanto, nenhum dos subgrupos fuch-
sianos são conjugados por combinação linear. Contudo, ressaltamos que isso não significa
que não possa existir um mapa entre esses subgrupos.
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Além disso, obtemos que os subgrupos fuchsianos associados a diferentes curvas
hiperelípticas de mesmo gênero mas de graus diferentes não são isomorfos por conjugação
e nem por combinação linear. Novamente, ressaltamos que isso não significa que não possa
existir um mapa entre esses subgrupos.
Sintetizamos na Tabela 4 os resultados obtidos. Dentre os subgrupos fuchsi-
anos associados à curva hiperelíptica 𝑦2 = 𝑧5 + 1, encontramos os seus geradores con-
jugados contidos nos subgrupos fuchsianos associados à curva hiperelíptica 𝑦2 = 𝑧5 − 1.
Em outras palavras, existem subgupos fuchsianos associados à curva hiperelíptica 𝑦2 =
𝑧5 + 1 isomorfos por conjugação a subgrupos fuchsianos associados à curva hiperelíptica
𝑦2 = 𝑧5 − 1. E mais, nenhum dos subgrupos fuchsianos associados à curva hiperelíptica
𝑦2 = 𝑧5+ 𝑧4+ 𝑧3+ 𝑧2+ 𝑧+1 são isomorfos por conjugação com quaisquer dos subgrupos
fuchsianos associados à curva hiperelíptica 𝑦2 = 𝑧5+1 e, analogamente, associados à curva
hiperelíptica 𝑦2 = 𝑧5 − 1.
Chamamos atenção ao fato de que a transformação fixada na obtenção do
subgrupo fuchsiano desempenha um papel importante, sintetizada na seguinte observação:
Observação 5.2.1. Os subgrupos fuchsianos são isomorfos por conjugação apenas nos
casos em que as respectivas transformações fixadas também são conjugadas.
Este procedimento, aplicado às curvas 𝑦2 = 𝑧5 + 1, 𝑦2 = 𝑧5 − 1 e 𝑦2 = 𝑧5 +
𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1, pode ser estendido a todas as curvas das formas 𝑦2 = 𝑧𝑛 + 1,
𝑦2 = 𝑧𝑛 − 1 e 𝑦2 = 𝑧𝑛 + . . .+ 𝑧3 + 𝑧2 + 𝑧 + 1, respectivamente, onde 𝑛 ∈ N e 𝑛 = 2𝑔 + 1
ou 𝑛 = 2𝑔+ 2. Analogamente, o procedimento, aplicado às curvas de grau 6 e 5, também
pode ser estendido a todas as curvas hiperelípticas de grau 𝑘 + 1 e 𝑘, respectivamente,
das formas 𝑦2 = 𝑧𝑛 + 1, 𝑦2 = 𝑧𝑛 − 1 e 𝑦2 = 𝑧𝑛 + . . . + 𝑧3 + 𝑧2 + 𝑧 + 1, respectivamente,
onde 𝑘 > 0, 𝑘 ∈ N, e 𝑛 ∈ N e 𝑛 = 2𝑔 + 1 ou 𝑛 = 2𝑔 + 2.
Assim, após procedermos as comparações, exibidas na Seção 5.1 deste capítulo
na página 138, para estas curvas hiperelípticas gerais, propomos resultados gerais para
subgrupos fuchsianos em Δ.
Conjectura 5.2.1 (considerada em Δ). Dadas as curvas hiperelípticas, de mesmo grau,
da forma 𝑦2 = 𝑧𝑛 + 1, 𝑦2 = 𝑧𝑛 − 1 e 𝑦2 = 𝑧𝑛 + . . . + 𝑧3 + 𝑧2 + 𝑧 + 1, onde 𝑛 ∈ N e
𝑛 = 2𝑔 + 1 ou 𝑛 = 2𝑔 + 2, onde 𝑔 é o gênero da supefície. Então os subgrupos fuchsianos
associados às curvas hiperelípticas dadas podem ou não serem isomorfos por conjugação.
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Tabela 4 – Subgrupos fuchsianos conjugados em Δ
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1
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3
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Entretanto, não são isomorfos por combinações lineares, ou seja, os geradores de um dos
subgrupos fuchsianos não podem ser escritos como combinação linear dos geradores de um
dos outros subgrupos fuchsianos.
Esta conjectura pode ser reescrita da seguinte maneira:
Conjectura 5.2.2 (considerada em Δ). Considere as curvas hiperelípticas de gênero 𝑔 e
mesmo grau e, os respectivos subgrupos fuchsianos associados. Se os polígonos formados,
cujos vértices são as raízes de cada curva hiperelíptica, forem ambos regulares, então
existem subgrupos fuchsianos, associados a cada uma das curvas hiperelípticas, que são
isomorfos por conjugação. Por outro lado, nenhum dos possíveis subgrupos associados a
uma dada curva hiperelíptica são isomorfos por combinações lineares a qualquer um dos
outros subgrupos fuchsianos associados a uma outra curva hiperelíptica.
Diante de tal resultado, sintetizamos na Tabela 5 as condições que devemos
impor aos geradores de um subgrupo fuchsiano para que possam ter subgrupos fuchsianos
isomorfos por conjugação em Δ.
Tabela 5 – Condições para os subgrupos fuchsianos serem isomorfos por conjugação em
Δ
Modelo Hiperbólico Subgrupos Fuchsianos
Δ (1) os polígonos, cujos vértices são as raízes da curva hiperelíptica, são regulares(2) as transformações fixadas são conjugadas
Assim, finalizamos uma breve análise em Δ em relação às comparações realiza-
das para os subgrupos fuchsianos, isto é, as diferentes regiões fundamentais provenientes
de curvas hiperelípticas de mesmo gênero.
5.3 Comparações em H2 ou Subgrupos Fuchsianos Isomorfos em
H2
Nesta seção, nosso primeiro objetivo é investigar se existe alguma ligação entre
as regiões fundamentais que uniformizarão as curvas hiperelípticas dadas em H2, estabe-
lecidas por meio do algoritmo para a determinação dos geradores do subgrupo fuchsiano,
rever a página 100.
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A abordagem é análoga à desenvolvida na Seção 5.2. Para tanto, empregamos
os dois tipos de comparações exibidas na Seção 5.1, rever a página 138, isto é, verificamos
se os subgrupos fuchsianos são isomorfos por conjugação e/ou por combinação linear.
Contudo, em H2, acrescentamos a análise sobre a influência provocada pela
escolha da isometria entre os modelos da geometria hiperbólica Δ e H2.
Neste ponto, é importante frisar novamente que existem infinitas isometrias
entre os dois modelos da geometria hiperbólica, Δ e H2, (ANDERSON, 2008).
Dada uma região fundamental em Δ, cada isometria entre Δ e H2 provoca
distorções nesta região ao estabelecer a região correspondente em H2, veja os exemplos
da Subseção 5.3.1.
Desta forma, nosso segundo objetivo consiste em apresentar condições para
que estas distorções não ocorram, isto é, exibir condições para que subgrupos fuchsia-
nos isomorfos em um modelo hiperbólico também o sejam em um outro modelo. Mais
especificamente, nos modelos Δ e H2, respectivamente.
Em especial, trabalhamos com as seguintes isometrias 𝑓𝑟, 𝑟 = 1, 2, 3, entre Δ
e H2, isto é, 𝑓𝑟 : Δ→ H2, onde:
𝑓1(𝑧) =
[︁(︁√
3
2 +
1
2𝑖
)︁
+ 𝑧
]︁
𝑖(︁√
3
2 +
1
2𝑖
)︁
− 𝑧
, (5.6)
𝑓2(𝑧) =
(1 + 𝑧)𝑖
1− 𝑧 (5.7)
e
𝑓3(𝑧) =
(−1 + 𝑧)𝑖
−1− 𝑧 (5.8)
e para esta análise consideramos as curvas hiperelípticas de gênero 𝑔 = 2, de graus 5 e 6.
Mais especificamente, trabalhamos com as curvas hiperelípticas da forma 𝑦2 = 𝑧5+1, 𝑦2 =
𝑧5−1, 𝑦2 = 𝑧5+𝑧4+𝑧3+𝑧2+𝑧+1, 𝑦2 = 𝑧6+1, 𝑦2 = 𝑧6−1 e 𝑦2 = 𝑧6+𝑧5+𝑧4+𝑧3+𝑧2+𝑧+1.
Destacamos a utilização, nessa seção, das mesmas curvas hiperelípticas de grau
5 e 6 em relação às quais realizamos as comparações em Δ, rever a Seção 5.2. Isto é feito
para que seja possível a análise das diferenças e das semelhanças no comportamento
dos subgrupos fuchsianos associados às curvas hiperelípticas dadas nos dois modelos da
geometria hiperbólica, Δ e H2. Essa análise é apresentada na Seção 5.4.
Para as curvas hiperelípticas 𝑦2 = 𝑧𝑛 + 1 e 𝑦2 = 𝑧𝑛 − 1, 𝑛 ∈ N, exibimos
o Teorema 5.3.4, o qual estabelece condições para que seus subgrupos fuchsianos sejam
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isomorfos por conjugação em H2, dado que eles o são em Δ. Mais especificamente, apre-
sentamos as isometrias que precisam ser utilizadas entre os modelos hiperbólicos Δ e
H2.
Este teorema é generalizado e, assim, exibimos o Teorema 5.0.1, que estende
estes resultados para subgrupos associados a qualquer curva hiperelíptica cujas raízes
sejam todas distintas e formem um polígono regular, onde os vértices do polígono são as
raízes da curva hiperelíptica.
Estruturamos esta seção da seguinte forma: 1) consideramos uma curva hipe-
relíptica dada e diferentes isometrias entre os modelos Δ e H2 da geometria hiperbólica;
2) consideramos diferentes curvas hiperelípticas de mesmo grau e uma mesma isometria
entre os modelos Δ e H2; 3) consideramos curvas hiperelípticas de graus diferentes (com
mesmo gênero) e uma mesma isometria entre os modelos Δ e H2; e 4) apresentamos como
construir adequadamente isometrias, em casos específicos, tal que não ocorra distorção
na região fundamental em H2 provenientes de regiões fundamentais em Δ que diferem
apenas por uma rotação.
5.3.1 Comparações com uma Curva Hiperelíptica e Diferentes Isometrias
Nesta subseção, realizamos as comparações entre os subgrupos fuchsianos asso-
ciados à região de uniformização de uma dada curva hiperelíptica com diferentes isometrias
entre os modelos Δ e H2 da geometria hiperbólica.
Os subgrupos fuchsianos em H2 são estabelecidos a partir do algoritmo para a
determinação dos geradores do subgrupo fuchsiano em H2, rever o Capítulo 4 na página
103. Destacamos o uso do Passo 3’ do referido algoritmo por estarmos considerando-o em
H2.
Realizamos as comparações quanto ao isomorfismo por conjugação e por com-
binação linear, rever a Seção 5.1, entre dois subgrupos fuchsianos associados à curva
hiperelíptica 𝑦2 = 𝑧4 + 1, de gênero 1, onde estes subgrupos fuchsianos decorrem do uso
de diferentes isometrias no referido algoritmo. Esta curva foi analisada no Exemplo 4.3.4
do Capítulo 4, rever a página 117.
Analogamente, comparamos os subgrupos fuchsianos associados à curva hipe-
relíptica 𝑦2 = 𝑧5 − 1, de gênero 2, também provenientes do uso de diferentes isometrias
entre Δ e H2.
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Observamos que as duas curvas hiperelípticas consideradas, isto é, 𝑦2 = 𝑧4+1
e 𝑦2 = 𝑧5 − 1, possuem polígonos regulares cujas raízes são os vértices do polígono.
Assim, temos a liberdade de escolher quaisquer dos lados do polígono para fixar e, conse-
quentemente, estabelecermos os subgrupos fuchsianos associados, cuja região fundamental
uniformizará a curva hiperelíptica.
Por fim, a partir destas comparações estabelecemos uma conjectura em relação
aos subgrupos fuchsianos em H2 associados às curvas hiperelípticas 𝑦2 = 𝑧𝑛+1, 𝑦2 = 𝑧𝑛−1
e 𝑦2 = 𝑧𝑛 + 𝑧𝑛−1 + . . .+ 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1, onde 𝑛 ∈ N e 𝑛 = 2𝑔 + 1 ou 𝑛 = 2𝑔 + 2.
Desta forma, segue que, dada a curva hiperelíptica 𝑦2 = 𝑧4+1, temos que suas
raízes 𝑒1 = 0.7071068 + 0.7071068𝑖, 𝑒2 = −0.7071068 + 0.7071068𝑖, 𝑒3 = −0.7071068 −
0.7071068𝑖 e 𝑒4 = 0.7071068− 0.7071068𝑖 estão na fronteira de Δ.
Ao utilizarmos a isometria 𝑓1, dada pela Equação (5.6), obtemos que as raízes
em H2 são 𝑧11 = −7.5957541, 𝑧12 = −0.767327, 𝑧13 = 0.1316525 e 𝑧14 = 1.3032254. A
Figura 23, rever a página 107, e a Figura 46 apresentam os polígonos formados em Δ e
H2, respectivamente, onde as raízes da curva hiperelíptica são os vértices dos polígonos.
Destacamos que o polígono é regular em ambos casos. Entretanto, a visualização é mais
fácil em Δ.
𝑧1,1 𝑧1,2 𝑧1,3 𝑧1,4
𝑆1,1
𝑆1,2
𝑆1,3
𝑆1,4
𝑀1
𝑀2 𝑀3
𝑀4
Figura 46 – Polígono formado pelas raízes de 𝑧4 + 1 = 0 em H2 com a isometria 𝑓1
Por meio do algoritmo em H2, rever a Seção 4.2 do Capítulo 4, obtemos que os
geradores do subgrupo fuchsiano 𝐻𝑆1,11,1 , quando fixada a aresta 𝑆1,1, são as transformações
hiperbólicas
𝑆1,1𝑆1,2 =
−18.123313𝑧 − 5.2097704
2.5176214𝑧 + 0.6685435 ,
Capítulo 5. Na Busca de Isomorfismo entre Subgrupos Fuchsianos Associados às Regiões de
Uniformizações 156
𝑆1,1𝑆1,3 =
16.071077𝑧 − 12.2474
−2.4494837𝑧 + 1.9289211
e
𝑆1,1𝑆1,4 =
1.0522955𝑧 − 2.1386634
−0.0681475𝑧 + 1.088813 .
No entanto, ao considerarmos a isometria 𝑓2, dada pela Equação (5.7), e ao
revermos o Exemplo 4.3.4, na página 117, do Capítulo 4, obtemos que as raízes em H2 são
𝑧2,1 = −2.4142136, 𝑧2,2 = −0.4142136, 𝑧2,3 = 0.4142136 e 𝑧2,4 = 2.4142136 e o polígono
formado é exibido na Figura 31, rever a página 118.
Assim como exibimos no Exemplo 4.3.4, após aplicar o algoritmo em H2, rever
a Seção 4.2 do Capítulo 4, obtemos que os geradores do subgrupo fuchsiano 𝐻𝑆2,12,1 , quando
fixamos a aresta 𝑆2,1, são as transformações hiperbólicas
𝑆2,1𝑆2,2 =
−7.24263𝑧 + 0.5857856
3.4141999𝑧 − 0.414214 ,
𝑆2,1𝑆2,3 =
4.9999899𝑧 − 8.48526
−2.82842𝑧 + 4.9999899
e
𝑆2,1𝑆2,4 =
−1.242642𝑧 + 3.4141999
0.5857856𝑧 − 2.41421 .
Estes dados são sintetizados na Tabela 6.
Tabela 6 – Os subgrupos fuchsianos em H2 associados à curva 𝑦2 = 𝑧4 + 1
Curva Hiperelíptica Isometria Subgrupos Fuchsianos
𝑦2 = 𝑧4 + 1 𝑓1 𝐻
𝑆1,1
1,1 , 𝐻
𝑆1,2
1,1 , 𝐻
𝑆1,3
1,1 , 𝐻
𝑆1,4
1,1
𝑓2 𝐻
𝑆2,1
2,1 , 𝐻
𝑆2,2
2,1 , 𝐻
𝑆2,3
2,1 , 𝐻
𝑆2,4
2,1
A seguir, realizamos a comparação entre os subgrupos fuchsianos associados à
curva hiperelíptica 𝑦2 = 𝑧4 + 1 em H2. Em especial, detalhamos a comparação entre os
subgrupos 𝐻𝑆1,11,1 e 𝐻
𝑆2,1
2,1 .
Exemplo 5.3.1. Dada a curva hiperelíptica 𝑦2 = 𝑧4+1 com o subgrupo fuchsiano 𝐻𝑆1,11,1 =
⟨𝑆1,1𝑆1,2, 𝑆1,1𝑆1,3, 𝑆1,1𝑆1,4⟩ por meio da isometria 𝑓1(𝑧), e o subgrupo fuchsiano associado
𝐻
𝑆2,1
2,1 = ⟨𝑆2,1𝑆2,2, 𝑆2,1𝑆2,3, 𝑆2,1𝑆2,4⟩ por meio da isometria 𝑓2(𝑧).
Iniciamos a comparação em relação ao isomorfismo por conjugação dos sub-
grupos fuchsianos. Para verificarmos se 𝐻𝑆1,11,1 ≡ 𝐻𝑆2,12,1 temos que estudar se cada um dos
geradores de 𝐻𝑆1,11,1 possui um gerador conjugado em 𝐻
𝑆2,1
2,1 , isto é,
𝑆1,1𝑆1,𝑖 é conjugada a 𝑆2,1𝑆2,𝑘 se, e somente se, ∃𝑇 tal que 𝑆1,1𝑆1,𝑖 = 𝑇 (𝑆2,1𝑆2,𝑘)𝑇−1,
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onde 𝑖, 𝑘 = 2, 3, 4.
Primeiro, fixamos o gerador 𝑆1,1𝑆1,2 em 𝐻𝑆1,11,1 e, para encontrarmos o seu
conjugado dentre os geradores do subgrupo 𝐻𝑆2,12,1 , utilizamos o sistema (5.3), rever a página
140.
Substituindo 𝑆1,1𝑆1,2 e 𝑆2,1𝑆2,2 no sistema linear (5.3), obtemos apenas a so-
lução nula, o que significa que 𝑆1,1𝑆1,2 não é conjugado a 𝑆2,1𝑆2,2.
De forma análoga, verificamos que 𝑆1,1𝑆1,2 não é conjugado a 𝑆2,1𝑆2,3, e que
𝑆1,1𝑆1,2 não é conjugado a 𝑆2,1𝑆2,4.
Desta forma, a transformação 𝑆1,1𝑆1,2 não é conjugada a nenhuma das trans-
formações de 𝐻𝑆2,12,1 . Assim, os subgrupos fuchsianos 𝐻
𝑆1,1
1,1 e 𝐻
𝑆2,1
2,1 não são isomorfos por
conjugação.
Chamamos a atenção ao fato do polígono ser regular e, consequentemente, a
existência de outros subgrupos fuchsianos associados decorrentes da alteração da aresta
fixada. Por exemplo, se no lugar de fixarmos a aresta 𝑆2,1 for fixada a aresta 𝑆2,2, obtemos
que o subgrupo fuchsiano associado à curva hiperelíptica dada com a isometria 𝑓2 é 𝐻𝑆2,22,1 =
⟨𝑆2,2𝑆2,1, 𝑆2,2𝑆2,3, 𝑆2,2𝑆2,4⟩. Por outro lado, se fixarmos 𝑆2,3 o subgrupo fuchsiano é 𝐻𝑆2,32,1 =
⟨𝑆2,3𝑆2,1, 𝑆2,3𝑆2,2, 𝑆2,3𝑆2,4⟩. Analogamente, se fixarmos a aresta 𝑆2,4, o subgrupo fuchsiano
é dado por 𝐻𝑆2,42,1 = ⟨𝑆2,4𝑆2,1, 𝑆2,4𝑆2,2, 𝑆2,4𝑆2,3⟩.
Assim, surge naturalmente a questão: "Será a transformação 𝑆1,1𝑆1,2 conjugada
a alguma transformação dos outros subgrupos?"ou analogamente, "O subgrupo 𝐻𝑆1,11,1 é
isomorfo por conjugação a algum dos possíveis subgrupos fuchsianos associados à curva
hiperelíptica dada?"
Para respondermos estas indagações, realizamos a comparação do subgrupo fu-
chsiano 𝐻𝑆1,11,1 com todos os possíveis subgrupos fuchsianos associados, isto é, 𝐻
𝑆2,2
2,1 , 𝐻
𝑆2,3
2,1
e 𝐻𝑆2,42,1 .
Ao aplicarmos desenvolvimento análogo ao que realizamos na comparação dos
subgrupos 𝐻𝑆1,11,1 e 𝐻
𝑆2,1
2,1 , obtemos que 𝐻
𝑆1,1
1,1 e 𝐻
𝑆2,2
2,1 não são isomorfos por conjugação,
bem como os outros dois casos, a saber, 𝐻𝑆1,11,1 e 𝐻
𝑆2,3
2,1 , e 𝐻
𝑆1,1
1,1 e 𝐻
𝑆2,4
2,1 .
Portanto, o subgrupo fuchsiano 𝐻𝑆1,11,1 não é isomorfo por conjugação a 𝐻
𝑆2,1
2,1 ,
𝐻
𝑆2,2
2,1 , 𝐻
𝑆2,3
2,1 e 𝐻
𝑆2,4
2,1 , ou seja, a nenhum dos possíveis subgrupos fuchsianos associados à
curva hiperelíptica 𝑦2 = 𝑧4 + 1 com a isometria 𝑓2.
A curva hiperelíptica 𝑦2 = 𝑧4 + 1 com a isometria 𝑓1 também possui outros
possíveis subgrupos fuchsianos associados, rever a Tabela 6. Contudo, ao realizarmos as
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análises analogamente ao que fizemos acima, obtemos que todos os subgrupos fuchsianos,
associados à curva hiperelíptica 𝑦2 = 𝑧4 + 1 com a isometria 𝑓1, não são isomorfos por
conjugação a nenhum dos subgrupos fuchsianos associados com a mesma curva porém com
a isometria 𝑓2.
Na segunda comparação analisamos se os subgrupos fuchsianos são isomorfos
por combinação linear, isto é, se os geradores de um subgrupo fuchsiano podem ser escritos
como combinação linear de um outro subgrupo fuchsiano. Em especial, verificamos se os
geradores do subgrupo fuchsiano 𝐻𝑆1,11,1 podem ser escritos como combinação linear dos
geradores do subgrupo fuchsiano 𝐻𝑆2,12,1 . Para tanto, estudamos uma-a-uma a combinação
linear dos geradores de 𝐻𝑆1,11,1 em relação aos geradores de 𝐻
𝑆2,1
2,1 , fazendo uso do sistema
linear correspondente ao sistema (5.5), rever a página 141.
Ao substituirmos 𝑆1,1𝑆1,2, 𝑆2,1𝑆2,2, 𝑆2,1𝑆2,3 e 𝑆2,1𝑆2,4 no sistema linear corres-
pondente ao sistema (5.5), obtemos que o sistema não possui solução, o que significa que
a transformação 𝑆1,1𝑆1,2 não é uma combinação linear dos geradores do subgrupo 𝐻𝑆2,12,1 .
Assim, não é necessário verificar se as demais transformações de 𝐻𝑆1,11,1 são
combinação linear dos geradores de 𝐻𝑆2,12,1 , pois o fato de uma transformação do subgrupo
não satisfazer a combinação linear acarreta que o subgrupo, como um todo, também não
pode ser escrito como uma combinação linear de 𝐻𝑆2,12,1 .
Entretanto, ao procedermos de forma análoga ao desenvolvido para 𝑆1,1𝑆1,2,
obtemos que 𝑆1,1𝑆1,3 e 𝑆1,1𝑆1,4 também não são combinação linear de 𝐻𝑆2,12,1 .
Portanto, os subgrupos fuchsianos 𝐻𝑆1,11,1 e 𝐻
𝑆2,1
2,1 não são isomorfos por combi-
nação linear.
Como já mencionado, diante da existência de outros subgrupos fuchsianos as-
sociados, temos que realizar as comparações para tais subgrupos de forma análoga à de-
senvolvida acima.
Logo, verificamos que os geradores do subgrupo fuchsiano 𝐻𝑆1,11,1 não podem
ser escritos como combinação linear dos geradores do subgrupo fuchsiano 𝐻𝑆2,22,1 , 𝐻
𝑆2,3
2,1 e
𝐻
𝑆2,4
2,1 , respectivamente, pois em todos os casos os respectivos sistemas lineares não possuem
solução.
Então, o subgrupo fuchsiano 𝐻𝑆1,11,1 não é isomorfo por combinação linear a
nenhum dos possíveis subgrupos fuchsianos associados, 𝐻𝑆2,22,1 , 𝐻
𝑆2,3
2,1 e 𝐻
𝑆2,4
2,1 .
De forma análoga, verificamos que os subgrupos fuchsianos 𝐻𝑆1,21,1 , 𝐻
𝑆1,3
1,1 e 𝐻
𝑆1,4
1,1
não são isomorfos por combinação linear a nenhum dos subgrupos fuchsianos associados
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à curva hiperelíptica 𝑦2 = 𝑧4 + 1 com a isometria 𝑓2.
Portanto, os subgrupos fuchsianos associados à curva hiperelíptica 𝑦2 = 𝑧4+1
com a isometria 𝑓1 não são isomorfos por conjugação, e nem por combinação linear, aos
subgrupos associados à mesma curva hiperelíptica porém com a isometria 𝑓2.
Ao considerarmos a curva hiperelíptica 𝑦2 = 𝑧5 − 1 com as isometrias 𝑓1 e
𝑓3, dadas pelas Equações (5.6) e (5.8), respectivamente, e procedermos de forma análoga
ao que apresentamos no Exemplo 5.3.1, obtemos que os respectivos subgrupos fuchsianos
não são isomorfos por conjugação e nem por combinação linear.
5.3.1.1 Resultados Parciais 1 em H2
Com as comparações realizadas até aqui, resultou no fato de que os subgrupos
fuchsianos associados à mesma curva hiperelíptica por meio de diferentes isometrias não
são isomorfos por conjugação e nem por combinação linear.
Contudo, ressaltamos que isso não significa que não possa existir um mapa
entre tais subgrupos fuchsianos.
Estendemos o procedimento aplicado às curvas 𝑦2 = 𝑧4 + 1 e 𝑦2 = 𝑧5 − 1 para
todas as curvas hiperelípticas das formas 𝑦2 = 𝑧𝑛 + 1, 𝑦2 = 𝑧𝑛 − 1 e 𝑦2 = 𝑧𝑛 + . . .+ 𝑧3 +
𝑧2 + 𝑧 + 1, onde 𝑛 ∈ N e 𝑛 = 2𝑔 + 1 ou 𝑛 = 2𝑔 + 2.
Ao procedermos as comparações, como exibimos na Seção 5.1, rever a página
138, e ao aplicarmos procedimento análogo ao que desenvolvemos na Subseção 5.3.1, rever
a página 154 deste capítulo, para estas curvas hiperelípticas gerais, propomos a seguinte
conjectura para os subgrupos fuchsianos.
Conjectura 5.3.1 (considerada em H2). Dadas as curvas hiperelípticas da forma 𝑦2 =
𝑧𝑛+1, 𝑦2 = 𝑧𝑛−1 e 𝑦2 = 𝑧𝑛+ . . .+𝑧3+𝑧2+𝑧+1, onde 𝑛 ∈ N e 𝑛 = 2𝑔+1 ou 𝑛 = 2𝑔+2.
Então os subgrupos fuchsianos associados a uma dada curva hiperelíptica provenientes de
isometrias diferentes não são isomorfas por conjugação e nem por combinação linear.
E mais uma vez, de forma geral, ressaltamos que isso não significa que não
possa existir um mapa entre tais subgrupos fuchsianos.
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5.3.2 Comparações com Diferentes Curvas Hiperelípticas de Mesmo Grau e
a Isometria 𝑓1
Nessa subseção, nosso objetivo é verificar se os subgrupos fuchsianos associados
a diferentes curvas hiperelípticas de gênero 𝑔, ambas de mesmo grau, com o uso da mesma
isometria entre os modelos Δ e H2, são isomorfos por conjugação e/ou por combinação
linear.
Destacamos que na subseção anterior fixamos uma curva e analisamos os dife-
rentes subgrupos fuchsianos provenientes de diferentes isometrias.
Por outro lado, nesta subseção, realizamos comparações entre os subgrupos
fuchsianos associados às curvas hiperelípticas 𝑦2 = 𝑧5 + 1, 𝑦2 = 𝑧5 − 1 e 𝑦2 = 𝑧5 + 𝑧4 +
𝑧3 + 𝑧2 + 𝑧 + 1 provenientes da mesma isometria 𝑓1, dada pela Equação (5.6), isto é
𝑓1(𝑧) =
[︁(︁√
3
2 +
1
2𝑖
)︁
+ 𝑧
]︁
𝑖(︁√
3
2 +
1
2𝑖
)︁
− 𝑧
.
Os subgrupos fuchsianos são construídos por meio do algoritmo em H2, rever o
Capítulo 4 na página 103, com o uso isometria 𝑓1(𝑧) entre os modelos Δ e H2 da geometria
hiperbólica.
Desta forma, estruturamos as análises dos seguintes subgrupos fuchsianos das
curvas hiperelípticas: 1) 𝑦2 = 𝑧5+1 e 𝑦2 = 𝑧5−1; 2) 𝑦2 = 𝑧5+1 e 𝑦2 = 𝑧5+𝑧4+𝑧3+𝑧2+𝑧+1;
e 3) 𝑦2 = 𝑧5 − 1 e 𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1.
Para as curvas hiperelípticas 𝑦2 = 𝑧5 + 1 e 𝑦2 = 𝑧5 − 1, os polígonos formados
pelas raízes são regulares e, desse modo, temos a liberdade de escolher qualquer um dos
lados do polígono para fixarmos. Consequentemente, estabelecermos o subgrupo fuchsiano
associado cuja região fundamental uniformizará a curva hiperelíptica.
Todavia, para a curva 𝑦2 = 𝑧5+ 𝑧4+ 𝑧3+ 𝑧2+ 𝑧+1, o polígono formado pelas
raízes não é regular e, desta maneira, não é qualquer lado do polígono que podemos fixar
para obter um subgrupo fuchsiano associado, ou seja, uma região fundamental regular.
A partir destas comparações, estabelecemos uma conjectura em relação aos
subgrupos fuchsianos, associados às curvas hiperelípticas 𝑦2 = 𝑧𝑛 + 1, 𝑦2 = 𝑧𝑛 − 1 e
𝑦2 = 𝑧𝑛 + 𝑧𝑛−1 + . . .+ 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1, onde 𝑛 ∈ N e 𝑛 = 2𝑔 + 1 ou 𝑛 = 2𝑔 + 2, com
a mesma isometria.
Recordamos que a curva hiperelíptica 𝑦2 = 𝑧5+1, em Δ, foi analisada na Sub-
seção 5.2.1, rever a página 143. Mais especificamente, obtemos os geradores do subgrupo
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fuchsiano em Δ associados à curva dada.
Chamamos atenção que nessa seção como um todo nosso interesse é trabalhar
com as curvas em H2. Desta forma, a partir da isometria 𝑓1, dada pela equação (5.6),
segue que as raízes da curva hiperelíptica 𝑦2 = 𝑧5 + 1 em H2 são 𝑧1,1 = −19.08113,
𝑧1,2 = −1.2348971, 𝑧1,3 = −0.2679492, 𝑧1,4 = 0.383864 e 𝑧1,5 = 1.5398649.
Na Figura 45, rever na página 144, e na Figura 47, apresentamos os polígonos
formados em Δ e H2, respectivamente, onde as raízes da curva hiperelíptica são os vértices
dos polígonos.
𝑧1,1 𝑧1,2 𝑧1,3𝑧1,4 𝑧1,5
𝑆1,1
𝑆1,2𝑆1,3
𝑆1,4
𝑆1,5
Figura 47 – Polígono formado pelas raízes de 𝑧5 + 1 = 0 em H2 com a isometria 𝑓1
Por meio do algoritmo em H2, rever a Seção 4.2 do Capítulo 4 na página 103,
obtemos que os geradores do subgrupo fuchsiano 𝐻𝑆1,11,1 , quando fixamos a aresta 𝑆1,1, são
as transformações hiperbólicas
𝑆1,1𝑆1,2 =
40.604976𝑧 + 29.961269
−2.180422𝑧 − 1.584245 ,
𝑆1,1𝑆1,3 =
−63.063629𝑧 + 4.0260089
3.5129198𝑧 − 0.2401232 ,
𝑆1,1𝑆1,4 =
37.338803𝑧 − 36.572825
−2.1560231𝑧 + 2.1385756
e
𝑆1,1𝑆1,5 =
1.0186222𝑧 − 2.8033749
−0.0150801𝑧 + 1.0232114 .
O polígono é regular e as demais arestas, 𝑆1,2 ou 𝑆1,3 ou 𝑆1,4 ou 𝑆1,5, podem
ser fixadas e, dessa maneira, obtemos os outros possíveis subgrupos fuchsianos associados
à curva, isto é, 𝐻𝑆1,21,1 , 𝐻
𝑆1,3
1,1 , 𝐻
𝑆1,4
1,1 e 𝐻
𝑆1,5
1,1 , respectivamente.
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Em relação à curva hiperelíptica 𝑦2 = 𝑧5 − 1, esta foi analisada no Exemplo
4.3.2, em Δ, e no Exemplo 4.3.5 com a isometria 𝑓3, em H2, ver exemplos no Capítulo 4,
páginas 109 e 119, respectivamente. E, ainda, neste capítulo na Subseção 5.3.1, em H2,
com as isometrias 𝑓1 e 𝑓3.
Nesta subseção, utilizamos os resultados obtidos com o uso da isometria 𝑓1.
Assim, expomos de forma simplificada, os geradores do subgrupo fuchsiano 𝐻𝑇1,11,2 , quando
fixamos a aresta 𝑇1,1, são as transformações hiperbólicas
𝑇1,1𝑇1,2 =
9.0879662𝑧 + 2.1288077
−3.8723992𝑧 − 0.797053 ,
𝑇1,1𝑇1,3 =
11.627457𝑧 − 5.6427159
−5.5586276𝑧 + 2.7835642 ,
𝑇1,1𝑇1,4 =
−5.1089564𝑧 + 14.03352
2.7283624𝑧 − 7.6901263
e
𝑇1,1𝑇1,5 =
1.4591693𝑧 − 6.0950992
−0.70706𝑧 + 3.6387877 .
Do fato do polígono ser regular segue que as demais arestas 𝑇1,2 ou 𝑇1,3 ou
𝑇1,4 ou 𝑇1,5 podem ser fixadas. Então, obtemos os outros possíveis subgrupos fuchsianos
associado à curva, quais sejam, 𝐻𝑇1,21,2 , 𝐻
𝑇1,3
1,2 , 𝐻
𝑇1,4
1,2 e 𝐻
𝑇1,5
1,2 .
Os dados sobre as duas curvas hiperelípticas são sintetizados na Tabela 7 e são
utilizados no Exemplo 5.3.2.
Tabela 7 – Subgrupos fuchsianos associados às curvas 𝑦2 = 𝑧5 + 1 e 𝑦2 = 𝑧5 − 1 em H2
com a isometria 𝑓1
Curvas Hiperelípticas Subgrupos Fuchsianos
𝑦2 = 𝑧5 + 1 𝐻𝑆1,11,1 , 𝐻
𝑆1,2
1,1 , 𝐻
𝑆1,3
1,1 , 𝐻
𝑆1,4
1,1 , 𝐻
𝑆1,5
1,1
𝑦2 = 𝑧5 − 1 𝐻𝑇1,11,2 , 𝐻𝑇1,21,2 , 𝐻𝑇1,31,2 , 𝐻𝑇1,41,2 , 𝐻𝑇1,51,2
A seguir, exibimos as comparações entre os subgrupos fuchsianos 𝐻𝑆1,11,1 e 𝐻
𝑇1,1
1,2 .
Exemplo 5.3.2. Dada a curva hiperelíptica 𝑦2 = 𝑧5 + 1 com o subgrupo fuchsiano
𝐻
𝑆1,1
1,1 = ⟨𝑆1,1𝑆1,2, 𝑆1,1𝑆1,3, 𝑆1,1𝑆1,4, 𝑆1,1𝑆1,5⟩ e a curva hiperelíptica 𝑦2 = 𝑧5 − 1 com o
subgrupo fuchsiano 𝐻𝑇1,11,2 = ⟨𝑇1,1𝑇1,2, 𝑇1,1𝑇1,3, 𝑇1,1𝑇1,4, 𝑇1,1𝑇1,5⟩, associados à mesma iso-
metria 𝑓1(𝑧). Analisamos se tais subgrupos fuchsianos são isomorfos por conjugação e/ou
por combinação linear.
Para analisar se tais subgrupos fuchsianos são isomorfos por conjugação, isto
é, 𝐻𝑆1,11,1 ≡ 𝐻𝑇1,11,2 se 𝑆1,1𝑆1,𝑗 é conjugado a 𝑇1,1𝑇1,𝑘 se, e somente se, ∃𝑇 tal que 𝑆1,1𝑆1,𝑗 =
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𝑇 (𝑇1,1𝑇1,𝑘)𝑇−1, onde 𝑗, 𝑘 = 2, . . . , 5, utilizamos o sistema (5.3) para fazermos a compara-
ção, rever a Seção 5.1 deste capítulo na página 138.
Ressaltamos que, novamente, o procedimento a ser desenvolvido é análogo ao
que desenvolvemos no Exemplo 5.3.1 e, sem nenhum prejuízo, apresentamos somente
os resultados, sem a explicitação do desenvolvimento passo a passo e sem a exibição do
sistema linear decorrente.
Desta forma, concluímos que os subgrupos fuchsianos 𝐻𝑆1,11,1 e 𝐻
𝑇1,1
1,2 não são
isomorfos por conjugação.
Como o polígono é regular, existem outros subgrupos fuchsianos associados
à curva hiperelíptica 𝑦2 = 𝑧5 − 1, rever a Tabela 7. Consequentemente, se fixarmos 𝑇1,2
obtemos que o subgrupo fuchsiano associado à curva hiperelíptica dada com a isometria 𝑓1
é 𝐻𝑇1,21,2 = ⟨𝑇1,2𝑇1,1, 𝑇1,2𝑇1,3, 𝑇1,2𝑇1,4, 𝑇1,2𝑇1,5⟩. Por outro lado, se fixarmos 𝑇1,3 o subgrupo
fuchsiano é 𝐻𝑇1,31,2 . Analogamente, ao fixarmos 𝑇1,4, o subgrupo fuchsiano é dado por 𝐻
𝑇1,4
1,2 .
Por fim, se fixarmos 𝑇1,5, o subgrupo fuchsiano é 𝐻𝑇1,51,2 .
Repetimos a comparação do subgrupo 𝐻𝑆1,11,1 com os outros possíveis subgru-
pos fuchsianos associados à curva 𝑦2 = 𝑧5 − 1. Contudo, constatamos que os subgrupos
fuchsianos também não são isomorfos por conjugação.
Destacamos, também, a existência de alguns possíveis subgrupos fuchsianos
associados à curva hiperelíptica 𝑦2 = 𝑧5 + 1 com a isometria 𝑓1, rever a Tabela 7. E ao
procedermos de forma análoga com estes subgrupos, verificamos que eles não são isomorfos
por conjugação aos subgrupos associados à curva hiperelíptica 𝑦2 = 𝑧5−1 com a isometria
𝑓1.
Portanto, os subgrupos fuchsianos associados à curva hiperelíptica 𝑦2 = 𝑧5+1
com a isometria 𝑓1 não são isomorfos por conjugação a nenhum dos subgrupos fuchsianos
associados à curva hiperelíptica 𝑦2 = 𝑧5 − 1 com a isometria 𝑓1.
Na segunda comparação dos subgrupos fuchsianos, relacionada ao isomorfismo
por combinação linear, verificamos se os geradores do subgrupo fuchsiano 𝐻𝑆1,11,1 podem ser
escritos como combinação linear dos geradores do subgrupo fuchsiano 𝐻𝑇1,11,2 .
Este procedimento é análogo ao que desenvolvemos no Exemplo 5.3.1. Desta
forma, apenas os resultados são apresentados, com omissão dos cálculos. No desenvolvi-
mento, utilizamos o sistema linear (5.5), rever a página 141.
Por meio do sistema (5.5), obtemos, com as devidas substituições, que a trans-
formação 𝑆1,1𝑆1,2 não é uma combinação linear dos geradores do subgrupo 𝐻𝑇1,11,2 . Logo,
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não será necessário verificarmos se as demais transformações de 𝐻𝑆1,11,1 são combinação li-
near dos geradores de 𝐻𝑇1,11,2 . Contudo, com procedimento análogo, verificamos que 𝑆1,1𝑆1,3,
𝑆1,1𝑆1,4, e 𝑆1,1𝑆1,5 não são combinação linear de 𝐻𝑇1,11,2 .
Assim, obtemos que os subgrupos 𝐻𝑆1,11,1 e 𝐻
𝑇1,1
1,2 não são isomorfos por combi-
nação linear.
Em relação aos outros subgrupos fuchsianos associados à curva hiperelíptica
𝑦2 = 𝑧5− 1 com a isometria 𝑓1, verificamos que os geradores do subgrupo fuchsiano 𝐻𝑆1,11,1
não podem ser escritos como combinação linear dos geradores do subgrupo fuchsiano 𝐻𝑇1,21,2 ,
𝐻
𝑇1,3
1,2 , 𝐻
𝑇1,4
1,2 e 𝐻
𝑇1,5
1,2 , respectivamente.
Portanto, concluimos que o subgrupo fuchsiano 𝐻𝑆1,11,1 não é isomorfo por com-
binação linear aos subgrupos fuchsianos 𝐻𝑇1,11,2 , 𝐻
𝑇1,2
1,2 , 𝐻
𝑇1,3
1,2 , 𝐻
𝑇1,4
1,2 e 𝐻
𝑇1,5
1,2 .
Destacamos também a existência de outros subgrupos fuchsianos associados à
curva hiperelíptica 𝑦2 = 𝑧5+1 com a isometria 𝑓1, rever a Tabela 7. E ao procedermos de
forma análoga com estes subgrupos, verificamos que eles não são isomorfos por combinação
linear aos subgrupos associados à curva hiperelíptica 𝑦2 = 𝑧5 − 1 com a isometria 𝑓1.
Portanto, os subgrupos fuchsianos associados à curva hiperelíptica 𝑦2 = 𝑧5+1
com a isometria 𝑓1 não são isomorfos por combinação linear a nenhum dos subgrupos
fuchsianos associados à curva hiperelíptica 𝑦2 = 𝑧5 − 1 com a isometria 𝑓1.
Repetimos o procedimento exibido no Exemplo 5.3.2, para as curvas hipere-
lípticas 𝑦2 = 𝑧5 + 1 e 𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 também com a isometria 𝑓1. E
verificamos que os possíveis subgrupos fuchsianos não são isomorfos por conjugação e
nem por combinação linear.
De forma análoga, obtemos que os subgrupos fuchsianos associados às curvas
𝑦2 = 𝑧5 − 1 e 𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1, ambos com a isometria 𝑓1, também não são
isomorfos por conjugação e nem por combinação linear.
5.3.2.1 Resultados Parciais 2 em H2
Para apresentarmos uma análise das comparações realizadas acima iniciamos
exibindo a Tabela 8, na qual indicamos as informações que utilizamos em cada umas das
curvas hiperelípticas analisadas.
Ao analisarmos as comparações, obtemos que os subgrupos fuchsianos, estabe-
lecidos por meio da mesma isometria para curvas hiperelípticas distintas, não são isomorfos
Capítulo 5. Na Busca de Isomorfismo entre Subgrupos Fuchsianos Associados às Regiões de
Uniformizações 165
Tabela 8 – Subgrupos fuchsianos associados às curvas de mesmo grau em H2 com a iso-
metria 𝑓1
Curvas Hiperelípticas Subgrupos Fuchsianos
𝑦2 = 𝑧5 + 1 𝐻𝑆1,11,1 , 𝐻
𝑆1,2
1,1 , 𝐻
𝑆1,3
1,1 , 𝐻
𝑆1,4
1,1 , 𝐻
𝑆1,5
1,1
𝑦2 = 𝑧5 − 1 𝐻𝑇1,11,2 , 𝐻𝑇1,21,2 , 𝐻𝑇1,31,2 , 𝐻𝑇1,41,2 , 𝐻𝑇1,51,2
𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 𝐻𝑈1,51,3
por conjugação, e também não são isomorfos por combinação linear.
Entretanto, ressaltamos que isso não significa que não possa existir um mapa
entre estes subgrupos fuchsianos.
O procedimento que aplicamos às curvas 𝑦2 = 𝑧5 + 1, 𝑦2 = 𝑧5 − 1 e 𝑦2 =
𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1, pode ser estendido a todas as curvas das formas 𝑦2 = 𝑧𝑛 + 1,
𝑦2 = 𝑧𝑛 − 1 e 𝑦2 = 𝑧𝑛 + . . .+ 𝑧3 + 𝑧2 + 𝑧 + 1, respectivamente, onde 𝑛 ∈ N e 𝑛 = 2𝑔 + 1
ou 𝑛 = 2𝑔 + 2.
Ao realizarmos a extensão para estas curvas hiperelípticas gerais, analisamos as
comparações quanto à conjugação e à combinação linear entre os geradores, rever a Seção
5.1 deste capítulo. Consequentemente, propomos a seguinte conjectura para subgrupos
fuchsianos.
Conjectura 5.3.2 (considerada em H2). Dadas as curvas hiperelípticas da forma 𝑦2 =
𝑧𝑛+1, 𝑦2 = 𝑧𝑛−1 e 𝑦2 = 𝑧𝑛+ . . .+𝑧3+𝑧2+𝑧+1, onde 𝑛 ∈ N e 𝑛 = 2𝑔+1 ou 𝑛 = 2𝑔+2.
Então os subgrupos fuchsianos associados às curvas hiperelípticas dadas, provenientes da
mesma isometria, não são isomorfos por conjugação e nem por combinação linear.
Mais uma vez, de forma geral, ressaltamos que isso não significa que não possa
existir um mapa entre estes subgrupos fuchsianos.
5.3.3 Comparações com Diferentes Curvas Hiperelípticas de Graus Diferentes
e a Mesma Isometria
Nessa subseção, temos o objetivo de verificar se os subgrupos fuchsianos as-
sociados às curvas hiperelípticas de graus diferentes, mas ambas de gênero 𝑔, com o uso
da mesma isometria entre os modelos Δ e H2, são isomorfos por conjugação e/ou por
combinação linear.
Recordamos que na Subseção 5.3.1 fixamos uma curva e analisamos os di-
ferentes subgrupos fuchsianos provenientes de diferentes isometrias. Na Subseção 5.3.2,
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realizamos comparações entre os subgrupos fuchsianos associados às curvas hiperelípticas
𝑦2 = 𝑧5+1, 𝑦2 = 𝑧5− 1 e 𝑦2 = 𝑧5+ 𝑧4+ 𝑧3+ 𝑧2+ 𝑧+1 provenientes da mesma isometria
𝑓1, rever as páginas 154 e 160, respectivamente.
Por outro lado, nesta subseção, as comparações são realizadas entre os subgru-
pos fuchsianos associados às curvas hiperelípticas de mesmo gênero mas de graus diferen-
tes, e com a mesma isometria. Assim, de forma geral utilizamos as curvas hiperelípticas
de gênero 2, isto é, graus 6 e 5. Mais especificamente, as curvas 𝑦2 = 𝑧6 + 1, 𝑦2 = 𝑧6 − 1,
𝑦2 = 𝑧6+ 𝑧5+ 𝑧4+ 𝑧3+ 𝑧2+ 𝑧+1, 𝑦2 = 𝑧5+1, 𝑦2 = 𝑧5− 1 e 𝑦2 = 𝑧5+ 𝑧4+ 𝑧3+ 𝑧2+ 𝑧+1.
Em relação à isometria, recordamos a existência de infinitas isometrias entre
os modelos hiperbólicos Δ e H2, e os três tipos específicos que utilizamos no decorrer
desse trabalho, rever página 153. Em especial, nesta subseção empregamos as isometrias
𝑓1 e 𝑓2, dadas pela Equação (5.6) e (5.7), respectivamente isto é,
𝑓1(𝑧) =
[︁(︁√
3
2 +
1
2𝑖
)︁
+ 𝑧
]︁
𝑖(︁√
3
2 +
1
2𝑖
)︁
− 𝑧
e
𝑓2(𝑧) =
(1 + 𝑧)𝑖
1− 𝑧 .
Lembramos novamente que os subgrupos fuchsianos são construídos por meio
do algoritmo em H2, rever o Capítulo 4 na página 103, com o uso isometria 𝑓1(𝑧) ou 𝑓2(𝑧)
entre os modelos Δ e H2 da geometria hiperbólica.
Desta forma, estruturamos as comparações dos seguintes subgrupos fuchsianos
das curvas hiperelípticas: 1) 𝑦2 = 𝑧6+1 e 𝑦2 = 𝑧5+1 com a isometria 𝑓2; 2) 𝑦2 = 𝑧6− 1 e
𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 com a isometria 𝑓1; e 3) 𝑦2 = 𝑧6 + 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1
e 𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 com a isometria 𝑓2.
Para as curvas hiperelípticas 𝑦2 = 𝑧6 + 1 e 𝑦2 = 𝑧5 + 1, os polígonos formados
pelas raízes são regulares e, desse modo, temos a liberdade de escolher quaisquer um dos
lados do polígono para fixarmos. Consequentemente, estabelecermos o subgrupo fuchsiano
associado cuja região fundamental uniformizará a curva hiperelíptica.
Todavia, para as curvas 𝑦2 = 𝑧6 + 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 e 𝑦2 = 𝑧5 + 𝑧4 +
𝑧3 + 𝑧2 + 𝑧 + 1, os respectivos polígonos formados pelas raízes não são regulares e, desta
maneira, não é qualquer lado dos polígonos que podemos fixar para obter um subgrupo
fuchsiano associado, ou seja, uma região fundamental regular. Rever a Figura 29 na página
113 para a curva hiperelíptica 𝑦2 = 𝑧6 + 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1.
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Estas comparações com a mesma isometria podem ser generalizadas em relação
aos subgrupos fuchsianos associados às curvas hiperelípticas de gênero 𝑔, e graus 𝑛 = 2𝑔+1
e 𝑛 = 2𝑔 + 2, onde as curvas são da forma 𝑦2 = 𝑧𝑛 + 1, 𝑦2 = 𝑧𝑛 − 1 e 𝑦2 = 𝑧𝑛 + 𝑧𝑛−1 +
. . .+ 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 e 𝑛 ∈ N.
Como o desenvolvimento é análogo ao exibido nos exemplos das Subseções 5.3.1
e 5.3.2, sem nenhum prejuízo, não apresentamos os cálculos algébricos para as próximas
curvas.
Assim, ao considerarmos as curvas 𝑦2 = 𝑧6+1 e 𝑦2 = 𝑧5+1 com a isometria 𝑓2
verificamos que os subgrupos fuchsianos associados à curva 𝑦2 = 𝑧6+1 não são isomorfos
por conjugação e nem por combinação linear aos subgrupos fuchsianos associados à curva
hiperelíptica 𝑦2 = 𝑧5 + 1.
De modo semelhante, obtemos que os subgrupos associados às curvas hiper-
lípticas 𝑦2 = 𝑧6 − 1 e 𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1, ambas com a isometria 𝑓1, também
não são isomorfos por conjugação e nem por combinação linear.
E ainda, para as curvas 𝑦2 = 𝑧6 + 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 e 𝑦2 = 𝑧5 +
𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1, ambas com a isometria 𝑓2, também verificamos o não isomorfismo
por conjugação e por combinação linear entre os subgrupos fuchsianos associados a estas
curvas hiperelípticas.
5.3.3.1 Resultados Parciais 3 em H2
Para apresentarmos uma análise das comparações realizadas acima, iniciamos
exibindo a Tabela 9, na qual expomos as informações que utilizamos em cada uma das
curvas hiperelípticas analisadas.
Tabela 9 – As curvas hiperelípticas e os respectivos subgrupos fuchsianos em H2
Curvas Hiperelípticas Polígono Subgrupos Fuchsianos
𝑦2 = 𝑧6 + 1 regular 𝐻 ′𝑆
′
2,1
2,1 , 𝐻 ′
𝑆′2,2
2,1 , 𝐻 ′
𝑆′2,3
2,1 , 𝐻 ′
𝑆′2,4
2,1 , 𝐻 ′
𝑆′2,5
2,1 , 𝐻 ′
𝑆′2,6
2,1
𝑦2 = 𝑧5 + 1 regular 𝐻𝑆2,12,1 , 𝐻
𝑆2,2
2,1 , 𝐻
𝑆2,3
2,1 , 𝐻
𝑆2,4
2,1 , 𝐻
𝑆2,5
2,1
𝑦2 = 𝑧6 − 1 regular 𝐻𝑇1,11,2 , 𝐻𝑇1,21,2 , 𝐻𝑇1,31,2 , 𝐻𝑇1,41,2 , 𝐻𝑇1,51,2 , 𝐻𝑇1,61,2
𝑦2 = 𝑧6 + 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 não-regular 𝐻 ′𝑈
′
2,6
2,3
𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 não-regular 𝐻
𝑈1,5
1,3
não-regular 𝐻𝑈2,52,3
Ao analisarmos as comparações, obtemos que os subgrupos fuchsianos estabele-
cidos por meio da mesma isometria para curvas hiperelípticas de graus diferentes, contudo
de mesmo gênero, não são isomorfos por conjugação e nem por combinação linear.
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O procedimento que aplicamos às curvas de gênero 2, isto é, às curvas hipe-
relípticas de graus 5 ou 6, pode ser estendido a todas as curvas de gênero 𝑔, 𝑔 ≥ 2, das
formas 𝑦2 = 𝑧𝑛 + 1, 𝑦2 = 𝑧𝑛 − 1 e 𝑦2 = 𝑧𝑛 + . . .+ 𝑧3 + 𝑧2 + 𝑧 + 1, respectivamente, onde
𝑛 ∈ N e 𝑛 = 2𝑔 + 1 ou 𝑛 = 2𝑔 + 2.
Ao realizarmos a extensão para estas curvas hiperelípticas gerais de mesmo
gênero, e graus diferentes, analisamos as comparações quanto à conjugação e à combinação
linear entre os geradores, rever a Seção 5.1 deste capítulo. Consequentemente, propomos
a seguinte conjectura para subgrupos fuchsianos.
Conjectura 5.3.3 (considerada em H2). Dadas as curvas hiperelípticas da forma 𝑦2 =
𝑧𝑛+1, 𝑦2 = 𝑧𝑛−1 e 𝑦2 = 𝑧𝑛+ . . .+𝑧3+𝑧2+𝑧+1, onde 𝑛 ∈ N e 𝑛 = 2𝑔+1 ou 𝑛 = 2𝑔+2.
Então os subgrupos fuchsianos associados às curvas hiperelípticas de mesmo gênero e graus
diferentes, provenientes da mesma isometria, não são isomorfos por conjugação e nem por
combinação linear.
5.3.4 Comparações com Diferentes Curvas Hiperelípticas de Mesmo Grau e
Diferentes Isometrias
Nessa subseção, para um dado gênero 𝑔, temos o objetivo de exibir a constru-
ção de uma isometria para algumas curvas hiperelípticas específicas de mesmo grau, por
meio da qual possamos obter subgrupos fuchsianos iguais para estas curvas em H2, ao
aplicarmos o algoritmo em H2, rever a Seção 4.2 do Capítulo 4 na página 103.
Destacamos que, como exibido abaixo, a igualdade dos subgrupos fuchsianos
não é aleatória.
De fato, apresentamos a forma de construir isometrias para curvas hiperelíp-
ticas cujas raízes diferem apenas por uma rotação, em Δ, a fim de que os subgrupos
fuchsianos associados sejam iguais, em H2.
Em especial, consideramos as curvas hiperelípticas 𝑦2 = 𝑧5 + 1 e 𝑦2 = 𝑧5 − 1,
curvas estas que já foram utilizadas nas seções anteriores deste capítulo, bem como no
Capítulo 4.
Os polígonos formados pelas citadas curvas hiperelípticas, cujos vértices são
as raízes de tais curvas, em Δ, diferem apenas por uma rotação, rever as Figuras 45 e 26
nas páginas 144 e 109, respectivamente.
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Ao analisarmos a comparação entre os subgrupos fuchsianos destas curvas em
Δ, rever a Seção 5.2, obtemos que existe pelo menos um subgrupo fuchsiano, associado
à curva 𝑦2 = 𝑧5 + 1, isomorfo por conjugação a pelo menos um dos possíveis subgrupos
associado à curva 𝑦2 = 𝑧5 − 1, rever a Conjectura 5.2.2, na página 152.
Desta forma, em H2, a escolha da isometria desempenha um papel importante
na obtenção dos subgrupos fuchsianos.
Assim, buscamos estabelecer uma isometria que propicie a obtenção de regiões
fundamentais, em H2, iguais ou que diferem apenas por uma rotação.
Para tanto, são necessárias algumas colocações.
No caso da curva hiperelíptica 𝑦2 = 𝑧5 − 1, utilizamos a isometria 𝑓3(𝑧) =
(−1+𝑧)𝑖
−1−𝑧 , cujo desenvolvimento apresentamos no Exemplo 4.3.5, rever a página 119 no
Capítulo 4.
Em relação à curva hiperelíptica 𝑦2 = 𝑧5+1, consideramos a isometria 𝑓2(𝑧) =
(1+𝑧)𝑖
1−𝑧 , cujo desenvolvimento apresentamos no próximo exemplo.
Exemplo 5.3.3. Dada a curva hiperelíptica 𝑦2 = 𝑧5 + 1, temos que suas raízes 𝑒1 =
0.809017 + 0.5877853𝑖, 𝑒2 = −0.309017 + 0.9510565𝑖, 𝑒3 = −1, 𝑒4 = −0.309017 −
0.9510565𝑖 e 𝑒5 = 0.809017−0.5877853𝑖 estão na fronteira de Δ. E, a partir da isometria
𝑓2, obtemos que as raízes em H2 são 𝑧2,1 = −3.0776834, 𝑧2,2 = −0.7265425, 𝑧2,3 = 0,
𝑧2,4 = 0.7265425 e 𝑧2,5 = 3.0776834.
A Figura 45, rever a página 144, e a Figura 48 apresentam os polígonos for-
mados em Δ e H2, respectivamente, onde as raízes da curva hiperelíptica são os vértices
dos polígonos.
Por meio do algoritmo em H2, rever a página 103, obtemos que os geradores do
subgrupo fuchsiano 𝐻𝑆2,12,1 , quando fixamos a aresta 𝑆2,1, são as transformações hiperbólicas
𝑆2,1𝑆2,2 =
10.090146𝑧 + 3.0776816
−3.6033973𝑧 − 0.9999955 ,
𝑆2,1𝑆2,3 =
−13.326206𝑧 + 5.4288184
5.3046993𝑧 − 2.2360645 ,
𝑆2,1𝑆2,4 =
6.2360524𝑧 − 13.763772
−2.7527577𝑧 + 6.2360524 ,
𝑆2,1𝑆2,5 =
1.381966𝑧 − 4.9797786
−0.5257303𝑧 + 2.6180316 .
O polígono formado, cujos vértices são as raízes da curva, é regular. Desse
modo, podemos fixar qualquer uma das demais arestas, isto é, 𝑆2,2 ou 𝑆2,3 ou 𝑆2,4 ou 𝑆2,5
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𝑧2,4 𝑧2,5𝑧2,1 𝑧2,2 𝑧2,3
𝑆2,1
𝑆2,2 𝑆2,3
𝑆2,4
𝑆2,5
Figura 48 – Polígono formado pelas raízes de 𝑧5 + 1 = 0 em H2 com a isometria 𝑓2
podem ser fixadas e, assim, obtemos os outros possíveis subgrupos fuchsianos associado à
curva, a saber, 𝐻𝑆2,22,1 , 𝐻
𝑆2,3
2,1 , 𝐻
𝑆2,4
2,1 e 𝐻
𝑆2,5
2,1 , respectivamente.
Desta forma, ao utilizarmos a isometria 𝑓2, temos a curva hiperelíptica 𝑦2 =
𝑧5+1 com os subgrupos fuchsianos 𝐻𝑆2,12,1 , 𝐻
𝑆2,2
2,1 , 𝐻
𝑆2,3
2,1 , 𝐻
𝑆2,4
2,1 e 𝐻
𝑆2,4
2,1 . Em relação à curva
hiperelíptica 𝑦2 = 𝑧5− 1, com a isometria 𝑓3, temos os subgrupos fuchsianos 𝐻𝑇3,13,2 , 𝐻𝑇3,23,2 ,
𝐻
𝑇3,3
3,2 , 𝐻
𝑇3,4
3,2 e 𝐻
𝑇3,5
3,2 .
Contudo, ao compararmos os subgrupos fuchsianos, verificamos que o subgrupo
𝐻
𝑆2,1
2,1 é idêntico ao subgrupo𝐻
𝑇3,1
3,2 , pois os geradores são iguais, a saber, 𝑆2,1𝑆2,2 = 𝑇3,1𝑇3,2,
𝑆2,1𝑆2,3 = 𝑇3,1𝑇3,3, 𝑆2,1𝑆2,4 = 𝑇3,1𝑇3,4 e 𝑆2,1𝑆2,5 = 𝑇3,1𝑇3,5.
Além disso, de forma análoga, verificamos a igualdade entre os seguintes sub-
grupos 𝐻𝑆2,22,1 = 𝐻
𝑇3,2
3,2 , 𝐻
𝑆2,3
2,1 = 𝐻
𝑇3,3
3,2 , 𝐻
𝑆2,4
2,1 = 𝐻
𝑇3,4
3,2 e 𝐻
𝑆2,5
2,1 = 𝐻
𝑇3,5
3,2 .
Portanto, todos os subgrupos fuchsianos associados à curva hiperelíptica 𝑦2 =
𝑧5 + 1, com a isometria 𝑓2, são idênticos aos subgrupos associados à curva hiperelíptica
𝑦2 = 𝑧5 − 1, com a isometria 𝑓3.
Ressaltamos que os respectivos polígonos em H2, exibidos nas Figuras 48 e 34,
rever as páginas 170 e 121 respectivamente, são idênticos, bem como a região fundamental.
Como já afirmamos, a igualdade de subgrupos fuchsianos não é aleatória. As-
sim, expomos como construir as isometrias a partir de curvas hiperelípticas, cujos polí-
gonos diferem apenas por uma rotação, para obtermos a igualdade entre os subgrupos
fuchsianos associados.
Para tanto, fazemos uso do Teorema 4.1.1 de (BEARDON, 1983).
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Teorema 5.3.1. (BEARDON, 1983)Dados 𝑧1, 𝑧2 e 𝑧3 pontos distintos em C = C∪{∞}
e 𝑤1, 𝑤2 e 𝑤3 uma outra tripla de pontos. Então, há uma única transformação de Mobius
que aplica 𝑧1, 𝑧2, 𝑧3 em 𝑤1, 𝑤2, 𝑤3, respectivamente.
Em especial, podemos tomar 𝑤1 = 0, 𝑤2 = ∞ e 𝑤3 = 1. Assim, obtemos o
seguinte resultado:
Teorema 5.3.2. (NETO, 1993) Dados três pontos distintos 𝑧1, 𝑧2 e 𝑧3 existe única trans-
formação de Mobius 𝑓 tal que
𝑓(𝑧1) = 0, 𝑓(𝑧2) =∞ e 𝑓(𝑧3) = 1.
E a expressão de 𝑓 é dada por (KATOK, 1992):
𝑓(𝑧) = (𝑧 − 𝑧1)(𝑧3 − 𝑧2)(𝑧 − 𝑧2)(𝑧3 − 𝑧1) .
Diante destes resultados, consideramos a curva hiperelíptica 𝑦2 = 𝑧5 + 1 com
suas 5 raízes distintas na fronteira de Δ, que formam um polígono regular, cujos vértices
são as raízes. Em especial, e sem perda de generalidade, tomamos as raízes 𝑒1 e 𝑒5, que
são raízes subsequentes.
Em seguida, ao calcularmos o ponto médio, denotado por 𝑚, entre as raízes 𝑒1
e 𝑒5, obtemos 𝑚 = 1. Assim, torna-se possível construirmos a Transformação de Mobius
que satisfaz:
−1→ 0, 1→∞, −𝑖→ 1
Consequentemente, obtemos 𝑓(𝑧) = (𝑧−𝑧1)(𝑧3−𝑧2)(𝑧−𝑧2)(𝑧3−𝑧1) =
(1+𝑧)𝑖
1−𝑧 .
Repetimos este desenvolvimento ao considerarmos a curva hiperelíptica 𝑦2 =
𝑧5 − 1 com todas raízes distintas na fronteira de Δ e sendo os vértices de um polígono
regular. Assim, sem perda de generalidade, tomamos as raízes 𝑐2 e 𝑐3, também raízes
subsequentes.
Ao calcularmos o ponto médio, denotado por𝑚, entre as raízes 𝑐2 e 𝑐3, obtemos
𝑚 = −1. Desta maneira, construimos a Transformação de Mobius que satisfaz:
1→ 0, −1→∞, 𝑖→ 1,
isto é, 𝑓(𝑧) = (𝑧−𝑧1)(𝑧3−𝑧2)(𝑧−𝑧2)(𝑧3−𝑧1) =
(−1+𝑧)𝑖
−1−𝑧 .
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As isometrias construídas acima para as duas curvas hiperelípticas dadas são
exatamente as isometrias 𝑓2(𝑧) e 𝑓3(𝑧) que utilizamos nos Exemplos 5.3.3 e 4.3.5, respec-
tivamente. Recordamos que, com estas isometrias, os subgrupos fuchsianos associados a
estas curvas são iguais, reveja as Figuras 34 e 48 nas páginas 121 e 170, respectivamente.
Ao repetirmos este processo para quaisquer curvas hiperelípticas da forma
𝑦2 = 𝑧𝑛 + 1 e 𝑦2 = 𝑧𝑛 − 1, onde 𝑛 ∈ N e 𝑛 ≥ 4, obtemos a igualdade entre os respectivos
subgrupos fuchsianos.
5.3.4.1 Resultados Parciais 4 em H2
Sintetizamos algebricamente o resultado acima apresentado, isto é, mostramos
algebricamente a construção de isometrias para curvas hiperelípticas, cujos polígonos di-
ferem apenas por uma rotação, para obtermos a igualdade entre os subgrupos fuchsianos
associados.
Consideremos a curva hiperelíptica 𝑦2 = 𝑧𝑛 + 1 com suas 𝑛 raízes distintas na
fronteira de Δ que formam um polígono regular, cujos vértices são as raízes. Em especial,
sem perda de generalidade, tomamos as raízes subsequentes 𝑒1 e 𝑒2 em Δ.
Ao calcularmos o ponto médio, denotado por𝑚, entre as raízes 𝑒1 e 𝑒2, obtemos
𝑚 = 𝑎+ 𝑖𝑏.
Assim, construimos uma Transformação de Mobius que satisfaz as seguintes
condições:
∙ −𝑚→ 0;
∙ 𝑚→∞;
∙ (𝑏− 𝑖𝑎)→ 1.
Observamos que 𝑚 está na fronteira de Δ e, assim, ao tomarmos 𝑧1 = −𝑚,
𝑧2 = 𝑚 e 𝑧3 = 𝑏− 𝑖𝑎 e ao substituirmos na Transformação de Mobius 𝑓(𝑧) = (𝑧−𝑧1)(𝑧3−𝑧2)(𝑧−𝑧2)(𝑧3−𝑧1)
obtemos
𝑓(𝑧) = (𝑧 +𝑚)(𝑧3 −𝑚)(𝑧 −𝑚)(𝑧3 +𝑚) (5.9)
onde 𝑧3 = 𝑏− 𝑖𝑎. Podemos olhar o ponto 𝑧3 como uma rotação de 90o, no sentido horário,
a partir de 𝑚, isto é, de 𝑧2.
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Substituimos 𝑚 = 𝑎+ 𝑖𝑏 e 𝑧3 = 𝑏− 𝑖𝑎 na equação (5.9), e obtemos
𝑓(𝑧) = (𝑧 + (𝑎+ 𝑖𝑏))((𝑏− 𝑖𝑎)− (𝑎+ 𝑖𝑏))(𝑧 − (𝑎+ 𝑖𝑏))((𝑏− 𝑖𝑎) + (𝑎+ 𝑖𝑏))
𝑓(𝑧) = (𝑧 + (𝑎+ 𝑖𝑏))((𝑏− 𝑎)− 𝑖(𝑎+ 𝑏))(𝑧 − (𝑎+ 𝑖𝑏))((𝑎+ 𝑏) + 𝑖(𝑏− 𝑎))
Notamos que:
(𝑏− 𝑎)− 𝑖(𝑎+ 𝑏)
(𝑎+ 𝑏) + 𝑖(𝑏− 𝑎) =
(𝑏− 𝑎)− 𝑖(𝑎+ 𝑏)
(𝑎+ 𝑏) + 𝑖(𝑏− 𝑎)
(𝑎+ 𝑏)− 𝑖(𝑏− 𝑎)
(𝑎+ 𝑏)− 𝑖(𝑏− 𝑎) = −𝑖
Consequentemente, obtemos a isometria
𝑓(𝑧) = (𝑧 + (𝑎+ 𝑖𝑏))((𝑏− 𝑎)− 𝑖(𝑎+ 𝑏))(𝑧 − (𝑎+ 𝑖𝑏))((𝑎+ 𝑏) + 𝑖(𝑏− 𝑎)) =
𝑧 + (𝑎+ 𝑖𝑏)
𝑧 − (𝑎+ 𝑖𝑏)(−𝑖) =
𝑧 + (𝑎+ 𝑖𝑏)
(𝑎+ 𝑖𝑏)− 𝑧 𝑖
Esse mesmo procedimento pode ser aplicado para a curva hiperelíptica 𝑦2 =
𝑧𝑛−1. Entretanto, para a curva hiperelíptica 𝑦2 = 𝑧𝑛+𝑧𝑛−1+. . .+𝑧2+𝑧+1, ao aplicarmos
o procedimento, não obtemos resultados análogos, isto é, os subgrupos fuchsianos não
são iguais quando os comparamos com alguma das outras duas curvas hiperelípticas.
Recordamos que a última curva hiperelíptica possui polígono quase-regular.
Portanto, sintetizamos o resultado acima exposto na seguinte Conjectura.
Conjectura 5.3.4 (considerada em H2). Dadas as curvas hiperelípticas 𝑦2 = 𝑧𝑛 + 1
e 𝑦2 = 𝑧𝑛 − 1, cujas raízes estão na fronteira de Δ e formam um polígono regular,
respectivamente. Então, os respectivos subgrupos fuchsianos são iguais se as isometrias que
utilizamos na obtenção dos geradores do subgrupo fuchsiano são construídas da seguinte
forma: para cada curva hiperelíptica consideremos duas quaisquer raízes subsequentes, em
seguida, calculamos o ponto médio entre tais raízes, 𝑚 = 𝑎+ 𝑖𝑏, e assumimos as seguintes
condições:
−𝑚→ 0, 𝑚→∞ e 𝑏− 𝑎𝑖→ 1
Assim, obtemos, para cada curva hiperelíptica, a isometria da forma
𝑓(𝑧) = (𝑧 +𝑚)(𝑧3 −𝑚)(𝑧 −𝑚)(𝑧3 +𝑚)
onde 𝑧3 = 𝑏− 𝑖𝑎.
Com este resultado, temos uma maneira sistemática de construirmos os subgru-
pos fuchsianos para as curvas hiperelípticas dadas de forma que os subgrupos fuchsianos
resultantes sejam iguais.
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O resultado acima é estendido para curvas hiperelípticas mais gerais, com a
restrição que todas as raízes sejam distintas, estejam na fronteira do disco unitário e
formem um polígono regular.
Portanto, exibimos que todas as curvas hiperelípticas de grau 𝑛, que possuem
𝑛 raízes distintas, todas as 𝑛 raízes na fronteira de Δ e cujas raízes formem um polígono
regular por meio de isometrias adequadas, possuem subgrupos fuchsianos iguais.
Esta generalização é possível devido a Gauss, pois existe um único polígono
regular 𝑝 com 𝑛 vértices na fronteira de Δ. E todos os demais polígonos regulares com 𝑛
vértices, na fronteira de Δ, podemos escrever como uma rotação do polígono 𝑝.
Assim, apresentamos em detalhes o Teorema 5.0.1, o qual apresentamos na
página 136.
Teorema 5.0.1. Dadas as curvas hiperelípticas 𝑦1 e 𝑦2 de mesmo grau 𝑛, cujas 𝑛 raízes
de ambas as curvas estão na fronteira de Δ e formam polígonos regulares 𝑝1 e 𝑝2 em Δ,
respectivamente, então existem isometrias 𝑓1 e 𝑓2 entre os modelos Δ e H2 da geometria
hiperbólica tais que os polígonos 𝑝′1 e 𝑝′2 associados aos polígonos 𝑝1 e 𝑝2, respectivamente,
sejam iguais em H2.
Demonstração. Por hipótese, as raízes das curvas hiperelípticas 𝑦1 e 𝑦2 estão na fronteira
de Δ. Consideremos que 𝑐1 + 𝑖𝑑1 e 𝑐2 + 𝑖𝑑2 são raízes subsequentes de 𝑦1, e que 𝑐3 + 𝑖𝑑3 e
𝑐4 + 𝑖𝑑4 são raízes subsequentes de 𝑦2.
Como as curvas possuem o mesmo grau 𝑛 e todas as raízes são distintas, devido
a Gauss, temos que os polígonos 𝑝1 e 𝑝2 diferem apenas por uma rotação 𝜃, que indicamos
por 𝑅𝜃 =
⎛⎜⎝ cos(𝜃) − sen(𝜃)
sen(𝜃) cos(𝜃)
⎞⎟⎠. Sem perda de generalidade, suponhamos que o vértice
𝑐1 + 𝑖𝑑1 é levado ao vértice 𝑐3 + 𝑖𝑑3 por uma rotação 𝜃, isto é,
𝑐3 + 𝑖𝑑3 = 𝑅𝜃(𝑐1 + 𝑖𝑑1).
Como os vértices 𝑐1 + 𝑖𝑑1 e 𝑐2 + 𝑖𝑑2 são subsequentes em 𝑝1 e 𝑐3 + 𝑖𝑑3 e 𝑐4 + 𝑖𝑑4 são
subsequentes em 𝑝4, obtemos de forma análoga que o vértice 𝑐2 + 𝑖𝑑2 é levado ao vértice
𝑐4 + 𝑖𝑑4 por uma rotação 𝜃, isto é,
𝑐4 + 𝑖𝑑4 = 𝑅𝜃(𝑐2 + 𝑖𝑑2).
Calculamos o ponto médio 𝑚1 da geodésica formada pelos vértices 𝑐1 + 𝑖𝑑1 e
𝑐2+ 𝑖𝑑2 no polígono 𝑝1, e notamos que o vértice 𝑐1+ 𝑖𝑑1 pode ser levado ao vértice 𝑐2+ 𝑖𝑑2
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por meio de rotação de 2𝛼, onde 𝛼 = 𝜋
𝑛
. Assim, obtemos
𝑐2 + 𝑖𝑑2 = 𝑅2𝛼(𝑐1 + 𝑖𝑑1).
Ao procedermos de forma análoga com os vértices 𝑐3+𝑖𝑑3 e 𝑐4+𝑖𝑑4 do polígono
𝑦2, obtemos o ponto médio 𝑚2 e por meio da rotação 𝑅2𝛼 temos que
𝑐4 + 𝑖𝑑4 = 𝑅2𝛼(𝑐3 + 𝑖𝑑3).
Destacamos que
𝑚2 = 𝑅𝛼(𝑐3 + 𝑖𝑑3) = 𝑅𝛼𝑅𝜃(𝑐1 + 𝑖𝑑1) = 𝑅𝜃𝑅𝛼(𝑐1 + 𝑖𝑑1) = 𝑅𝜃𝑚1.
Ao utilizarmos as isometrias 𝑓1 : Δ→ H2 e 𝑓2 : Δ→ H2 dadas por
𝑓1(𝑧) =
[𝑚1 + 𝑧] 𝑖
𝑚1 − 𝑧
e
𝑓2(𝑧) =
[𝑚2 + 𝑧] 𝑖
𝑚2 − 𝑧
nas curvas hiperelípticas 𝑦1 e 𝑦2, respectivamente, obtemos
𝑓2(𝑐3 + 𝑖𝑑3) =
[𝑚2 + (𝑐3 + 𝑖𝑑3)] 𝑖
𝑚2 − (𝑐3 + 𝑖𝑑3) =
[𝑅𝜃𝑚1 + (𝑅𝜃(𝑐1 + 𝑖𝑑1))] 𝑖
𝑅𝜃𝑚1 − (𝑅𝜃(𝑐1 + 𝑖𝑑1))
= [𝑚1 + (𝑐1 + 𝑖𝑑1)] 𝑖
𝑚1 − (𝑐1 + 𝑖𝑑1)
= 𝑓1(𝑐1 + 𝑖𝑑1).
E, de forma análoga, obtemos 𝑓2(𝑐4 + 𝑖𝑑4) = 𝑓1(𝑐2 + 𝑖𝑑2).
Portanto, os polígonos 𝑝′1 e 𝑝′2 são iguais em H2.
Na demonstração acima, apresentamos a maneira de construir as isometrias
para que quaisquer duas curvas hiperelípticas que satisfazem as hipóteses do Teorema
5.0.1 possuam subgrupos fuchsianos idênticos em H2.
Desta forma, sintetizamos na Tabela 10 as condições que devemos impor aos
geradores de um subgrupo fuchsiano para que possamos ter subgrupos fuchsianos conju-
gados em H2.
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Tabela 10 – Condições para os subgrupos fuchsianos serem conjugados em H2
Modelo Hiperbólico Subgrupos Fuchsianos
H2 (1) polígonos regulares em Δ(2) construir isometria adequada
5.4 Semelhanças e Diferenças entre os Subgrupos Fuchsianos em
Δ e H2
Nessa seção, comparamos os resultados estabelecidos nas Seções 5.2 e 5.3. Mais
especificamente, comparamos as semelhanças e as diferenças estabelecidas nos modelos Δ
e H2.
Primeiramente, chamamos atenção que em todas as análises dos subgrupos
estabelecemos uma direção a ser trabalhada, isto é, estabelecemos os dados sobre os
subgrupos a partir do modelo hiperbólico Δ, realizamos as comparações estabelecidas e,
em seguida, foram obtidos os dados correspondentes no modelo H2, e também realizadas
as análises necessárias.
Esta escolha se fez apenas por ser necessário estabelecermos inicialmente os
dados em um modelo hiperbólico para, de posse de algumas propriedades satisfeitas,
ser possível analisarmos como os dados correspondentes e as propriedades, por meio das
infinitas isometrias entre tais modelos hiperbólicos, se comportavam no outro modelo.
Destacamos, que a direção contrária se desenvolve da mesma forma.
Recordamos que, em Δ e em H2, para cada curva hiperelíptica o número de
subgrupos fuchsianos depende do grau da curva e se as raízes de tal curva formam um
polígono regular ou quase-regular, isto é, todos os lados do polígono são iguais ou apenas
um lado é diferente dos demais, respectivamente.
Apresentamos na Tabela 11 os subgrupos fuchsianos associados a todas as
curvas hiperelípticas de graus 5 e 6 que desenvolvemos no decorrer deste capítulo.
De forma geral, recordamos que, em Δ, dado o gênero 𝑔, os subgrupos fuchsi-
anos associados às curvas hiperelípticas de mesmo grau 𝑦2 = 𝑧𝑛 + 1 e 𝑦2 = 𝑧𝑛 − 1 podem
ou não serem isomorfas por conjugação. Entretanto, estes subgrupos fuchsianos não são
isomorfos por combinação linear.
Além disso, ao considerarmos as curvas hiperelípticas de mesmo gênero porém
de graus diferentes, verificamos que os subgrupos fuchsianos associados a estas curvas não
são isomorfos por conjugação e nem por combinação linear.
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Tabela 11 – Subgrupos fuchsianos associados às curvas hiperelípticas de gênero 2
Curvas Hiperelípticas Modelo Isometria Subgrupos Fuchsianos
𝑦2 = 𝑧5 + 1
Δ - 𝐻𝑆11 , 𝐻
𝑆2
1 , 𝐻
𝑆3
1 , 𝐻
𝑆4
1 , 𝐻
𝑆5
1
H2 𝑓1 𝐻
𝑆1,1
1,1 , 𝐻
𝑆1,2
1,1 , 𝐻
𝑆1,3
1,1 , 𝐻
𝑆1,4
1,1 , 𝐻
𝑆1,5
1,1
H2 𝑓2 𝐻
𝑆2,1
2,1 , 𝐻
𝑆2,2
2,1 , 𝐻
𝑆2,3
2,1 , 𝐻
𝑆2,4
2,1 , 𝐻
𝑆2,5
2,1
𝑦2 = 𝑧5 − 1
Δ - 𝐻𝑇12 , 𝐻
𝑇2
2 , 𝐻
𝑇3
2 , 𝐻
𝑇4
2 , 𝐻
𝑇5
2
H2 𝑓1 𝐻
𝑇1,1
1,2 , 𝐻
𝑇1,2
1,2 , 𝐻
𝑇1,3
1,2 , 𝐻
𝑇1,4
1,2 , 𝐻
𝑇1,5
1,2
H2 𝑓3 𝐻
𝑇3,1
3,2 , 𝐻
𝑇3,2
3,2 , 𝐻
𝑇3,3
3,2 , 𝐻
𝑇3,4
3,2 , 𝐻
𝑇3,5
3,2
𝑦2 = 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1
Δ - 𝐻𝑈53
H2 𝑓1 𝐻
𝑈1,5
1,3
H2 𝑓2 𝐻
𝑈2,5
2,3
𝑦2 = 𝑧6 + 1 Δ - 𝐻
′𝑆′1
1 , 𝐻 ′
𝑆′2
1 , 𝐻 ′
𝑆′3
1 , 𝐻 ′
𝑆′4
1 , 𝐻 ′
𝑆′5
1 , 𝐻 ′
𝑆′6
1
H2 𝑓2 𝐻 ′
𝑆′2,1
2,1 , 𝐻 ′
𝑆′2,2
2,1 , 𝐻 ′
𝑆′2,3
2,1 , 𝐻 ′
𝑆′2,4
2,1 , 𝐻 ′
𝑆′2,5
2,1 , 𝐻 ′
𝑆′2,6
2,1
𝑦2 = 𝑧6 − 1 Δ - 𝐻
′𝑇1
2 , 𝐻 ′
𝑇2
2 , 𝐻 ′
𝑇3
2 , 𝐻 ′
𝑇4
2 , 𝐻 ′
𝑇5
2 , 𝐻 ′
𝑇6
2
H2 𝑓1 𝐻 ′
𝑇1,1
1,2 , 𝐻 ′
𝑇1,2
1,2 , 𝐻 ′
𝑇1,3
1,2 , 𝐻 ′
𝑇1,4
1,2 , 𝐻 ′
𝑇1,5
1,2 , 𝐻 ′
𝑇1,6
1,2
𝑦2 = 𝑧6 + 𝑧5 + 𝑧4 + 𝑧3 + 𝑧2 + 𝑧 + 1 Δ - 𝐻
′𝑈′6
3
H2 𝑓2 𝐻 ′
𝑈′2,6
2,3
Por meio dessas análises, estabelecemos condições sobre as curvas hiperelíp-
ticas de mesmo grau para que os respectivos subgrupos fuchsianos sejam isomorfos por
conjugação, a saber, 1) temos que os polígonos formados, cujos vértices são as raízes de
cada curva hiperelíptica, precisam ser ambos regulares e 2) a transformação elíptica fixada
tem que ser conjugada à transformação elíptica fixa do outro subgrupo fuchsiano.
Por outro lado, no tocante às comparações que realizamos em H2, verificamos
que os subgrupos fuchsianos, no geral, não são isomorfos por conjugação e não são isomor-
fos por combinação linear. Entretanto, exibimos como escolher adequadamente isometrias
entre os dois modelos hiperbólicos de forma que os subgrupos fuchsianos sejam idênticos.
Neste caso, a única condição que devemos verificar é se os polígonos associados às curvas
hiperelípticas de mesmo grau em Δ são regulares.
Sintetizamos na Tabela 12 as condições que devemos impor aos geradores de
um subgrupo fuchsiano, para que possam ter subgrupos isomorfos por conjugação em Δ
e em H2.
Tabela 12 – Condições para os subgrupos fuchsianos serem conjugados
Modelo Hiperbólico Subgrupos Fuchsianos
Δ (1) polígonos regulares(2) as transformações fixadas são conjugadas
H2 (1) polígonos regulares em Δ(2) construir isometria adequada
Ao analisarmos os resultados estabelecidos em Δ e H2, verificamos que os sub-
grupos fuchsianos isomorfos por conjugação em Δ, por meio de uma isometria adequada,
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nos leva a subgrupos fuchsianos em H2 também isomorfos por conjugação.
Destacamos, assim, a importância da escolha da isometria dentre as infinitas
opções. E, ao estabelecermos uma ligação entre as regiões fundamentais estabelecidas em
Δ e H2, estes resultados são consistentes independentemente de qual modelo hiperbólico
utilizamos. Por oportuno, recordamos a melhor visualização ao utilizarmos o modelo Δ,
enquanto em H2 há uma maior facilidade nos cálculos.
Por fim, ressaltamos, sobretudo, a relevância no estabelecimento dessa relação
de conjugação entre os subgrupos fuchsianos na medida em que tornamos possível o
trabalho com curvas hiperelípticas “mais simples”, tais como por exemplo 𝑦2 = 𝑧5 + 1 e
𝑦2 = 𝑧5 − 1, no lugar de curvas hiperelípticas “mais complicadas” de mesmo grau cujas
raízes formem um polígono regular.
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6 Relações Existentes entre as Equações
Diferenciais Fuchsianas, de Ricatti e de
Schwarz
Neste capítulo, apresentamos as conexões existentes entre três tipos de equa-
ções diferenciais, a saber, a equação diferencial fuchsiana, a equação diferencial de Ricatti
e a equação diferencial de Schwarz. Até onde é de nosso conhecimento, essas conexões são
bastante conhecidas na matemática e na física, porém não tão difundidas em teoria de
comunicações (clássica ou não clássica) e na teoria da codificação (clássica e quântica).
Assim, a partir dessas conexões, o objetivo deste capítulo é colocar em evidên-
cia a importância do emprego dessas equações diferenciais em áreas ainda não exploradas.
Por exemplo, aplicar a teoria já conhecida da equação diferencial fuchsiana em proble-
mas de controle, em física gravitacional quântica por meio dos códigos holográficos, em
códigos corretores de erros como uma possibilidade de fundamentação da proposta da
Z4-linearidade, em novas propostas de modulações como por exemplo em "twisted modu-
lation"etc.
Destacamos que a equação diferencial fuchsiana da forma
𝑤′′(𝑧) + 𝑃 (𝑧)𝑤′(𝑧) +𝑄(𝑧)𝑤(𝑧) = 0 (6.1)
desempenhou um papel importante nos capítulos anteriores desta tese.
Recordamos que o quociente de soluções da equação diferencial fuchsiana to-
madas duas a duas, determinam, na forma clássica, a obtenção dos geradores do grupo
fuchsiano associado a uma curva hiperelíptica dada. E mais, que toda equação diferen-
cial fuchsiana pode ser transformada em uma equação diferencial hipergeométrica, veja
Capítulo 3.
Como mencionado no Capítulo 3, em (OLIVEIRA, 2017) é apresentado um
estudo detalhado das equações diferenciais fuchsianas, e ainda a relação destas com ele-
mentos da geometria hiperbólica e a série de Farey. Por fim, conexões entre as singulari-
dades de equações diferenciais e superfícies de Riemann foram estabelecidas e, isso posto,
identificou-se a estrutura algébrica associada às equações diferenciais, de forma a fazer
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uso conveniente destes elementos no projeto de um sistema de comunicação.
Em relação à equação diferencial de Ricatti da forma
𝑦′(𝑧) = 𝑓0(𝑧) + 𝑓1(𝑧)𝑦(𝑧) + 𝑓2(𝑧)𝑦2(𝑧) (6.2)
observamos que se trata de uma equação diferencial não-linear, mas que possui a presença
intrínseca de uma componente linear.
Enquanto a equação diferencial de Schwarz da forma
{𝑤, 𝑧} = 𝑤
′′′(𝑧)
𝑤′(𝑧) −
3
2
(︃
𝑤′′(𝑧)
𝑤′(𝑧)
)︃2
= 𝑄(𝑧) (6.3)
também é uma equação diferencial não-linear.
Essas equações são empregadas na uniformização de curvas hiperelípticas como
exibido no Capítulo 3. Para maiores detalhes recomendamos (GIRONDO; GONZÁLEZ-
DIEZ, 2004). Como consequência dessas conexões, fica evidente a existência de uma linea-
ridade implícita em certos sistemas não-lineares, o que certamente poderá ser explorada de
tal forma a fazer uso eficiente desta propriedade na análise e proposta de novos sistemas.
Este capítulo está organizado da seguinte maneira. Na Seção 6.1, apresentamos
a transformação existente entre a equação diferencial fuchsiana e a equação diferencial de
Ricatti e vice-versa. Com estas transformações, concluímos que existe uma componente
linear implícita na equação de Ricatti e que por meio de um mapa não-linear da variá-
vel na equação diferencial fuchsiana conduz à equação diferencial de Ricatti. Na Seção
6.2, as transformações entre a equação diferencial fuchsiana e a equação diferencial de
Schwarz são exibidas. Novamente, como a equação diferencial de Schwarz é uma equação
não-linear, resulta numa ligação entre equações lineares e não-lineares. Ressaltamos que a
equação diferencial de Schwarz e sua relação com a equação diferencial fuchsiana desem-
penham um papel importante na uniformização de curvas hiperelípticas. Em (GIRONDO;
GONZÁLEZ-DIEZ, 2004) é estabelecido que uma curva hiperelíptica satisfaz a conjectura
de Whittaker se, e somente se, são iguais 𝑦′′ + 1/2𝑊 (𝑧)𝑦 = 0 e 𝑦′′ + 1/2𝑆(𝑧)𝑦 = 0, onde
𝑊 (𝑧) é a função racional de Whittaker e 𝑆(𝑧) é a derivada Schwarziana. Finalmente, na
Seção 6.3, apresentamos as transformações que conectam a equação diferencial de Ricatti
e a equação diferencial de Schwarz. Chamamos atenção ao fato de que neste caso, ambas
as equações são não-lineares. Portanto, ao interligar estas equações diferenciais por meio
de mudanças de variáveis que transformam uma equação na outra, possibilitamos uma
nova concepção de modelagem mais refinada de sistemas e, consequentemente, abrindo a
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possibilidade de soluções como, por exemplo, na determinação de constelações de sinais
e reticulados e, então, na construção de sistemas de comunicações mais eficientes.
6.1 Fuchsiana ⇔ Riccati
Nesta seção, exibimos as transformações necessárias que possibilitam trans-
formar a equação diferencial fuchsiana (6.1) na equação diferencial de Ricatti (6.2), e
vice-versa.
Recordamos que a equação diferencial fuchsiana é uma equação diferencial
linear, e destacamos sua importância na uniformização de curvas algébricas, como exibido
no Capítulo 3, página 70.
Desta forma, esta seção está organizada em duas subseções. Na Subseção 6.1.1
apresentamos as transformações e/ou mudanças de variáveis necessárias para transformar
a equação diferencial de Ricatti em uma equação diferencial fuchsiana, enquanto que na
Subseção 6.1.2 exibimos as transformações no sentido contrário, ou seja, transformar a
equação diferencial fuchsiana em uma equação diferencial de Ricatti.
6.1.1 Riccati ⇒ Fuchsiana
A equação de Ricatti na sua forma mais geral é dada pela equação (6.2), isto
é,
𝑑𝑦
𝑑𝑧
= 𝑓0(𝑧) + 𝑓1(𝑧)𝑦 + 𝑓2(𝑧)𝑦2,
onde ela encontra diversas aplicações em teoria de controle, física e matemática, tendo
como exemplos: controle linear quadrático Gaussiano contínuo e discreto no tempo, regu-
ladores quadráticos lineares, mecânica quântica supersimétrica, física não linear, cálculo
variacional etc. A razão para esta diversidade de uso tem a ver com a seguinte mudança
de variável mostrada a seguir
𝑦 = − 1
𝑓2(𝑧)
[︃
𝑑
𝑑𝑧
(log𝑤)− 𝑓1(𝑧)2
]︃
, (6.4)
conduzindo a uma equação diferencial linear de segunda ordem fuchsiana dada por
𝑑2𝑤
𝑑𝑧2
−
(︃
𝑑
𝑑𝑧
log 𝑓2(𝑧) + 2𝑓1(𝑧)
)︃
𝑑𝑤
𝑑𝑧
−
(︃
3
4𝑓
2
1 (𝑧)−
1
2
𝑑
𝑑𝑧
𝑓1(𝑧) + 𝑓0(𝑧)𝑓2(𝑧)− 𝑓12
𝑑
𝑑𝑧
log 𝑓2(𝑧)
)︃
𝑤 = 0. (6.5)
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Exemplo 6.1.1. Em (NOWAKOWSKI; ROSU, 2002) encontramos este exemplo que
além de interessante e diferente dos exemplos convencionais apresenta um caso formal de
analogia cosmológica. Chamamos a atenção ao fato de que ao derivar a equação de Ricatti
está sendo levada em consideração a lei de potência, um novo parâmetro (ângulo) 𝜃, e
a hipótese de que a energia é nula. No modelo espaço-tempo de Friedmann-Robertson-
Walker o conjunto de equações de Einstein com a constante cosmológica Λ sendo nula
reduz a equação diferencial ao fator de escala 𝑎(𝑡), sendo este uma função do tempo 𝑡.
Juntamente com o tensor de conservação da energia-momento elas são dadas por
3?¨?(𝑡) = −4𝜋𝐺(𝜌+ 3𝑝(𝜌))𝑎(𝑡)
𝑎(𝑡)?¨?(𝑡) + 2?˙?2(𝑡) + 2𝜅 = 4𝜋𝐺(𝜌− 𝑝(𝜌))𝑎2(𝑡)
?˙?𝑎3(𝑡) = 𝑑
𝑑𝑡
(𝑎2(𝑡)(𝜌+ 𝑝(𝜌))),
onde 𝐺 é a constante de acoplamento Newtoniana, 𝑝 é a pressão, 𝜌 é a densidade e 𝜅
pode assumir os valores 0, ±1. Escolhendo a equação de estado como sendo
𝑝(𝜌) = (𝛾 − 1)𝜌, 𝛾 = constante,
conduz 𝜌 a obedecer a lei de potência dada por
𝜌 = 𝜌0
(︂
𝑎
𝑎0
)︂−3𝛾
,
e o restante da equação para 𝑎(𝑡) reduz à equação
?¨?(𝑡)
𝑎(𝑡) + 𝑐
(︃
?˙?(𝑡)
𝑎(𝑡)
)︃2
+ 𝑐 𝜅
𝑎2(𝑡) = 0, 𝑐 =
3
2𝛾 − 1. (6.6)
Seja 𝜂 o tempo conforme dado por
𝑑𝜂
𝑑𝑡
= 1
𝑎(𝜂) . (6.7)
Ao substituirmos (6.7) em (6.6), podemos observar que ela é equivalente à equação de
Ricatti na função 𝑢 = 𝑎′/𝑎, onde denotamos 𝑎′ como sendo a derivada de 𝑎 em relação a
𝜂, isto é,
𝑢′ + 𝑐𝑢2 + 𝜅𝑐 = 0.
Esta equação de Ricatti cosmológica foi obtida primeiramente por (FARAONI, 1999), e
também discutida por (ROSU, 2000), no contexto da aceleração cosmológica.
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Destacamos que a equação de Riccati cosmológica, por meio da mudança de
varíavel 𝑢(𝜂) = 1
𝑐
𝑤′(𝜂)
𝑤(𝜂) é transformada na equação diferencial fuchsiana
𝑤′′(𝜂) + 𝑘𝑐2𝑤(𝜂) = 0,
veja (FARAONI, 1999) e (ROSU, 2000). Por outro lado, por meio da mudança de variável
𝑢(𝜂) = − 12𝑐 𝑤
′′(𝜂)
𝑤′(𝜂) a equação de Riccati cosmológica é conduzida à equação diferencial de
Schwarz dada por
𝑤′′′(𝜂)
𝑤′(𝜂) −
3
2
(︃
𝑤′′(𝜂)
𝑤′(𝜂)
)︃2
= 2𝑘𝑐2.
Para maiores detalhes de ambas as transformações, incluindo os desenvolvimentos neces-
sários, ver os Exemplos 6.1.2 e 6.3.1, respectivamente.
A seguir tendo como base o capítulo 4 do livro de (HILLE, 1976), apresentamos,
de forma geral, o desenvolvimento da derivação da equação diferencial fuchsiana a partir
da equação diferencial de Ricatti (6.2).
O primeiro passo nesse processo é realizar a mudança de variável dada pela
equação
𝑦(𝑧) = − 1
𝑓2(𝑧)
𝑤′(𝑧)
𝑤(𝑧) . (6.8)
Destacamos que esta mudança de variável é diferente da mudança de variável dada pela
equação (6.4). Ressaltamos que o procedimento que expomos a seguir para transformar
a equação de Riccati (6.2), com a mudança de variável dada por (6.8), na equação di-
ferencial fuchsiana (6.1), é análogo ao caso de utilizar a mudança de variável dada por
(6.4). Entretanto, cada mudança de variável conduz a uma equação diferencial fuchsiana
diferente.
Note que 𝑦(𝑧) = − 1
𝑓2(𝑧)
𝑤′(𝑧)
𝑤(𝑧) ⇒ 𝑤′(𝑧) = −𝑓2(𝑧)𝑤(𝑧)𝑦(𝑧).
Assim, a equação da primeira mudança de variável pode ser reescrita como
𝑤′(𝑧) = −𝑓2(𝑧)𝑤(𝑧)𝑦(𝑧).
Em seguida, efetuamos a derivada em relação à variável 𝑧, para obtermos
𝑤′′(𝑧) = (−𝑓2(𝑧)𝑤(𝑧)𝑦(𝑧))′ = −𝑓 ′2(𝑧)𝑤(𝑧)𝑦(𝑧)− 𝑓2(𝑧)𝑤′(𝑧)𝑦(𝑧)− 𝑓2(𝑧)𝑤(𝑧)𝑦′(𝑧). (6.9)
Reescrevendo a equação (6.9), obtemos
𝑓2(𝑧)𝑤(𝑧)𝑦′(𝑧) = −𝑓 ′2(𝑧)𝑤(𝑧)𝑦(𝑧)− 𝑓2(𝑧)𝑤′(𝑧)𝑦(𝑧)− 𝑤′′(𝑧).
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Então,
𝑦′(𝑧) = − 1
𝑓2(𝑧)
𝑤′′(𝑧)
𝑤(𝑧) −
𝑓 ′2(𝑧)
𝑓2(𝑧)
𝑦(𝑧)− 𝑤′(𝑧) 𝑦(𝑧)
𝑤(𝑧) . (6.10)
Note que a equação (6.10) possui embutida a expressão de 𝑦(𝑧).
Isto posto, procedemos a substituição da expressão 𝑦(𝑧), dada pela equação
(6.8), na equação (6.10) de modo a obtermos a seguinte equação
𝑦′(𝑧) = − 1
𝑓2(𝑧)
𝑤′′(𝑧)
𝑤(𝑧) −
𝑓 ′2(𝑧)
𝑓2(𝑧)
[︃
− 1
𝑓2(𝑧)
𝑤′(𝑧)
𝑤(𝑧)
]︃
− 𝑤
′(𝑧)
𝑤(𝑧)
[︃
− 1
𝑓2(𝑧)
𝑤′(𝑧)
𝑤(𝑧)
]︃
. (6.11)
Ao substituirmos as equações (6.8) e (6.11) em (6.2), segue que
− 1
𝑓2(𝑧)
𝑤′′(𝑧)
𝑤(𝑧) −
𝑓 ′2(𝑧)
𝑓 22 (𝑧)
𝑤′(𝑧)
𝑤(𝑧) +
1
𝑓2(𝑧)
[︃
𝑤′(𝑧)
𝑤(𝑧)
]︃2
= 𝑓0(𝑧) + 𝑓1(𝑧)
[︃
− 1
𝑓2(𝑧)
𝑤′(𝑧)
𝑤(𝑧)
]︃
+ 𝑓2(𝑧)
[︃
− 1
𝑓2(𝑧)
𝑤′(𝑧)
𝑤(𝑧)
]︃2
. (6.12)
Ao multiplicar ambos os lados da equação (6.12) por −𝑓2(𝑧)𝑤(𝑧) obtemos
𝑤′′(𝑧)− 𝑓
′
2(𝑧)
𝑓2(𝑧)
𝑤′(𝑧)− (𝑤
′(𝑧))2
𝑤(𝑧) = −𝑓0(𝑧)𝑓2(𝑧)𝑤(𝑧) + 𝑓1(𝑧)𝑤
′(𝑧)− (𝑤
′(𝑧))2
𝑤(𝑧) ,
implicando em
𝑤′′(𝑧)−
[︃
𝑓 ′2(𝑧)
𝑓2(𝑧)
+ 𝑓1(𝑧)
]︃
𝑤′(𝑧) + 𝑓0(𝑧)𝑓2(𝑧)𝑤(𝑧) = 0. (6.13)
Chamamos a atenção ao fato de que
𝑤′′(𝑧) + 𝑃 (𝑧)𝑤′(𝑧) +𝑄(𝑧)𝑤(𝑧) = 0
é uma equação diferencial fuchsiana onde
𝑃 (𝑧) = −𝑓
′
2(𝑧)
𝑓2(𝑧)
− 𝑓1(𝑧),
e
𝑄(𝑧) = 𝑓0(𝑧)𝑓2(𝑧).
Portanto, por meio da transformação dada pela equação (6.8) é possível transformar a
equação de Ricatti na equação diferencial fuchsiana.
Observação 6.1.1. Chamamos atenção que as mudanças de variáveis dadas pelas equa-
ções (6.4) e (6.8) conduzem à equação de Riccati (6.2) nas respectivas equações diferenciais
fuchsianas (6.5) e (6.13). Além disso, se considerarmos que 𝑓1(𝑧) = 0 na equação de Ric-
cati (6.2), obtemos que as duas transformações de variáveis são iguais e, assim, conduzem
à mesma equação diferencial fuchsiana, a saber,
𝑤′′(𝑧)− 𝑓
′
2(𝑧)
𝑓2(𝑧)
𝑤′(𝑧) + 𝑓0(𝑧)𝑓2(𝑧)𝑤(𝑧) = 0.
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No próximo exemplo, apresentamos o desenvolvimento para transformar a
equação de Riccati cosmológica em uma equação diferencial fuchsiana.
Exemplo 6.1.2. Dada a equação de Riccati cosmológica 𝑢′(𝜂) + 𝑐 (𝑢(𝜂))2+ 𝑘𝑐 = 0 temos
que 𝑓0(𝜂) = −𝑘𝑐, 𝑓1(𝜂) = 0 e 𝑓2(𝜂) = −𝑐 na equação (6.2).
Assim, a mudança de variável dada por (6.8), que é igual a mudança dada por
(6.4), fica da forma
𝑢(𝜂) = 1
𝑐
𝑤′(𝜂)
𝑤(𝜂) . (6.14)
E, consequentemente, obtemos 𝑤′(𝜂) = 𝑐𝑤(𝜂)𝑢(𝜂) e 𝑤′′(𝜂) = 𝑐𝑤′(𝜂)𝑢(𝜂) +
𝑐𝑤(𝜂)𝑢′(𝜂). E a partir da última equação, segue
𝑢′(𝜂) = 1
𝑐
𝑤′′(𝜂)
𝑤(𝜂) −
1
𝑐
(︃
𝑤′(𝜂)
𝑤(𝜂)
)︃2
. (6.15)
Em seguida, ao substituirmos as equações (6.14) e (6.15) na equação de Riccati
cosmológica obtemos
1
𝑐
𝑤′′(𝜂)
𝑤(𝜂) + 𝑘𝑐 = 0,
que pode ser reescrita como
𝑤′′(𝜂) + 𝑘𝑐2𝑤(𝜂) = 0.
Chamamos atenção que a última equação é uma equação diferencial fuchsiana.
6.1.2 Fuchsiana ⇒ Riccati
Esta subseção é baseada no desenvolvimento apresentado em (HILLE, 1976).
Dada a equação diferencial fuchsiana (6.1), 𝑤′′(𝑧)+𝑃 (𝑧)𝑤′(𝑧)+𝑄(𝑧)𝑤(𝑧) = 0,
a primeira transformação que utilizamos no processo de conversão da equação diferencial
fuchsiana em uma equação diferencial de Ricatti é dada por
𝑦(𝑧) = −𝑤
′(𝑧)
𝑤(𝑧) . (6.16)
Disso segue que 𝑦(𝑧) = −𝑤′(𝑧)
𝑤(𝑧) implicando que 𝑤
′(𝑧) = −𝑦(𝑧)𝑤(𝑧) e 𝑤′′(𝑧) =
−𝑦′(𝑧)𝑤(𝑧) + [𝑦(𝑧)]2𝑤(𝑧). Ao substituirmos 𝑤′′(𝑧) e 𝑤′(𝑧), em (6.1) segue que
−𝑦′(𝑧)𝑤(𝑧) + [𝑦(𝑧)]2𝑤(𝑧) + 𝑃 (𝑧) [−𝑦(𝑧)𝑤(𝑧)] +𝑄(𝑧)𝑤(𝑧) = 0. (6.17)
Ao multiplicarmos ambos os lados da equação (6.17) por −1/𝑤(𝑧) segue que
𝑦′(𝑧)− [𝑦(𝑧)]2 + 𝑃 (𝑧)𝑦(𝑧)−𝑄(𝑧) = 0,
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ou equivalentemente,
𝑦′(𝑧) = 𝑄(𝑧)− 𝑃 (𝑧)𝑦(𝑧) + [𝑦(𝑧)]2
é uma equação diferencial de Ricatti.
Então, a partir da transformação dada pela equação (6.16) exibimos uma ma-
neira de transformar uma equação diferencial fuchsiana em uma equação diferencial de
Ricatti.
6.2 Fuchsiana ⇔ Schwarz
Nesta seção, mostramos as mudanças necessárias para transformar a equação
diferencial fuchsiana (6.1) na equação diferencial de Schwarz (6.3), e vice-versa.
Em relação a essas duas equações diferenciais, fuchsiana e Schwarz, destacamos
a importância delas na uniformização de curvas hiperelípticas, reveja o Capítulo 3 na
página 70. Para maiores detalhes veja (WHITTAKER, 1929) e (GIRONDO; GONZÁLEZ-
DIEZ, 2004).
Esta seção está organizada da seguinte maneira. Na Subseção 6.2.1 apresenta-
mos as transformações e/ou mudanças de variáveis necessárias para transformar a equação
diferencial fuchsiana em uma equação diferencial de Schwarz. Por outro lado, na Subseção
6.2.2 exibimos as transformações que conduzem uma equação diferencial de Schwarz em
uma equação diferencial fuchsiana. Finalmente, destacamos que o desenvolvimento tem
como base o procedimento apresentado em (OSGOOD, 1998) nas páginas 275-308.
6.2.1 Fuchsiana⇒ Schwarz
Nesta subseção, consideramos uma equação diferencial fuchsiana específica, a
saber,
𝑦′′(𝑧) +𝑄(𝑧)𝑦(𝑧) = 0 (6.18)
onde 𝑄(𝑧) é uma função analítica.
A equação diferencial fuchsiana, (6.18), é um caso particular da equação di-
ferencial fuchsiana, (6.1), a saber, o fator 𝑃 (𝑧) na equação diferencial fuchsiana, (6.1), é
nulo.
Suponha que 𝑦(𝑧) seja uma solução da equação diferencial fuchsiana, (6.18).
Segue que, para transformar a equação diferencial fuchsiana (6.18) em uma equação dife-
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rencial de Schwarz, (6.3), consideramos a primeira transformação dada por
𝑤(𝑧) =
∫︁ 𝑧
𝑧0
𝑦−2(𝜁)𝑑𝜁 =
∫︁ 𝑧
𝑧0
(︃
1
𝑦(𝜁)
)︃2
𝑑𝜁. (6.19)
Em seguida, calculamos a derivada em ambos os lados da equação (6.19). Para
tanto, faz-se necessário recordar o primeiro Teorema Fundamental do Cálculo, ou seja,
𝑑
𝑑𝑥
∫︁ 𝑥
𝑎
𝑓(𝑠)𝑑𝑠 = 𝑓(𝑥).
Assim, obtemos 𝑤′(𝑧) = 1
𝑦2(𝑧) implicando que 𝑦
2(𝑧) = 1
𝑤′(𝑧) . Disso, segue que
𝑦(𝑧) = 1√︁
𝑤′(𝑧)
= [𝑤′(𝑧)]−1/2 . (6.20)
Em seguida, ao calcularmos a primeira e segunda derivada, em relação à va-
riável 𝑧, da equação (6.20) obtemos
𝑦′(𝑧) = −12 [𝑤
′(𝑧)]−3/2𝑤′′(𝑧)
e
𝑦′′(𝑧) = 34 [𝑤
′(𝑧)]−5/2 [𝑤′′(𝑧)]2 − 12 [𝑤
′(𝑧)]−3/2𝑤′′′(𝑧). (6.21)
Em seguida, realizamos a substituição das expressões de 𝑦(𝑧) e 𝑦′′(𝑧), dadas
respectivamente pelas equações (6.20) e (6.21), na equação diferencial fuchsiana (6.18).
Com tal procedimento, obtemos
3
4 [𝑤
′(𝑧)]−5/2 [𝑤′′(𝑧)]2 − 12 [𝑤
′(𝑧)]−3/2𝑤′′′(𝑧) +𝑄(𝑧) [𝑤′(𝑧)]−1/2 = 0. (6.22)
Assim, ao multiplicarmos a equação (6.22) por −2 [𝑤′(𝑧)]1/2 resulta em
−32 [𝑤
′(𝑧)]−2 [𝑤′′(𝑧)]2 + [𝑤′(𝑧)]−1𝑤′′′(𝑧)− 2𝑄(𝑧) = 0,
implicando em
𝑤′′′(𝑧)
𝑤′(𝑧) −
3
2
(︃
𝑤′′(𝑧)
𝑤′(𝑧)
)︃2
= 2𝑄(𝑧).
Consequentemente, temos uma equação diferencial de Schwarz, a saber,
{𝑤, 𝑧} = 2𝑄(𝑧).
Portanto, a partir da transformação dada pela equação (6.19) mostramos como
transformar uma equação diferencial fuchsiana em uma equação diferencial de Schwarz.
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6.2.2 Schwarz ⇒ Fuchsiana
O objetivo desta subseção é exibir as transformações necessárias para levar
uma equação diferencial de Schwarz em uma equação diferencial fuchsiana.
Assim, dada a equação diferencial de Schwarz {𝑤, 𝑧} = 2𝑄(𝑧), isto é,
{𝑤, 𝑧} = 𝑤
′′′(𝑧)
𝑤′(𝑧) −
3
2
(︃
𝑤′′(𝑧)
𝑤′(𝑧)
)︃2
= 2𝑄(𝑧),
consideramos a seguinte transformação
𝑦(𝑧) = [𝑤′(𝑧)]−1/2 . (6.23)
Segue que 𝑦(𝑧) = [𝑤′(𝑧)]−1/2 ⇒ 𝑦−2(𝑧) = 𝑤′(𝑧).
Assim,
𝑤′(𝑧) = 𝑦−2(𝑧). (6.24)
Em seguida, ao calcularmos a segunda e terceira derivada de 𝑤(𝑧) em relação
a 𝑧, obtemos
𝑤′′(𝑧) = −2𝑦−3(𝑧)𝑦′(𝑧), (6.25)
e
𝑤′′′(𝑧) = 6𝑦−4(𝑧) [𝑦′(𝑧)]2 − 2𝑦−3(𝑧)𝑦′′(𝑧). (6.26)
O próximo passo consiste em substituir as equações (6.24), (6.25) e (6.26) na
equação diferencial de Schwarz dada, isto é, {𝑤, 𝑧} = 2𝑄(𝑧), conduzindo a
6𝑦−4(𝑧) [𝑦′(𝑧)]2 − 2𝑦−3(𝑧)𝑦′′(𝑧)
𝑦−2
− 32
(︃−2𝑦−3(𝑧)𝑦′(𝑧)
𝑦−2(𝑧)
)︃2
= 2𝑄(𝑧),
implicando em
6𝑦−2(𝑧) [𝑦′(𝑧)]2 − 2𝑦−1(𝑧)𝑦′′(𝑧)− 6
[︁
𝑦−1(𝑧)𝑦′(𝑧)
]︁2
= 2𝑄(𝑧),
e consequentemente em
−2𝑦
′′(𝑧)
𝑦(𝑧) = 2𝑄(𝑧)⇒ −2𝑦
′′(𝑧) = 2𝑄(𝑧)𝑦(𝑧)⇒ 𝑦′′(𝑧) = −𝑄(𝑧)𝑦(𝑧).
Por fim, notamos que a equação
𝑦′′(𝑧) +𝑄(𝑧)𝑦(𝑧) = 0
é uma equação diferencial fuchsiana. Portanto, a partir da transformação dada pela equa-
ção (6.23), é possível transformar uma equação diferencial de Schwarz em uma equação
diferencial fuchsiana.
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6.3 Riccati ⇔ Schwarz
Nesta seção, exibimos as transformações necessárias que possibilitam trans-
formar a equação diferencial de Ricatti (6.2) na equação diferencial de Schwarz (6.3), e
vice-versa.
Recordamos que ambas equações diferenciais, Riccati e Schwarz, são não-
lineares. Entretanto, a primeira equação diferencial é de ordem 1 e a segunda equação
diferencial de ordem 3, respectivamente. Novamente, observamos a importância do papel
desempenhado pela equação diferencial de Schwarz no desenvolvimento da teoria sobre
uniformização de curvas hiperelípticas, reveja o Capítulo 3 na página 70. Por outro lado,
a equação diferencial de Ricatti é muito utilizada, por exemplo, em aplicações de controle,
em física matemática etc.
Desse modo, esta seção está organizada em duas subseções. Na Subseção 6.3.1
apresentamos as transformações e/ou mudanças de variáveis necessárias para transformar
a equação diferencial de Ricatti em uma equação diferencial de Schwarz. Em seguida, na
Subseção 6.3.2 exibimos as transformações no sentido contrário, ou seja, transformar a
equação diferencial de Schwarz em uma equação diferencial de Ricatti.
6.3.1 Riccati ⇒ Schwarz
Nesta subseção, exibimos a forma de transformar uma equação diferencial de
Ricatti em uma equação diferencial de Schwarz. A construção a ser exibida é baseada no
desenvolvimento apresentado em (ZELIKIN, 2013), página 204.
Consideremos a equação diferencial de Ricatti (6.2), isto é, 𝑦′ = 𝑓0(𝑧) +
𝑓1(𝑧)𝑦(𝑧) + 𝑓2(𝑧)[𝑦(𝑧)]2 e a transformação
𝑦(𝑧) = 12𝑓2(𝑧)
[︃
𝑤′′(𝑧)
𝑤′(𝑧) − 𝑓1(𝑧)−
𝑓 ′2(𝑧)
𝑓2(𝑧)
]︃
. (6.27)
Ao derivarmos em ambos os lados da equação (6.27) em relação à variável 𝑧
obtemos
𝑦′(𝑧) = 12𝑓2(𝑧)
⎡⎣𝑤′′′
𝑤′
− 𝑓
′
2(𝑧)
𝑓2(𝑧)
𝑤′′
𝑤′
−
(︃
𝑤′′
𝑤′
)︃2
− 𝑓 ′1(𝑧) + 𝑓1(𝑧)
𝑓 ′2(𝑧)
𝑓2(𝑧)
− 𝑓
′′
2 (𝑧)
𝑓2(𝑧)
+ 2
(︃
𝑓 ′2(𝑧)
𝑓2(𝑧)
)︃2⎤⎦ .
(6.28)
Em seguida, realizamos a substituição das equações (6.27) e (6.28) na equação
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diferencial de Ricatti (6.2). Assim, obtemos
1
2𝑓2(𝑧)
⎡⎣𝑤′′′
𝑤′
− 𝑓
′
2(𝑧)
𝑓2(𝑧)
𝑤′′
𝑤′
−
(︃
𝑤′′
𝑤′
)︃2
− 𝑓 ′1(𝑧) + 𝑓1(𝑧)
𝑓 ′2(𝑧)
𝑓2(𝑧)
− 𝑓
′′
2 (𝑧)
𝑓2(𝑧)
+ 2
(︃
𝑓 ′2(𝑧)
𝑓2(𝑧)
)︃2⎤⎦
= 𝑓0(𝑧) +
𝑓1(𝑧)
2𝑓2(𝑧)
[︃
𝑤′′
𝑤′
− 𝑓1(𝑧)− 𝑓
′
2(𝑧)
𝑓2(𝑧)
]︃
+ 𝑓2(𝑧)4𝑓 22 (𝑧)
[︃
𝑤′′
𝑤′
− 𝑓1(𝑧)− 𝑓
′
2(𝑧)
𝑓2(𝑧)
]︃2
. (6.29)
Multiplicando ambos os lados da equação (6.29) por 2𝑓2(𝑧), segue que⎡⎣𝑤′′′
𝑤′
− 𝑓
′
2(𝑧)
𝑓2(𝑧)
𝑤′′
𝑤′
−
(︃
𝑤′′
𝑤′
)︃2
− 𝑓 ′1(𝑧) + 𝑓1(𝑧)
𝑓 ′2(𝑧)
𝑓2(𝑧)
− 𝑓
′′
2 (𝑧)
𝑓2(𝑧)
+ 2
(︃
𝑓 ′2(𝑧)
𝑓2(𝑧)
)︃2⎤⎦ =
2𝑓0(𝑧)𝑓2(𝑧) + 𝑓1(𝑧)
[︃
𝑤′′
𝑤′
− 𝑓1(𝑧)− 𝑓
′
2(𝑧)
𝑓2(𝑧)
]︃
+ 12
[︃
𝑤′′
𝑤′
− 𝑓1(𝑧)− 𝑓
′
2(𝑧)
𝑓2(𝑧)
]︃2
. (6.30)
Após algumas simplificações, a equação (6.30) fica da forma
𝑤′′′
𝑤′
− 32
(︃
𝑤′′
𝑤′
)︃2
= 2𝑓0(𝑧)𝑓2(𝑧) + 𝑓 ′1(𝑧)−
1
2𝑓
2
1 (𝑧)− 𝑓1(𝑧)
𝑓 ′2(𝑧)
𝑓2(𝑧)
− 32
(︃
𝑓 ′2(𝑧)
𝑓2(𝑧)
)︃2
+ 𝑓
′′
2 (𝑧)
𝑓2(𝑧)
.
Ao considerarmos 𝑄(𝑧) = 2𝑓0(𝑧)𝑓2(𝑧)+𝑓 ′1(𝑧)− 12𝑓 21 (𝑧)−𝑓1(𝑧)𝑓
′
2(𝑧)
𝑓2(𝑧)− 32
(︁
𝑓 ′2(𝑧)
𝑓2(𝑧)
)︁2
+
𝑓 ′′2 (𝑧)
𝑓2(𝑧) obtemos
𝑤′′′
𝑤′
− 32
(︃
𝑤′′
𝑤′
)︃2
= 𝑄(𝑧),
e mais, essa equação é uma equação diferencial de Schwarz. Portanto, a equação dife-
rencial de Ricatti foi transformada em uma equação diferencial de Schwarz por meio da
transformação dada pela equação (6.27).
No próximo exemplo, apresentamos o desenvolvimento para transformar a
equação de Riccati cosmológica, rever o Exemplo 6.1.1 na página 182, em uma equa-
ção diferencial de Schwarz.
Exemplo 6.3.1. Dada a equação de Riccati cosmológica 𝑢′(𝜂) + 𝑐 (𝑢(𝜂))2+ 𝑘𝑐 = 0 temos
que 𝑓0(𝜂) = −𝑘𝑐, 𝑓1(𝜂) = 0 e 𝑓2(𝜂) = −𝑐 na equação (6.2).
Assim, a mudança de variável dada por (6.27) fica da forma
𝑢(𝜂) = − 12𝑐
𝑤′′(𝜂)
𝑤′(𝜂) . (6.31)
Ao derivarmos, em 𝜂, a equação (6.31) obtemos
𝑢′(𝜂) = − 12𝑐
⎡⎣𝑤′′′(𝜂)
𝑤′(𝜂) −
(︃
𝑤′′(𝜂)
𝑤′(𝜂)
)︃2⎤⎦ . (6.32)
Em seguida, ao substituirmos as equações (6.31) e (6.32) na equação de Riccati
cosmológica obtemos
𝑤′′′(𝜂)
𝑤′(𝜂) −
3
2
(︃
𝑤′′(𝜂)
𝑤′(𝜂)
)︃2
= 2𝑘𝑐2,
que é uma equação diferencial de Schwarz.
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6.3.2 Schwarz ⇒ Riccati
Nesta subseção, a construção que exibimos, na qual consiste em transformar
uma equação diferencial de Schwarz em uma equação diferencial de Ricatti, é baseada no
desenvolvimento apresentado em (HILLE, 1976), Capítulo 10.
Dada a equação diferencial de Schwarz (6.3), {𝑤, 𝑧} = 𝑤′′′(𝑧)
𝑤′(𝑧) − 32
(︁
𝑤′′(𝑧)
𝑤′(𝑧)
)︁2
=
𝑄(𝑧), devemos considerar
𝑦(𝑧) = −𝑤
′′(𝑧)
𝑤′(𝑧) (6.33)
como a primeira transformação que possibilita alcançar o objetivo desta subseção.
Notemos que
𝑦(𝑧) = −𝑤
′′(𝑧)
𝑤′(𝑧) ⇒ 𝑤
′′(𝑧) = −𝑦(𝑧)𝑤′(𝑧).
Desta forma, segue que
𝑤′′(𝑧) = −𝑦(𝑧)𝑤′(𝑧). (6.34)
Em seguida, derivando ambos os lados da equação (6.34), em relação à variável
𝑧, obtemos
𝑤′′′(𝑧) = −𝑦′(𝑧)𝑤′(𝑧) + [𝑦(𝑧)]2𝑤′(𝑧). (6.35)
Após a substituição das equações (6.34) e (6.35) na equação diferencial de
Schwarz (6.3), obtemos
−𝑦′(𝑧)𝑤′(𝑧) + [𝑦(𝑧)]2𝑤′(𝑧)
𝑤′(𝑧) −
3
2
(︃−𝑦(𝑧)𝑤′(𝑧)
𝑤′(𝑧)
)︃2
= 𝑄(𝑧).
Após algumas simplificações, obtemos
−𝑦′(𝑧) + [𝑦(𝑧)]2 − 32 [𝑦(𝑧)]
2 = 𝑄(𝑧),
que pode ser escrita da seguinte forma
𝑦′(𝑧) = −𝑄(𝑧)− 12 [𝑦(𝑧)]
2 . (6.36)
Finalmente, destacamos que a equação (6.36) é uma equação diferencial de
Ricatti particular, ou seja, é uma equação diferencial de Ricatti (6.2) com 𝑓0(𝑧) = −𝑄(𝑧),
𝑓1(𝑧) = 0 e 𝑓2(𝑧) = −12 . Portanto, por meio da transformação dada pela equação (6.33), a
equação diferencial de Schwarz foi transformada em uma equação diferencial de Ricatti.
Desta forma, a partir do exposto nas subseções anteriores, é possível sinteti-
zarmos os resultados no seguinte esquema.
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EDF
EDR EDS
𝑦(𝑧) = −𝑤′(𝑧)𝑤(𝑧)
𝑦(𝑧) = − 1𝑓2(𝑧)
𝑤′(𝑧)
𝑤(𝑧)
𝑦(𝑧) = 1√
𝑤′(𝑧)
𝑦(𝑧) = 1√
𝑤′(𝑧)
𝑦(𝑧) = −𝑤′′(𝑧)𝑤(𝑧)
𝑦(𝑧) = 12𝑓2(𝑧)
[︃
𝑤′′(𝑧)
𝑤′(𝑧) − 𝑓1(𝑧)− 𝑓
′
2(𝑧)
𝑓2(𝑧)
]︃
Figura 49 – Esquema entre as três equações diferenciais
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7 Conclusões
Na busca de sistemas de comunicações mais eficientes e confiáveis e menos
complexos do que aqueles já existentes, destacamos a importância da geometria hiperbó-
lica, das equações diferenciais fuchsianas, dos grupos fuchsianos, das regiões fundamentais
e das tesselações na construção de novas constelações de sinais.
Para propormos uma nova abordagem para o problema da projeção de novos
sistemas de comunicação digital, consideramos inicialmente os seguintes passos:
1) Considere 𝐶 um canal discreto sem memória dado, ou seja, o conhecimento do grafo
biparticionado associado 𝐾𝑚,𝑛;
2) Determine as superfícies onde o referido canal pode ser mergulhado (two cell embed-
ding). Diante disso, são obtidos os valores do gênero mínimo e gênero máximo da
superfície compacta orientada associada ao canal 𝐶. Os valores do gênero mínimo
e máximo são dados, respectivamente, por:
𝑔𝑚(𝐾𝑚,𝑛) =
{︃
(𝑚− 2)(𝑛− 2)
4
}︃
para 𝑚,𝑛 ≥ 2, e {𝑎} denota o menor inteiro maior que ou igual ao número real 𝑎, e
𝑔𝑀(𝐾𝑚,𝑛) =
[︃
(𝑚− 1)(𝑛− 1)
2
]︃
para𝑚,𝑛 ≥ 1, e [𝑎] denota o maior inteiro menor que ou igual ao número real 𝑎. Para
maiores detalhes veja (RINGEISEN, 1972), (RINGEL, 1965) e (CAVALCANTE et
al., 2003);
3) Conhecidos 𝑔𝑚 e 𝑔𝑀 , selecione um conjunto de 2𝑔 + 2 pontos simétricos 𝑆 =
{𝑠1, 𝑠2, . . . , 𝑠2𝑔+2} e para cada gênero 𝑔 tal que 𝑔𝑚 ≤ 𝑔 ≤ 𝑔𝑀 , estabeleça a curva
hiperelíptica 𝑦2 = 𝑓(𝑧) = (𝑧 − 𝑠1)(𝑧 − 𝑠2) . . . (𝑧 − 𝑠2𝑔+2);
4) Dada a equação diferencial fuchsiana de segunda ordem
𝑦(𝑧) +𝑊 (𝑋−1(𝑧))𝑦(𝑧) = 0
determine o grupo de monodromia correspondente, onde 𝑊 (·) denota a derivada
de Schwarzian da função de múltiplos valores, 𝑋−1 : C⋃︀{∞} → D, C denota o
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conjunto dos números complexos e D o disco de Poincaré. O grupo de monodromia
associado à equação diferencial fuchsiana dada é o grupo de cobertura da aplica-
ção 𝑋 : D → C⋃︀{∞}, (GIRONDO; GONZÁLEZ-DIEZ, 2004). Desse modo, se
𝑊 (𝑋−1) pode ser expresso em termos dos parâmetros 𝑠1, 𝑠2, . . . , 𝑠2𝑔+2 então a curva
hiperelíptica e o grupo estão relacionados. Destacamos que a ligação entre a curva
hiperelíptica e o grupo é assumida válida e, então, 𝑊 (𝑋−1(𝑧)) é conhecido em ter-
mos dos parâmetros 𝑠1, 𝑠2, . . . , 𝑠2𝑔+2 como Conjectura de Whittaker.
Em (WHITTAKER, 1929) foi apresentada a obtenção da região de unifor-
mização de uma dada curva hiperelíptica tendo como ambiente de trabalho o disco de
Poincaré. Além do mais, conhecidas as raízes da curva hiperelíptica em consideração, a
representação das arestas (geodésicas) do polígono resultante decorre do uso do círculo
isométrico e, consequentemente, a região de uniformização está contida no interior do
disco aberto unitário.
Ocorre que, quanto maior a área do polígono, maior é a relação sinal-ruído,
com consequente decréscimo da probabilidade de erro. Assim, destas considerações, o
interesse passa a ser a obtenção de uma região de uniformização cuja área seja máxima.
Diante deste contexto, ao considerar uma curva hiperelíptica com todas as
raízes distintas e localizadas na fronteira do disco de Poincaré (para que a região de
uniformização seja máxima) que satisfaça a Conjectura de Whittaker associada à equação
diferencial fuchsiana, foram estabelecidos os seguintes objetivos desta pesquisa:
∙ Identificar os geradores do subgrupo fuchsiano associados que formam a região fun-
damental na qual a curva hiperelíptica pode ser uniformizada;
∙ Estabelecer uma relação entre o grau da curva hiperelíptica e a tesselação da super-
fície gerada pelo subgrupo fuchsiano associado à curva hiperelíptica e, consequen-
temente, explicitar uma relação entre os tipos de curvas hiperelípticas e os grupos
fuchsianos aritméticos associados a tais curvas hiperelípticas;
∙ Comparar os subgrupos fuchsianos associados às curvas hiperelípticas de mesmo
gênero, isto é, verificar se os subgrupos fuchsianos são isomorfos por conjugação
e/ou por combinação linear; e
∙ Mostrar que as equações diferenciais não lineares de Ricatti e de Schwarz podem
ser vistas como uma equação diferencial fuchsiana (linear) munida de uma transfor-
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mação não linear. Apresentamos um exemplo não usual mostrando essa importante
característica e que certamente propiciará que novas linhas de pesquisa possam ser
consideradas.
Estes objetivos têm por finalidade, em síntese, o estabelecimento de condi-
ções para que um sistema de comunicação tenha a menor probabilidade de erro. Para
tanto, apresentamos o detalhamento de cada um dos capítulos da tese, com os respectivos
resultados.
No Capítulo 2 apresentamos uma breve revisão sobre conceitos fundamentais
necessários para o entendimento do conteúdo deste trabalho. Em especial, exibimos con-
ceitos sobre grupos, espaços métricos, análise complexa, equações diferenciais complexas
e geometria hiperbólica.
No Capítulo 3 exibimos os resultados e desenvolvimento de forma detalhada
para a obtenção do grupo fuchsiano via a construção proposta em (WHITTAKER, 1929),
considerando inclusive os trabalhos desenvolvidos em (MURSI, 1930), (DHAR, 1935),
(DALZELL, 1930) e (RANKIN, 1958b), que estenderam o desenvolvimento de Whittaker
e/ou provaram a validade de sua conjectura para determinadas curvas algébricas. Em
seguida, apresentamos o desenvolvimento detalhado para a obtenção dos geradores do
grupo fuchsiano associado à região fundamental que uniformizará a curva hiperelíptica
dada. Até onde é de nosso conhecimento, este desenvolvimento minucioso, e não elementar,
não estava exposto na literatura.
No Capítulo 4, apresentamos o primeiro resultado dessa tese, a saber, exibimos
uma forma de construir o subgrupo fuchsiano associado a uma curva hiperelíptica que
satisfaz a conjectura de Whittaker, rever a página 103 na qual é exibido o algoritmo para
a obtenção dos geradores do subgrupo fuchsiano, tal que a respectiva região fundamental
é o caso limite em relação ao que o desenvolvimento clássico retrata (veja Capítulo 3).
Com a obtenção da região fundamental, consequentemente estabelecemos uma
relação entre o grau da curva hiperelíptica e a tesselação associada à superfície gerada
pelo subgrupo fuchsiano. Este resultado é explicitado nas Proposições 4.4.3 e 4.4.4. A
partir desta relação, apresentamos uma ligação entre os tipos de curvas hiperelípticas e os
grupos fuchsianos aritméticos associados a estas curvas hiperelípticas sem a necessidade
de cálculos para a obtenção da ordem maximal.
No Capítulo 5, exibimos as condições para que os subgrupos fuchsianos, cuja
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região fundamental uniformizará a curva hiperelíptica, ambas com mesmo gênero 𝑔, tanto
no modelo Δ quanto no modelo H2, sejam isomorfos por conjugação, rever a Tabela 12 na
página 177. Desta forma, exibimos a possibilidade de trabalhar com curvas hiperelípticas
de mesmo gênero “mais simples” no lugar de curvas “mais complicadas”, ao considerar
que ambas as curvas possuem mesmo gênero.
Entretanto, verificamos que os subgrupos fuchsianos associados às curvas hipe-
relípticas dadas não são isomorfos por combinação linear. Ressaltamos que estes subgrupos
fuchsianos podem exibir outro mapa, isto é, tais subgrupos podem ser isomorfos por meio
de um outro mapa.
Em seguida, exibimos as semelhanças e diferenças estabelecidas ao trabalhar
nos modelos Δ e H2 da geometria hiperbólica. Diante isso, propomos em Δ a Conjectura
5.2.1 que foi reescrita como a Conjectura 5.2.2. Além disso, em H2, propomos as Conjec-
turas 5.3.1, 5.3.2 e 5.3.3. Destacamos a obtenção da Conjectura 5.3.4, na qual, dadas as
curvas hiperelípticas 𝑦2 = 𝑧𝑛 + 1 e 𝑦2 = 𝑧𝑛 − 1 cujas raízes estão na fronteira de Δ e for-
mam um polígono regular, respectivamente, são exibidas as condições sobre as isometrias
utilizadas entre os modelos Δ e H2 na obtenção dos geradores do subgrupo fuchsiano, a
fim de que os respectivos subgrupos fuchsianos em H2 sejam iguais.
Propomos também uma generalização deste resultado, a saber, o Teorema
5.0.1, no qual mostramos como construir as isometrias para que quaisquer duas curvas hi-
perelípticas, que satisfaçam as hipóteses do Teorema 5.0.1, possuam subgrupos fuchsianos
idênticos em H2.
No Capítulo 6, expomos a conexão entre três tipos de equações diferenciais, a
saber, as equações diferenciais fuchsianas, as equações diferenciais de Riccati e as equações
diferenciais de Schwarz. Embora estas relações já sejam conhecidas, apresentamos estas
conexões de forma interligada, bem como uma contextualização para o uso de tais equações
diferenciais futuramente no relacionamento entre problemas de codificação holográfica e
codificação quântica em teoria gravitacional quântica e teoria de campos conformes, áreas
da física-matemática em franco processo de evolução.
Portanto, diante destes resultados, exibimos elementos matemáticos que pos-
sibilitam uma nova abordagem para o problema da projeção de novos sistemas de co-
municação digital mais eficiente e menos complexo do que os já existentes. Até onde é
de nosso conhecimento, este trabalho contém propostas inovadoras e não consideradas
anteriormente na literatura.
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Sugestões para Futuras Pesquisas
Para finalizar, apresentamos algumas sugestões para dar prosseguimento a este
trabalho:
∙ Identificar os subgrupos fuchsianos associados às curvas algébricas 𝑦𝑚 = 𝑧𝑝(𝑧𝑁−1)𝑟,
onde 𝑚, 𝑝, 𝑁 e 𝑟 são inteiros positivos;
∙ Estabelecer outros mapas entre os modelos hiperbólicos a fim de verificar o isomor-
fismo entre os diferentes subgrupos fuchsianos;
∙ Construir códigos algébricos geométricos na geometria hiperbólica;
∙ Determinar um receptor ótimo (processo de demodulação).
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