Transform-domain digital audio watermarking has a performance advantage over time-domain watermarking by virtue of the fact that frequency transforms offer better exploitation of the human auditory system (HAS). In this paper, an innovative watermarking scheme for audio signal based on double insertion of the watermark in DWT-DST domain of the host signal is proposed. We are using a gray scale logo image as watermark instead of randomly generated Gaussian noise type watermark. Subjective and objective tests reveal that the proposed watermarking scheme maintains high audio quality and is simultaneously highly robust to different attacks, including MP3 compression, low-pass filtering, amplitude scaling, additive Gaussian noise, reacquisition, cropping, sampling, high pass filtering. Comparison of the proposed algorithm with similar techniques such as Cox et al and Dhar et al, shows the superiority of the proposed scheme in term of robustness and imperceptibility.
INTRODUCTION
Audio signals in digital form are easily reproducible without any distortion; effective protection techniques have become indispensable. This need has been reinforced by the new means of distribution, such as Internet and by compression methods, such as MPEG-2, AAC and MP3.
The traditional information security technology based on cryptography theory mostly has its limitations. In order to resolve the shortcomings of traditional information security technology, more and more researchers has been starting to study the digital watermarking technology because it can effectively compensate for the deficiencies of the security and protection application of traditional information security technology. Watermarking is a process that embeds data called watermark or digital signature or tag or label into a multimedia object such that the watermark can be detected or extracted later to make an assertion about the object [1] . Digital watermarking technology has many applications in protection, certification, distribution, anti-counterfeit of the digital media and label of the user information. It has become a very important study area in information hiding [2] .
Several watermarking techniques have been developed and commercialized. The watermarks produced by those techniques can withstand a number of single attacks such as MPEG, resampling, filtering and quantization. However, the watermarks are easily destroyed if subjected to chopping and multiple attacks. Existing audio watermarking systems exploit the irrelevant properties of the human auditory system (HAS) [3] . In particular, HAS is insensitive to small amplitude changes in the time and frequency domains, allowing the addition of weak noise signals (watermarks) to the host audio signal such that the changes are inaudible [4] [5] [6] [7] [8] [9] . Frequencydomain techniques, in particular, have been more effective than time-domain techniques since watermarks are added to selected regions in the transformed domain of the host audio signal, such that inaudibility an robustness are maintained [10] [11] [12] . This paper, will report on hybrid-transform audio watermarking algorithm. Two powerful transforms are applied on the original audio signal; discrete wavelets transform (DWT), and Discrete Sine Transform (DST) using a double insertion of the watermark.
The paper is organized as below. Section 1 provides an introduction to audio watermarking systems, Section 2 describes transformation techniques, Section 3 discusses the proposed watermark embedding and extraction process and Section 4 presents simulation results and discussion. A brief conclusion with future direction is presented in Section 5.
TRANSFORMATION TECHNIQUES

Discrete wavelet Transform
The discrete wavelet transform has received a tremendous amount of interest in many important signal processing applications, including audio and image watermarking [13] [14] [15] . Wavelet transform can be used to decompose a signal into two parts: high frequencies and low frequencies. The low frequencies part is decomposed again into two parts of high and low frequencies. The number of decompositions in this process is usually determined by an application and length of an original signal. The data obtained from the above decomposition are called the DWT coefficients. Moreover, the original signal can be reconstructed from these coefficients. This reconstruction is called the inverse DWT. For more information on Wavelet transform, see [16] .
Discrete Cosine Transform
each transform coefficient can be encoded independently without losing compression efficiency. The most common DCT definition of a 1-D sequence of length N is [17] :
for k = 0,1,2,…,N −1. Similarly, the inverse transformation is defined as:
for n = 0,1,2,…,N −1. In both equations (1) and (2) w(k) is defined as:
Thus, the first transform coefficient is the average value of the sample sequence. In literature, this value is referred to as the DC Coefficient. All other transform coefficients are called the AC Coefficients.
Discrete Sine Transform
DST is identical to Shifted Discrete Fourier Transform spectra of signals that are certain permutation modifications of the original signal: The DST is defined by the following equation [18] :
It also has a property of energy compaction that can be used for audio watermarking. The Equation (5) calculates the value of the inverse discrete sine transform:
Difference between the DCT and the DST
By applying the DCT to 8 identical values (x(i) = 100, i=1, 2,…,8) it can see that the DCT compacts all the energy of the data into the single DC coefficient whose value is identical to the values of the data items. Applying the DST to the same eight values, on the other hand, results in seven AC coefficients whose sum is a wave function that passes through the eight data points but oscillates between the points [19] . So it can say that the DST has compacted the energy input values by using more AC coefficients than the DCT. This example, with the fact that the DCT produces highly decorrelated coefficients, argues strongly in favor of using the DCT in data compression in contrast to DST. In watermarking, the insertion of the watermark in the DC coefficients gives a better robustness, but degrades the quality of the watermarked signal. In addition, the DCT does not have many choices for insertion of the watermark, while the DST, as a result of compacting the signal energy over several coefficients gives more choices and therefore more security to watermarking system. In addition, it ensures a good compromise between robustness and imperceptibility.
The Finite Ridgelet Transform
Finite Ridgelet Transform, also known as FRIT, is a kind of invertible, non-redundant transform [20] . To overcome the periodization effect of a finite transform, by using a novel ordering of the FRAT coefficients. Taking the onedimensional wavelet transform on the projections of the FRAT in a special way results in the finite ridgelet transform (FRIT), which is invertible, non-redundant, and computed via fast algorithms?
In 2-D, points and lines are related via the Radon trans-form, thus the wavelet and ridgelet transforms are linked via the Radon transform. More precisely, denote the Radon transform as :
Then the ridgelet transform is the application of a 1-D wavelet transform to the slices (also referred to as projections) of the Radon transform,
So, the advantage of the Finit Ridgelet Transform, is invertible and to compute its inverse transform you must have two information on the original image. Namely; the normalized mean and the structure of wavelet decomposition that are needed for reconstruction. These two information are generated during the transformation process and without this information the reconstruction of the original image cannot be done. In this paper, we propose to use the FRIT as an encrypting system to secure the watermarking algorithm. So, the transformed coefficients are inserted in the host audio signal.
WATERMARKING EMBEDDING AND EXTRACTION PROCESS 3.1 Watermarking embedding process
The proposed watermark embedding process is shown in Figure 2 . The embedding process is implemented in the following seven steps:
1) The original audio signal is first decomposed with the wavelet transform.
Fig 2: Watermark embedding process
2) The approximation ( ) and detail ( ) coefficients are then segmented into non-overlapping frames and transformed with the DST. The watermark is first transformed with the FRIT and the result coefficients are double inserted into the approximation (low frequencies) and detail coefficients (high frequencies). The insertion of the watermark in low frequency presents good robustness against some attacks like mp3 compression, low pass filtering, resampling, requantization, etc, but it doesn't show any robustness against amplification and high pass filtering. So, the double insertion of the watermark in low and high frequency coefficient can give more robustness against these two attacks.
3) Each sample of the watermark is then inserted into a coefficient of each frame using equation (8) [11] . Generally samples of the watermark are inserted in the first five coefficients of each frame. This ensures that the mark is added to the components of the most important perception.
( )
The value of α denotes the strength of the watermarking and it is called embedding strength, where increasing α increases the robustness of the watermark at the expense of the audio quality. Therefore, it can be chosen such that audio quality is not degraded.
5) Take the inverse DST of the modified DST coefficients to calculate the watermarked high and low frequencies and respectively. 6) At the end, the watermarked audio signal is reconstructed using the inverse discrete wavelet transform.
Watermarking extraction process
The proposed watermark extraction process is shown in Fig. 3 . It is implemented in the following three steps: 2) The approximation and detail coefficients and are then segmented into non-overlapping frames and transformed with the DST.
3) The N coefficients of the watermark inserted are extracted from the first frames coefficients of have been selected during the insertion phase using the following relation.
( ) The obtained coefficients are than transformed with the inverse FRIT.
Thus, the extraction and transformation operations retrieve the two watermarks included in the coefficients of low and high frequencies. Only the watermark that has suffered the least damage is kept. It will be used as proof of ownership of
SIMULATION RESULTS AND DISCUSSION
In this section, the performance of the proposed watermarking system is evaluated using eight different types of 16 bit mono audio signals sampled at 44.1 kHz for α=7 by considering the frame size of 512 samples. A comparison study has been done between the proposed algorithm, cox's algorithm [11] and Dhar's algorithm [12] . In this paper, we propose to use a binary image as a watermark instead of the PN-sequence used in [11] and [12] , to allow a subjective validation of the extracted watermark. Classical music violin music IV.1 Imperceptibility Test Imperceptibility tests are essential to perceptual quality assessment, since the ultimate judgment is made by human acoustic perception. Informal listening reveals excellent imperceptibility of the embedded watermark using the proposed algorithm. In order to evaluate the quality of watermarked signal, the following signal-to-noise ratio (SNR) equation is used:
where s(n) and (n) are original audio signal and watermarked audio signal respectively.
After embedding watermark, the SNR of all selected audio signals using the proposed method are above 25 dB (Table 2) which ensures the imperceptibility of the proposed system. Which satisfies the IFPI requirement (20 dB) described in [21] . These results have clearly demonstrated the superiority of the proposed scheme over Cox and Dhar methods. 
IV.2 Robustness Test
In order to evaluate the performance of the proposed watermarking system, the following Normalized Correlation (NC) is used to evaluate the correlation between the extracted watermark and the original watermark:
Where i is the index in the watermark image w. Table 3 shows the performance comparison in terms of NC between the proposed system and Cox's and Dhar's methods when no attack is applied to four different types of watermarked audio signals. Table 3 . Watermark detection result of the proposed system against other systems Audio signals proposed DWT-DCT Dhar Cox
Various common signal-processing attacks are used to assess the robustness of the proposed scheme are given below (Table  4) .
(A) MP3 compression 64 kbps: The MPEG-1 layer-3 compression is applied. The watermarked audio signal is compressed at the bit rate of 64 kbps and then decompressed back to the WAVE format.
(B) Resampling: The watermarked signal, originally sampled at 44.1 kHz, is resampled at 22.05 kHz, and then restored back by sampling again at 44.1 kHz.
(C) Requantization: The 16-bit watermarked audio signal is re-quantized down to 8 bits/sample and then back to 16 bits/sample.
(D) Additive white Gaussian noise (AWGN):] White
Gaussian noise is added to the watermarked signal until the resulting signal has an SNR of 15 dB.
(E) Low-pass filtering: A second-order Butterworth filter with cut-off frequency 4 kHz is used.
(F) Cropping: 10 % segments are removed from the watermarked audio signal at the beginning and subsequently replaced by segments of the original signal.
(G) High-pass filtering: A second-order Butterworth filter with cut-off frequency 400 Hz is used.
(H) Amplification: watermarked audio signal is amplified by different amplification rate (0.75%, 150%, etc.).
The presented algorithm is simulated by programming in Matlab 7.3. The size of the original signal S is 512 × 1024 and the size of image watermark w is 32 × 32.
The watermark image w, and its finit ridgelte transform are shown respectively in Figure 4 .
Fig 4: Original and encrypt image
The second image can be recoverd to original image after using the inverse FRIT transform with the keys generated in the insertion process as shown in Figure 2 .
A comparaison between watermarks which were extracted after applying various attacks using the proposed algorithm, cox's algorithm and Dhar's algorithm are given in Figure 5 . As shown in this figure, the quality of the extracted watermarks varies from one attack to another, however, the proposed technique is able to extract recognizable watermarks after all attacks, even in the case of high-pass filtering and amplification. While the cox's and Dhar's algorithms showed no resistance to these two attacks. So, they failed to preserve and detect the inserted watermark.
In addition to the extracted watermark quality and also the SNR of the watermarked audio signal which is described in the previous section, another privilege of the proposed method can be depicted in robustness performance especially in case of MP3 compression with different bit rates and Additif White Gaussian Noise with different SNR, as shown in Figures 6 and 7. 
CONCLUSION
A novel audio watermarking method is proposed based on double embedding in the hybrid domain, DWT-DST. The method uses the DWT variety of time-frequency decomposition for audio signals, and modifies its DST coefficients with a watermark image before re-constituting the signal. The effectiveness of the DWT-DST based algorithm was demonstrated by watermarking eight different audio signals. Moreover, it is also a secure scheme, the watermark cannot be extracted without knowing the keys generated during the insertion process.
Future work will concentrate on making the method more practical by modifying the technique such that the original audio signal is not required to extract the watermark and this approach may also be extended to image and video watermarking. 
