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• A filtration technique that permits the use of the FCVAR model for making inference in 
systems with I(0) and I(d) variables. 
• This technique yields more precise model estimates and superior out-of-sample forecasts for 
the I(0) variable. 
• Results are demonstrated using Monte Carlo simulations. 
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Abstract
We propose a filtration technique for making inference in systems with I(0) and I(d)
variables using the fractionally co-integrated vector autoregressive (FCVAR) model with
long memory in the co-integrating residuals. Superior predictions for the I(0) variable are
demonstrated using simulations.
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1. Introduction
The fractionally co-integrated vector autoregressive (FCVAR) model was introduced by Johansen
(2008) and further developed by Johansen and Nielsen (2012). In serving as a direct model
of fractional co-integration, it provides a central tool for the analysis of long-run equilibrium
relationships among the I(d) variables. Compared with traditional I(1)/I(0) co-integration,
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fractional co-integration allows linear combinations of I(d) processes to give I(d − b) processes
with d ≥ b > 0 and with d and/or b as fractional numbers.
In addition to the analysis of long-run relationships among the I(d) variables, the FCVAR has
also been employed in several studies involving a mixture of I(d) and I(0) variables, see Bollerslev
et al. (2013) and Chen, Chiang, and Karl (2018). In their work, the estimation of the FCVAR is
simplified by letting d = b; i.e. no memory in the co-integrating residuals. According to Definition
2 in Johansen (2008), the FCVAR allows for variation in the integration order of the variables
within the system. Consequently, the inclusion of the I(0) variable is natural in the FCVAR,
which is similar to the coexistence of the I(1) and I(0) variables in the VECM. However, the case
of d > b poses a challenge for the analysis of the FCVAR as the fractional differencing operator
∆d−b is applied, not only to the real I(d− b) co-integrating vectors, but also to the I(0) variable
serving as pseudo co-integrating vector. This gives rise to the anti-persistence of the latter. As a
result, under the FCVAR model, the representation of the I(0) variable is found to be I(d − b),
which may lead to biased parameter estimates.
This paper proposes a filtering procedure for the pre-application of the FCVAR model in a
mixture of I(d) and I(0) variables to evade the potential bias arising from the over-differencing
of the pseudo co-integrating vector when d > b. Specifically, the fractional differencing operator
(∆d−b) is applied to the I(d) variables within the system prior to the estimation of the FCVAR
model. This procedure does not alter the representation theorem and the calculation of maximum
likelihood estimators of the FCVAR. With this adjustment, the I(0) variable is shown to be
correctly represented as an I(0) process.
We illustrate the usefulness of our technique using Monte Carlo simulations containing both
stationary and non-stationary fractional co-integration. Our findings show that the pre-filtration
tends to reduce the observed bias in the estimates of parameters d, b and co-integrating vectors
and that the gains are more evident with the gap between d and b. In the out-of-sample (OOS)
forecasts for the I(0) variable, the filtration leads to better predictions across various horizons
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where the forecasting gains tend to be significant over long horizons.
The rest of this paper is organized as follows. Section 2 presents the FCVAR specifications
and the proposed filtering procedure. The Monte Carlo study is outlined in Section 3. Section 4
concludes.
2. The Model






dLcbXt + εt (1)
where Xt ∈ I(d) contains p elements and εt is p−dimensional i.i.d.(0,Ω). Let Lb = 1−∆b be the
fractional lag operator and∆d be the fractional difference operator where∆d = (1−L)d. The error
correction term is denoted by β′∆d−bXt, where β is a (p× r) matrix consisting of r co-integrating
vectors and r is the so-called co-integration rank. The linear combination β′Xt is integrated of
order (d−b) with d ≥ b > 0. The matrix α is of order (p×r) and contains parameters representing
the speed of adjustment towards long-run equilibrium. The short-run dynamics are measured by
the lag coeffi cients (Γ1, . . . ,Γk). As suggested by Johansen (2008), the FCVAR in equation (1)
does not require that all components of Xt exhibit the same order of integration. As a result,
the representation theorem and the properties of maximum likelihood estimators (MLE) of the
FCVAR remain unchanged when the I(0) variables are introduced into the system of fractional
variables.
The following section gives an outline of the problem that may arise when the FCVAR in
equation (1) is applied to a system containing I(d) and I(0) variables. We assume that there are
two I(d) variables, X1t, X2t, that are fractionally co-integrated of order b and one I(0) variable
X3t in the system Xt, i.e. Xt = (X1t, X2t, X3t)′. As a standard method employed in the literature
treating an I(0) variable in the VECM, we adopt the idea of a ‘pseudo’co-integrating relation.
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Specifically, we involve the extra co-integration vector as a unit vector with unity in the position








The FCVAR in equation (1) is no longer appropriate for modelling a system containing a mixture
of I(d) and I(0) variables when d > b, in which case the term β′∆d−bXt contains the anti-persistent
error correction term that arises from the presence of the I(0) variable inXt. The mis-specification
problem can also be seen by considering the representation theorem as follows.









With Γ = I −
∑k
c=1 Γc, the matrix C = β⊥(α
′
⊥Γβ⊥)














which contains only zeros in the last row corresponding to the I(0) variable X3t. Following the
work of Johansen and Nielsen (2012), the FCVAR in equation (1) has the solution
Xt = C∆
−d




t + µt (5)
for d ≥ 1/2 where the operator ∆−d+ is used to define a nonstationary process and Yt is fractional
of order zero. The solution of the FCVAR model for the I(0) X3t then reduces to







where e3′ = (0, 0, 1). It is clear that the XFCV AR3t is integrated of order (d− b), which erroneously
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exhibits long memory if d > b due to the mis-specifications. This problem remains in the case of
d < 1/2 where the solution of the FCVAR becomes Xt = C∆−dεt + ∆−(d−b)Yt.
To adjust for this problem, we apply the fractional differencing operator ∆d−b to each of the
I(d) variables in Xt and construct a new system X∗t = (∆











t + εt (7)
Here, the model above differs from the FCVAR in (1) only in the way that the fractional I(d)
variables have been transformed to I(b) variables. On this basis, the Johansen representation
theorem must still hold for the FCVAR with the pre-filtering procedure in (7). We can then
demonstrate that, with the adjustments made to the input vector X∗t , X3t is correctly represented











To illustrate the gains from the adoption of the filtering procedure, we conduct a simulation study
that compares the FCVAR with and without the filtration in terms of the model fit, parameter
estimation and predictive power.
3.1. In-sample estimation
We generate X1t and X2t that are fractionally co-integrated of order CI(d, b) and one I(0) process
X3t from the FCVAR, without including short-run dynamics
X1t = α1∆








d−bLb(X1t + β1X2t) + δ3LbX3t + ε3t
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where ε1t, ε2t and ε3t are randomly created from a trivariate normal distribution with mean 0,
variance 1 and correlation equal to 0. The Monte Carlo simulation is based on 5000 replications,
with sample sizes T = (2500, 1000, 500). We vary d from 0.4 to 0.8, covering the range commonly
seen in empirical studies and consider several cases with the gap between d and b from 0.1 to 0.6.
The case of b = 0.5 is omitted in our analysis following Assumption 4 in Johansen and Nielsen
(2012). Both stationary (d − b < 1/2) and non-stationary (d − b > 1/2) co-integrating relations
are included in our simulation based on the recent extension of the FCVAR made in Johansen
and Nielsen (2018). In addition, we let β1 = −1 and α =
−0.5 −0.10.5 −0.3
0.01 −0.2
. By setting rank equal
to 2, we estimate the FCVAR with Xt = (X1t, X2t, X3t)′ and the FCVAR with X∗t = (∆
d−bX1t,






and report the results of the model estimates in Table 1.
We show that estimates of the model parameters become more precise as the sample size
increases, which is in line with the asymptotic results in Johansen and Nielsen (2012). Under
the same fractional integration order d, the precision in the estimates improves as b increases.
Notably, across different sample sizes, the MLE of d is more precise than b. On the other hand,
estimates of β are more dispersed. Results for the estimates of α are not reported for brevity since
α̂ is a function of d̂, b̂ and β̂ and so is heavily affected by the estimation uncertainty present in
the earlier steps. Turning to the comparison between the FCVAR and the pre-filtered FCVAR,
we show that the latter achieves a better in-sample fit, i.e. lower BIC, in all cases considered and
tends to produce more precise estimates.
The improvements made by adopting the pre-filtering technique are outlined in Table 2, where
the gains are measured by the reduction in the values of MSE and BIC of the pre-filtered FCVAR













































































































































































































































































































































































































































































































































































































































































































































































































































































































observe greater gains of the pre-filtered FCVAR in terms of the estimation precision in parameters
b and β1 as the difference between d and b increases. As for cases with the smaller gap between d
and b, gains of the pre-filtered FCVAR remain for the estimates of b and β1 as well as with the
in-sample fit but are absent for d̂ under several scenarios. For various sample sizes under analysis,
our Monte Carlo results show that the superiority given by the use of the filtration technique is
more evident as the gap between d and b grows.
3.2. Out-of-sample forecasts
Better performances of the FCVAR relative to the conventional VAR and AR models in predicting
I(0) market returns are well documented in the work of Bollerslev et al. (2013) and Chen, Chiang,
and Karl (2018). In our analysis, we further undertake OOS forecasting exercises to demonstrate
the superiority of the FCVAR using the filtered long-memory series in predicting the I(0) variable
X3t.
The forecasts are based on re-estimating the model parameters for each day with a fixed length
rolling window containing the previous T/2 days. We consider different forecasting horizons for
the I(0) variable by replacing X3t with 1h
∑h
j=1X3t+j in the FCVAR (1) and pre-filtered FCVAR
(7), where h is set as 1, 5 and 22. Table 3 reports the average relative MSE of the predictions for
the I(0) variable X3t from the two models, and this is computed such that values less than one
favor the pre-filtered FCVAR model forecasts. Similar to the in-sample analysis, the simulation
results are generated based on 5000 replications, in which cases the Diebold and Mariano (DM)
test is employed to examine the equal predictive ability. The results in Table 3 clearly favor
the pre-filtered FCVAR model forecasts over different sample sizes. Specifically, the pre-filtered
FCVAR exerts more superior predictive performance over longer horizons, i.e. h = 5 and 22,




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































We propose the use of a pre-filtering technique that allows for better inference of the fractionally
co-integrated VAR (FCVAR) of Johansen (2008) for modelling systems with I(0) and I(d) variables,
where there exists long memory in the co-integrating residuals. The problem occurring particularly
in the use of the standard FCVARwith I(0) and I(d) variables is associated with the anti-persistent
error correction termwhen d > b, which brings fractional property to the representation for the I(0)
variable. Using the FCVAR with the pre-filtering procedure allows for a correct representation of
the dynamics underlying the I(0) process. Our Monte Carlo simulations show that this technique
generally results in more precise model estimates and better out-of-sample predictions of the
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