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LEPSKI˘I PRINCIPLE IN SUPERVISED LEARNING
GILLES BLANCHARD, PETER MATHE´, AND NICOLE MU¨CKE
Abstract. In the setting of supervised learning using reproducing kernel methods, we
propose a data-dependent regularization parameter selection rule that is adaptive to
the unknown regularity of the target function and is optimal both for the least-square
(prediction) error and for the reproducing kernel Hilbert space (reconstruction) norm
error. It is based on a modified Lepski˘ı balancing principle using a varying family of
norms.
1. Introduction
We shall study optimal reconstruction of the regression function in supervised learning.
Here we are given observations
(1.1) Yi := fρ(Xi) + εi, i = 1, . . . , n,
at i.i.d. data points X1, . . . , Xn, drawn according to some (unknown) distribution ρX on
a space X . If fˆz is any predictor for the regression function f based on a sample z :=
(Xi, Yi)
n
i=1 , then we measure the (squared) loss (also called excess squared prediction risk)
as
(1.2) E(f, fz) = EX∼ρX
∣∣∣(fρ(X)− fˆz(X))∣∣∣2 = ∥∥∥fρ − fˆz∥∥∥2
L2(ρX )
.
We shall adopt a framework commonly considered in learning theory for so-called repro-
ducing kernel methods, and assume that both the target fρ and its estimation fˆz belong
to a given reproducing kernel Hilbert space (rkhs) H. In this setting it is also relevant to
study the estimation loss in H-norm, ∥∥fρ− fˆz∥∥H. In particular, one application of interest
is when fρ = Ahρ with hρ an element of a Hilbert space H0, A is a (known) linear oper-
ator from H0 to the set of real functions X → R, and one is interested in reconstructing
hρ with small H0-norm error. This setting known as inverse regression can be shown to
be formally equivalent to the rkhs setting provided A satisfies some regularity properties
(namely continuity of all evaluation functionals h 7→ (Ah)(x)), see [5, 9]. In this type of
application, it is of interest to get an optimal control of the direct (or prediction) error∥∥A(hρ − hˆz)∥∥L2(ρX ), as well as of the reconstruction error ∥∥hρ − hˆz∥∥H0 ; the latter error
coincides with
∥∥fρ − fˆz∥∥H for a suitable rkhs H depending on A and isometric to H0 [5].
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Specifically, we shall confine the analysis to estimators constructed from a linear regular-
ization scheme gλ as
(1.3) fλ
z
:= gλ(Bx)T
∗
x
y, 0 < λ ≤ κ2,
with κ specified in § 2.1.
where y = (y1, . . . , yn) ∈ Rn, and T ∗x , Bx are data-dependent operators from Rn, resp H,
to H, and gλ is a regularization function; these objects will be more precisely defined in
the next section. The regularization parameter λ will drive the bias/variance trade-off,
with smaller values of λ corresponding to less regularization, that is, smaller bias and
larger variance.
The above setting has been analyzed in numerous previous studies, and a literature
overview will be necessarily partial. Let us mention the seminal works [6, 9, 26, 27, 18]
which focused (mainly) on optimal bounds for the prediction risk, for Tikhonov regular-
ization schemes. Relationship of the model (1.1), viewed through the lens of reproducing
kernel methods, to the inverse problem literature was pioneered in [10, 12, 9], opening
the way to using more general regularization schemes of the form (1.3). Statistical per-
formance bounds covering such schemes were established in [7] for prediction risk, [1]
both for prediction and reconstruction risk (albeit in a worst-case setup concerning the
spectral decay of the kernel integral operator, giving rise to so-called “slow rates”), and
[5] concerning fast rates for both risks.
All of these studies (with the exception of [7] which considered data-dependent parameter
selection, see below) studied convergence rates under a priori known regularity assump-
tions on the target function fρ (expressed under the form of specific source conditions,
which will be defined below) and, for fast (minimax optimal) rates, additional a priori
known assumptions on the spectral decay of the the kernel operator. The optimal choice
of the regularization parameter λ depends of these conditions; however in most practical
applications, such regularity assumptions are unknown to the user, and it is a fundamen-
tal task to select the regularization parameter λ in a close to optimal way from the data
only; this is the focus of the present paper.
Several strategies are known for this. Concerning the prediction risk, a standard approach
is hold-out or cross-validation (considered in [7]), which picks among a set of estimators
(fλ
z
)λ∈Λ (with Λ a finite set, typically a geometric discretization of a certain parameter
range) the one having smallest empirical error when evaluated on an independent, ”hold-
out” sample of the same size as the original. It is an established fact that this method
is able to attain close to optimal rates in a variety of situations, since it satisfies an
oracle-type inequality with respect to the considered estimator family, at least if it is
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assumed that Y is bounded [7, 4]. It is crucial for this that the empirical excess risk is an
accessible unbiased estimate of the population excess risk. Therefore, such a method will
not be applicable for the H-norm risk (reconstruction error). When assuming smoothness
properties under the form of source conditions for fρ, it is known that there exists a
choice of the regularization parameter which is simultaneously minimax optimal over
that smoothness class for the direct and for the reconstruction risk. One might therefore
hope that the hold-out method parameter selection will return a parameter choice that
also features optimality properties for the reconstruction risk: however, existence of one
regularization parameter that is good for both risks (that is to say, is minimax rate optimal
over a certain regularity class) is no guarantee that any arbitrary parameter which is good
for prediction (e.g. as selected by the hold-out method), is also good for reconstruction:
there could in principle be a range of parameters that are good for prediction, but only
one element in that range that is also good for reconstruction, without guarantee that
precisely that one will be selected by hold-out. We must therefore consider possible other
approaches.
A prominent parameter choice strategy which uses only differences of estimators is based
on Lepski˘ı’s original idea [15]. This idea can be adopted in learning. Concerning the pre-
diction risk (L2(ρX)-norm), this was studied in [8] (obtaining “slow rates”); and further in
the monograph [17], and the paper [16], where fast prediction rates where obtained under
some ’minimal smoothness’ assumptions. Lepski˘ı’s principle was recently used in learning
within the context of empirical risk minimization over balls in the reproducing kernel
Hilbert space. Here the size of the ball, which reflects the inherent solution smoothness,
is chosen adaptively, see [20] for details. This approach is not able to take into account
additional properties of the marginal distribution ρX , as these are quantified in the effec-
tive dimension (in other words, once again only ”slow rates” are considered in that work).
We mention that Lepski˘ı’s principle can also be used for adaptation in the reconstruction
risk (H-norm), but, as discussed above, any method concentrating only on adaptation for
the one risk might be sub-optimal for the other.
The contributions of the present study are the following. We derive a data-dependent
regularization parameter selection rule, based on a modified Lepski˘ı’s principle, that is
simultaneously adaptive in the sense of the prediction and the reconstruction risks. The
simultaneous adaptation property is a new aspect of the method that has not appeared
previously, up to our knowledge. This is achieved by using a selection rule based on a
varying norm to measure difference of estimators, wherein the norm depends on the regu-
larization parameter. We establish results showing simultaneous oracle-type inequalities
for both risks, giving rise to fast (minimax optimal) convergence rates adapting to un-
known source conditions of a general form, as well as to unknown spectral decay properties
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of the kernel integral operator. We insist that in contrast to some earlier studies, the rule
is entirely data-dependent: in particular the variance of the estimators, as represented by
the so-called effective dimensionality of each estimator, and depending on the (a priori
unknown) spectral decay of the kernel integral operator, is also estimated empirically, as is
the “minimal” regularization parameter, which also depends on said effective dimension.
In comparison to [16] for the prediction risk, we also remove the “minimum smoothness”
requirement. Finally, we argue that the selection rule is simple to put in practice, as the
varying squared norm used in the rule is a linear combination of the (squared) empiri-
cal norm and H-norms of the estimators, both of which are readily accessible. The main
ideas in this paper, especially concerning the extended Lepski˘ı’s principle, were introduced
under a preliminary form in the third author’s Ph.D. thesis [19].
This paper is organized as follows: in Section 2, we introduce the setting and notation for
supervised learning using (reproducing) kernel-based estimators and general regularization
schemes. In Section 3, we present a first simultaneous adaptation result using the newly
introduced modified Lepski˘ı’s principle, in a somewhat abstracted setting allowing us to
put into light the main ideas. In Section 4, we present the actual method and bounds
in the supervised learning setting. The appendix contains technical proofs, including in
particular probabilistic estimates for various error terms used as fundamental building
blocks for the main results. While estimates of a similar flavor have appeared in various
earlier studies on reproducing kernel learning methods, we have adopted here a self-
contained approach, in passing streamlining or slightly extending earlier arguments. For
instance, we introduce a technical device allowing us to let go of the assumption of operator
monotonicity in the generalized source condition function appearing in all earlier studies.
2. Mathematical Framework in Supervised Learning
2.1. Operators. We let Z = X × R denote the sample space, where the input space X
is a standard Borel space. The relation between the input x ∈ X and the output y ∈ R
is described by a unknown joint probability distribution ρ on X × R. By ρX we denote
the X− marginal distribution.
Based on a training set z = (x,y) = ((x1, y1), ..., (xn, yn)) drawn independently and
identically distributed according to ρ, the goal in supervised learning is to find a function
fˆ = fˆ
z
: X → R with small expected error
E(fˆ) =
∫
X×R
(y − fˆ(x))2 dρ(x, y) .
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It is well known that the minimizer of E(·) over L2(X , ρX) is the regression function,
denoted by fρ, satisfying
‖f − fρ‖2ρX = E(f)− E(fρ) , f ∈ L2(X , ρX) ,
with ‖ · ‖ρX being the L2(X , ρ)− norm.
It is common to search for an estimator in a hypothesis space H ⊂ L2(X , ρX), which
we choose to be a separable reproducing kernel Hilbert space (RKHS) H = HK , arising
from a measurable positive semi-definite kernel K : X × X −→ R. For any x ∈ X we
denote Kx the element of H given by the function t 7→ K(x, t). We recall the fundamental
“reproducing” property f(x) = 〈Kx, f〉H holding for any f ∈ H, x ∈ X . Additionally, we
let K be bounded by κ2 = supx∈X K(x, x).
Following previous studies [10, 1, 5] we consider the continuous inclusion T = TρX :
H →֒ L2(X , ρX) and its adjoint T ∗ = T ∗ρX : L2(X , ρX) → H, leading to the kernel
second moment operator B = BρX = T
∗T : H → H, which can be shown to be positive,
self-adjoint and trace class (and hence in particular compact), see e.g. [10]. Given a
sample x = (x1, . . . , xn) ∈ X n, we define the empirical counterparts Tx : H → Rn by
(T
x
f)i = f(xi) = 〈f,Kxi〉H and, endowing Rn with the normalized scalar product 〈u, v〉 =
n−1
∑n
i=1 uivi, its adjoint T
∗
x
: Rn → H given by T ∗
x
u = n−1
∑n
i=1 uiKxi. The empirical
second moment operator is then given by B
x
= T ∗
x
T
x
. Moreover, we have the relations
B = EX∼ρX [KX ⊗K∗X ], Bx = n−1
∑n
i=1Kxi ⊗K∗xi , and that ‖Bx‖H→H, ‖B‖H→H ≤ κ2.
We refer to [9, 5] for more details.
We shall use the moment inequality in Hilbert space, see [11, Chapt. 2.3], which asserts
(for an arbitrary non-negative self-adjoint operator B) that for every 0 ≤ θ ≤ 1 it holds
true that
(2.1) ‖Bθf‖H ≤ ‖Bf‖θH ‖f‖1−θH , f ∈ H,
2.2. Regularization. Regularization methods have emerged as a useful tool in Learning
Theory for tackling the problem of overfitting and have been introduced in e.g. [28], [23],
[14]. We confine ourselves to the class of spectral regularization methods {gλ}λ, examined
in e.g. [12, 1, 6, 5] but also in [3] in a statistical setting. Here, 0 < λ ≤ κ denotes
the regularization parameter. This class of methods contains the well known Tikhonov
regularization, Landweber iteration or spectral cut-off. We recall its definition.
Definition 1 (Regularization function). Let g : (0, κ2] × [0, κ2] −→ R be a function
and write gλ = g(λ, ·). The family {gλ}λ is called regularization function, if there are
positive constants γ0 and γ−1 such that for any 0 < λ ≤ κ2:
(2.2) sup
0<t≤κ2
|gλ(t)| ≤ γ−1
λ
,
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and
(2.3) sup
0<t≤κ2
|rλ(t)| ≤ γ0 ,
where rλ(t) := 1−gλ(t)t is the residual function. Observe that the latter property implies
in particular
(2.4) sup
0<t≤κ2
|tgλ(t)| ≤ γ0 + 1 .
Given a regularization function gλ we use spectral calculus to apply this to the self-adjoint
nonnegative operator B
x
. Hence we consider the family fλ
z
of (linear) estimators given
by (1.3), repeated here for convenience:
fλ
z
:= gλ(Bx)T
∗
x
y, 0 < λ ≤ κ2,
The above can be represented equivalently, using the “shift” formula, as a kernel expansion
(2.5) fλ
z
= n−1
n∑
i=1
αλiKxi = T
∗
x
α
λ, where αλ := gλ(TxT
∗
x
)y;
since T
x
T ∗
x
is a n×n matrix (whose (i, j)-entry is equal to n−1K(xi, xj)), computation of
fλ
z
boils down to numerically feasible matrix computations.
The objective of this study is to provide adaptivity results for estimators fλ
z
, where the
final estimator is defined using an a posteriori parameter choice λˆ = λˆ(n, z) (see Defini-
tion 5), resulting in f λˆ
z
.
The quality of these estimators depends on the capability of the regularization to take
into account smoothness, and this is concerned with the notion of a qualification. To this
end we agree with the following concept.
Definition 2 (Index function). A continuous nondecreasing function φ : [0, κ2] → R+
which obeys φ(0) = 0 is called an index function. Index functions are endowed with the
following partial order: for two index functions φ1, φ2 we have φ1 ≺ φ2 (we say that φ2
covers φ1) if φ2/φ1 is nondecreasing for x > 0.
Definition 3 (Qualification). We call an index function ψ a qualification of the chosen
regularization function gλ if there is a constant γψ such that
(2.6) sup
0<t≤κ2
|rλ(t)|ψ(t) ≤ γψψ(λ), λ > 0.
We mention a standard and useful consequence of the above definitions obtained by
interpolation.
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Proposition 2.1. Let gλ be a regularization function with qualification ψ. Let γψ :=
max(γ0 + 1, γ−1, γψ). Then for any λ ∈ (0, κ2]:
• For any r ∈ [0, 1]:
(2.7) sup
0<t≤κ2
|gλ(t)|tr ≤ γψλr−1.
• For any index function φ covered by ψ:
(2.8) sup
0<t≤κ2
|rλ(t)|φ(t) ≤ γψφ(λ).
Proof. For the first statement, we have using (2.2), (2.4), for any (t, λ) ∈ (0, κ2]× [0, κ2]:
|gλ(t)|tr = |gλ(t)t|r|gλ(t)|1−r ≤ (γ0 + 1)r(γ−1λ−1)1−r ≤ γψλr−1.
For the second statement, for any λ ∈ (0, κ2], if t ∈ [0, λ] we have by monotonicity of φ:
|rλ(t)φ(t)| ≤ γ0φ(λ) ≤ γψφ(λ),
while for t ∈ [λ, κ2] we have by monotonicity of ψ/φ and ψ-qualification:
|rλ(t)φ′(t)| = |rλ(t)ψ(t)|φ(t)
ψ(t)
≤ γψψ(λ)φ(λ)
ψ(λ)
≤ γψφ(λ);
together these two cases bring the announced statement. 
Thus, if ψ covers φ and ψ is a qualification of gλ, then so is φ.
2.3. Effective Dimension and Empirical Effective Dimension. The effective di-
mension is a key quantity for deriving learning rates in (semi-) supervised learning,
parametrizing the effect of the input data through ρX , encapsulated in the second moment
operator B. For λ ∈ (0, κ2] we set
N (λ) = Tr[ (B + λ)−1B ] .
The empirical approximation, the empirical effective dimension
N
x
(λ) = Tr
[
(B
x
+ λ)−1B
x
]
can be computed from a set of unlabeled input data x. Just like N (λ) is crucial for finding
an a priori parameter choice rule leading to optimal rates of convergence, the empirical
N
x
(λ) is essential for defining an a posteriori parameter choice rule. As functions of λ > 0
both the effective dimension and the empirical effective dimension are decreasing. Since
B is trace class, we always have N (λ) ≤ λ−1Tr[B] ≤ λ−1κ2 as an upper bound.
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Moreover, for q > 1, and since t/(t+ λ/q) ≤ qt/(t + λ) for positive t, λ, it follows that
(2.9) N
x
(λ/q) ≤ qN
x
(λ), λ > 0,
which will prove useful, below.
3. Generalized Lepski˘ı principle
Our goal is to establish an adaptive choice of the regularization parameter λ > 0 as this is
achieved by the Lepski˘ı principle. This works with a finite number of candidate estimates,
and we therefore fix a finite grid
(3.1) Λ :=
{
λj, κ
2 ≥ λ0 > λ1 > . . . > λm = λmin > 0
}
,
with m ≥ 1; we shall confine its choice later.
We fix the sample size n. It will be transparent from the subsequent analysis that (a priori)
error estimates involve an (unknown, non-positive, non-decreasing) function λ 7→ A(λ)
(informally referred to as “approximation error term”), and the (positive, decreasing)
function
(3.2) S(n, λ) := σ
√N (λ) ∨ 1 +M/5√
λn
, λ > 0,
(informally referred to as “estimation error term”), where the parameters M and σ are
model specific. Details for the roles of M and σ (related to noise moments) will be given
in Section 4. These parameters are assumed to be known – or an upper bound on it.
Also, in order to access the prediction norm we shall use the isometry
(3.3) ‖g‖L2(ρ) =
∥∥B1/2g∥∥H, g ∈ H.
for which we also have an empirical counterpart for the empirical measure ρ̂n =
1
n
∑n
i=1 δzi :
(3.4)
(
1
n
n∑
i=1
g2(Xi)
) 1
2
= ‖g‖L2(ρ̂n) =
∥∥B1/2
x
g
∥∥
H, g ∈ H.
In particular, error bounds are given from
(3.5) ‖g‖L2(ρ) =
∥∥B1/2g∥∥H ≤ ∥∥∥(B + λ)1/2g∥∥∥H, g ∈ H.
To apply the Lepski˘ı principle, the unavailable (population) functions S(n, λ) and B will
be replaced by their sample version S
x
(n, λ) (i.e. wherein N is replaced by N
x
) and B
x
.
With high probability, and this will be formulated precisely later, quantities involving B
x
and S
x
will be close to the population quantities.
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In order to separate clearly the arguments, we will concentrate in this section on a purely
deterministic argument underlying the Lepski˘ı principle, which will be first expressed in
a somewhat abstract version. More precisely, we make the following assumption, where Λ
is the grid specified in (3.1).
Assumption 1. There exists a positive self-adjoint operator A and constant C > 0 such
that, for any λ ∈ Λ, there exists a function fλ ∈ H satisfying
(3.6)
∥∥∥(A+ λ)1/2(fρ − fλ)∥∥∥H ≤ C√λ(A(λ) + S(λ)),
where the function λ ∈ [0, κ2] 7→ A(λ) ∈ R+ is non-decreasing with A(0) = 0; and the
function λ ∈ [0, κ2] 7→ √λS(λ) ∈ R+ is non-increasing.
The following estimate will be further used in the sequel. It gives a consequence and
interpretation of (3.6).
Proposition 3.1. Asssume A is a positive self-adjoint operator on H, and the element
h ∈ H satisfies
∥∥∥(A+ λ) 12h∥∥∥ ≤ √λF (λ) for some λ > 0 and some function F : R+ → R+.
Then for any s ∈ [0, 1
2
]:
(3.7) ‖Ash‖ ≤ λsF (λ).
Proof. For s = 1
2
, it holds∥∥A 12h∥∥ ≤ ∥∥A 12 (A+ λ)− 12∥∥∥∥(A+ λ) 12h∥∥ ≤ √λF (λ).
For s = 0, we have
‖h‖ ≤ λ− 12∥∥λ 12h∥∥ ≤ λ− 12∥∥(A+ λ) 12h∥∥ ≤ F (λ).
Finally, by interpolation between the two last inequalities, for s ∈ [0, 1
2
]:
‖Ash‖ ≤ ‖h‖1−2s∥∥A 12h∥∥2s ≤ λsF (λ).

Now we can formulate the parameter choice in this abstracted framework; it is based on
a modified Lepski˘ı’s method (or ”balancing principle”).
Definition 4 (Parameter choice, abstract version). We consider the notation from As-
sumption 1. For the grid Λ from (3.1) we set
M(Λ) :=
{
λ ∈ Λ :
∥∥∥(A+ λ′)1/2(fλ − fλ′)∥∥∥
H
≤ 4C
√
λ′S(λ′), ∀λ′ ∈ Λ, s.t. λ′ ≤ λ
}
.
(3.8)
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The balancing parameter is given as
(3.9) λˆ := max M(Λ) ;
obviously this quantity is always well-defined since λmin ∈M(Λ).
This parameter choice has the remarkable property of simultaneous adaptivity in several
norms ‖As·‖H for 0 ≤ s ≤ 1/2. This is formulated in the following main result.
Let λ∗ be given as
(3.10) λ∗ := max({λ ∈ Λ, A(λ) ≤ S(λ)} ∪ {λmin}).
The value λ∗ is unknown to us, since the function A is.
Theorem 3.2. Suppose Assumption 1 holds. For the parameters λˆ and λ∗ from (3.9)
and (3.10), respectively, the following holds true:
(1) The parameter λˆ satisfies λˆ ≥ λ∗, and it obeys
(3.11)
∥∥(A+ λˆ) 12 (fρ − f λˆ)∥∥ ≤ 6C√λ∗S˜(λ∗),
where S˜(λ∗) := max(S(λ∗),A(λ∗)).
(2) If it holds that S(λk) ≤ CSS(λk−1) for k = 1, . . . , m for some constant CS > 1,
then for any s ∈ [0, 1
2
]:
(3.12) λs∗S˜(λ∗) ≤ CS min
λ∈[λmin,λ0]
{
λs(A(λ) + S(λ))
}
.
(Note that S˜(λ∗) 6= S(λ∗) can only possibly happen in the “edge” case λ∗ = λmin.)
Observe that, via Proposition 3.1, the estimate (3.11) leads to a control of
∥∥fρ − f λˆ∥∥H
as well as (in the case A could be formally taken equal to the operator B defined in
Section 2.1)
∥∥B 12 (fρ−f λˆ)∥∥H = ∥∥fρ−f λˆ∥∥L2(ρ), which thanks to the second estimate (3.12),
can be interpreted as an oracle-type inequality for both of these error measures.
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Proof of Theorem 3.2. Assume first that λ∗ > λmin, so that A(λ∗) ≤ S(λ∗) holds. Then
for any λ ∈ Λ with λ ≤ λ∗ we find that∥∥(B + λ) 12 (fλ − fλ∗)∥∥
≤ ∥∥(B + λ) 12 (fλ − fρ)∥∥+ ∥∥(B + λ) 12 (fλ∗ − fρ)∥∥
≤ ∥∥(B + λ) 12 (fλ − fρ)∥∥+ ∥∥(B + λ) 12 (B + λ∗)− 12∥∥∥∥(B + λ∗) 12 (fλ∗ − fρ)∥∥
≤ C
√
λ(A(λ) + S(λ)) + C
√
λ∗(A(λ∗) + S(λ∗))
≤ 2C
√
λS(λ) + 2C
√
λ∗S(λ∗)
≤ 4C
√
λS(λ),
so that λ∗ belongs to the set appearing in (3.8), and thus λˆ ≥ λ∗. Finally, in the initially
excluded case λ∗ = λmin, obviously this conclusion still holds. This in turn yields∥∥(B + λ∗) 12 (fρ − f λˆ)∥∥ ≤ ∥∥(B + λ∗) 12 (fρ − fλ∗)∥∥+ ∥∥(B + λ∗) 12 (fλ∗ − f λˆ)∥∥
≤ 2C
√
λ∗S˜(λ∗) + 4C
√
λ∗S(λ∗)
≤ 6C
√
λ∗S˜(λ∗),
using (3.6) and (3.8) for the first and second term, respectively, establishing (3.11).
For the proof of the oracle property (3.12), define λ+∗ := min{λ′ ∈ Λ : λ′ > λ∗} (which is
well-defined, provided λ∗ < λ0 = maxΛ; exclude for now the case λ∗ = λ0). Observe that
λ+∗ > λ∗ must correspond to two consecutive indices in Λ, so that by assumption we have
S(λ∗) ≤ CSS(λ+∗ ); also by definition of λ∗, we have A(λ+∗ ) > S(λ+∗ ).
We consider two cases for λ ∈ [λmin, λ0]:
• λ ≤ λ+∗ : In this case, noticing that λ 7→ λsS(λ) is non-increasing for s ∈ [0, 12 ],
λs(A(λ) + S(λ)) ≥ λsS(λ) ≥ (λ+∗ )sS(λ+∗ ) ≥ C−1S λs∗S(λ∗).
• λ > λ+∗ : We can then bound
λs(A(λ) + S(λ)) ≥ λsA(λ) ≥ λs∗A(λ+∗ ) ≥ λs∗S(λ+∗ ) ≥ C−1S λs∗S(λ∗).
This establishes (3.12) if S˜(λ∗) = S(λ∗); otherwise, it must be the case that S˜(λ∗) = A(λ∗)
and λ∗ = λmin, in which case (3.12) obviously holds since A is non-decreasing.
Finally coming back to the edge situation λ∗ = λ0 = maxΛ first put aside above, we then
only have to consider λ ≤ λ∗ and a straightforward modification of the argument in the
first case above yields λs(A(λ) + S(λ)) ≥ λs∗S(λ∗). 
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4. Bounds in the supervised learning setting
In order to validate the usage of the generalized Lepski˘ı principle from Section 3 we now
need to make an assumption of the distribution of the noise ε in the model (1.1), and we
make the following Bernstein-type moment inequality assumption:
Assumption 2. The data generating distribution is such that there exists positive con-
stants σ,M with
(4.1) E(X,Y )∼ρ(Y − fρ(X))k ≤ k!
2
σ2Mk−2,
for all integers k ≥ 2.
Note again that we constantly assume that the constants σ,M are known, or at least valid
upper bounds. An upper confidence bound holding with large probability would also be
suitable, but we don’t touch the subject of estimating noise variance in this paper.
In the abstract version of the (modified) Lepski˘ı’s method presented in the previous sec-
tion, taking formally A := B would lead to a parameter choice depending on unobserved
population quantities, which would not be an a posteriori choice. In the present section,
we turn to establishing an error bound for an estimator which only depends on observable
quantities (and of quantities which are assumed to be known such as M and σ). For
this, the gist of the approach is to establish that Assumption 1 holds on an event of high
probability, for entirely empirical quantities; then, provided this event is satisfied, we will
be able to apply Theorem 3.2.
Let us specify some definitions first. For the sake of simplicity, we will consider a geo-
metrically regular grid of factor q > 1, i.e. the set of candidate regularization parameters
will be
Λ(q) :=
{
λi = κ
2q−i, i ∈ N}.
Note that only finite subsets of the above grid, with a minimum element either deter-
ministic or data-dependent, will be considered in the sequel. In the rest of this section
we assume q to be fixed. Since our estimates will be based on exponential deviation
probabilities, we will denote
L˜η,n := 2 log
(
8 logn
η log q
)
,
where η ∈ (0, 1) will denote the (small) probability of the favorable event not being
satisfied, and which is assumed to be fixed a priori. For practical purposes, one can for
instance think of η as being some negative power of the number of training examples n,
so that L˜η,n is a logarithmic factor in n; alternatively, if a fixed small probability of failure
η is deemed acceptable for any n, the factor L˜η,n is only O(log log n).
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Let
(4.2) S
x
(n, λ) :=
σ
√
2(N
x
(λ) ∨ 1) +M/5√
λn
, λ > 0,
be an empirical version of S(λ) from (3.2) (the numerical constants are for technical con-
venience but don’t have any special meaning here). We will also define a data-dependent
(and therefore random) grid of parameters. The motivation for this is that the main error
estimate involves
√
λS
x
(λ) as a term, so one might as well restrict the search to the region
where this term is at most of order 1. We thus define
(4.3) Λ
x
:=
{
λ ∈ Λ(q) s.t. λ ≥ 100κ2L˜2η,n/n and λ ≥ 3κ2(Nx(λ) ∨ 1)/n
}
.
In principle, it could happen that Λ
x
is empty, in which case the procedure below will be
undefined (formally, the parameter λˆ
z
can be taken equal to κ2 in that case). This does
not contradict the performance bounds to come, since it will be clear from their proof
that at least for n big enough then with high probability the grid Λ
x
will be non empty.
We can now define the purely data-driven parameter choice.
Definition 5 (Data-driven parameter choice). Let (fλ
z
)λ∈(0,κ2] be a family of regularized
estimates as defined in (1.3) using a regularization function of qualification ψ, and γψ be
defined as in Proposition 2.1. For the grid Λ
x
from (4.3), we set
(4.4) M
z
(Λ
x
) :=
{
λ ∈ Λ
x
:
∥∥∥(Bx + λ′)1/2(fλz − fλ′z )∥∥∥H ≤ 64γψL˜η,n√λ′Sx(λ′),
∀λ′ ∈ Λ
x
, s.t. λ′ ≤ λ
}
.
The data-driven balancing parameter is given as
(4.5) λˆ
z
:= maxM
z
(Λ
x
).
Remark 1. The parameter λˆ
z
is indeed an a posteriori choice since it only depends on
quantities that are assumed known to the user and empirical quantities. Furthermore, the
computation itself is relatively easy since the norm appearing in (4.4) can be rewritten as∥∥∥(Bx + λ′)1/2(fλz − fλ′z )∥∥∥H =
(
1
n
n∑
i=1
(fλ
z
− fλ′
z
)2(Xi) + λ
′
∥∥∥fλ
z
− fλ′
z
∥∥∥2
H
) 1
2
.
In practice these quantities can directly be computed, since the estimators fλ
z
are repre-
sented as a kernel expansion fλ
z
=
∑n
i=1 α
λ
iKxi (see (2.5)), so that f
λ
z
(x) =
∑n
i=1 α
λ
iK(xi, x),
and then ∥∥∥fλ
z
− fλ′
z
∥∥∥2
H
=
n∑
i,j=1
(αλi − αλ
′
i )(α
λ
j − αλ
′
j )K(xi, xj).
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To analyze the behavior of the proposed algorithm, we assume a general form source
condition for the target function,
(4.6) fρ = φ(B)h, ‖h‖H ≤ 1,
where φ : [0, κ2] → R+ is an index function as introduced in Definition 2, which can
be decomposed as φ(t) = ϕ1(t)ϕ2(t), and ϕ1, ϕ2 are nondecreasing functions [0, κ
2] →
R+ such that ϕ1 is ℓ-Lipschitz and ϕ2 is sublinear, by which we mean that ϕ2(t)/t is
nonincreasing for t > 0. We observe that in that setting it would be redundant to
consider the more general inequality ‖h‖H ≤ R, since this can always be achieved by
implicit rescaling φ→ Rφ.
In order to guarantee a control of the function A(λ) from Assumption 1, playing he
role of approximation term in our main probabilistic estimate), we will finally make the
assumption that the regularization method has qualification t 7→ √tφ(t) (see Definition 3).
We recall that qualification with a covering function is sufficient, so that this assumption
has to be interpreted as that of a minimal qualification. Equivalently, if the qualification
of the method is fixed and equal to ψ (assumed to cover t 7→ √t), the results to come
hold for all source conditions (4.6) covered by t 7→ ψ(t)/√t.
The next theorem is our main result:
Theorem 4.1. Assume the observed data z = (x,y) = ((x1, y1), ..., (xn, yn)) is drawn
independently and identically distributed according to ρ, satisfying Assumption 2, wherein
parameters σ and M are assumed to be known.
Let fλ
z
, λ > 0 be defined as in Section 2.2 for a regularization family of qualification
ψ, where ψ is assumed to cover t 7→ √t. Let γψ be defined as in Proposition 2.1. Let
q > 1, η ∈ (0, 1) be fixed and λˆ
z
be the data-dependent, a posteriori parameter choice
given by (4.5).
If the regression function fρ satisfies a source condition of the form given by (4.6) with
index function φ covered by t 7→ ψ(t)/√t, then with probability at least 1 − η it holds for
all s ∈ [0, 1
2
]:∥∥Bs(fρ − f λˆz)∥∥ ≤ cqγψL˜3η,n min
λ∈[λmin,κ2]
(
λs
(
φ(λ) + S(n, λ) + ℓϕ2(κ
2)κ2√
n
))
,(4.7)
where c is a numerical constant (c = 384 works), and
(4.8) λmin = qmin
{
λ : λ ≥ 100κ2L˜2η,n/n and λ ≥ 6κ2(N (λ) ∨ 1)/n
}
,
where we assume n large enough so that n ≥ max(100L˜2η,n, 6), ensuring the above minimum
to be well-defined.
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Observe that this result takes the form of an oracle inequality for the norms ‖Bs.‖ with
respect to the population operator B (we recall that this includes the prediction norm
‖.‖L2(ρ) for s = 12 , see (3.3)); and with respect to a deterministic parameter range where
λmin is determined from the true effective dimension N . The next corollary shows that the
covered range is large enough to include a parameter λn leading to optimal convergence
rates in most situations (again, provided that sufficient qualification holds).
Corollary 4.2. Assume the same conditions as in Theorem 4.1. Assume limλ→0N (λ) =
∞ and φ(λ) > 0 for λ > 0 (true infinite-dimensional setting); assume also that φ2(λ)/N (λ) =
oλ((log log λ
−1)−2) holds (as λ→ 0).
Define ∆(λ) := λφ2(λ)/N (λ), which is a continuous (strictly) increasing function on
[0, κ2] satisfying ∆(0) = 0.
Fix η ∈ (0, 1). Then for n larger than a certain n0 (depending on all parameters), with
probability at least 1− η it holds that for any s ∈ [0, 1
2
]:
(4.9)
∥∥Bs(fρ − f λˆz)∥∥ ≤ C△(log η−1 + log log n)3λsnφ(λn), where λn := ∆−1(σ2n
)
,
where C△ is a factor depending on all parameters but σ.
As a standard example, if the spectrum of B satisfies a power decay with exponent b < 1
(which entails N (λ) = Θ(λ−b) as λ→ 0), and the target function satisfies a Ho¨lder source
condition, i.e. φ(t) = ctr, then the upper bound in (4.9) is of order O(n− r+s2r+1+b (log log n)3),
which is known to be minimax optimal up to the double logarithmic factor, and this rate is
obtained adaptively without knowing a priori the values of r nor b (but assuming sufficient
qualification of the regularization method). Without any assumption on the spectrum
decay, it always holds N (λ) ≤ λ−1Tr[B] ≤ κ2/λ, so ∆(λ) = Ω(λ2φ2(λ)) and ∆−1(u) =
O(ξ−1(u)), where ξ(λ) := λ2φ2(λ). Under the same Ho¨lder source condition as above, we
are therefore always guaranteed a convergence rate at least O(n− r+s2(r+1) (log logn)3) under
sufficient qualification.
Proof of Corollary 4.2. Define λn := ∆
−1(σ2/n), which is well-defined as soon as n is big
enough to ensure σ2/n ≤ ∆(κ2). Since ∆−1 is a (strictly) increasing continuous function
equal to 0 in 0, it holds that λn = on(1). By the assumption limλ→0N (λ) = ∞, we
conclude N(λn) ∨ 1 = N (λn) for n large enough, which we assume from now on. Since
∆(λn) = σ
2/n, we have N (λn)/(nλn) = σ−2φ(λn) = on(1), so that λn satisfies the second
condition in the set defining λmin in equation (4.8) for n big enough, which we assume
also to be the case from now on.
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To check that λn satisfies the first condition in the set appearing in (4.8), observe that
for n big enough, putting εn := 100qκ
2L˜2η,n/n = Θ((log log n)
2/n), we have for any C > 0
and n large enough, from the assumption φ2(λ)/N (λ) = oλ((log log λ−1)−2):
∆(εn) =
φ2(εn)
N (εn)εn < C(log log ε
−1
n )
−2εn ≤ σ
2
n
,
where the last inequality holds if we choose C appropriately small enough. From the
above inequality we deduce λn = ∆
−1(σ
2
n
) > 100qκ2L˜2η,n/n; thus we have ensured λn >
λmin for n large enough. With this choice of parameter in the right-hand side of (4.7),
using λn → 0,N (λn) → ∞ we deduce S(n, λn) ≤ C△
√
σ2N (λn)/
√
λnn = C
′
△φ(λn),
ℓϕ2(κ
2)κ2/
√
n = on(S(n, λn)), leading to the announced conclusion. 
We now give the main steps of the proof to establish Theorem 4.1, with technical results
relegated to the Appendix. As announced previously, the cornerstone of the analysis is
to relate empirical and population quantities. The most useful probabilistic estimates are
summarized in the following proposition. In order to give all estimates a similar form, we
introduce the notation
(4.10) Bn,λ(a, b) :=
1√
λ
(
a
2κ√
λn
+ b
√
N (λ)
n
)
.
Proposition 4.3. Suppose Assumption 2 holds. Let λ > 0 be fixed, and η ∈ (0, 1), and
put Lη := 2 log(8/η). There exists an event Ωλ,η of probability at least 1− η, such that the
following estimates hold simultaneously:
• Multiplicative operator perturbation bound:
(4.11)
∥∥∥(λ+B) 12 (λ+Bx)− 12∥∥∥ ≤ Lη(Bn,λ(κ, κ) + 1).
• Multiplicative effective dimension bound: if λ is such that λ ≥ 4κ2
n
holds:
(4.12) max
( N (λ) ∨ 1
N
x
(λ) ∨ 1 ,
N
x
(λ) ∨ 1
N (λ) ∨ 1
)
≤
(
1 +
4κLη√
λn
)2
.
• Main estimate bound: if the target function fρ satisfies a source condition with
index function φ as detailed in (4.6) and such that the qualification ψ of the regu-
larization covers t 7→ √tφ(t), and if λ is such that λ ≥ 100κ2L2η/n, then:
(4.13)∥∥∥(Bx + λ)1/2(fρ − fλz )∥∥∥H ≤ 4γψ(1 +Bn,λ(κ, κ))2L2η√λ(ℓϕ2(κ2)κ2n− 12 + φ(λ) +Bn,λ(M,σ)).
Observe that estimate (4.13) takes the form of Assumption 1 for empirical quantities,
holding with high probability; while estimates (4.11) and (4.12) will allow us to go from
an oracle inequality with respect to empirical quantities back to population quantities.
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The proof for Proposition 4.3 is relegated to Appendix B; with these results at hand we
turn to proving the main result.
Proof of Theorem 4.1. Define the (deterministic) grid
Λ0 :=
{
λ ∈ Λ(q) s.t. λ ≥ 100κ2L˜2η,n/n
}
.
The first step is to ensure the validity of estimates appearing in Proposition A.1 si-
multaneously for all λ ∈ Λ0. This is achieved by a simple union bound, and since the
cardinality of Λ0 is bounded as |Λ0| ≤ 1+ logn−log(100L˜
2
η,n)
log q
≤ (log n)/(log q) (since L˜η,n ≥ 1),
we obtain estimates uniformly valid over λ ∈ Λ0 if, in Proposition A.1, we replace η by
η(logn)/(log q), and in consequence Lη by L˜η,n. For the rest of this proof, we assume to
be on the corresponding high probability event where all estimates hold.
For all λ ∈ Λ0 estimate (4.12) yields
(4.14) max
( N (λ) ∨ 1
N
x
(λ) ∨ 1 ,
N
x
(λ) ∨ 1
N (λ) ∨ 1
)
≤
(
1 +
4κL˜η,n√
λn
)2
≤ 2.
This estimate holds in particular for all λ ∈ Λ
x
⊂ Λ0, and the second condition in the
definition (4.3) of Λ
x
combined with the above yields
(4.15)
∀λ ∈ Λ
x
: Bn,λ(κ, κ) =
(
2κ2
λn
+
√
κ2N (λ)
λn
)
≤
(
1
50
+
√
N (λ)
3(N
z
(λ) ∨ 1)
)
≤ 1.
In turn, this yields from estimate (4.13) that for all λ ∈ Λ
x
:∥∥∥(Bx + λ)1/2(fρ − fλz )∥∥∥H ≤ 16γψL˜2η,n√λ
(
ℓϕ2(κ
2)κ2√
n
+ φ(λ) +
2κM
λn
+
√
σ2N (λ)
λn
)
≤ 16γψL˜2η,n
√
λ
(
ℓϕ2(κ
2)κ2√
n
+ φ(λ) +
M
5
√
λn
+
√
2σ2(N
z
(λ) ∨ 1)
λn
)
.
Thus, Assumption 1 is satisfied, with A := B
x
, A(λ) := φ(λ) + ℓϕ2(κ2)κ2/
√
n, S(λ) :=
S
x
(n, λ), and C := 16γψL˜
2
η,n.
The choice (4.5) of λˆ
z
corresponds exactly to (3.9) with the quantities defined above.
Thus the assumptions of Theorem 3.2 are satisfied for the quantities defined above, and
we deduce from point (1) of the theorem:∥∥(B
x
+ λ∗)
1
2 (fρ − f λˆ)
∥∥ ≤ 6C√λ∗S˜x(n, λ∗),
where λ∗ is as defined in (3.10), and S˜
x
(n, λ∗) = max(Sx(n, λ∗),A(λ∗)). This implies,
using (4.11):∥∥(B+λ∗) 12 (fρ−f λˆ)∥∥ ≤ ∥∥(B+λ∗) 12 (Bx+λ∗)− 12∥∥∥∥(Bx+λ∗) 12 (fρ−f λˆ)∥∥ ≤ 12L˜η,nC√λ∗S˜x(n, λ∗);
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then, using Proposition 3.1, for any for any s ∈ [0, 1
2
] we have:∥∥∥Bs(fρ − f λˆ)∥∥∥ ≤ 12L˜η,nCλs∗S˜x(n, λ∗).
By using the estimate (2.9) we find for two successive elements of Λ
x
that N
x
(λi) ≤
qN
x
(λi−1), and consequently that Sx(n, λi) ≤ qSx(n, λi−1). This allows to apply item (2)
of Theorem 3.2.
Thus, for any for any s ∈ [0, 1
2
]:∥∥∥Bs(fρ − f λˆ)∥∥∥ ≤ 12L˜η,nCq min
λ∈[minΛx,κ2]
{λs(A(λ) + S
x
(n, λ)}.
To finish the proof, it suffices to note that minΛ
x
≤ λmin (as defined by (4.8)) as well as
S
x
(n, λ) ≤ 2S(n, λ), both as a consequence of (4.14). 
Appendix A. Probabilistic estimates for fixed regularization parameter
Here we derive some standard probabilistic bounds in a novel form. Although the main
ingredient is the standard probabilistic bound for Hilbert-space random variables, the
novel approach highlights the structure of the estimates more clearly.
For the analysis in this section, we assume λ > 0 has been fixed; it is then convenient to
introduce the “standardized” quantities S := λ−1B, S
x
:= λ−1B
x
, and K¯x := λ
−1/2Kx.
Finally, let ϕ : R+ → R+ be a nondecreasing and sublinear function. We introduce
shorthand notation for some key quantities (the default norm for operators is the operator
norm, while the index HS indicates Hilbert-Schmidt norm), where a sample z = (x, y) is
fixed. We let
Γ
x
:= ‖S − S
x
‖HS;(A.1)
Ψ
x
:=
∥∥∥(I + S)−1/2(S − Sx)∥∥∥
HS
;(A.2)
Ξϕ
x
:=
∥∥ϕ(I + S)ϕ(I + S
x
)−1
∥∥;(A.3)
Θ
z
:=
∥∥∥∥∥(I + S)−1/2 1n
n∑
j=1
(yj − fρ(xj))K¯xj
∥∥∥∥∥;(A.4)
N = N (λ) := Tr[(I + S)−1S];(A.5)
N
x
= N
x
(λ) := Tr
[
(I + S
x
)−1S
x
]
.(A.6)
We repeat here for convenience the notation introduced in (4.10):
(A.7) Bn,λ(a, b) :=
1√
λ
(
a
2κ√
λn
+ b
√
N
n
)
,
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allowing to give all bounds a similar form. The following proposition states the estimates
needed for our analysis. It subsumes the two first estimates of Proposition 4.3 in the main
text.
Proposition A.1. Suppose Assumption 2 is satisfied. Let λ > 0 be fixed, and η ∈ (0, 1),
and put L := 2 log(8/η). There exists an event Ωλ,η of probability at least 1− η, such that
the following estimates hold simultaneously:
Γ
x,λ := λΓx = ‖B −Bx‖HS ≤ L
κ2√
n
,(A.8)
Ψ
x,λ :=
√
λΨ
x
=
∥∥∥(λ+B)−1/2(B − Bx)∥∥∥
HS
≤ L
√
λBn,λ(κ, κ),(A.9)
Θ
z,λ := Θz =
∥∥∥(λ+B)−1/2(Bxfρ − T ∗xy)∥∥∥ ≤ L√λBn,λ(M,σ),(A.10)
|N (λ)−N
x
(λ)| ≤ L(1 +
√
N
x
(λ))Bn,λ(κ, κ).(A.11)
Inequality (A.9) implies for any sublinear nondecreasing function ϕ:
(A.12) Ξϕ
x,λ :=
∥∥ϕ(λ+B)ϕ(λ+B
x
)−1
∥∥ ≤ L2(Bn,λ(κ, κ) + 1)2,
as well as the slightly sharper estimate
(A.13) Ξr
x,λ :=
∥∥(λ+B)r(λ+B
x
)−r
∥∥ ≤ L2r(Bn,λ(κ, κ) + 1)2r, r ∈ [0, 1].
Inequality (A.11) implies provided that λ ≥ 4κ2
n
:
(A.14) max
( N (λ) ∨ 1
N
x
(λ) ∨ 1 ,
N
x
(λ) ∨ 1
N (λ) ∨ 1
)
≤
(
1 +
4κL√
λn
)2
.
The rest of this section is devoted to the proof of the above proposition and is organized as
follows. In Section A.1, we first establish the detail of the (purely deterministic) argument
for the second statement of the proposition, leading from (A.9) to (A.12)-(A.13) via a
perturbation argument. In Section A.2 following it, we establish the main probabilistic
estimates (A.9)–(A.11) as well as (A.14).
A.1. Operator perturbation bounds. The quantity Ψ
x
can be used to obtain the
following purely deterministic perturbation bounds which are crucial to our analysis of
generalized source conditions. The main bound, related to Cordes’ Inequality, see [2,
Thm. IX.2.1-2], will be given in Proposition A.2, wich might be of independent interest.
We start with the following bound using a decomposition as introduced in [13].
Lemma 1. We have that
(A.15)
∥∥(I + S)(I + S
x
)−1 − I∥∥
HS
≤ Ψ
x
+Ψ2
x
.
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Proof. We use the decomposition from [13] (eq. (29) there):
(A.16) (I + S)(I + S
x
)−1
= I + (I + S)−1(S − S
x
) + (S − S
x
)(I + S)−1(S − S
x
)(I + S
x
)−1.
We bound∥∥(I + S)−1(S − S
x
)
∥∥
HS
≤
∥∥∥(I + S)−1/2∥∥∥∥∥∥(I + S)−1/2(S − Sx)∥∥∥
HS
≤ Ψ
x
.
Also, we see∥∥(S − S
x
)(I + S)−1(S − S
x
)(I + S
x
)−1
∥∥
HS
≤
∥∥∥((I + S)−1/2(S − Sx))∗(I + S)−1/2(S − Sx)∥∥∥
HS
∥∥(I + S
x
)−1
∥∥ ≤ Ψ2
x
.
Plugging the two last estimates together with the triangle inequality in (A.16) gives the
bound (A.15). 
The next lemma allows to introduce an arbitrary nondecreasing sublinear function in the
perturbation estimate in HS-norm.
Lemma 2. Let A,B be two self-adjoint positive invertible operators on a separable Hilbert
space. Let ϕ : R+ → R+ be a nondecreasing and sublinear function, i.e., such that ϕ(t)/t
is nonincreasing. Then it holds
(A.17)
∥∥ϕ(A)ϕ(B)−1 − I∥∥
HS
≤ ∥∥AB−1 − I∥∥
HS
.
Proof. We start be establishing that for any sublinear function ϕ and any two positive
numbers µ, ν:
(A.18)
∣∣∣∣ϕ(µ)ϕ(ν) − 1
∣∣∣∣ ≤ ∣∣∣µν − 1∣∣∣ .
Indeed, if µ ≥ ν, then ϕ(µ) ≥ ϕ(ν) (ϕ nondecreasing) but ϕ(µ)
ϕ(ν)
≤ µ
ν
(ϕ sublinear).
Therefore ∣∣∣∣ϕ(µ)ϕ(ν) − 1
∣∣∣∣ = ϕ(µ)ϕ(ν) − 1 ≤ µν − 1 = ∣∣∣µν − 1∣∣∣.
Similarly, if µ ≤ ν, then ϕ(µ) ≤ ϕ(ν) and ϕ(µ)
ϕ(ν)
≥ µ
ν
, so that∣∣∣∣ϕ(µ)ϕ(ν) − 1
∣∣∣∣ = 1− ϕ(µ)ϕ(ν) ≤ 1− µν = ∣∣∣µν − 1∣∣∣.
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Now, let (νi, ei)i≥1 be an eigendecomposition of A and (µi, fi)i≥1 be an eigendecomposition
of B. We have ∥∥AB−1 − I∥∥2
HS
=
∑
i≥1
∥∥(AB−1 − I)fi∥∥2
=
∑
i≥1
∥∥(µ−1i A− I)fi∥∥2
=
∑
i≥1
∥∥∥∥∥(µ−1i A− I)∑
j≥1
〈fi, ej〉ej
∥∥∥∥∥
2
=
∑
i,j≥1
(
νj
µi
− 1
)2
〈fi, ej〉2.
By the same token,∥∥ϕ(A)ϕ(B)−1 − I∥∥2
HS
=
∑
i,j≥1
(
ϕ(νj)
ϕ(µi)
− 1
)2
〈fi, ej〉2.
Now apply inequality (A.18) to each term in the series to conclude. 
The main pertubation bound is given next.
Proposition A.2. Let ϕ : R+ → R+ be a nondecreasing and sublinear function, then it
holds
(A.19)
∥∥ϕ(I + S)ϕ(I + S
x
)−1
∥∥ ≤ (Ψ
x
+ 1)2.
In the case where ϕ(t) = tr for r ∈ [0, 1], we have the slightly sharper estimate
(A.20)
∥∥(I + S)r(I + S
x
)−r
∥∥ ≤ (Ψ
x
+ 1)2r.
Proof. Combining (A.15) from Lemma 1 and (A.17) from Lemma 2, we obtain∥∥ϕ(I + S)ϕ(I + S
x
)−1
∥∥ ≤ ∥∥ϕ(I + S)ϕ(I + S
x
)−1 − I∥∥+ 1
≤ ∥∥ϕ(I + S)ϕ(I + S
x
)−1 − I∥∥
HS
+ 1
≤ ∥∥(I + S)(I + S
x
)−1 − I∥∥
HS
+ 1
≤ Ψ
x
+Ψ2
x
+ 1 ≤ (Ψ
x
+ 1)2,
which is the announced inequality (A.19). The second estimate is a consequence of the
first with ϕ(x) = x followed by the Cordes’ inequality (Theorem IX.2.1-2. in [2]). 
This yields the statement leading from (A.9) to (A.12), by applying (A.19) to ϕ˜(u) :=
ϕ(
√
λu), which is sublinear noncreasing since ϕ is; and using L ≥ 1.
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A.2. Probabilistic bounds. We turn to the probabilistic bounds, and as in previous
references [5, 6, 7] we will apply a Hoeffding- or Bernstein-type deviation inequality for
Hilbert-valued random variables, see [21].
Lemma 3. Under Assumption 2, for η ∈ (0, 1), each one of the inequalities
Γ
x
≤ 2 log(2/η)λ−1 κ
2
√
n
;(A.21)
Ψ
x
≤ 2 log(2/η)Bn,λ(κ, κ),(A.22)
holds with probability 1− η over the draw of x = (x1, . . . , xn) i.i.d.∼ ρX .
Proof. Introducing the shorthand Sx := K¯x ⊗ K¯∗x we have S = EX∼ρX [SX ] and ‖Sx‖HS ≤
λ−1κ2. By the Hoeffding-type inequality in Hilbert space (see e.g. [22]), we obtain that
(A.21) holds with probability 1− η. Now, we consider the function
(A.23) ξ(x) := (I + S)−1/2Sx, x ∈ X,
so that (I + S)−1/2S = EX∼ρX [ξ(X)], and (I + S)
−1/2S
x
= n−1
∑n
i=1 ξ(xi) .
We see that ‖ξ(x)‖HS ≤ ‖Sx‖HS =
∥∥K¯x ⊗ K¯∗x∥∥HS ≤ λ−1κ2 =: C2 . Also, we find
EX∼ρX‖ξ(X)‖2HS = EX∼ρX
[
Tr
[
SX(I + S)
−1SX
]]
≤ λ−1κ2 EX∼ρX
[
Tr
[
(I + S)−1SX
]]
= λ−1κ2N =: s2.
Therefore, by the Bernstein-type inequality in Hilbert space (see e.g. [5, Prop. A.1]), we
obtain that with probability 1− η we have
Ψ
x
≤ (2 log(2/η))
(
C
n
+
s√
n
)
= 2 log(2/η)
(
2κ2
λn
+
√
κ2N
λn
)
= 2 log(2/η)Bn,λ(κ, κ).
which gives (A.22) and completes the proof. 
We turn to derive a bound similar to [5, Prop. 5.2]. We have that
(B + λ)−1/2(B
x
fρ − T ∗xy) =
1
n
n∑
j=1
[
(I + S)−1/2(yj − fρ(xj))K¯xj
]
.
Lemma 4. Under Assumption 2, for η ∈ (0, 1), with probability 1 − η over the draw of
z = ((x1, y1), . . . , (xn, yn))
i.i.d.∼ ρ, it holds
Θ
z
:=
∥∥∥∥∥ 1n
n∑
j=1
[
(I + S)−1/2(yj − fρ(xj))K¯xj
]∥∥∥∥∥ ≤ (2 log(2/η))√λBn,λ(M,σ).
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Proof. We start, as in [5] with the observation that
(A.24) EX∼ρX
∥∥(I + S)−1/2K¯X∥∥2H = N .
We introduce the function
(A.25) ξ(x, y) := (I + S)−1/2(y − fρ(x))K¯x, x ∈ X , y ∈ R,
so that Θ
z
= ‖n−1∑ni=1 ξ(xi, yi)‖ and E(X,Y )∼ρ[ξ(X, Y )] = 0. Then we bound the m-th
moments as in [5, Proof of Prop. 5.2] using (A.24) and the noise moments assumption, to
obtain
E(X,Y )∼ρ‖ξ(X, Y )‖m ≤ 1
2
m!
(
σ
√
N
)2(
Mκλ−1/2
)m−2
.
Again, an application of the Bernstein deviation inequality in Hilbert space [5, Prop. A.1]
completes the proof. 
Finally, we derive the following relative deviation bound between the effective dimension
and its empirical counterpart, see (A.5) and (A.6), respectively. A result of a similar
flavor can be found in [25, Prop. 1]. The version below is somewhat streamlined with
simpler assumptions, a slightly different proof technique (based again on a decomposition
of the type (A.16), inspired from [13]), giving that the first estimate holds without any
restrictions on n nor λ. Recall the assumption that κ2 = supx∈X K(x, x) <∞.
Lemma 5. Let λ > 0 be fixed. For η ∈ (0, 1/2), with probability 1− 2η we have that
(A.26) |N −N
x
| ≤ 2 log(2/η)(1 +
√
N
x
)Bn,λ(κ, κ),
which implies, provided λ ≥ 4κ2
n
:
(A.27) max
( N ∨ 1
N
x
∨ 1 ,
N
x
∨ 1
N ∨ 1
)
≤
(
1 +
8κ log(2η−1)√
λn
)2
≤ 25(log(2η−1))2.
Proof. We verify that
(I + S)−1S − (I + S
x
)−1S
x
= (I + S)−1(S − S
x
) + (I + S)−1(S − S
x
)(I + S
x
)−1S
x
.
Letting
I1 :=
∣∣Tr[(I + S)−1(S − S
x
)
]∣∣,
and
I2 :=
∣∣Tr[(I + S)−1(S − S
x
)(I + S
x
)−1S
x
]∣∣,
we see that
|N − N
x
| ≤ I1 + I2.
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We introduce the non-negative real random variables ξi := Tr[(I + S)
−1Sxi ] ≥ 0, (recalling
the shorthand Sx := K¯x⊗ K¯∗x). Clearly, the ξi are i.i.d. random variables with E[ξi] = N ,
and 1
n
∑
i ξi = Tr[(I + S)
−1S
x
]. We shall bound the deviation using the classical (real
valued) Bernstein’s inequality. Denoting ξ a random variable distributed as ξ1 for short,
we find that ξ ≤ Tr[SX ] ≤ κ2/λ. Also, since ξ ≥ 0 we bound
E[ξ2] ≤ λ−1κ2E[ξ] = λ−1κ2N .
Bernstein’s inequality gives with probability 1− η that
I1 =
∣∣∣∣∣E[ξ]− 1n∑
i
ξi
∣∣∣∣∣ ≤ 2 log(2/η)
(
2κ2
λn
+
√
κ2N
λn
)
= 2 log(2/η)Bn,λ(κ, κ).
For bounding I2 we argue as follows.
(A.28) I2 =
∣∣〈(I + S)−1(S − S
x
), (I + S
x
)−1S
x
〉HS
∣∣
≤ ∥∥(I + S)−1(S − S
x
)
∥∥
HS
∥∥(I + S
x
)−1S
x
∥∥
HS
,
and we bound each factor.The first one is bounded as
(A.29)
∥∥(I + S)−1(S − S
x
)
∥∥
HS
≤ ∥∥(I + S)−1/2(S − S
x
)
∥∥
HS
= Ψ
x
.
For the second one, we observe that∥∥(I + S
x
)−1S
x
∥∥2
HS
≤ ∥∥(I + S
x
)−1S
x
∥∥
H→H
∥∥(I + S
x
)−1S
x
∥∥
1
≤ N
x
.
Using Lemma 3, overall we obtain that with probability 1− 2η it holds
I1 + I2 ≤ 2 log(2/η)Bn,λ(κ, κ) + Ψx
√
N
x
≤ 2 log(2/η)(1 +
√
N
x
)Bn,λ(κ, κ),
which completes the proof of (A.26).
Put A :=
√N (λ) , B :=√N
x
(λ) , δ := 2κ√
λn
, and L = log(2/η), then one can rewrite (A.26)
as |A2 −B2| ≤ Lδ(1 +B)(δ + A) (holding with probability 1− 2η).
If we assume from now on that λ ≥ 4κ2
n
, then it holds δ ≤ 1; putting A¯ := A ∨ 1,
B¯ := B ∨ 1, we therefore have with high probability |A¯2 − B¯2| ≤ |A2 − B2| ≤ 4LδA¯B¯,
entailing
max
(
A¯
B¯
,
B¯
A¯
)
≤ 1 +
∣∣∣∣ A¯B¯ − B¯A¯
∣∣∣∣ ≤ 1 + 4Lδ.

To wrap up the proof of (A.9)–(A.11) in Proposition A.1, we collect Lemmas 3, 4 and 5
together with a union bound on the different events involved. Note the insignificant
technical point that Lemma 3 is used in the proof of Lemma 5 already, so that we don’t
have to pay again in the union bound for the event appearing in (A.9), it has been already
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counted in Lemma 5. Overall for fixed λ > 0 all estimates taken together required to use
three Bernstein’s inequalities and one Hoeffding’s inequality, hence replacing η by η/4 in
the individual inequalities stated in the three lemmas to obtain Proposition A.1.
Appendix B. Proof of Proposition 4.3
The first two statements in Proposition 4.3 are direct consequences of Proposition A.1.
Specifically, (A.12) gives a bound for ‖(λ+B)(λ+B
x
)−1‖ by choosing ϕ as the identity
function. Also, estimate (A.13) (with the choice r = 1
2
) and (A.14) directly establish (4.11)
and (4.12) of Proposition 4.3. It remains to establish the estimate (4.13).
We start with mentioning the following elementary property of sublinear functions.
Lemma 6. A sublinear index function φ is subadditive, i.e.,
φ(s+ t) ≤ φ(s) + φ(t), s, t > 0.
Proof. Sublinearity of φ yields sφ(s + t) ≤ (s + t)φ(s), and also tφ(s + t) ≤ (s + t)φ(t).
Summing both inequalities allows to complete the proof. 
Proof of estimate (4.13). We use arguments similar to those appearing in [5, 24, 16, 7].
The treatment of generalized source conditions has been considered in [24] and we use
arguments very close in spirit to that reference, deriving here inequalities that are tailored
for our needs.
Since in several estimates below, the operator (B
x
+ λ)1/2 occurs, we refer to the following
general identity, see [16, (A.33)]: For any continuous (measurable) functionm : [0, κ2]→ R
we find that
(B.1)
∥∥∥m(Bx)(λI +Bx)1/2∥∥∥ = ∥∥m(Bx)2(λI +Bx)∥∥ 12
≤ (λ∥∥m(B
x
)2
∥∥+ ∥∥m(B
x
)2B
x
∥∥) 12 = (λ‖m(B
x
)‖2 + ∥∥m(B
x
)B1/2
x
∥∥2) 12 .
In the rest of this proof, we will use the notation defined in Proposition A.1. Below we
will use several times the regularization and qualification estimates from Proposition 2.1
and write γ as a shorthand for γψ.
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We start with the following bound.∥∥(B
x
+ λ)1/2
(
fρ − fλz
)∥∥
H
=
∥∥(B
x
+ λ)1/2(fρ − gλ(Bx)T ∗xy)
∥∥
H
≤ ∥∥(B
x
+ λ)1/2(fρ − gλ(Bx)T ∗xTxfρ)
∥∥
H +
∥∥(B
x
+ λ)1/2gλ(Bx)(T
∗
x
(y − T
x
fρ))
∥∥
H
=: T1 + T2.
For the second term, we have, using (2.2), (2.4):
T2 =
∥∥(B
x
+ λ)1/2gλ(Bx)(Bxfρ − T ∗xy)
∥∥
H
≤ ‖gλ(Bx)(Bx + λ)‖
∥∥(B
x
+ λ)−
1
2 (B + λ)
1
2
∥∥∥∥(B + λ)− 12 (B
x
fρ − T ∗xy)
∥∥
H
≤ 2γΞ1/2
x,λΘz,λ.
For the first term,
T1 =
∥∥∥(Bx + λ)1/2rλ(Bx)fρ∥∥∥H ≤ ∥∥∥(Bx + λ)1/2rλ(Bx)φ(B)∥∥∥
=
∥∥∥(Bx + λ)1/2rλ(Bx)ϕ1(B)ϕ2(B)∥∥∥
≤
∥∥∥(Bx + λ)1/2rλ(Bx)ϕ1(Bx)ϕ2(B)∥∥∥
+
∥∥∥(Bx + λ)1/2rλ(Bx)(ϕ1(B)− ϕ1(Bx))ϕ2(B)∥∥∥
:= T3 + T4.
We bound the terms in turn:
T4 =
∥∥∥(Bx + λ)1/2rλ(Bx)(ϕ1(B)− ϕ1(Bx))ϕ2(B)∥∥∥
≤
∥∥∥(Bx + λ)1/2rλ(Bx)∥∥∥ℓ‖B − Bx‖HSϕ2(κ2)
≤ γℓϕ2(κ2)
√
λΓ
x,λ;
above, we applied (B.1) with m := rλ for the second inequality; for the first inequality we
used the well-known fact that since ϕ1 is ℓ-Lipschitz as a function of real variable, it is
also ℓ-Lipschitz for the HS-norm when acting on self-adjoint Hilbert-Schmidt operators.
Finally, using that the function ϕ2 is sublinear hence subadditive (see Lemma 6) and
nondecreasing, we estimate
T3 =
∥∥∥(Bx + λ)1/2rλ(Bx)ϕ1(Bx)ϕ2(B)∥∥∥
≤
∥∥∥(Bx + λ)1/2rλ(Bx)ϕ1(Bx)ϕ2(Bx + λ)∥∥∥∥∥ϕ2(Bx + λ)−1ϕ2(B + λ)∥∥
≤
(∥∥∥(Bx + λ)1/2rλ(Bx)φ(Bx)∥∥∥+ ∥∥∥(Bx + λ)1/2rλ(Bx)ϕ1(Bx)∥∥∥ϕ2(λ))Ξϕ2x,λ.
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Using the identity (B.1) in both summands above, we bound∥∥∥(Bx + λ)1/2rλ(Bx)φ(Bx)∥∥∥ ≤ 2γ√λφ(λ),
and ∥∥∥(Bx + λ)1/2rλ(Bx)ϕ1(Bx)∥∥∥ ≤ 2γ√λϕ1(λ).
Overall we obtained that
T3 ≤ 4γΞϕ2x,λ
√
λφ(λ).
In these terms we have obtained the bound
(B.2)
∥∥∥(Bx + λ)1/2(fρ − fλz )∥∥∥H ≤ 4γ(ℓϕ2(κ2)√λΓx,λ +√λφ(λ)Ξϕ2x,λ +Θz,λΞ1/2x,λ),
provided that the chosen regularization has qualification t 7→ √tφ(t). Now assume the
event Ωλ,η of probability at least 1 − η from Proposition A.1 is satisfied; we plug in
estimates (A.8), (A.12), (A.13) and (A.10) to obtain (4.13). 
This completes the proof of Proposition 4.3.
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