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Molecular simulations minimally restrained by experimental data
Huafeng Xua)
Silicon Therapeutics LLC, Boston, USA
One popular approach to incorporating experimental data into molecular simulations is to restrain the en-
semble average of observables to their experimental values. Here I derive equations for the equilibrium distri-
butions generated by restrained ensemble simulations and the corresponding expected values of observables.
My results suggest a method to restrain simulations so that they generate distributions that are minimally
perturbed from the unbiased distributions while reproducing the experimental values of the observables within
their measurement uncertainties.
I. INTRODUCTION
Molecular simulations are routinely used to generate
models of molecular structures and their equilibrium dis-
tributions1. They provide structural and dynamic in-
formation at atomistic resolution that are critical to the
interpretation of experimental data2. Inaccuracy in the
empirical force fields used to compute the potential en-
ergy of the biomolecules in the simulations, however, can
cause the simulations to generate inaccurate equilibrium
distributions of molecular structures, manifested by the
disparity between the experimentally measured values of
observables and the predictions by the simulations3. Bi-
asing the simulations toward reproducing the experimen-
tal values of the observables is a promising approach to
improving the accuracy of the simulations4,5. How to
introduce minimal bias, however, remains an open ques-
tion, and no such method exists that takes into account
the measurement uncertainties associated with the ex-
perimental data.
Because many experimental techniques, such as nu-
clear magnetic resonance (NMR) and small-angle X-ray
scattering (SAXS), measure the ensemble average of ob-
servables, a natural and popular method to incorporate
such experimental data is to simultaneously simulate
many replicas of the molecular system while restraining
the average of the instantaneous values of any observable
of interest to be close to its experimental value6–9. I will
refer to such replica-based restrained simulations simply
as restrained ensemble simulations. The equilibrium dis-
tribution generated by restrained ensemble simulations
depends on the number of replicas and the strength of
the restraints, the latter of which should reflect the mea-
surement uncertainties of the observables9. There lacks,
however, a clear theoretical underpinning for the choice
of the number of replicas10.
The restrained simulations should be no more biased
by the restraints than is necessary, which is a prin-
ciple that motivated the alternative maximum entropy
method, which seeks a distribution that reproduces the
experimental values of the observables and is minimally
perturbed from the unbiased distribution 11–14. It has
been established that in some limit of infinite number
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of replicas and infinitely strong restraints, restrained en-
semble simulations generate a statistically equivalent dis-
tribution as the maximum entropy method10,15–17. In
practice, however, the restraining strength is finite, in
which case the two methods are not equivalent. In con-
trast to restrained ensemble simulations, the maximum
entropy method constrains every observable to its exact
experimental value, thus it does not take into account
the measurement uncertainties, which are ubiquitous in
all experiments.
Here I present theoretical results that enable the de-
termination of the largest number of replicas to use in
restrained ensemble simulations with fixed strength of
restraints so that they generate a distribution minimally
perturbed from the unbiased distribution while repro-
ducing the experimental values of the observables within
their measurement uncertainties. As I will demonstrate
below, this is equivalent to the determination of the weak-
est strength of restraints to use at fixed number of repli-
cas, provided that the latter is sufficiently large. The key
result is an equation (Eq. 8) that predicts the expected
value of any–restrained and unrestrained–observable in
restrained ensemble simulations for different numbers of
replicas, thus permitting the selection of the appropriate
number without computationally expensive trial and er-
ror. In addition, I derive an equation (Eq. 12) for the dis-
tribution generated by restrained ensemble simulations
with a finite number of replicas and a finite restraining
strength, which can be used to perform reweighted sim-
ulations that take into account of the experimental data
with their attendant measurement uncertainties. The va-
lidity of these theoretical results are demonstrated nu-
merically by Monte Carlo simulations. I illustrate the
application of these results using the molecular dynam-
ics (MD) simulations of the polyalanine peptide Ala5
restrained by experimental nuclear magnetic resonance
(NMR) data.
II. THEORY
Consider an ensemble consisting of N replicas of
the molecular system, each with the atomic coordi-
nates xi=1,2,...,N . Experiments measure the ensem-
ble average of the individual contributions of the ob-
servables: D¯ = N−1
∑
iDi, where Di ≡ D(xi) =
(D1(xi), D2(xi), . . . , DM (xi)
t are the instantaneous val-
2ues of the vector of M observables for the i’th replica.
In an unbiased simulation, D¯ may deviate from experi-
mental values De. The posterior distribution given the
experimental data9,18 is
pN({xi=1,2,...,N}|De) = p({xi}|De, E)
∝ p(De|{xi})p({xi}|E)
= p(De|{xi})
∏
i
p0(xi) (1)
where p0(xi) = Z
−1
0 exp(−βE(xi)) is the Boltzmann
distribution of the molecular configurations under the
potential energy function E. Assuming a normal dis-
tribution in each experimental value, p(De|{xi}) =
(
∏
α 2πδ
2
α)
−M/2 exp(− 12 (D¯−De)
t
·K · (D¯−De)), where
K = diag(δ−21 , δ
−2
2 , . . . , δ
−2
M ) is the inverse of the sta-
tistical variances of the experimental measurements,
pN ({xi}|De) becomes
pN ({xi};K,De) ∝ e
−
∑
i
βE(xi)−
1
2 (D¯−De)
t·K·(D¯−De),
(2)
which is the distribution in the restrained ensemble sim-
ulations. The strength of the restraints, K, is thus re-
lated to the measurement uncertainties associated with
the experimental data. In the restrained ensemble simu-
lations, N replicas of the molecular system are simulated
with the same energy function and at the same temper-
ature, and they interact with one another only through
the quadratic term in the exponent in Eq. 2.
A similar equation was derived by Hummer and
Ko¨finger (Eq. 26 of Ref. 9), with the difference that
they scaled the restraining term by N and introduced a
parameter (θ) expressing the level of confidence in the
unbiased reference distribution. My results below show
that these two equations are equivalent at large N .
For a fixed K, the marginal distribution for a single
replica, pN (x1;K,D) =
∫ ∏N
i=2 pN({xi};K,De), tends
to the unbiased distribution p0(x1) with increasing N .
Larger N thus corresponds to higher confidence in the
unbiased distribution. A reasonable choice of N is to
take the largest value such that the expected values of
the observables in the restrained ensemble simulations re-
main within the measurement uncertainties of the exper-
imental values: this generates a distribution minimally
perturbed from the unbiased distribution while still re-
producing the experimental data.
I will analyze the behavior of restrained ensemble sim-
ulations at sufficiently large numbers of replicas, i.e.
N ≫ 1. Let
pλ(x) = Z
−1
λ exp(−βE(x) + λ
t ·D(x)) (3)
be a biased distribution for an arbitrary vector λ, which
becomes the distribution generated by the maximum en-
tropy method if λ is the corresponding Lagrangian multi-
plier16. Dropping the subscript from the constant vector
De, the partition function for the restrained ensemble of
N replicas is
ZN (K,D)
=
∫ ∏
i
dxie
−
∑
i
βE(xi)−
1
2 (N
−1 ∑
i
Di−D)
t
·K·(N−1
∑
i
Di−D)
= ZNλ 〈e
− 12 (N
−1 ∑
i
Di−D)
t
·K·(N−1
∑
i
Di−D)−λ
t·
∑
i
Di〉N,λ
= ZNλ
∫
dD¯(〈δ(N−1
∑
i
Di − D¯)〉N,λ ·
e−
1
2 (D¯−D)
t·K·(D¯−D)−Nλt·D¯)
= ZNλ
∫
dD¯e−
1
2 (D¯−D)
t·K·(D¯−D)−Nλt·D¯ρN,λ(D¯) (4)
where 〈· · · 〉N,λ signifies the ensemble average accord-
ing to the probability distribution of N indepen-
dent replicas (i.e., K = 0), each sampled accord-
ing to the biased distribution pλ(x), and ρN,λ(D¯) is
the corresponding probability distribution of the ran-
dom variable D¯ = N−1
∑
iDi. In this ensem-
ble of N independent replicas, {Di} are indepen-
dent and identically distributed (i.i.d.) random vari-
ables. Acccording to the central limit theorem, the
random variable D¯ = N−1
∑
iDi, for sufficiently
large N , tends to the normal distribution ρN,λ(D¯) ≈
(2MπM |Σλ|/N)
−1/2e−
1
2 (D¯−〈D〉λ)
t·NΣ−1·(D¯−〈D〉λ), where
〈D〉λ =
∫
dxD(x)pλ(x) are the expected values of the
observables D(x) in the biased distribution (I will use
〈· · · 〉λ to denote the expected values in the biased distri-
bution with parameter λ), Σλ = 〈(D(x)−〈D〉) · (D(x)−
〈D〉)t〉λ is the corresponding covariance matrix, and |Σλ|
is the determinant of matrix Σλ. If Dλ ≡ D−NK
−1 · λ
and 〈D〉λ are close, in the sense that
max
D¯ s.t.
e−(D¯−Dλ)
t
·K·(D¯−Dλ)>ǫ
(D¯− 〈D〉λ)
t
·NΣ−1·(D¯− 〈D〉λ) < α
(5)
for a sufficiently small ǫ > 0 and some value of α ≥ 3,
such that the normal distribution is a good approxima-
tion to ρN,λ(D¯) for all D¯ aroundDλ, D¯ can be integrated
out, and the partition function in Eq. 4 becomes
ZN (K,D) ≈
ZNλ e
1
2N
2λt·(K+NΣ−1
λ
)−1·λ√
|I +N−1K ·Σλ|
· e−
1
2 (D−〈D〉λ)
t·(K−1+N−1Σ)−1·(D−〈D〉λ)
· e−Nλ
t·(K+NΣ−1
λ
)−1·(K·D+NΣ−1
λ
·〈D〉λ) (6)
where I is the identity matrix. Eq. 6 forms the basis for
deriving the key results of this work.
My first key result is that the expected value
of any observable, restrained or unrestrained, in
the restrained ensemble simulations can be predicted
from the biased simulation of pλ(x). Let D
∗ =
(D1, D2, . . . , DM , DM+1, . . . , DM+M ′)
t be the vector of
restrained and unrestrained observables, where D =
(D1, D2, . . . , DM ) are the M restrained observables and
3D0 = (DM+1, . . . , DM+M ′)
t are the M ′ unrestrained ob-
servables. Introducing
K
∗ =
(
K 0M×M ′
0M ′×M 0M ′×M ′
)
, (7)
D
∗
e = (D
t
e 01×M ′)
t, and λ∗ = (λt 01×M ′)
t, the expected
values of the observables D∗(x) in the restrained ensem-
ble simulations are given by
〈D∗〉N,K,De
=
∫ ∏
i
dxipN ({xi};K,De)N
−1
∑
i
D
∗(xi)
=
∂
∂γ
ln
(∫ ∏
i
dxi(e
−β
∑
i
E(xi)
· e−
1
2 (N
−1∑
iDi−De)
t
·K·(N−1
∑
iDi−De)
· eγ
t·N−1
∑
i
D
∗
i )
)∣∣∣
γ=0
=
∂
∂γ
ln
(
ZN(K,De)e
1
2γ
t·(K∗+NΣ∗−1
λ
)−1·γ
· eγ
t·(K∗+NΣ∗−1)−1·(K∗·D∗e+N(Σ
∗−1
λ
·〈D∗〉λ−λ
∗)
)∣∣∣
γ=0
= D∗e + (I +N
−1
Σ
∗
λK
∗)−1 · (〈D∗〉λ −D
∗
e −Σ
∗
λ · λ
∗)
(8)
where Σ∗λ = 〈(D
∗ − 〈D∗〉) · (D∗ − 〈D∗〉)t〉λ is the covari-
ance between all the observables in the biased simulation.
Writing Σ∗ in the block form
Σ
∗
λ =
(
Σλ c
t
0,λ
c0,λ Σ00,λ
)
(9)
where Σ00,λ is theM
′×M ′ covariance matrix for the un-
restrained observables D0 and c0,λ is the M
′×M covari-
ance matrix between the unrestrained and the restrained
observables, the expected values of the restrained observ-
ables and the unrestrained observables are, respectively,
〈D(x1)〉N,K,De
= De + (I +N
−1
ΣλK)
−1 · (〈D〉λ −De −Σλ · λ)
(10)
and
〈D0(x1)〉N,K,De
= 〈D0〉λ + c0,λ ·Σ
−1
λ (I +NK
−1 ·Σ−1λ )
−1 · (De − 〈D〉λ)
+ c0,λ ·Σ
−1
λ · ((I +NK
−1 ·Σ−1)−1 − I) · λ (11)
Eq. 10 enables the determination of the largest N such
that the expected values of the restrained observables re-
main within the measurement uncertainties of their ex-
perimental values.
My second key result is that the marginal distribution
for a single replica generated by the restrained ensemble
simulations is
pN (x1;K,D)
= Z−1N (K,D)e
−βE(x1)
∫ N∏
i=2
dxi
(
e−β
∑
N
i=2 E(xi)
· e−
1
2 (N
−1 ∑N
i=1Di−D)
t
·K·(N−1
∑
N
i=1Di−D)
)
= Z−1N (K,D)ZN−1(
(N − 1)2
N2
K,
ND−D1
N − 1
)e−βE(x1)
∝ p0(x1)e
(λ+Σ−1
λ
·(D−〈D〉λ))
t·(I+NK−1·Σ−1
λ
)−1·(D(x1)−D)
· e−
1
2N (D(x1)−D)
t·(NK−1+Σλ)
−1·(D(x1)−D), (12)
where I used Eq. 6 for both ZN (K,D) and
ZN−1(
(N−1)2
N2 K,
ND−D1
N−1 ), and N ≈ N − 1 for large
N .
For N ≫ 1, 12N (D1 −D)
t
· (NK−1 +Σλ)
−1 ·
(D1 −D) ≈ 0, and Eq. 12 reduces to
pN(x;K,De)
∝ p0(x)e
(λ+Σ−1
λ
·(De−〈D〉λ))
t·(I+NK−1·Σ−1
λ
)−1·(D(x)−De),
(13)
which depends on N through the product NK−1. This
suggests that a restrained ensemble simulation with N
replicas and the strength of restraints K is equivalent
to another one with N ′ replicas and the strength of re-
straints K′ = (N ′/N)K. This equivalency, to my knowl-
edge, has not been previously demonstrated except for
the harmonic potentials16, and it mathematically justi-
fies the scaling by N of the restraining term proposed by
Hummer and Ko¨finger9.
Eq. 12 suggests that the restrained ensemble simula-
tions generate the same distribution as the maximum
entropy method if the number of replicas satisfies the
following inequality
1≪ N ≪ min(eigenvalues of K ·Σλ). (14)
This condition is the generalization of the condition
N ≪ K derived for the special case of harmonic po-
tentials16. Under this condition, (I+NK−1Σ−1λ )
−1 ≈ I,
the corresponding single-replica distribution becomes
pN(x1;K,De) ∝ p0(x1)e
(λ+Σ−1
λ
·(De−〈D〉λ))
t·(D(x1)−De),
(15)
which is the same as pλ(x1) if λ takes the value of
the Lagrangian multiplier λME in the maximum entropy
method such that 〈D〉λME = De. Under this condition,
Eq. 10 becomes 〈D(x1)〉N,K,De ≈ De.
The Kullback-Leibler divergence from the distribution
in the restrained ensemble simulations (Eq. 12) to that
of pλ′(x) is
∆KL[pλ′ ||pN ] = ln〈e
G(D(x),N)−λ′t·D(x)〉λ′
− 〈G(D(x), N) − λ′t ·D(x)〉λ′ (16)
40
1
2
3
⟨D
⟩
x
√x2+ y2
y
xy
λ= λME
λ=0
100 101 102 103
N
10−3
10−2
10−1
100
Δ Δ
L[p
λ||
p N
⟨x
1⟩
]
p0||pN
pME||pN
FIG. 1. The restrained ensemble simulations of a 2-
dimensional potential at different numbers of replicas. Top:
the expected values of 4 observables, of which x and
√
x2 + y2
are restrained to the reference values (dashed lines). The
shaded bands indicate the hypothetical uncertainties corre-
sponding to K used in the simulations. Predictions by Eq. 8
using λ = λME (solid lines) and λ = 0 (dot-dashed lines) are
shown. The predicted N values to use in restrained ensemble
simulations are insensitive to the λ value used: N = 40 ± 0
for λ = λME and N = 44 ± 0 for λ = 0. The empty mark-
ers indicate the expected values in the unbiased simulations.
Bottom: The KL-divergence to the distribution of the max-
imum entropy method (squares) and the unbiased distribu-
tion (circles) from the marginal distribution of the restrained
ensemble simulations. The numerical values were computed
from the simulation samples using a variant of the estimators
by Wang et al.19, which works for this 2-dimensional system
but will become impractical in higher dimensions. The lines
show the theoretical predictions by Eq. 16.
where
eG(D(x),N)
= e(λ+Σ
−1
λ
·(De−〈D〉λ))
t·(I+NK−1·Σ−1
λ
)−1·(D(x)−D)
· e−
1
2N (D(x)−De)
t·(NK−1+Σλ)
−1·(D(x)−De) (17)
Eq. 16 enables the quantitative estimation of the dif-
ference between the distributions generated by the re-
strained ensemble simulations and by the maximum en-
tropy method. Minimization of ∆KL[pλME ||pN ] with re-
spect to N yields the number of replicas to use such that
the restrained ensemble simulations generate a distribu-
tion closest to that of the maximum entropy method.
III. RESULTS AND DISCUSSIONS
I demonstrate the validity of Eq. 8 and Eq. 16 using
the Monte Carlo simulations of a 2-dimensional potential
that generates a distribution of mixed Gaussians:
p(x, y; fa, fb) = e
−E(x,y;fa,fb)
=
∑
s=a,b
fs√
22π2|σs|
e−
1
2 (x−xs,y−ys)
t·σ−1s ·(x−xs,y−ys)(18)
where fa and fb are the mixing coefficients constrained
by fa + fb = 1. The parameters used in the simula-
tions are σa = ((1.5, 0)
t, (0, 1.5)t), (xa, ya) = (−1, 0), and
σb = ((1.5, 0.1)
t, (0.1, 1.5)t), (xb, yb) = (0.5, 2.5). The re-
strained ensemble simulations (Eq. 2) and the maximum
entropy method are applied to a potential with fa = 0.3,
restraining two observables, x and
√
x2 + y2, to reference
values that are equal to the observables’ mean values in a
reference distribution that has fa = 0.7. The restraining
strength is K = diag(100, 100).
For sufficiently large N , Eq. 8 predicts the expected
values of both the restrained and unrestrained observ-
ables in quantitative agreement with their mean values
in the restrained ensemble simulations (Fig. 1). As N
increases, the distribution generated by the restrained
ensemble simulations tends to the unbiased distribution
(limN→∞∆KL[p0||pN ] = 0). Notably, ∆KL[p0||pN ] is rel-
atively insensitive to N around the largest value of N for
which the expected values of the restrained observables
remain close to their reference values .
My results suggest the following method of setting N
so that the simulations are minimally restrained by ex-
perimental data: Iteratively perform a series of biased
simulations of pλj (x), updating λj by either
λj = λj−1 +Σ
−1
λj−1
· (De − 〈D〉λj−1 ) (19)
or other update schemes20 such that limj→∞ λj = λME.
For each iteration, compute 〈D(x1)〉N,K,De using Eq. 10
and select the largestNj so that the expected values of all
the restrained observables are within the measurement
uncertainties from their experimental values. Continue
until Nj no longer changes.
I illustrate this method of settingN by MD simulations
of the polyalanine peptide Ala5 restrained by the
3J cou-
plings measured by NMR experiments21,22. All MD sim-
ulations were performed using the OpenMM software23,
with Amber99SB-ILDN force field24 and a generalized
Born implcit solvent model25. Langevin integrator26 was
used to maintain the temperature of the molecular sys-
tem at 300 K. When Ala5 was simulated without any re-
straints, there was substantial discrepancy between the
predictions by the unbiased simulation and the experi-
mental values for the 3J couplings between HN and Hα
(denoted as 3JHN,Hα,r for r = 2, 3, 4, 5), which have been
used to characterize the four backbone torsions φr=2,3,4,5
of Ala5
27 (Fig. 2). Below, 3JHN,Hα,r=2,3,4,5 were used as
the restrained observables.
The same molecular system was then simulated with a
series of biasing potentials (Eq. 3), in which λj in the j’th
simulation was determined by Eq. 19. Eq. 10 was used to
predict the expected values of the restrained observables
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FIG. 2. The 3J couplings in and the radius of gyration
of Ala5. The experimental values of 4 restrained observ-
ables, 3JHN,Hα,r=2,3,4,5, are indicated by the dashed lines sur-
rounded by a shaded band, which signifies the statistical un-
certainty in the measurement, assumed to be δ = 0.05Hz
(K = 1/δ2). The lines in each panel indicate the expected
values of the observables predicted by Eq. 10 (for the re-
strained observables) and Eq. 11 (for the unrestrained ob-
servables 3JHN,Cβ ,2 and Rg), with different lines correspond-
ing to different values of λj , 〈D〉λj and Σλj used. The dis-
crete symbols indicate the expected values calculated from
the reweighted simulations (Eq. 12) at different values of N .
(3JHN,Hα,r=2,3,4,5) in the restrained ensemble simulations
for different values of N , using the values of λj and the
corresponding 〈D〉λj and Σλj in different biased simula-
tions as inputs. The largest N (Nmax) for which the pre-
dicted values of all the restrained observables are within
the statistical uncertainty from the experimental values
is determined for each j. In this case, only 1 iteration
of biased simulation was necessary to have a converged
estimate of Nmax (Fig. 2).
In practice, it is easier to select the number of repli-
cas N based on the available computing resources (e.g.,
the number of CPU cores). Once Nmax has been deter-
mined by the above procedure, one can perform the re-
strained ensemble simulations using N replicas and the
scaled strength of restraints Kmin = (N/Nmax)K, be-
cause the restrained ensemble simulations with the pa-
rameters (N,Kmin) and with the parameters (Nmax,K)
generate equivalent marginal distributions (Eq. 13).
My results suggest that the restrained ensemble simu-
lations at large N are equivalent to a single-replica sim-
ulation of the reweighted distribution in Eq. 12 (which
becomes Eq. 13 as N → ∞). In this case, N can be
regarded as a parameter that tunes the strength of the
restraints, which are proportional to the inverse of the co-
variance of the experimental measurements. As N tends
to infinity, the resulting distribution becomes unbiased.
To demonstrate this reweighting approach, the Ala5 sys-
tem was simulated according to the marginal distribu-
tion in Eq. 12 for different values of N , using different
values of λj and the corresponding 〈D〉λj and Σλj as
inputs. For j ≥ 1, the expected values of the restrained
(3JHN,Hα,r=2,3,4,5) and unrestrained (
3JHN,Cβ ,r=2 and the
radius of gyration Rg) observables in these reweighted
simulations are in good agreement with the correspond-
ing values predicted by Eq. 8 (Fig. 2). Such reweighted
simulations may offer a simple alternative to replica-
based restrained ensemble simulations as a way to in-
corporate into MD simulations experimental data with
their associated measurement uncertainties.
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