Abstract: In this paper we extend the bivariate hazard ratio to multivariate competing risks data and show that it is equivalent to the cause-specific cross hazard ratio. Two approaches are proposed to estimate these two equivalent association measures. One extends the plug-in estimator, and the other adapts the pseudolikelihood estimator for bivariate survival data to multivariate competing risks data. The asymptotic properties of the extended estimators are established by using empirical processes techniques. The extended plugin and pseudo-likelihood estimators have comparable performance with the existing U-statistic when the data have no tied events. However, in many applications, there are tied events in which all the three estimators are found to produce biased results. To our best knowledge, we are not aware of any association analysis for multivariate competing risks data that has considered tied events. Hence we propose a modified U-statistic to specifically handle tied observations. The modified U-statistic clearly outperforms the other estimators when there are rounding errors. All methods are applied to the Cache County Study to examine mother-child and sibship associations in dementia among this aging population, where the event times are rounded to the nearest integers. The modified U performs consistently with our simulation results and provides more reliable results in the presence of tied events.
Introduction
Multivariate competing risks data occur often in genetic familial studies and demography as there are usually more than one risk involved. As a motivating example, we consider a study conducted in Cache County, Utah on dementia in an aging population. One goal of this study is to measure the association in dementia onset among family members. For each family member, the researchers recorded his or her onset age of dementia, age at death, or age at termination of the study, whichever occurred first, along with the corresponding cause indicator. This falls into the paradigm of multivariate competing risks, where there is within-subject dependence between the risk of interest and competing risks, as well as between-subject dependence among family members induced by common genetic or environmental factors.
Many researchers have studied association analysis for bivariate survival data with independent right censoring. An overview of their work was given by Hougaard [1] . The previous work, however, cannot be applied directly to multivariate competing risks data because the event of interest may not be observed due to the occurrence of a competing event. One limitation of competing risks data is that the within-subject dependence between the target event and competing events is nonparametrically untestable, and their marginal distributions are nonparametrically nonidentifiable [2, 3] . The nonidentifiability issue raises difficulties in analyzing the association in dementia in the presence of possibly dependent censoring by death, which occurred frequently among this aging population.
Some of the association analyses for bivariate survival data with independent censoring have been recently adapted to bivariate competing risks data Bandeen-Roche and Liang [4] modified Oakes's [5] cross hazard ratio to the bivariate competing risks setting. They defined a cause-specific association measure θ CS ðs; t; k; lÞ which gives the factor by which a child's risk of having cause k event at time s compares if his/her mother has experienced the cause l event by time t and has not yet experienced any event by time t. To estimate θ CS ðs; t; k; lÞ, Bandeen-Roche and Liang [4] proposed a U-type estimator based on a local version of Kendall's τ with inference using standard theory for U-statistics [6] . Cheng and Fine [7] defined a ratio ζ ðs; t; k; lÞ of the bivariate hazard with cause-specific events from both subjects to the products of the bivariate hazards with a single event from each subject as an association measure. They established the equivalence of ζ ðs; t; k; lÞ to the association measure θ CS ðs; t; k; lÞ and developed a plug-in estimator with an explicit variance form.
More recently, Shih and Albert [8] examined familial association in breast cancer based on a cross hazard ratio for paired times of first event and an odds ratio for two competing causes (cancer and noncancer deaths) and estimated the two association measures by adopting the two-stage estimation method [9] . They noted that the cause-specific hazard ratio θ CS ðs; t; k; lÞ may be more clinically relevant than their cross hazard ratio for the first event times of paired members. Hence, we focus on the cause-specific association measures θ and ζ which have straightforward interpretations as the two are essentially a local correlation between indicator functions.
Most of the previous works related to θ CS or ζ focused on bivariate competing risks data with few exceptions. Cheng et al. [10] adapted the cause-specific cross hazard ratio θ CS for bivariate data to sibship data and multiple mother-child pairs and greatly broadened its scope of application. Gorfine and Hsu [11] proposed a flexible frailty model for multivariate competing risks data based on cause-specific hazard functions, which includes the frailty model considered in Bandeen-Roche and Liang [4] and the positivestable model in Katki et al. [12] as special cases. However, the modeling and estimation approach in Gorfine and Hsu [11] requires the specification of a proper frailty model and the use of the EM algorithm with numerical integration. The focus of this paper is on nonparametric estimation of the cause-specific association measures for multivariate competing risks data within some pre-specified time regions, in line with the work by Cheng et al. [10] .
Therefore, we first extend the association measure ζ from bivariate competing risks data to clustered data and develop a plug-in estimator as is done in the bivariate case. Next, we adapt a pseudo-likelihood estimator for bivariate survival data [13, 14] to multivariate competing risks data. The asymptotic properties of the two proposed estimators are established by using empirical processes techniques. The finite performances of the two proposed methods are compared with those of the existing U-estimator [10] for clustered competing risks data. Interestingly, we have found that all the three estimators produce biased results when the data have tied events. Rounding errors are common in many applications as the event times are often rounded to their nearest integers. Somewhat surprisingly, we are not aware of any work that addresses how to handle tied events in evaluating concordant status between two pairs of event times of interest. Therefore, we develop a modified U-estimator that explicitly takes into account the tied events and show that it outperforms the other three estimators for tied data. To our best knowledge, it is the first attempt to address the issue of rounding errors in nonparametric association analyses of bivariate and multivariate competing risks data.
The rest of the paper is organized as follows. We extend the plug-in estimator to multivariate competing risks data in Section 2.2, briefly describe the notation and the method for the existing U-estimator [10] in Section 2.3, and propose the pseudo-likelihood estimator in Section 2.4. In Section 2.5 tied event data are considered, and a modified U-statistic is proposed to specifically handle rounding errors. In Section 2.6 we will discuss some formal tests on whether the associations are constant over time. The extended plug-in estimators and pseudo-maximum-likelihood estimators are compared with the U-statistics for untied data via simulation studies in Sections 3.1-3.3. In Section 3.4 we investigate the impact of rounding errors on the performance of the three estimators in comparison to the modified U-estimator. All methods are applied to the Cache County Study in Section 4, and some remarks are given in Section 5.
Methods

Multivariate competing risks data
In this paper, we consider clustered competing risks data. Suppose that in each cluster there are M þ 1 failure times ðT 0 ; T 1 ; . . . ; T M Þ and their corresponding cause indicators ðε 0 ; ε 1 ; . . . ; ε M Þ from a mother and her M children, where M is random and is assumed to bear no information on the association. We only consider two causes here ε j ¼ 1; 2; j ¼ 0; . . . ; M, as we are primarily interested in association in cause 1 events and can always group multiple competing events together. In addition, there may also be independent and noninformative censoring times ðC 0 ; C 1 ; . . . ; C M Þ. Note that the data were collected retrospectively, hence it is reasonable to assume censoring times are independent of event times. This is in contrast with a perspective study where there may be some dependence among censoring times from mothers and children due to their inherent age differences. Hence one observes Y j ¼ minðT j ; C j Þ, and η j ¼ ε j IfT j C j g, for j ¼ 0; 1; . . . ; M; where I is the indicator function. This notation incorporates two types of multivariate competing risks data. One is the sibship data, where pairwise exchangeability can be assumed among siblings, i.e. all siblings have the same marginals and the pairwise joint densities are symmetric. The other consists of multiple mother and child pairs where we do not impose the exchangeability assumption between a mother and her child, but assume exchangeability among all children. The observed data containing n i.i.d. clusters are denoted as fðY i0 ; . . . ; Y i;m i ; η i0 ; . . . ; η i;m i ; m i Þ; i ¼ 1; . . . ; ng: The following two association measures are considered for each of the two types of multivariate competing risks data.
Bivariate cause-specific hazard ratio for clustered data and its plug-in estimator
Cheng and Fine [7] proposed a cause-specific association measure based on bivariate cause-specific hazard functions and demonstrated its equivalence to the conditional cross hazard ratio [4] . We now extend their association measure to the clustered competing risks data. To simplify the notation we focus on association analysis of cause 1 events, though the methods proposed here are applicable to other causes. Analogous to Cheng and Fine [7] , for any child-mother pair ðT j ; T 0 Þ; 1 j M, we define a bivariate cause-specific hazard function for double cause 1 events from both subjects under the exchangeability assumption for all children λ 11 ðs; tÞ ¼ lim
and define bivariate hazard functions of a single cause 1 event from the child or mother with the other member being at risk as the following:
Then the association measure for cause 1 events based on these bivariate hazard functions is ζ CM ðs; t; 1; 1Þ ¼ λ 11 ðs; tÞ λ 10 ðs; tÞλ 01 ðs; tÞ :
It quantifies the elevated risk that both a child and his/her mother failed at times ðs; tÞ, as compared to the product of the risks that only one of them failed at s or t, conditionally on both the child and the mother being at risk at ðs; tÞ.
A simple plug-in estimator of ζ CM ðs; t; 1; 1Þ can be constructed analogously to Cheng and Fine [7] based on all child-mother pairs. We first need to extend the event processes to the more complicated family structure with multiple children in a family. Let N where M is the number of children in a family which may vary from family to family. Cheng et al. [10] divided the time scale as follows:
where τ 1 and τ 2 are the largest observed event times. These grids are predetermined based on practical interests as well as the feasibility of analyzing the data (i.e. the number of at risk or the number of the events should not be too small in any time grid). Assuming constant association measure ζ CM ðΩ qr Þ over the region Ω qr ; ðτ 1;q ; τ 1;qþ1 Þ Â ðτ 2;r ; τ 2;rþ1 Þ with 0 q n 1 À 1; 0 r n 2 À 1, we have ð The selection of the weight functionŵ deserves some attention. If the association is constant within the region Ω qr , different weight functions usually would yield comparable estimates of ζ CM . In this case, the uniform weightŵðs; tÞ ¼ 1 ðτ1;qþ1Àτ1;qÞðτ2;rþ1Àτ2;rÞ is a convenient choice. However, if the association is time-varying within Ω qr , the weight will play an important role in summarizing the time-varying association. When wðs; tÞ ¼ ðs;dtÞ , we are averaging the point-wise association across Ω qr with equal weight. One may consider other weighting schemes such as putting more weights on early time points at which the number of at risk is large.
The consistency and asymptotic normality ofζ CM ðΩ qr Þ can be established using empirical processes techniques [15, 16] . Given EM 2 < 1 we can show that all the above indicator processes are P-Donsker. Sincê ζ CM is a compact differential map of empirical processes indexed by Donsker classes, its consistency and asymptotic normality follow. In addition, there is an asymptotically linear representation
, where I i are influence functions, upon which the variance ofζ CM can be estimated explicitly. Detailed proofs are given in the section "Asymptotic properties ofζ CM " in Appendix.
The association measure ζ ðs; t; 1; 1Þ for bivariate competing risks data can be similarly adapted to sibship data denoted as ζ CC ðs; t; 1; 1Þ. To estimate ζ CC , we define the empirical processes P n N ðs; tÞ based on all within-cluster pairs. The asymptotic property of the plug-in estimator for ζ CC can be established using similar arguments to those in the section "Asymptotic properties ofζ CM " in Appendix except assuming EM 4 < 1 as a sufficient condition, which is reasonable as the family size M is random but bounded.
Cause-specific cross hazard ratio for clustered data
For mother and all children data, under the exchangeability assumption for the children, the child-mother cause-specific density was defined as gðs; t; k; lÞ ¼ lim
for k; l ¼ 1; 2 and j ¼ 1; . . . ; M. Assuming g is absolutely continuous, a child-mother pair ðT j ; T 0 Þ has a joint overall survival function
gðu; v; k; lÞdudv:
Cheng et al. [10] defined a child-mother cause-specific association measure denoted by θ CM ðs; t; k; lÞ as follows:
θ CM ðs; t; k; lÞ ¼ Gðs; tÞgðs; t; k; lÞ
gðs; v; k; hÞdv
which shares the same interpretation as the conditional cross hazard ratio proposed by Bandeen-Roche and Liang [4] . That is, the risk of a child experiencing a cause k event by time s would be accelerated for θ CM > 1 or decelerated for θ CM < 1 had his mother developed a cause l event by time t as compared to the case that his mother had no event by time t. This extended conditional cross hazard ratio was estimated in a piecewise manner by a U-statistic [10] . We now briefly describe the notation and methods given in Cheng et al. [10] . Similar notation will be used when we develop our modified U-statistic in Section 2.5 that specifically deals with tied events. Let Y i;a ; Y i;b ; 1 a < b m i be the failure times of two distinct members of the ith cluster, and Y j;c ; Y j;d ; 1 c < d m j be the failure times from the jth cluster. θ CM ðs; t; k; lÞ was assumed to be a constant over each grid Ω qr , 0 q n 1 À 1; 0 r n 2 À 1. Cheng et al. [10] The extended child-mother association measure was estimated bŷ
which was the ratio of the number of concordanst pairs to that of discordant pairs, among those pairs where concordance status was determinable, and the times and causes of failure matched those in θ CM . For any 1 j < j 0 M in the sibship data, Cheng et al. [10] defined the bivariate cause-specific densities f jj 0 ðs; t; k; lÞ ¼ lim ðΔs;ΔtÞ#0 Pðs T j s þ Δs; ε j ¼ k; t T j 0 t þ Δt; ε j 0 ¼ lÞ=ðΔsΔtÞ; for k; l ¼ 1; 2 and the overall survival function S jj 0 ðs; tÞ ¼ Ð 1 
The estimators (4) and (6) are U-statistics whose asymptotic properties can be obtained with U-statistic theory [10] .
Maximum-pseudo (composite)-likelihood estimator
One can show that ζ CC is equivalent to θ CC defined in eq. (5) and that ζ CM is equivalent to θ CM defined in eq. (3), following the same argument as shown in Cheng and Fine [7] . Even though the data are multivariate, the association measures are still defined for paired event times, and the argument in Cheng and Fine [7] can be applied directly. Hence the two sets of estimators, the U-statistics and the plug-in estimators, are estimating the same quantities. We now discuss another estimating procedure for θ s adapted from the Clayton's [13] pseudo-likelihood function for bivariate survival data. The likelihood was also called a composite likelihood as discussed in Lindsay [18] . Ning and Bandeen-Roche [19] recently adapted the pseudo-likelihood to bivariate competing risks data under a regression setting. We now further extend the likelihood to multivariate competing risks data using a stratified method. We first divide mother-multiple children data into several strata, each containing pairs of mothers and their dth children. Here d ranges from 1 to m max , where m max ; max n i¼1 m i is the maximum number of children among all families. Without loss of generality, we consider the first stratum of mothers and the corresponding eldest children. Define the cause-specific set Aðs; t; k; lÞ of size aðs; t; k; lÞ pairs satisfying (1) both members are not censored by time ðs; tÞ, and aðs; t; k; lÞ ! 1; (2) there is at least one type l event that occurred at time t from one of the mothers and no event just prior to time s from her eldest child; and (3) there is at least one type k event that happened at time s from one of the eldest children and no event just prior to time t from the corresponding mother. Let Δðs; t; k; lÞ ¼ 1 if the types k and l events were from the same pair and 0 otherwise. It can be shown that PfΔðs; t; k; lÞ ¼ 1jaðs; t; k; lÞg ¼ θ CS ðs;t;k;lÞ aðs;t;k;lÞÀ1þθ CS ðs;t;k;lÞ ; and PfΔðs; t; k; lÞ ¼ 0jjaðs; t; k; lÞg ¼ aðs;t;k;lÞÀ1 aðs;t;k;lÞÀ1þθ CS ðs;t;k;lÞ . We now construct the pseudo-likelihood function based on the observed mother-multiple children data fðY i0 ; . . . ; Y i;m i ; η i0 ; . . . ; η i;m i ; m i Þ; i ¼ 1; . . . ; ng from the Cache County Study. To incorporate the multiple children structure, we adopt a stratified method. Let D d denote the set containing all the families that have a dth child, where d ¼ 1; . . . ; m max . Then mother-child pairs belonging to D d form a bivariate competing risks data set fðY id ; η id ; Y i0 ; η i0 Þ; i 2 D d g for which the pseudo-likelihood can be constructed. As discussed before, we assume a constant θ CM ðΩ qr Þ over the region Ω qr . To find all ðs; tÞ pairs in Ω qr such that aðs; t; k; lÞ ! 1 and Δðs; t; k; lÞ ¼ 1, we count each child-mother pair in D d as a concordant pair, if two event times from a pair are contained in Ω qr and their causes are ðk; lÞ, denoted by the indicator function
The contribution of such pair to the log-likelihood function is f qr i;d0 log ð θ CM aðY id ;Y i0 ;k;lÞÀ1þθ CM Þ. Next, to find ðs; tÞ such that Δðs; t; k; lÞ ¼ 0, i.e. the events k and l are not from the same pair, we check any two different pairs ðY id ; η id ; Y i0 ; η i0 Þ and ðY jd ; η jd ; Y j0 ; η j0 Þ in D d . If the times of the two pairs are discordant, s will be the minimum of children's failure times Y ðidjdÞ and t will be the minimum of mothers' failure times Y ði0j0Þ . The pair of the minimum failure times ðY ðidjdÞ ; Y ði0j0Þ Þ needs to be in Ω qr and the cause indicators of the minimums ðη ðidjdÞ ; η ði0j0Þ Þ need to match ðk; lÞ. We call two such pairs "discordant pairs" and define the discordant indicator ψ 
The maximum-pseudo-likelihood estimatorθ L CM can be obtained by using some standard minimization procedure, e.g. function "nlminb" in R, for the negative log likelihood. As pointed out by Oakes [14] , the variance ofθ L CM cannot be obtained from the second derivative of the pseudo-log-likelihood function as ψ qr ij;dd00 may be dependent when θ CM ðΩ qr Þ Þ 1. Instead, we use some results for Z-estimators in empirical processes [15] to derive the asymptotic property ofθ
where the superscript dot denotes the derivative. The inference will be based on the nonparametric bootstrap method.
The above framework can be further extended to clustered sibship data for which exchangeability can be assumed among all siblings. The adaptation of the maximum-pseudo-likelihood estimation to the sibship data is more complicated as there are two meaningful ways to form a pair, ðY ia ; Y ib Þ and ðY ib ; Y ia Þ, for any two children a; b from the ith family, under the exchangeability assumption. In addition, there may be too many different combinations of a and b from multiple children families. To simplify the problem, we continue to use our stratified method and denote the set D ab , 1 a < b m max , which consists of all families having ath and bth children. To adapt the exchangeability assumption, we consider the bivariate competing risks set consisting of all child-child pairs fðY ia ; η ia ; Y ib ; η ib Þ; i 2 D ab g together with its switched set containing all pairs fðY ib ; η ib ; Y ia ; η ia Þ; i 2 D ab g. The cause-specific set aðs; t; k; lÞ is naturally extended to this bivariate set and its switched set, with the size of aðs; t; k; lÞ. As before let Δðs; t; k; lÞ ¼ 1 if cause k event at time s and cause l event at time t were from the same pair and Δðs; t; k; lÞ ¼ 0 otherwise. We can still show that PfΔðs; t; k; lÞ ¼ 1jaðs; t; k; lÞg ¼ 1 À PfΔðs; t; k; lÞ ¼ 0jag ¼ θ CC ðs;t;k;lÞ aðs;t;k;lÞÀ1þθ CC ðs;t;k;lÞ . We now construct the pseudo-log-likelihood function based on the stratum D ab . As before we assume constant sibship association θ CC within time region Ω qr . To find all ðs; tÞ pairs in aðs; t; k; lÞ˙Ω qr such that Δðs; t; k; lÞ ¼ 1, we count each concordant sibship pair in the bivariate set and its reversed set and define concordant indicators f 
The maximum-likelihood estimatorθ L CC for the constant association measure θ CC can be similarly obtained by using the function "nlminb" in R. The consistency and asymptotic properties ofθ 
Modified U-statistic for tied data
In practice, the data are often rounded to the nearest integers, resulting in tied events. The adaptation of the plug-in estimator to the tied data is straightforward. For the U-statistic, we followed Cheng et al. [10] and excluded those pairs where one or both event times were tied. For the pseudo-likelihood function (7), the tied observations do not affect concordant pairs much, since a mother-child pair with double events is still counted as a concordant pair after rounding. However, rounding tends to underestimate the number of discordant pairs. Suppose we have two discordant pairs ðY i0 ; η i0 ; Y i1 ; η i1 Þ and ðY j0 ; η j0 ; Y j1 ; η j1 Þ from two distinct families i and j, where
, and if η i1 ¼ l, then the pairing of these two pairs would not be considered as discordant any longer.
We will show through simulation studies in Section 3.4 that the plug-in estimator tends to underestimate while the other two tend to overestimate the true positive association with the presence of tied data. For the pseudo-likelihood estimator, the ties decrease the number of discordant pairs, and hence increase the estimated strength of association. For the U-statistic, rounding causes the removal of roughly similar amounts of concordant and discordant pairs. When the association is positive, i.e. the numerator is larger than the denominator, subtracting the same positive value from both the numerator and the denominator makes the ratio larger. Therefore, the U-statistic overestimates the positive association when ties are present. The similar arguments can be used to show that the U-statistic results in an estimate that is smaller than the true value when the association is negative (0 < θðζ Þ < 1) and ties are present. On the other hand, the pseudo-likelihood estimator still overestimates θ, since the number of discordant pairs is getting smaller. However, it is not clear theoretically how rounding errors would affect the plug-in estimator. Our simulation study suggests that the plug-in estimator tends to bias toward independence for both positive and negative associations.
To address potential loss of accuracy in the three estimators for tied data, we propose a modified U-statistic which essentially adds back those removed concordant and discordant pairs due to tied events. When two mother-child pairs have tied observations -for example, when both mothers had the same event time -we consider their corresponding cause indicators. If mother 1 died and mother 2 had dementia at the same age, we assume that mother 1 would have dementia later than mother 2, had mother 1 not died. If child event times were not tied, we could determine concordant status. For those tied pairs that can be equally concordant or discordant, we add half a pair to both concordant and discordant pairs. It becomes more complicated for sibship data under the exchangeability assumption. The section "Formula for corrected U" in Appendix provides details on how to add back all missing concordant and discordant pairs for sibship data.
The idea may be used analogously for the pseudo-likelihood estimator. In the section "Asymptotic properties ofθ L CM " in Appendix, we show that the pseudo-likelihood estimator is a Z-estimator based on the estimating equation which is a U-statistic of order 2 with the kernel function hðX i ; X j ; θÞ given in eq. (11) . One may let both f qr ij;dd00 and ψ qr ij;dd00 in the numerator of eq. (11) be 0.5 for tied events following the same scheme as in the section "Formula for corrected U" in Appendix. However, it is not clear how to fix the plug-in estimator directly when there are rounding errors. Some random perturbation method may be used by adding simulated small error terms to tied observations. However, multiple imputation is needed which is beyond the scope of this paper.
Grid selection
The selection of grids plays an important role in capturing the local association structure. If we use too few grid points, the resulting estimates may be too smooth, missing crucial local associations. On the other hand, if there are too many grid points, the number of events would be too few and there would be too much variability in the estimators. In practice, if there is no particular scientific definition of time regions in place, we recommend that we start with some crude divisions and then further refine the grid points. We will carry out formal hypothesis tests on two neighboring associations being the same, based on which we decide whether we should keep the finer grid points. That is, we would like to test the following hypotheses:
. . . ; n 1 À 2; and
where Ω qr ; ðτ 1;q ; τ 1;qþ1 Þ Â ðτ 2;r ; τ 2;rþ1 Þ with 0 q n 1 À 1; 0 r n 2 À 1. For any pair of two adjacent regions, e.g. Ω qr and Ω qþ1;r , we construct a Wald type of statistic based on the difference in the two local associations. That is,
where varfζ CM ðΩ qr Þg and varfζ CM ðΩ qþ1;r Þg are the variance estimators ofζ CM ðΩ qr Þ andζ CM ðΩ qþ1;r Þ computed based on the influence functions given in eq. (10) . When the number of events in each grid is not too few, we can compare this test statistic with its asymptotic chi-squared distribution with one degree of freedom. For the two neighboring regions Ω qr and Ω q;rþ1 , similar tests can be constructed. Due to the equivalence of ζ and θ, the above hypotheses can be equally expressed in terms of θ and be tested based on the U-estimator or the pseudo-likelihood estimator, though for the latter estimator the bootstrap method is used to obtain the variance. The same idea can be applied analogously to the sibship association analysis.
3 Simulation studies
Constant association
We conducted simulation studies to evaluate small-sample performance of the plug-in estimatorζ , the maximum-pseudo-likelihood estimatorθ L , and the U-statisticθ U . We first simulated mother-multiple children data by extending Bandeen-Roche and Liang's [4] frailty model. They modeled cause-specific between-subject dependency by an overall frailty A and proportions of cause allocations B which was between 0 and 1 and independent of A. As the Archimedean copula is associative, we naturally extended their frailty model for the bivariate competing risks to multivariate settings in our simulations. Three different strengths of association were considered. For each scenario, we generated 500 replicates of 500 families with varying family sizes. More details of our simulation are given below.
For each family, we first drew the familywise propensity A from a Gamma ð1; 1Þ. The number of children for a family M was determined from a multinomial distribution ranging from 1 to 5 with probabilities 0.09, 0.18, 0.24, 0.24, and 0.25 which were estimated from the Cache County Data. Next we generated M þ 1 failure times from ExpðAÞ for the mother and her M children. Since the Cache County Study data were collected retrospectively, some previous investigation [20] showed that the marginal cumulative incidence function (CIF) for a mother is similar to that for her eldest child. For the sake of simplicity, we used the same distribution for mother and children in this simulation. Cause indicators were generated from a Bernoulli distribution with probability B for each subject, where B was drawn from a BetaðR 1 ; 1 À R 1 Þ. Three values of R 1 , 0:2; 0:5, and 0.8, were considered with corresponding theoretical values of θ CM ðs; t; 1; 1Þ being 6:0; 3:0, and 2.25 for all s and t. Finally, independent censoring times were generated from Uniformð5; 10Þ for each subject in this family, imposing about 12% censoring.
We first adopted the same frailty model as those used in Bandeen-Roche and Liang [4] and Cheng and Fine [7] . The model assumes the same strength of association between causes and results in constant association over time. Hence the estimation is carried out over the entire observation region with uniform weight. We applied the three methods to each of the 500 simulated data sets. The mean of estimates, mean of standard error (for the plug-in and U-estimators), or bootstrap standard error (for the pseudo-likelihood estimator) using family-based resampling with replacement with 500 replications, empirical standard error, and coverage rate of 95% confidence intervals are summarized in the upper left panel of Table 1 . With moderate sample size, light censoring, and 50-80% of cause 1 events, all the three estimators perform well. The estimates are very close to the true values. The model-based or bootstrap standard errors agree well with the empirical standard errors. The coverage rates are close to the nominal level 0.95. There is some bias in the pseudo-likelihood estimate and U-statistic when R 1 ¼ 0:2, since there were fewer cause 1 events. Similarly, we simulated 500 sibship data sets using the same simulation strategy. Hence the child-child association θ CC takes on the same values as the mother-child association θ CM . Each data set contained 250 families. The results are summarized in upper right panel of Table 1 . Since there are 250 families instead of 500 in each sibship data, there is some discrepancy between the estimates and the true value of association when the number of cause 1 events is small (R 1 ¼ 0:2).
Next, we evaluated the performances of the three estimators when the number of clusters was smaller and censoring was heavier. We reduced the cluster sizes for mother-children data and sibship data to 200 or 100 families and generated censoring times from an exponential function with mean 4 yielding~35% censoring. The results are summarized in the middle and bottom panels of Table 1 . The bias is more 
Time-varying association
In practice, familial association may not be constant over each time grid. In this case, θ or ζ can be viewed as a weighted average of time-varying association across all time points within a specific region. It would be interesting to examine how the three estimators perform when the underlying association is actually timevarying and how the selection of grid may affect the results. Hence we simulated mother-multiple children data with time-varying association between the cause 1 events by adopting a gamma frailty model for the bivariate CIF as discussed in Cheng and Fine [21] . More specifically, the bivariate CIF of a child-mother pair where we chose α ¼ 1:14, the same value as estimated from the Cache County data [21] . For the marginals, we assumed equal distribution and adopted a modified three-parameter logistic model [22] as suggested by the Cache County data which were collected retrospectively. That is, The independent censoring time was generated from Uniform (4,5) resulting in about 20% censored observations. We generated 500 clusters of mother and children data, each containing 500 or 100 families, and obtained the mean estimates, the model-based or bootstrap standard errors, the empirical standard errors, and the coverage rates where the true values were computed by averaging the estimates from 200 replications of 2,000 mother-child pairs. We examined the performance of the three estimators over a four-region grid, as well as over the entire observed time region, with uniform weight. The results are summarized in Table 2 . The true values for the plug-in estimator and the U-estimator are identical and slightly different from those for the pseudo-likelihood estimator, since the latter weights the timevarying associations at various time points differently. The true values change across time regions. When we employ the entire region, the true values fall somewhere between the smallest and largest associations among all subregions. In general, all the three estimators still have good practical performance, except for the pseudo-likelihood estimator when the cluster size is n ¼ 100. The coverage rates for the average association across the entire region are slightly lower than those over smaller regions. It may be explained that the estimators over the entire region have smaller variability, and some slight departure from the true value would lead to lower coverage. When the association is time-varying, the selection of grids plays a more important role in summarizing the strength of association than in the situation of constant association. As suggested by the results from n ¼ 100, both the bias and the standard errors of the estimators increase when the sample size is much smaller than 500. To reduce the variability, we may reduce the number of grids, which on the other hand will restrict our ability of examining time-varying association.
Tied observations
Real data are often rounded as in the Cache County Study, resulting in tied observations. To evaluate how the three estimators perform when there are tied events, we rounded simulated mother-children data and sibship data in Section 3.1 to one decimal place containing 100 time points from 0 to 9.9. This is roughly comparable to 53 age points from 55 to 107 in the Cache County Study. The results are summarized in Table 3 . The plug-in estimatorζ tends to underestimate θ CM while the maximum-pseudo-likelihood estimatorθ L and the U-statisticθ U tend to overestimate it. We also evaluated the performance of the three estimators for sibship data with tied observations. The results are given in the upper right panels of Table 3 .
We observed similar trends as in the mother-multiple children data. The plug-in estimators are likely to underestimate the association while the other two are prone to overestimate the association. As a comparison, we also evaluated the performance of the modified U-statistics, denoted byθ MU CM andθ MU CC , for the rounded mother-children and sibship data. With the presence of rounding errors, the modified U-estimates clearly outperform the other three, as they are closest to the true values. There is also some efficiency gain over the original U-statistic because the latter loses information by discarding all tied observations. When there are fewer clusters (n ¼ 200 or n ¼ 100) and higher censoring rate (CP ¼ 35%), we observed more bias in all the four estimators (bottom panel of Table 3 ). However, the modified U-statistic still clearly outperforms the other three.
Negative association
The proposed plug-in and pseudo-likelihood estimators, as well as the original and modified U-estimators, can be naturally applied to the clustered data where the paired events have a negative association. To evaluate their practical performance under negative association, we simulated 500 or 100 clusters of mother-multiple children data where the mother-child paired event times satisfy a Clayton model with copula parameter α ¼ 0:5 and have the same marginal exponential distributions with mean 1. For each subject, the cause indicator was generated from a Betað0:5; 0:5Þ. The other settings are the same as in Section 3.1 expect that there is no independent censoring. The corresponding mother-child association is θ CM ¼ 0:75, estimated based on 100 replications of 1,000 mother-child pairs. The results are summarized in Table 4 . Under this simulation setting, all the three estimators have satisfactory performance. We were also interested in examining the effect of rounding errors on the three types of estimators when there is a negative association. Hence, we rounded the simulated data to the first decimal place and computed the three estimators and the modified U-statistic as listed in the bottom panel of Table 4 . Interestingly, when θ CM ¼ 0:75 and there are rounding errors, the plug-in estimator and pseudo-likelihood estimator overestimated the true value with bias toward independence, while the original U-estimator underestimated the true value over-evaluating the negative association. We also observe some improvements in the coverage rates when the cluster size decreases from 500 to 100, because the estimators are roughly as biased as before but the standard errors increase in the smaller sample. In contrast to the performance of the three estimators, the modified U-estimator produced the most reliable result with the presence of negative association for both cluster sizes.
Cache County Study
The data from the Cache County Study on Memory in Aging have been analyzed in previous works. Bandeen-Roche and Liang [4] and Bandeen-Roche and Ning [6] applied their U-type estimator, and Cheng and Fine [7] used a plug-in estimator to investigate the child-mother association in dementia based on 3,635 pairs of mothers and their eldest children. In order to utilize the information on other siblings, Cheng et al. [10] adapted the U-estimator for bivariate competing risks data to multivariate cases, assuming exchangeability among all siblings. In this paper, we were interested in both the child-mother and the sibship associations. Hence we extended the plug-in estimator from bivariate competing risks data and the pseudo-likelihood estimator from a typical bivariate survival setting to more complicated data structures such as mother-multiple children data and sibship data. The two extended estimators were applied to 3,635 families containing mothers and all her children for the mother-child association and to the sibship data containing 4,770 families of siblings for the sibship association. There are~60% censored cases among mothers and 70% censored cases among children. The number of children in each family ranges from 1 to 14 in the mother-children data with mean and median both around 5. The distribution is similar for sibship data before we excluded single child families from the sibship analysis. More importantly, the data had tied observations due to ages being rounded to the nearest integers, which has been ignored in the previous works. We computed the modified U-statistic along with the two extended estimators and the original U-statistic. To facilitate comparison with previous work, we examined the strengths of association over the same time regions as reported in Cheng et al. [10] . We first divided the age ranges into three intervals: 70, 71-80, and > 80 for both dimensions. For each age region, we computed the plug-in estimate (ζ CM ), the pseudo-likelihood estimate (θ L CM Þ, the original U-estimate (θ U CM ), and the modified U-estimate (θ MU CM ) of the child-mother association according to eqs (2), (7), (4) and an equation similar to eq. (12) with uniform weight. The model-based standard errors (MSE) were available for the plug-in and U-type estimators and calculated based on their influence functions. We also computed the bootstrap standard errors (BSE) for the four estimators based on 500 bootstrap samples. The results are summarized in the top panel of Table 5 . Similarly, for the sibship association, we computed the four estimatesζ CC ,θ . The results on sibship association are given in the lower panel of Table 5 . The same analyses were performed on four regions ð > Þ75Â ð > Þ80, and the results are shown in Table 6 . The original U-estimates for mother-child associations are identical to those reported in Cheng et al. [10] . However, there are some that differ in the sibship analysis because we are now using not only the pairs whose event times belong to the region of interest but also the pairs whose switched times under exchangeability belong to the region. For mother-child associations, the four estimates are coherent on most regions. The modified U-estimates almost always lie between the plug-in estimates and the original U-estimates except for the region s > 80; t 70 where there are only three mother-child pairs both having dementia (N 11 ¼ 3). We observe a similar trend for sibship associations in the lower panel of Table 5 . This is in agreement with our simulation studies in Section 2.5 where we have found that the plug-in estimator tends to underestimate and the original U-statistic tends to overestimate, while the modified U-statistic is closest to the true positive association. This is the first time that tied events have been taken into account in estimating the constant association over a time region, which produces more reliable results as suggested by our simulation studies. However, when the number of double cause 1 events N 11 is small (i.e. N 11 ¼ 2), there is a noticeable discrepancy between the pseudo-likelihood estimate and the other three. For sibship associations, because of the exchangeability assumption, the estimators are the same over two symmetric regions, for example, s 70; 70 < t 80 and 70 < s 80; t 70. We only report one of the symmetric regions. The four sets of estimates are generally close, and the standard errors are smaller than those for mother-child associations. As more sibship pairs were used in the sibship analysis than child-mother pairs in the child-mother analysis, the sibship estimates tend to be more robust than the child-mother estimates. This suggests that it would be important to extend original estimators for bivariate data to clustered data and to incorporate as much information as possible in quantifying mother-child associations and sibship associations when the event is rare.
When we examine the mother-child associations on broader regions, as given in Table 6 , the plug-in estimates, the modified U-estimates, and the original U become closer and always follow the same order. A similar trend is observed in the sibship analysis. However, the discrepancy between the likelihood-based estimates and the other three still exists, especially on the region s > 75; t > 80, for both mother-child and sibship associations, in spite of the fact that the N 11 s get bigger in the four-region analysis. One possible explanation is that the association may be time-varying on these broader regions, and the estimated association measure can be thought of as some weighted average over each region. The likelihood-based method weights the time-varying association differently as compared to the plug-in and U-statistics, since the denominator of eq. (11) is in general different from 1.
In this application, we consider and contrast the associations over a 3 Â 3 grid and a 2 Â 2 grid. The selection of endpoints requires careful consideration. In the Cache County Study, the number of family is large. However, the incidence of dementia is relatively low. Cheng et al. [20] reported the cumulative incidence of dementia for a mother or her eldest child is about 0.1 at age 90. Since we are quantifying association in dementia onset among family members, we pay particular attention to N 11 . One of the 3 Â 3 grids s > 80; t 70 only contains three double cause 1 events, and the result is likely unreliable. The N 11 s over the 2 Â 2 grid are 12 or above in the mother-children analysis, and the analysis tends to be more reliable. On the other hand, the varying association is likely to be smoothed out. Our experience suggests starting with large grids and then refining the analysis depending on the change in association and the number of double cause 1 events in each cell.
Remarks
In this paper we discuss three types of nonparametric approaches to estimating two equivalent and easily interpreted association measures for multivariate competing risks data. The pseudo-likelihood estimator lacks an explicit variance estimator and relies on bootstrapping, hence it is most computationally intensive. For example, it took about half a second to obtain the plug-in estimate or the U-estimate as well as the corresponding standard error and about 0.5(500) ¼ 250 seconds to obtain the pseudo-likelihood estimate and its bootstrap standard error based on 500 bootstrap samples, for the case of n ¼ 100; CP ¼ 35%, and R 1 ¼ 0:5 as reported in Table 1 , on a PC with intel i7 1.6 GHz CPU. When the sample size increases to 200, the computing time for obtaining the plug-in estimate or the U-estimate and its corresponding standard error increases to be around 2 seconds, and that for the pseudo-likelihood estimate increases to be 5 (500) ¼ 2,500 seconds. Therefore, we recommend using the plug-in estimator or the U-estimator for their simplicity and good practical performance as illustrated in our simulations, when the assumption of constant association holds within each grid and there are no or few tied events in a practical application.
On the other hand, the pseudo-likelihood estimator has the potential to be most efficient. In this paper we use a stratified approach which always matches up children with the same sibling order. It is possible to check concordance status for two pairs, for example, a mother and her eldest child from one family and another mother and her second child from another family. There are actually many more combinations than those used in eqs (7) and (8) . Based on our simulation studies, the stratified pseudo-likelihood estimator has comparable efficiency to the other two estimators. If we were able to use all possible combinations, which of course would be very computationally intensive, we would further improve the efficiency of the pseudo-likelihood estimator. Moreover, the pseudo-likelihood estimator weights the time-varying associations differently from the plug-in estimator and the U-estimator. We hence recommend using both the pseudo-likelihood estimator and the plug-in (or U-) estimator to capture different aspects of the underlying association, when we suspect the association to vary over time but cannot refine the grids due to the limited sample size. In addition, the likelihood-based approach is more adaptive to a regression setting or to a parametric model. For example, one may extend the regression model for bivariate competing risks data [19] to multivariate competing risks data based on the pseudo-likelihood functions in eqs (7) and (8) . Recently, Hu et al. [23] used a polynomial function to approximate cross hazard ratio and estimated the unknown parameters based on a pseudo-partial likelihood. Similar parametric approximation may be used for the cause-specific cross hazard ratio, and the pseudo-likelihood functions considered in this paper can again be used as the base of estimation. These will be future research topics.
More importantly, we investigate how rounding errors affect the performance of the three piecewise estimators and propose a modified U-statistic to handle tied multivariate competing risks data. For the modified U-statistic, we simply adjust for concordant and discordant pairs for the tied events. It is also fast to compute the modified U-estimate, e.g. taking about a second to obtain the modified U-estimate and standard error for the case of n ¼ 100; CP ¼ 35%; R 1 ¼ 0:5 as reported in Table 3 . Based on our current simulation studies and real data analysis, we suggest using the modified U-statistic when the data are subject to rounding errors.
It is worth pointing out that our method can also handle other-cause association and across-cause association. However, the estimators may not have satisfactory performance under settings in which it is relatively rare to observe two different types of outcomes for two relatives. This is also true for the primary cause. In the Cache County Study, the onset of dementia is relatively rare. Thus, a large sample is needed to warrant reliable estimation of the familial association in dementia, and it is more crucial to use the information from all children in the estimation. If a large sample is not available, some parametric or semiparametric models such as the frailty model considered in Gorfine and Hsu [11] may be more efficient in estimating the familial association of a rare event among family members. as given in eq. (6) . Following the arguments in Cheng and Fine [7] , we establish consistency and asymptotic normality as below. For simplicity, in the sequel, we omit the integration region Ω qr . Observe that Next, we will establish the asymptotic normality of the estimator using a master theorem of Z-estimators. For any θ 1 ; θ 2 > 0, note that jhðX i ; X j ; θ 1 Þ À hðX i ; X j ; θ 2 Þj ¼ P mmax d¼1 Ifi; j 2 D d g ffþψðaÀ1Þgðθ2Àθ1Þ ðaÀ1þθ1ÞðaÀ1þθ2Þ mmax aðY ðidjdÞ ;Y ði0j0Þ ;k;lÞÀ1 jθ 1 À θ 2 j: Therefore, 
since aðY ðidjdÞ ; Y ði0j0Þ ; k; lÞ is the at-risk set of order n. Let _ Ψðθ 0 Þ ¼ Ef 
Formula for corrected U
We now define concordant and discordant pairs for tied sibship observations as follows: 
Similarly we define concordant and discordant pairs for the reversed tied observations under exchangeabilityf 
