Abstract. Under general hypotheses on the target set S and the dynamics of the system, we show that the minimal time function T S (·) is a proximal solution to the Hamilton-Jacobi equation. Uniqueness results are obtained with two different kinds of boundary conditions. A new propagation result is proven, and as an application, we give necessary and sufficient conditions for T S (·) to be Lipschitz continuous near S. A Petrov-type modulus condition is also shown to be sufficient for continuity of T S (·) near S.
and Clarke et al. [12] . However, the minimal time problem does not fit into the category of problems covered by these results.
HJ theory specifically tailored to handle T S (·) has also received considerable attention. Viscosity approaches have been undertaken by Bardi [2] , Evans and James [21] , Staicu [32] , and Bardi and Falcone [4] . Local controllability assumptions are made to guarantee that T S (·) will be continuous in these papers. Bardi and Staicu [3] and Soravia [30] have also used viscosity-type methods without controllability, although the uniqueness result in [3] requires that S be the closure of its interior (and in particular, preclude the target to be a single point). Soravia [30] contains two uniqueness results, one of the type just mentioned and another that is equivalent to our Theorem 3.2 below. Various interesting data perturbations and envelope constructions are made in these papers, but we do not require any of those techniques here. Rather, the approach in this paper is based on flow invariance and mimics the broad outline sketched in [12] . See also Frankowska [24] , in which invariance is prominent. Adaptations of the arguments in [24] to minimal time problems are made in Carja, Mignanego, and Pieri [8] , where the target set is restricted to be the origin. One common feature in all these papers (except [30] ) is that a boundary condition is required at the boundary of the reachable set (this was introduced in [2] ), whereas our approach dispenses with any such condition. Although some of the arguments given in section 3 below are routine modifications of those in [12, section 9] , we attempt, except in cases where the modifications are obvious, to give detailed proofs for both clarity and completeness.
The basic assumptions on the multifunction F that appears on the right-hand side of the differential inclusion are standard. Namely, F will be locally bounded, have convex values, and exhibit local Lipschitz behavior. We shall not make an a priori growth assumption on F , but an additional hypothesis is required to imply the lower semicontinuity of T S (·). This additional hypothesis will depend on properties of both S and F , but is always satisfied if F should exhibit linear growth in its state variable.
In Theorem 3.2, the minimal time function is shown to be the unique solution to a proximal form of the HJ equation satisfying an analytic boundary condition in the form of a HJ inequality. This boundary condition is probably the most natural one under the circumstances and allows for the easiest proof of the theorem. In section 4, we give an alternative but equivalent formulation of Theorem 3.2 by introducing a geometric boundary condition. This second boundary condition is closer in spirit to the one introduced by Barron and Jensen [5] , [6] (and used in [24] , [12] ), but is somewhat more difficult to state in the present circumstance. On the other hand, it has a meaningful interpretation directly in terms of the data. The main result in section 5 is Theorem 5.1, which is a characterization of the proximal subgradients of T S . This result describes the propagation of the level sets of T S and is a different approach to some work by Soravia [31] on front propagation. In particular, our result does not require assumptions that force the level sets to strictly enlarge at each point. We make one application of Theorem 5.1 in section 6 by giving necessary and sufficient conditions for T S to be Lipschitz continuous near S, and sufficient conditions are also provided for continuity of an arbitrary modulus. Remarks in that section address the history of such results. Finally, some examples are given in section 7.
Preliminaries.

Background in nonsmooth analysis.
We first review some concepts from nonsmooth analysis that are pertinent in this paper. For a complete treatment, see [10] , [25] , or [13] .
For a closed subset of S of R n , the distance function to S is defined by
for all x ∈ R n . DEFINITION 2.1. Suppose S ⊆ R n is closed and s ∈ S. A vector ζ ∈ R n is a proximal normal to S at s provided there exists r > 0 so that d S (s + rζ) = r ζ . The set of all proximal normal vectors to S at s is denoted by N P S (s). DEFINITION 2.2. Suppose θ : R n → (−∞, ∞] is lower semicontinuous and x ∈ dom θ := {x : θ(x ) < ∞}. A vector ξ ∈ R n is a proximal subgradient of θ at x provided (ξ, −1) ∈ N P epi θ (x, θ(x)), where epi θ denotes the epigraph {(x, r) : x ∈ dom θ, r ≥ θ(x)} of θ(·), which is a closed subset of R n+1 . The set (which could be empty) of all proximal subgradients of θ(·) at x is denoted by
The following analytic descriptions of the proximal objects are often useful. See [25] or [13] 
is lower semicontinuous and x ∈ dom θ. Then ξ ∈ ∂ P θ(x) if and only if there exists σ > 0 and η > 0 such that
for all y ∈ x + ηB. The only nonsmooth constructions in this paper are the proximal objects, but we mention that some of our results have natural formulations in terms of other normal cones and subgradients and can be proven by taking the appropiate limits. We shall not go into those details here, however.
Background in differential inclusions.
Throughout this subsection, F : R n ⇒ R n is a given multifunction (i.e., a set-valued map). Associated with F is the differential inclusioṅ
A solution to (2.1) is an absolutely continuous function x(·) defined on the interval [0, T ] with initial value x(0) = x, in which case we say that x(·) is a trajectory of F that originates from x. The notationẋ(t) refers to the derivative of x(·) at t and is the right derivative if t = 0. The set of endpoints of all such trajectories of F is denoted by R (T ) F (x) and is called the reachable set (from x and at time T ). That is, R (T )
signifies the set of all points reachable from x at a time less than or equal to T .
Basic hypotheses to be imposed on F in various combinations are the following. (H1) For each x ∈ R n , F (x) = φ with the graph gr
, and for each compact set K ⊂ R n , there exists a constant M > 0 such that
(H3) For each compact subset K ⊂ R n , there exists a constant k > 0 such that
In (H3) and below, we use B to designate the closed unit ball. The open ball will be written as int B (the interior of B). The following two propositions contain some elementary properties of differential inclusions. PROPOSITION 2.2. Suppose F : R n ⇒ R n is a multifunction and satisfies (H1). (a) For each compact set K ⊂ R n and ε > 0, there exists τ > 0 such that ) be a trajectory, and suppose K is compact such that x(t) ∈ K infinitely often as t ↑ T . Let M be as in (H1) associated to the compact set K + B, and let τ be chosen as in part (a) (where ε = 1). Now choose t 0 ∈ [T − τ, T ) so that x(t 0 ) ∈ K, and by part (a) it follows that x(t) ∈ K + B for all t ∈ [t 0 , T ). By the choice of M , we have for all t 0 ≤ t < t ≤ T that
Since T is assumed to be finite, it follows from (2.2) that the limit of x(t) as t ↑ T exists. (c) This is well known (see [1] ).
The following proposition gives some further information regarding C 1 trajectories of a differential inclusion under (H1)-(H3). PROPOSITION 2.3. Suppose F satisfies (H1)-(H3), and let K ⊂ R n be compact. (a) There exists T > 0 such that associated to every The following result is fundamental to differential inclusion theory and is referred to as "the compactness of trajectories" theorem. This nomenclature is slightly misleading because the result says more than just that a bounded set of solutions to (2.1) is relatively compact. Rather, a stronger conclusion holds in that approximate trajectories have subsequences that converge to a trajectory. See [9, Theorem 3. 
the modulus of continuity ofẋ(·) does not depend on the particular initial value
We shall require no hypothesis that limits the growth of F as x → ∞, but the lack thereof necessitates the introduction of an "escape time." Even more important to our analysis is that the escape time will record the first instance when a trajectory leaves a given open set. In classical ODE theory (or where trajectories are uniquely defined in passing through any given state), escape times are generally defined depending only on the initial value. However, for differential inclusions in general, the definition we require relies upon the particular trajectory, and subsequently there may be many trajectories originating from a state x with different escape times. Nonetheless, our definition is consistent with the classical one in that the escape time gives a maximal (positive) interval of definition for the trajectory to stay in the open set. We use the notation U c to denote R n \U , the complement of a given set U . 
The next proposition says that under standard existence theory assumptions, any trajectory can be extended to a trajectory that has an escape time. Proof. Since T is not an escape time, we must have T < ∞, for otherwise (a) would hold. We also must have sup t∈[0,T ) x(t) < ∞, for otherwise (b) would hold. Thus, by Proposition 2.2(b), there exists y ∈ R n such that x(t) → y as t ↑ T . Since (c) does not hold, we must have y ∈ U . Using standard existence theory for differential inclusions (which we quoted in Proposition 2.2(c)), the trajectory x(·) can be extended from y. Such an extension will remain in U on an interval [0, T +τ) for small τ > 0 by Proposition 2.2(a). Now we take trajectory x(·) and time T as a maximal element (in the sense of graph inclusion) over such extensions. It follows that T = Esc( x(·); U ), since otherwise the preceding considerations on x(·) and T could be applied to x(·) and T , which would violate the maximality.
Suppose U ⊆ R n is open and x ∈ U . The set of all trajectories of F originating from x that remain in U over a maximal interval is denoted by Υ (F,U ) (x). That is, Υ (F,U ) (x) consists of those trajectories x(·) of F defined on a half-open interval [0, T ) with x(0) = x and for which Esc(x(·); U ) is defined with T = Esc(x(·); U ). By Proposition 2.5, the set Υ (F,U ) (x) is nonempty for each x ∈ U . If no trajectory of F originating from x can reach S in finite time, then the above infimum is taken over the empty set, and hence T S (x) = ∞ in this case, which is the usual convention. If x ∈ S, then T S (x) = 0 by definition, which is consistent with the above definition if we allow trajectories to be defined on the degenerate interval [0, 0].
It turns out that (H1)-(H3) are not sufficient by themselves to give many of the desired properties of T S (·). Lower semicontinuity, for example, is not assured (see Example 7.1), nor if the infimum of (2.3) is finite is it necessarily attained (see Example 7.2). There are also several instances below where we shall want to exclude certain kinds of trajectories from entering the discussion, and the following hypothesis serves all of these needs. Note that this assumption is not merely on F , but depends on both F and S.
(H4) For all x / ∈ S and
wherex(·) is a restriction of x(·). Roughly speaking, if (H4) holds, then any trajectory of F escaping to infinity in finite time must pass through S.
Remark 2.1. There are natural hypotheses explicitly given on the data that guarantee that (H4) will hold. For example, if there exist constants c 1 , c 2 such that
, and so (H4) holds trivially in this case. Other simple conditions pertaining only to the target set could be given; for example, if S c is bounded or if {r i } is a sequence of numbers converging to +∞ and S is given by
The following two characterizations of T S (x) are immediate consequences of the definitions.
and if (H4) holds and x / ∈ S,
Let {x i (·)} be a minimizing sequence of (2.3), which means that
If the limsup is always finite, then we take T = T S (x) by convention. Note that 0 < T by Proposition 2.2(a), and for any t < T, the sequence {x i (·)} is uniformly bounded on the interval [0, t]. Hence, using a diagonal process and the compactness of trajectories theorem, we may assume that x i (·) converges uniformly to a trajectory
since otherwise Esc(x(·); R n ) = T and (H4) would be violated. Hence, by Proposition 2.2(b), the limit lim t↑T x(t) =: x(T ) exists. To prove that the infimum in (2.3) is attained, we show that x(T ) ∈ S. We first claim that T = T S (x). Indeed, let K := {x(t) : t ∈ [0, T ]} and choose τ as in Proposition 2.2(a) associated to the compact set K + B and ε = 1. If T < T S (x), then there exists t 0 and 0 < τ 0 ≤ τ with
for all large i, and by Proposition 2.2(a), it follows that x i (t 0 + τ 0 ) ∈ K + 2B for all large i. However, the definition of T as an infimum says that lim sup i→∞ x i (t 0 +τ 0 ) = ∞, a contradiction.
To see that x(T ) ∈ S, let M be given as in (H1) associated to the compact set K + 2B. Now let η > 0 be small and choose t 1 such that
We now choose i large enough such that
Note that (2.7) is possible in view of (2.4) and since T i → T S (x) = T . Observe next that x i (t 1 ) ∈ K + B, and thus x i (t) ∈ K + 2B for all t ∈ [t 1 , T i ] by Proposition 2.2(a), and consequently
where we used (2.5) and (2.6) to deduce the third inequality, (2.8), the fourth, and (2.7), the last. This implies x(T ) ∈ S since η is arbitrary.
To prove lower semicontinuity, suppose x i → x, and we may assume without loss of generality that
) and x i (T S (x i )) ∈ S, which exists by part (a). We can proceed at this point in a manner completely analogous to the proof above and produce a trajectory
(The only difference between here and the above is in the initial values x i (0) = x i of the trajectories x i (·), but the estimates remain valid.) Since T S (x) is defined as an infimum, we have T S (x) ≤ Esc(x(·); S c ) ≤ T , which proves that T S (·) is lower semicontinuous.
HJ theory.
3.1. Invariance. We shall apply invariance results to objects obtained through modifying the given data, thus these concepts are introduced in terms other than S and F . Moreover, in contrast to [12] , we require our notions to be local.
). The next proposition relates these concepts to the minimal time problem. Recall that the closed set S ⊂ R n and the multifunction F : R n ⇒ R n are given. We write −F × {1} for the multifunction defined at (x, r) ∈ R n × R as
A similar notation is in effect for the multifunction F × {−1}. PROPOSITION 3.1. Suppose F satisfies (H1) and (H2), and let
. By the principle of optimality, we have
is a trajectory for F since y(·) is a trajectory for −F . Hence, by the principle of optimality, we have
Using this and the fact that (x, r) ∈ E, we conclude that
which says that z(t) = y(t), r + t ∈ E. Hence (b) holds. The notions of invariance lead directly to comparison results between T S and certain lower semicontinuous functions θ, as the next result shows. PROPOSITION 3.2. Suppose F satisfies (H1) and (H2) and θ : R n → (−∞, ∞] is lower semicontinuous and satisfies θ(s) = 0 for all s ∈ S. Let E := epi θ and
By weak invariance, there exists a z(·)
. By the nature of U , we have
Observe next that the statement "z(·) remains in E" is equivalent to
Since we have assumed that θ is bounded below, it follows from (3.3) that T < ∞. Assumption (H4) in conjunction with (3.2) implies that inf t∈[0,T ) x(t) < ∞, and so it follows from Proposition 2.2(b) that x(t) → y ∈ S as t ↑ T . We simply set x(T ) := y. The lower semicontinuity of θ implies that (3.3) holds for t = T as well, and the boundary condition on θ says that θ(x(T )) = 0. Hence we have θ(x) ≥ T . Finally, the definition of T S as an infimum yields that T ≥ T S (x), and we conclude
which is a trajectory of −F × {1} originating from x(T ), 0 ∈ E. By the strong invariance assumption, the trajectory z(·) remains in E, and thus
Setting t = T in (3.4) says that
and letting η ↓ 0 proves (b).
HJ inequalities.
Recall that the (minimized) Hamiltonian associated to a multifunction Γ :
It is clear that ζ → h Γ (x, ζ) is positively homogeneous of degree 1.
The following theorem is a local version of results contained in [12] , and the proofs given here must differ only to take account of the local nature. We also attempt to fill in a few more details in the strong invariance proof. Note that in part (a), Γ must only be defined (that is, be nonempty) on E ∩ U , as is pointed out in [12, Remark 2.1(c)]. We also point out that the global version of part (a) was originally proved by Veliov [36] , [37] , work that was overlooked in the writing of [12] . 
The strong invariance assumption implies that x(t) ∈ E for all t, and thus inserting these values into (3.5) gives
Upon dividing (3.6) by t and letting t ↓ 0 yields
Taking the supremum of the left side in (3.7) over v ∈ F (x) and multiplying through by
and it suffices to show that x(t) ∈ E for all t ∈ [0, T ]. We claim that without loss of generality x(·) is C 1 . Indeed, we have x(t) + εB ⊂ U for all t ∈ [0, T ] whenever ε > 0 is small, and there exists a C 1 trajectory x ε (·) that is within x(t) + εB for all t by Proposition 2.3(b). If it is known that x ε (t) ∈ E for all t and ε, then since E is closed, it follows that x(t) ∈ E by letting ε ↓ 0.
Hence we may assume x(·) is C 1 . Let ε > 0 such that
and let k be the Lipschitz constant for K as in (H3). We now proceed as in the proof of Theorem 3.1 in [12] and define Γ :
It is easily seen that Γ satisfies (H1) and (H2)
where int K is the interior of K. We claim that ( Γ , E) is weak invariant in U . To see this, note that (3.8) and observe that for each ζ ∈ N P E (y), we have by assumption and the definition of Γ that
Hence, by (3.8) and (3.9), we see that
. By part (a), it then follows that ( Γ , E) is weakly invariant in U as claimed. Hence there exists a trajectory z(·) ∈ Υ ( Γ , U) (0, x) that remains in E. It is obvious that z(t) has the form (t, y(t)) for some trajectory y(·) of Γ , and it follows from Gronwall's inequality that y(·) = x(·) (see [12, 
]).
We next interpret these results in terms of state-augmented data and epigraphs of lower semicontinuous functions. The following proposition is the analogue of the monotone results of Theorem 7.4 (a) and (d) in [12] , recast into terms relevant to minimal time problems. PROPOSITION 3.3. Suppose F satisfies (H1) and (H2), θ : R n → (−∞, ∞] is lower semicontinuous, and E = epi θ.
(
a) (F × {−1}, E) is weakly invariant in S c × R if and only if
1 + h F (x, ξ) ≤ 0 for all x / ∈ S and ξ ∈ ∂ P θ(x).
(b) Suppose F in addition satisfies (H3). Then (−F ×{1}, E) is strongly invariant if and only if
Proof. (a) Let (x, ξ) ∈ R 2n , r ∈ R, and ρ < 0 and note that
(3.10) (⇒) Suppose x / ∈ S and ξ ∈ ∂ P θ(x). By Theorem 3.1(a), we have
for all (x , r) ∈ E, x / ∈ S, and ζ ∈ N P E (x, r). Using the values (x , r) = (x, θ(x)) ∈ epi θ = E and ζ = (ξ, −1) (which is a valid choice of ζ by Definition 2.2), we see from (3.10) and (3.11) that
. By the nature of epigraphs, we have ρ ≤ 0. Let us assume first that ρ < 0, from which it follows that r = θ(x).
) is a cone, we have (−ξ/ρ, −1) ∈ N P E (x, θ(x)), and consequently, −ξ/ρ ∈ ∂ P θ(x). By (3.10), we have
where we deduced the inequality from −ρ > 0 and our assumption that (1 + h F ) ≥ 0. Now suppose ρ = 0. It is easily checked that (ξ, 0) ∈ N P E (x, θ(x)) as well, and so by Rockafellar's horizontality theorem [27] , there exist sequences {x i }, {ξ i }, and {ρ i } such that x i → x, θ(x i ) → θ(x), ξ i → ξ, ρ i < 0, and ρ i ↑ 0, and −ξ i /ρ i ∈ ∂ P θ(x i ). By (3.12) we have
for all i, and letting i → ∞ yields h F (x, ξ) ≥ 0, and hence
In view of (3.12) and (3.13), it follows from Theorem 3.1(a) that F ×{−1}, E is weakly invariant on S c × R. (b) The analogue to (3.10) needed here is
which holds for all (x, ξ) ∈ R 2n , r ∈ R, and ρ < 0. The proof of the equivalence in (b) is virtually identical to the one of (a), where Theorem 3.1(b) is quoted instead of (a). 
The HJ equation. Again suppose S ⊆
1 + h F (x, ξ) ≥ 0 whenever ξ ∈ ∂ P θ(x).
The unique such function is θ(·) = T S (·).
Remark 3.1. (HJ) is the Hamilton-Jacobi equation as it applies to minimal time problems, but in which proximal subgradients have replaced the usual gradient. (ABC) is an analytic boundary condition. In the next section, we analyze (ABC) in more detail and show that it is equivalent (in the context of the theorem) to a geometric boundary condition (GBC).
Proof. It is obvious that T S (·) is bounded below by zero and it is lower semicontinuous by Proposition 2.6. It equals zero on S by definition. Propositions 3.1(a) and 3.3(a) combine to imply that
Similarly, Propositions 3.1(b) and 3.3(b) combine to imply that
We conclude from (3.15) and (3.16) 
that both (HJ) and (ABC) hold for θ(·) := T S (·). To prove uniqueness, suppose θ(·) is lower semicontinuous, bounded below, and satisfies (HJ) and (ABC). By Propositions 3.3(a) and 3.2(a), we conclude that
for all x ∈ R n . Similarly, by Propositions 3.3(b) and 3.2(b), we conclude that
for all x ∈ R n . Obviously, θ(·) = T S (·) follows from (3.17) and (3.18).
A geometric boundary condition.
In this section we give an alternative to the boundary condition (ABC) of Theorem 3.2 that can be more easily interpreted in terms of the target set and the dynamics of the system. The two conditions are equivalent only in the context of Theorem 3.2. The new boundary condition we consider is the following.
(GBC) For x ∈ S, we have θ(x) = 0, and if v ∈ F (x) and ζ ∈ N P S (x) satisfy v, ζ < 0, then
Loosely speaking, (GBC) says that if a velocity vector v at a point x ∈ S makes an obtuse angle with some proximal normal at x, then θ(x ) must go to zero along a sequence approaching x tangentially in the direction −v. 
and consequently T S (x(t)) → 0 as t ↑ T . Moreover,
and thus x = x(t) as t ↑ T is an admissible set of values in the liminf in (GBC). It follows that T S (·) satisfies (GBC). (GBC)⇒(ABC)
. Now assume θ(·) satisfies (GBC) and the conditions in Theorem 3.2, except possibly (ABC). We show, in fact, that (ABC) holds for θ(·) as well.
Suppose x ∈ S and ζ ∈ ∂ P θ(x). Hence there exists σ > 0 and η > 0 such that
for all x ∈ x + ηB. We require the following simple lemma. 
Let v i = proj F (xi) (v) be the projection (that is, the closest element) of v in F (x i ). Assumption (H3) says where m(·) is a modulus function (m(t) 0 as t ↓ 0) that is independent of i. We want to show that y i (·) stays in U if T is small and i is large enough, which is the content of the following lemma.
LEMMA 4.2. By shrinking T if necessary (but not dependent on i), we have that y i (t) ∈ U for all t ∈ [0, T ] and all sufficiently large i.
Proof. Let τ be as in Proposition 2.2(a) applied to the compact set cl U and ε = 1, and shrink T if necessary so that T < τ and satisfies M 2 T + 2r ζ m(T ) < rδ, where δ is as in (4.4) . If i is large enough that 2k x i − x ζ < δ, then for all t ∈ [0, T ] we have
The second inequality follows from (4.7), (4.6), and (4.4). Hence y i (t) ∈ U as claimed.
Recall that θ(·) satisfies (HJ) and, in particular,
(The inequality (4.8) is one-half of (HJ), and is actually all that is required in this part of the proof.) By Proposition 3.3(b), it follows that (−F × {1}, epi θ) is strongly invariant in U , and thus by Lemma 4.2 we conclude that For t small enough that y(t) ∈ x + ηB, we can substitute x = y(t) into (4.1), and using (4.10), conclude that
where in the last inequality we used (4.7). Therefore, dividing (4.11) by t and letting t ↓ 0, we finally see from (4.12) that (4.3) holds, which finishes the proof.
Propagation.
In this section we prove an apparently new result that in effect characterizes the proximal subgradients of T S (·). The result is known in the special case where F (x) = B for all x. In this case, time is parametrized by Euclidean distance, and T S = d S . Thus Theorem 5.1 generalizes Theorem 3.4 of [16] to allow for much more general F .
For r ≥ 0, define
is closed, and (H4) holds.
(a) For all x ∈ S, we have
(b) Whenever r > 0 and T S (x) = r, then we have
Proof. (a) Suppose x ∈ S and ζ ∈ ∂ P T S (x). Since T S (·) satisfies the conditions of Theorem 4.1, we have by Lemma 4.1 that ζ ∈ N P S (x). We also have that
holds, since this is precisely the boundary condition (ABC) satisfied by T S (·), as stated in Theorem 3.2.
For the opposite inclusion, suppose now that ζ satisfies (5.1) and
where σ > 0 and η > 0. Note that (5.2) is simply the statement that ζ ∈ N P S (x) (Proposition 2.1(a)). We will show that there exists σ > 0 and η > 0 so that
for all x ∈ x + η B, which implies ζ ∈ ∂ P T S (x) by Proposition 2.1(b).
For the purpose of obtaining a contradiction, suppose to the contrary, and that (5.3) fails. Then for each i = 1, 2, . . . , there exists x i such that x i → x as i → ∞, and
holds for all i. Observe that since (5.2) holds, we have x i / ∈ S for large i. Set t i := T S (x i ) and first note that
for all i, which is a consequence of the Cauchy-Schwarz inequality and (5.4). Now let z i (·) be a time optimal trajectory originating from x i , which exists by Proposition 2.6. Thus z i (·) is a trajectory of F defined on [0, t i ] and satisfies z i (0) = x i and z i (t i ) =: y i ∈ S. Since x i → x, we deduce from (5.5) that t i → 0 as i → ∞, and subsequently that for all large i, the entire range of the trajectory z i (·) remains in x + ηB by Proposition 2.2(a). We have
which holds for large i in lieu of (5.2). Next, let v i (·) be the pointwise projection ofż i (·) onto F(x), which is a measurable function defined on [0,
. Let K := x + ηB and choose M , k as in (H1), (H3), respectively. We seek appropriate bounds for the last two terms in (5.6).
First we estimate y i − x . We have
where we used (5.5) to deduce the last inequality.
Next we estimate the integral term in (5.6). Note that any t ∈ [0, t i ] satisfies
We have by (5.1) and the Lipschitz assumption on F that ζ,
for all i, where (5.8) was used to deduce the next to last inequality, and (5.5), the last inequality.
We now insert (5.7) and (5.9) into (5.6) and deduce that
This contradicts (5.4) whenever i is sufficiently large and finishes the proof. (b) The proof of (b) is very similar to that of (a). The only modifications needed are (1) the substitution of θ(x) = r rather than 0, and (2) the use of (HJ) rather than (ABC). The details are left to the reader. Remark 5.1. It may be noted that S(r) is nothing more than R (≤r)
−F (S), the set of points reachable from S in times less than or equal to r by trajectories of −F . Thus Theorem 5.1(b) gives some information regarding the existence of proximal normals to reachable sets. We plan to further exploit this in future work, but in the present paper, we give only one application of this result in the next section.
Regularity results.
In this section, we give necessary and sufficient conditions for T S to be Lipschitz continuous near S. A sufficient condition for T S to be continuous with proscribed modulus of continuity is also derived. Throughout this entire section, we assume that F satisfies (H1) and (H2), S ⊂ R n is compact, and (H4) holds. We often impose (H3) as well, but this will be stated explicitly.
Recall that a modulus function m(·)
is a nondecreasing continuous function satisfying m(0) = 0. For our purposes, the distinguishing property of a modulus function is its behavior near 0. To make this formal, we say that two modulus functions m 1 (·) and m 2 (·) are equivalent if there exists a constant c > 0 such that 
for all x ∈ S + ηB. Proof. Note that y(T ) ∈ S + ηB by (6.1). The principle of optimality gives
Thus, from (6.3), we have 
for all i. Let k be chosen for the compact set S + B as in (H3). Then x → h F (x, ζ) is Lipschitz of rank k ζ on S + B. Therefore, by (6.6), we have for large i
Rewriting the last display and using the positive homogeneity of h F (s, ·) gives
Since N P S (s i ) is a cone, we also have
Thus (6.7), (6.8) , and Theorem 5.1(a) imply that
Let λ > 0 be the supremum value in (b), and by assumption (b) we have
But ρ i → 0 as i → ∞, which is a contradiction, and hence we conclude that (c) holds. 
for some c > 0 and for all x sufficiently close to S (this result also appears in Veliov [37] ). Hence (a) follows from this and Proposition 6.1.
Remark 6.1. From the above proof of (b)⇒(c), one can also obtain a relation for the constant δ appearing in (c). Namely, if 0 < η ≤ 1 is sufficiently small, then since ρ i cannot be larger than λ, we can take δ = 1/λ + k. Note, however, that the proof does not seem to provide an a priori estimate for η, but it implies that such a value must exist. Remark 6.2. There is an extensive literature behind the equivalence of (a) and (c) in Theorem 6.1. The implication (c)⇒(a) was first proved by Petrov [26] with S = {0} and was extended to arbitrarily closed sets S by Soravia [29] . The converse (a)⇒(c) was shown by Bardi and Falcone [4] in the case when the boundary of S was piecewise C 2 . Cannarsa and Sinestrari [7] allowed for "proximally smooth" S (see [16] ) in proving this implication, but also required state differentiability in the dynamics. More recently, Yue [40] proved the equivalence in considerable generality, although the dynamics were given an explicit control formulation, as was the dynamics in all of the above-mentioned papers. Veliov [37] goes further yet by allowing the multifunction F to be nonautonomous and to depend measurably on t. The equivalence of condition (b) in our theorem seems to be new, however.
Remark 6.3. The condition that the proximal subgradient of a lower semicontinuous function f is locally bounded on an open set U is equivalent to f locally Lipschitz on U . See [15] . Note that in Theorem 6.1 above, we only used a part of one direction of this equivalence, and only the "easy" direction at that. We emphasize that in Theorem 6.1(b), the boundedness of the proximals is posited only for points in S.
We now give a sufficient condition for T S (·) to satisfy condition (b) in Proposition 6.1 for some C 2 modulus function m(·), by which we mean that m(·) is a modulus function and is twice continuously differentiable on (0, ∞). The estimate in fact does not require (H3). However, if (H3) holds as well, then it follows (Corollary 6.1) from Proposition 6. 
for all x near S and ζ ∈ x − proj S (x). Then T S (·) satisfies
for all x near S.
We require the following technical lemma, which is a version of the chain rule. 
Proof. Let x ∈ U and ζ ∈ ∂ P f (x). There exists σ > 0 such that
for all y near x. Since m(·) is strictly increasing, taking m on both sides of (6.10) preserves the inequality (both sides of (6.10) are positive if y is near enough to x), and we have
Also, m is C 2 , and so there exists a σ > 0 such that
, we obtain from (6.11) and (6.12) that
where σ := m f (x) σ + 2σ ζ 2 , which holds if y is sufficiently near x. This shows
The converse follows since the inverse of m(·) has the same properties as m(·).
We record another fact in the next proposition, which contains results taken from [16] and [14] . This gives the relationship between the vectors ζ ∈ x − proj S (x) and proximal subgradients of the distance function. PROPOSITION 6.2. Suppose x / ∈ S and ∂ P d S (x) = φ. Then both proj S (x) and ∂ P d S (x) are singletons and equal {s x }, {(x − s x )/ x − s x }, respectively. Moreover, the Petrov modulus condition (6.9) is equivalent to
Proof. See [14, Theorem 4.1] for the statements regarding the proximal subgradient and the projection. That (6.9) implies (6.14) is then obvious. The reverse implication follows by taking limits, since if ζ = x − s x ∈ x − proj S (x), then ζ/ ζ is the single element belonging to ∂ P d S (s x + εζ), 0 < ε < 1 (see [16] ).
Proof of Theorem 6.2. Let U := S + η int B ∩ S c , where η > 0 is sufficiently small that (6.9) holds for x ∈ S +ηB. We shall see that (6.9) and each of the following statements are equivalent: The equivalence of (6.9) and (6.15) is contained in Proposition 6.2; that of (6.15) and (6.16) is due only to a rearrangement of terms and the positive homogeneity of h F (x, ·); the equivalence of (6.16) and (6.17) follows from Lemma 6.1, and that of (6.17) and (6.18) is a consequence of Proof. This follows immediately from Theorem 6.2 and Proposition 6.1. Remark 6.4. The condition (6.15) reduces to the Petrov-Lipschitz condition in Theorem 6.1(c) if M contains the modulus function m(r) = r, and hence Theorem 6.2 generalizes the implication (c)⇒(a) in Theorem 6.1. The proof also provides an alternative to relying on results from [18] , as was done in the proof of Theorem 6.1. We also mention that from (6.20) , one can deduce the "rate of weak attainability" estimate derived by other means in [18] .
Remark 6.5. If m in the previous theorem is taken as m(r) = c r α , where c > 0 and 0 < α ≤ 1, then Theorem 6.2 is a sufficient condition for α-Hölder continuity of T S . Soravia [28] gave a sufficient condition for α = 1 2 under some special hypotheses, and Yue [40] considered any 0 < α ≤ 1. Thus Theorem 6.2 extends a result of Yue [40] to arbitrary (albeit C 2 ) moduli. Although the dynamics in [40] use the control formulation and the hypotheses there are stated using directional derivatives rather than proximal subgradients, Theorem 6.2 and [40, Theorem 2.1] appear to be equivalent in the case of Hölder moduli. Remark 6.6. As pointed out in Remark 5.1, the level set S(r), r > 0, is the reachable set R (≤r) −F (S). If it is known that T S (·) is continuous near S, then it follows immediately that S is contained in the interior of the reachable set associated with −F up to time r. Thus Corollary 6.1 gives a sufficient condition for small time local controllability. The converse is also true: that is, small time local controllability of the system −F implies the continuity of T S (·) near S. There is a considerable literature devoted to local controllability (see Sussmann [35] ), and there are systems which are controllable but violate any Petrov modulus condition. Thus a converse to Corollary 6.1 will not hold in general, although it does hold if the continuity is Lipschitz (Theorem 6.1). This can be explained by the fact that Lipschitz continuity is characterized by properties of its proximal subgradient, whereas continuity of a less restrictive modulus is not. We note, however, that a Petrov modulus condition as a sufficient condition for local controllability uses no additional structure of the control system beyond knowledge of certain admissible velocities at points near the target. Then one has T S (0, 0) = π 2 , but no trajectory reaches S from (0, 0) in this time.
