Abstract-A main problem in machine learning is to predict the response variables of a test set given the training data and its corresponding response variables. A predictive model can perform satisfactorily only if the training data is an appropriate representative of the test data. This is usually reflected in the assumption that the training data and the test data are drawn from the same underlying probability distribution. However, the assumption may not be correct in many applications for various reasons. We propose a method based on kernel distribution embedding and Hilbert-Schmidt Independence Criterion (HSIC) to address this problem. The proposed method explores a new representation of the data in a new feature space with two properties: (i) the distributions of the training and the test data sets are as close as possible in the new feature space, and (ii) the important structural information of the data is preserved. The algorithm can reduce the dimensionality of the data while it preserves the aforementioned properties and therefore it can be seen as a dimensionality reduction method as well. Our method has a closed-form solution and the experimental results show that it works well in practice.
I. INTRODUCTION
In the realm of machine learning, a model is trained to predict the response variables of a test data set. The training procedure is usually based on minimizing a loss function over all samples of a training data set and their corresponding response variables. However, learning achieves its purpose only when the training data set is a suitable representative of the test data set; otherwise the method learns unrelated information, and therefore the efficiency of the prediction is not satisfactory.
In conventional predictive models, the statement that the training data is a suitable representative of the test data is reflected in the assumption that the underlying distributions of the training and test data sets are identical. But this assumption is not always valid. Different reasons may cause the underlying probability distributions of the training and test data sets to be different. The reason might be in the difficulty or uncontrollability in gathering data.
In last decades, attention has been focused on domain adaptation problem in machine learning [1] and it has been studied under different names [2] e.g. covariate shift [3] , class imbalance [4] , semi-supervised learning [5] , multi-task learning [6] and sample selection bias [7] , [8] , but all these methods mostly tackle the problem by two approaches: reweighting source instances or changing the representation space [2] .
In re-weighting source instances, weights, w tr (x, y), are assigned to the pre-defined loss function which is then minimized to learn the predictive model [1] , [9] . In changing the representation approach, the data is embedded into a new feature space where the probability distributions of the training data and that of the test data in the new feature space are more similar [10] . There are common drawbacks among proposed methods in literature: (i) approximation of the underlying distributions makes solving the problem hard in high dimensional data sets, (ii) exploring a new representation of the data which is not necessarily linear, usually makes solving the problem computationally expensive, and (iii) some domain adaptation techniques are applicable only to restricted predictive models.
We propose a method that overcomes the above drawbacks based on kernel distribution embedding and HilbertSchmidt Independence Criterion. The proposed algorithm finds a new representation of the data in a new feature space such that the underlying probability distributions of the embedded training and test data sets are as close as possible and the important structural information of the data is also preserved for any further predictive analysis. These two constraints lead to a single optimization problem which has a closed-form solution. The algorithm has a good performance when the data is mapped to a lower dimensional space. So it can be used as a dimensionality reduction technique as well.
A. Notation
Let X and Φ denote random variables (i.e. input variables in the original feature space and the new feature space respectively). Y denotes its corresponding response variables (i.e. output variables like class labels). P (X , Y) is the underlying joint probability distributions of X and Y. In domain adaptation problems, the underlying probability distributions of the training and test data sets denoted by P tr (X , Y) and P ts (X , Y) are different. P tr (X ) and P ts (X ) denote the true marginal probability distributions of X and Y in the training and test data sets. Similarly, P tr (Y|X ) and P ts (Y|X ) are used to show the true conditional probability distributions in the two domains.
The bold lower case alphabet, x, is a d-dimensional sample. X tr and X ts denote the matrices of the training and test data set samples of size d×n tr and d×n ts respectively. n tr and n ts are the numbers of the samples in the training and test data sets respectively. X d×n = [X tr X ts ] is a matrix of n, d−dimensional samples where n = n tr + n ts . Φ is the new representation of the data in the new feature space, where Φ is defined to be Ψ : X → Φ such that Φ := [Φ tr Φ ts ]. Φ tr and Φ ts denote the embedded training and test data sets in the new representation space.
II. METHOD
The main challenge of domain adaptation problem is that of the non-similarity of the joint probability distributions of the training and test data sets. Decomposing them as
it is assumed that all the difference between the joint probability distributions of the training and test data sets is due to the difference between their marginal probability distributions and there exists a new representation of the data, Φ, such that the marginal probability distributions of embedded training and test data sets are similar which means P tr (Φ) ≈ P ts (Φ).
A. Minimizing the Distance Between Two Probability Distributions
The crucial criterion for solving domain adaptation problem is to make the discrepancy between probability distributions of the training and the test data sets as small as possible. Maximum Mean Discrepancy (MMD) is a non parametric measure of the distance between distributions of data sets. It is a metric representative of the distance between the means of those probability distributions as follows [11] 
where E x∼P [g(x)] is the expectation value of the function g(x) (where the samples are drawn from probability distribution P ) . It has been also shown by Jegelka et al. [11] that MMD can be estimated empirically as
where L Φ is a kernel over Φ, let's say Φ T Φ, and L M is a pre-defined kernel [11] . So the objective function is to
A trivial solution of this is to collapse all the samples of each probability distribution to one point and then make those two points close to each other. But this new representation loses crucial information in data for the future predictive analysis. Therefore, this objective function by itself is not adequate and besides minimizing the distance between the aforementioned probability distributions, the new representation should also preserve the important data features that are needed for any post analysis.
B. Preserving the Important Features of the Data
The dependency of the original data and its new representation can be used as a measure that shows how well the structure and important features for predicting the response variables are preserved. HSIC [12] is considered as a measure for quantifying the dependency of two random variables.
Two random variables are independent iff the joint probability distribution of them is equal to the multiplication of their individual probability distributions. So the dependency between two random variables can be measured based on the distance between the above probability distributions [12] and this metric is estimated empirically as
where L Φ is a kernel over Φ, let's say Φ T Φ, and K X is a valid kernel on the original data. The choice of the kernel implies the structure and important information that is desired to be preserved.
So a supplementary objective function is
C. Adapting Component Analysis
Minimizing the distance between P (Φ tr ) and P (Φ ts ) and preserving the important features of X, are incorporated to establish a single optimization problem for solving domain adaptation problem in which its solution is an embedding of the data into a new feature space. The objective function of the proposed algorithm is defined as
where the denominator is the measure for the distance between the probability distributions of the training data set and that of the test data set. Minimizing this measure or equivalently, maximizing the inverse of it, makes this distance as small as possible. The numerator is the measure for estimating the dependency between the samples in the original space and their corresponding representations. Maximizing this measure, will preserve the structure and important information of the data depending on kernel, K X . Rewriting the optimization problem in terms of Φ we have
The objective function in (6) is invariant with respect to any scaling of Φ, so Φ can be chosen such that the denominator tr(ΦHL M HΦ T ) is equal to one:
This optimization problem is an instance of Rayleigh quotient and finding the optimal Φ is straight forward as it has a closed-form solution. This corresponds to an eigenvector estimation problem with Φ T as a matrix of eigenvectors of K −1 X L M . The number of selected eigenvectors d ≤ d is the dimensionality of the data in the new feature space. If d is chosen to be less than d, Φ represents the data X in a lower dimensional space, which means this method not only handles domain adaptation problems but also can be used as a dimensionality reduction method.
The proposed domain adaptation algorithm called Adapting Component Analysis (ACA) exploits the response variables of the training data set in addition to the training and test sets to strengthen performance of the algorithm. These are encapsulated in kernel K X . Once the appropriate representation is found, we can apply further predictive algorithms to the samples in the new feature space.
1) Choice of kernel K X for classification task: Exploiting the response variables of the training data set (which could sometimes be easily accessible) is valuable information that can improve the efficiency of the algorithm. Using information of the response variables can be advantageous in finding a new representation of data that is more appropriate for the following predictive analysis.
ACA finds a shared feature space where the distance between training and test data set probability distributions are reduced while the structural properties of the data set are preserved. However, the new shared feature space does not need to keep the whole structure of the data unchanged. It is only needed to keep the informative features for predicting the response variables. ACA focused on classification task where the new representation is desired to preserve structure and important features of the data relevant to the classification predictive model in a supervised manner.
Rewriting K X based on linear kernel, we have
where K XtrXtr and K XtsXts capture the information of the structure of training and test data sets receptively. These two sub-matrices are important for learning or training of the predictive model and they should be preserved. But intuitively the relative structure of the training data set and the test data set need not to be necessarily fixed as domains are intended to get closer. So, this can help us modifying the structure of the data in a supervised manner with the known response variables of the training data set. So the matrix K X can be changed toK X whereK X is constructed based on the data and the known response variables. For example, K XtsXtr is initially representing the similarity of the training data set and the test data set samples. But in classification task, if two samples of the training data set are similar, based on their response variables, they should not be different from a test data set sample perspective. So the sub-matrices of K XtsXtr and K XtrXts can be smoothed by a process which reduces the variation of the data in unrelated dimensions while it keeps the variation of the data along the directions which contain important information relevant to predicting the response variables. Therefore, those two sub-matrices, K XtsXtr and K XtrXts are substituted witĥ
where K Ytr is a kernel on the response variables of the training data set X tr which represents the similarity between the labels of the training data set samples and its main role is to even out the difference between similar samples. Based on this formulation, the sample of the training data set, x i is changed to the weighted mean of its similar samples. The weight is proportional to the similarity of sample x i and x j (that is the (i, j)th entry of the kernel K Ytr ). This makes the variation of similar samples smaller. Therefore, K X is changed toK
III. EXPERIMENTAL RESULTS Domain adaptation problem has been studied extensively in past decades and several methods have been developed. In this paper, the proposed method is compared with MMDE [13] and CODA [14] . MMDE is chosen since a similar measure, MMD, is considered for estimating the distance between the probability distributions of the training and test sets. CODA is chosen as a recently developed method for solving domain adaptation problem.
A. The Kernel on the Response Variables
In the objective function defined in (6), K X and L M are assumed to be known. Then the kernel K X has been changed toK X in ACA.
K Ytr represents the similarity of the response variables of the training data set and can be constructed in various forms. Without loss of generality, we use delta kernel for Y . Multiplication of the kernel, K Ytr , with K XtsXtr and K XtrXts is basically substituting each sample of the training data set by the weighted mean of its corresponding similar samples which makes the variation of the data along similar samples smaller.
B. Toy Classification Example
We first test our proposed algorithm on a toy example. The training and test data set consists of 100 and 200 samples of the two dimensional data drawn from multivariate normal distributions which their means are, μ tr = (−1, 3) and μ ts = (2, 1) respectively and their covariance matrices are similar which is σ = 2 0.5 0.5 2 . The training and test data sets are categorized in two classes. The samples of each set belong to the first class if their first feature values are smaller than their corresponding mean and they belong to the second class if they are larger. Fig. 1 -a demonstrates the data in the original feature space and Fig. 1-b is the embedded data where ACA algorithms is applied. As it can be seen, the distance between the embedded training and test data set distributions is reduced. Consequently, the new training data samples are better representatives of the test data set for classification. 1-nearest neighbor (1-NN) has been used as the classifier through all experiments and The result of the classifier on the embedded data is compared with MMDE and CODA. The original data is also classified without any changes using 1-NN and the corresponding error rate is considered as the baseline. The error rate is the mean of the number of misclassified samples. As it is shown in Table I , ACA provides significant improvement in the error rate of the classification process. 
C. Real World Data Sets
In this section, we test the proposed method, ACA, on different real world data sets of images, text and biological data bases.
The First data set which is a collection of images, is MNIST handwritten digits [15] . This data set consists of 8-bit gray scale images of the digits between "0" and "9".
Seven different data sets called Dig-1 to Dig-7 are generated from MNIST data set. Domain adaptation problem is defined as if a classifier is trained on two digits of the training set, while it is tested on two different digits of the test set. The training and test digits of the Dig-1 to Dig-7 are shown in Table II . These sets are randomly chosen among all possible cases. The number of the training and test samples are 300 and 500 respectively for all of the data sets in Table II. The error rate of different algorithms are represented in Table II . It shows that the error rate in ACA is on average decreased to less than 10% approximately which is considerably less than the error rate of MMDE and CODA. The dimensionality of the output data in ACA is set to 2 through all experiments in this paper. The new representation of Dig-1 in 2-dimensional space is depicted in Fig. 2 which is significantly better for classification. The second database, the 20 Newsgroups data set, consists of about 20,000 newsgroup text documents which are categorized into four groups based on similar topics. The data set is binary occurrence of the data for 100 words across 16242 postings [16] . In order to have a domain adaptation problem, three data sets are generated such that "Newsgroup-1" data set consists of 1000 randomly selected postings from groups 1 and 2 as the training data set, and 2000 randomly selected postings from groups 3 and 4 as the test data set. Similarly, "Newsgroup-2" and "Newsgroup-3" data sets have the same number of postings randomly selected from groups 1, 3 and 1, 4 in their training data sets and 2, 4 and 2, 3 in their test data sets respectively. In each of the artificially generated data set, the task is to classify the postings of the test data set while the algorithm is learned based on the training data set.
Our proposed method, ACA, is compared with baseline, MMDE and CODA on the Newsgroup-1, Newsgroup-2 and Newsgroup-3 data sets in Table III . The error rate is the average error over 10 trials where in each trial the samples are randomly chosen from the original data set. As it is shown in Table III , the error rate has been decreased from almost 50% to approximately 25% − 30% for ACA. ACA outperforms the other methods except in the second database which is Newsgroup-2. For Newsgroup-2 the CODA has a slightly better error rate, and that could be partly because the 2-dimensional representation of the data is not appropriate in this case or, because CODA is initially designed to solve domain adaptation problem that are characterized by missing features, and this is often the case in natural language processing while our algorithm is not developed for a specific type of data.
To further test the performance of the proposed algorithm, we run a set of classification experiments on several UCI data sets [17] in which they are biased artificially based on the so-called simple bias procedure [18] . Wine, German Credit, India diabetes and Ionosphere are the data sets from UCI archive [17] where their "Biasing Ratio" which is defined in the biasing procedure is 80%. The error rate of different methods on these data sets are also shown on Table  III . It shows that ACA outperforms the other methods in these data sets as well. The Breast Cancer dataset from the UCI Archive [17] is a biological data set. The data includes 699 examples of benign (positive label) and malignant (negative label)samples. This is a binary classification problem from 9 initial features. The experiment is repeated with different Biasing Ratios equal to 70%, 80% and 90%. The performance of the ACA is compared with the baseline, MMDE and CODA in Fig. 3 . The X-axis is the feature number that the biasing procedure is based on it. We repeat the experiment with different Biasing Ratios. All the results are depicted in left column of Fig. 3 . As can be seen, ACA has better performance compared with the other methods.
Another parameter for showing the efficiency of a method is Normalized Improvement (NI) which quantifies how much algorithm A outperforms with respect to the algorithm B. This parameter is estimated as
On the right column of Fig. 3 the Normalized Improvement of ACA with respect to the baseline is shown. As can be seen after adapting the domains of training and test data sets, the performance is improved approximately up to 50% with respect to the baseline in some features. As it is mentioned earlier, ACA can also be used as a dimensionality reduction technique. We run the ACA algorithm on different data sets. For Dig-1, Dig-2 and Dig-3 data sets, the error rates versus the output dimension which varies from 1 to 784 is depicted in Fig. 4(a) . 784 is the dimensionality of the data in original space. The error rate is minimum in low dimensional space. The changes of the error rate along different dimensions of the Newsgroup-2 is also demonstrated in Fig. 4(b) . The error rate is minimum when the dimension of the data is about 15-25 in this case. As can be seen the algorithm has a good performance in low dimensions. So ACA can be considered as a dimensionality reduction technique as well. The appropriate dimension in each data set can be calculated by cross validation in practice.
IV. CONCLUSION
We have presented a domain adaptation algorithm in which the data samples are transferred to a new feature space. The new representation of the data is explored such that the training and the test data sets in the new feature space are as close as possible while the important structural information of the data is preserved. In order to solve this problem and satisfy the aforementioned properties, we have defined a fast optimization problem such that its solution is known to be eigenvectors of a given matrix. Our experimental results show that the algorithm performs well in practice and has a good efficiency in lower dimensions, so it can be used as a dimensionality reduction technique.
