Long-term potentiation of synapse strength requires enlargement of dendritic spines on cerebral pyramidal neurons. Long-term depression is linked to spine shrinkage. Indeed, spines are dynamic structures: they form, change their shapes and volumes, or can disappear in the space of hours. Do all such changes result from synaptic activity, or do some changes result from intrinsic processes? How do enlargement and shrinkage of spines relate to elimination and generation of spines, and how do these processes contribute to the stationary distribution of spine volumes? To answer these questions, we recorded the volumes of many individual spines daily for several days using two-photon imaging of CA1 pyramidal neurons in cultured slices of rat hippocampus between postnatal days 17 and 23. With normal synaptic transmission, spines often changed volume or were created or eliminated, thereby showing activity-dependent plasticity. However, we found that spines changed volume even after we blocked synaptic activity, reflecting a native instability of these small structures over the long term. Such "intrinsic fluctuations" showed unique dependence on spine volume. A mathematical model constructed from these data and the theory of random fluctuations explains population behaviors of spines, such as rates of elimination and generation, stationary distribution of volumes, and the long-term persistence of large spines. Our study finds that generation and elimination of spines are more prevalent than previously believed, and spine volume shows significant correlation with its age and life expectancy. The population dynamics of spines also predict key psychological features of memory.
Introduction
The brain can store information by strengthening or weakening synaptic connections between neurons. This plasticity probably underlies learning and memory in the hippocampus and cortex (Harris et al., 2003; Malenka and Bear, 2004) . Empirical and computational studies of synaptic plasticity assume that synapses get stronger or weaker in response to certain stimuli (Malenka and Bear, 2004) but otherwise stay the same, similar to memory elements in a computer. There are, however, two caveats in this commonly held view. First, although synaptic connections are some of the most stable products of cell adhesion, molecules in the synapse turn over within several hours (Okabe et al., 1999; Nakagawa et al., 2004; Gray et al., 2006; Honkura et al., 2008) , meaning that synapses cannot avoid a certain degree of biological fluctuation. Second, if all synapses are "write enabled," meaning they are capable of activity-dependent plasticity, then today's thoughts may overwrite yesterday's memories, causing them to decay quickly (Kasai et al., 2003; Fusi et al., 2005) . This unresolved issue has been called the plasticity-stability dilemma (Abraham and Robins, 2005) .
In the dendrites of pyramidal neurons, we and others have observed a tight structure-function relationship for excitatory synaptic connections made on spiny protrusions (Matsuzaki et al., 2001; Smith et al., 2003; Xie et al., 2005; Beique et al., 2006; Asrican et al., 2007) . This is likely because larger spines have a greater postsynaptic density (PSD) (Harris and Stevens, 1989) that accumulates more AMPA-type glutamate receptors (so named because the receptors also respond to AMPA) (Nusser et al., 1998; Takumi et al., 1999) . In addition, the number of synaptic veiscles in the presynaptic terminal is correlated with PSD area (Harris and Stevens, 1989; Knott et al., 2006) . Thus, spine volume appears to be a good monitor for synaptic strength.
We are now able to study the plasticity and stability of synaptic connections over many days. If synaptic plasticity is truly long lasting, we expect it will be accompanied by structural plasticity. Indeed, the onset of long-term potentiation (LTP) is linked to spine-head enlargement (Matsuzaki et al., 2004; Okamoto et al., 2004; Otmakhov et al., 2004; Kopec et al., 2006; Honkura et al., 2008; Tanaka et al., 2008) , and some dendritic spines in the cortex get bigger when animals experience a novel sensation . At the same time, other spines remain stable for weeks (Grutzendler et al., 2002; Trachtenberg et al., 2002) . This selective dynamism is not limited to juveniles, because new-spine creation and old-spine destruction continue well into adulthood (Zuo et al., 2005b) .
Remarkably, the steady distributions of spine volumes are similar whether pyramidal neurons are studied in vivo or in vitro (Benavides-Piccione et al., 2002) . No study, however, has yet answered a trio of important questions: Do changes in spine size exclusively reflect activity-dependent plasticity? How do changes in spine size relate to generation and elimination of spines? What determines the stationary distribution of spine sizes?
We sought to answer these questions by monitoring individual spines over a period of days. Using two-photon imaging of CA1 pyramidal neurons from rat hippocampal slices in culture, we observed that spine volumes fluctuate in both activitydependent and -independent manners. These spine behaviors reflect the overall population dynamics, the proper understanding of which requires a mathematical model. Our study represents the most thorough characterization of spine dynamics to date and explains various spine behaviors and psychological features of memory.
Materials and Methods
Preparations. Hippocampal slices with a thickness of 350 m were prepared from 7-d-old Sprague Dawley rats, unless stated otherwise. Slices were mounted on 0.4 m culture inserts (Millipore) and incubated at 35°C under 5% CO 2 in medium composed of 50% MEM (Invitrogen), 25% HBSS (Invitrogen), 25% horse serum (Nichirei), glucose (6.5 g/L), penicillin (100 U/ml), and streptomycin (0.1 mg/ml). Approximately 60% of the culture medium was replaced every 3 d. After 6 d in vitro, slices were transfected using a Gene Gun system (PDS-1000; Bio-Rad) carrying a vector with the enhanced green fluorescent protein (eGFP) cDNA under the control of the chicken ␤-actin gene promoter and cytomegalovirus enhancer (pCX-EGFP; kindly provided by J. Miyazaki, Faculty of Medicine, Osaka University, Osaka, Japan). Four days after transfection (the equivalent of postnatal day 17), CA1 pyramidal neurons that expressed eGFP were identified, and dendritic imaging began. Most imaging experiments were performed on the equivalent of postnatal days 17-23. Each culture insert was transferred to a recording chamber and superfused with a solution that contained (in mM) 125 NaCl, 2.5 KCl, 1.8 CaCl 2 , 1.25 NaH 2 PO 4 , 1.3 MgCl 2 , 26 NaHCO 3 , and 20 glucose and was bubbled with 95% O 2 and 5% CO 2 . All physiological experiments were performed at room temperature (23-25°C). The recording chamber and objective lens of the microscope were sterilized with ethanol before experiments. The culture insert was returned to the original medium and incubated again at 35°C after each imaging session.
To block activity-dependent plasticity mediated by NMDA channels, 50 M D,L-2-amino-5-phosphonovaleric acid (APV; Tocris) and 20 M (ϩ)-5-methyl-10,11-dihydro-5H-dibenzo [a,d] cyclohepten-5,10-imine maleate (MK-801) (Tocris) were added to the culture medium at the onset of the observation period and every day thereafter. In some experiments, Na ϩ channels were blocked by adding 1 M tetrodotoxin (TTX) (Nacalai Tesque), and Ca ϩ channels were blocked by adding 20 M nimodipine (Tocris) for Ca v 1.2-1.3 (Kasai and Neher, 1992; Hille, 2001 ), 1 M CTX-MVIIC (Peptide Institute) for Ca v 2.1 and 2.2 (McDonough et al., 2002) , 0.3 M SNX-482 (Peptide Institute) for Ca v 2.3 (Newcomb et al., 1998) , and 10 M mibefradil (Sigma) for Ca v 2.3 and Ca v 3. 1-3.3 (Randall and Tsien, 1997; Bloodgood and Sabatini, 2007) to the culture medium (see Fig. 3 ). For those studies in which NMDA-sensitive glutamate receptor (NMDAR) inhibitors were added from the early stage of development (see Fig. 4 ), slices were prepared from 4-or 5-d-old rats and transfected with eGFP 3-6 d later, and imaging was started on the equivalent of postnatal days 10 -14. These experiments were approved by the Animal Experiment Committee of the Faculty of Medicine, University of Tokyo.
Time-lapse imaging using two-photon excitation. Each imaging session lasted for 10 -20 min. Imaging was performed with an upright microscope (BX61WI; Olympus) equipped with a water-immersion objective lens (LUMFL 60ϫ; numerical aperture 1.1) and a laser-scanning microscope system (FV1000; Olympus). Samples were illuminated with a mode-locked femtosecond-pulse Ti:sapphire laser (Chameleon; Coherent) set at a wavelength of 955 nm. The point-spread function of the focal volume was estimated using 0.1-m-diameter fluorescent beads as 0.37 m (full-width at half-maximum) laterally and 1.5 m axially. Threedimensional composites were made from a stack of 17-25 twodimensional images, each separated by 0.5 m. Each pixel in the composite had a value equal to the summed fluorescence of the stack at that position.
Estimation of spine-head volume and spine-neck length. Spine-head volume ( V) was estimated from the total fluorescence intensity ( F) of the composite image of each spine with a head structure clearly separate from the dendritic shaft. A conversion coefficient, V/F, was derived from the fluorescence profile of the largest, most spherical spine on the dendrite during that period of observation, as described previously (Matsuzaki et al., 2001; Noguchi et al., 2005; Beique et al., 2006) . This coefficient was applied to all data collected in that region during the 3-7 d recording period. To correct for day-to-day variation in the expression of eGFP, total fluorescence of the dendritic shaft was recorded for each sample on each day. Estimates of spine-head volume were corrected for this variation, which was usually Ͻ10% per day (range, 0.3-25%; mean Ϯ SD, 9 Ϯ 2%; n ϭ 21). Such corrections were small relative to the percentage change in spine-head volumes (see Figs. 1 B, 2B). The conversion coefficient (V/F ) was used primarily to normalize eGFP expression levels between different slice preparations. The data from one dendrite (see Figs. 1 B, 2B, green circles) were representative of the data from all dendrites (see Figs. 1 B, 2B), indicating that the conversion was performed appropriately. Changes in spine volume are likely to represent biological phenomena rather than estimation errors, because small daily changes were detected in the fixed preparations (see Fig. 6 F, G) . In fact, the combination of intrinsic and activity-dependent fluctuations explained the distribution of spine-head volumes (see Fig. 8 ) and the elimination and generation of spines (see Fig. 10 ).
Spine-neck length was measured as described previously (Noguchi et al., 2005) . In brief, spine heads and dendritic shafts were fitted with Gaussian functions. Their full-width at half-maximal diameters were converted to predicted diameters to determine the boundaries of these structures. The length of the spine neck was defined as the distance between the edge of the head and the edge of the shaft.
Mean and variance of changes in spine-head volume. The mean change in spine-head volume per day [( V)] and the SD of this change [( V)] were calculated using the following equations:
where each value of ( V) and ( V) represented a given experimental
. N j is the total number of spines satisfying V k (i) ʦ R j . Values of and were calculated for each dendrite, and the mean and SEM for 12 and 10 dendrites are shown in Figures 5 and 7 , A and B, respectively. The statistical significance of differences in the values of and was determined with the unpaired Student's t test in Figure 7 . Analysis of paired values from 10 or 12 dendrites with the paired Student's t test corrected for possible interdendrite variation in Figure 10C . As described previously, spine-head volume may fluctuate spontaneously in as little as 10 min (Fischer et al., 1998; Matsuzaki et al., 2004) . In the recording conditions used for these experiments, the rapid fluctuation showed a coefficient of variation (CV) of 0.13. Despite the rapid fluctuations, the mean spine volume did not change over 3 h (data not shown). Furthermore, the time course of these rapid fluctuations was distinct from the time course of long-term fluctuations described elsewhere in this study. The rapid fluctuations are likely caused by treadmilling of actin within the dynamic pool of actin filaments (Honkura et al., 2008) , whereas long-term fluctuations represent changes in the size of the PSD, which controls the dynamic and stable pools of actin fibers in a spine. The rapid fluctuations introduced some uncertainty to the current spine-volume measurements, but this uncertainty was predicted to have a small effect (Ͻ20%) on the estimates of the SD () for long-term fluctuations, based on C-1 or I-1 parameters (Appendix A).
Results
Dynamics of spine structure in the presence of activity To understand the behavior of dendritic spines in living tissues, we examined the dendrities of CA1 pyramidal cells in slices of rat hippocampus using two-photon imaging. The slices were maintained in culture, which allowed us to track the volumes of individual spines over several days. Biolistic transfection with a vector encoding eGFP enabled us to identify individual pyramidal neurons and make detailed measurements of the spines on those neurons (Fig. 1 A) . We began the experiments on the equivalent of postnatal day 17 and observed the same area daily for 4 -7 d. It has been reported that synaptic properties in this type of preparation are similar to those found in vivo on the equivalent day (De Simoni et al., 2003) and that the intact circuit between CA3 and CA1 regions of the hippocampal slices preserves spontaneous activity in CA1 neurons (Lauri et al., 2003) .
We chose to restrict our analysis to CA1 neurons in which the dendritic arbor remained unaltered during the experimental period, thereby ensuring that any changes in dendritic spines were not caused by gross alterations in dendritic structure. We did not examine headless protrusions (filopodia) or spines that had heads Ͻ0.02 m 3 (ϳ1.5% of spines) ( Fig. 1 A) , because such filopodia-like structures are highly motile and seldom make synaptic contacts (Harris and Stevens, 1989; Fiala et al., 1998; Knott et al., 2006) .
Compared with large spines, small spines were more plastic, often enlarging ( Fig. 1 A) (spines 1, 2, 4, 6, and 9), shrinking (spines 1, 3, 6, and 9), or being eliminated within 1 d (spine 3). Our observation that large spines were more stable than small spines ( Fig. 1 A, spine 7) was consistent with previous studies in vivo (Trachtenberg et al., 2002; Holtmaat et al., 2005; Zuo et al., 2005a) . We also witnessed the generation of new spines within 1 d (Fig. 1 A, spines 3 and 5). We describe our systematic analysis of the generation and elimination of spines in the latter part of this work (see Fig. 10 ).
We determined spine-head volume by measuring the total fluorescence of a three-dimensional composite image of the spine. We plotted changes in this value in terms of percentage difference [100% ϫ (V 1 Ϫ V 0 )/V 0 ] (Fig. 1 B) and in terms of absolute difference (V 1 Ϫ V 0 ) for more quantitative analysis (Fig.  1C) . Overall, small spines showed the greatest changes percentage wise ( Fig. 1 B) , but the absolute magnitude of such changes was modest, Ͻ0.1 m 3 /d (Fig. 1C) . Similar trends existed within a subset of these data ( Fig. 1 B, C , green circles) taken from spines found on a single dendrite. The presence of similar variability, in one dendrite and in many dendrites, supports the idea that this variability was not attributable to an error in the calibration of spine volume, because all observations of a given dendrite used the same parameter to convert fluorescence into volume (Materials and Methods). Spine-volume changes showed little relation to the behavior of neighboring spines (correlation coefficient between neighboring spines was 0.043 for 190 spines; p ϭ 0.55). This volume measurement allowed us to study the time courses in volume changes (see Figs. 6, 7, 9) and stationary distribution of spine volumes (see Fig. 8 ) in later sections.
Dynamics of spine structure in the absence of activity-dependent plasticity To determine whether the changes in spine volume were caused by activity-dependent plasticity, we added two glutamate receptor inhibitors to the culture medium at the onset of imaging experiments. APV (50 M) and MK-801 (20 M) both inhibit NMDARs. Dendritic spines showed much less structural plasticity in the presence of these drugs (Fig. 2) , and the changes that did occur were small (Fig. 2 A, spines 1-11 ), as we quantitatively examine in Figure 7A . The decreased plasticity was evident in terms of relative (Fig. 2 B) and absolute ( Fig. 2C ) changes in volume, especially for small spines. NMDAR inhibition also decreased the rate of spine elimination (8.0%) (Fig. 2 A, spines 8 and 10) relative to controls (18.3%; p Ͻ 0.001) ( Table 1 ), but the rate of spine generation was unaffected (14.0% vs 14.5%) ( Table 1) . Although APV and MK-801 reduced the elimination of spines, Figure 1 . Long-term changes in dendritic spines on CA1 pyramidal neurons in slice cultures under normal (control) conditions. A, Example of a time-lapse series of images for the same dendritic region on consecutive days. Numbers represent individual spines; red numbers represent newly generated spines, whereas the blue number represents a spine that was eliminated within the next day. The protrusions labeled f are filopodia. B, C, Percentage (B) and absolute (C) changes in spine-head volume (⌬V ) per day. Data were obtained from 478 spines on 10 dendrites. Green symbols represent data from a single dendrite. The dashed line in C labeled V ϭ 0 indicates eliminated spines. The quantity on the x-axis reflects the starting volume of the spine that was eliminated on the second day.
they did not stop it, and both destruction and creation of spines remained widespread.
Changes in spine volume followed a similar pattern: NMDAR inhibitors decreased the frequency and magnitude of volume changes, but did not prevent them, and spine volumes continued to fluctuate in the presence of these drugs (Fig. 2) . The changes we observed under these conditions were associated with subtle alterations in spine morphology (Fig. 2 A) and showed little relationship to the behavior of neighboring spines (correlation coefficient between neighboring spines was 0.039 for 234 spines; p ϭ 0.55). This independence is consistent with a degree of randomness in spine behavior. Similar independence existed within a subset of these data (Fig. 2 B, C, green circles) taken from spines found on a single dendrite. These changes in spine volume are likely to represent biological phenomena rather than estimation errors, because only small daily changes were detected in the fixed preparations (see Fig. 6 F, G) .
We revealed that the fluctuations of spine volume in the presence of NMDAR inhibitors are unrelated to Na ϩ spikes, because the addition of TTX (1 M) to block Na ϩ channels caused no additional effects (Fig. 3 A, B Fig. 3C,D; see Fig. 5 E, F ) . Spine elimination (9.2 Ϯ 2.4; n ϭ 7) and generation (12.3 Ϯ 3.9) were unaffected by the addition of inhibitors of Na ϩ and Ca 2ϩ channels. Although TTX is the simplest means of blocking neuronal activity, we did not include the drug in most experiments, because TTX tended to kill neurons over the course of several days (Fishbein and Segal, 2007) . The same was true of VDCC inhibitors, which were toxic when applied over 3 d.
Dendritic spines formed and grew in the absence of NMDAR activity. This was true even when slices were continuously exposed to NMDAR inhibitors from the day of hippocampal isolation (postnatal day 4) when spines were rare (Fig. 4 A) . Such NMDAR independence is consistent with previous studies in which spine generation and growth persisted in the presence of NMDAR inhibitors or TTX (Annis et al., 1994; Rao and Craig, 1997; Luthi et al., 2001) . Importantly, these drugs did not cause the spines to all look the same (volumes varied greatly from spine to spine even when we blocked activity-dependent plasticity from the onset of spine generation) (Fig. 4 B) .
We therefore conclude that spine volumes fluctuate spontaneously and that this fluctuation is independent of activitydependent plasticity. Rather, we think the fluctuations reflect constitutive cellular processes. These types of changes, which we refer to as intrinsic fluctuations, are common among small living structures and may be considered as a form of "noise." However, as we will explain, this fluctuation in spine volume plays a crucial role in determining the stability of spines.
This theory led us to the next phase of the work, which was to quantify the intrinsic fluctuation of the synapse in the absence of activity-dependent plasticity. In this study, we defined intrinsic fluctuations as the changes in spine volume that occur in the presence of NMDAR inhibitors. Because the fluctuations were not significantly affected by blockers of Na ϩ and Ca 2ϩ spikes, they could not be caused by the evoked release of any neurotransmitters, dendritic Ca 2ϩ spikes (Golding et al., 2002) , and NMDA spikes (Schiller et al., 2000) . Intrinsic fluctuations, thus defined and actually measured in our experimental condition, have all the characteristics of random fluctuation, as we show later that there was no temporal correlation (see Fig. 9A ), and the average had no drift (Fig. 5) .
We did not block the spontaneous release of neurotransmitters while measuring intrinsic fluctuations for two reasons: (1) because spontaneous release occurs naturally in synapses and (2) because it is necessary for the maintenance of synapses, as its blockade with botulinum toxin greatly reduced the density of dendritic spines (McKinney et al., 1999) . We therefore could not exclude that intrinsic fluctuations involve plasticity induced by metabotropic glutamate receptors or AMPA receptors activated by spontaneous release of glutamate. In general, intrinsic fluctu- The numbers of spines that were eliminated or newly generated were counted in dendritic regions over 4 -7 d. They are expressed as a percentage of the spine number on the preceding day. Data are means Ϯ SEM for the number of dendritic regions indicated. Spine density tended to decrease or increase in the absence or presence of NMDAR inhibitors, respectively, consistent with the general trend for spine elimination during development and its blockade by NMDAR inhibitors (Zuo et al., 2005a) . *p Ͻ 0.001; † p ϭ 0.85 (not significant), versus corresponding value for the control condition (unpaired Student's t test).
ations are produced by many cellular events (including stochastic changes in every signaling mechanism), turnover of structural molecules and organelles, and mechanical and metabolic perturbations from surrounding cells.
Quantitative analysis of spine structural plasticity
To explore the rules that might govern these intrinsic fluctuations, we pooled data from spines with similar initial volumes. Our common unit of observation was the change in volume from 1 d to the next, and we calculated the mean change () and SD of change () for each of the sizesegregated data pools ( Fig. 5 A, B) . We found that larger spines showed the most diverse constellation of changes, increases and decreases of large and small magnitudes, or no changes at all. In other words, was greater for larger spines. Indeed, was approximately proportional to spinehead volume (Fig. 5A ). In contrast, was around zero (Fig. 5B) , indicating that the increases in volume balanced out the decreases, on average. We detected the same patterns in and among spines in which we had blocked Na ϩ channels (Fig. 5C,D) , or Na ϩ and Ca 2ϩ channels (Fig. 5 E, F ) , in addition to NMDA receptors. Inhibition of Na ϩ and Ca 2ϩ channels slightly increased the standard deviation of small-spine volumes ( Fig. 5C ,E). This was mostly ascribed to slight increases in elimination of spines (data not shown), likely reflecting the toxic effects of the inhibitors on neurons.
These conclusions on the SD of change () and mean change () ( (Fig. 6 B, D) , as analyzed in Figure 5 . Also, the average values for spine volume within the population did not change over time (Fig. 6 B-E, black lines), consistent with zero drift ( ϭ 0) in Figure 5 . These daily variations did not represent the estimation errors, because they were not significant in fixed preparations (Fig. 6 F 
, G).
Medium-sized spines (0.1 Ͻ V Ͻ 0.2 m 3 ) sometimes became large spines (V Ͼ 0.25 m 3 ) through the random accumulation of these fluctuations (Fig. 6 B) , and ϳ14% of such medium-sized spines became large spines within 3 d (Table 2) . Thus, large spines could form via activity-independent processes. Presumably, the same mechanism explains why we observed some large spines in slices that had been exposed continuously to NMDAR inhibitors from the time of hippocampal isolation (Fig.  4) .
We found that normal synaptic activity (in samples without APV or MK-801) amplified the variability in spine-size changes (reflected in an increase in ), but this effect was limited to small spines (V Ͻ 0.1 m 3 ) (Fig. 7A ). Spines with a head volume Ͼ0.1 m 3 showed similar values for regardless of the presence or absence of NMDAR inhibitors (Fig. 7A) , indicating that intrinsic fluctuations were not caused by NMDAR inhibitors. Thus, small spines got bigger or smaller in response to synaptic activity or intrinsic fluctuations, but medium and large spines changed volume mainly through intrinsic fluctuations (Fig. 7 A, C) . Our findings are consistent with the observation that large spines do not get bigger in response to synaptic stimulation (Matsuzaki et al., 2004; Kopec et al., 2006 ) (Appendix B). These data support the idea that small spines preferentially involve in learning, whereas large spines could be structural substrates for mnemonic traces (Kasai et al., 2003; Hung et al., 2008) .
Although synaptic activity did not affect of larger spines, it did affect . When NMDARs were blocked, volume increases cancelled out volume decreases ( ϭ 0). But when synaptic activity was normal, was significantly less than zero (Fig. 7B) . In other words, spines over a certain size (0.1 m 3 ) were more likely to shrink than to enlarge when the synapse was active (Fig. 7C ). This pattern was also evident in individual spines tracked over a 3 d period (Fig. 7 D, E) . Large spines shrank from V Ͼ 0.2 to V Ͻ 0.15 m 3 more frequently in the presence of activity-dependent plasticity (27.6% over 3 d) than in its absence (12.5%) ( Table 2 ). Similarly, more large spines formed in samples that contained APV and MK-801 than in controls (13.6 vs 1.6% over 3 d) ( Table  2 ; Fig. 6 B, D, 7D ).
These observations may relate to the fact that NMDAR activation yields a smaller increase in Ca 2ϩ concentration in larger spines because of diffusion (Noguchi et al., 2005) . Therefore, larger spines tend to have lower peak concentrations of activityinduced Ca 2ϩ , which in turn are more likely to lead to long-term depression (LTD) and shrinkage (Lisman, 1989; Yang et al., 1999) . Moreover, we found that the tendency for large spines to get smaller depended not just on spine-head volume but also on spine-neck length. Considering only the subset of spines that had necks longer than 0.6 m ( Fig. 1 A, spine 7) , the largest spines (V Ͼ 0.2 m 3 ) were as likely to enlarge as to shrink. In other words, for this subpopulation of very large spines with long necks, was not significantly different than zero even when the synapse was active ( p ϭ 0.7) (Fig. 7B, filled squares) . However, remained negative for medium-sized spines (0.1 Ͻ V Ͻ 0.2 m 3 ) at active synapses, even when the spines had long necks. Thus, large spines with long necks are resistant to activity-dependent shrinkage and enlargement: they are "write protected."
The presence of NMDAR inhibitors also affected the distribution of spine-head volumes (Fig. 8 A, B) . A 3 d exposure to APV and MK-801 caused a significant increase in the number of spines with a head volume of Ͻ0.1 m 3 (Fig. 8C) . This alteration was similar in slices treated for 3 d or for the entire period after hippocampal isolation (Fig. 8 D) .
Mathematical model for population dynamics of spines
We have observed that spines are continuously getting bigger or smaller in a semirandom manner. To describe such random continuous fluctuations, Brownian motion is used in both the natural and social sciences (Tuckwell, 1988; Kloeden and Platen, 1999; Câteau and Fukai, 2001) . Brownian motion W(t) describes the continuous movement, or "random walk," of a very small particle that is buffetted by surrounding particles. When a timedependent random variable (stochastic process), V(t), shows the fluctuations that have an average change (or drift) ( V) and SD ( V), the dynamics of V(t) is described with the Langevin equation:
where W(t) represents standard Brownian motion with a variance of 1/d (Tuckwell, 1988; Risken, 1989; Câteau and Fukai, 2003; Câteau and Reyes, 2006) . We have applied the Langevin equation to the volume fluctuations of spines V(t), by using the SD and drift obtained from the experiments (Fig. 7C) . We validated our use of the Langevin equation by deriving W(t) (Fig. 9 ) from the actual data. We describe this calculation in detail in Appendix A (S11). To summarize, W(t) fulfilled two conditions for Brownian motion. First, changes in W(t) did not depend on the past history of such changes (Fig. 9 A, C) . Second, the changes in W(t) showed a roughly Gaussian distribution (with a variance of 1/d) ( Fig. 9 B, D) .
We found that we could approximate the intrinsic fluctuations in spine volume with ( V) ϭ ␣V ϩ ␤ and ( V) ϭ 0, where ␣ and ␤ are 0.2 and 0.01, respectively (Fig. 5 A, B , lines I-1). The stationary density distribution for this stochastic process is then obtained [Appendix A (S1)] as follows:
where C is a constant for normalization under the reflecting boundary conditions at both V ϭ 0.02 and 1 m 3 . We set these boundaries because spines with a volume of Ͻ0.02 m 3 were classified as filopodia (hence, excluded from our analysis), and those with a volume of Ͼ1 m 3 were seldom observed. The fact that spine generation and spine elimination were approximately balanced (Table 1) indicated that 0.02 m 3 was effectively a reflecting boundary. Indeed, the theoretical distribution of spine volumes does a good job overall of predicting the actual distribution of spine volumes (Fig. 8 B, D) . The theory explains that small spines are predominant because they experience small fluctua- tions and zero drift ( ϭ 0). As a result, they accumulate (Fig. 5) . Larger spines tend to spread out because they experience larger fluctuations.
If we approximate fluctuations in the presence of activity as ( V) ϭ ␤ and ( V) ϭ Ϫ␥V ϩ ␦, where ␤, ␥, and ␦ are 0.045, 0.16, and 0.01, respectively (Fig.  7 A, B , blue lines C-0), then we can express the stationary distribution of spine volumes [Appendix A (S1)] as follows:
which fits the actual distribution (Fig. 8 A) with the exception of a few large spines (Fig. 8 A, arrow) . A corresponding normal distribution has a round peak at 0.06 m 3 (␦/␥) and an SD of 0.08 Figure 7 , A and B, better predicts the existence of spines with a head volume Ͼ0.3 m 3 ( Fig. 8 E, arrow) . The models C-0 and C-1 are defined by fitting the SD and mean with piecewise linear functions. Thus, activity-dependent enlargement transforms a population of small spines into medium-sized ones (Fig.  8 F) , whereas the dominance of shrinkage over enlargement (␥ Ͼ 0) (Fig. 7B) restricts the generation of large spines. Our model thus provides the theoretical basis for the stationary distribution of spine volumes in pyramidal cells in vitro and in vivo (Benavides-Piccione et al., 2002) .
This theory reconciles two observations that seemed at odds with one another. How could synaptic activity have a modest effect on the distribution of spine volumes (Fig. 8 F) when NMDAR inhibitors altered spine dynamics so significantly (Fig. 7) ? The answer is that intrinsic fluctuations determine much of the distribution (Fig. 7A ) and because generation of large spines through activity-dependent plasticity is restricted (Fig. 7 A, B) . This theory further predicts that the small changes in the stationary distribution of spine volume detected in certain neurological and psychiatric disorders (Fiala et al., 2002; Hung et al., 2008) may actually reflect prominent impairment of spine dynamics.
An important feature of our model (Eq. 1) (Fig. 7C) is that it also accounts for spine elimination. Data on spines that existed on day 0 but were eliminated by day 1, 2, or 3 fit well with the model (Fig. 10 A) , which defined elimination as the shrinkage of a spine to Ͻ0.02 m 3 (Fig. 7C) 7C), and that spine elimination is a direct result of activitydependent plasticity and intrinsic fluctuations. The fact that our calculations so accurately explained the rate of spine elimination (Fig. 10 ) and the distribution of spine-head volume (Fig. 8) confirms that activity-dependent and intrinsic fluctuations are biological phenomena and not measurement errors or artifacts. The model predicts that small spines will be eliminated more frequently than larger ones, a prediction that we confirmed experimentally [Fig. 10 B; see also Fig. 1 A (spine 3) and Fig. 2 A (spines 8 and 10)]. As a result, older spines became larger: spines that persisted for Ͼ3 d were significantly larger (0.13 m 3 ; n ϭ 204) than average (0.094 m 3 ; n ϭ 321; p Ͻ 0.001, Mann-Whitney test). As a related point, we found that the daily elimination rate for spines that existed between day 0 and day i Ϫ 1 (i ϭ 1, 2, or 3) and were counted on day i was smaller for more persistent spines (paired Student's t test, p Ͻ 0.04 -0.01). In other words, older spines were eliminated less often (Fig. 10C ), as the model predicts. Thus, older spines get larger, and larger spines resist elimination. In short, spines that persist, resist.
New spines also obey the model on several counts (Fig. 7C) . First, most spines Ͻ1 d old had head volumes Ͻ0.1 m 3 [ Figure  10 D; see also Fig. 1 A (spines 3 and 5) and Fig. 2 A (spines 4, 6, 7, and 10) ]. Thus, new spines grow gradually, and large spines are usually older. Second, new spines are eliminated at about the same rate as existing spines (Fig. 10 B) of the same size. This finding shows that new spines are more often eliminated because they are small, not because they are new per se (Fig. 10 D) . Thus, spine volumes V(t) do not depend on the past history (Markov property), as assumed in Equation 1. For a pool of hypothetical new spines with volumes of 0.021 m 3 (just over the threshold), our model predicts that 40% will be eliminated within 10 min as a result of intrinsic fluctuations [Appendix A (S3a)]. This prediction is consistent with the behavior of filopodia, the precursors of mature spines, which make transient contacts with many presynaptic terminals before selecting one and forming a stable connection (Grutzendler et al., 2002; Konur and Yuste, 2004; Zuo et al., 2005a; Knott et al., 2006; Nagerl et al., 2007) . Thus, our model of spine dynamics can naturally explain otherwise peculiar behaviors of filopodia based on the actual data of spine dynamics.
Synaptic activity did not appear to enhance the rate of spine generation in this study (Table 1) or a previous one in vivo (Zuo et al., 2005b) . However, logic requires that synaptic activity must actually enhance spine generation, because activity increases the rate of spine elimination (Fig.  10 A, Table 1 ). Our one-observation-perday protocol underestimates the connection between activity and spine generation because it missed the generation of transient spines that formed in the interval between image-acquisition sessions. Our model predicts that the real daily rates of spine generation were 93% of the total number in the absence of synaptic activity and 242% in its presence, assuming that each newly generated spine has an initial volume of 0.021 m 3 [Appendix A (S4a)]. This calculation indicates that synaptic activity induced the generation of 149% of the total number of spines (242% minus 93%) per day. This prediction is consistent with previous studies that used rapid imaging, which showed that neuronal activity causes new spines and filopodia to form (Engert and Bonhoeffer, 1999; Maletic-Savatic et al., 1999) . Thus, our theory resolves the apparent experimental discrepancy between previous rapid imaging and the slow, time-lapse experiments described here.
Additional predictions for spine population dynamics
Our model (Fig. 7C ) allows us to predict how intrinsic fluctuations might affect spines over long periods of time. We first estiFigure7. Quantitativeanalysisoffluctuationsinspine-headvolumeundernormal(control)conditions.A,B,SD()(A)andmean() (B)offluctuationsinspine-headvolumeinthepresenceofnormalsynapticactivity.Eachplottedpointrepresentspooleddatafrommany spines (Fig. 1C) with similar initial volumes. Vertical and horizontal error bars denote SEM and SD, respectively. ***p Ͻ 0.001 (unpaired Student's t test), versus a corresponding value obtained in the presence of NMDAR inhibitors (Fig. 5A) ; *p Ͻ 0.05 (unpaired Student's t test),versuszero(B).Blackandbluelinesshowmodelpredictionsforintrinsicfluctuations(black,I-1)andthecontrolcondition(lightblue, C-0; dark blue, C-1; red, C-2). Gray and blue shaded areas indicate the contributions of intrinsic fluctuations and activity-dependent plasticity, respectively, to changes in spine-head volume. Filled squares in B correspond to spines with a neck length of Ͼ0.6 m. C, Scheme for transitions between spines with different volumes. Activity-dependent plasticity (blue arrows) preferentially affects smaller spines.Activity-dependentshrinkageoutcompetesactivity-dependentenlargementinlargerspines.Theverticaldashedlineindicatesthe smallest volume consistent with definition of a spine in the present study. VЈ and WЈ stand for the time derivative of V(t) and W(t), respectively. D, E, Time courses of head-volume changes for medium-sized spines with initial volumes between 0.1 and 0.2 m 3 (D) or with initial volumes Ͼ0.2 m 3 (E). The thick black traces are the average values for all spines. *p Ͻ 0.05; **p Ͻ 0.01, versus the corresponding value for day 0 (unpaired Student's t test). mated the average time course of changes in spine volume, assuming that spine volumes become zero after elimination (defined as a volume Ͻ0.02 m 3 ). We found that average spine volume slowly shrank because of this elimination (Fig. 11 A) , although the drift () in spine volume was zero, and spines could maintain their original volumes for a few days (Fig. 11 A) . When we calculated the evolution of medium-to-large spines (initial volumes, 0.1, 0.3, or 0.6 m 3 ) in the absence of activitydependent plasticity (Fig. 11 A) , we found that the spines shrank with a time constant of ϳ80 d for all three starting volumes. The model predicts that spine-head volumes change gradually (Fig. 7C) , which in turn dictates that bigger spines have longer life expectancies ( Fig. 11 B, model I-1) , a prediction consistent with experimental data (Fig. 10 B) . The mean life expectancy becomes shorter when activity-dependent plasticity randomly "overwrites" the synapses (Fig. 11 B, model C-1) . Life expectancy also varies with the distribution of spine volumes: a greater proportion of large spines (which resist activity-dependent shrinkage) yields longer average life expectancy (Fig. 11B, model C-2 ). In contrast, life expectancy is shortened (Fig. 11B, model C-0) if such a write-protection mechanism is absent (Fig. 7B, model C-0) .
The model also matches experimental data (Fig. 10 D) in predicting that the head volume of spines correlates with spine age (Fig. 11C, model I-1) [Appendix A (S8)]. This correlation held even in the presence of normal synaptic activity (Fig. 11C , models C-0, C-1, and C-2). Larger spines, therefore, tend to contain information that was acquired earlier than that encoded by small spines. Moreover, spine age is an important predictor of their life expectancy (Fig. 11 D, model I-1), as we observed (Fig. 10C) . Older spines, therefore, have longer life expectancies, akin to our memory (see Discussion). Thus, spine sizes reflect not just synaptic connectivity but also the age and life expectancy of the spines.
For several reasons, we believe our observations in cultured slices, in addition to the model made from those observations, reflect physiological process in the intact brain. The existence of intrinsic fluctuations, for example, is supported by the finding that the distributions of spine volume in mouse neocortex are similar in vivo (Benavides-Piccione et al., 2002; Ballesteros-Yanez et al., 2006) and in vitro (Fig. 8) . Also, our in vitro data (Table 1) and previous work in vivo (Zuo et al., 2005b) both show that NMDAR inhibition does not completely block spine elimination and generation, although the time courses may appear different. In one report, adult neocortex in vivo showed an 8% rate of spine elimination over a 14 d period in the presence of an NMDAR inhibitor (Zuo et al., 2005b) . In contrast, we observed an 8% rate of spine elimination in a single day for young hippocampal neurons in vitro (Table 1) . However, we note that this difference can be reconciled by changing the time axis in the neocortical model by a factor of 14 [Appendix A (S1a)], because the same rate of elimination was achieved within 1 d in young hippocampus while within 14 d in the neocortex. Doing so yields a predicted life expectancy of 57 ϫ 14 ϭ 798 d for neocortex spines with a head volume of 0.3 m 3 . This calculated value matches the lifelong persistence of large spines in the mouse neocortex in vivo (Zuo et al., 2005a) . In this way, our hippocampal model explains the observed transition between medium-sized spines and large ones (Table 2) , and the neocortical model predicts that such transitions occur over a time period increased by a factor of 14. The slow formation and decay of large spines may explain why the neocortex is a "slow learner" and is the site for long-term memory storage (Wiltgen et al., 2004) .
Discussion
We have provided the most thorough description of long-term spine dynamics to date. Our study explains key aspects of spine behavior that have, until now, been poorly understood, including the stationary distributions of spine volumes in vivo and in vitro, the long-term persistence of large spines, the behavior of filopodia, and the activity dependence of spine generation. The difference between the two conditions is significant (***p Ͻ 0.001, Smirnov test; n ϭ 283 and 293 spines, respectively). D, Probability-density distribution of spine-head volume (n ϭ 202 spines on six dendrites) at the equivalent of postnatal day 16 for preparations that had been continuously exposed to NMDAR inhibitors from the time of hippocampal isolation at postnatal day 5, when few spines are present (Fig. 4 A) . The black line is a theoretical curve predicted from model I-1. E, Probability-density distribution of spines as shown in A but fitted with the model C-1. The arrow indicates reduced deviation of the predicted and experimental values for certain large spines. F, Comparison of the theoretical probability-density distributions for models C-1 and I-1.
Intrinsic fluctuations of dendritic spines
Dendritic spines get larger and smaller even in the absence of plastic changes caused by NMDA receptors and action potentials. We refer to these activityindependent changes as intrinsic fluctuations and find that they can occur within the space of a day. Although individual spines can expand or shrink as a result of intrinsic fluctuations, the overall profile of synaptic volumes remained constant (( V) ϭ 0). Intrinsic fluctuations probably represent the inevitable instability caused by several processes, including the miniature neurotransmitter releases, the turnover of molecular constituents within the spine, the spontaneous fluctuations of many signaling mechanisms, and metabolic and mechanical influences from surrounding cells. Intrinsic fluctuations naturally account for the randomness of spinevolume distributions in the absence of activity (Rao and Craig, 1997; Luthi et al., 2001 ) and may explain how spines form and grow when the brain is essentially inactive (Annis et al., 1994; Rao and Craig, 1997; Luthi et al., 2001) , or in the early developmental period.
We were able to quantify intrinsic fluctuations in cultured slices of rat hippocampus between postnatal days 17 and 23. Although it is likely that similar but slower fluctuations exist in adult cortex in vivo, the direct quantification of intrinsic fluctuations in vivo presents more of a challenge. If, as we predict, the time course of fluctuations in adult neocortex neurons is indeed much slower than that of young hippocampal neurons, then an accurate measurement of this phenomenon in the adult cortex would require weeks of stable observations under the complete blockade of activity-dependent plasticity.
It has been reported that blockade of action potentials induces so-called homeostatic plasticity (Turrigiano et al., 1998) and increases the global expression of glutamate receptors. In the present study, we studied spine structures and found no evidence that activity blockade increased average spine volume. These results suggest that, although the two parameters correlate strongly under certain conditions (Matsuzaki et al., 2001) , the expression of glutamate receptors can be controlled separately from the structure of the spine (Turrigiano and Nelson, 2000) and that intrinsic fluctuations do not reflect homeostatic plasticity. Other studies state that the application of APV to block NMDA-mediated miniature EPSPs increased protein synthesis in the dendrites Rates were determined from all data obtained within a range equivalent to postnatal days 17-22. C, Elimination rate per day of persistent spines that existed between day 0 and day i Ϫ 1 (i ϭ 1 Ϫ 3). Data are means Ϯ SEM, and the data set is the same as that in A. *p Ͻ 0.05; **p Ͻ 0.01, versus the corresponding value for day 1 (paired Student's t test). D, Probability-density distributions of newly generated spines that were absent on day 0 and present on day 1 in the absence (n ϭ 83 spines; open circles) or presence (n ϭ 83 spines; filled circles) of NMDAR inhibitors. Thin and thick theoretical lines in all panels were obtained from the models C-1 and I-1, respectively, as described in Appendix A. (Sutton et al., 2006) . Such protein synthesis, however, would not account for intrinsic fluctuations of spine volumes because NMDAR inhibitors never increased the level of volume fluctuation and fluctuations of spines Ͼ0.1 m 3 were primarily unaffected by NMDAR inhibitors.
We found that the drift, or trend, of spine-volume changes was negligible (( V) ϭ 0) in the absence of activitydependent plasticity. Spines can keep their original volume at least for a few days at least in young hippocampus (Figs. 6 B,  11 A) and for 1 month, presumably, in the adult neocortex. Thus, neuronal networks can store information for short periods in terms of the strength of synaptic connections, as is often assumed in neuronal network models. However, the average volume gradually declines over longer time periods (Fig. 11 A) because of random fluctuations of spine volume (Fig. 6 ) and the elimination of the smallest spines. Our model predicts that the life expectancy of spines is long: assuming ϭ 0, the life expectancy of a 0.3 m 3 spine might range from 57 to 798 d to 64 years depending on the value assigned to the CV in daily spine volume (/V was set at 20%, 5.3% and 1%, in these examples) [Appendix A (S1a)]. Thus, the neuronal network can store a memory trace for short and long periods through the regulation of synaptic weights and the selection of synaptic connections, respectively.
The calculations above represent the cusp of understanding the eminent stability of the dendritic spine, needing only a molecular-mechanical explanation for a small CV (/V ) and a zero drift (). Although existing molecules shape spines, they turn over within 3 h (Okabe et al., 1999; Gray et al., 2006) and cannot account for spine stability over 1 year (Zuo et al., 2005a) , a period many times greater (1 year/3 h ϭ 2848) than their residence time within the spine. The stable nature of the dendritic spine is consistent with the notion of the dissipative structure (Glansdorff and Prigogine, 1971) , in which structural stability is explained by the nonequilibrium dynamics of an open system. We propose that the link between synaptic function and spine volume is essential for the long-term maintenance of synaptic plasticity, because spine volume is stable, whereas AMPA and NMDA receptors turn over within 30 min (Heine et al., 2008; Zhao et al., 2008) . Indeed, in physiological conditions, LTP and LTD are both associated with changes in spine volume from the outset (Matsuzaki et al., 2004; Okamoto et al., 2004; Zhou et al., 2004; Wang et al., 2007) .
Spine volume was a critical determinant of both intrinsic fluctuations and activity-dependent plasticity (Fig. 7C) . In fact, the smallest spines, those newly formed or almost eliminated, obey the same rules (Fig. 10) as other spines, which means that spine volume is intimately tied to the dynamics of spine creation and destruction. Our model also explains the volume distributions of spines (Fig. 8) , which supports the claim that the behaviors of all types of spines have been properly considered. These findings indicate that spine volume is the key parameter determining the behaviors of spines. The fact that spine volume is intimately tied to the dynamics of spine creation and destruction suggests that the same cellular mechanism mediates the volume changes and elimination/generation of spines, and that adhesion molecules between presynaptic and postsynaptic structures play a key role in these processes (Kasai et al., 2003; Craig and Kang, 2007; Shapiro et al., 2007) .
Spine-volume distributions are similar in the young hippocampus as well as in the adult neocortex. Our theory predicts that the volume distribution of spines is highly sensitive to the balance between activity-dependent plasticity and intrinsic fluctuations (Appendix A). This prediction suggests that activitydependent plasticity and intrinsic fluctuations are regulated in parallel and that they share common molecular mechanisms that determine the structural stability of a spine. It will be important in the future to clarify how intrinsic fluctuations are optimized for functioning of neuronal networks.
Population behaviors of dendritic spines
We found that dendritic spines form in the complete absence of NMDA receptor activation, in line with results from in vivo experiments (Zuo et al., 2005b) . Importantly, our model predicts that the generation of spines occurs far more frequently than can be detected by time-lapse imaging, which fails to count those spines that only appear transiently during the interval between imaging sessions [Appendix A (S4a)]. Thus, our model indicates that the true or total rate of spine generation can be far greater than what is actually detected by time-lapse imaging. This corresponds to the fact that filopodia constantly emerge and touch many presynaptic terminals before selecting one and forming a stable connection Nagerl et al., 2007) . The high frequency of new-synapse formation may be a key characteristic of the cerebral cortex relative to the peripheral nervous system, where synaptic elimination plays a dominant role (Lichtman and Colman, 2000) .
We observed that new spines may also form in response to synaptic activity, as others have shown in rapid-imaging experiments (Engert and Bonhoeffer, 1999; Maletic-Savatic et al., 1999; Nagerl et al., 2004) . These studies, however, describe a delay of at least 20 min between electrical stimulation and the formation of new spines. This time course is too slow to explain rapid memory formation. Furthermore, activity-dependent spine generation cannot be synapse specific, because synapse creation comes only after spine formation Nagerl et al., 2007) . As a candidate mechanism for memory formation, the immediate enlargement of an existing spine is not bound by these constraints (Matsuzaki et al., 2004; Tanaka et al., 2008) .
We found that older spines have longer life expectancies (Fig.  11 D) . This feature is unique to biological memory and is not used in any man-made memory devices. It is therefore worthwhile to speculate how this feature affects the macroscopic properties of memory in the cortex. As far back as 1885, Hermann Ebbinghaus noted that older memories last longer and are less likely to be forgotten than newer memories (Ebbinghaus, 1885; Wixted and Ebbesen, 1991) . Ebbinghaus (1885) quantified the persistence of memory by measuring savings in the time required for relearning between 0.013 and 31 d after the first learning. He found that the decay of memory was not exponential but logarithmic, and it could be described by k/ [(Log[a t]) c ϩ k], which has been called the "savings function" or the "forgetting curve." Our data show that for very small spines (0.021-0.03 m 3 ), the average change in volume over time shows a rapid decay and then a long plateau (Fig. 12) . The rapid decay marks the frequent elimination of these small spines, and the plateau represents the persistence of those spines that have enlarged through intrinsic fluctuations. The time course of volume decay for the smallest spines (0.021 m 3 ) is well fitted by the savings function (Fig. 12, dashed line) . If the slight enlargement of the small spines in a neuronal network does indeed represent a new memory trace, then these persistent spines may account for the savings of time during relearning. If so, then we have provided a physiological explanation for a psychological observation that was made 123 years ago.
Our model predicts that larger spines have a longer life expectancy (Fig. 11 B) despite the greater magnitude of intrinsic fluctuations (Fig. 5A) . We explain this incongruity by noting that spine volumes change slowly and that large spines must shrink before they can be eliminated. In the absence of activity-dependent synaptic plasticity, the mean life expectancy for a large spine (0.3 m 3 ) is 57 d (Fig. 11 B) , but normal synaptic activity can shorten it considerably if activity-dependent changes randomly overwrite the spine. However, large spines with long necks are resistant to activity-dependent shrinkage (Figs. 7B, 11B , model C-2). Spines with a large head and a long neck are found more frequently in the neocortex than in the hippocampus (Harris and Stevens, 1989; Benavides-Piccione et al., 2002; Noguchi et al., 2005) , and more frequently in the human neocortex than in the mouse neocortex (Benavides-Piccione et al., 2002). These anatomical details, in light of our current results, support the fact that the neocortex is responsible for longer-lasting memory, particularly in human beings.
Although most large spines form through intrinsic fluctuations (Fig. 7C) , activity-dependent plasticity can contribute to this process. Rather than creating large spines directly, repeated activity-dependent growth creates a pool of medium-sized spines (0.1 Ͻ V Ͻ 0.2 m 3 ) that facilitates the creation of large spines by intrinsic fluctuations. This mechanism may explain why the formation of a stable memory requires repetitive learning over extended periods of time.
In summary, the simple model provides unifying understanding of the spine dynamics and psychological features of memory. Our work helps clarify the link between spine form and spine function, the role of spines in memory formation and storage, and the possible ramifications of spine abnormalities observed in developmental, neurological, and psychiatric conditions.
Appendix A

Spine dynamics
Here we describe mathematical models for the statistical dynamics of dendritic spines. A Mathematica5.2 notebook presenting the numerical evaluation (SpineDynamics.nb) is available at http://www.bm2.m.u-tokyo.ac.jp/spinedist/dl.html. The section numbers below correspond to those in the session numbers in the Mathematica notebook.
S0: Stochastic processes of spine volume
Spine volumes ( V) are expressed by the following Langevin equation, if the time course of spine-volume change can be approximated with a diffusion process with an SD of ( V) and a drift of ( V):
where W(t) is a standard white noise with a variance of 1/d (Tuckwell, 1988; Risken, 1989; Câteau and Fukai, 2003; Câteau and Reyes, 2006) . The diffusion approximation will be validated in section S11. Analysis of the stochastic process with either the Fokker-Planck equation or Monte Carlo simulation yielded identical results (S10). We mostly used the Fokker-Planck equation for quantitative analysis. Monte Carlo simulation was useful for generating sample paths for intuitive understanding and for confirming the results of numerical evaluations with the FokkerPlanck equation. We performed stochastic integration according to Itô 's definition (Risken, 1989; Kloeden and Platen, 1999) . Then, the transition probability density p(V,t͉y) of the spine volume, which is V at time t and y at t ϭ 0, satisfies a Fokker-Planck equation:
The partial differential equation is converted into simultaneous ordinary differential equations by dividing volume axis into many compartments with a regular interval (0.001-0.01 m 3 ) in S2-S10 (Crank, 1975) . Minimal (V min ) and maximal (V max ) values of spine volume are set at 0.02 and 1 m 3 , respectively, because spines with volume Ͻ0.02 m 3 were classified as filopodia, and spines with volumes Ͼ1.0 m 3 have seldom been found. 
S1: Stationary volume distributions
The stationary solution of the Fokker-Planck equation can be derived directly as follows when a reflecting boundary condition is assumed at both V min and V max :
where C is a constant for normalization (Risken, 1989) . In the absence of activity-dependent plasticity, we have approximately ( V) ϭ 0 and ( V) ϭ ␣V ϩ ␤, and the stochastic process is reduced to a variant of the geometric Brownian motion:
the stationary distribution of which is given by an inverse square function:
In control conditions with normal synaptic signaling, we have approximately ( V) ϭ Ϫ␥V ϩ ␦ and ( V) ϭ ␤, where the stochastic process is reduced to the Ornstein-Uhlenbeck process:
the stationary distribution of which is given by the following: 
for C-1, and
for C-2 as shown in Figure 7B . Stationary distributions for these parameters could be numerically obtained using Equation 6
[SpineDynamics.nb (S1)]. Volume distributions 3 d after treatment with NMDA inhibitors can be numerically estimated using the Fokker-Planck equation (Eq. 5) with the parameters (I-1) under the reflecting boundary condition [SpineDynamics.nb (S1.2)]. The distribution is qualitatively similar to the stationary distribution for I-1 (Fig.  8 B) .
S1a: Neocortical model
Intrinsic fluctuations appear to occur far more slowly in the neocortex than they do in the young hippocampus. Assuming that in the absence of activity, the distribution of spines in the neocortex is the same as it is in the hippocampus, the Langevin equation for intrinsic fluctuations for the neocortex is expressed as follows:
because the stationary distribution is given by Equation 8. The small elimination rate in neocortex (8%/14 d) relative to hippocampus (8%/d) can be explained by either A 2 ϭ 1/14 or by expanding the time axis by a factor of 14.
The life expectancy of spines with V ϭ 0.3 m 3 is predicted as 57 d (Fig. 11 B) , 798 (57 ϫ 14) days, or 64 (57 ϫ 400 d) years when A ϭ 1, 1/ ͌ 14, or 1/20, respectively. Because the SD of spine volume () is nearly proportional to spine volume (Eq. 14), we can approximate the variability of spine volume using the CV per day, which is 0.2 A. The values of CV are 20%, 5.3%, and 1% when A ϭ 1, 1/ ͌ 14, and 1/20, respectively. Thus, a slight difference in CV of spine volume per day results in an enormous difference in the life expectancy of spine.
S2: Elimination per days
The elimination of the spines T days after identification is calculated by the following:
where the stationary distribution f( y) for the model C-1 is assumed as the initial distribution and the absorbing boundary is set at V ϭ V min . Note that the slopes of E(T, f ) versus T, or the elimination rates per day, are reduced with a longer interval of observation ( T) (Fig. 10 A) , because the persistent population of spines gradually become larger.
S3: Spine-volume dependence of elimination rates
If a spine has an initial volume of V 0 , the probability that the spine persists for T days is obtained as follows:
The elimination rate per T days is then expressed as follows:
S3a: Elimination rates of small spines Assuming the volume of a new spine is 0.021 m 3 , our model predicts that 40% of them will be eliminated within 10 min in the absence of activity (I-1) using E(10 min, 0.021).
S4: Spine-volume distributions of new spines
Assuming the new spines have a volume of 0.021 m 3 , volume distributions of newly generated spines, which are absent on day 0 and found on day T, can be predicted using the Fokker-Planck equation with an absorbing boundary at V ϭ V min and constant generation of the smallest spines between days 0 and T with a rate of 1/T. The integral of the transition density distribution after T days reflects the survival fraction of new spines S( T) and is used to normalize the distribution. Note that S( T) is dependent on ( V) and ( V) and is a complex function of T, as is the case with E(T, f ).
S4a: Total rates of spine generation and spine density
The apparent spine generation within T days G( T) detected by time-lapse imaging is the multiple of the total rate of spine generation for T days G Total ( T)(ϭ T ϫ G Total ) and the survival fraction of new spines S( T) defined in S4:
The survival fraction within one day S(1) are calculated as 15% and 6% in the absence (I-1) and presence (C-1) of activity, respectively (S4). Hence, the total rates of spine generation were 93% (14%/0.15) and 242% (14.5%/0.06) of existing spines. Thus, the total or true spine generation must occur far more frequently than detected by time-lapse imaging. The total rate of spine elimination E Total (T, f ) are also far prevalent than actually detected. It is expressed as the sum of elimination of existing spines E(T, f ) and that of newly generated transient spines, G Total ( T) Ϫ G( T): E Total (T,f)ϭE(T,f)ϩG Total (T)ϪG(T).
The total elimination rates for 1 d (T ϭ 1) are 87% (ϭ 8 ϩ 93 Ϫ 14) and 245.8% (ϭ 18.3 ϩ 242 Ϫ 14.5) in the absence (I-1) and presence (C-1) of activity, respectively. In the absence of activity, for example, a total of 93% spines are newly generated and 87% spines are eliminated, and spine density was increased by 6% (Table 1) . Changes in the spine density per T day is described as follows:
⌬D(T)ϭG(T)ϪE(T,f)ϭG Total (T)S(T)ϪE(T,f). (20)
The spine density can be increased or decreased by subtle changes in the balance between the total generation of spines G Total ( T), the survival fraction of new spines S( T), and the elimination of existing spines E(T, f ). The spine density was increased with NMDAR inhibition in our study (Table 1) as it was in vivo (Zuo et al., 2005b) . Other studies, however, have reported that spine density was reduced when NMDAR was inhibited with other methods (Alvarez et al., 2007; Shankar et al., 2007; Ultanir et al., 2007) . Such decrease in spine density can be explained if NMDAR inhibition suppressed the total generation of spines G Total ( T) more than E(T, f )/S( T).
S5: Average time course of spine volume
The average time course of spine volume with the initial value of V 0 can be expressed as follows: S7: Spine-age dependence of the mean spine volume and life expectancy The distribution of the spines that are generated on day 0 and persist until day A can be obtained by p(V, A͉0.02) with the absorbing boundary at V ϭ V min . The distribution is normalized to obtain the probability density function f(V͉A). Spine-age dependence of the mean volume V Age ( A) and the mean life expectancy L Age ( A) is obtained by the following:
S8: Correlation coefficients between spine age and volume Correlation coefficients of the two random variables, spine age and spine volume, are obtained as 0.48, 0.32, 0.42, and 0.51 for I-1, C-0, C-1, and C-2, respectively. These values indicate that spine ages and volumes are not only dependent but significantly correlated. The correlation coefficients were calculated as follows. Probability density function of ages of the spines that have the volume of V on day 0 can be obtained by the following:
for a sufficiently large value of K. The probably density function of spines with volume V and age A is then given by the following:
which gives the probably density function of spines with age A as follows:
Using these probability density functions, f(V, A), f( V), and f Age( A), we can obtain the correlation coefficient of A and V (Wilks, 1962) .
S9: Transition probability
The transition probability of spines with initial volumes of Vi to the range, R, in t days is obtained as follows:
The mean transition probability can be obtained using many spines with different initial volumes. V nϩ1 ϭV n ϩ(V)⌬tϩ(V)w n ͱ⌬t,
S10: Monte Carlo simulation of spine dynamics
where w 0 ,w 1 ,,,,w NϪ1 are independent, standard, Gaussiandistributed random variables (Risken, 1989) , and ⌬t is a small time interval (0.01-1 d). By using computer-generated random numbers, we can readily determine sample paths of spine volume. For the reflecting boundary condition at V min , V i is substituted with V min Ϫ (V i Ϫ V min ) ϭ 2V min Ϫ V i , when V i is less than V min .
We can obtain the stationary distributions (S10.1) and average time courses (S10.2) identical to those estimated with the Fokker-Planck equation, indicating that evaluation of the Fokker-Planck equation was correctly performed for the reflecting and absorbing boundary conditions. We also confirmed that the elimination rate, life expectancy, distribution of aged spines, etc., are similarly estimated with the Fokker-Planck and Monte Carlo approaches.
S11: Rationale for the diffusion approximation
We directly assessed the fundamental assumption of Brownian motion that enabled our use of the Langevin equation. Brownian motion, W(t i ) ϭ W i , fulfills two properties. First, changes in W i do not depend on their past history, and hence (W 2 Ϫ W 1 ) and (W 1 Ϫ W 0 ) should be independent. Using Equation 29 and ⌬t ϭ 1, we have the following:
We used parameters and , similar to I-1 and C-1, to obtain W iϩ1 Ϫ W i in the presence and absence of NMDA inhibitors. We plotted (W 2 Ϫ W 1 ) against (W 1 Ϫ W 0 ) in the presence (Fig. 9A ) and in the absence (Fig. 9C ) of NMDA inhibitors and found that their correlation coefficients were Ϫ0.004 ( p ϭ 0.969) and Ϫ0.189 ( p ϭ 0.054), respectively. A slight correlation in control may represent a systematic trend of activity-dependent plasticity in our slice-culture conditions. Second, W(t) Ϫ W(0) should have a Gaussian distribution with a variance of t. Distributions of W iϩ1 Ϫ W i are roughly Gaussian both in the presence and absence of NMDA inhibitors (Fig. 9 B, D) . The variances were 1.1, 1.9, and 2.5 (n ϭ 420, 269, 129) for t of 1, 2, and 3 d, respectively, in the presence of NMDA inhibitors, and 1.3, 1.9, and 2.5 (n ϭ 415, 286, 147) in the absence of NMDA inhibitors. Increases in the variances were less than the ideal Brownian motion even in the presence of NMDA inhibitors, suggesting that spines may be more stable than predicted by the simple diffusion approximation (Eq. 4).
