Abstract
Introduction
H.264/AVC is the latest international video coding standard, which has been developed by ITU-T and ISO/IEC [1] . H.264/AVC baseline profile only includes technique which is used to encode the transformed residual of blocks. It is applicable to mobile environment which has low complexity, low power consumption requirements.
In the CAVLC decoding, two syntax elements, Level and sign of TrailingOnes (T1s), are decoded by the regular arithmetic operations without any table look-up. The rest three syntax elements, Coeff_token, Run_before and Total_zeros, are decoded by using the VLCTs, a large number of memory accesses are required and a lot of table look-up time is spent till the desired codeword is found. It is well known that memory access and table look-up time are two important performance and power bottleneck in embedded systems especially for multimedia applications [2] . In order to reduce the memory access and save the table look-up time, many optimized decoding methods have been developed.
In the hardware design level, Heng et al. [3] merged all codeword tables into one table and organized the table into sub-tables to reduce memory access and table look-up time, reducing 40% power consumption. Lee et al. [4] proposed pipelined architecture to save the operation frequency greatly, saving memory access and table look-up time. Wang et al. [5] presents a novel low-cost highperformance CAVLC decoder for H.264/AVC which greatly improved CAVLC decoding speed. Huang et al. [6] proposed a decoder based on CMOS and FPGA technology which reduces power consumption by 44-48% more than previous low-power CAVLD schemes. In the software design level, some general table look-up methods, such as Table Look-up by Sequential Search (TLSS), Table  Look-up by Binary Search (TLBS) , are required to decode CAVLC. However, the TLSS needs a large number of memory accesses and a lot of table look-up time to spend on every decoded codeword due to complete table look-up for the desired codeword. The TLBS can improve table look-up speed, but because of its random memory access, it doesn't behave efficiently in some systems. In Moon's method, a new VLDs based on integer arithmetic operations for Run_before and Total_zeros are proposed, which can reduce some table look-up time and reduce about 65%-88% memory access [7] . Lu et al. [8] proposed a entropy decode algorithm which can decrease about 75.1%-82.7% time than the original algorithm in the H.264 reference software; Lee et al. [9] developed new codeword structures, look-up tables and searching methods for the CAVLC syntax elements and achieve about 90% memory access savings. But Lee's method still depends on look-up tables, which caused a little memory access consumption. In Kim's method, some other integer arithmetic operations are proposed, which can reduce about 94% memory access, at the same time improve greatly table look-up speed [10] .
In this paper, we propose a table look-up algorithm for CAVLC decoding based on program code, which can not only express fully all the unstructured VLCTs with program code, but also get the decoded codeword directly in a program code way, without any table look-up. Therefore, it is able to save a lot of memory access and table look-up time .The simulation results show that our proposed scheme can save 100% memory access of table look-up and reduce 45% table look-up time for CAVLC decoding without degrading video quality, only adding 2.7kb storage space.
The rest of this paper is organized as follows. In Section 2, the principle of CAVLC decoding is introduced. The proposed decoding method is presented in Section 3. And the simulation result of proposed scheme compared with existing methods is presented in Section 4. In Section 5, we give some conclusions.
The principle of CAVLC decoding
In H.264/AVC baseline profile, the CAVLC and Exp-Golomb codes are used as entropy encoding method. The indication information is encoded by the Exp-Golomb codes, which are with regular construction. The quantized transform coefficients for residual blocks are encoded by the CAVLC. In the CAVLC, the quantized coefficients are zigzag scanned and then encoded by the five syntax elements [11] . These elements are described as follows.
 Coeff_token: Both the number of nonzero coefficients (Totalcoeff) and number of coefficients that absolute value is equal to one (TrailingOnes).  Sign of TrailingOnes (T1s): Use a single sign bit, which 0 is for positive and 1 is for negative, to represent each T1s in reverse zigzag order.  Level: The values for each nonzero coefficient except for T1s in reverse zigzag order.  Total_zeros: The total number of zero coefficients between the DC and the last nonzero coefficient in zigzag order.  Run_before: The numbers of zeros preceding each nonzero coefficient in reverse zigzag order. In the CAVLC decoder, the zigzag scanned values of a 4*4 block are reconstructed from the compressed bit-stream. Fig. 1 represents an example of the CAVLC decoding process, which can be found in the H.264/AVC standard [12] . Figure 1 shows the decoding mechanism of the CAVLC in the baseline profile. The syntax elements Sign of T1s and Level are usually decoded with arithmetic operations.because they are encoded by regular VLC codewords. The syntax elements Coeff_token, Total_zeros and Run_before are decoded by the VLCTs, which are implemented with table look-up. During the process of decoding, they need multiple memory accesses till the desired codeword is found. Note that Zero_left indicates the number of the remaining zero coefficients whose positions are not assigned and the underlined codewords are decoded by accessing the look-up table.
Proposed scheme
As mentioned above, the syntax elements using VLCTs must be dealt with in the H.264/AVC CAVLC decoding. Among the elements, the Coeff_token VLDs are 2D-tables while the Run_before and Total_zeros VLDs are 1D-tables.By analyzing the correlation of Variable Length Coding (VLC) codes, we propose a direct CAVLC decoding scheme. First, we take the numbers of consecutive zero in input bit-stream as the primary index, and get the probability length of the input bit-stream by the primary index. Then, we determine the secondary index which shown as the proposed tables and get the value of Codeword. Finally, we can get the decoded result quickly by Codeword. Based on this principle, the 2D-tables and the 1D-tables are arranged as Table 1 and Table 2 [1, 13] In table 1, the code represents for the input bit-stream of the corresponding syntax element. The 8-bit Codeword represents the decoded output elements. The front 3 bits are for total number of ones (T1) and the tail 5 bits are for the total number of coefficients (Tc). In Table 2 , the codeword stands for single decoded output directly. The other elements represent same as Table 1 . Table 3 and Table 4 mean the relationship between the length of code and proposed Numbers of 0 In Code Prefix, shown in Table 1, Table 2 respectively. The proposed decoding method consists of the following steps.
Step 1: Select the entry of VLCTs to the Coeff_ token syntax element.
Step 2: Read the numbers of 0 in the code prefix and consider the numbers as the primary index.
Step 3: Get the length of the code with the primary index. The relationship between length of code and primary index for the Coeff_token syntax element, is shown in Table 3 . Assign a parameter Remaining Length (RL) as the secondary index, where RL = the length of the code-length of the code prefix.
Step 4: Read the probably code suffix in input bit-stream and assign it as PCS, where the length of the PCS is according by RL. Compare the value of PCS to standard code suffix in the VLC tables, we can get the Codeword as shown in Table 1 . Same steps can be taken for the other two syntax elements, Total_zeros and Run_before, except using Table 2 and 4 instead of Table 1 and 3. The syntax elements of Level and Sign of T1s can be decoded by the regular arithmetic operation directly. An example can be found in Fig.2 when selecting the entry of VLCT0. For the bit-stream (0000100) of Coeff_token syntax element, its primary index is 4. With the primary index, we can directly get the Length of Code is 6 or 7 as shown in Table 3 and we can get the secondary index is 1 or 2. As shown in Table 1 , the Code Suffix in VLCT0 may be (1), (00) or (01). For the bit-stream (0000100), the PCS is equal to its Code Suffix (00). We compare and switch the PCS to get the decoded Codeword (0X65). The decoded Codeword can be decoded as T1s=2 and Tc=5.After decoding the Coeff_token, level, sign of T1s, Total_zeros and Run_before syntax elements in sequence, we get the decoded output. In Table 1 -4, the underlined numbers in bold represent the corresponding parameters used in the example.
Numbers of 0 in code prefix

Simulation results
In order to verify the effectiveness of the proposed method above, we take some experiments and simulation. This section mainly includes simulation environment, save memory access in table look-up, reduce time in table look-up and calculate storage space in table look-up.
Simulation environment
The simulation Environment was conducted on Intel 2GHz processor, 1GB memory capacity, Intel Windows XP operating system. Some common encoding parameters are shown at Table 5 . Table 6 shows some parameters of test sequences, including the name, resolutions, frame rate and frame number of test sequences in our simulation experience. [6] and our proposed method, and the results are shown as follows in Figure  3 and Figure 4 . From Figure 3 and Figure 4 , we can observe that the proposed algorithm shows 100% memory access saving, which is higher than any others. Because that, the method we proposed can express fully all the unstructured VLC tables in CAVLC decoding for H.264/AVC, as a result ,the table look-up in CAVLC decoding for H.264/ AVC can be omitted totally. We also find that Kim's method shows better saving results than TLBS and Moon's method. TLBS method shows better saving results in the higher QP and Moon's method in the lower QP. The similar conclusion can also be found in reference [6] .
Reduce time in table look-up
In this subsection, we will evaluate the performance of decoding table look-up time for our proposed algorithm, which was compared with the conventional algorithms in different sequences with different frames and QP. The results are shown as follows in Table 7 . The sequences used in Table 5 are same as the ones used in Figure 3 and Figure 4 . From Table  5 ,we find the proposed algorithm has superior results than other algorithms and shows about 45% saving compared to the standard TLSS method. The main reason for reducing decoding table look-up time in CAVLC for H.264/AVC is that because our proposed algorithm uses a program code method to instead of Table Look-up in CAVLC decoding, which can locate the decoded codeword quickly and save a lot of table look-up time.
Calculate storage space in table look-up
As our algorithm uses a program code way to realize the table look-up for CAVLC decoding, it can completely save data codeword storage space for VLCTs and reduce greatly table look-up time for CAVLC decoding. The consumption of storage space for our method is shown as follows at table 8. 
Conclusion
In this paper, a efficient program code scheme is proposed to instead of CAVLC decoding table look-up for H.264/AVC. In our scheme, we design a program code to express fully all the unstructured VLC tables, which can get the decoded codeword directly without any table look-up. Simulation results show that t our proposed scheme not only can save 100% memory access in table look-up, but also reduce about 45% time in Decoding Table Look-up than the conventional CAVLC decoding without degrading video quality, only adding 2.7kb storage space.
