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MAGNUS-TYPE INTEGRATOR FOR THE FINITE ELEMENT
DISCRETIZATION OF SEMILINEAR PARABOLIC
NON-AUTONOMOUS SPDES DRIVEN BY MULTIPLICATIVE
NOISE
ANTOINE TAMBUE ∗,§,¶, ‖ AND JEAN DANIEL MUKAM †,‡
Abstract. This paper aims to investigate numerical approximation of a general second order
non-autonomous semilinear parabolic stochastic partial differential equation (SPDE) driven by mul-
tiplicative noise. Numerical approximations of autonomous SPDEs are thoroughly investigated in the
literature, while the non-autonomous case is not yet understood. We discretize the non-autonomous
SPDE driven by multiplicative noise by the finite element method in space and the Magnus-type in-
tegrator in time. We provide a strong convergence proof of the fully discrete scheme toward the mild
solution in the root-mean-square L2 norm. The result reveals how the convergence orders in both
space and time depend on the regularity of the noise and the initial data. In particular, for mul-
tiplicative trace class noise we achieve convergence order O
(
h2
(
1 + max(0, ln
(
tm/h2
))
+∆t1/2
)
.
Numerical simulations to illustrate our theoretical finding are provided.
Key words. Magnus-type integrator, Stochastic partial differential equations, Multiplicative
noise, Strong convergence, Non-autonomous equations, Finite element method.
1. Introduction. We consider the numerical approximations of the following
semilinear parabolic non-autonomous SPDE driven by mutiplicative noise{
dX = [A(t)X + F (t,X)]dt+B(t,X)dW (t), in Λ× (0, T ],
X(0) = X0, in Λ,
(1.1)
in the Hilbert space L2(Λ), where Λ is a bounded domain of Rd, d = 1, 2, 3 and
T ∈ (0,∞). The family of unbounded linear operators A(t) are not necessarily self-
adjoint. Each A(t) is assumed to generate an analytic semigroup St(s) := e
A(t)s. The
nonlinear functions F and B are respectively the drift and the diffusion parts. Precise
assumptions on A(t), F and B to ensure the existence of the unique mild solution of
(1.1) are given in the next section. The random initial data is denoted by X0. We
denote by (Ω,F ,P) a probability space with a filtration (Ft)t∈[0,T ] ⊂ F that fulfills
the usual conditions (see [30, Definition 2.1.11]). The noise term W (t) is assumed to
be a Q-Wiener process defined on a filtered probability space
(
Ω,F ,P, {Ft}t∈[0,T ]
)
,
where the covariance operator Q : H −→ H is assumed to be linear, self adjoint and
positive definite. It is well known [30] that the noise can be represented as
W (t, x) =
∞∑
i=0
√
qiei(x)βi(t), (1.2)
where (qi, ei)i∈N are the eigenvalues and eigenfunctions of the covariance operator
Q, and (βi)i∈N are independent and identically distributed standard Brownian mo-
tions. The deterministic counterpart of (1.1) finds applications in many fields such as
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quantum fields theory, electromagnetism, nuclear physics (see e.g. [4] and references
therein). It is worth to mention that models based on SPDEs can offer a more realis-
tic representation of the system than models based only on PDEs, due to uncertainty
in the input data. In many situations it is very hard to exhibit explicit solutions
of SPDEs. For instance the following non-autonomous linear Stratonovich stochastic
ordinary differential equation
dy = G0(t)ydt+
d∑
j=1
Gj(t)ydWj(t), y(0) = y0 ∈ Rm (1.3)
does not have explicit solution (see e.g. [2, 18]), unless Gi and Gj commute for all
i, j ≥ 0. Numerical algorithms are therefore excellent tools to provide good approxi-
mations. Numerical approximations of (1.1) based on implicit, explicit Euler methods
and exponential integrators with A(t) = A, where A is self-adjoint are thoroughly in-
vestigated in the literature, see e.g. [16, 19, 20, 37, 38, 23, 36] and the references
therein. If we turn our attention to the case of time independent operator A(t) = A,
with A not necessary self-adjoint, the list of references become remarkably short, see
e.g., [22, 26]. To the best of our knowledge numerical approximations of (1.1) with
time dependent linear operatorA(t) are not yet investigated in the scientific literature,
due to the complexity of the linear operator A(t) and its semigroup St(s) := e
A(t)s.
Our aim in this paper is to fill that gap and propose an explicit numerical scheme to
approximate (1.1). We use the finite element method for spatial discretization and
Magnus-type integrator for temporal discretization. Magnus-type integrator is based
on a truncation of Magnus expansion, which was first proposed in [25] to represent
the solution of non-autonomous homogeneous differential equation in the exponential
form. Magnus expansion was further studied in [2, 3, 4]. The first numerical method
based on magnus expansion was proposed in [14] for deterministic time-dependent ho-
mogeneous Schro¨ndinger equation. The study in [14] was extended in [10] for partial
differential equation of the following form
u′(t) = A(t)u(t) + b(t), 0 < t ≤ T, u(0) = u0. (1.4)
We follow [10] and apply the Magnus-type integrator method to the semi-discrete
problem (2.37) and obtain the fully discrete scheme (2.41), called stochastic Magnus-
type integrators (SMTI). We investigate the strong convergence of the new fully dis-
crete scheme toward the exact solution. Due to the complexity of the linear operator
and the corresponding semi discrete linear operator after space discretisation, novel
technical estimates are provided to achieve convergence orders comparable of that of
autonomous SPDEs [22, 19, 26]. The result indicates how the convergence orders in
both space and time depend on the regularity of the initial data and the noise. In
particular for multiplicative trace class noise, we achieve optimal convergence orders
of O (hβ +∆tmin(β,1)/2), where β is the regularity’s parameter, defined in Assump-
tion 2.1.
The rest of this paper is organised as follows. Section 2 provides the general setting,
the fully discrete scheme and the main result. In Section 3 we provide some prepara-
tory results and we present the proof of the main result. Section 4 provides some
numerical experiments to confirm our theoretical result.
2. Mathematical setting, numerical scheme and main result.
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2.1. Notations and main assumptions . Let (H, 〈., .〉H , ‖.‖) be a separable
Hilbert space. For a Banach space U , we denote by L2(Ω, U) the Banach space of all
equivalence classes of square-integrable U -valued random variables. Let L(U,H) be
the space of bounded linear mappings from U to H endowed with the usual operator
norm ‖.‖L(U,H). By L2(U,H) := HS(U,H), we denote the space of Hilbert-Schmidt
operators from U to H equipped with the norm
‖l‖2L2(U,H) :=
∞∑
i=1
‖lψi‖2, l ∈ L2(U,H), (2.1)
where (ψi)
∞
i=1 is an orthonormal basis of U . Note that this definition is independent
of the orthonormal basis of U . For simplicity, we use the notations L(U,U) =: L(U).
and L2(U,U) =: L2(U). For all l ∈ L(U,H) and l1 ∈ L2(U) we have ll1 ∈ L2(U,H)
and
‖ll1‖L2(U,H) ≤ ‖l‖L(U,H)‖l1‖L2(U). (2.2)
The space of Hilbert-Schmidt operators from Q1/2(H) to H is denoted by L02 :=
L2(Q1/2(H), H) = HS(Q1/2(H), H). As usual, L02 is equipped with the norm
‖l‖L0
2
:= ‖lQ1/2‖HS =
(
∞∑
i=1
‖lQ1/2ei‖2
)1/2
, l ∈ L02, (2.3)
where (ei)
∞
i=1 is an orthonormal basis of H . This definition is independent of the
orthonormal basis of H . For an L02- predictable stochastic process φ : [0, T ]×Λ −→ L02
such that ∫ t
0
E‖φQ1/2‖2HSds <∞, t ∈ [0, T ], (2.4)
the following relation called Itoˆ’s isometry property holds
E
∥∥∥∥
∫ t
0
φdW (s)
∥∥∥∥
2
=
∫ t
0
E‖φ‖2L0
2
ds =
∫ t
0
E‖φQ1/2‖2HSds, t ∈ [0, T ], (2.5)
see e.g. [29, Step 2 in Section 2.3.2] or [30, Proposition 2.3.5].
In the rest of this paper, we consider H = L2(Λ). To guarantee the existence of a
unique mild solution of (1.1) and for the purpose of the convergence analysis, we make
the following assumptions.
Assumption 2.1. The initial data X0 : Ω −→ H is assumed to be measurable and
satisfies X0 ∈ L2
(
Ω,D
(
(−A(0))β/2
))
, 0 ≤ β ≤ 2.
Assumption 2.2.
(i) As in [10, 11, 13], we assume that D (A(t)) = D, 0 ≤ t ≤ T and the family of
linear operators A(t) : D ⊂ H −→ H to be uniformly sectorial on 0 ≤ t ≤ T ,
i.e. there exist constants c > 0 and θ ∈ ( 12π, π) such that∥∥∥(λI−A(t))−1∥∥∥
L(L2(Λ))
≤ c|λ| , λ ∈ Sθ, (2.6)
where Sθ :=
{
λ ∈ C : λ = ρeiφ, ρ > 0, 0 ≤ |φ| ≤ θ}. As in [13], by a standard
scaling argument, we assume −A(t) to be invertible with bounded inverse.
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(ii) Similarly to [11, 13, 10, 29], we require the following Lipschitz conditions:
there exists a positive constant K1 such that∥∥(A(t)−A(s)) (−A(0))−1∥∥
L(H)
≤ K1|t− s|, s, t ∈ [0, T ], (2.7)∥∥(−A(0))−1 (A(t)−A(s))∥∥
L(D,H)
≤ K1|t− s|, s, t ∈ [0, T ]. (2.8)
(iii) Since we are dealing with non smooth data, we follow [32] and assume that
D ((−A(t))α) = D ((−A(0))α) , 0 ≤ t ≤ T, 0 ≤ α ≤ 1 (2.9)
and there exists a positive constant K2 such that for all u ∈ D((−A(0))α) the
following estimate holds uniformly for t ∈ [0, T ]
K−12 ‖(−A(0))α u‖ ≤ ‖(−A(t))αu‖ ≤ K2 ‖(−A(0))αu‖ . (2.10)
Remark 2.3. As a consequence of Assumption 2.2 (i) and (iii), for all α ≥ 0
and δ ∈ [0, 1], there exists a constant C1 > 0 such that the following estimates hold
uniformly for all t ∈ [0, T ]∥∥∥(−A(t))αesA(t)∥∥∥
L(H)
≤ C1s−α, s > 0, (2.11)∥∥∥(−A(t))−δ (I− esA(t))∥∥∥
L(H)
≤ C1sδ, s ≥ 0, (2.12)
see e.g. [13, (2.1)].
Proposition 2.4. [28, Theorem 6.1, Chapter 5] Let ∆(T ) := {(t, s) : 0 ≤ s ≤ t ≤ T }.
Under Assumption 2.2 there exists a unique evolution system [28, Definition 5.3,
Chapter 5] U : ∆(T ) −→ L(H) such that
(i) There exists a positive constant K0 such that
‖U(t, s)‖L(H) ≤ K0, 0 ≤ s ≤ t ≤ T. (2.13)
(ii) U(., s) ∈ C1(]s, T ];L(H)), 0 ≤ s ≤ T ,
∂U
∂t
(t, s) = −A(t)U(t, s), 0 ≤ s < t ≤ T, (2.14)
‖A(t)U(t, s)‖L(H) ≤
K0
t− s , 0 ≤ s < t ≤ T. (2.15)
(iii) U(t, .)x ∈ C1([0, t[;H), 0 < t ≤ T , x ∈ D(A(0)) and
∂U
∂s
(t, s) = −U(t, s)A(s)x, 0 ≤ s ≤ t ≤ T, (2.16)
‖A(t)U(t, s)A(s)−1‖L(H) ≤ K0, 0 ≤ s ≤ t ≤ T. (2.17)
We equip Vα(t) := D
(
(−A(t))α/2
)
, α ∈ R with the norm ‖u‖α,t := ‖(−A(t))α/2u‖.
Due to (2.9)-(2.10) and for the seek of ease notations, we simply write Vα and ‖.‖α.
We follow [32] and assume the nonlinear operator F to satisfy the following Lipschitz
condition.
Assumption 2.5. The nonlinear operator F : [0, T ] × H −→ H is assumed to be
β/2-Ho¨lder continuous with respect to the first variable and Lipschitz continuous with
respect to the second variable, i.e. there exists a positive constant K3 such that
‖F (s, 0)‖ ≤ K3, ‖F (t, u)− F (s, v)‖ ≤ K3
(
|t− s|β/2 + ‖u− v‖
)
, (2.18)
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for all s, t ∈ [0, T ] and u, v ∈ H.
Assumption 2.6. We assume the diffusion function B : [0, T ] × H −→ L20 to be
β/2-Ho¨lder continuous with respect to the first variable and Lipschitz continuous with
respect to the second variable, i.e. there exists a positive constant K4 such that
‖B(s, 0)‖L0
2
≤ K4, ‖B(t, u)−B(s, v)‖L0
2
≤ K4
(
|t− s|β/2 + ‖u− v‖
)
, (2.19)
for all s, t ∈ [0, T ] and u, v ∈ H.
The following theorem ensures the existence of a unique mild solution of (1.1).
Theorem 2.7. [32, Theorem 1.3] Let Assumptions 2.1, 2.2 (i)-(ii), 2.5 and 2.6 be
fulfilled. Then the non-autonomous SPDE (1.1) has a unique mild solution X(t) ∈
L2
(
Ω,D ((−A(0))β/2)), which takes the following form
X(t) = U(t, 0)X0 +
∫ t
0
U(t, s)F (s,X(s))ds+
∫ t
0
U(t, s)B(s,X(s))dW (s),(2.20)
where U(t, s) is the evolution system of Proposition 2.4. Moreover, there exists a
positive constant K5 such that
sup
0≤t≤T
‖X(t)‖L2(Ω,D((−A(0))β/2)) ≤ K5
(
1 + ‖X0‖L2(Ω,D((−A(0))β/2))
)
. (2.21)
To achieve optimal convergence order in space for multiplicative noise when β ∈ [1, 2],
we require the following further assumption, also used in [19, 17, 36, 22, 26].
Assumption 2.8. We assume that there exists a positive constant c1 > 0, such that
B
(
s,D((−A(0))β−12 )
)
⊂ HS
(
Q1/2(H),D
(
(−A(0)) β−12
))
∥∥∥(−A(0)) β−12 B(s, v)∥∥∥
L0
2
≤ c1 (1 + ‖v‖β−1) , v ∈ D
(
(−A(0))
β−1
2
)
, s ∈ [0, T ],(2.22)
where β comes from Assumption 2.1.
2.2. Fully discrete scheme and main result. For the seek of simplicity, we
assume the family of linear operators A(t)1 to be of second order and has the following
form
A(t)u =
d∑
i,j=1
∂
∂xi
(
qij(x, t)
∂u
∂xj
)
−
d∑
j=1
qj(x, t)
∂u
∂xj
. (2.23)
We require the coefficients qi,j and qj to be smooth functions of the variable x ∈ Λ
and Ho¨lder-continuous with respect to t ∈ [0, T ]. We further assume that there exists
a positive constant c such that the following ellipticity condition holds
d∑
i,j=1
qij(x, t)ξiξj ≥ c|ξ|2, (x, t) ∈ Λ× [0, T ]. (2.24)
In the abstract form (1.1), the nonlinear functions F : H −→ H and B : H −→
HS(Q1/2(H), H) are defined by
(F (v))(x) = f(x, v(x)), (B(v)u)(x) = b(x, v(x)).u(x), (2.25)
1 Indeed the operators A(t) are identified to their L2 realizations given in (2.23) (see [9]).
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for all x ∈ Λ, v ∈ H and u ∈ Q1/2(H), where f : Λ × R −→ R and b : Λ × R −→ R
are continuously differentiable functions with globally bounded derivatives.
Under the above assumptions on qij and qj , it is well known that the family of linear
operators defined by (2.23) fulfills Assumption 2.2 (i)-(ii) with D = H2(Λ) ∩H10 (Λ),
see [28, Section 7.6] or [35, Section 5.2]. The above assumptions on qij and qj also
imply that Assumption 2.2 (iii) is fulfilled, see e.g. [32, Example 6.1] or [1, 31].
As in [9, 22], we introduce two spaces H and V , such that H ⊂ V , depending on
the boundary conditions for the domain of the operator −A(t) and the corresponding
bilinear form. For Dirichlet boundary conditions we take
V = H = H10 (Λ) = {v ∈ H1(Λ) : v = 0 on ∂Λ}. (2.26)
For Robin boundary condition and Neumann boundary condition, which is a special
case of Robin boundary condition (α0 = 0), we take V = H
1(Λ) and
H = {v ∈ H2(Λ) : ∂v/∂vA + α0v = 0, on ∂Λ}, α0 ∈ R. (2.27)
Using Green’s formula and the boundary conditions, we obtain the corresponding
bilinear form associated to −A(t)
a(t)(u, v) =
∫
Λ

 d∑
i,j=1
qij(x, t)
∂u
∂xi
∂v
∂xj
+
d∑
i=1
qi(x, t)
∂u
∂xi
v

 dx, u, v ∈ V,
for Dirichlet boundary conditions and
a(t)(u, v) =
∫
Λ

 d∑
i,j=1
qij(x, t)
∂u
∂xi
∂v
∂xj
+
d∑
i=1
qi(x, t)
∂u
∂xi
v

 dx+ ∫
∂Λ
α0uvdx.
for Robin and Neumann boundary conditions. Using G˚arding’s inequality, it holds
that there exist two constants λ0 and c0 such that
a(t)(v, v) ≥ λ0‖v‖21 − c0‖v‖2, ∀v ∈ V, t ∈ [0, T ]. (2.28)
By adding and subtracting c0u on the right hand side of (1.1), we obtain a new family
of linear operators that we still denote by A(t). Therefore the new corresponding
bilinear form associated to −A(t) still denoted by a(t) satisfies the following coercivity
property
a(t)(v, v) ≥ λ0‖v‖21, ∀v ∈ V, t ∈ [0, T ]. (2.29)
Note that the expression of the nonlinear term F has changed as we have included
the term −c0u in a new nonlinear term that we still denote by F .
The coercivity property (2.29) implies that A(t) is sectorial on L2(Λ), see e.g. [21].
Therefore A(t) generates an analytic semigroup St(s) = e
sA(t) on L2(Λ) such that
[12]
St(s) = e
sA(t) =
1
2πi
∫
C
esλ(λI −A(t))−1dλ, s > 0, (2.30)
where C denotes a path that surrounds the spectrum of A(t). The coercivity property
(2.29) also implies that −A(t) is a positive operator and its fractional powers are well
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defined and for any α > 0 we have
 (−A(t))
−α = 1Γ(α)
∫ ∞
0
sα−1esA(t)ds,
(−A(t))α = ((−A(t))−α)−1,
(2.31)
where Γ(α) is the Gamma function (see [12]). The domain of (−A(t))α/2 are charac-
terized in [9, 7, 21] for 1 ≤ α ≤ 2 with equivalence of norms as follows.
D((−A(t))α/2) = H10 (Λ) ∩Hα(Λ) (for Dirichlet boundary condition)
D(−A(t)) = H, D((−A(t))1/2) = H1(Λ) (for Robin boundary condition)
‖v‖Hα(Λ) ≡ ‖((−A(t))α/2v‖ := ‖v‖α, ∀v ∈ D((−A(t))α/2).
The characterization of D((−A(t))α/2) for 0 ≤ α < 1 can be found in [27, Theorem
2.1 & Theorem 2.2].
Let us now turn our attention to the space discretization of the problem (1.1). We
start by splitting the domain Λ in finite triangles. Let Th be the triangulation with
maximal length h satisfying the usual regularity assumptions, and Vh ⊂ V be the
space of continuous functions that are piecewise linear over the triangulation Th. We
consider the projection Ph from H = L
2(Λ) to Vh defined for every u ∈ H by
〈Phu, χ〉H = 〈u, χ〉H , φ, χ ∈ Vh. (2.32)
For all t ∈ [0, T ], the discrete operator Ah(t) : Vh −→ Vh is defined by
〈Ah(t)φ, χ〉H = 〈A(t)φ, χ〉H = −a(t)(φ, χ), φ, χ ∈ Vh. (2.33)
The coercivity property (2.29) implies that there exist constants C2 > 0 and θ ∈
(12π, π) such that (see e.g. [21, (2.9)] or [9, 12])
‖(λI−Ah(t))−1‖L(H) ≤
C2
|λ| , λ ∈ Sθ (2.34)
holds uniformly for h > 0 and t ∈ [0, T ]. The coercivity condition (2.29) implies that
for any t ∈ [0, T ], Ah(t) generates an analytic semigroup Sht (s) := esAh(t), s ∈ [0, T ].
The coercivity property (2.29) also implies that the smooth properties (2.11) and
(2.12) hold for Ah uniformly for h > 0 and t ∈ [0, T ], i.e. for all α ≥ 0 and δ ∈ [0, 1],
there exists a positive constant C3 such that the following estimates hold uniformly
for h > 0 and t ∈ [0, T ], see e.g. [9, 12]∥∥∥(−Ah(t))αesAh(t)∥∥∥
L(H)
≤ C3s−α, s > 0, (2.35)∥∥∥(−Ah(t))−δ (I− esAh(t))∥∥∥
L(H)
≤ C3sδ, s ≥ 0. (2.36)
The semi-discrete version of (1.1) consists of finding Xh(t) ∈ Vh, t ∈ [0, T ] such that
Xh(0) := PhX0 and
dXh(t) = [Ah(t)X
h(t) + PhF (t,X
h(t))]dt + PhB(t,X
h(t))dW (t), (2.37)
for t ∈ (0, T ]. Let us consider the following linear system of non-autonomous ordinary
differential equations (ODEs)
y′(t) = A(t)y(t), y(0) given. (2.38)
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It was shown by Magnus [25] that the solution of (2.38) can be represented in the
following exponential form
y(t) = eΘ(t)y(0), t ≥ 0, (2.39)
where Θ(t) called Magnus expansion is given by the following series [25, (3.28)]
Θ(t) =
∫ t
0
A(τ)dτ +
1
2
∫ t
0
[
A(τ),
∫ τ
0
A(σ)dσ
]
dτ
+
1
4
∫ t
0
[∫ τ
0
[∫ σ
0
A(µ)dµ,A(σ)
]
dσ,A(τ)
]
dτ
+
1
12
∫ t
0
[∫ τ
0
A(σ)dσ,
[∫ τ
0
A(µ)dµ,A(τ)
]]
dτ + · · · . (2.40)
Here the Lie-product [u, v] of u and v is given by [u, v] = uv − vu. For determin-
istic problems, numerical methods based on this expansion received some attentions
since one decade, see e.g. [4, 10, 14, 15, 24]. For the time-dependent Schro¨dinger
equation [10], the Magnus expansion (2.40) was truncated after the first term and
the integral was approximated by the mid-point rule. This mid-point rule approxi-
mation of Θ(t) was also used in [14] to obtain a second-order Magnus type integrator
for non-autonomous deterministic parabolic partial differential equation (PDE). Note
that the convergence analysis in [10, 14] was only done in time.
Throughout this paper, we take tm = m∆t ∈ [0, T ], where T = M∆t for m,M ∈ N,
m ≤ M . Motivated by [10, 14], we introduce the following fully discrete scheme for
(1.1), called stochastic Magnus-type integrators (SMTI)
Xhm+1 = e
∆tAh,mXhm +∆tϕ1(∆tAh,m)PhF
(
tm, X
h
m
)
+ e∆tAh,mPhB
(
tm, X
h
m
)
∆Wm, m = 0, · · · ,M, (2.41)
Xh0 = PhX0, where the linear operator ϕ1(∆tAh,m) is given by
ϕ1(∆tAh,m) :=
1
∆t
∫ ∆t
0
e(∆t−s)Ah,mds, Ah,m := Ah (tm) , (2.42)
and for any M ∈ N, ∆t = T/M , tm = m∆t, m = 0, 1, · · · ,M and
∆Wm :=W(m+1)∆t −Wm∆t. (2.43)
Note that the numerical scheme (2.41) can be written in the following integral form,
useful for the error analysis
Xhm+1 = e
∆tAh,mXhm +
∫ tm+1
tm
e(tm+1−s)Ah,mPhF
(
tm, X
h
m
)
ds
+
∫ tm+1
tm
e∆tAh,mPhB
(
tm, X
h
m
)
dW (s). (2.44)
We also note that an equivalent formulation of the numerical scheme (2.41), easy for
simulation is given by
X
h
m+1 = X
h
m + PhB
(
tm, X
h
m
)
∆Wm
+ ∆tϕ1(∆tAh,m)
[
Ah,m
{
X
h
m + PhB
(
tm, X
h
m
)
∆Wm
}
+ PhF
(
tm, X
h
m
)]
.(2.45)
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With the numerical method in hand, we can now state its strong convergence result
toward the exact solution, which is in fact our main result. In the rest of this paper
C is a generic constant independent of h, m, M and ∆t that may change from one
place to another.
Theorem 2.9. [Main result] Let Assumptions 2.1, 2.2, 2.5 and 2.6 be fulfilled.
(i) If 0 < β < 1, then the following error estimate holds
(
E‖X(tm)−Xhm‖2
)1/2 ≤ C (hβ +∆tβ/2) . (2.46)
(ii) If 1 ≤ β < 2 and moreover if Assumption 2.8 is satisfied, then the following
error estimate holds(
E‖X(tm)−Xhm‖2
)1/2 ≤ C (hβ +∆t1/2) . (2.47)
(iii) If β = 2 and if Assumption 2.8 is fulfilled, then the following error estimate
holds (
E‖X(tm)−Xhm‖2
)1/2 ≤ C [h2 (1 + max(0, ln(tm/h2))+∆t1/2] .(2.48)
3. Proof of the main result. The proof of the main result needs some prepara-
tory results.
3.1. Preparatory results. The following lemma will be useful in our conver-
gence proof.
Lemma 3.1. [33] Let Assumption 2.2 be fulfilled. Then for any γ ∈ [0, 1], the following
estimates hold uniformly in h > 0 and t ∈ [0, T ]
K−1‖(−(Ah(0))−γv‖ ≤ ‖((−Ah(t))−γv‖ ≤ K‖((−Ah(0))−γv‖, v ∈ Vh, (3.1)
K−1‖(−(Ah(0))γv‖ ≤ ‖((−Ah(t))γv‖ ≤ K‖((Ah(0))γv‖, v ∈ Vh, (3.2)
where K is a positive constant independent of t and h.
Lemma 3.2. [33] Under Assumption 2.2, the following estimates hold
‖(Ah(t)− Ah(s))(−Ah(r))
−1
u
h‖ ≤ C|t− s|‖uh‖, r, s, t ∈ [0, T ], uh ∈ Vh, (3.3)
‖(−Ah(r))
−1 (Ah(s)− Ah(t))u
h‖ ≤ C|s− t|‖uh‖, r, s, t ∈ [0, T ], uh ∈ Vh. (3.4)
Remark 3.3. From Lemma 3.2 and the fact that D(Ah(t)) = D(Ah(0)), it follows
from [28, Theorem 6.1, Chapter 5] that there exists a unique evolution system Uh :
∆(T ) −→ L(H), satisfying [28, (6.3), Page 149]
Uh(t, s) = S
h
s (t− s) +
∫ t
s
Shτ (t− τ)Rh(τ, s)dτ, (3.5)
where Shs (t) := e
Ah(s)t, Rh(t, s) :=
∞∑
m=1
Rhm(t, s), with R
h
m(t, s) satisfying the following
recurrence relation [28, (6.22), Page 153]
Rhm+1 =
∫ t
s
Rh1 (t, s)R
h
m(τ, s)dτ, m ≥ 1 (3.6)
10 A. Tambue and J. D. Mukam
and Rh1 (t, s) := (Ah(s)− Ah(t))Shs (t− s). Note also that from [28, (6.6), Chpater 5,
Page 150], the following identity holds
Rh(t, s) = Rh1 (t, s) +
∫ t
s
Rh1 (t, τ)R
h(τ, s)dτ. (3.7)
The mild solution of (2.37) is therefore given by
Xh(t) = Uh(t, 0)PhX0 +
∫ t
0
Uh(t, s)PhF
(
s,Xh(s)
)
ds
+
∫ t
0
Uh(t, s)PhB
(
s,Xh(s)
)
dW (s). (3.8)
Lemma 3.4. Under Assumption 2.2, the evolution system Uh : ∆(T ) −→ H satisfies
the following
(i) Uh(., s) ∈ C1(]s, T ];L(H)), 0 ≤ s ≤ T and
∂Uh
∂t
(t, s) = −Ah(t)Uh(t, s), 0 ≤ s ≤ t ≤ T, (3.9)
‖Ah(t)Uh(t, s)‖L(H) ≤
C
t− s , 0 ≤ s < t ≤ T. (3.10)
(ii) Uh(t, .)u ∈ C1([0, t[;H), 0 < t ≤ T , u ∈ D(Ah(0)) and
∂Uh
∂s
(t, s)u = −Uh(t, s)Ah(s)u, 0 ≤ s ≤ t ≤ T, (3.11)
‖Ah(t)Uh(t, s)Ah(s)−1‖L(H) ≤ C, 0 ≤ s ≤ t ≤ T. (3.12)
Proof. The proof is similar to that of [28, Theorem 6.1, Chapter 5] using (2.36),
(2.35), Lemmas 3.2 and 3.1.
Lemma 3.5. [33] Let Assumption 2.2 be fulfilled.
(i) The following estimates hold
‖Rh1 (t, s)‖L(H) ≤ C, ‖Rhm(t, s)‖L(H) ≤
C
m!
(t− s)m−1, m ≥ 1, (3.13)
‖Rh(t, s)‖L(H) ≤ C, ‖Uh(t, s)‖L(H) ≤ C, 0 ≤ s ≤ t ≤ T. (3.14)
(ii) For any 0 ≤ α ≤ 1, 0 ≤ γ ≤ 1 and 0 ≤ s ≤ t ≤ T , the following estimates
holds
‖(−Ah(r))αUh(t, s)‖L(H) ≤ C(t− s)−α, r ∈ [0, T ], (3.15)
‖Uh(t, s)(−Ah(r))α‖L(H) ≤ C(t− s)−α, r ∈ [0, T ], (3.16)
‖(−Ah(r))αUh(t, s)(−Ah(s))−γ‖L(H) ≤ C(t− s)γ−α, r ∈ [0, T ].(3.17)
(iii) For any 0 ≤ s ≤ t ≤ T the following useful estimates hold
‖ (Uh(t, s)− I) (−Ah(s))−γ‖L(H) ≤ C(t− s)γ , 0 ≤ γ ≤ 1, (3.18)
‖ (−Ah(r))−γ(Uh(t, s)− I) ‖L(H) ≤ C(t− s)γ , 0 ≤ γ ≤ 1. (3.19)
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The following space and time regularity of the semi-discrete problem (2.37) will be
useful in our convergence analysis.
Lemma 3.6. Let Assumptions 2.1, 2.2 (i)-(ii), 2.5 and 2.6 be fulfilled with the corre-
sponding 0 ≤ β < 1. Then for all γ ∈ [0, β] the following estimates hold
‖(−Ah(r))γ/2Xh(t)‖L2(Ω,H) ≤ C, 0 ≤ r, t ≤ T, (3.20)
‖Xh(t2)−Xh(t1)‖L2(Ω,H) ≤ C(t2 − t1)β/2, 0 ≤ t1 ≤ t2 ≤ T. (3.21)
Moreover if Assumption 2.8 is fulfilled, then (3.20) and (3.21) hold for β = 1.
Proof. We first show that sup
t∈[0,T ]
‖Xh(t)‖2L2(Ω,H) ≤ C. Taking the norm in both side
of (3.8) and using the inequality (a+ b+ c)2 ≤ 3a2 + 3b2 + 3c2, a, b, c ∈ R+ yields
‖Xh(t)‖2L2(Ω,H) ≤ 3‖Uh(t, 0)PhX0‖
2
L2(Ω,H) + 3
∥∥∥∥
∫ t
0
Uh(t, s)PhF
(
s,X
h(s)
)
ds
∥∥∥∥
2
L2(Ω,H)
ds
+ 3
∥∥∥∥
∫ t
0
Uh(t, s)PhB
(
s,X
h(s)
)
dW (s)
∥∥∥∥
2
L2(Ω,H)
:= I0 + I1 + I2. (3.22)
Using Lemma 3.5 (i) and the uniformly boundedness of Ph, it holds that
I0 ≤ 3‖X0‖2L2(Ω,H) ≤ C. (3.23)
Using again Lemma 3.5 (i), Assumption 2.5 and the uniformly boundedness of Ph, it
holds that
I1 ≤ 3
(∫ t
0
‖Uh(t, s)PhF
(
s,X
h(s)
)
‖L2(Ω,H)
)2
≤ C
(∫ t
0
(
C + ‖Xh(s)‖L2(Ω,H)
)
ds
)2
.
Using Ho¨lder inequality yields
I1 ≤ C + C
∫ t
0
‖Xh(s)‖2L2(Ω,H)ds. (3.24)
Applying the itoˆ-isometry’s property, using Lemma 3.5 (i) and Assumption 2.6, it
holds that
I2 = 3
∫ t
0
‖Uh(t, s)PhB
(
s,X
h(s)
)
‖2L0
2
ds ≤ C + C
∫ t
0
‖Xh(t)‖2L2(Ω,H)ds. (3.25)
Substituting (3.25), (3.24) and (3.23) in (3.22) yields
‖Xh(t)‖2L2(Ω,H) ≤ C + C
∫ t
0
‖Xh(s)‖2L2(Ω,H)ds. (3.26)
Applying the continuous Gronwall’s lemma to (3.26) yields
‖Xh(t)‖2L2(Ω,H) ≤ C, t ∈ [0, T ]. (3.27)
Let us now prove (3.20). Pre-multiplying (3.8) by (−Ah(r))γ/2, taking the norm in
both sides and using triangle inequality yields∥∥∥(−Ah(r))γ/2Xh(t)∥∥∥
L2(Ω,H)
≤
∥∥∥(−Ah(r))γ/2Uh(t, 0)PhX0∥∥∥
L2(Ω,H)
+
∫ t
0
∥∥∥(−Ah(r))γ/2Uh(t, s)PhF (s,Xh(s))∥∥∥
L(Ω,H)
ds
+
∥∥∥∥
∫ t
0
(−Ah(r))
γ/2
Uh(t, s)PhB
(
s,X
h(s)
)
dW (s)
∥∥∥∥
L2(Ω,H)
:= II0 + II1 + II2. (3.28)
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Inserting (−Ah(0))−γ/2(−Ah(0))γ/2, using Lemma 3.5 (ii) and Lemma 3.1, it holds
that
II0 ≤ ‖(−Ah(r))
γ/2
Uh(t, 0)(−Ah(0))
−γ/2‖L(H)‖(−Ah(0))
γ/2
X0‖ ≤ C. (3.29)
Using Lemmas 3.1, 3.5 (ii), Assumption 2.5 and (3.27) yields
II1 ≤ C
∫ t
0
∥∥∥(−Ah(s))γ/2Uh(t, s)∥∥∥
L(H)
sup
t∈[0,T ]
∥∥F (s,Xh(s))∥∥ ds
≤ C sup
s∈[0,T ]
(
1 + ‖Xh(s)‖L2(Ω,H)
) ∫ t
0
(t− s)−γ/2ds ≤ C. (3.30)
Applying the Itoˆ-isometry property, using Lemmas 3.1, 3.5 (ii), Assumption 2.6 and
(3.27) yields
II22 =
∫ t
0
∥∥∥(−Ah(0))γ/2Uh(t, s)PhB (s,Xh(s))∥∥∥2
L0
2
ds
≤ C sup
s∈[0,T ]
(
1 + ‖Xh(s)‖2L2(Ω,H)
) ∫ t
0
(t− s)−γds ≤ C. (3.31)
Substituting (3.31), (3.30) and (3.29) in (3.28) completes the proof of (3.20). The
proof of (3.21) follows from (3.8). In fact from (3.8) we have
‖Xh(t2)−Xh(t1)‖L2(Ω,H) ≤ ‖(Uh(t2, 0)− Uh(t1, 0))PhX0‖L2(Ω,H)
+
∫ t1
0
∥∥(Uh(t2, s)− Uh(t1, s))PhF (s,Xh(s))∥∥L2(Ω,H) ds
+
∫ t2
t1
∥∥Uh(t2, s)PhF (s,Xh(s))∥∥L2(Ω,H) ds
+
∥∥∥∥
∫ t1
0
Uh(t2, s)− Uh(t1, s))PhB
(
s,Xh(s)
)
dW (s)
∥∥∥∥
L2(Ω,H)
+
∥∥∥∥
∫ t2
t1
Uh(t2, s)PhB
(
s,Xh(s)
)
dW (s)
∥∥∥∥
L2(Ω,H)
:= III0 + III1 + III2 + III3 + III4. (3.32)
Inserting an appropriate power of −Ah(t1), using Lemmas 3.5 (ii)-(iii) and [26, Lemma
1] yields
III0 = ‖(Uh(t2, t1)− I)Uh(t1, 0)PhX0‖L2(Ω,H)
≤
∥∥∥(Uh(t2, t1)− I)(−Ah(t1))−β/2∥∥∥
L(H)
×
∥∥∥(−Ah(t1))β/2Uh(t1, 0)(−Ah(t1))−β/2∥∥∥
L(H)
∥∥∥(−Ah(t1))β/2PhX0∥∥∥
L2(Ω,H)
≤ C(t2 − t1)
β/2
. (3.33)
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Using Assumption 2.6, (3.20), Lemma 3.5 (ii) and (iii) yields
III1 ≤
∫ t1
0
‖(Uh(t2, t1)− I)Uh(t1, s)‖L(H)
∥∥∥PhF (s,Xh(s))∥∥∥
L2(Ω,H)
ds
≤ C
∫ t1
0
∥∥∥(Uh(t2, t1)− I)(−Ah(t1))−β/2∥∥∥
L(H)
∥∥∥(−Ah(t1))β/2Uh(t1, s)∥∥∥
L(H)
ds
≤ C
∫ t1
0
(t2 − t1)
β/2(t1 − s)
−β/2
ds
≤ C(t2 − t1)
β/2
. (3.34)
Using Lemma 3.5 (i) and Assumption 2.5, it holds that
III2 ≤ C
∫ t2
t1
sup
s∈[0,T ]
∥∥F (s,Xh(s))∥∥
L2(Ω,H)
ds ≤ C(t2 − t1). (3.35)
Using the Itoˆ-isometry property, Assumption 2.8, (3.20), Lemma 3.5 (ii)-(iii) and
following the same lines as the estimate of III1 yields
III23 ≤ C(t2 − t1)β . (3.36)
Using the Itoˆ-isometry property and following the same lines as that of III2 yields
III24 ≤ C(t2 − t1). (3.37)
Substituting (3.37), (3.36), (3.35), (3.34) and (3.33) in (3.32) completes the proof of
(3.21).
Let us consider the following deterministic problem: find u ∈ V such that
u′ = A(t)u, u(τ) = v, t ∈ (τ, T ]. (3.38)
The corresponding semi-discrete problem in space is: find uh ∈ Vh such that
u′h(t) = Ah(t)uh, uh(τ) = Phv, t ∈ (τ, T ], τ ≥ 0. (3.39)
Let us define the operator
Th(t, τ) := U(t, τ) − Uh(t, τ)Ph, (3.40)
so that u(t)−uh(t) = Th(t, τ)v. The following lemma will be useful in our convergence
analysis.
Lemma 3.7. [33] Let r ∈ [0, 2] and 0 ≤ γ ≤ r. Let Assumption 2.2 be fulfilled. Then
the following error estimate holds for the semi-discrete approximation (3.39)
‖u(t)− uh(t)‖ = ‖Th(t, τ )v‖ ≤ Ch
r(t− τ )−(r−γ)/2‖v‖γ , v ∈ D
(
(−A(0))γ/2
)
. (3.41)
Proposition 3.8. [Space error] Let Assumptions 2.1, 2.2, 2.5 and 2.6 be fulfilled.
Let X(t) and Xh(t) be the mild solution of (1.1) and (2.37) respectively.
(i) If 0 < β < 1, then the following error estimate holds
‖X(t)−Xh(t)‖L2(Ω,H) ≤ Chβ , 0 ≤ t ≤ T. (3.42)
(ii) If 1 ≤ β < 2 and moreover if Assumption 2.8 is fulfilled, then the following
error estimate holds
‖X(t)−Xh(t)‖L2(Ω,H) ≤ Chβ , 0 ≤ t ≤ T, (3.43)
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(iii) If β = 2 and moreover if Assumption 2.8 is fulfilled, then the following error
estimate holds
‖X(t)−Xh(t)‖L2(Ω,H) ≤ Ch2
(
1 + max
(
0, ln(t/h2)
))
, 0 < t ≤ T.(3.44)
Proof. Subtracting (3.8) form (2.20), taking the L2 norm and using triangle inequality
yields
‖X(t)−Xh(t)‖L2(Ω,H) ≤ ‖U(t, 0)X0 − Uh(t, 0)PhX0‖L2(Ω,H)
+
∥∥∥∥
∫ t
0
[
U(t, s)F (s,X(s))− Uh(t, s)PhF
(
s,X
h(s)
)]
ds
∥∥∥∥
L2(Ω,H)
+
∥∥∥∥
∫ t
0
[
U(t, s)B (s,X(s))− Uh(t, s)PhB
(
s,X
h(s)
)]
dW (s)
∥∥∥∥
L2(Ω,H)
=: IV0 + IV1 + IV2. (3.45)
Using Lemma 3.7 with r = γ = β yields
IV0 ≤ Chβ‖X0‖L2(Ω,D((−A(0))β/2)) ≤ Chβ . (3.46)
Using Lemma 3.7 with r = β, γ = 0, Assumption 2.5, Lemmas 3.6 and 3.5 yields
IV1 ≤
∫ t
0
∥∥U(t, s)F (s,X(s))− U(t, s)F (s,Xh(s))∥∥
L2(Ω,H)
ds
+
∫ t
0
∥∥U(t, s)F (s,Xh(s))− Uh(t, s)PhF (s,Xh(s))∥∥L2(Ω,H) ds
≤ C
∫ t
0
∥∥X(s)−Xh(s)∥∥
L2(Ω,H)
ds+ Chβ
∫ t
0
(t− s)−β/2ds
≤ Chβ + C
∫ t
0
∥∥X(s)−Xh(s)∥∥
L2(Ω,H)
ds. (3.47)
Using the Itoˆ-isometry property, Lemma 3.6, Lemma 3.7 with r = β and γ = β−12
yields
IV 22 =
∫ t
0
∥∥U(t, s)B (s,X(s))− Uh(t, s)PhB (s,Xh(s))∥∥2L0
2
ds
≤
∫ t
0
∥∥U(t, s)B (s,X(s))− U(t, s)B (s,Xh(s))∥∥2
L0
2
ds
+
∫ t
0
∥∥U(t, s)B (s,Xh(s))− Uh(t, s)PhB (s,Xh(s))∥∥L0
2
ds
≤ C
∫ t
0
∥∥X(s)−Xh(s)∥∥2
L2(Ω,H)
ds+ Ch2β
∫ t
0
(t− s)−1+βds
≤ Ch2β + C
∫ t
0
∥∥X(s)−Xh(s)∥∥
L2(Ω,H)
ds. (3.48)
Substituting (3.48), (3.47) and (3.46) in (3.45) yields
∥∥X(t)−Xh(t)∥∥2
L2(Ω,H)
≤ Ch2β + C
∫ t
0
∥∥X(s)−Xh(s)∥∥2
L2(Ω,H)
ds. (3.49)
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Applying the continuous Gronwall’s lemma to (3.49) yields∥∥X(t)−Xh(t)∥∥
L2(Ω,H)
≤ Chβ. (3.50)
For non commutative operators Hj on a Banach space, we introduce the following
notation for the composition
k∏
j=l
Hj =
{
HkHk−1 · · ·Hl if k ≥ l,
I if k < l.
(3.51)
The following lemma will be useful in our convergence proof.
Lemma 3.9. [33] Let Assumption 2.2 be fulfilled. Then the following estimate holds∥∥∥∥∥∥

 m∏
j=l
e
∆tAh,j

 (−Ah,l)γ
∥∥∥∥∥∥
L(H)
≤ Ct−γm−l, 0 ≤ l < m, 0 ≤ γ < 1,(3.52)
∥∥∥∥∥∥(−Ah,k)γ1

 m∏
j=l
e
∆tAh,j

 (−Ah,l)−γ2
∥∥∥∥∥∥
L(H)
≤ Ctγ2−γ1m−l , 0 ≤ l < m, (3.53)
0 ≤ γ1 ≤ 1, 0 < γ2 ≤ 1, where C is a positive constant independent of m, l, h and
∆t.
Lemma 3.10.
(i) For all α ≥ 0, the following estimate holds∥∥Rh(t, s)(−Ah(s))α∥∥L(H) ≤ C(t− s)−α, t, s ∈ [0, T ]. (3.54)
(ii) For all α ∈ [0, 1], the following estimate holds∥∥∥(Uh(tj , tj−1)− e∆tAh,j−1) (−Ah,j−1)−α∥∥∥
L(H)
≤ C∆t1+α. (3.55)
(iii) For all α ∈ [0, 1), the following estimate holds∥∥(Uh(tj , tj−1)− e∆tAh,j−1) (−Ah,j−1)α∥∥L(H) ≤ C∆t1−α. (3.56)
(iv) For all α ∈ [0, 1], the following estimate holds∥∥(−Ah,j−1)−α (Uh(tj , tj−1)− e∆tAh,j−1)∥∥L(H) ≤ C∆t1+α. (3.57)
Proof. From the integral equation (3.7), we have
R
h(t, s)(−Ah(s))
α = eAh(s)(t−s)(−Ah(s))
α +
∫ t
s
R
h
1 (t, τ )R
h(τ, s)(−Ah(s))
α
dτ. (3.58)
Taking the norm in both sides of (3.58), using (2.36) and Lemma 3.5 yields∥∥∥Rh(t, s)(−Ah(s))α∥∥∥
L(H)
≤
∥∥∥eAh(s)(t−s)(−Ah(s))α∥∥∥
L(H)
+
∫ t
s
‖Rh1 (τ, s)‖L(H)
∥∥∥Rh(τ, s)(−Ah(s))α∥∥∥
L(H)
dτ
≤ C(t− s)−α + C
∫ t
s
∥∥∥Rh(τ, s)(−Ah(s))α∥∥∥
L(H)
dτ. (3.59)
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Applying the continuous Gronwall’s lemma to (3.59) yields∥∥Rh(t, s)(−Ah(s))α∥∥L(H) ≤ C(t− s)−α. (3.60)
This completes the proof of (i). From (3.5) and (3.7), we have
Uh(tj , tj−1)− e∆tAh,j−1 =
∫ tj
tj−1
e(tj−τ)Ah(τ)Rh(τ, tj−1)dτ
=
∫ tj
tj−1
e(tj−τ)Ah(τ)Rh1 (τ, tj−1)dτ
+
∫ tj
tj−1
e(tj−τ)Ah(τ)
[∫ τ
tj−1
Rh1 (τ, s)R
h(s, tj−1)ds
]
dτ
=
∫ tj
tj−1
e(tj−τ)Ah(τ) (Ah(τ) −Ah(tj−1)) eAh,j−1(τ−tj−1)dτ
+
∫ tj
tj−1
e(tj−τ)Ah(τ)
[∫ τ
tj−1
Rh1 (τ, s)R
h(s, tj−1)ds
]
dτ. (3.61)
Therefore, from (3.61), for all α ∈ [0, 1], using (2.36) and Lemma 3.5, it holds that∥∥∥(Uh(tj , tj−1)− e∆tAh,j−1) (−Ah,j−1)−α∥∥∥
L(H)
≤
∫ tj
tj−1
∥∥∥e(tj−τ)Ah(τ) (Ah(τ) −Ah(tj−1)) (−Ah,j−1)−1
.eAh,j−1(τ−tj−1) (−Ah,j−1)1−α
∥∥∥
L(H)
dτ
+
∫ tj
tj−1
∥∥∥e(tj−τ)Ah(τ)∥∥∥
L(H)
[∫ τ
tj−1
‖Rh1 (τ, s)Rh(s, tj−1)‖L(H)ds
]
dτ
≤
∫ tj
tj−1
∥∥∥e(tj−τ)Ah(τ)∥∥∥
L(H)
∥∥∥(Ah(τ) −Ah(tj−1)) (−Ah,j−1)−1∥∥∥
L(H)
×
∥∥∥eAh,j−1(τ−tj−1) (−Ah,j−1)1−α∥∥∥
L(H)
dτ
+ C
∫ tj
tj−1
∫ τ
tj−1
dsdτ
≤ C
∫ tj
tj−1
(τ − tj−1)αdτ + C∆t2 ≤ C∆t1+α. (3.62)
This completes the proof of (ii). The proof of (iii) and (iv) are similar to that of (ii)
using (i).
The following lemma can be found in [21]
Lemma 3.11. For all α1, α2 > 0 and α ∈ [0, 1), there exist two positive constants
Cα1,α2 and Cα,α2 such that
∆t
m∑
j=1
t−1+α1m−j+1t
−1+α2
j ≤ Cα1,α2t−1+α1+α2m , (3.63)
∆t
m∑
j=1
t−αm−j+1t
−1+α2
j ≤ Cα,α2t−α+α2m . (3.64)
MANGUS-TYPE INTEGRATOR FOR NON-AUTONOMOUS SPDEs 17
Proof. The proof of (3.63) follows from the comparison with the integral∫ t
0
(t− s)−1+α1s−1+α2ds. (3.65)
The proof of (3.64) is a consequence of (3.63).
The following lemma is fundamental in our convergence analysis.
Lemma 3.12. Let Assumption 2.2 be fulfilled. Then for all 1 ≤ i ≤ m ≤M .
(i) The following estimate holds∥∥∥∥∥∥

 m∏
j=i
Uh(tj , tj−1)

−

 m−1∏
j=i−1
e∆tAh,j


∥∥∥∥∥∥
L(H)
≤ C∆t1−ǫ, (3.66)
where ǫ > 0 is a positive number small enough.
(ii) The following estimate also holds∥∥∥∥∥
[(
m∏
j=i
Uh(tj , tj−1)
)
−
(
m−1∏
j=i−1
e
∆tAh,j
)]
(−Ah,i−1)
−ǫ
∥∥∥∥∥
L(H)
≤ C∆t. (3.67)
Proof. First of all note that(
m∏
j=i
Uh(tj , tj−1)
)
−
(
m−1∏
j=i−1
e
∆tAh,j
)
=
(
m∏
j=i
Uh(tj , tj−1)
)
−
(
m∏
j=i
e
∆tAh,j−1
)
. (3.68)
Using the telescopic sum, (3.68) can be rewritten as follows
 m∏
j=i
Uh(tj , tj−1)

−

 m∏
j=i
e∆tAh,j−1


=
m−i+1∑
k=1

 m∏
j=i+k
Uh(tj , tj−1)

(Uh (ti+k−1, ti+k−2)− e∆tAh,i+k−2)
.

i+k−2∏
j=i
e∆tAh,j−1

 . (3.69)
Writing down explicitly the first term of (3.69) gives
 m∏
j=i
Uh(tj , tj−1)

−

 m∏
j=i
e∆tAh,j−1


=

 m∏
j=i+1
Uh(tj , tj−1)

(Uh(ti, ti−1)− e∆tAh,i−1)
+
m−i+1∑
k=2

 m∏
j=i+k
Uh(tj , tj−1)

(Uh (ti+k−1, ti+k−2)− e∆tAh,i+k−2)
.

i+k−2∏
j=i
e∆tAh,j−1

 . (3.70)
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Taking the norm in both sides of (3.70), using Lemma 3.5, Lemma 3.10 (ii) and
Lemma 3.9 yields
∥∥∥∥∥
(
m∏
j=i
Uh(tj , tj−1)
)
−
(
m∏
j=i
e
∆tAh,j−1
)∥∥∥∥∥
L(H)
≤ ‖Uh(tm−i+1, ti)‖L(H)
∥∥∥Uh(ti, ti−1)− e∆tAh,i−1∥∥∥
L(H)
+
m−i+1∑
k=2
‖Uh(tm, ti+k−1)‖L(H)
∥∥∥(Uh(ti+k−1, ti+k−2)− e∆tAh,i+k−2) (−Ah,i+k−2)−1+ǫ∥∥∥
L(H)
×
∥∥∥∥∥(−Ah,i+k−2)1−ǫ
(
i+k−2∏
j=i
e
∆tAh,j−1
)∥∥∥∥∥
L(H)
≤ C∆t+C
m−i+1∑
k=2
∆t2−ǫt−1+ǫk−1
≤ C∆t1−ǫ. (3.71)
This completes the proof of (i). The proof of (ii) is similar to that of (i) using (3.53)
and Lemma 3.11.
With the above preparatory results in hand, we can now prove our main result.
3.2. Proof of Theorem 2.9. Using triangle inequality, we split the fully dis-
crete error in two parts as follows.
‖X(tm)−Xhm‖L2(Ω,H) ≤ ‖X(tm)−Xh(tm)‖L2(Ω,H) + ‖Xh(tm)−Xhm‖L2(Ω,H)
=: V + V I. (3.72)
The space error V is estimated in Lemma 3.7. It remains to estimate the time error
V I. Note that the mild solution of (2.37) can be written as follows.
Xh(tm) = Uh(tm, tm−1)X
h(tm−1) +
∫ tm
tm−1
Uh(tm, s)PhF
(
s,Xh(s)
)
ds
+
∫ tm
tm−1
Uh(tm, s)PhB
(
s,Xh(s)
)
dW (s). (3.73)
Iterating the mild solution (3.73) yields
X
h(tm)
=
(
m∏
j=1
Uh(tj , tj−1)
)
PhX0 +
∫ tm
tm−1
Uh(tm, s)PhF
(
s,X
h(s)
)
ds
+
∫ tm
tm−1
Uh(tm, s)PhB
(
s,X
h(s)
)
dW (s)
+
m−1∑
k=1
∫ tm−k
tm−k−1

 m∏
j=m−k+1
Uh(tj , tj−1)

Uh(tm−k, s)PhF (s,Xh(s)) ds
+
m−1∑
k=1
∫ tm−k
tm−k−1

 m∏
j=m−k+1
Uh(tj , tj−1)

Uh(tm−k, s)PhB (s,Xh(s)) dW (s). (3.74)
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Iterating the numerical scheme (2.44) by substituting Xhj , j = m− 1, · · · , 1 only in
the first term of (2.44) by their expressions yields
X
h
m =
(
m−1∏
j=0
e
∆tAh,j
)
X
h
0 +
∫ tm
tm−1
e
(tm−s)Ah,m−1PhF
(
tm−1, X
h
m−1
)
ds
+
∫ tm
tm−1
e
∆tAh,m−1PhB
(
tm−1, X
h
m−1
)
dW (s)
+
m−1∑
k=1
∫ tm−k
tm−k−1

 m−1∏
j=m−k
e
∆tAh,j

 e(tm−k−s)Ah,m−k−1PhF (tm−k−1, Xhm−k−1) ds
+
m−1∑
k=1
∫ tm−k
tm−k−1

 m−1∏
j=m−k
e
∆tAh,j

 e∆tAh,m−k−1PhB (tm−k−1, Xhm−k−1) dW (s).(3.75)
Substracting (3.75) from (3.74) yields
X
h(tm)−X
h
m
=
(
m∏
j=1
Uh(tj , tj−1)
)
PhX0 −
(
m−1∏
j=0
e
∆tAh,j
)
PhX0
+
∫ tm
tm−1
Uh(tm, s)PhF
(
s,X
h(s)
)
ds−
∫ tm
tm−1
e
(tm−s)Ah,m−1PhF
(
tm−1, X
h
m−1
)
ds
+
∫ tm
tm−1
Uh(tm, s)PhB
(
s,X
h(s)
)
dW (s)−
∫ tm
tm−1
e
∆tAh,m−1PhB
(
tm−1, X
h
m−1
)
dW (s)
+
m−1∑
k=1
∫ tm−k
tm−k−1

 m∏
j=m−k+1
Uh(tj , tj−1)

Uh(tm−k, s)PhF (s,Xh(s)) ds
−
m−1∑
k=1
∫ tm−k
tm−k−1

 m−1∏
j=m−k
e
∆tAh,j

 e(tm−k−s)Ah,m−k−1PhF (tm−k−1, Xhm−k−1) ds
+
m−1∑
k=1
∫ tm−k
tm−k−1

 m∏
j=m−k+1
Uh(tj , tj−1)

Uh(tm−k, s)PhB (s,Xh(s)) dW (s)
−
m−1∑
k=1
∫ tm−k
tm−k−1

 m−1∏
j=m−k
e
∆tAh,j

 e∆tAh,m−k−1PhB (tm−k−1, Xhm−k−1) dW (s)
=: V I1 + V I2 + V I3 + V I4 + V I5.
(3.76)
Taking the norm in both sides of (3.76) yields
‖Xh(tm)−Xhm‖2L2(Ω,H) ≤ 25
5∑
i=1
‖V Ii‖2L2(Ω,H). (3.77)
In what follows, we estimate separately ‖V Ii‖L2(Ω,H), i = 1, · · · , 5.
3.2.1. Estimate of V I1, V I2 and V I3. Using Lemma 3.12, it holds that
‖V I1‖L2(Ω,H) ≤
∥∥∥∥∥∥

 m∏
j=1
Uh(tj , tj−1)

−

m−1∏
j=0
e∆tAh,j


∥∥∥∥∥∥
L(H)
‖X0‖L2(Ω,H)
≤ C∆t1−ǫ. (3.78)
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Using triangle inequality, (2.35), Lemma 3.5, Assumption 2.5 and Theorem 2.7, it
holds that
‖V I2‖L2(Ω,H) ≤
∫ tm
tm−1
∥∥∥Uh(tm, s)PhF (s,Xh(s))∥∥∥
L2(Ω,H)
ds
+
∫ tm
tm−1
∥∥∥e(tm−s)Ah,m−1 [PhF (tm−1, Xhm−1)− PhF (tm−1, Xh(tm−1))]∥∥∥
L2(Ω,H)
ds
+
∫ tm
tm−1
∥∥∥e(tm−s)Ah,m−1PhF (tm−1, Xh(tm−1))∥∥∥
L2(Ω,H)
ds
≤ C
∫ tm
tm−1
ds+ C
∫ tm
tm−1
‖Xh(tm−1)−X
h
m−1‖L2(Ω,H)ds+ C
∫ tm
tm−1
ds
≤ C∆t+C∆t‖Xh(tm−1)−X
h
m−1‖L2(Ω,H). (3.79)
Applying the Itoˆ-isometry property, using Assumption 2.6, (2.35), Theorem 2.7 and
Lemma 3.5 yields
‖V I3‖
2
L2(Ω,H) ≤ 9
∫ tm
tm−1
E
∥∥∥Uh(tm, s)PhB (s,Xh(s))∥∥∥2
L0
2
ds
+ 9
∫ tm
tm−1
E
∥∥∥e∆tAh,m−1 [PhB (tm−1, Xhm−1)− PhB (tm−1, Xh(tm−1))]∥∥∥2
L0
2
ds
+ 9
∫ tm
tm−1
E
∥∥∥e∆tAh,m−1PhF (tm−1, Xh(tm−1))∥∥∥2
L0
2
ds
≤ C
∫ tm
tm−1
ds+ C
∫ tm
tm−1
‖Xh(tm−1)−X
h
m−1‖
2
L2(Ω,H)ds+ C
∫ tm
tm−1
ds
≤ C∆t+C∆t‖Xh(tm−1)−X
h
m−1‖
2
L2(Ω,H). (3.80)
3.2.2. Estimate of V I4. To estimate V I4, we split it in five terms as follows.
V I4
=
m−1∑
k=1
∫ tm−k
tm−k−1

 m∏
j=m−k+1
Uh(tj , tj−1)

Uh(tm−k, s) [PhF (s,Xh(s))− PhF (tm−k−1, Xh(tm−k−1))] ds
+
m−1∑
k=1
∫ tm−k
tm−k−1

 m∏
j=m−k+1
Uh(tj , tj−1)

 [Uh(tm−k, s)− Uh(tm−k, tm−k−1)]PhF (tm−k−1, Xh(tm−k−1)) ds
+
m−1∑
k=1
∫ tm−k
tm−k−1



 m∏
j=m−k
Uh(tj , tj−1)

−

 m−1∏
j=m−k−1
e
∆tAh,j



PhF (tm−k−1, Xh(tm−k−1)) ds
+
m−1∑
k=1
∫ tm−k
tm−k−1

 m−1∏
j=m−k
e
∆tAh,j

(e∆tAh,m−k−1 − e(tm−k−s)Ah,m−k−1)PhF (tm−k−1, Xh(tm−k−1)) ds
+
m−1∑
k=1
∫ tm−k
tm−k−1

 m−1∏
j=m−k
e
∆tAh,j

 e(tm−k−s)Ah,m−k−1 [PhF (tm−k−1, Xh(tm−k−1))− PhF (tm−k−1, Xhm−k−1)] ds
=: V I41 + V I42 + V I43 + V I44 + V I45. (3.81)
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Using Lemma 3.5, Assumption 2.5 and Lemma 3.6 yields
‖V I41‖L2(Ω,H)
≤ C
m−1∑
k=1
∫ tm−k
tm−k−1
∥∥∥PhF (s,Xh(s))− PhF (tm−k−1, Xh(tm−k−1))∥∥∥
L2(Ω,H)
ds
≤ C
m−1∑
k=1
∫ tm−k
tm−k−1
(s− tm−k−1)
β/2
ds+ C
m−1∑
k=1
∫ tm−k
tm−k−1
‖Xh(s)−Xh(tm−k−1)‖L2(Ω,H)ds
≤ C∆tβ/2 +
m−1∑
k=1
∫ tm−k
tm−k−1
(s− tm−k−1)
min(β,1)/2
ds
≤ C∆tmin(β,1)/2. (3.82)
Using Lemma 3.5, Assumption 2.5 and Theorem 2.7 gives
‖V I42‖L2(Ω,H)
≤ C
m−1∑
k=1
∫ tm−k
tm−k−1
‖Uh(tm, tm−k)Uh(tm−k, s)(I− Uh(s, tm−k−1)‖L(H)
×
∥∥∥PhF (tm−k−1, Xh(tm−k−1))∥∥∥
L2(Ω,H)
ds
≤ C
m−1∑
k=1
∫ tm−k
tm−k−1
∥∥Uh(tm, tm−k)(−Ah,m−k)1−ǫ∥∥L(H) ∥∥(−Ah,m−k)−1+ǫUh(tm−k, s)(−Ah,m−k)1−ǫ∥∥L(H)
×
∥∥(−Ah,m−k)−1+ǫ (I− Uh(s, tm−k−1))∥∥L(H) ds
≤ C
m−1∑
k=1
∫ tm−k
tm−k−1
(tm − tm−k)
−1+ǫ(s− tm−k−1)
1−ǫ
ds
≤ C∆t1−ǫ
m−1∑
k=1
∫ tm−k
tm−k−1
t
−1+ǫ
k ds
≤ C∆t1−ǫ
m−1∑
k=1
∆tt−1+ǫk
≤ C∆t1−ǫ. (3.83)
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Using Lemma 3.9, Assumption 2.5, Theorem 2.7, (2.35) and (2.36) yields
‖V I43‖L2(Ω,H)
≤
m−1∑
k=1
∫ tm−k
tm−k−1
∥∥∥∥∥∥

 m−1∏
j=m−k
e∆tAh,j

(e(s−tm−k−1)Ah,m−k−1 − I) e(tm−k−s)Ah,m−k−1
∥∥∥∥∥∥
L(H)
× ∥∥PhF (tm−k−1, Xh(tm−k−1))∥∥L2(Ω,H) ds
≤ C
m−1∑
k=1
∫ tm−k
tm−k−1
∥∥∥∥∥∥

 m−1∏
j=m−k
e∆tAh,j

 (−Ah,m−k−1)1−ǫ
∥∥∥∥∥∥
L(H)
×
∥∥∥(−Ah,m−k−1)−1+ǫ (e(s−tm−k−1)Ah,m−k−1 − I)∥∥∥
L(H)
∥∥∥e(tm−k−s)Ah,m−k−1∥∥∥
L(H)
ds
≤ C
m−1∑
k=1
∫ tm−k
tm−k−1
t−1+ǫk (s− tm−k−1)1−ǫds
≤ C∆t1−ǫ
m−1∑
k=1
∫ tm−k
tm−k−1
t−1+ǫk ∆t
≤ C∆t1−ǫ. (3.84)
Using Lemma 3.9, (2.35), (2.36), Assumption 2.5 and Lemma 3.5 yields
‖V I44‖L2(Ω,H)
≤
m−1∑
k=1
∫ tm−k
tm−k−1
∥∥∥∥∥∥

 m−1∏
j=m−k
e∆tAh,j

(I− e(s−tm−k−1)Ah,m−k−1) e(tm−k−s)Ah,m−k−1
∥∥∥∥∥∥
L(H)
× ∥∥PhF (tm−k−1, Xh(tm−k−1))∥∥L2(Ω,H) ds
≤ C
m−1∑
k=1
∫ tm−k
tm−k−1
∥∥∥∥∥∥

 m−1∏
j=m−k
e∆tAh,j

 (−Ah,m−k)1−ǫ
∥∥∥∥∥∥
L(H)
×
∥∥∥(−Ah,m−k)−1+ǫ (I− e(s−tm−k−1)Ah,m−k−1)∥∥∥
L(H)
∥∥∥e(tm−k−s)Ah,m−k−1∥∥∥
L(H)
≤ C
m−1∑
k=1
∫ tm−k
tm−k−1
t−1+ǫk (s− tm−k−1)1−ǫds
≤ C∆t1−ǫ
m−1∑
k=1
∫ tm−k
tm−k−1
t−1+ǫk ds
≤ C∆t1−ǫ. (3.85)
Using Lemma 3.9 and Assumption 2.5 yields
‖V I45‖L2(Ω,H) ≤ C
m−1∑
k=1
∫ tm−k
tm−k−1
‖Xh (tm−k−1)−Xhm−k−1‖L2(Ω,H)
≤ C∆t
m−1∑
k=0
‖Xh(tk)−Xhk ‖L2(Ω,H). (3.86)
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Substituting (3.86), (3.85), (3.84), (3.83) and (3.82) in (3.81) yields
‖V I4‖L2(Ω,H) ≤ C∆tmin(β,1)/2 + C∆t
m−1∑
k=0
‖Xh(tk)−Xhk ‖L2(Ω,H). (3.87)
3.2.3. Estimate of V I5. To estimate V I5, we split it in four terms as follows
V I5
=
m−1∑
k=1
∫ tm−k
tm−k−1

 m∏
j=m−k+1
Uh(tj , tj−1)

Uh(tm−k, s) [PhB (s,Xh(s))− PhB (tm−k−1, Xh(tm−k−1))] dW (s)
+
m−1∑
k=1
∫ tm−k
tm−k−1

 m∏
j=m−k+1
Uh(tj , tj−1)

 [Uh(tm−k, s)− Uh(tm−k, tm−k−1)]PhB (tm−k−1, Xh(tm−k−1)) dW (s)
+
m−1∑
k=1
∫ tm−k
tm−k−1



 m∏
j=m−k
Uh(tj , tj−1)

−

 m−1∏
j=m−k−1
e
∆tAh,j



PhB (tm−k−1, Xh(tm−k−1)) dW (s)
+
m−1∑
k=1
∫ tm−k
tm−k−1

 m−1∏
j=m−k−1
e
∆tAh,j

[PhB (tm−k−1, Xh(tm−k−1))− PhB (tm−k−1, Xhm−k−1)] dW (s)
=: V I51 + V I52 + V I53 + V I54. (3.88)
Using the Itoˆ-isometry property, Lemma 3.5, Assumption 2.6 and Lemma 3.6 yields
‖V I51‖2L2(Ω,H)
=
m−1∑
k=1
∫ tm−k
tm−k−1
E
∥∥Uh(tm, s) [PhB (s,Xh(s))− PhB (tm−k−1, Xh(tm−k−1))]∥∥2L0
2
ds
≤ C
m−1∑
k=1
∫ tm−k
tm−k−1
(s− tm−k−1)βds+ C
m−1∑
k=1
∫ tm−k
tm−k−1
∥∥Xh(s)−Xh(tm−k−1)∥∥2L2(Ω,H) ds
≤ C∆tβ + C
m−1∑
k=1
∫ tm−k
tm−k−1
(s− tm−k−1)min(β,1)ds
≤ C∆tmin(β,1). (3.89)
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Applying the Itoˆ-isometry property, using Lemma 3.5, Assumption 2.6 and Lemma 3.6
yields
‖V I52‖
2
L2(Ω,H)
=
m−1∑
k=1
∫ tm−k
tm−k−1
E
∥∥∥Uh(tm, tm−k)Uh(tm−k, s) (I− Uh(s, tm−k−1))PhB (tm−k−1, Xh(tm−k−1))∥∥∥2
L0
2
ds
≤ C
m−1∑
k=1
∫ tm−k
tm−k−1
∥∥∥Uh(tm, tm−k) (−Ah,m−k) 1−ǫ2 ∥∥∥2
L(H)
‖(−Am−k)
−1+ǫ
2 Uh(tm−k, s)(−Ah,m−k)
1−ǫ
2 ‖2L(H)
×
∥∥∥(−Ah,m−k)−1+ǫ2 (I− Uh(s, tm−k−1))∥∥∥2
L(H)
ds
≤ C
m−1∑
k=1
∫ tm−k
tm−k−1
t
−1+ǫ
k (s− tm−k−1)
1−ǫ
ds
≤ C∆t1−ǫ
m−1∑
k=1
∫ tm−k
tm−k−1
t
−1+ǫ
k ds
≤ C∆t1−ǫ.
(3.90)
Applying the Itoˆ-isometry property, using Lemma 3.12, Assumption 2.6 and Lemma 3.6
yields
‖V I53‖2L2(Ω,H) =
m−1∑
k=1
∫ tm−k
tm−k−1
E
∥∥∥∥∥∥



 m∏
j=m−k
Uh(tj , tj−1)

−

 m−1∏
j=m−k−1
e∆tAh,j




. PhB
(
tm−k−1, X
h(tm−k−1)
)∥∥2
L0
2
ds
≤ C
m−1∑
k=1
∫ tm−k
tm−k−1
∆t1−ǫds
≤ C∆t1−ǫ. (3.91)
Applying the Itoˆ-isometry property, Lemma 3.9 and Assumption 2.6 yields
‖V I54‖2L2(Ω,H) =
m−1∑
k=1
∫ tm−k
tm−k−1
E
∥∥∥∥∥∥

 m−1∏
j=m−k−1
e∆tAh,j


.
[
PhB
(
tm−k−1, X
h(tm−k−1)
)− PhB (tm−k−1, Xhm−k−1)]∥∥2L0
2
ds
≤ C
m−1∑
k=1
∫ tm−k
tm−k−1
∥∥Xh(tm−k−1)−Xhm−k−1∥∥2L2(Ω,H) ds
≤ C∆t
m−1∑
k=0
‖Xh(tk)−Xhk ‖2L2(Ω,H). (3.92)
Substituting (3.92), (3.91), (3.90) and (3.89) in (3.88) yields
‖V I5‖2L2(Ω,H) ≤ C∆tmin(β,1) + C∆t
m−1∑
k=0
‖Xh(tk)−Xhk ‖2L2(Ω,H). (3.93)
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Substituting (3.93), (3.87), (3.80), (3.79) and (3.78) in (3.76) yields
‖Xh(tm)−Xhm‖2L2(Ω,H) ≤ C∆tmin(β,1−ǫ) + C∆t
m−1∑
k=0
‖Xh(tk)−Xhk ‖2L2(Ω,H).(3.94)
Applying the discrete Gronwall’s lemma to (3.94) yields
‖Xh(tm)−Xhm‖L2(Ω,H) ≤ C∆tmin(β,1−ǫ)/2. (3.95)
Note that to achieve optimal convergence 1/2 when β ≥ 1, we only need to re-estimate
‖V I52‖L2(Ω,H) and ‖V I53‖L2(Ω,H) by using Assumption 2.8 and Lemma 3.12 (ii). This
is straightforward. The proof of Theorem 2.9 is therefore completed.
4. Numerical experiments. We consider the following stochastic reactive dom-
inated advection diffusion reaction with constant diagonal difussion tensor
dX =
[
(1 + e−t) (∆X −∇ · (qX))− e
−tX
|X |+ 1
]
dt+XdW, X(0) = 0, (4.1)
with mixed Neumann-Dirichlet boundary conditions on Λ = [0, L1] × [0, L2]. The
Dirichlet boundary condition is X = 1 at Γ = {(x, y) : x = 0} and we use the
homogeneous Neumann boundary conditions elsewhere. The eigenfunctions {ei,j} =
{e(1)i ⊗e(2)j }i,j≥0 of the covariance operator Q are the same as for the Laplace operator
−∆ with homogeneous boundary condition, given by
e
(l)
0 (x) =
√
1
Ll
, e
(l)
i (x) =
√
2
Ll
cos
(
iπ
Ll
x
)
, i ∈ N,
where l ∈ {1, 2} , x ∈ Λ. We assume that the noise can be represented as
W (x, t) =
∑
(i,j)∈N2
√
λi,jei,j(x)βi,j(t), (4.2)
where βi,j(t) are independent and identically distributed standard Brownian motions,
λi,j , (i, j) ∈ N2 are the eigenvalues of Q, with
λi,j =
(
i2 + j2
)−(β+δ)
, β > 0, (4.3)
in the representation (4.2) for some small δ > 0. To obtain trace class noise, it is
enough to have β + δ > 1. In our simulations, we take β ∈ {1.5, 2} and δ = 0.001. In
(2.25), we take b(x, u) = 4u, x ∈ Λ and u ∈ R. Therefore, from [17, Section 4] it follows
that the operators B defined by (2.25) fulfills Assumption 2.6 and Assumption 2.8.
The function F is given by F (t, v) = − e
−tv
1 + |v| , t ∈ [0, T ], v ∈ H and obviously satisfies
Assumption 2.5. The nonlinear operator A(t) is given by
A(t) = (1 + e−t) (∆(.) −∇.v(.)) , t ∈ [0, T ], (4.4)
where v is the Darcy velocity. We obtain the Darcy velocity field v = (qi) by solving
the following system
∇ · v = 0, v = −k∇p, (4.5)
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with Dirichlet boundary conditions on Γ1D = {0, L1}× [0, L2] and Neumann boundary
conditions on Γ1N = (0, L1)× {0, L2} such that
p =
{
1 in {0} × [0, L2]
0 in {L1} × [0, L2]
and −k∇p(x, t) · n = 0 in Γ1N . Here, we use a constant permeabily tensor k and
have obtained almost a linear presure p. Clearly D(A(t)) = D(A(0)), t ∈ [0, T ] and
D((−A(t))α) = D((−A(0))α), t ∈ [0, T ], 0 ≤ α ≤ 1. The function qij(x, t) defined
in (2.23) is given by qii(x, t) = 1 + e
−t, and qij(x, t) = 0, i 6= j. Since qii(x, t) is
bounded below by 1 + e−T , it follows that the ellipticity condition (2.24) holds and
therefore as a consequence of Section 2.2, it follows that A(t) is sectorial. Obviously
Assumption 2.2 is fulfilled.
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Fig. 4.1. Convergence of the implicit scheme for β = 1, and β = 2 in (4.3). The order of
convergence in time is 0.57 for β = 1, 0.54 for β = 2. The total number of samples used is 100.
In Figure 4.1, we can observe the convergence of the the stochastic Magnus scheme
for two noise’s parameters. Indeed the order of convergence in time is 0.57 for β = 1
and 0.54 for β = 2. These orders are close to the theoretical orders 0.5 obtained in
Theorem 2.9 for β = 1 and β = 2.
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