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Abstract
Spatial Modulation (SM) is a Multiple-Input Multiple-Output (MIMO) transmission technique
which realizes low complexity implementations in wireless communication systems. Due the
transmission principle of SM, only one Radio Frequency (RF) chain is required in the trans-
mitter. Therefore, the complexity of the transmitter is lower compared to the complexity of
traditional MIMO schemes, such as Spatial MultipleXing (SMX). In addition, because of the
single RF chain configuration of SM, only one Power Amplifier (PA) is required in the trans-
mitter. Hence, SM has the potential to exhibit significant Energy Efficiency (EE) benefits. At
the receiver side, due to the SM transmission mechanism, detection is conducted using a low
complexity (single stream) Maximum Likelihood (ML) detector. However, despite the use of a
single stream detector, SM achieves a multiplexing gain.
A point-to-point closed-loop variant of SM is receive space modulation. In receive space mod-
ulation, the concept of SM is extended at the receiver side, using linear precoding with Channel
State Information at the Transmitter (CSIT). Even though receive space modulation does not
preserve the single RF chain configuration of SM, due to the deployed linear precoding, it
can be efficiently incorporated in a Space Division Multiple Access (SDMA) or in a Virtual
Multiple-Input Multiple-Output (VMIMO) architecture.
Inspired by the potentials of SM, the objectives of this thesis are the evaluation of the EE of
SM and its extension in different forms of MIMO communication. In particular, a realistic
power model for the power consumption of a Base Station (BS) is deployed in order to assess
the EE of SM in terms of Mbps/J. By taking into account the whole power supply of a BS and
considering a Time Division Multiple Access (TDMA) multiple access scheme, it is shown that
SM is significantly more energy efficient compared to the traditional MIMO techniques. In
the considered system setup, it is shown that SM is up to 67% more energy efficient compared
to the benchmark systems. In addition, the concept of space modulation is researched at the
receiver side. Specifically, based on the union bound technique, a framework for the evaluation
of the Average Bit Error Probability (ABEP), diversity order, and coding gain of receive space
modulation is developed. Because receive space modulation deploys linear precoding with
CSIT, two new precoding methods which utilize imperfect CSIT are proposed. Furthermore, in
this thesis, receive space modulation is incorporated in the broadcast channel. The derivation of
the theoretical ABEP, diversity order, and coding gain of the new broadcast scheme is provided.
It is concluded that receive space modulation is able to outperform the corresponding traditional
MIMO scheme. Finally, SM, receive space modulation, and relaying are combined in order
to form a novel virtual MIMO architecture. It is shown that the new architecture practically
eliminates or reduces the problem of the inefficient relaying of the uncoordinated virtual MIMO
space modulation architectures. This is undertaken by using precoding in a novel fashion. The
evaluation of the new architecture is conducted using simulation and theoretical results.
iii
Lay Summary
In modern life, the use of wireless communication has been extensive. In particular, wireless
communication is a means of working, socializing, entertainment, and of many others. But, how
wireless communication is achieved? Today, the main method of wireless communication is the
transmission of Radio Frequency (RF) signals in different frequency bands. Unfortunately, the
available frequency bands are limited and their use is very expensive. Therefore, the efficient
use of the available frequency bands is very important. Since the late 1990s, research has shown
that the deployment of multiple antennas, both at the transmitter and receiver, can offer more
efficient wireless communication without requiring additional frequency bands. However, the
use of multiple antennas imposes significant technical challenges and a significant increase in
complexity. For this reason, the proposition and study of multi-antenna communication systems
which overcome these challenges is important.
A multi-antenna communication concept that practically solves or alleviates the challenges that
conventional multi-antenna architectures face is Spatial Modulation (SM). Due to its operating
mechanism, SM offers a low complexity system implementation both at the transmitter and
receiver. Also, for the same reason, SM is able to offer significant Energy Efficiency (EE)
benefits. Motivated by this, the analysis of the EE of SM and its comparison with competing
multi-antenna architectures are undertaken. Considering the whole power supply of a transmit-
ter, this research shows that SM is able to offer significant EE benefits in comparison to the
State of the Art (SotA) benchmark systems.
Due to the potential of SM, since its invention in the early 2000s, a large number of variations
and modifications of SM has been proposed and studied in the published research. One variant
is receive space modulation. The main characteristic of receive space modulation is that it uses
advanced signal processing techniques in order to establish communication between a trans-
mitter and a receiver. For this reason, the quality of reception at the receiver is increased. In
this thesis, the performance of receive space modulation is studied in detail using a theoretical
analysis and Monte Carlo simulations. Also, it is shown when receive space modulation per-
forms better than the corresponding SotA benchmark system. In addition, in this thesis, due to
the deployment of advanced signal processing techniques in the transmitter, receive space mod-
ulation is incorporated in a form of wireless communication termed as the broadcast channel.
iv
Lay Summary
In the broadcast channel, multiple users are served concurrently using the same RF spectrum
resources. Therefore, the available RF spectrum resources are better utilized. In this thesis,
using a theoretical analysis and Monte Carlo simulation results, the performance of the new
architecture is characterized and compared against the corresponding performance of the SotA
benchmark systems. In addition, inspired by the potential of SM and receive space modulation,
a new distributed communication architecture, based on SM and receive space modulation, is
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1.1 About this Thesis
Since the invention of Radio Frequency (RF) wireless communication, its spread in modern life
has been constantly increasing. Especially after the introduction of the first cellular systems in
1970s, the use of wireless communication has changed from a simple voice service to more
complicated and data rate demanding services, such as real time video. The main factor for
this change is the developments in Information and Communications Technology (ICT) [2].
Due to these developments, the cost of wireless communication is decreased, while, the pro-
vided Quality of Service (QoS) is rapidly increased. Modern wireless communication systems
are now used in an increasing number of applications, such as information retrieval from the
Internet and social networking. Furthermore, in the future, wireless networks are expected to
accommodate the Internet of Things, where a wide range of devices and network architectures
needs to be connected [3].
Therefore, the data rate requirement of the future wireless networks becomes even more de-
manding [2, 4]. As demonstrated in Fig. 1.1, Cisco forecasts that in 2018, the data traffic of
portable devices is expected to reach up to 15.9 Exabyte (EB) per month. As shown by Claude
Elwood Shannon in [5], the most effective pathway for higher data rates is the usage of more
RF spectrum. In cellular communication systems, this is achieved by spatially reusing the avail-
able RF spectrum. Indeed, throughout the different generations of cellular systems, higher data
rates have been achieved by using additional RF spectrum. However, the available RF spec-
trum is limited and licensed. Thus, it is a very expensive and valuable resource. For this reason,
any technique that offers higher data rates without the use of additional RF resources becomes
increasingly desirable.
A link level technique that is able to offer higher data rates without additional RF resources is
Multiple-Input Multiple-Output (MIMO) communication. Its main characteristic is the use of
multiple antennas at both the transmitter and the receiver. It has been shown theoretically that
the channel capacity of a MIMO system scales linearly with m = min(Nt, Nr), where Nt and
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Figure 1.1: Forecast of mobile data traffic per month, between the years 2013 and 2018, as
provided by Cisco [1].
Nr are the number of transmit and receive antennas, respectively [6, 7]. After its information-
theoretical evaluation, multi-antenna communication became the main area of research in wire-
less communication. Since the publication of [6, 7], several MIMO architectures with different
characteristics have been proposed. For example, high data rates are achieved using Spatial
MultipleXing (SMX) [6]. In SMX systems, multiple parallel streams of binary information
are established from the transmitter to the receiver. Also, multi-antenna communication can
benefit from spatial diversity. Spatial diversity offers better Bit Error Rate (BER) performance
by imposing spatial and temporal redundancy to the transmitted signal [8, 9]. Also, the deploy-
ment of multiple antennas allows the use of advanced signal processing techniques that deliver
higher receive Signal-to-Noise Ratios (SNRs) [10].
Unfortunately, in a practical system, the implementation of MIMO communication imposes
a number of challenges. The main challenge is the requirement of multiple RF chains in the
transceiver [11]. Usually, in MIMO communication the number of RF chains equals to the
number of antennas in the transmitter. Indeed, RF chains are circuits that do not follow the
Moore’s law. Therefore, as time passes, the efficiency of the RF chains is not expected to follow
the progress of the efficiency of the rest of the circuitry. Hence, a practical implementation of a
MIMO architecture may be challenging and expensive. Furthermore, a RF chain incorporates
a Power Amplifier (PA) which is the main power consumer in the transmitter. Especially, this
2
Introduction
is the case when the transmitter is a Base Station (BS) [12, 13]. Thus, a smaller number of RF
chains may result in higher Energy Efficiency (EE). In addition, the computational complexity
of the MIMO transceiver could become prohibitively high. For example, this is the case for
SMX architectures when Maximum Likelihood (ML) detection is used. Clearly, there is a
significant interest in new MIMO schemes that do not require multiple RF chains and do not
significantly increase the complexity of the transceiver. Such a MIMO scheme, which does not
use Channel State Information at the Transmitter (CSIT), is Spatial Modulation (SM) [14–16].
In SM, the transmitter uses its antennas in a way that only one RF chain is required. Briefly,
the operating principle of SM is as follows. Provided that the impulse responses of the chan-
nels between each transmit antenna and all receive antennas are different, the bit-stream to be
transmitted is divided in two portions. Note that, here, it is assumed that the number of transmit
antennas is a power of two. The first portion of bits is used for the selection of the single active
transmit antenna. Whereas, the second portion of bits is transmitted using a conventional sym-
bol drawn from a standard constellation, such as Quadrature Amplitude Modulation (QAM).
At the receiver side, an optimum single-stream ML detector is used in order to jointly detect the
transmitted standard symbol and the index of the active antenna. In this way, the transmitted
bit-stream is reconstructed at the receiver. The main advantages of SM can be summarized as:
i) SM is able to achieve a multiplexing gain with the activation of a single transmit antenna; ii)
SM does not require Inter-Antenna Synchronization (IAS) at the transmitter; iii) the complexity
of the transmitter does not scale (significantly) with the increase of its antennas; and iv) SM
offers increased EE due to its single RF chain configuration. For these reasons, SM can be
considered as an alternative and promising point-to-point MIMO scheme.
During the last decade, EE in wireless cellular networks has been a popular research field
due to economical and environmental reasons [17, 18]. From an operator’s point of view, an
efficient way to reduce its operational cost is to decrease the energy consumption of its network.
In addition, the increasing evidence for the human-made climate change strongly drives the
research on more energy efficient (green) solutions in wireless communication. Therefore,
this thesis aims to propose a framework which quantifies the EE gains of SM compared to
conventional MIMO schemes.
Inspired by the concepts of conventional SM [16] and Multi-Stream Spatial Modulation (MS-SM)
[19], the authors of [20, 21] apply the concept of space modulation at the side of the receiver.
In this thesis, the schemes of [20, 21] are termed as Receive-Spatial Modulation (R-SM) and
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Multi-Stream Receive-Spatial Modulation (MSR-SM), respectively. Instead of activating only
one antenna at the transmitter as SM, R-SM receives the transmitted signal at only one antenna
at the receiver. Explicitly, the transmitter activates all of its antennas and, using linear precod-
ing with CSIT, targets at only one receive antenna. Thus, the index of the receiving antenna can
be used by the transmitter as an additional mechanism for conveying information. In a similar
way, MSR-SM, using linear precoding, spatially modulates binary information to the indices
of multiple receiving antennas. In an idealistic scenario of precoding, the transmitter possesses
Perfect-Channel State Information at the Transmitter (P-CSIT). However, in a practical sys-
tem implementation, supplying the transmitter with accurate CSIT is a difficult task. Thus, the
precoding designs should be robust under imperfect or partial CSIT. In this thesis, initially, it
is assumed that the transmitter is supplied with P-CSIT. Under this assumption, the statistical
description of the wireless channel is used for the development of a theoretical analysis for the
Average Bit Error Probability (ABEP), diversity order, and coding gain of R-SM and MSR-SM.
In the next step, assuming Imperfect-Channel State Information at the Transmitter (I-CSIT),
two precoding methods which deploy I-CSIT in a statistical or worst-case form are proposed.
Also, the performance evaluation of R-SM and MSR-SM under channel imperfections in the
transmitter is provided.
A MIMO technique that is able to deliver high data rates in a Multi-User (MU) framework
without the use of additional radio resources is Space Division Multiple Access (SDMA) [22,
23]. Indeed, the broadcast channel for the downlink and the Multiple Access Channel (MAC)
for the uplink serve multiple users concurrently in the same radio resources. This is done
via the deployment of signal processing techniques which eliminate inter-user interference.
Although SDMA schemes inspired by SM have been researched in [24, 25], the incorporation
of conventional SM in a SDMA system is a challenging problem and still open. Therefore, this
thesis explores the deployment of R-SM and MSR-SM in the broadcast channel.
As noted, conventional MIMO techniques encounter a number of native problems in a real
system implementation. In order to overcome these problems, research has focused on Vir-
tual Multiple-Input Multiple-Output (VMIMO) systems. The main concept behind VMIMO
systems is to provide low complexity system implementations by incorporating MIMO and re-
lay techniques. In a VMIMO system, multiple remote nodes cooperate in order to construct
a transmission mechanism which virtually mimics a centralized MIMO technique. Over the
recent years, there have been many proposals which combine the concepts of SM and relaying
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in a virtual distributed scenario, such as [26, 27]. Inspired by the concepts of VMIMO, SM,
and R-SM, the intention of this thesis is to propose a dual hop architecture which incorporates
these concepts in a novel way.
1.2 Contributions
The main objective of this thesis is to study and extend the concept of SM in MIMO wireless
communication systems. In more detail, this thesis focuses on: i) the energy evaluation of SM
in the downlink when Time Division Multiple Access (TDMA) is the multiple access scheme;
ii) the performance assessment of the extension of space modulation at the receiver side, i.e.
R-SM and MSR-SM; iii) the incorporation of receive space modulation in a SDMA scheme
for the downlink, i.e. the broadcast channel; and iv) the formation of a relay-based VMIMO
scheme based on the concepts of SM and R-SM. The main contributions and novelties of this
thesis are provided in what it follows.
In the first technical contribution of this thesis, an assessment of the EE of SM, in different
types of BS, is provided. The considered types of BS are macro, micro, pico and femtocell BS.
In more detail, a framework that quantifies the EE (in Mbit/J) and the power supply (in W) of
SM in a BS is proposed. This framework assumes a TDMA multiple access scheme. Further-
more, it uses the Energy Aware Radio and neTwork tecHnology (EARTH) power model for the
energy assessment. The EARTH power model expresses the relation between the RF power
transmission of a BS and its power supply [28]. It is shown that for the same RF power trans-
mission, the power supply of a BS which deploys SM is decreased linearly with the number of
RF chains required by the same BS when the transmission technique is selected from conven-
tional MIMO. The considered conventional MIMO techniques that serve as benchmark systems
are: i) Space-Time Block Coding (STBC) [29]; ii) Multiple-Input Single-Output (MISO) with
only transmit diversity [6]; and iii) MIMO [30], when the transmitter is not supplied with CSIT.
The average data rate of different BSs (macro, micro, pico and femtocell BS), with respect of
the total power supply, are derived using the fundamental limit of channel capacity and Monte
Carlo simulations. From this study, it is concluded that for all types of BS, SM provides a
range of data rates with significantly less power supply compared to the benchmark systems. In
addition, using the same framework, the EE (in Mbit/J) of SM and of the benchmark systems is
provided. Also, it is shown that the benchmark systems can be up to 67% less energy efficient
compared to SM. It is shown that the EE of all MIMO transmission schemes (including SM) is
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maximized for a certain average data rate. Note that the average data rate for which the EE is
maximized is different for each considered MIMO transmission scheme.
The second technical contribution of this thesis deals with the evaluation of R-SM and MSR-SM.
Initially, the theoretical analysis of the ABEP of R-SM and MSR-SM in uncorrelated Rayleigh
channels is provided. This is done when P-CSIT is available and the deployed precoding
method is Zero Forcing (ZF). An accurate statistical framework is used for the characterization
of the received signal. Using this framework, novel and analytical bounds that characterize
the ABEP of R-SM and MSR-SM are obtained. Note that, in this thesis, the complete statisti-
cal description of the wireless channel is considered without any simplification. Furthermore,
the diversity order and coding gain of R-SM and MSR-SM are obtained. Monte Carlo simu-
lation results are used for the verification of the derived bounds. The performance of R-SM
and MSR-SM is compared against the performance of the corresponding conventional MIMO
scheme. It is concluded that R-SM is able to offer the same or better BER performance as
conventional MIMO only when the spectral efficiency is low and the number of transmit and
receive antennas is low. In addition, it is shown that MSR-SM outperforms the corresponding
conventional MIMO when the number of the multiple parallel spatially modulated data streams
is close to the number of receive antennas. Furthermore, two regularized linear precoding
methods are proposed when realistic I-CSIT is available. The first precoder is obtained using
statistical I-CSIT, while, the second precoder employs worst-case I-CSIT. In addition, using
an analytical framework, the instantaneous and the average power of all precoders used in this
thesis are studied.
The objective of the third technical contribution of this thesis is to incorporate the concepts of
R-SM and MSR-SM in a SDMA framework for the downlink, i.e. the broadcast channel. In
the proposed architecture, multiple users are served from a transmitter, which can be consid-
ered as a BS. Both the BS and the multiple users possess multiple antennas. The operating
principle of the proposed architecture requires that the transmitter establishes multiple parallel
and non-interfering data streams to the distributed users. This is done by using linear precoding
under the presence CSIT. Here, the ZF precoder is selected as the deployed precoder, due to
its low complexity. The established data streams are designed in such way that binary infor-
mation is transferred to the remote users using R-SM or MSR-SM. The evaluation of the new
architecture is conducted using the BER metric and Monte Carlo simulations. A comparison
between the performances of R-SM, MSR-SM, and the corresponding benchmark system is un-
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dertaken. The benchmark system deploys conventional MIMO communication with the same
linear precoding method as R-SM and MSR-SM. In order to confirm the simulation results, the
theoretical ABEP of each user and of the whole system is obtained. The performance of the
new architecture is also characterized by deriving its diversity order and coding gain. Note that
in the theoretical analysis, the large scale channel effect of different users is taken into account.
This is done in order to capture the effect of the geographical distribution of different users.
The fourth technical contribution of this thesis focuses on the proposition of a novel dual hop
VMIMO architecture based on the concepts of SM and R-SM. The new distributed system,
called Dual Hop-Hybrid Spatial Modulation (DH-HSM), deploys Decode-and-Forward (DF)
as the relaying protocol. The aim of DH-HSM is to transfer binary information from a Source
Node (SN) to a Destination Node (DN) through multiple Relay Nodes (RNs). In DH-HSM,
the spatial position of the RNs is exploited for information conveyance in addition to, or even
without, to the conventional way. In order to keep the complexity of the RNs and DN low,
while at the same time increasing the system performance, the SN deploys linear precoding
with CSIT. In this way, information is transferred from the SN to the RNs using R-SM. The
RNs are able to employ a centralized coordinated or a distributed uncoordinated detection algo-
rithm, depending on their ability to communicate. The BER metric and Monte Carlo simulation
results are employed for the evaluation of DH-HSM against the: i) single relay; ii) best relay
selection; and iii) distributed STBC VMIMO schemes; and iv) the direct communication link.
It is demonstrated that DH-HSM offers significant SNR gains, which can be as high as 10.5 dB
for a very large scale system setup. Finally, an analytical framework for the evaluation of the
ABEP is developed. In this way, a verification for the presented simulation results is provided.
1.3 Thesis Outline
In the following, an outline of this thesis is given. Initially, in Chapter 2, a historical overview
of the evolution of modern wireless communication is provided. The concept of MIMO com-
munication is then introduced. It is explained why MIMO communication has been attract-
ing high levels of attention from the research community. Furthermore, the categorization of
MIMO architectures is outlined. Also, new trends in the research of MIMO are presented. The
main limitations and challenges of MIMO communication, in a real system implementation,
are summarized. The concept of SM as an alternative MIMO scheme, which alleviates or elim-
inates some of the previous challenges, is introduced. Finally, a brief overview of the published
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research of SM and its extensions is given.
In Chapter 3, an energy evaluation of SM in a BS is undertaken when: i) TDMA is deployed
for multi-user communication and ii) a realistic model for the wireless channels and also for
the total power consumption is considered. In more detail, the wireless channels are produced
using the model of [31]. Furthermore, the EARTH power model is considered. This model
relates the RF power transmission to the total power supply of a BS [28]. Using the channel ca-
pacity, it is shown that, for a range of data rate, SM achieves the same data rate as conventional
MIMO architectures with significantly less power supply. The EE of SM, in terms of Mbits/J,
is provided. It is shown that SM can be more energy efficient than conventional MIMO system.
In Chapter 4, the focus is on R-SM and MSR-SM and on the theoretical evaluation of their
ABEP when: i) the wireless channel is uncorrelated and follows a Rayleigh distribution; ii) the
transmitter is supplied with P-CSIT; and iii) the employed linear precoding method is based
on the ZF principle. As the assumption of P-CSIT is not realistic, the evaluation of R-SM
and MSR-SM under I-CSIT is conducted. In addition, in this chapter, two new linear pre-
coding methods which deploy I-CSIT are proposed. The first precoder is designed under the
assumption of statistical I-CSIT. Whereas, the second precoder uses worst-case I-CSIT. Fi-
nally, analytical studies of the instantaneous and average power of all precoders deployed in
this thesis are given.
In Chapter 5, the formation of a new SDMA scheme for the downlink is presented. The new
scheme is based on the concepts of R-SM and MSR-SM. In the proposed architecture, multiple
users are served using R-SM or MSR-SM. The BER performance of the new scheme is com-
pared against the performance of the corresponding conventional MIMO scheme, revealing its
limitations and potentials. Furthermore, in Chapter 5, a theoretical framework for the evalua-
tion of the ABEP, diversity order, and coding gain of the new architecture is developed. This is
done using the union bound technique. Note that this framework considers the effect of large
scale fading.
In Chapter 6, a new and novel VMIMO architecture termed as DH-HSM is proposed and stud-
ied. In DH-HSM, communication between a SN and a RN is achieved with the cooperation of
multiple RNs. This is done in two hops. During the first hop, transmission is done using R-SM,
while during the next hop, SM is deployed. The main advantages and limitations of the new ar-
chitecture are provided. In more detail, the BER performance of DH-HSM is compared against
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Figure 1.2: Structure of this thesis.
the corresponding performance of four benchmark systems. Finally, the ABEP performance of
DH-HSM is studied theoretically using the union bound technique.
In Chapter 7, the conclusion and summary of this thesis are provided. Furthermore, the limi-
tations and potential future extensions of this thesis are also presented.
Finally, an illustration of the structure of this thesis is presented in Fig. 1.2. Also, Fig. 1.2
demonstrates the relation among the different chapters.
1.4 Summary
This chapter provided the main motivation behind this thesis. Also, it presented a brief overview
of the technical contributions and novelties of this thesis. In this context, Chapter 1 outlined the
EE gains of SM. Furthermore, it briefly described the extension of the concept of SM: i) at the
receiver side; ii) in a multi-user system based on R-SM and MSR-SM; and iii) in a VMIMO




2.1 The Evolution of Modern Wireless Communication
The era of modern wireless communication began in 1885 when Guglielmo Marconi demon-
strated the first implementation of a radio telegraph. A few years later, in 1898, Marconi was
able to establish a wireless communication via the English canal from Wimereux to Dover.
The work of Marconi was enabled by the theoretical work of James Clerk Maxwell and the
experimental results of Heinrich Rudolf Hertz [32]. In 1886, Maxwell predicted the existence
of electromagnetic waves and described them using a mathematical theory. The experimental
confirmation came a year later in 1887 from Hertz who was able to design the transmission and
reception of radio pulses.
As radio technology was maturing, in 1921 the first land mobile application of the new radio
wireless technology took place from the Detriot police department. Using radio transceivers (at
2 MHz) installed in police cars, a telephone system was implemented offering voice services.
The advantages of this new technology became clear. However, the spread of the new technol-
ogy was constrained by the channel scarcity in low frequency bands. Therefore, the wireless
systems began to use higher frequency bands in order to offer more links.
An important milestone of the evolution of the wireless systems which enabled high quality
in wireless communications is the concept of Frequency Modulation (FM), invented by Edwin
Howard Armstrong in 1933. In 1946, Bell Systems produced a wireless system which was
connected with the public telephone network. Around the same time, a similar system using
FM was introduced by AT&T. This system was called the Improved Mobile Telephone Service
(IMTS). Both systems were offering wireless coverage in a certain area using a fixed number
of wireless channels. Today, these systems are considered to belong to the 0G pre-cellular era.
As the number of users was increasing and communication was conducted using full duplex
channels, the frequency bandwidth became a valuable resource that had to be treated carefully.
An effective technology that mitigated this problem and still in use today, was invented by Bell
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Labs in 1947. This technology is the well known concept of cellular communication. Cellu-
lar systems are able to increase the number of served users by dividing a given geographical
area into multiple cells. Each cell is allocated a portion of the available bandwidth in such
way that interference between neighboring cells is avoided or reduced. The first analog cellu-
lar architecture was introduced by AT&T in 1970 and it was called Advanced Mobile Phone
Service (AMPS). In this way, the era of First Generation (1G) wireless communication com-
menced. During the deployment of 1G, different standards were used around the globe. For
example, Nordic countries, Switzerland, Netherlands, Eastern Europe, and Russia were us-
ing the Nordic Mobile Telephone (NMT) standard; the AMPS standard was adopted in North
America and Australia; United Kingdom had developed the Total Access Communications
System (TACS) standard; and West Germany, Portugal, and South Africa were using the C-450
standard. In general, 1G systems were able to offer a data rate ranging between 28 and 56
Kilobits per second (Kbps), and only for voice services.
The next step of the evolution of the wireless systems was the introduction of the Second Gen-
eration (2G) cellular systems. The main differences between 1G and 2G systems is that: i)
2G is solely based on digital communication; ii) 2G uses digital encryption; iii) the available
bandwidth is used more efficiently; and iv) 2G offers data services, such as text and picture
messages. Due to these reasons, 1G systems were replaced by 2G architectures. The multi-
plexing methods that 2G systems use are TDMA and Code Division Multiple Access (CDMA).
The most well-known 2G wireless standards are: i) the Global System for Mobile commu-
nications (GSM), which is TDMA-based; and ii) the Interim Standard 95 (IS-95), which is
CDMA-based. Despite the introduction of new standards, 2G systems are still in use in some
parts of the globe. For example, various providers in Australia, Canada, and USA are planning
to shutdown 2G in 2016.
The ever increasing demand for higher data rates caused the introduction of the Third Gener-
ation (3G) cellular systems. The development of 3G started since early 1980, while its com-
mercial release was in Japan in 2001. The objective of 3G systems is to offer voice and data
services. Especially for data services, the aim of 3G is to accommodate high data rate demand-
ing applications such as mobile and fixed Internet access, video calls, and mobile television.
The typical minimum data rate of 3G systems is 200 Kbps. However, later releases of 3G,
often termed as 3.5G or 3.75G, offer data rates which can attain up to several Megabits per
second (Mbps). The multiplexing techniques that 3G architectures use are TDMA, CDMA,
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Frequency Division Multiple Access (FDMA), and Orthogonal Frequency-Division Multiple
Access (OFDMA). Note that 3G incorporates the first use of multi-antenna communication.
The latest phase in the story of cellular systems is the Fourth Generation (4G) architectures.
The 4G architectures offer, in addition to the existing voice and data applications of 3G, ultra-
broadband Internet access. In this way, high data rate demanding applications are provided,
such as gaming, high-definition television, and cloud computing. The main characteristic of
4G is its ability to offer a peak data rate of 100 Mbps in high mobility and 1 Gigabit per second
(Gbps) in low mobility, using OFDMA transmission. Note that these data rates can be further
increased with the deployment of multi-antenna communication. However, 4G could employ
single carrier-FDMA, interleaved-FDMA, and multi-carrier CDMA. Note that 4G relies on
all-Internet Protocol (IP) based communication.
As noted, the main impetus for the evolution of wireless communication systems has been the
ever increasing demand for higher data rates. The theory that quantifies the theoretical upper
limit of the data rate of a communication system was given by Claude Elwood Shannon in 1948,
in his widely acknowledged paper entitled “A Mathematical Theory of Communication” [5].
Even though Shannon did not provide the way to be followed in order to achieve this theoretical
limit, he provided, in addition to his limit, a quite compact theoretical framework that enables
the design and theoretical evaluation of complex communication systems.
For example, the channel capacity for a simple Single-Input Single-Output (SISO) wireless








where, h represents the channel coefficient; P is the transmitted power in W; W is the avail-
able bandwidth in Hz; N0 is the noise spectral density; and CSISO is the channel capacity.
From (2.1), provided that the system designer cannot control the random wireless channel and
noise, the only way to increase the channel capacity is to provide additional bandwidth or to
increase the transmitted power. As shown from (2.1), additional bandwidth causes a linear in-
crease of the capacity, while higher transmitted power results in a logarithmic capacity increase.
However, the parameter bandwidth is limited and usually very expensive. In addition, the unso-
phisticated increase of the transmitted power usually causes more problems than benefits when
the SISO channel is part of a complex cellular system. This analysis can be extended to most
of the modern wireless systems using similar reasoning. Due to these reasons, any candidate
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solution for the future wireless networks has to consider the parameters bandwidth and trans-
mitted power very carefully. A promising solution that might overcome the native constraints
of (2.1) is multi-antenna communication. The main innovation of multi-antenna communica-
tion is the introduction of the parameter space, which offers data rate benefits without requiring
any additional radio resources.
2.2 The Breakthrough of MIMO Communication
The concept of MIMO communication dates from the early 1970s. One of the first research
published on MIMO communication is [33]. In addition, the concept of smart beamforming
was introduced since early 1980s [34]. However, the interest in MIMO systems was prompted
after the publication of [6, 7], in the late 1990s. These papers demonstrate the capacity potential
of multi-antenna communication.
Since the late 1990s, the interest in MIMO wireless systems has increased exponentially. The
extensive research of MIMO wireless communication systems has produced several architec-
tures, which aim for different applications scenarios and have different characteristics. In gen-
eral, MIMO systems are classified in five categories. The first category includes systems which
achieve high data rate by using parallel symbol streams (spatial multiplexing). In the second
category, schemes that are oriented to achieve diversity benefits and lower BER can be found.
Array processing gains and higher receive SNR is the objective of the third category of MIMO.
An example of this category is the linearly precoded systems using CSIT. The fourth cate-
gory is composed by VMIMO systems, where multiple remote elements cooperate in order
to form a distributed MIMO architecture. The fifth category includes systems which combine
characteristics from the previous categories.
2.2.1 MIMO Communication: Data Rate Potential
In a single user point-to-point MIMO wireless communication system, such as the one in Fig.
2.1, a transmitter with Nt antennas communicates with a receiver with Nr antennas via a wire-
less channel. Provided that the wireless channel is frequency flat and slow fading, for each


















































In a compact form, the previous equation is written as:
y = Hx+w. (2.3)
In (2.3), y denotes the Nr × 1 received signal vector. The i-th element of y, yi, represents
the received signal at the i-th antenna of the receiver. The wireless channel is written as H ∈
CNr×Nr , where its (i, j) element, hi,j , i = 1, . . . , Nr and j = 1, . . . , Nt, is the channel gain
between the j-th transmitting antenna to the i-th receiving antenna. The Nt × 1 transmitted
signal vector is denoted as x, with its j-th element, xj , being the transmitted signal from the j-
th transmit antenna. Finally, w ∈ CNr denotes the complex vector of Additive White Complex




represents the i-th element
of w, with σ2w = WN0/Nr . Note that (2.3) describes: i) a SISO system by setting the number
of transmit and receive antennas equal to one (Nt = Nr = 1); ii) a MISO system by setting
Nt > 1 and Nr = 1; and iii) a Single-Input Multiple-Output (SIMO) system by setting Nt = 1
and Nr > 1.
In practice, the wireless channel is affected by large and small scale fading. Large scale fading
refers to fading due to the signal pathloss and shadowing from large objects, such as buildings.
In general, large scale fading is frequency independent and changes over distances of several
carrier wavelengths. Furthermore, small scale fading occurs due to the multi-path nature of
the transmitted signal. In small scale fading, multiple replicas of the same signal arrive with
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different delays at the receiver and have a constructive or destructive effect. Small scale fading
varies over distances of the order of the carrier wavelength.
Small scale fading results in a wireless channels which is: i) frequency selective or flat and ii)
slow or fast fading. More specifically, if a narrowband signal with a bandwidth, B, is transmit-
ted over a wireless channel with a coherence bandwidth equal to Bc and it holds that, B ≪ Bc,
the wireless channel is referred as frequency flat. In this case, the fading is practically the same
for whole signal bandwidth. In contrast, when it holds that, B ≫ Bc, the channel amplitude
is frequency dependent and takes different values for different frequencies. In this case, the
wireless channel is referred as frequency selective. Note that a flat wireless channel does not
result into Inter-Symbol Interference (ISI) at the receiver, while, a frequency selective channel
imposes ISI at the receiver. In alignment with [30], the channel is considered to experience
slow fading when Tc ≫ Ts, where, Tc is the coherence time and Ts is the signaling period;
when Tc ≪ Ts, the channel is in fast fading. In this chapter, the effect of large scale fading is
not considered.
The main rationale behind MIMO systems is their high spectral efficiency [6, 7]. In order to
demonstrate the spectral efficiency advantages of MIMO communication over SIMO, MISO,
and SISO communication, the metric of channel capacity is employed. The channel capacity
of a point-to-point MIMO system with Nt transmit and Nr receive antennas, and no CSIT is
given as:


















where, λ2i is the i-th ordered eigenvalue of HH
H . As shown in [6, 7] and reproduced in (2.4),
when the channel is full rank due to rich scattering, the capacity of a MIMO system scales
approximately linear with m = min (Nt, Nr).
























































Figure 2.2: Data rate versus SNR (dB) of SISO, SIMO (1×4), MISO (4×1), and MIMO (4×4
and 16 × 16) systems, when the available bandwidth is 200 KHz and the wireless
channel follows a Rayleigh distribution.
In (2.6), hMISO denotes the row MISO channel vector. The capacity of a SISO system is given
in (2.1).
Under the assumption that the wireless channel follows a Rayleigh distribution, with H ∼
CN (0, IN2r×N2r ), the achieved data rate, in terms of ergodic capacity, can be evaluated us-
ing Monte Carlo simulation results. For the numerical evaluation of the ergodic capacity of a
MIMO, SIMO, MISO, SISO system, (2.4), (2.5), (2.6), and (2.1), are deployed, respectively.
Fig. 2.2 shows the data rate (ergodic capacity) of a: i) SISO; ii) 1× 4 SIMO; iii) 4× 1 MISO;
iv) 4×4 MIMO; and v) 16×16 MIMO system. The utilized bandwidth is 200 KHz. As shown
in Fig. 2.2, SISO communication offers 1.17 Mbps at 20 dB. This data rate is restrictive for
future wireless applications, such as mobile high definition television. An improvement, which
increases the data rate to 1.69 Mbps at 20 dB, is possible with the use of multiple antennas at
the transmitter (MISO) or at the receiver (SIMO). However, the joint use of multiple antennas
at both communicating ends provides a significant data rate potential. In more detail, a 4 × 4
MIMO system increases the data rate to 4.28 Mbps at 20 dB. In addition, a 16 × 16 MIMO
system offers a significantly higher spectral efficiency, which attains to 12.02 Mbps at 14 dB.
The main conclusion of this brief analysis is that MIMO communication is able to offer sig-
nificantly higher spectral efficiency than SISO, SIMO, and MISO communication. Especially,




From an information-theoretical point of view, multi-antenna communication is a very promis-
ing and effective solution for the future wireless networks; but, MIMO is more than this. Multi-
antenna communication is able to obtain multiplexing or diversity gains. Furthermore, MIMO
systems can deploy advanced signal processing techniques, such as linear precoding, which
deliver higher receive SNRs.
2.2.2 Multiplexing Architectures
In Section 2.2.1, the high information-theoretical data rate potential of MIMO communication
is shown; but, how can this data rate be achieved by a practical system? A possible answer could
be given by SMX architectures. The main principle of SMX systems relies on the creation of
m parallel and independent symbol streams from the transmitter to the receiver. Usually, m
is set equal to m = min (Nt, Nr). In SMX systems, every symbol period, the bitstream to
be transmitted is divided into m sequences. Each sequence is encoded via a point of a conven-
tional constellation, such asM -ary QAM or Phase Shift Keying (PSK), and transmitted through
the same MIMO channel. At the receiver side, the transmitted bit-stream is reconstructed by
detecting the independent parallel streams.
The concept of SMX has its origin in the early 1990s and the research published in [35]. Since
then, a wide variety of SMX architectures have been proposed. The SMX architectures can be
categorized based on the: i) structure of the transmitter; ii) structure of the receiver; iii) form of
channel coding; and iv) the treatment of the frequency selectivity of the channel.
However, the focus on this section is on a scenario where the MIMO channel is frequency
flat, the receiver possesses Perfect-Channel State Information at the Receiver (P-CSIR), and no
CSIT is available. Furthermore, there is no channel coding. In this case, the receiver is able
to employ either the optimum ML detector or a suboptimal one. The most important detection
methods for the SMX architectures are presented in Table 2.1. The considered methods are:
i) ML detection; ii) sphere decoding; iii) linear processing; and iv) Bell Laboratories Layered
Space-Time (BLAST) decoding. Also, in Table 2.1, the advantages and the disadvantages
of each method are summarized. A detailed discussion for each method is provided in what
follows.
Initially, the focus is on the ML detector. Provided that the baseband system equation is given
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Method Advantages Disadvantages References
ML Optimum performance High computational complexity [36]
Sphere Decoding Near optimal performance A trade-off between complexity [37–40]
and performance
Linear processing Suboptimal performance Low complexity [41, 42]
BLAST Better performance than Higher complexity than
linear processing linear processing [43–47]
Table 2.1: Detection methods for Spatial Multiplexing Architectures.
from (2.3) and each transmit antenna emits a different symbol, the ML likelihood detector




where, x̃ is the detected symbol vector. In (2.7), each element of x and x̃ belongs to the
employed constellation M. Despite (2.7) guarantees the optimum BER performance, its com-
plexity can be prohibitively high in a real system implementation. In more detail, due to the
brute force search over all of the possible transmitted vectors x, the complexity of (2.7) follows
a exponential increase in complexity [36]. Clearly, as the order M of the deployed constella-
tion M and the number of transmit antennas Nt increase, the complexity scales to unacceptable
levels.
Due to severity of the complexity of ML detection, several suboptimal detection methods have
been developed. A solution that is able to deliver near optimal performance is sphere decod-
ing [37–40]. The main concept behind sphere decoding is that it benefits from the statistical
description of noise in order to reduce the search space of (2.7) to only a subset of all possible
transmitted vectors x. This can be undertaken by searching only through the vector symbols
that lie in a hypersphere of a certain radius. The selection of the value of the radius determines
a trade-off between the complexity of the receiver and the BER performance.
Linear processing is an alternative low complexity method that can be deployed at the receiver.
However, this method can be applied only in system setups where the number of transmit anten-
nas is less or equal to the number of receive antennas (Nt ≤ Nr). This constraint guarantees
that the MIMO channel matrix is not rank deficient. The baseband system representation of
such a system is given as:
y = WHx+w, (2.8)
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where, W ∈ CNt×Nr is the employed linear equalizer. All other parameters of (2.8) are defined
as (2.3). Usually, the design of W is based on the well known ZF or Minimum Mean Square
























Both equalizers of (2.9) and (2.10) have the ability to decouple the parallel symbol streams by
eliminating (ZF) or reducing (MMSE) the Inter-Channel Interference (ICI). In this way, after
the equalization procedure, the receiver has the option to deploy m single stream detectors (one
per stream), which collectively have a significantly lower complexity. Unfortunately, linear
processing at the receiver is a suboptimal technique that has poor performance, especially when
ZF equalization is deployed. It is well known that ZF equalization amplifies the level of noise
when the channel is in deep fade. Furthermore, MMSE outperforms ZF equalization in low
SNRs, while in high SNRs, ZF approaches the performance of MMSE equalization. Due to its
simplicity and low complexity, linear processing has received significant interest from industry.
Layered detection at the receiver has been proposed in order to obtain a better performance
than linear processing but with a small complexity increase [43]. The introduction of layered
detection in the framework of MIMO has been done in [44]. These types of algorithms are
known as nulling and canceling or BLAST. They resemble to the concept of Successive In-
terference Cancellation (SIC) which initially was deployed in multiuser CDMA detection. In
general, the operating principle of BLAST is as follows: i) for a block of symbols, during
which the channel does not change, the receiver computes either the ZF or the MMSE equal-
izer; ii) the stream with the higher SNR is selected; ii) using the appropriate nulling vector from
the linear equalizer, the selected stream is detected while the rest of the streams are treated as
interference; iii) the received signal from the selected stream is subtracted; and iv) the steps
between i) and iii) are repeated until all streams are detected. The error performance of each
stream (layer) of BLAST is different. Furthermore, this form of algorithms experiences an error
propagation between different layers. The performance analysis of Vertical-Bell Laboratories
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Layered Space-Time (V-BLAST), which is a special case of layered detection, is conducted in
[45]. Since the appearance of the concept of BLAST, many variations have been proposed.
These variations aim to reduce its complexity [46] or to increase its performance [47].
2.2.3 Diversity Achieving Architectures
In the previous subsection, it is shown how multi-antenna communication increases the system
spectral efficiency by using SMX. In addition to the SMX gains, MIMO communication is
able to achieve lower BER by deploying spatial diversity techniques. However, diversity can
also be used as an indirect way of increasing the data rate when it is combined with adaptive
modulation.
In general, diversity techniques are categorized into two types, the large and small scale tech-
niques. Large scale diversity or macrodiversity is connected with the phenomenon of shadow-
ing [23, 48, 49]. In contrast, small scale techniques are connected with the small scale fading.
The focus in this section is only on small scale diversity. The small scale diversity techniques
are divided into the following broad subcategories: i) temporal diversity; ii) frequency diver-
sity; and iii) spatial diversity [50]. In temporal diversity techniques, channel coding and time
interleaving is used for the reduction of the effect of small scale fading. This has the disad-
vantage of higher delays and reduced bandwidth efficiency. Frequency diversity is a form of
diversity that can be applied in wideband systems. It is obtained by transmitting the same signal
via different frequency channels. Finally, spatial diversity is achieved with the introduction of
spatial and temporal redundancy or the selection of the best available channel. In the first case,
the same signal is transmitted (and/or received) by multiple antennas in different signaling pe-
riods, while in the latter case, the signal is transmitted and/or received by the antenna(s) with
the best channel(s).
A form of spatial diversity is receive diversity, which is suitable for SIMO systems. In receive
diversity systems, the receiver is equipped with multiple antennas and performs linear combin-
ing using Channel State Information at the Receiver (CSIR). The optimum method, in terms of
detection or receive SNR, is Maximum Ratio Combining (MRC) [51]. A suboptimal method
that belongs in the same category is Equal Gain Combining (ECG) [52].
Transmit diversity is obtained by transmitting redundant signals from the multiple antennas
of the transmitter. In transmit diversity systems, the receiver can be supplied with a single or
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multiple antennas. There are schemes where the transmitter is not supplied with CSIT, such as
STBC [53], and schemes which benefit from the presence of CSIT, such as Maximum Ratio
Transmission (MRT) [54].
Although transmit diversity exists since the early work of [55], the focus of research increased
rapidly after the publication of the famous Alamouti code [8]. The Alamouti code can be
applied in 2 × Nr MIMO systems. It conveys two scalar symbols in two symbol periods. Its
main characteristic is that it achieves full transmit and receive diversity. The structure of the











where, the elements of X belong to the employed constellation {x1, x2} ∈ M. The baseband
system equation of the Alamouti scheme is given as:
Y = HX+Wn, (2.12)
which is the extension of (2.3) in order to accommodate two symbol periods. In (2.12), Wn is a
Nr×2 complex matrix which denotes the additive Gaussian noise over two symbol periods and
Y is a matrix whose columns represent the received signal in two symbol periods. Therefore,
in each symbol period, one column of X is transmitted. At the receiver side, every two symbol







Note that, by taking into account the structure of (2.11), it can be shown that (2.13) simplifies to
a form which results in linear computational complexity. For more details, the reader is referred
to [8].
The Alamouti code belongs to the general category of Orthogonal Space-Time Block Coding
(OSTBC). In OSTBC, the codeword design is based on orthogonal matrix designs. The main
characteristic of OSTBC systems is that they achieve full diversity [53]. However, usually
OSTBC experiences a rate reduction with respect to the uncoded single antenna transmission.
For a complex constellation, the only code that has full rate is the Alamouti code, while for a
real constellation, when the number of transmit antennas is less than 8, full rate can be ensured.
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The problem of rate reduction of OSTBC can be alleviated by using non-orthogonal STBC.
A type of non-orthogonal STBC that achieves full rate and transmit diversity is the diagonal
algebraic STBC [56]. A form of linear constellation precoding for STBC which outperforms
OSTBC is introduced in [57]. Another approach which relaxes the orthogonality constraint and
offers a higher data rate than OSTBC is the quasi-orthogonal STBC [58]. In general, quasi-
orthogonal STBC offers lower diversity than OSTBC. Note that many other types are reported
in the literature [59–62]. In contrast to the previous types, there are codes which provide a
normalized rate greater than one. For example, the linear dispersion codes are designed to
offer a trade-off between spatial multiplexing and diversity gains [63]. However, as shown in
[64], for all space-time wireless systems, there is a fundamental trade-off between diversity and
multiplexing gains. Finally, note that the concept of space-time transmission is extended to
non-coherent systems by using differential transmission [65].
An alternative concept that achieves diversity gains and allows low complexity system imple-
mentation is Antenna Selection (AS) [11]. In AS systems, a subset of the available sub-channels
of a MIMO wireless channel is selected to convey information from the transmitter to the re-
ceiver. The selected subset of sub-channels (among the available ones) is the one which offer
the highest receive SNR. This is done by keeping active only a portion of the available antennas
at the transmitter and receiver. In the extreme case, where only one antenna is kept active at
both sides of the transceiver, the diversity order is NtNr [11]. Furthermore, if more than one
antenna are kept active at the transmitter, multiple symbol streams can be established. Note
that AS can be combined with other multiplexing and diversity techniques. Clearly, the number
of RF chains at the transmitter and receiver equals to the number of active antennas. Given
that the receiver possesses CSIR, AS can be done efficiently at the receiver. However, if the
selection procedure involves the antennas of both communicating ends, the transmitter has to
be informed in advanced via a feedback link.
2.2.4 Beamforming Architectures
In addition to spatial multiplexing and diversity gains, multiple antennas at the transmitter can
be used for increasing the receive SNR and suppressing ICI at the receiver. In published re-
search, these types of systems are categorized as beamforming architectures. Generally, beam-
forming requires CSIT. In this case, when the channel reciprocity is not satisfied, a low rate
feedback link, from the receiver to the transmitter, needs to be established in order to transfer
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the required CSIT. This results in a closed-loop scheme. However, in Time Division Duplex-
ing (TDD) where the reciprocity principle can be considered as valid, CSIT can be acquired by
the transmitter by deploying a training sequence transmitted from the receiver. The beamform-
ing architectures can be classified in the following groups: i) phase shifters; ii) array processing
techniques; and iii) ICI suppression techniques. Each of the previous types has its own objec-
tive.
In receive antenna arrays, where multiple antennas are accommodated, the RF signals arrive
with different time delays at different antenna elements. This phenomenon causes phase shifts
between the different arriving signals. If the receiver is aware of these phase shifts, it can apply
phase shifters or delay elements in order to eliminate or reduce this phenomenon. Alternatively,
a similar approach can be deployed at the transmitter, given that it possesses the knowledge of
the occurring phase shifts. This form of processing is termed conventional beamforming [66].
In a wide range of wireless communication scenarios, the RF signal propagates only through a
small number of dominant paths. In this case, either the transmitter, or the receiver, or both can
adjust their beam patterns to the directions of the dominant paths. Thus, a SNR gain is obtained
with respect to the omni directional beam pattern antenna arrays. This type of beamforming
belongs to the array processing techniques and is extremely useful in the emerging concept of
millimeter wave communication [67–69].
An additional use of beamforming is the suppression or elimination of ICI. In a Single-
User (SU) point-to-point scheme, ICI is caused by multi-stream transmission, while in a MU
architecture, ICI is the result of the concurrent transmission to multiple users using the same
time and frequency resources. The term that is used to characterize this form of processing is
transmit precoding or simply precoding. Precoding can be linear [70] or non-linear [71]. This
thesis is mainly focused on linear precoding, due to its simplicity and low complexity.
The baseband system equation of a beamforming architecture with linear precoding can be
obtained from (2.3), if it is assumed that the transmitted signal vector is linearly processed
before its transmission. Thus, the system equation becomes:
y = HPDx+w. (2.14)
In (2.14), P is a Nt × Nr matrix which denotes the linear precoder. In order to constrain the
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transmission power to acceptable levels, a diagonal normalization matrix:
D = diag (d1, . . . , dNr ) (2.15)






where, pi denotes the i-th column of P. In this way, each column of the normalized precoding
matrix:
Pnorm = PD (2.17)
has unity power. In contrast to (2.3), where x is a Nt × 1 vector which encodes the binary
information, in (2.14), x is a Nr × 1 vector which has to be linearly processed before its trans-
mission. All the other parameters of (2.14) are the same as (2.3). Note, that the normalization
of the linear precoder can be achieved by using alternative approaches, such as the ones in
[72, 73]. However, in this thesis, the normalization of the linear precoder is undertaken as de-
scribed in (2.14)–(2.17). In a MU setup, the previous normalization approach results in a form
which is very convenient for the application and analysis of different adaptive power (resource)
allocation algorithms.
The most common linear precoding methods, when P-CSIT is available, are ZF and MMSE
precoding. In conventional MIMO schemes, ZF (Bezout) precoding is a suboptimal method
that offers a good trade-off between complexity and performance [74]. The main characteristic
of ZF precoding is the total elimination of the Inter-Channel Interference (ICI) at the receiver,
HPZF = INr,Nr , where PZF is the ZF precoder and INr,Nr is the Nr×Nr identity matrix. The
ZF precoding matrix is simple the pseudo-inverse of the channel matrix H. Using the Singular
Value Decomposition (SVD), the precoding matrix is expressed as:
PZF = VΣ
−1UH , (2.18)
where, H = UΣVH and (·)−1 denotes the inverse matrix. Both U and V are unitary matrices
with size Nr × r and Nt × r, respectively. Furthermore, Σ is a r × r diagonal matrix whose
main diagonal represents the r real singular values σi of H. Here, r denotes the rank of the
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An alternative method suitable for rank-deficient channel matrices is MMSE (regularized ZF)














ventional MIMO, MMSE precoding outperforms ZF precoding in low SNRs and approaches
the ZF performance in high SNRs.
When the linear precoder P is designed based on the ZF or MMSE criterion, the system equa-
tion of (2.14) effectively represents: i) a SU point-to-point MIMO system, where all the Nr
receive antennas belong to the same receiver; or ii) a MU MIMO system where the Nr re-
ceive antennas are divided between multiple distributed receivers. In the first case, Nr parallel
non-interfering streams are formed from the transmitter to the single receiver. Whereas, in the
second case, the Nr parallel non-interfering streams are allocated between the existing users.
Usually, each user is allocated a number of streams equal to its receive antennas. Here, implic-
itly it is assumed that Nr =
∑Nu
i=1Ki, where Nu is the number of users and Ki is the number
of antennas of user i. The latter case is a form of the well known broadcast channel [75], which
is a SDMA technique. In both systems, provided that ICI is eliminated (ZF) or suppressed
(MMSE), detection can be done efficiently using the ML principle.
2.2.5 Virtual MIMO Architectures
The previous subsections demonstrate how MIMO systems achieve multiplexing, diversity,
SNR gains, and ICI suppression. However, the accommodation of multiple antenna elements
in a single transmitter or a single receiver could be challenging due to cost and implementation
factors. An efficient approach which overcomes these challenges is cooperative communica-
tion. In cooperative communication, multiple remote nodes, termed as RNs, cooperate in order
to establish communication from a SN to a DN. The concepts of cooperation and relaying
between remote nodes are old and partly rely on ad hoc networks. However, after the rise of
MIMO, the use of multiple RNs changed direction toward the formation of VMIMO schemes.
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In VMIMO schemes, multiple remote nodes cooperate in order to mimic the operating principle
of MIMO. Thus, in addition to the gains obtained from relaying and cooperation, a VMIMO
scheme benefits from the virtual multi-antenna transmission.
The main rationale behind VMIMO is to promote low complexity system implementation by
combining MIMO and relay techniques. Due to the broad nature of VMIMO, there is a wide
range of designs proposed in the literature. From the MIMO point of view, there are designs that
achieve diversity gains [76], multiplexing gains [77], beamforming gains [78], or a combination
of these. Also, from the relays’ point of view, there are several communication protocols.
The most common protocols are Amplify-and-Forward (AF) [78], DF [76], Compress-and-
Forward (CF) [79], and Estimate-and-Forward (EF) [80]. Furthermore, the previous protocols
are applied in two [81] or multiple hops [76].
2.2.6 Hybrid MIMO Architectures
Hybrid MIMO architectures include a large number of systems that can be classified in more
than one category from the above. An example of a hybrid MIMO systems is the point-to-point
Eigen-BeamForming (EBF) [82]. In EBF, both communication ends deploy linear processing
using Channel State Information (CSI). Furthermore, depending on the number of the deployed
parallel streams, the system diversity order varies [82]. Thus, EBF can be classified as a SMX,
a diversity achieving and a beamforming architecture. In this case, there is a trade-off between
different gains. Similarly, a point-to-point linearly precoded MIMO system, such as the one
described by (2.14), is categorized as a beamforming spatially multiplexed architecture.
2.2.7 Alternative Categorization of MIMO Architectures
In addition to the categories of multi-antenna communication presented in Sections 2.2.2–2.2.6,
MIMO systems can be categorized by the following different approaches. For instance, there
are SIMO schemes where the transmitter has one antenna while the receiver has multiple anten-
nas. A MISO system is the reverse of a SIMO system. In MISO, the receiver uses one antenna,
whereas the transmitter deploys multiple antennas. Another form of distinction of MIMO sys-
tems is between narrowband and broadband schemes. In narrowband MIMO schemes, the
wireless channel is frequency flat, while in the broadband MIMO schemes, the wireless chan-
nel has a frequency selective nature. The presence of CSI at the transceiver distinguishes MIMO
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in open loop, closed loop, and non-coherent techniques. An open loop MIMO scheme utilizes
channel knowledge only at the receiver. In contrast, a closed loop MIMO scheme benefits from
the presence of CSIT. Architectures which do not employ CSI belong to non-coherent MIMO
techniques. Furthermore, MIMO schemes can be divided between co-located and distributed
architectures. Co-located MIMO communication includes systems where the antenna array of
a communicating end (transmitter or receiver) is placed in a certain point (device). In contrast,
in distributed MIMO, the antenna arrays are distributed in a wide geographical area and are
connected via backhaul connections. Usually, distributed MIMO architectures aim to obtain
macro-diversity gains. Finally, there is a distinction between SU and MU MIMO. The cate-
gory of SU MIMO includes systems which establish a point-to-point communication between
a single transmitter and a single receiver. Whereas, in MU MIMO, multiple users are concur-
rently served through the same time and radio resources via SDMA, either using the broadcast
channel (downlink) or a MAC technique (uplink).
2.2.8 New Trends in MIMO Communication
As MIMO communication develops, its spectral efficiency approaches more challenging limits
and new trends in the deployment of MIMO appear. Besides, MIMO communication seems
to be an important part of the future Fifth Generation (5G) of cellular communication systems
[83]. The last few years, a wide range of concepts that utilize MIMO have been researched, such
as Coordinated MultiPoint (CoMP) [84]; massive MIMO [85, 86]; millimeter wave communi-
cation [67–69]; hybrid optical and RF systems; energy harvesting [87, 88]; BS densification;
and EE [12, 89, 90].
In a cellular system, providing the cell-edge users with sufficient spectral efficiency, without
sacrificing valuable radio resources, is a long-standing but still open problem. The spectral
efficiency of cell-edge users is limited due the existing interference from neighboring cells. An
approach that MIMO communication follows in order to provide a solution to this problem
is coordinated SDMA, also termed as CoMP transmission. Taking advantage of the space
division between different users and by applying the appropriate signal processing technique,
CoMP transmission can be deployed both in the downlink and uplink. In CoMP systems, the
neighboring cells, instead of creating interference for each other, they coordinate in the sense
of precoding (downlink) or joint MU detection (uplink) in order to form a distributed MIMO
architecture with increased spectral efficiency.
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Very large scale MIMO or massive MIMO communication is a new research field that has
recently emerged [86]. In [85], high data rate performance is demonstrated for a multiuser
scenario without BS cooperation. The concept of massive MIMO challenges EE gains by using
a very large number of low power transmitting antennas. In addition, the employment of a large
number of antennas makes the wireless system more robust to the deactivation of a couple of
antenna units, when compared with small scale MIMO. From a mathematical point of view,
the analysis of massive MIMO can be undertaken using the asymptotic random matrix theory
[86]. Thus, the analysis of massive MIMO is simplified compared to small scale systems. In
massive MIMO systems, the channel matrix is either very fat or very tall. Hence, usually the
channel matrix tends to have a good condition number. Another characteristic of the massive
MIMO channel is its extreme size. Thus, the feedback of CSI from the receiver becomes
impractical. Therefore, TDD could be a plausible solution. This happens because, in this case,
the reciprocity principle becomes valid [86]. In such a scenario, CSIT is acquired via a pilot
sequence transmitted from the receiver. Hence, the assumption of P-CSIT approaches to reality.
As the limit of spectral efficiency has to be extended constantly, an efficient and well known
approach is to exploit new spectrum bands. This approach is a direct result of the analysis of
(2.1), presented in Section 2.1. In agreement with this approach, the exploitation of millime-
ter wave frequency bands appears to be a promising solution [67]. Further justifications for
the deployment of millimeter wave communication are: i) the low cost and low complexity
Complementary Metal Oxide Semiconductor (CMOS) technology that can be used; ii) the sim-
ple beam-steering antennas that can be deployed at both communicating ends. In addition, the
broad available bandwidth can be translated in lower latency, which is of high importance in
the design of future 5G [83]. However, due to the high path loss of millimeter wave frequency
bands, several challenges need to be addressed. For example, accurate beamforming requires
CSI of high quality at both communicating ends.
In the direction of increasing the available bandwidth, the new and innovative frameworks of
Visible Light Communication (VLC) [91–94] and Free Space Optics (FSO) communication
[95, 96] have been developed. In a wide range of application scenarios of optical wireless com-
munication, objectives such as available bandwidth, spectral efficiency, EE, secrecy, and cov-
erage could have a simple and effective solution due the nature of the communication medium;
but, which is the role of MIMO in optical wireless communication? The combined use of op-
tical wireless communication and RF MIMO is able to offer a significant increase in data rate.
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Hybrid optical/RF communication is a very promising field for future research. Furthermore,
concepts from RF MIMO communication can be adapted in a pure optical framework in order
to offer many of the fundamental advantages of MIMO, such as diversity, SMX, and SDMA
[64, 97, 98].
As the need for higher spectral efficiency becomes more exacting, network deployment and
planning also become vital. In addition to the deployment of MIMO transmission, the network
has to become more dense by deploying more BSs. In this way, multi-tier networks are formed.
The concepts of densification and offloading are simple and demonstrate clear advantages. As
the cell size decreases, the frequency spectrum is better utilized, while fewer users compete
for the same resources. However, the parameter interference becomes dominant. In research,
mathematical tools from stochastic geometry have been employed in order to study the effect
of interference in a random dense network [99, 100]. Furthermore, equally important, param-
eters are the network cost and energy consumption. It is expected 5G to offer a tremendous
performance increase compared with 4G [83]. Concurrently, the cost and energy consumption
of the future networks are expected to be lower. Therefore, the use of MIMO communication
in such networks needs to be researched. In this context, the deployment of multiple antenna
elements promises to offer energy harvesting in a more efficient way [87, 88].
2.2.9 Challenges and Drawbacks of MIMO Architectures
The previous sections demonstrate the advantages of MIMO communication. However, these
advantages also incur disadvantages. As the system size scales, a number of challenges need
to be addressed, especially, as research moves toward massive MIMO. For example, the signal
processing algorithms, which have to be executed in real time, could be a significant challenge.
Another challenge is the need for tight synchronization among antenna elements.
Furthermore, multi-antenna elements face a major disadvantage of requiring multiple RF chains.
This is a major disadvantage because RF chains are expensive circuits that do not follow
Moore’s law [11]. Thus, the real system implementation becomes expensive and often im-
practical. In addition, RF chains are electronic circuits that may reduce the EE of the wireless
system. Indeed, RF chains include PAs which are responsible for 50-80% of the total power
consumption in the transmitter [18]. The authors of [89, 101] shown that even though conven-
tional MIMO systems offer high data rates, their EE diminishes significantly due to the use
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Figure 2.3: System Model of SM.
number of RF chains does not scale with the number of deployed antennas. Such an example
is envisioned by the authors of [102]. In that paper, a massive MIMO system with few high
power PAs and multiple low power PAs, plugged in each antenna, is proposed. An alternative,
novel, and very promising MIMO scheme that deploys multiple transmit antennas and requires
a single RF chain in the transmitter is SM [14–16, 103]. The rest of this thesis focuses on the
evaluation and extension of the concept of SM as a low complexity, energy efficient MIMO
scheme.
2.3 Spatial Modulation: Rethinking the Space Resources
Unlike conventional MIMO schemes, SM exploits multiple transmit antennas in a way that only
a single RF chain is required. Fig. 2.3 shows the underlying concept of SM. During the sig-
naling period, the bits to be transmitted are divided into two blocks. The first block is encoded
using a conventional signal constellation diagram such as QAM. Provided that the number of
antennas is a power two and each antenna is allocated a unique binary index, the second block
of bits is used for the selection of the single transmitting antenna. The transmitting antenna pos-
sesses the binary index which corresponds to the second block of bits. Well known advantages
of SM are the avoidance of Inter-Antenna Synchronization (IAS) at the transmitter and ICI at
the receiver [16]. In addition, the detection at the receiver is performed using a low-complexity
(single stream) ML detector [104], which jointly detects the conventional constellation point
and the index of the transmitting antenna. Note, that even though SM employs a single stream
detector, it is able to achieve a multiplexing gain.
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2.3.1 Operating Principle of Spatial Modulation
This section presents in detail the operating principle of SM. A point-to-point MIMO system
withNt transmit antennas andNr receive antennas is considered. It is further assumed that only
the receiver possesses P-CSIR. When the wireless channel is flat, the general MIMO system
equation is given in (2.3).
The basic concept of SM is the transmission of a standard symbol form the single activated
transmit antenna. Thus, if the number of transmit antennas is configured to be a power of
two, the transmitted signal vector is formulated as x = eisk, where ei = [0, ..., 0, 1, 0, ..., 0]
T ,
i = 1, ..., Nt, is a Nt × 1 vector whose elements are zero except the i-th element which has the
value of 1. Clearly, the position of the non-zero element of ei corresponds to the position of the
activated antenna. In addition, sk is a standard symbol drawn from a M -ary constellation such
as QAM or PSK. In this case, the baseband system equation of SM becomes:
y = Heisk +w, (2.21)
where, y, H, and w are defined just as in (2.3). Therefore, a total of kSM = k1 + k2 bits per
channel use (bpcu) are conveyed from the transmitter to the receiver. The first k1 = log2Nt
bits are used for the selection of the single activated antenna, and the other k2 = log2M bits
are used for the selection of the transmitted symbol sk.
Provided that each symbol period SM requires the activation of a single transmit antenna, a
real system implementation could be undertaken using: i) a single RF chain which creates the
waveform to be transmitted and corresponds to sk; and ii) a quick antenna switch which selects
the activated antenna. However, is it possible to implement an antenna switch which operates
in the symbol rate? The authors of [69] report that, even for a millimeter wave communication
scenario, it is possible to implement such a switch based on several solid-state technologies.
At the receiver side, the objective is to detect the transmitted constellation point and the index
of transmitting antenna. In published research, several sub-optimal approaches can be found
[103, 105–107]. However, the optimal ML detector of SM is given in [104]. This detector is
formulated as:
(̂i, ŝk) = argmin
i,sk
‖y −Heisk‖22. (2.22)
The index of the activated antenna and the transmitted standard symbol sk are jointly detected.
31
Background
Although, SM is able to achieve a multiplexing gain, (2.22) shows that the optimum ML detec-
tor of SM is a single stream.
2.3.2 Existing Point-to-Point Architectures Based on Spatial Modulation
The concept of space modulation dates from the early 2000s, when it was independently pro-
posed by different researchers [108–110]. However, it gained popularity after the publication
of [14, 103]. Today, most of the existing space modulated architectures are inspired by or are
variants of [14, 103, 104, 111, 112]. The main objective of these papers is to promote a trade-
off between spectral efficiency and low complexity. Complexity here denotes: i) the encod-
ing/decoding complexity; and ii) number of deployed RF chains in the transmitter.
In [103], the concept of SM is presented using a low complexity suboptimal detector, while
[104] gives the optimum ML detector of SM and its performance analysis. The extension of
SM in an Orthogonal Frequency-Division Multiplexing (OFDM) system is conducted by [14].
A low complexity and low rate variant of SM, termed Space Shift Keying (SSK), is proposed
in [111]. The main difference between SSK and SM is that it does not use a conventional
constellation diagram and conveys information only via the index of the activated antenna. In
this way, the bit-stream to be transmitted during a symbol period is encoded in the index of
a single transmitting antenna. At the receiver side, the transmitted bitstream is reconstructed
through the detection of the index of the transmitting antenna. The system equation of SSK
is given from (2.21) by setting sk = 1. Thus, taking advantage of the sparsity of ei, (2.21) is
transformed to:
y = hi +w, (2.23)
where, hi is the i-th column of H = [h1, . . . ,hNt ]. Similarly, the ML detector of SSK is
derived from (2.22) by setting sk = 1 and searching only through the indices i:
(̂i) = argmin
i
‖y − hi‖22. (2.24)
In this case, SSK is capable of transmitting kSSK = log2 (Nt) bpcu.
As indicated before, a mandatory requirement for pure SM and SSK is the number of transmit
antennas to be a power of two. However, this requirement may be too restrictive in practical sce-
narios. The first scheme to overcome this restriction is Generalized Space Shift Keying (GSSK)
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[112]. In GSSK, every symbol period, a number of transmit antennas are activated in order to
encode the transmitted bit-stream. The spectral efficiency of GSSK is kGSSK = ⌊log2 (Nc)⌋
bpcu, where Nc is the number of possible combinations of active antennas. Provided that, dur-





Following a similar approach, the authors of [113] extend the concept of GSSK by encoding
additional information in the transmission of a conventional constellation point. This scheme
is known as Generalized Spatial Modulation (GeSM). A different methodology that eliminates
the need for the number of antennas to be a power of two is applied in [114, 115]. In these
papers, fractional bit rates are achieved using the modulo conversion.
The concepts of SM and SMX are combined in [19, 116]. In this way, a generalized multi-
stream space modulation scheme is formed. In [19, 116], every symbol period, a subset of the
available transmit antennas is activated, with each antenna transmitting a different conventional
symbol. At the receiver, detection can be undertaken using the ML principle [116]. Alterna-
tively, as shown by the authors of [19], detection can be undertaken using a V-BLAST-like
suboptimal detector. Due to its operating principle, the scheme of [19, 116] increases the de-
tection complexity and the number of RF chains employed at the transmitter.
As with every other MIMO scheme, SM has a performance degradation in the presence of
channel correlation. In order to mitigate this limitation, the authors of [117] propose a coding
scheme for SM based on Trellis Coded Modulation (TCM). Unfortunately, the coding method
of [117] does not provide any performance gain compared to the uncoded SM when the wireless
channel is uncorrelated. However, [118] presents a form of TCM which allows coded SM to
have performance improvements both in uncorrelated and correlated channels.
The performance analysis of conventional SM shows that it is not able to achieve transmit
diversity [119, 120]. Due to this conclusion, there has been several approaches that modify the
transmission mechanism of SM in order to achieve transmit diversity gains [121–124]. The
first incorporation of STBC in a spatially modulated system is conducted in [121] by using
the Alamouti code. In [121], it is shown that the spatially modulated Alamouti codeword
has a normalized rate higher than one, without increasing significantly the system complexity.
In addition, simulation results demonstrate that the spatially modulated Alamouti code has a
better performance than the State-of-the-Art (SotA). An approach for constructing orthogonal
spatially modulated codes is introduced in [124]. An alternative methodology is followed in
[122, 123], where the concept of time orthogonal shaping filters is combined with SM and
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SSK, respectively, in order to offer transmit diversity. Both papers demonstrate that space
modulation schemes with time orthogonal shaping filters are able to offer transmit diversity
gains with higher rate and lower complexity than the SotA. Other architectures that promote
transmit diversity for SM include those presented in [125–130].
The deployment of CSIT is shown to offer significant performance enhancements in space
modulated systems. The optimal power allocation for a SSK system with two transmit antennas
is conducted in [131]. A form of constellation design for SSK and GSSK, under the presence
of CSIT, is presented by [132]. Furthermore, several papers deal with the problem of antenna
selection for SM [125–128]. The concept of link adaption for SM, based on CSIT, is studied
in [133–136]. A closed-loop scheme which applies the concept of SM at the receiver side is
proposed in [20] and investigated under I-CSIT in [137].
Another broad category of wireless MIMO systems inspired by SM and based on the dispersion
matrix encoding designs is proposed in [130, 138]. In these papers, information is encoded via
the deployment of space-time domain matrices which spread the transmit bits across space and
time. In this way, the concept of SSK is extended to the space-time domain. Also, in [130, 138],
it is shown that the proposed scheme is able to adjust its operating mode in order to facilitate
single or multiple transmission streams. In this way, a trade-off between rate and complexity is
established. Furthermore, the work of [138] demonstrates that a transmit diversity gain can be
obtained if the appropriate dispersion matrix is selected. The design of spreading matrices for
the schemes of [130, 138] is extensively studied in [139–141].
2.3.3 Existing Multiuser Space Modulated Architectures
Section 2.3.2 demonstrates the wide range of existing spatially modulated architectures for
point-to-point communication. However, is it possible for SM to be incorporated in a MU sys-
tem? Just like any other MIMO physical layer technique, SM and its variants can be combined
with a multiple access scheme such as TDMA, FDMA, or OFDMA in order to form a MU
system.
A new trend in MIMO communication promotes systems where multiple users are aggressively
allocated in the same time and frequency resources. Usually, this is accomplished via SDMA
techniques. Alternatively, multiple users are accommodated without addressing the existing
interference or via the use of interference aware detectors. In the first case, the system design
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establishes a trade-off between performance and aggregate rate, while in second case, the trade-
off is between complexity and system performance.
In this context, the authors of [142] study the performance of SSK in a multiuser scenario both
for the interference aware and unaware detectors. Similarly, the authors of [143, 144] study the
performance of MU SM in the uplink when the detector at the receiver is interference aware or
unaware. In general, the interference unaware detector faces a BER error floor. However, the
interference aware detector does not result in an error floor, but it has a performance degradation
compared to the SU case.
The design of a SDMA-based spatially modulated scheme is a challenging task, especially for
the downlink where the broadcast channel has to be established. In the downlink, the main
difficulty of the design of such a system originates from the operating mechanism of SM. In
more detail, due to the activation of a single transmit antenna (or a portion of the available
transmit antennas) and the way that information is conveyed, the deployment of interference
reduction, elimination, or manipulation techniques becomes difficult. However, the authors
of [24, 25] managed to incorporate SM in the broadcast channel. In these papers, every user
is allocated a portion of the transmit antennas. Non-interfering SM-based communication is
established via the use of a linear precoding matrix based on the ZF principle. The scheme of
[24, 25] requires both CSIT and CSIR.
2.3.4 Existing Virtual MIMO Architectures Based on Spatial Modulation
Over the recent years, there have been several schemes that extend the concept of SM/SSK to
a VMIMO distributed scenario, both for the AF and DF protocols. The authors of [26] study
the performance analysis of a SSK-based AF relay network. In [145], using the concept of
SSK, a cooperative transmission scheme is considered, both for the AF and DF protocols. The
generalization of SSK in a two-way AF relays network is conducted in [146]. The adoption
of SSK in a DF cooperative system is considered in [147]. Furthermore, the extension of SSK
to a multi-branch and multi-hop scenario is studied in [148]. Also, the extension of Space
Time Shift Keying (STSK) [129], which is a novel SM-like scheme, in a distributed VMIMO
scenario is conducted in [149].
In [150], multi-antenna elements are deployed in such a way that form a dual hop scheme
based on SM. The application of distributed SM to the uplink is studied in [151]. Also, [152]
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proposes a SSK scheme again for the uplink. In [153], using the ergodic capacity and the
outage probability, it is shown that space modulation VMIMO schemes are able to achieve high
throughput. Another extension of SM in a low complexity cooperative DF VMIMO architecture
is presented in [27]. The integration of STBC in a distributed SM system is reported in [154].
Unfortunately, all distributed and uncoded space modulation VMIMO schemes that employ
multiple uncoordinated RNs suffer from the erroneous activation of multiple RNs during the
relaying phase. Thus, a BER performance degradation occurs. In order to overcome this prob-
lem, three strategies are followed in the literature: i) coordination between the RNs in order to
ensure the activation of a single RN [155] (which is similar to the scenario of a single RN with
multiple antennas [150]); ii) block-based transmission which allows the use of error correction
codes at the RNs [145, 148]; and iii) advanced and error-aware detection techniques at the DN,
which usually results in high complexity [151, 154].
2.3.5 Motivation of This Thesis
Research on MIMO communication systems has shown that the use of multi-antenna elements
offers a higher data rate and lower BER without additional RF resources. Unfortunately, in
most MIMO architectures, the system complexity increases as the number of antenna elements
scales. Thus, the real system implementation becomes challenging and the energy consumption
is increased. Furthermore, in MIMO architectures, the computational complexity becomes a
major issue, at both communication ends. Therefore, the question whether it is possible to
design a multi-antenna communication scheme which benefits from the advantages of multiple
antennas while retains low complexity, becomes vital. Clearly, the same question extends for
all multi-antenna deployments, such as VMIMO and MU communication.
SM is a MIMO scheme that exploits multiple antennas in a different way than conventional
MIMO and aims to promote low complexity and EE. Due to its transmission mechanism, SM
incorporates a single RF chain configuration at the transmitter, while its receiver is able to em-
ploy a single stream (low complexity) optimum ML detector. SM is an established MIMO
scheme. In more detail, the deployment of SM and its variants in an open loop point-to-point
scenario have been extensively researched [119, 156–159]. Also, although the incorporation
SM in a MU scenario already exists [24, 25, 142–144], it is not yet considered mature, espe-
cially in the downlink. In addition, as demonstrated in Section 2.3.4, several approaches extend
the concept of SM in a distributed cooperative VMIMO framework [26, 27, 129, 145–154].
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The effect of increasing the number of transmit antennas, and consequently the number of PAs,
to the power consumption of the transmitter is studied in [12, 13, 18, 28]. In more detail, the
authors of [12, 13] reveal that the main energy consumers in a cellular network are the deployed
BSs. Furthermore, [12, 13, 18, 28] demonstrate that the major consuming units of a BS are the
deployed PAs. Therefore, as the number of PAs increases, the energy consumption of a BS also
increases. Given that the transmission mechanism of SM requires a single RF chain (in single
carrier transmission), it can be concluded that a BS which employs SM consumes less energy
than a BS which employs conventional MIMO. Note that a similar analysis can be undertaken
also for a mobile terminal employing SM. However, this conclusion does not imply directly that
SM is more energy efficient than conventional MIMO. Thus, the aim in Chapter 3 is to quantify
the EE, in terms of Mbits/J, of a BS deploying SM and its power supply, in W, using realistic
system assumptions. Also, in the same chapter, a comparison between SM and conventional
MIMO, in terms of EE (Mbits/J) and total power supply for the same data rate, is provided.
Similar to the concept of conventional SM, the author of [20] proposes a point-to-point closed-
loop MIMO scheme which applies the principle of SM at the receiver side. In this scheme, using
MIMO linear precoding with CSIT, the transmitter is able to aim to a single receive antenna out
ofNr. Given that the number of receive antennas Nr is a power of two and each receive antenna
is allocated a unique binary index, the reciprocal of SM, called R-SM, is formed. Similar to
conventional SM, in R-SM, a portion of the transmitted bit-stream is encoded by selecting the
appropriate single receiving antenna (the one which is allocated with the corresponding binary
index). The rest of the bit-stream is conveyed via a conventional constellation point such as
QAM. The extension of R-SM to a scheme which spatially modulates multiple parallel symbol
streams to the indices of multiple receiving antennas is conducted in [21]. In this thesis, the
term of MSR-SM is used for this scheme. A complete description of R-SM and MSR-SM
is given in the corresponding papers and in Chapter 4. Motivated by R-SM and MSR-SM,
the objectives of Chapters 4 are to: i) study theoretically the performance of these schemes
when ZF precoding with P-CSIT is employed; ii) study their performance assuming realistic
scenarios of I-CSIT; iii) propose linear precoding methods which employ I-CSIT in a statistical
and worst case form. Finally, in Chapter 5, the aim is to propose a multiuser SDMA scheme
based on R-SM or MSR-SM and study its performance.
As described in Section 2.3.4, motivated by the potential of point-to-point SM, research has
extended the concept of SM in a distributed framework by incorporating relaying techniques.
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The main objective of this research is to form VMIMO architectures, which mimic the operat-
ing concept of conventional point-to-point SM. In VMIMO architectures, a SN communicates
with a DN via the cooperation of multiple RNs. As a consequence, the main aim of any SM-
based VMIMO architecture is to inherit the advantages of conventional SM. Unfortunately, the
formation of a distributed SM transmission mechanism is a challenging task when the coop-
erating nodes are uncoordinated. In such a scenario, due to the independent operation of the
cooperating RNs, the retransmitted signal might not belong to the aimed transmission alphabet.
For example, in a SM-based scheme, two RNs could retransmit different constellation points.
Note that this is not limited only to the SM-based VMIMO architectures. Such an example is
[160] which proposes a form of distributed Alamouti STBC. In such a scheme, the orthogonal-
ity of the formed distributed Alamouti codeword is not guaranteed when the deployed nodes
are uncoordinated. In published research, three different strategies are followed in order to
solve this drawback. The first strategy enforces communication between the cooperating RNs.
Therefore, additional resources are required. An alternative strategy is the adoption of block
based transmission. In this way, error correction coding is utilized in order to ensure that the
relayed signal belongs to the employed legal alphabet. Therefore, the complexity of the RNs
is increased. The last strategy requires the use of advanced error aware detection techniques at
the DN. Thus, the complexity of the DN is increased. Motivated by this framework, this thesis
proposes and studies the performance of a VMIMO architecture based on SM which is suitable
for the downlink. As shown in Chapter 6, the new architecture resolves the native problem of
retransmission of illegal signals from the RNs by deploying linear precoding at the SN. In this
way, the complexity of the RNs and the DN remains unaffected. In fact, this is desirable in the
downlink, where the SN is a BS with less strict complexity constraints, while the RNs and DN
are remote terminals with strict complexity constraints.
2.4 Summary
In this chapter, a brief historical review of modern wireless communication was presented. It
demonstrated the way that the scarcity of the available RF bandwidth shaped the evolution of
modern wireless systems. Also, in Chapter 2, it was shown why even though the concept of
MIMO communication exists since early 1970s, it was only after its information theoretical
analysis, in late 1990s, that it gained its popularity among the researchers. Also, the most
important categorization of MIMO systems was provided. The main rationale behind each
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category was described. In addition, the drawbacks and challenges of MIMO communication
systems and their new trends were reviewed in Chapter 2. In this context, the concept of SM
was introduced. The existing variants of SM and their main advantages and limitations were
presented. Finally, the main motivation of this thesis was provided.
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Chapter 3
Energy Evaluation of Spatial
Modulation at the Downlink
3.1 Introduction
The aim of this chapter is to study the EE of SM at different BSs taking into account the total
power consumption. Compared to conventional MIMO schemes, SM benefits from a single
RF chain configuration which results in decreased power supply (W), higher EE (Mbits/J), and
reduced complexity. In Chapter 3, using the fundamental limits of channel capacity, it is shown
that SM achieves a range of average data rates with only a fraction, which can be as low as
24% for four transmit antennas, of the total power supply of conventional MIMO. In addition,
it is demonstrated that the EE of the studied schemes is maximized for a certain average data
rate and that SM achieves the highest EE among them. Finally, it is noted that a BS employing
SM can be up to 67% more energy efficient compared to a BS under a conventional MIMO
transmission scheme, for four transmit antennas.
3.2 Information-Theoretic Analysis of Spatial Modulation
Since SM is a relatively new MIMO scheme, its information-theoretic analysis has attracted
significant attention [130, 161–163]. The first evaluation of the channel capacity of SM is
provided by the authors of [161]. In that paper, under the assumption that the transmitted signal
is selected as an independent and identically distributed (i.i.d.) complex Gaussian RV, the SM
rate is expressed as the sum of two parts [161]:
CSM =W (C1 + C2) . (3.1)
Here, it is reminded that W is the available bandwidth. The main rationale for expressing the
rate of SM as (3.1) is its transmission mechanism. SM conveys information via the transmitted
conventional signal and the index of the activated antenna. Thus, in (3.1), C1 denotes the
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capacity that is linked to the conventional signal in the complex signal space and partially to













Note that the derivation of C1 is based on the analysis presented in [6]. It is not difficult to
see that the capacity that is linked with the conventional signal, C1, reduces to the capacity of
the so-called “spatial cycling using one transmit antenna at a time” scheme of [6, Section 4.E].
Additionally, C2 in (3.1) exclusively describes the additional rate achieved by SM by using the
index of the single activated antenna for transferring information.
The direct evaluation of C2 is a difficult task [89, 101, 162]. For this reason, the authors of






















 ≤ C2 < log2 (Nt) . (3.3)
In [161, 162], the capacity of SM is derived in the Shannon sense (channel capacity). In order to
gain a better understanding, the authors of [130] provide the capacity of a wide range of space
modulated schemes in the Discrete input Continues output Memoryless Channel (DCMC). Fi-
nally, the authors of [163] derive the mutual information of SM for a Nt × 1 configuration,
when the transmitted signal belongs to a finite alphabet.
In the rest of this chapter, the channel capacity of SM is lower bounded as:
CSM > WC1. (3.4)
This lower bound is valid because the presented results serve as a lower bound on the data rate
and EE performance.
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3.3 Power Consumption of a Base Station Employing Spatial Mod-
ulation
A modern multi-antenna BS consists of multiple transceivers. Each transceiver contains: i) an
Antenna Interface (AI); ii) a PA; iii) a Baseband Interface (BI); iv) a Direct Current (DC)-DC
power supply; v) an AC-DC supply; and vi) a cooling system. Higher traffic load increases
the power consumption on some of these components, whereas others keep their power con-
sumption constant. The total power consumption of this type of BS is load dependent mainly
because of the PAs [17].
In the following, the major components of a transceiver and their effect to the power consump-
tion are analyzed. The power consumption of the AI is characterized by power losses which
occur due to the feeder, antenna bandpass filters, duplexers, and matching components.
The main power consumer in a transmitting BS is the deployed PAs. In particular, PAs are
responsible for the 50-80% of the total power consumption in a BS [18]. The most energy
efficient transmission point of a PA is its maximum transmission power. However, due to
non-linearities and the transmission of a signal with a time varying envelope, usually, the PA
operates close to its linear region. Thus, its efficiency, ηPA, is reduced resulting in an increased





where, Pt is the RF transmit power per antenna and σfeed is the feeder’s loss.
As stated in [28], the BI is responsible for performing the digital up-conversion and down-
conversion, modulation and demodulation, digital pre-distortion in the downlink, signal de-
tection in uplink, equalization, channel coding and channel decoding. In general, the power
consumption of the BI corresponds to the 5-15% of the whole BS power supply [18]. Further-
more, additional power losses of the order of 5-10% of the whole power supply take place at
the DC-DC and AC-DC power supply [18]. Finally, the 50-80% of the whole power supply is
consumed for cooling [18].
Given that the power supply of a BS scales as a function of the number of the deployed
transceivers, the authors of [17] relate the RF power transmission of a BS to its power sup-
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Figure 3.1: Basic block diagram of a conventional MIMO transmitter.
ply as:
Psupply = NRF
PPA + PRF + PBI
(1− σDC)(1 − σMS)(1 − σcool)
. (3.6)
In (3.6), PRF is the power consumption of the Small-Signal RF Transceiver (RF-TRX) which
is composed from a receiver for the uplink and a transmitter for the downlink. Also, PBI stands
for the power consumption of the BI. Finally, σDC, σMS, and σcool are the loss factors of the
DC-DC and AC-DC power supply, and cooling, respectively. Typical values for the previous
parameters are given in [17].
The EARTH power model is a very simple and elegant model that simplifies (3.6) and relates
the transmitted power of a BS to the total power consumed [28]. Taking into account that some
elements of a BS have a traffic load depended behavior and some others have a constant power
consumption, the EARTH power model expresses the total power consumption of a BS as an





NRFP0 +mNRFPt, 0 < Pt ≤ Pmax
Psleep, Pt = 0.
(3.7)
In (3.7), Psupply denotes the total power supplied to the BS; NRF denotes the number of RF
chains at the BS; P0 is the minimum power consumption per RF chain when the BS is active;
m represents the slope of the load dependent power consumption and can be expressed as,
m = 1ηPA(1−σfeed)(1−σDC)(1−σMS)(1−σcool) , by relating (3.7) with (3.6); Pt is the RF transmit
power per antenna; and Pmax is the maximum transmitted power of an antenna. Finally, Psleep
is the power consumption when the sleep mode is applied. The introduction of the sleep mode
is able to offer significant energy consumption benefits by deactivating a set of elements of a
BS [164]. Note that the second part of (3.7), mNRFPt, corresponds to the power consumption
for the total RF power transmission.
Considering (3.7), it can be seen that the number of RF chains NRF affects Psupply in two ways.
The employment of more RF chains results in: i) the increase of the load independent power
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BasebandInput SM Mapper
SM Antenna Selection
Figure 3.2: Basic block diagram of a SM transmitter.
BS type P0 (W) m Pmax (W) Psleep (W)
Macro 118.7 2.66 40.0 63
Micro 53.0 3.1 6.3 -
Pico 6.8 4.0 0.13 -
Femtocell 4.8 7.5 0.05 -
Table 3.1: Power Model parameters for different BS (SotA 2010).
consumption of NRFP0; and ii) the increase of the RF transmit power with a consequential
increase of Psupply. Note that, in the published research, a number of alternative power con-
sumption models for a BS exist, such as the ones in [165, 166]. However, in this thesis, the
focus is on the EARTH power model due to its completeness and elegance. In addition, the
EARTH power model parameters are available for different types of BSs in [28].
Unfortunately, as shown in Fig. 3.1, conventional MIMO architectures require multiple RF
chains at the transmitter. In contrast, SM is a single RF chain scheme (Fig. 3.2), and although
it employs multiple antennas at the transmitter, the number of the utilized RF chains is NRF =
1. In order to quantify the power consumption gain of a multi-antenna BS employing SM
(NRF = 1) compared to a BS employing conventional MIMO (NRF = Nt), the EARTH power
model of (3.7) is employed. For the case of the same total transmitted power between SM and
conventional MIMO, using (3.7), it can be shown after some arithmetic manipulations that:
P SMsupply = P
MIMO
supply − (NRF − 1)P0. (3.8)
Whereas, for the case where the power transmitted from every antenna in conventional MIMO





In (3.8) and (3.9), P SMsupply denotes the total power supply of SM and P
MIMO
supply denotes the total
power supply of a conventional MIMO scheme.
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Figure 3.3: RF transmit power versus Psupply for a macro BS with Nt = 4 transmit antennas
(SotA 2010).
In order to visualize the power saving of a BS employing SM compared to conventional MIMO,
for the same transmit power and using the model parameters from Table 3.1, Fig. 3.3 depicts
the RF transmit power versus Psupply for a macro BS withNt = 4 transmit antennas. The model
parameters of Table 3.1 represent the EARTH model for the year of 2010 [28]. In [28, 90], there
is a future prediction for the EARTH power model in year 2014. The main aim of this chapter
is to present the EE of SM without taking into account any future hardware improvement.
Therefore, in the next sections, Table 3.1 is used and is referred as State-of-the-Art 2010 (SotA
2010) [28].
3.4 Rate and Energy Efficiency Results
In this Section, using the EARTH power model, Monte Carlo simulations are deployed in order
to evaluate the data rate and EE of different BSs (macro, micro, pico, and femtocell) in the
downlink of a single cell. The studied schemes are: i) SM; ii) STBC [29]; iii) MISO with a
single transmitting stream [6]; and iv) MIMO with Nt transmitting streams and channel knowl-
edge only at the receiver [30]. Note that the multiple access scheme is TDMA. Because in this
chapter the focus is on the limits, the approximation of the SM channel capacity is deployed
in order to obtain the average data rate and EE. For the case of SM, the approximation of the
capacity is given in (3.4), whereas for the benchmark techniques the capacity is given below.
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where RSTBC is the rate of a certain STBC code [167] and ‖ · ‖2F is the Frobenius. For complex
transmit signals, the rate of STBC is R = 1 only for the special case of Nt = 2. Generally,
RSTBC =
1
2 for Nt > 2 with an exception of three and and four transmit antennas, where
RSTBC =
3
4 [29]. Hence, provided that a BS employs STBC and NRF = Nt, the capacity with















Furthermore, the capacity of a MIMO system with Nt transmitting streams and CSI only at the
receiver is given in (2.4). An upper bound of (2.4) is given in [30, eq. 8.17] as:
CMIMO ≤W
[












i . Note that λi are the singular values of H. If (3.7) is combined
















The capacity of a MISO is given in (2.6) [6, 30]. Provided that the system implementation can
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Simulation Parameters Values
BS Type Macro, Micro, Pico, Femtocell
Power Model Parameters SOTA 2010
Carrier Frequency 2 GHz
Path Loss Model 3GPP NLOS [31]
Iterations (Number of Channels) 100000
Bandwidth 10 MHz
Operating Temperature Outdoor:290 K, Indoor: 293.5 K
Table 3.2: Simulation Parameters.





Table 3.3: Limits of BS-user distance.















In this section, each type of BS is equipped with Nt = 4 antennas. Furthermore, it is assumed
that the receiver is equipped with one or two antennas. The considered channel model is the
3rd Generation Partnership Project (3GPP) Non-Line of Sight (NLOS) channel model [31]. The
3GPP NLOS channel model generates the wireless channel by taking into account the system
setup, propagation environment, and transmission distance. Provided that the system setup and
the propagation environment are determined by the studied simulation scenario, the achievable
data rates given in (3.10)–(3.16) also depend on the transmission distance between a BS and
a user. Therefore, in this thesis, the BS–to–user distance d is selected randomly following a
spatially uniform distribution between dmin and dmax. Also, based on the type of BS, dmin and
dmax are given in Table 3.3. The shadowing standard deviation is 6 dB for the case of urban
macro BS and 4 dB for the case of urban micro, indoor pico and femtocell BSs. In addition,
the thermal noise power is defined as N = Wκθ, where κ is the Boltzmann constant and θ
is the operating temperature in K. Based on these assumptions, Monte Carlo simulations are
deployed in order to quantify the average data rate and EE of a BS, for the system configuration
given in Table 3.2. The calculation of the average data rate of a BS is undertaken following an
iterative procedure. During the i-th iteration, the distance d is selected as described before and
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(a) Urban Macro BS.







































(b) Urban Micro BS.









































(c) Indoor Picocell BS.







































(d) Indoor Femtocell BS.
Figure 3.4: Data Rates for different types of BS (Nt = 4). The solid lines depict the data rate
achieved when the transmission power is restricted by the EARTH power model
(Pt ≤ Pmax) and the dashed lines depict the data rate achieved when this restriction
is not assumed, i.e., Pt > Pmax.
the data rate Ri(P
total
t ) is computed. Here, it holds that P
total
t = NRFPt. Finally, the average
data rate is written as R̄(P totalt ) = E[Ri(P
total
t )].
3.4.1 Average Data Rate Results
In Fig. 3.4, the average data rate versus the power supply is depicted, when the BS type is urban
macro; urban micro; indoor pico; and indoor femtocell. The illustrated results correspond to
two different scenarios of RF power transmission. In the first scenario (solid lines), the RF
transmit power is restricted by the EARTH power model (Pt ≤ Pmax), which is a real-world
hard constraint. Whereas, in the second scenario (dashed lines), the RF transmit power is
increased without any limitation.
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Clearly, for Pt ≤ Pmax (solid lines), in all cases there is a range of rates, where for the same data
rate, SM requires significantly less power supply compared to MISO and MIMO (a reduction
which can reach up to 76%). However, it can be seen that MISO and MIMO are capable of
achieving higher data rates than SM with the significant cost of increasing the already high BS
power consumption. As regard to the comparison of SM with STBC, SM achieves higher data
rates with significantly less power consumption due to the code dependent fractional rates of
STBC.
When the RF transmission power is increased beyond the EARTH limit of Pmax (dashed lines),
it can be seen from Fig. 3.4 that there is a crossing point where MISO and MIMO achieve
higher data rates with less power consumption. This point happens when the RF transmission
power is the dominant consuming factor in the power supply of a BS. For Nr = 1, this point
occurs at 541, 249, 32, and 23 W for a macro, micro, pico, and femtocell BS, respectively, and
for Nr = 2, this point occurs at 508, 223, 27, 19 W for a macro, micro, pico, and femtocell BS,
respectively. However, these crossing points do not have a practical relevance, since Pmax is a
real-world hard constraint.
3.4.2 Energy Efficiency Results
In this study, the definition of the EE of a BS, in terms of total power consumption, is given as:






The EE performance of different BS types, measured in Mbits/J, under different MIMO trans-
mission schemes is presented in Fig. 3.5. As shown in Fig. 3.5, SM is the most energy efficient
transmission scheme for all types of BS, when Pt ≤ Pmax (solid lines). This finding arises
from the fact that SM has a lower constant power consumption due to the single RF chain con-
figuration. In addition, Fig. 3.5 shows that the EE of the studied schemes is maximized for
a certain average data rate and power transmission point. Also, in Fig. 3.5, the comparison
of the maximum EE of each considered scheme is presented. In particular, in Fig. 3.5, it is
shown that, MISO is 67% less energy efficient compared to SM and MIMO is 46% less energy
efficient compared to SM. The EE difference between SM and STBC is even higher. Note
that the EE difference between SM and the benchmark system is even higher for the rate for
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(b) Urban Micro BS.
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(c) Indoor Picocell BS.
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(d) Indoor Femtocell BS.
Figure 3.5: EE Results for different types of BS (Nt = 4). The solid lines depict the EE
achieved when the transmission power is restricted by the EARTH power model
(Pt ≤ Pmax) and the dashed lines depict the EE achieved when this restriction is
not assumed, i.e., Pt > Pmax.
which the EE of SM is maximized. This form of comparison is useful when the objective is not
the maximization of the spectral efficiency, but the maximization of the EE in term of Mbits/J.
Such an example is a scenario where the required data rate is below or equal to the rate for
which the EE of SM is maximized and the latency requirement are satisfied both from SM and
the benchmark systems. In this case, the main objective is the maximization of the EE. Finally,
when the design criterion is the maximization of the EE, the previous EE differences and the
rates for which the EE is maximized can be exploited in an adaptive way in order to offer EE
in a cellular network without affecting the QoS of the users. Such an example is the scheme
presented in [168].
Finally, Fig. 3.5 shows that when the RF transmission power is increased above Pt > Pmax
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(dashed lines), there is a crossing point where MISO and MIMO become more energy efficient
than SM. When the mobile terminal is equipped with one receive antenna, this crossing point
occurs at 39.18, 72.5, 150.5, and 201.1 Mbps for a macro, micro, pico, and femtocell BS,
respectively. And when the mobile terminal is equipped with two receive antennas, this crossing
point occurs at 48.25, 82.57, 160.3, and 210.9 Mbps for a macro, micro, pico, and femtocell
BS, respectively. As it is stated before, these crossing points do not have a practical value, since
they violate the hard constraint of the maximum transmission power (Pt ≤ Pmax).
As regard to the comparison between SM and STBC, it can be seen that SM is always more
energy efficient. Hence, taking into account that the current and future predicted hardware
technology are restricted by the hard constraint of Pmax, SM is the most energy efficient scheme
among the benchmark systems.
3.5 Summary
In this chapter, using the limits of channel capacity and Monte Carlo simulations, it was demon-
strated that the single RF chain configuration of SM enables significant EE gains compared with
MISO, MIMO and STBC, under all types of BSs. In more detail, it was shown that for all eval-
uated multi-antenna schemes and types of BSs there is a transmission point where the EE is
maximized. In addition, it was concluded that for a range of data rates, SM offers the same
data rate as the benchmark systems with significantly less power consumption, resulting into a





at the Receive Antennas
4.1 Introduction
The main objective of this chapter is to evaluate the performance of R-SM and MSR-SM.
Initially, the theoretical ABEP of both schemes is derived using the union bound technique
when: i) the wireless channel follows the Rayleigh distribution; ii) the precoding method is
ZF with P-CSIT. In more detail, an accurate statistical framework which characterizes the
received signal is proposed. Using this framework, analytical upper bounds which describe
the ABEP performance of R-SM and MSR-SM are developed. In addition, the diversity order
and coding gain of R-SM and MSR-SM are derived based on the new bounds. Also, using
Monte Carlo simulation results, in Chapter 4, the BER performance of R-SM and MSR-SM
is compared against the performance of the corresponding conventional MIMO scheme. In
addition, assuming I-CSIT, two regularized linear precoding methods are proposed. The design
of the first precoder is based on I-CSIT in a statistical form, whereas the second precoder uses
I-CSIT in a worst-case form. Finally, in Chapter 4, a theoretical framework which characterizes
the instantaneous and average power of all precoders used in this thesis is proposed.
4.2 Point-to-Point Receive-Spatial Modulation using ZF Precoding
and Perfect Channel State Information at the Transmitter
4.2.1 System Model
An uncoded point-to-point MIMO system withNt transmit antennas andNr receive antennas is
considered. In Chapter 4, the focus is on the downlink where the assumption that the transmitter
(base station) is equipped with more antennas than the receiver (mobile terminal) is valid (Nt ≥
52



















demapper bk1+k2...bk1 +1 bk1...b1 
~ ~ ~ ~
Figure 4.1: The system model of Receive-Spatial Modulation.
Nr). Under the assumption that the transmitter employs a linear precoder and the wireless
channel is flat quasi-static, the system equation is expressed as in (2.14) as:
y = HPDx+w. (4.1)
It is clear that the system equation of (4.1) forms a closed-loop SMX scheme which conveys
Nr constellation points, if the elements of x are drawn from a signal constellation M.
In this section, under the assumption of P-CSIT, the focus is on ZF linear precoding. In con-
ventional MIMO schemes, ZF (Bezout) precoding is a suboptimal method that offers a good
trade-off between complexity and performance [74]. The main characteristic of ZF is the total
elimination of the ICI at the receiver (HPZF = INr ,Nr ). The ZF precoding matrix is just the
Moore-Penrose pseudo-inverse of the channel matrix H and is given in (2.18) when the Singu-
lar Value Decomposition (SVD) is used. An alternative form of the ZF precoder is attained in
(2.19) when the QR decomposition is used.
Under the assumption of ZF precoding, if (2.19) is plugged in (4.1), the received signal is given
as:
y = Dx+w. (4.2)








, i = 1, . . . , Nr, (4.3)
where, [A]i,i is the (i, i) element of matrix A.
In a R-SM communication system, such as the example given in Fig. 4.1, the bitstream to be
transmitted during a symbol period is encoded: i) on the index of a single receiving antenna
(out of Nr) and ii) in the transmission of a constellation point drawn from a conventional
diagram like M -ary QAM or Binary Phase Shift Keying (BPSK). For this reason, the R-SM
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transmission mechanism dictates that the transmitted vector x is written as:
x = eisk. (4.4)
Here, ei, i = 1, . . . , Nr, is a vector which is equal to the i-th column of INr ,Nr . Hence, all
the elements of ei are zero except the one in the i-th position which has the value of one.
Furthermore, sk ∈ M = {s1, . . . ,M} is a constellation point which belongs to a M -ary
diagram, such as QAM or BPSK.
In this way, if the number of receive antennas is set to be a power of two, the spectral efficiency
of R-SM is equal to kR-SM = log2 (M) + log2 (Nr) bpcu. Here, k
R-SM
1 = log2 (M) bits are
encoded via the transmission of the constellation point sk and k
R-SM
2 = log2 (Nr) bits are
conveyed via the selection of one (out of Nr) receiving antenna.
Given that the employed precoding method is ZF, at the receiver side the transmitted bitstream
can be recovered via the detection of the transmitted constellation point sk and the index of the




As shown in (4.5), the index of the receiving antenna i and the transmitted constellation point
sk are jointly detected via the detection of x = eisk.
4.2.2 Extension to Multiple Streams
In conventional SM, the main rationale behind the formation of a single stream from the trans-
mitter to the receiver is the deployment of a single RF chain. However, this is not the case for
R-SM. Due to the linear precoding at the transmitter, transmission requires multiple RF chains.
Thus, the transmission of multiple symbol streams does not impose a significant complexity
increase at the transmitter. For this reason, the authors of [21] extend the concept of R-SM to a
scheme which establishes multiple symbol streams between the communicating ends. In fact,
[21] applies the concept of MS-SM of [19] at the receiver side. In this thesis, the extension of
the concept of MS-SM at the receiver side is termed as MSR-SM.
In a wireless system which uses MSR-SM for communication, such as the one in Fig. 4.2,
similar to R-SM, the transmitter spatially modulates not one but Ns ≤ Nr symbol streams to
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Figure 4.2: The system model of Multi-Stream Receive-Spatial Modulation.
the indices of the multiple receiving antennas. The system equation of MSR-SM is given from
(4.1).
The objective of MSR-SM is twofold: i) the establishment of Ns ≤ Nr parallel symbol streams
from the transmitter to the receiver; and ii) additional information conveyance via the indices
of the Ns (out of Nr) receiving antennas. Provided that the deployed precoding method is ZF,
the received signal is given in (4.2). Hence, by selecting properly the structure of the transmit
signal vector x, it possible to enforce that the noise free received signal Dx has exactly Ns
non-zero elements and Nr −Ns zero elements. Given that D is the diagonal matrix described
in the previous section, the non-zero elements of Dx is a scaled version of the corresponding
non-zero elements of x. Similarly, the positions of the zero elements of Dx are the same as
the positions of the zero elements of x. For this reason, a portion of binary information can be
encoded on the position of the non-zero elements of x and consequently on the position of the
non-zero elements of the noise free received signal Dx.
In MSR-SM, the structure of x is given as:
x =

0, . . . , 0, s1︸︷︷︸
i1-th position
, 0, . . . , 0, si︸︷︷︸
ik-th position
, 0, . . . , 0, sNs︸︷︷︸
iNs -th position





where, {s1, . . . , sNs} ∈ M. Here, M is the deployed constellation. The positions of the non-
zero elements correspond to the indices of the receiving antennas, while the positions of the
zero elements correspond to the antennas which do not receive signal. Given that the length of
x is Nr and there are Ns non-zero elements, the number of total combinations of Ns non-zero
















⌋ bits. This is done by assigning a
unique binary index of length of kMSR-SM2 bits to each one of the kc selected combinations. The
selection of these combinations of receiving antennas can be done intelligently and in adaptive
way, based on the values of di, i = 1, . . . , Nt, in order to increase the detection (receive) SNR
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and minimize the instantaneous BER. Alternatively, it can be done randomly. In the first case,
the system complexity is increased and the selection has to be done adaptively. Given that
MSR-SM is a closed loop scheme, the latter case is expected to offer a good performance with
no further complexity overhead. In this thesis, the focus is on the latter case.
In this way, every symbol period, the bit-stream to be transmitted is divided in two portions.
The first portion, which is of length of kMSR-SM1 = Ns log2 (M) bits, is encoded and transmitted
using Ns symbols drawn from the M -ary constellation M. Provided that each legal combina-







⌋ bits, the spectral efficiency of
MSR-SM is:







At the receiver side, the transmitted bit-stream is recovered via the detection of the conventional
constellation points {s1, . . . , sNs} and the combination of the receiving antennas {i1, . . . , iNs}.
Mathematically, the ML detector of MSR-SM is given from (4.5). However, the alphabet of all
possible transmitted symbol vectors x of MSR-SM is given from (4.6).
4.3 Theoretical Evaluation of the Average Bit Error Probability
In this section, using the union bound technique [169], an upper bound of the ABEP of R-SM










d(x → x̂)Pe(x → x̂, γ), (4.8)




(it is reminded that Ex [x] = 1).
Furthermore, the set of all possible transmitted symbol vectors x is denoted as B. The size of
B (number of all possible transmitted symbol vectors) is written as |B|. The number of bits
transmitted per symbol period is represented by kt. Also, Pe(x → x̂, γ) denotes the Pairwise
Error Probability (PEP) of transmitting the symbol vector x and detecting the symbol vector x̂.
Finally, d(x → x̂) is the Hamming distance which is defined as the number of different bits
between the bit-word represented by x and the bit-word represented by x̂.
The computation of (4.8) requires the evaluation of the probability Pe(x → x̂, γ). In order to
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derive the previous PEP, initially, the instantaneous PEP (which is conditioned on the instanta-
neous channel) has to be obtained. In the next step, the average of the instantaneous PEP over
all channel realizations needs to be computed.
Provided that the detection process is performed using (4.5), a symbol error occurs when:
E (x, x̂) =
{
‖y −Dx‖22 > ‖y −Dx̂‖22
}
. (4.9)
Using a straightforward elaboration on E (x, x̂), it can be show that:


















where, c = x− x̂. Also, ci and wi, i = 1, . . . , Nr, is the i-th elements of c and w respectively.
Given that:





















, the instantaneous PEP is expressed as:













where, z = cHD2c and Q (·) is the Q-function.
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4.3.1 Receive-Spatial Modulation: Single Stream
In this subsection, the PEP of the single stream R-SM is derived. In this way, using this result,
the bound of the ABEP of R-SM is obtained via (4.8). In order to simplify (4.15), the RV
z has to be characterized. Thus, the different types of symbol errors in R-SM have to be
considered. Similar to SM, R-SM faces three type of symbol errors: i) signal; ii) space; and
iii) joint errors. A signal error E1 = {x → x̂| {sk → ŝk, ei → ei}} occurs when the index
of the receiving antenna is correctly detected and the conventional constellation point sk is
incorrectly detected. In contrast, the incorrect detection of the index of the receiving antenna
with the concurrent correct detection of the conventional constellation point sk results in a




sk → sk, ei → eî
}}
. Finally, a joint error takes place when both




sk → ŝk, ei → eî
}}
.






|sk − ŝk|2d2i , for E1, (4.16a)
|sk|2(d2i + d2î ), for E2, (4.16b)
|sk|2d2i + |ŝk|2d2î , for E3. (4.16c)
Considering (4.15) and (4.16a)–(4.16c), it can be seen that the derivation of the average PEP
requires the marginal Probability Density Function (PDF) of each d2i , i = 1, . . . , Nr , for E1. In
addition, the same equations reveal that derivation of the PEP of E2 and E3 can be done using




The PDF of d2i is explicitly derived in [42] as a gamma distribution with d
2
i ∼ Gamma (L, 1)
and L = Nt−Nr+1. Here, Gamma (k, θ) stands for the gamma distribution with shape k and






where, H0(x) is the Heaviside step function, for which it holds that H0(x) = 0 for x < 0 and
H0(x) = 1 for x ≥ 0. Furthermore, Γ(·) denotes the gamma function defined in [170, p. 892].
The observation of the structure of d2i , i = 1, . . . , Nr, in (4.3) shows that they are correlated
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gamma RV (with marginal PDF given in (4.17)), as they are produced from the same random
matrix H using the same mathematical formula 1. Thus, as given in [171, p. 337], the joint
PDF of d2i and d
2
î




































Given the statistical characterization of d2i and d
2
î
, the estimation of ρc can be carried out, for
certain values of Nt and Nr, by using multiple samples of the two RVs.
In order to obtain the average PEP of R-SM, when a signal error E1 takes place, (4.15) can be
simplified using (4.16a). In this way, the average of the simplified version of (4.15), over all
possible realizations of d2i , is expressed as:









where, δ = sk − ŝk. In this chapter, an upper bound for (4.23) is achieved by considering the
fact that the Q (·) function is tightly upper-bounded as [172]:















1Additional justifications are provided in Chapter 5.4, where a more general scenario is considered.
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Hence, (4.23) becomes:


























The right side of (4.25) shows that it requires the evaluation of three expectations which have
the form of:






Here, α1 and β1 are positive real constants which depend on each term of the right side of






xL−1e(β1+1)x = α1 (β1 + 1)
−L , (4.27)
where, in the last step of (4.27), the integration formula from [170, p. 892, 3.351, 3] is consid-
ered. Finally, the incorporation of (4.27) in (4.25) gives that:





















The average PEP of R-SM when a space error E2 occurs can be bounded by following a similar
procedure as before. After the simplification of (4.15) using (4.16b), the previous bound of the
Q-function can be applied in order to obtain:

































The observation of (4.29) shows that the expectations that need to be evaluated have the form
of:






where again α2 and β2 are positive real scalars which are defined from (4.29). Given that the
joint PDF of the RVs d2i and d
2
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If the structure of fk(x) and pk(y) is taken into account, both integrations in the infinite sum-
mation of (4.31) can be reduced to:
∫ +∞
0
















In the derivation of (4.32) and (4.33), the formula from [170, p. 892, 3.351, 3] is deployed.


























is the generalized hypergeometric function, as defined in [170, p. 1010]. Furthermore,
[L]k = L(L+ 1) . . . (L+ k − 1) (4.37)
is the Pochhammer symbol. Finally, the incorporation of (4.34) in (4.29) gives:
















































The final step of the provided proof is the derivation of the bound of the average PEP of R-SM,
when a joint symbol error E3 happens. Similar to the other types of symbol errors in R-SM, the
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combination (4.15) and (4.16c) results in:































The observation of (4.39) shows that it requires the assessment of three terms of the form of:













Here, the real and positive values of α3 and β3 are defined from the right side of (4.38).






































In this way, using the incorporation of (4.41) in (4.39), it can be shown that the average PEP of
a joint error is bounded by
PE3(x → x̂, γ) ≤
(1− ρc)−L

































































Given that PEPs of R-SM for the different types of symbol error are given from (4.28), (4.38),
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and (4.44), the derivation of the upper bound of ABEP of R-SM can be obtained from (4.8) by
setting |B| =MNr and kt = log2 (M) + log2 (Nr).
4.3.2 Multi-Stream Receive-Spatial Modulation: Multiple Streams
The ABEP performance analysis of MSR-SM is provided (described) in this subsection. The











⌋. From (4.8), it can be seen that the assessment of
the ABEP of MSR-SM requires the evaluation of its average PEP. This is done by averaging
the instantaneous PEP over all possible channel realizations. The derivation of the average
PEP is omitted since it can be directly obtained from the analysis presented in Chapter 5.4 by
considering only point-to-point communication (single user transmission) and neglecting the
large scale channel effect. In particular, the average PEP of the point-to-point MSR-SM is the
direct result of (5.44) when a single user communication is assumed and there is no large scale
channel effect.
4.4 Diversity Order and Coding Gain of Multi-Stream Receive-
Spatial Modulation
In order to gain a better understanding of the performance of MSR-SM, its diversity order and
coding gain are obtained. The definition of the diversity order and coding gain is given in [173].
In more detail, the diversity order is the slope of the curve of the Symbol Error Rate (SER)
versus SNR, when the SER is expressed in logarithmic scale and the SNR is expressed in dB,
and as the SNR approaches infinity (γ → +∞) [173]. Furthermore, the coding gain determines
how far to the left to the SER curve is shifted with respect to the benchmark SER which has
a coding gain equal to one. However, in most cases and due to its mathematical difficulty,
the diversity order cannot be obtained directly from the curve of SER. Therefore, the diversity
order and coding gain are obtained from a high SNR approximation of the SER, when γ → +∞
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where, SER+∞ is a high SNR approximation of the SER, do is the diversity order, and cg is the
coding gain.
Similar to Section 4.3.2, the diversity order and coding gain of point-to-point MSR-SM are
directly obtained from (5.52) and (5.53) in Chapter 5.5, respectively, if single user communica-
tion is assumed and the wireless channel experiences only small scale fading. More specifically,
a high SNR approximation of the average PEP can be obtained by using the Chernoff bound of
the Q(·) function. In the next step, a high SNR approximation of the average SER is formed by
incorporating the previous high SNR approximation of the average PEP into (4.8) and using the
same approach as Chapter 5.5. In this way, a high SNR approximation of the average SER is
obtained which clearly shows the diversity order coding gain of MSR-SM. The previous proof
is omitted since it closely resembles to the proof presented in Chapter 5.5.
Therefore, the diversity order of MSR-SM is:
dMSR-SM = L, (4.46)









In (4.47), d2min denotes the minimum distance between every pair of the deployed constellation
points. In Chapter 5.5, there is a discussion with respect to the BER performance comparison
between MSR-SM and the benchmark system of conventional MIMO (SMX using ZF pre-
coding). In more detail, it is shown that MSR-SM achieves the same diversity order and higher
coding gain. The description of this analysis is omitted here since it follows the same arguments
as those given in Chapter 5.5
4.5 Imperfect Channel State Information at the Transmitter
In practice, CSI is acquired by the receiver using a pilot sequence. Under the assumption that
the channel does not change during one block of symbols, CSIR may be considered accurate.
When the channel varies rapidly, even CSIR is subjected to imperfections. At the transmitter
side, CSI is acquired either using a low rate feedback from the receiver or using the reciprocity
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principle when it is applicable (pure TDD). In the general case, channel imperfections at the
transmitter side may occur because of: i) channel estimation errors; ii) quantization errors
when a reverse feedback link is employed; and iii) an outdated version of CSIT (time varying
channel).
In practical scenarios, the acquisition of perfect (accurate) CSI is either a very expensive or even
an unrealistic process. Hence, there is a high need for designs that take into account channel
imperfections. A widely used channel model, that captures channel imperfections, expresses
the channel matrix as [174]:
H = H̄+ H̃. (4.48)
In (4.48), H̄ represents the long term channel evolution which can be accurately acquired by
the transmitter. In addition, H̃ denotes the channel for which only some kind of statistical or
worst-case knowledge is considered possible. A common assumption is to model the long term












. Note that each element of
H̄ remains constant over a block of symbols. However, the elements of H̃ change every symbol
period. The instantaneous channel matrix is denoted as H. Finally, in order to avoid any power





In the following two subsections, the precoding matrix P of (4.1) is designed using two meth-
ods from optimization theory. These methods are Stochastic Robust Approximation (SRA)
and Worst-Case Robust Approximation (WCRA) [175]. The method of SRA follows a sta-
tistical approach and solves the resulting minimization problems over their expectation. In
contrast, WCRA is a worst-case method and solves the same minimization problems assuming
that ‖H̃‖2 ≤ α. Note that both approaches employ I-CSIT in a statistical or scalar form which
does not change rapidly over time.
4.5.1 Objective Function
The objective function that has to be minimized in order to design the precoding matrix P
using I-CSIT is given below. When P-CSIT is available, the ZF precoding matrix of (2.19) is
just the pseudo-inverse matrix of H. An alternative way to obtain the ZF precoder is to solve
the following Nr minimization problems:
min
pl
‖Hpl − el‖22, ∀l = 1, ..., Nr , (4.49)
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where, el is the l-th column of the identity matrix INr,Nr = [e1, ..., eNr ].
4.5.2 ZF-Like Precoding Based on Stochastic Robust Approximation








, ∀l = 1, . . . , Nr. (4.50)












which is obviously a convex optimization problem (sum of quadratic functions). Thus, the

















in a collective matrix form. A careful look in E[H̃HH̃] reveals its structured form. For example,









4.5.3 ZF-Like Precoding Based on Worst-Case Robust Approximation
When WCRA is utilized, the MIMO wireless channel is expressed as the non-empty and
bounded set Φ ⊆ CNr,Nt . Here, Φ represents all the possible values of the channel matrix
H. Given a feasible precoding vector pl, the worst case error can be formulated as:
ewc(pl) = sup [‖Hpl − el‖2|H ∈ Φ] . (4.55)
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The aim of this subsection is to design a precoder that minimizes the worst case error ewc(pl).
Under this objective, the minimization problem can be formulated as:
min
pl
sup [‖Hpl − el‖2|H ∈ Φ] ∀l = 1, . . . , Nr. (4.56)
In this thesis, the Norm Bound Error (NBE) method from [175] is used. In NBE, the uncertainty
of H̃ is considered within a norm ball of radius α. Thus, the set Φ is written as:
Φ =
{
H = H̄+ H̃|‖H̃‖2 ≤ α
}
, (4.57)
where, α > 0. Let,
eNBEwc (pl) = sup{‖H̄pl − el + H̃pl‖2| ‖H̃‖2 ≤ α}, (4.58)
be the worst-case error given the precoding vector pl. After some arithmetic manipulations, it
is shown that eNBEwc (pl) is equal to:
eNBEwc (pl) = ‖H̄pl − el‖2 + α‖pl‖2, (4.59)












‖H̄pl − el‖2 + α‖pl‖2. (4.61)
The minimization problems of (4.61) can be transformed to:
min
{t1,t2}
t1 + at2 (4.62)
subject to ‖H̄pl − el‖2 ≤ t1, ‖pl‖2 ≤ t2,
which is solved as a Second Order Cone Programming (SOCP) problem using the interior point
method [175]. Alternatively, (4.61) can be transformed in a Tikhonov Regularization (TR)
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‖H̄pl − el‖22 + β‖pl‖22, (4.63)
for some value of β [175].
Again, (4.61) is convex because eNBEwc (pl) is the sum of quadratic functions. Thus, the solution





H̄Hel ∀l = 1, . . . , Nr. (4.64)






4.5.4 Precoding in the Presence of Transmit and Receive Space Correlation
The problems of (4.50) and (4.63) are different forms of TR [175]. A valuable property of
TR theory is that it does not pose any rank restriction on the involved matrices H̄ and H̃, as




and H̄HH̄+ βI are positive definite [175]. Thus, the
analytical solutions of (4.53) and (4.65) may enjoy the additional merit of being applicable to
spatially correlated channels.
In this thesis, the Kronecker correlation model is employed [176]. According to this correlation







where, Hw ∼ CN (0, I). Here, RT and RR represent the transmit and receive spatial correla-
tion matrices, respectively. In this case, the wireless channel is distributed as H ∼ CN (0,RT⊗
RR). Usually, the entries of the spatial correlation matrices RR and RT are generated using an
exponential model with RT (i, j) = ρ
|i−j|
t and RR(i, j) = ρ
|i−j|
r , where 0 ≤ ρt, ρr ≤ 1. Values
of ρt and ρr close to 0 mean low correlation, whereas values close to 1 mean high correlations.
If the Kronecker correlation model of (4.66) is combined with the model of I-CSIT described
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T represents the channel uncertainty.
Looking at (4.53) and (4.65), it is revealed that only the analytical form of the design based on
SRA is affected by the correlated channel. This is because SRA requires the computation of









4.6 Transmit Power Analysis





= 1, the instantaneous transmission power ‖PDx‖22 is fully characterized by the
quantity Ps = ‖PD‖22.
In (4.1), the normalization matrix D is employed in order to make sure that the transmission
power is not amplified by the precoder P in adverse channel conditions. As shown below,
the proposed precoders have a structure that imposes an indirect transmit power constraint.
The practical value of this constraint is that it allows to set D = INr ,Nr , without amplifying the
power transmission to an unacceptable level. Additionally, it can be assumed that HP ≈ INr,Nr
(when P is the MMSE, or SRA, or WCRA precoder) in order to keep the complexity of the
receiver low. In this way, there is no need for di to be known at the receiver. Hence, the
detection algorithm of (4.5) is further simplified by setting D = INr,Nr . However, note that
in the BER simulation results of Section 4.7, the precoding designs of SRA and WCRA are
normalized as described in Section 4.2.1. This is done for the sake of fair comparison with the
other precoding methods (same transmission power).
4.6.1 Instantaneous Power Transmission
The precoding methods of SRA and WCRA are forms of TR when I-CSIT is available. As a
consequence, it is expected from both designs to offer a reduced power transmission [175]. The
69
Point-to-point Receive-Spatial Modulation: Modulating Information at the Receive Antennas
proof begins by taking the SVD of H̄:
H̄ = ŪΣ̄V̄H . (4.69)
Here, Ū and V̄ are unitary matrices and Σ̄ is a diagonal matrix containing at its main diagonal
the Nr singular values σ̄i of H̄ (without loss of generality it is assumed that H̄ has a rank of









Σ̄T ŪH , (4.70)
where, D̄ is a Nt × Nt diagonal matrix equal to D̄ = diag
(




. Here, σ̄2i , i =
1, . . . , Nr are the eigenvalues of H̄
HH̄.
Taking into account that both D̄ + Nrσ
2
H̃
INt,Nt and Σ̄ are diagonal matrices, (4.70) can be

















In order to evaluate the transmit power of the SRA precoder, the Frobenius norm of the precod-











Using the argument that the trace operator is invariant under cyclic permutations tr(ABC) =


























) < 1 when σ̄i = Nrσ
2
H̃
, and iii) approaches to zero when σ̄i → +∞. Hence,
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Clearly, ‖PWCRA‖2F is also constrained because σ̄iσ̄2i +β < 1 for every {σ̄i, β} > 0.
A careful observation of (4.74) and (4.77) reveals that the channel uncertainty (in the form
of σ2
H̃
for SRA and in the form of β for WCRA) acts as a regularization parameter which
adjusts the transmitted power. When the channel uncertainty approaches to zero, both SRA and
WCRA reduce to ZF precoding and the transmitted power is maximized up to the transmitted
power of ZF precoding. In contrast, when the channel uncertainty is increased, the level of
power transmission imposed by the transmitter is decreased. This means that when the channel
knowledge at the transmitter becomes more inaccurate, the transmitter reduces the transmitted
power in order to avoid further degradation.
In the next few lines, the transmit power behaviour of ZF and MMSE precoding, when I-CSIT
is available at the transmitter, is given without proof. Using a similar approach as before, it is
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From (4.78), it is clear that the power transmission of ZF precoding is increased to unacceptable
high levels when the channel is in deep fade (σ̄2i → 0). In contrast, for MMSE precoding,
it can be shown that the power transmission is constrained by ‖PMMSE‖2F < Nr, because
σ̄i
σ̄2i +µ
< 1, i = 1, · · · , Nr. A similar proof for the ZF and MMSE precoders is attained when
the transmitter employs P-CSIT. In this case, the power transmission of the ZF and MMSE
is given from (4.78) and (4.79) by replacing σ̄i with σi, where σ
2
i denote the eigenvalues of
HHH.
Finally, looking at (4.74), (4.77), and (4.79), it can be seen that there is a relation between
the transmission power of different precoding methods. It is easy to demonstrate, using the
structure of the power transmission of each precoder, that MMSE imposes higher instantaneous
power transmission than: i) SRA when σ2
H̃
> µ/Nr, and ii) WCRA when β > µ.
4.6.2 Average Transmit Power Analysis
Section 4.6.2 presents the analytical derivation of the average precoding power P̄s of the meth-
ods employed in this thesis, when: i) I-CSIT is available and ii) D = INr,Nr . Considering
(4.74), (4.77), (4.78), and (4.79), it can be revealed that the instantaneous power of each pre-
















Here, depending on the precoding method, ϑ takes the following values: i) ϑ = 0 for ZF;
ii) ϑ = µ for MMSE; iii) ϑ = Nrσ
2
H̃SR
for SRA; and iv) ϑ = β for WCRA. In (4.80), for
notational convenience, σ̄i
2 is substituted with λ̄i.

















λ̄1, . . . , λ̄Nr
]T
. It is not difficult to see that the random vector τ̄ contains the un-
ordered eigenvalues of the Wishart matrix W̄ = H̄H̄H ∼ CW(Nr,ΣH̄), where, CW(Nr,ΣH̄)
denotes a central complex Wishart distribution as defined in [177, eq. 2.6]. Here, ΣH̄ is the
covariance matrix of H̄. In the following, the expectation of (4.81) is derived when the wireless
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channel is: i) uncorrelated and ii) transmit correlated (RR = INr,Nr ).
4.6.2.1 Uncorrelated Channel








Hw, where, Hw ∼ CN (0, I), the singular values λ̄i of H̄ can be rewrit-




λi. Here, λi, i = 1, . . . , Nr, represent the singular values of Hw.































In (4.82), λ denotes the unordered eigenvalues of the complex central Wishart matrix W =
HwH
H






















i! . Here, L
∆
k (x) denotes the Laguerre
polynomials. It is reminded that H0(x) is the Heaviside step function, for which it holds that
H0(x) = 0 for x < 0 and H0(x) = 1 for x ≥ 0.











fλ (x) dx, (4.84)
























(n + 1)!φneφ [Γ(−n, φ)− φΓ(−n− 1, φ)] . (4.85)
In (4.85), n = l+m+∆ and Γ(· , · ) denotes the incomplete gamma function defined in [170,
p. 899]. The evaluation of the integral of (4.84) is given in Appendix A.
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4.6.2.2 Transmit Correlated Channel
















where, λ̄ is the unordered eigenvalues of the complex central Wishart matrix W̄ = H̄H̄H .
Clearly, the evaluation of (4.86) requires the marginal PDF of λ̄, which is derived below.


















. Thus, H̄ is distributed according to the fol-
lowing complex Gaussian distribution H ∼ CN (0, R̄T ⊗ INr ,Nr). In this case, the complex
central Wishart matrix W̄ is distributed as CW(NR, R̄T ). For this reason, as it shown in [178],















































1 α̺ · · · α̺−1̺

 .
In addition, α1, . . . , α̺, represent the ̺ distinct eigenvalues of R̄T . The (i, j) cofactor of the
Nr ×Nr matrix C whose (l, k) element equals to:
















is denoted as D(i, j).
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and plugged in (4.86). The evaluation of the integral of (4.88) is given in Appendix B. Hence,
































gj (y) = ϑ
j−1eϑyj! [Γ (1− j, yϑ)− yϑΓ (−j, yϑ)] (4.90)
and Γ(· ) denotes the gamma function defined in [170, p. 892].
4.7 Results and Discussion
Analytical and Monte Carlo simulation results which evaluate the performance of R-SM and
MSR-SM are provided in this section. Initially, it is considered a scenario where the transmitter
possesses P-CSIT and the precoding method is ZF. In this case, the wireless channel is flat
and follows a Rayleigh distribution. The tightness of the derived bounds of Sections 4.3.1 and
4.3.2 is verified. In addition, the performance of R-SM and MSR-SM is compared against the
performance of the corresponding conventional MIMO setup. In this way, it is shown which
scheme performs better.
The assumption of P-CSIT is too idealistic. In a real scenario CSIT is subject to imperfections.
Thus, in order to study the performance of R-SM and MSR-SM when I-CSIT is available,
the channel model of Section 4.5 and the precoding methods of Sections 4.5.3 and 4.5.3. are
deployed.
4.7.1 Validation of the Theoretical Average Bit Error Probability
In this section, simulation results that confirm the tightness of the bounds of the ABEP of
Sections 4.3.1 and 4.3.2 are provided. For the bounds of R-SM presented in Section 4.3.1, the
considered system setups are: i) a 4 × 2 (Nt = 4 and Nr = 2) with 4 bpcu spectral efficiency;
and ii) a 8× 4 (Nt = 8 and Nr =) system configuration which transmits 4 bpcu. Furthermore,
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Figure 4.3: Performance analysis of R-SM (single stream) when ZF with P-CSIT is employed
at the transmitter, using: i) simulation results and ii) the bounds of Section 4.3.2.
the tightness of the bounds of Section 4.3.2 of MSR-SM is presented for the following system
configurations: i) a 4 × 4 (Nt = 4 and Nr = 4) system setup with one stream (Ns = 1)
and 4 bpcu spectral efficiency; ii) a 4 × 4 (Nt = 4 and Nr = 4) system setup with two
streams (Ns = 2) and 6 bpcu; and iii) a 5 × 3 (Nt = 5 and Nr = 3) system setup with
two streams (Ns = 2) and 6 bpcu spectral efficiency. Note that all system setups deploy a
QAM constellation with order 4. Furthermore, for all simulations presented in this chapter, it
is assumed that Ex[x] = 1.
As shown in Figs. 4.3 and 4.4, the proposed upper bounds of Section 4.3.1 and 4.3.2, re-
spectively, are tight and capture the nature of the behavior of the performance of R-SM and
MSR-SM in high SNR. In low SNR, there is a deviation which is a well known effect of the
union bound technique [169]. Furthermore, the analysis of the diversity orders of R-SM and
MSR-SM presented in Section 4.4 are confirmed from Figs. 4.3 and 4.4, respectively. In both
figures, the slope of the BER curves, which are obtained via simulation results, is in perfect
agreement with the theoretical analysis of Section 4.4, as the SNR approaches to infinity.
4.7.2 BER Performance of Receive-Spatial Modulation
For the purpose of comparison, Fig. 4.5 depicts the BER performance of R-SM and the per-
formance of the corresponding conventional MIMO scheme, for the same system setups. Here,
the conventional MIMO scheme deploys ZF precoding with P-CSIT. Its operating principle
determines that Nr parallel and non interfering streams are established from the transmitter to
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=2 ): 6 bpcu
5x3 (N
s
=2 ): 5 bpcu
4x4 (N
s
=1 ): 4 bpcu
Figure 4.4: Performance analysis of MSR-SM (single stream and multiple streams) when ZF
with P-CSIT is employed at the transmitter, using: i) simulation results and ii) the
bounds of Section 4.3.1.





















Figure 4.5: BER performance of R-SM versus conventional MIMO.
the receiver. Furthermore, detection at the receiver is conducted using the ML criterion. Note
that all conventional symbols, both for R-SM and conventional MIMO are drawn from aM -ary
QAM or BPSK constellation diagrams. The value of M is selected such that the desired spec-
tral efficiency is guaranteed. As shown in Fig. 4.5, both schemes have the same performance
for a 2× 2 and 2 bpcu system setup. Whereas, for a system setup 4× 2 (4 bpcu) and a system
setup 8 × 4 (4 bpcu), conventional MIMO outperforms R-SM, due to its higher multiplexing
gain. However, from Fig. 4.5, it can be indirectly concluded that both systems achieve the same
diversity order. Indeed, it is verified theoretically that their diversity equal to L = Nt−Nr+1.
Note that the derivation of the diversity order for R-SM is undertaken in Section 4.4, while the
diversity order of conventional MIMO is derived in [70].
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4.7.3 BER Performance of Multi-Stream Receive-Spatial Modulation
The BER performance of MSR-SM is studied in this section. Initially, the effect of the number
of spatially modulated parallel data streams Ns in the performance of MSR-SM is explored.
Fig. 4.6, presents the BER performance of a 8 × 4 (Nt = 8 and Nr = 4) system for different
values of Ns = {1, 2, 3}. For all system setups, the spectral efficiency is set to 8 bpcu by
selecting the appropriate order for the deployed QAM constellation. As shown in Fig. 4.6, as
the number of parallel spatially modulated data streams Ns is increased, MSR-SM performs
better. In most cases, for the same spectral efficiency, as the number of parallel stream is
increased, the order of the deployed constellation is decreased. Therefore, the performance
becomes better. For example, in Fig. 4.6, when Ns = 1 (one stream), MSR-SM requires 64-
QAM, while when Ns = 2 (two streams) the order of the deployed QAM constellation is 8, and
when Ns = 3 (three stream) MSR-SM uses 4-QAM. However this is not a general rule. There
are some special cases where different numbers of Ns result in the same spectral efficiency
using the same order of constellation. In this case, MSR-SM achieves better BER performance
when Ns is smaller. An example is presented in Fig. 4.7. More details are given below.
Furthermore, Fig. 4.6 presents the comparison of MSR-SM with the corresponding conven-
tional MIMO scheme. The definition of the benchmark system is given in Section 4.7.2. As
shown in Fig. 4.6, the benchmark system outperforms MSR-SM when Ns equals to one and
two, due to its higher multiplexing gain. In fact, provided that the benchmark system estab-
lishes four parallel data streams from the transmitter to the receiver, the required order of the
deployed QAM constellation is only four, for 8 bpcu. In contrast, when Ns = 3, MSR-SM uses
4-QAM, which is the same order as the benchmark system, in order to transmit 8 bpcu. For
this reason, in high SNR, MSR-SM has a better performance than the benchmark system. For
a BER ≈ 10−6, MSR-SM outperforms conventional MIMO for about 1.1 dB. Hence, in the
following, the focus is given on the comparison of MSR-SM with conventional MIMO when
the value Ns is high.
Fig. 4.7 presents the BER performance of MSR-SM for the following system setups: i) 8 × 5
with Ns = 4 and 10 bpcu; ii) 8 × 6 with Ns = 5 and 12 bpcu; ii) 8 × 7 with Ns = 5 and 14
bpcu; and iv) 8× 7 with Ns = 6 and 14 bpcu. For comparison, Fig. 4.7 gives the performance
of the corresponding conventional MIMO scheme, as defined in Section 4.7.2. For all schemes
in Fig. 4.7, the order of the utilized QAM constellation is 4. Fig. 4.7 shows that in low SNR,
the benchmark system offers a slightly better BER than MSR-SM. However, as the SNR is
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Figure 4.6: BER performance of MSR-SM for a 8 × 4 system and Ns = {1, 2, 3} (number of
parallel spatially modulated data streams).


























Figure 4.7: BER performance of a MSR-SM versus conventional MIMO.
increased in values of practical interest, there is a crossing point above which the benchmark
system is outperformed. The crossing point for the system setups of 8× 5 with Ns = 4, 8× 6
with Ns = 5, and 8 × 7 with Ns = 6 occurs at 12.5, 16.5, and 27.5 dB, respectively. Note
that even though there is a crossing point, both MSR-SM and the benchmark system achieve
the same diversity order (L = Nt − Nr + 1). Indeed, if the SNR is increased up to infinity,
there is a crossing point after which the BER curves of both systems are parallel (same slope).
It is reminded that the diversity order for MSR-SM is obtained in Section 4.4 and the diversity
order for the benchmark system is given in [70].
Fig. 4.7 also shows that for a system setup of 8× 7, with Ns equals to 5 or 6, the same spectral
efficiency of 14 bpcu is achieved using the same QAM order. In this case, the performance of
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Figure 4.8: BER performance of R-SM (8× 4 system) when I-CSIT is available.
MSR-SM with respect to Ns depends on the value of SNR. Note that this is a very special case,
where different values of Ns result to the same spectral efficiency, when the QAM order is the
same. For values of SNR below 9.2 dB and above 27.5 dB, MSR-SM performs better when
Ns = 6. In contrast, for values of SNR between 9.2 and 27.5 dB, setting Ns = 6 is preferable.
This phenomenon is attributed to the fact, that even though the values of Ns are different and
the QAM order is the same, the resultant spectral efficiency is same. This is due the different
number of bits offered by different values of Ns.
4.7.4 BER performance: The Effect of I-CSIT
In this section, using simulation results, the performance of R-SM and MSR-SM is studied
when the transmitter deploys I-CSIT. The system configuration assumes Nt = 8 transmit an-
tennas and Nr = 4 receive antennas. For R-SM, it is assumed that Ns = 1, while for MSR-SM
it is assumed that Ns = 3. Furthermore, for both R-SM and MSR-SM, the utilized constel-
lation is 4-QAM. Therefore, the spectral efficiency for R-SM is 4 bpcu, while the spectral
efficiency for MSR-SM is 8 bpcu. The MIMO channel H is generated as the sum of two
Zero Mean Circular Symmetric Complex Gaussian (ZMCSCG) matrices (H and H̃) whose el-
ements follow i.i.d. ZMCSCG distributions (hi,j ∼ CN (0, 0.99) and h̃i,j ∼ CN (0, 0.01)) such
that hi,j ∼ CN (0, 1). The entries of H are refreshed every 100 symbol periods, whereas the
entries of H̃ are refreshed every symbol period. In addition, the entries of the spatial correlation
matrices RR and RT are generated using an exponential model with ρt = ρr = ρ, where ρ
takes values from the set {0.1, 0.5, 0.9}.
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Figure 4.9: BER performance of MSR-SM (8×4 system withNs = 3) when I-CSIT is available.
The BER performance of R-SM and MSR-SM, for different precoding methods (ZF, SRA,
and WCRA), I-CSIT, and for the cases of uncorrelated and correlated channel, is presented
in Figs. 4.8 and 4.9. Especially, for the correlated case, spatially correlated channels with
low correlation (ρ = 0.1), with intermediate correlation (ρ = 0.5) and with high correlation
(ρ = 0.9) are assumed. In addition, for comparison purposes, Figs. 4.8 and 4.9 give the
BER performance of the ZF precoder under P-CSIT and I-CSIT. In order to conduct a fair
comparison between the different precoding designs, the wireless channel follows the same
statistical characteristics for all cases.
The observation of Figs. 4.8 and 4.9 shows that under an uncorrelated channel or low correla-
tion (ρ = 0.1), R-SM and MSR-SM with I-CSIT, and for all precoding designs, have almost the
same performance as ZF precoding with P-CSIT in low SNR. Therefore, in such a scenario,
the performance of R-SM and MSR-SM does not deviate from the ideal channel conditions.
Furthermore, as shown in Fig. 4.9, for the depicted values of SNRs, the performance of R-SM
with I-CSIT follows the ideal case. In contrast, in high SNR, the performance of MSR-SM with
I-CSIT is outperformed from the corresponding performance of ZF precoding with I-CSIT. In
high SNR, the main degradation factor under the presence of I-CSIT is the residual ICI.
Fig. 4.9 demonstrates that the main effect of I-CSIT on the performance of MSR-SM is a bottle-
neck, where higher values of SNR do not affect its performance substantially. This phenomenon
occurs in all scenarios of channel correlation. In contrast, Fig. 4.8 shows that the performance
of R-SM faces a bottleneck, for the depicted SNRs, only in high correlation (ρ = 0.9). How-
ever, due to the fact that the presence of I-CSIT results in a noise limited regime (residual ICI
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at the receiver), a bottleneck is expected in higher values of SNR.
As shown in Figs. 4.8 and 4.9, the way that correlation affects the performance of R-SM and
MSR-SM can be divided in two cases. In the low correlation case (ρ = 0.1), it can be seen
that there is no performance difference between the uncorrelated and correlated channel. In
contrast, as correlation increases, the performance of R-SM and MSR-SM deteriorates. For the
intermediate level of correlation (ρ = 0.5) and BER=10−3, there is a SNR penalty of about 4
dB for R-SM (Fig. 4.8) and 4.5 dB for MSR-SM (Fig. 4.9). For the high level of correlation
(ρ = 0.9), both R-SM and MSR-SM are not able to achieve a BER less than 10−3 in the
depicted values of SNR.
4.7.5 Power Transmission and Residual MSE at the Receiver when I-CSIT is
Available
In Section 4.6, it is demonstrated that the unnormalized MMSE, SRA, and WCRA precoders
result in a constrained power transmission, while the ZF precoder does not. Hence, when the
MMSE, SRA, and WCRA precoding designs are employed in a real system implementation,
it is possible to avoid the use of the precoding matrix D at the transmitter. In this case, given
the assumption of HP ≈ INr,Nr , there is no need for the receiver to have the knowledge of di,
i = 1, . . . Nr. Thus, a non-coherent detection algorithm is able to be deployed at the receiver.
In Fig. 4.10, the average transmitted power and the residual Mean Square Error (MSE) at the
receiver are evaluated with respect to the variance of channel uncertainty σ2
H̃
. This is done
using simulation results and the theoretical framework of Section 4.6.2. In addition, this is
done for all precoding designs (MMSE, SRA, and WCRA) when the normalization matrix D





As shown in Fig. 4.10(a), when σ2
H̃
is increased, the transmitted power of SRA and WCRA
precoding methods is decreased. This means that, as the CSIT becomes more inaccurate, the
power transmission is reduced in order to avoid further degradation (inaccurate beamforming).
In contrast, when MMSE precoding is employed and for all the depicted values of SNR =
{0, 20} dB, power transmission is increased as the variance of channel uncertainty is increased.
This results to inaccurate beamforming.
Furthermore, Fig. 4.10(a) shows that correlation affects the transmitted power of the new pre-
coding design in a composite way. When σ2
H̃
→ 0, higher correlation (higher values of ρ)
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MMSE (20 dB): Corr.
(b) Residual MSE at the receiver.
Figure 4.10: Effect of I-CSIT to a 8× 4 system.
results in higher power transmission. In contrast, when σ2
H̃
is increased, higher correlation
results in lower power transmission. In contrast to the new designs, the existence of channel
correlation, when MMSE precoding is used, imposes higher power transmission. As a final re-
mark, it is noted that all of the theoretical curves perfectly match with the simulated curves. In
addition, all the claims of Section 4.6 concerning the relation between the proposed precoding
designs and MMSE precoding are confirmed.
Fig. 4.10(b) demonstrates the average residual MSE at the receiver, defined as:
MSE = ‖HP− INr,Nr‖2F (4.91)
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where, INr,Nr is the ideal ZF impulse response. Fig. 4.10(b) quantifies the residual ICI caused
by the inaccurate beamforming, versus the variance of channel uncertainty. As it can be seen,
for values of σ2
H̃
close to zero (almost no uncertainty), MMSE results to lower MSE. It is well
known that the MMSE precoder is the optimum linear precoder in terms of MSE. However, as
the channel becomes more inaccurate (higher values of σ2
H̃
), the new precoding designs offer
significantly lower residual MSE than MMSE (for all SNR values). The same figure depicts the
performance of the studied precoding designs when the channel is correlated. Clearly, higher
correlation results in higher MSE. Finally, it can be seen that as the channel uncertainty becomes
high, the effect of correlation to SRA and WCRA is insignificant compared to the uncorrelated
case.
4.7.6 Energy Efficiency, Complexity, and Data Rate Trade-off Analysis Between
Receive Space Modulation and Conventional MIMO
In this section, a trade-off analysis between the EE, complexity, and data rate of R-SM, MSR-SM,
and the corresponding conventional MIMO benchmark system is provided. Note that the de-
scription of the benchmark system is provide in Section 4.7.2.
In order to quantify the EE benefits of the studied schemes, the metric of Relative Average









where, ∆SNR denotes the SNR difference (in dB) between R-SM or MSR-SM and the con-
ventional MIMO benchmark system, for a given BER. It is worth mentioning that only the
energy consumption for the RF power transmission is considered. Both architectures, in fact,
have almost the same circuits energy consumption, since they employ the same number of RF
front-ends.
Similarly, the complexity benefits of the studied schemes are quantified by the metric of Rela-
tive Complexity Reduction (RCR), defined as:
RCR[%] =
CMIMOt − CSpace Modulationt
CMIMOt
× 100%, (4.93)
where, CMIMOt and CSpace Modulationt , is the computational complexity (in real additions and
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Configuration ksystem (bpsp) Target BER RAER [%] RCR [%]
Nt = 2, Nr = 2, Ns = 1 2 10−2 4.5% 56%
Nt = 8, Nr = 4, Ns = 1 4 10−3 −25% 79%
Nt = 8, Nr = 4, Ns = 3 8 10−4 18% 26%
Nt = 8, Nr = 4, Ns = 2 8 10−4 −58% 53%
Table 4.1: Energy Efficiency, Complexity, and Data Rate Trade-off Analysis of receive space
modulation with respect to the conventional MIMO benchmark system.
multiplications) of computing the transmitted signal s = PDx, when the MIMO benchmark
system and R-SM or MSR-SM are deployed, respectively. By taking into account the sparse
structure of the transmitted signal vector x of R-SM and MSR-SM in (4.4) and (4.6), respec-
tively, it can be shown that the transmit computational complexity of R-SM is:
CR−SMt = 6Nt + 2 (4.94)
and the transmit computational complexity of MSR-SM is:
CMSR−SMt = Nt(8Ns − 2) + 2Ns. (4.95)
Finally, the transmit computational complexity of the benchmark system is given as:
CMIMOt = Nt(8Nr − 2) + 2Nr. (4.96)
As shown in Table 4.1, for the same data rate, R-SM and MSR-SM have a lower computational
complexity, than the MIMO benchmark system. As regard the metric of RAER, as it can be
seen in Table 4.1, in some system setups, the corresponding MIMO benchmark system is more
energy efficient than R-SM and MSR-SM. However, for Nt = 2 and Nr = 2, R-SM is more
energy efficient than the benchmark system. Also, for Nt = 8, Nr = 4, and Ns = 3, MSR-SM
offers a higher EE than the benchmark system.
4.8 Summary
In this chapter, using theoretical and simulation results, the performance of R-SM and MSR-SM
was evaluated. In more detail, a theoretical upper bound of the ABEP of R-SM and MSR-SM
were provided, when: i) the wireless channel is uncorrelated and follows the Rayleigh dis-
tribution; and ii) the precoder is designed using the ZF principle with P-CSIT. In addition,
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the diversity order and coding gain of both schemes were derived. A comparison was given
for R-SM and MSR-SM against the corresponding conventional MIMO scheme. From these
comparisons, it was concluded when they perform better. Furthermore, with the assumption of
I-CSIT, two linear precoders were proposed. The instantaneous and average precoding power
for all precoding methods considered in this thesis were analyzed theoretically.
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Chapter 5
On the Performance of Multi-Stream
Receive-Spatial Modulation in the
MIMO Broadcast Channel
5.1 Introduction
In this chapter, the incorporation of MSR-SM for application to the MIMO broadcast channel
is introduced and its BER performance is mathematically studied. More specifically, based on
the union bound technique, an accurate mathematical framework for its performance evaluation
is proposed and discussed. From this framework, it is proved that MSR-SM provides the same
diversity order as the conventional MIMO broadcast channel, while offering a better coding
gain in the high SNR regime. Also, this performance gain is achieved with a reduction of the
complexity of the transmitter. Numerical simulations are shown in order to substantiate the
gain predicted by the analysis. As a result, MSR-SM is shown to be a promising transmission
scheme for the MIMO broadcast channel.
5.2 System Model
An uncoded Multi-User Multiple-Input Multiple-Output (MU-MIMO) system that comprises a
multi-antenna BS andNu remotely distributed multi-antenna users is considered. Such a system
is shown in Fig. 5.1. The BS is equipped withNt antennas and each user possesses Nr antennas.
Since the transmitter is a BS, it is realistic to consider the assumption that Nt ≥ NuNr. In
addition, the wireless channel between the BS and every user is assumed to be frequency flat
and quasi-static. Finally, P-CSIT is considered, which can be obtained by using either the
channel reciprocity or fast and error free links from the users1.
1In real systems, CSIT is subjected to imperfections. However, the study of the effect of I-CSIT is outside the
scope of this chapter.
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Figure 5.1: The system model of MU MSR-SM.
Provided P-CSIT is available, the transmitter is able to use linear precoding. By interpreting
the Nt transmit antennas and the B = NuNr receive antennas as a Nt ×B MIMO system, the
baseband equation of such a system is expressed as:
y = H̆P̆D̆x+w, (5.1)
in a matrix form. In (5.1), y is a NuNr × 1 vector which is written as:
y =
[














denotes the wireless channel from the transmitter to all receive antennas. Furthermore, the
sub-matrix H̆i, i = 1, . . . , Nu, denotes the wireless channel from the transmitter to the i-th
user. Due to the spatial distribution of the users inside the geographical area of a cell, each
user experiences a different large scale effect. However, given that the receive antennas of each
user are collocated, the large scale effect between the transmitter and each receive antenna of
a certain user is the same. Therefore, it is assumed that H̆i, i = 1, . . . , Nu, has the following
distribution: H̆i ∼ CN (0, ξiI). The values of ξi close to zero represent a poor channel condi-
tion, while those of ξi close to one indicate a strong channel condition. It is assumed that there





On the Performance of Multi-Stream Receive-Spatial Modulation in the MIMO Broadcast
Channel
where,
Ξ = diag (ξ1I, . . . , ξNuI) , (5.5)
represents the large scale effect. In addition, H is defined as:
H =
[





where, H ∼ CN (0, I) and Hi, i = 1, . . . , Nu, represents the small scale fading of the i-th user.
The Nt ×NuNr precoding matrix can be formulated as:
P̆ =
[
P̆1, . . . , P̆Nu
]
, (5.7)
where, P̆i, i = 1, . . . , Nu, corresponds to the precoding matrix of the i-th user. In order
to ensure that the transmitted power is not amplified by the precoder P̆, a NuNr × NuNr
diagonal normalization matrix D̆ = diag
(
d̆1, . . . , d̆NuNr
)
is used. Every element d̆i, i =






where, p̆i is the i-th column of P̆. Thus, every column of the normalized precoding matrix
P̆norm = P̆D̆ (5.9)




D̆1, . . . , D̆Nu
)
. (5.10)
In (5.10), D̆i, i = 1, . . . , Nu, is theNr×Nr diagonal normalization matrix of the corresponding
precoding matrix P̆i. The collective signal vector at the transmitter is denoted as:
x =
[





where, xi, i = 1, . . . , Nu, is the signal vector for the i-the user. Also, w =
[




CN (0, σ2wI) is a NuNr × 1 vector that represents the white Gaussian noise. In more detail,
wi, i = 1, . . . , Nu, is the Gaussian noise observed by the i-th user. In this way, by taking into
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account (5.1), (5.3), (5.7), and (5.10), the received signal at the i-th user is given as:




P̆kD̆kxk +wi, i = 1, . . . , Nu. (5.12)
In the right side of (5.12), the first term represents the intended received signal to the i-th user,
while the second term denotes the interference caused by the transmission to the other users.
The precoding method of interest in this section is ZF. The main characteristic of ZF precoding
is the total elimination of interference between different users and between different antennas
of the same user. Hence, ZF precoding is an efficient method that can be used for the formation
of a MU architecture based on MSR-SM. Therefore, if the channel matrix is expressed as in








Note that the deployment of ZF precoding requires that: Nt ≥ NuNr.




where, DMU = diag (d1, . . . , dNuNr) is a diagonal matrix. The i-th element of the main








, i = 1, . . . , NuNr. (5.15)
In order to gain a better understanding of the received signal of each user, (5.4), (5.13), and




Alternatively, (5.16) can be written as:
yi =
√
ξiDixi +wi, i = 1, . . . , Nu, (5.17)
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since DMU = diag (D1 . . . ,DNu) is a block diagonal matrix, where Di is defined as the i-th
Nr ×Nr block matrix of the main block diagonal of DMU.
From (5.17), it is highlighted that the choice of the transmitted vector xi, i = 1, . . . , Nu,
determines the way that information is transmitted to each user. For example, conventional
SMX transmission is obtained if all the elements of xi are drawn from a conventional M -
ary constellation diagram M. On the other hand, MSR-SM can be obtained by appropriately
choosing the symbol vectors xi, i = 1, . . . , Nu, as discussed in Chapter 4.2.2.
At the users’ side, the reconstruction of the transmitted bit-streams is undertaken by detecting
the transmitted vectors xi, i = 1, . . . , Nu. Provided that the i-th user is aware of ξi and Di, this





ξiDixi‖22, i = 1, . . . , Nu. (5.18)
5.3 Computational Complexity Analysis
The analysis of the computation complexity of the new architecture is presented in this section.
Also, the computational complexity of the new architecture with respect to the corresponding
complexity of the conventional MIMO broadcast channel based on ZF precoding and SMX are
discussed.
Considering (4.6), it is revealed that the sparsity of the transmission alphabet Bi of MSR-SM
can be used in order to offer a low computational complexity at the transmitter. Provided that
the precoding matrix P̆ of (5.13) is precomputed offline before transmission, the transmitted
signal s = P̆D̆x in (5.1) can be computed with Ct = Nt(8NuNs − 2) + 2NuNs real oper-
ations (additions or multiplications). It is clear that as Ns takes lower values, the complexity
of the transmitter Ct is also reduced. In the extreme case, where Ns is equal to Nr, which is
its maximum possible value, SMX transmission is obtained. In this case, the computational
complexity of Ct is maximized. Therefore, it can be concluded that MU MSR-SM offers lower
computational complexity at the transmitter than the conventional spatially multiplexed MIMO
broadcast channel. For both schemes, in fact, the precoding matrix P̆ is precomputed with the
same computational complexity. In addition, both schemes require Nt RF front-ends at the
transmitter, since they both rely on linear precoding.
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At the users’ side, the computational complexity of the ML detector of MSR-SM, as given
in (5.18), is higher compared with the corresponding complexity of the conventional MIMO
broadcast channel. This occurs because the conventional spatially multiplexed MIMO broad-
cast channel decouples the Nr data streams of each user. In this way, a per stream ML detector
can be employed at each receive antenna of each user. Hence, the detection complexity of the
conventional MIMO broadcast channel is lower compared to the complexity of (5.18). How-
ever, the authors of [21] propose a suboptimal detector for MSR-SM which achieves almost the
same computational complexity as the previous decoupled detector. More details are given in
[21]. The study of the detector of [21] is, however, outside of the scope of this section.
5.4 Evaluation of the Average Bit Error Probability
In this section, the ABEP of each individual user and of the whole MU system are derived. The









d(xi → x̂i)P ie(xi → x̂i, γ), (5.19)
using the union bound technique. In (5.19), P ie(xi → x̂i, γ) represents the PEP of transmitting
xi to the i-th user while the detector decides in favor of the erroneous symbol vector x̂i. The
number of different bits between the bit-words represented by xi and x̂i is denoted by d(xi →







denotes the number of all possible transmitted
symbol vectors to the i-th user.
The evaluation of (5.19) requires the knowledge of P ie(xi → x̂i, γ), which is the expectation of
the instantaneous PEP over all channel realizations. Let the detector of the i-th user in (5.18), a
symbol error occurs at this user when:









The previous equation can be further simplified as:












using some algebraic manipulations. In (5.21), the vector ci is defined as ci = xi − x̂i. Given
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the statistical distribution of wi, it can be shown that:













Hence, the instantaneous PEP of the i-th user (conditioned on Di) is given as:
P ie
(























where, in the last line, the identity 1
σ2
wi
= γ is used, which follows from the definition of γ.







γ̆i = ξiγ. (5.25)
In addition, using the tight upper bound of the Q-function given in (4.24), (5.23) can be simpli-
fied (bounded) as:
















From (5.26), it can be observed that the average over all possible realization of the RV zi has to
be evaluated. This is expressed as:




























Thus, the evaluation of the expectation in (5.27) requires the PDF of the RV zi. To this end,
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|xk − x̂k|2d2k =
∑
xk−x̂k 6=0
|xk − x̂k|2d2k, (5.28)
where, xk and x̂k, k = 1, . . . , Nr, are the k-th elements of xi and x̂i, i = 1, . . . , Nu, respec-
tively. Furthermore, dk, k = 1, . . . , Nr, is the k-th element of the main diagonal of Di.
Usually, in the literature, the RVs d2k are assumed to be statistically independent in order to
simplify the mathematical analysis [180, 181]. This assumption is, however, in contradiction







. In fact, the realization of every RV d2k occurs


















where, adj(·) is the adjoint matrix and det(·) is the matrix determinant. The observation of
(5.29) shows that for different values of k = 1, . . . , Nr, the realization of the RVs d
2
k affects
one another, since they are produced via the same mathematical formula using the same random
elements of Hi. This implies that the RVs d
2
k are dependent. An empirical confirmation for
the previous argument can be obtained by computing the Pearson product-moment correlation
coefficient between any pair of the previous RVs using multiple samples. In this way, it can
be shown that the Pearson product-moment correlation coefficient takes non-zero values. The
analytical evaluation of these correlation coefficients is difficult to be obtained since it requires
the joint PDF between each pair of the RVs d2k. An additional confirmation is provided in
Section 5.6.1, where the empirical PDF of zi is depicted against the theoretical PDF derived
below. Hence, it can be concluded that the RVs d2k are statistically dependent.
Due to the dependence between the RVs d2k, a different approach, compared to the state-of-the-
art literature, is proposed: it is taken into account that d2k, k = 1, . . . , Nr, are dependent and
correlated gamma RVs.
For notational convenience, the variables
bj = |ck|2 = |xk − x̂k|2, (5.30)
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j = 1, . . . , Ni, are introduced only for those values of k in (5.28) for which it holds that
ck = xk− x̂k 6= 0. Here, ck is the k-th element of ci. In addition, Ni is the number of non-zero
elements of ci. Thus, the value of Ni depends on the considered pair of xi and x̂i. Therefore,








In (5.32), Zj is defined as:
Zj = bjXj. (5.33)
The PDF of d2k is explicitly derived in [42] as a gamma distribution with:
Xj = d
2
k ∼ Gamma (LMU, 1) (5.34)
and
LMU = Nt −NuNr + 1. (5.35)
Therefore, the RVs Zj = bjXj , j = 1, . . . , Nj , are distributed as:
Zj ∼ Gamma (LMU, bj) , (5.36)







Since Xj , j = 1, . . . , Nj , are correlated RVs, also, Zj = bjXj , j = 1, . . . , Nj are correlated
RVs. This implies that zi is a RV which is equal to the sum of correlated Gamma RVs. For this
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In (5.38), ᾰl, l = 1, . . . , Ni, are the eigenvalues of:
Ă = B̆R̆ (5.39)
in ascending order, and B̆ is the diagonal matrix
B̆ = diag (b1, . . . , bNi) , (5.40)
where bl, l = 1, . . . , Ni, is the square of the absolute value of the l-th non-zero element of ci.
























where, ρc is the Pearson product-moment correlation coefficient between any pair of two dif-
ferent RVs of the main diagonal of D2i . The structure of d
2
k shows that the Pearson product-
moment correlation coefficient between every pair of two different RVs of the main diagonal of















δ̆k+1−i, k = 0, 1, 2, . . . .
(5.42)
Let the PDF of zi given in (5.38), the evaluation of (5.27) over all possible realizations of zi
can be performed by evaluating expectations of the following form:





The evaluation of the previous expectation is given in Appendix C. Since γ̆i = ξiγ and using
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the result from Appendix C, the PEP of the i-th user is given as:























































Thus, the evaluation of the ABEP of the i-th user follows from (5.19), by using (5.44).
In addition to the performance of each user, the whole system performance is of interest. A
metric for evaluating the whole system performance is the system ABEP. Assuming that the
detection process at each user is performed independently, the system ABEP is expressed as:






An upper bound of (5.45) can be obtained by using the upper bound of the PEP, P ibit(γi), of
each user given in (5.19).
5.5 Analysis of Diversity Order and Coding Gain
In the high SNR regime, the user and system performance can be characterized in terms of
diversity order and coding gain [173]. Initially, these performance measures are given for the
i-th user, i = 1, . . . , Nu and then the analysis is generalized from the system standpoint based
on (5.45).
In order to compute the diversity order and coding gain of the i-th user, a high SNR approxi-
mation for the PEPs of the i-th user is needed. By using mathematical steps similar to Section
5.4 and based on the Chernoff bound of the Q-function:
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the PEP of the i-th user can be bounded as:























From (5.47), as proved in Appendix D, a high SNR (γ → +∞) approximation of the PEP of
the i-th user can be formulated as:























P+∞i (xi → x̂i, γ), (5.49)
In (5.49), B denotes the set of all possible transmitted symbol vectors to a generic user.
It can be observed that the high SNR approximation of the SER in (5.49) is a linear combination
of P+∞i (xi → x̂i, γ), as given in (5.48), for all possible pairs of xi and x̂i. Therefore, as
γ → +∞, the slope of (5.49) is determined by the smallest exponent of γ in (5.48), i.e. NiLMU.
The smallest value of NiLMU occurs when Ni = 1. In fact, the dominant addends of (5.49)
are those for which Ni = 1. Therefore, the high SNR approximation of the SER in (5.49) can
be further approximated by considering only these dominant addends. In addition, the careful
observation of (5.48) shows that the matrix Ă in (5.39) reduces to a scalar if Ni = 1. This
implies ᾰ1 = b1, where b1 is given in (5.30).
With this simplification, a more insightful approximation of (5.49) can be obtained. More
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Using a similar approach as [183, Chapter 5.2.9], an upper bound for (5.50) is obtained by
retaining only the minimum distance, denoted by dmin, between every pair of the constellation
points {x, x̂} ∈ M. By doing so, after some algebraic manipulations of the summations in



















The bound in (5.51) may be loose for high values of the constellation order M [183, Chap-
ter 5.2.9]. However, it is conveniently formulated for providing insightful information on the
achievable diversity order and coding gain. If M is large, if needed, a tighter bound may be
obtained by following the guidelines in [183, Chapter 5.2.9].
Based on the definitions of the diversity order and coding gain available in [173], (5.51) reveals
that the diversity order of the i-th user is:
di = LMU, (5.52)









Since LMU = Nt − NuNr + 1, from (5.52) it follows that the diversity order of the i-user
does not depend on the large scale channel effect, but only on the system size (the number of
transmit antennas Nr, the number of users Nu, and the number of receive antennas per user
Nr). In contrast, (5.53) shows that the coding gain of the i-th user depends on the system
size, the number of parallel data streams Ns, the constellation size M (via dmin and M ), and
ξi which represents the large scale channel effect. Here, it is indirectly assumed that the large
scale effect is deterministic.
From the system-level standpoint, the diversity order can be computed by approximating the
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where, the last step in (5.54) exploits the high SNR approximation in (5.51). In order to ex-
press (5.54) in a convenient form that explicitly provides information on the diversity order and
coding gain, an upper bound based on the smallest value of ξi, i = 1, . . . , Nu is used. More



















where, ξmin = min (ξ1, . . . , ξNu). From (5.55) and [173], it follows that the system diversity
order is:
dSystem = LMU, (5.56)









Comparing (5.56) and (5.57) with (5.52) and (5.53), respectively, it is concluded that the diver-
sity order and the coding gain from the user and system standpoints are the same. The main
difference is that the system-level coding gain in (5.57) is dominated by the large scale channel
effect of the user having the weakest channel, i.e., the smallest value of ξi, i = 1, . . . , Nu.
Based on the obtained expressions of the diversity order and coding gain, the proposed trans-
mission scheme can be compared against the conventional MIMO broadcast channel. Note that
the proposed mathematical framework is directly applicable to the conventional MIMO broad-
cast channel by simply setting Ns = Nr. Therefore, (5.52), (5.53), (5.56), and (5.57) can be
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directly used for comparing MU MSR-SM and the conventional MIMO broadcast channel.
From (5.52) and (5.56), in particular, it is concluded that the diversity order is independent
of Ns. As a result, both schemes achieve the same diversity order. As for the conventional
MIMO broadcast channel, this conclusion is in agreement with the results available in [70].
This further validates the correctness of the new mathematical framework.
The comparison of (5.53) and (5.57), on the other hand, shows that the coding gain depends
on Ns. Therefore, the coding gain of MU MSR-SM, where, in general, Ns < Nr holds, is
different from the coding gain of the conventional MIMO broadcast channel, where Ns = Nr.
Since both schemes offer the same diversity order, the scheme providing the highest coding
gain also results in the lowest BER. Hence, the superiority of a scheme compared to the other



















By appropriately choosing the constellation orders MMSR−SM and MSMX for MU MSR-SM
and for the conventional MIMO broadcast channel, respectively, the same spectral efficiency
can be guaranteed. In (5.58), the coding gain of the i-th user of MU MSR-SM is denoted by
cMSR−SMi and the coding gain of the same user in the conventional MIMO broadcast channel is




min denote the minimum distance between ev-
ery pair of points of the adopted signal constellations for MU MSR-SM and for the conventional
MIMO broadcast channel, respectively. From (5.58), it follows that MU MSR-SM performs
better than the conventional MIMO broadcast channel if ψi > 1. If MMSR−SM = MSMX,
a direct inspection of (5.58) reveals that ψi > 1 and that it increases as Ns decreases. As a
result, in this case, MU MSR-SM outperforms the conventional MIMO broadcast channel. In
general, however, it holds that MMSR−SM 6= MSMX. In this case, a direct analysis of (5.58) is
more difficult. The ratio ψi can, however, be numerically computed. Table 6.1 provides typical
values of ψi in dB scale, by assuming the same spectral efficiency for both schemes. Table
6.1 shows that, for the considered system setups, MU MSR-SM provides a higher coding gain
than the conventional MIMO broadcast channel if Ns = Nr − 1. More specifically, the coding
gain is in the range 1 – 2.49 dB. If Ns < Nr − 1, on the other hand, the conventional MIMO
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System Configuration Ns kuser (bpsp) ψi (in dB)
Nt = 20, Nr = 4, Nu = 4 3 8 1.49
Nt = 20, Nr = 4, Nu = 4 2 8 -2.49
Nt = 20, Nr = 4, Nu = 4 1 8 -11.05
Nt = 20, Nr = 5, Nu = 4 4 10 1.93
Nt = 16, Nr = 4, Nu = 4 3 8 2.49
Table 5.1: Coding gain of MU MSR-SM, based on (5.58), with respect to the conventional
MIMO broadcast channel (Ns = Nr).
broadcast channel provides a higher coding gain. As a result, (5.58) can be used for the system
optimization and for ensuring that MSR-SM is superior to the SotA.
5.6 Simulation Results and Discussion
The objective of this section is twofold. Firstly, to validate the theoretical results of Sections 5.4
and 5.5 using simulation results. Secondly, to provide a performance comparison between MU
MSR-SM and the benchmark MIMO broadcast channel. In this latter case, in particular, Ns =
Nr is assumed and no SM is used. In all of the studied scenarios, the number of users is equal
to Nu = 4. As described in Section 5.2, the wireless channel of the i-th user, i = 1, . . . , Nu, is
generated following a complex Gaussian distribution
(
H̆i ∼ CN (0, ξiI)
)
. More specifically,
ξi, i = 1, . . . , Nu, is set equal to 1, 0.75, 0.5, and 0.25, for user 1, 2, 3, and 4, respectively.
These values demonstrate the large scale channel effect of different users. Values of ξi which
are close to one model strong channels, while as ξi is reduced and approaches zero, less strong
channels are modeled. For a fair comparison, the M -ary constellations of both schemes are
normalized such that Ex [x] = 1 and Exi [xi] =
1
Nu
. Hence, the transmit SNR of the whole




5.6.1 Validation of (5.38)
In Section 5.4, the ABEP of MU MSR-SM is derived by using the PDF of zi given in (5.38).
The derivation of (5.38) is based on the fact that the RVs d2k, k = 1, . . . , Nr, are statistically cor-
related. In order to confirm this, Fig. 5.2 illustrates the empirical PDF of (5.32) and compares
it against its analytical expression in (5.38). In addition, Fig. 5.2 shows the analytical PDF
of (5.32) under the incorrect assumption that d2k, k = 1, . . . , Nr , are statistically independent
RVs, as usually considered in the literature for mathematical tractability. If this assumption was
valid, the PDF of (5.32) could be directly obtained by using the result from [182, Theorem 1].
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Figure 5.2: Illustration of empirical and analytical PDF of (5.32) by assuming that: i) the RVs
dk, k = 1, . . . , 2 are statistically dependent and ii) they are independent. Setup:
H ∼ CN (02×4, I2×4); and ii) b1 = 0.5 and b1 = 1.2.
Note that the integration, form zero to infinity, of both theoretical PDFs is equal to 1 [184].
From Fig. 5.2, it is observed that the theoretical PDF of (5.32) perfectly matches its empirical
PDF. In contrast, when the RVs d2k, k = 1, . . . , Nr are assumed to be independent, the obtained
PDF from [182, Theorem 1] deviates from the empirical results.
5.6.2 Validation of the Theoretical Analysis
The upper bounds derived in Section 5.4 are compared against Monte Carlo simulations in
Figs. 5.3 and 5.4. Furthermore, the same figures illustrate the upper bounds of the ABEP for
the system and for each user when the high SNR approximation of the PEP in (5.48) is used.
As shown in Figs. 5.3 and 5.4, the analytical bounds of the ABEP are tight in the high SNR,
both for (5.44) and (5.48). More specifically, in the high SNR, the analytical results can be
considered as an excellent approximation of the simulation results. In contrast, in the low SNR,
there is a small difference between the theoretical and simulation results. However, this is a
well known phenomenon that originates from using union bound methods [183]. Finally, the
diversity order and coding gain analysis of Section 5.5 is also verified from Figs. 5.3 and 5.4.
In more detail, the slope of the simulated BER curves of each user is LMU = Nt −NuNr + 1.
Note that, in high SNR, both the simulated BER curves and the theoretical curves are parallel to
the asymptotic of SNR−LMU (in the logarithmic scale). This confirms the validity of the derived
diversity order. In addition, the simulated curves show that the behavior of the coding gain of
the i-th user depends on ξi. Similarly, the simulated curves show that the system coding gain is
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Performance Analysis of MU MSR-SM
Figure 5.3: Performance analysis of MU R-SM (Ns = 1) for four users, when ZF with P-
CSIT is employed: simulation results vs. the bounds in Section 5.4. The high SNR
approximation of the ABEP is calculated using the PEP given in (5.48). Setup:
Nt = 16, Nr = 4, ξi, i = 1, . . . , Nu, takes the values 1, 0.75, 0.5, and 0.25 for the
user 1, 2, 3, and 4, respectively.
dominated by ξmin. These conclusions are in perfect agreement with the analysis presented in
Section 5.5.
5.6.3 Analysis of the Impact of Ns
Fig. 5.5 shows the BER of MU MSR-SM as a function of Ns. It shows, in particular, that
the BER of each user gets better as Ns increases. This happens because higher values of Ns
require a lower modulation order of QAM in order to achieve the same spectral efficiency.
Table I, however, shows that the optimal value of Ns is not necessarily equal to Nr, i.e., the
conventional MIMO broadcast channel.
5.6.4 BER Comparison with the Conventional Broadcast Channel
Fig. 5.6 shows the BER of MU MSR-SM and the conventional MIMO broadcast channel. In
the low SNR, conventional MIMO offers a slightly better BER than the new scheme. In the high
SNR, on the other hand, the new architecture outperforms the benchmark. In particular, MU
MSR-SM provides 1 dB gain at BER=10−4. This finding is in agreement with the mathematical
analysis of the ratio of the coding gains in (5.58).
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Performance Analysis of MU MSR-SM
Figure 5.4: Performance analysis of MU MSR-SM (Ns = 2) for four users, when ZF with P-
CSIT is employed: simulation results vs. the bounds in Section 5.4. The high SNR
approximation of the ABEP is calculated using the PEP given in (5.48). Setup:
Nt = 16, Nr = 4, ξi, i = 1, . . . , Nu, takes the values 1, 0.75, 0.5, and 0.25 for the
user 1, 2, 3, and 4, respectively.
Configuration ksystem (bpsp) Target BER RAER [%]
Nt = 20, Nr = 4, Nu = 4 32 10−1 −20%
Nt = 20, Nr = 4, Nu = 4 32 10−2 1%
Nt = 20, Nr = 4, Nu = 4 32 10−4 18%
Table 5.2: RAER of MU MSR-SM with respect to the conventional MIMO broadcast channel.
5.6.5 Energy Efficiency Comparison with the Conventional Broadcast Channel
Table 5.2 presents the system RAER of MU MSR-SM with respect to the conventional MIMO
broadcast channel, by assuming the same system setup as in Section 5.6.4. Note that the defi-
nition of the metric of RAER is given in (4.92). Both schemes provide the same BER and the
same spectral efficiency. If BER=10−1, the conventional MIMO broadcast channel is more en-
ergy efficient. For practical values of the BER less than 10−2, on the other hand, MU MSR-SM
becomes more energy efficient. For example, an energy efficiency gain of 18% is achieved by
MU MSR-SM at BER=10−4.
5.7 Summary
In this chapter, the incorporation of MSR-SM for application to the MIMO broadcast channel
was introduced and its BER performance was mathematically studied. More specifically, based
on the union bound technique, an accurate mathematical framework for its performance eval-
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Figure 5.5: BER performance of MU MSR-SM as a function of Ns. Setup: Nt = 20, Nr = 4,
Nu = 4. The spectral efficiency is 8 bpcu.



















Figure 5.6: BER performance of MU MSR-SM versus the conventional MIMO broadcast chan-
nel. Setup: Nt = 20, Nr = 4, Nu = 4. The spectral efficiency is 8 bpcu by using
4-QAM for both schemes.
uation was proposed and discussed. From this framework, it is proved that MSR-SM provides
the same diversity order as the conventional MIMO broadcast channel, while offering a better
coding gain in the high SNR regime. Also, this performance gain is achieved with a reduction
of the complexity of the transmitter. Numerical simulations were shown in order to substan-
tiate the gain predicted by the analysis. As a result, MSR-SM is shown to be a promising




The Extension of Spatial Modulation
in a Distributed Framework
6.1 Introduction
The aim of this chapter is to propose and study an architecture which is suitable for the down-
link. Motivated by the concept of VMIMO and the potential of SM/R-SM, Chapter 6 proposes
a non-cooperative relay architecture based on SM/R-SM. Using a half-duplex DF protocol, a
scheme that achieves information conveyance using R-SM [137] in the first hop and SM [15] in
the second hop is proposed. In this way, an architecture called DH-HSM is formed. The term
Hybrid Spatial Modulation (HSM) stems from the fact that the new architecture employs R-SM
in the first hop and SM in the second hop. The RNs are able to employ a Centralized Detec-
tion (CD) or a Distributed Detection (DD) algorithm, depending on their ability to coordinate.
In this way, DH-HSM conveys information by extending the novel transmission mechanism of
SM in a distributed framework.
In order to practically solve or reduce the problem of the activation of multiple RNs, without
affecting the complexity of the RNs or the DN, the transmission mechanism of the first hop
is carefully designed. More specifically, under the presence of CSIT, MIMO linear precoding
is utilized. In this way, the effect of the wireless channel is practically eliminated or reduced.
Furthermore, significant receive SNR gains are obtained at the RNs.
The evaluation of DH-HSM against the SotA is conducted using the metric of the BER. The
employed benchmark systems are the: i) single relay; ii) best relay selection; and iii) distributed
STBC dual hop architectures; and iv) the direct communication link. Even though the compar-
ison of DH-HSM with the best relay selection and distributed STBC is not absolutely fair for
DH-HSM, the new architecture is able to achieve significant BER gains in the majority of the
system setups. It is shown that the gain of DH-HSM over the best relay selection scheme can
reach up to 9 dB for BER=10−4 and a very large scale system setup. In order to validate the
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obtained simulation results, the ABEP of the new architecture is analyzed using the well known
union bound method [169]. Note that the derivation of the ABEP is conducted both for the CD
and DD algorithms at the RNs. Finally, the performance of the new architecture is studied
under the presence of realistic I-CSIT at the SN.
6.2 System Model
Fig. 6.1 shows the system model of the proposed DH-HSM architecture. It considers a BS
equipped with Nt antennas which acts as the SN. Furthermore, it is assumed that the new
architecture includes NR single antenna RNs connected with an error-free backhaul link. This
assumption is realistic in scenarios where a backhaul link can be established, such as attaching
the RNs to a building, ship, plane, or train. In this case, one of the RN acts as the main
processing unit. Note that this assumption also corresponds to the scenario where there is one
RN with multiple antennas. However, this assumption is not realistic for a general cellular
system where the multiple RNs and the DN correspond to mobile terminals. Thus, the system
model described in this section acts either as a reference scenario or as one of the application
scenarios previously described. Later, in Section 6.3, the new architecture is extended in a
distributed framework where there is no backhaul connection between the RNs. The DN can be
considered as a single or multi-antenna node (with ND antennas).
In addition, it is assumed that there is no direct link between the SN and the DN due to the
poor channel condition. The SN acquires CSIT using either the reciprocity principle when it
is applicable or using a low-rate feedback link from the relays. The DN acquires CSI using a
training sequence transmitted from the relays. Especially, when TDD is employed, DH-HSM is
able to supply the SN and the DN with CSI by transmitting a single training sequence from the
RNs. For the sake of system presentation, in Section 6.2, it is assumed that the SN possesses
P-CSIT.
The new architecture is configured with Nt ≥ NR and NR equal to a power of 2. Under
the assumptions that the transmitter employs a linear precoder and the wireless channel is flat
quasi-static, the system equation of the first hop is expressed in a matrix form as:
yR = HSRPDx+wSR. (6.1)
In (6.1), yR represents the NR × 1 received signal at the RNs in a vector form. Also, HSR ∈
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Figure 6.1: System Model of DH-HSM.
CNR×Nt represents the channel matrix which is assumed to distribute as HSR ∼ CN (0, I).
Similar to Chapter 4, P denotes theNt×NR linear precoding matrix and D is the normalization
matrix which is used to ensure that the transmitted power is not amplified by the precoder. The
designs of P and D are presented in Section 4.2.1. Furthermore, x represents the transmitting





wSR ∈ CND denotes the i.i.d. additive complex Gaussian noise with wSRi ∼ CN (0, σ2wSR).
In order to establish R-SM transmission from the SN to the RNs, such as [20, 137], x is defined
as in (4.4) in Chapter 4.2.1. In this way, k1 + k2 bits are transmitted from the SN to the RNs in
a symbol period (first hop).
Under the assumption of ZF precoding using P-CSIT at the SN, the observation at each of the
RNs is given as:
yR = Dx+wSR. (6.2)
If the sparsity of x is taken into account, (6.2) can be written as:
yRj = djsk + wSRj, j = i,
yRj = wSRj , j 6= i,
(6.3)
where j = 1, ..., NR .
Due to the fact that the RNs communicate via a backhaul-link, the following centralized low-
complexity ML detector from [137] can be employed:
(̂i, ŝk) = argmin
i,sk
d2i |sk|2 − 2diRe{yR∗i sk}. (6.4)
As it can be seen from (6.4), the CSI that the R-SM detector requires is di, i = 1, . . . , NR.
109
Dual-Hop Hybrid-Spatial Modulation: The Extension of Spatial Modulation in a Distributed
Framework
Note that (6.4) ensures the activation of a single RN during the second hop.
During the second slot, a SM-like transmission mechanism is applied where only the receiving
RN from the previous slot is activated. This RN acts as a single antenna in a conventional
co-located SM system. In this way, the system equation of the RNs-DN link is given as:
yD = HRDx(̂i, ŝk) +wRD, (6.5)
where HRD ∼ CN (0, I) stands for the ND × NR RNs-DN wireless channel. In addition,
x(̂i, ŝk) = eîŝk is the NR×1 vectorized detected symbol from the previous slot. Also, wRD ∈
CND is the i.i.d. additive complex Gaussian noise with wRDi ∼ CN (0, σ2wRD). Finally, the
received signal at the DN is denoted by yD. The optimal ML detection for SM is given in [104]
as:
(̌i, šk) = argmin
i,sk
‖yD −HRDeisk‖22. (6.6)
Note that the detector in (6.6) can be further simplified if the sparsity of ei is taken into account.
In [104], the ML detector for SM is expressed as:







where, hiRD is the i-th, i = 1, . . . , NR, column of HRD . The computational analysis of the
detection process of (6.7) is provided in [104]. In this paper, it is shown that the computational
complexity of (6.7) is approximately 2NrNR + NRM +M real multiplications, where M is
the order of the deployed constellation.
Hence, in this way, a dual-hop architecture which conveys kt =
k1+k2
2 bits per signaling period
(bpsp) is formed. Note that k1+k2 is divided by two, because the transmitted bitstream requires
two symbol periods to reach the DN.
A special case of the above transmission mechanism, called Dual Dual Hop-Hybrid Space Shift
Keying (DH-HSSK), is formed if it holds that sk = 1. In such a scenario, the information is
conveyed using only the index i of the receiving RN.
110
Dual-Hop Hybrid-Spatial Modulation: The Extension of Spatial Modulation in a Distributed
Framework
6.3 Extension to a Distributed and Uncoordinated Architecture
In some scenarios there is no backhaul-link between the RNs. This is the case when: i) the
delay requirement does not allow communication between the RNs; ii) the cost of installing
a backhaul connection is high or iii) the RNs are remote terminals (like cell phones). In this
section, the proposed centralized relay architecture from Section 6.2 is extended to a distributed
one with the employment of a decentralized detection algorithm at the RNs. All the other
configurations of the proposed architecture remain the same.
During the first hop, the received signal at the j-th RN is described in (6.3). It is straightforward
to see that if it holds that s0 = 0, (6.3) can be easily interpreted as the following (M + 1)-ary
Hypothesis Test (HT):
Hi : yRj = djsi +wSRj, i = 0, ...,M, (6.8)
which can be independently employed at each RN. In (6.8), si takes values from {s0, s1, ..., sM}.
Clearly, the H0 hypothesis (s0 = 0) corresponds to the case where the j-th RN is not the re-
ceiving node in the first hop. Thus, this RN remains silent during the second hop. On the other
hand, all the other H1, ...,HM hypotheses correspond to the case where the j-th node is the
receiving/activating RN and the relayed conventional symbol is s1, ..., sM , respectively.
In this case, the distributed ML detector at each RN is reduced to the usual minimum distance
rule:
(ŝi) = arg min
si∈{s0,s1,...,sM}
|yRj − djsk|. (6.9)
Given that djsk is precomputed and stored in the memory before the beginning of transmission,
the computational complexity of (6.9) at each RN is just one complex subtractions per iteration.
Clearly, the independent execution of the detector of (6.9) at each RN could result into the
activation of multiple RNs during the second hop. In the other extreme case, the distributed
detectors of (6.9) of all RNs could detect the zero symbol s0. When this extreme case occurs,
all the RNs remain silent and no symbol is relayed to the DN. Due to the fact that the DN is
unaware of this situation, its detector decides randomly based only on the ever present Gaussian
noise.
In the literature, these problems are treated using error-aware detection at the DN [151, 154],
which increases the complexity of the DN. In order to keep the complexity of the DN low,
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the phenomenon of the activation of multiple RNs is decided to be ignored. However, as it is
demonstrated in Section 6.5, the new DD algorithm benefits from the linear precoding at the SN,
which results in high SNR gains at the RNs. Thus, the probability of activating multiple RNs
is reduced. Because of this, practically and in most scenarios, either there is no performance
difference from the CD algorithm, or there is a small BER penalty.
6.4 Theoretical Evaluation of the Average Bit Error Probability
In this section, the union bound technique [169] is deployed in order to provide bounds on
the ABEP of the proposed architecture. This is undertaken for both the CD (Section 6.2) and
DD (Section 6.3) algorithms in the RNs. In order to provide tractability to the theoretical
analysis, ZF precoding with P-CSIT at the SN is considered. This decision is taken because
it is well known that the ABEP performance analysis of MMSE or any other regularized ZF-
like precoding method is a challenging problem [70]. Besides, in high SNRs, ZF precoding
approaches the performance of MMSE precoding [72, 185].
6.4.1 Average Bit Error Probability When The Relay Nodes Employ Centralized
Detection
When the CD algorithm of (6.4) is employed at the RNs, DH-HSSK/HSM is a regenerative re-
lay system with coordinated detection. Thus, a similar procedure as [150, 186] can be followed
for the derivation of the ABEP. In this way, the end-to-end ABEP is expressed as:
PCD(γ1, γ2) = P1(γ1) + P2(γ2)− P1(γ1)P2(γ2). (6.10)
In (6.10), γ1 and γ2 denotes the SNRs of the first and the second hop, respectively. Also,
PCD(γ1, γ2) is the end-to-end ABEP, given γ1 and γ2. Furthermore, P1(γ1) and P2(γ2) rep-
resents the ABEP of the first and second hop, respectively. It is not difficult to see that P1(γ1)
and P2(γ2) are the ABEP of R-SM and SM, respectively. The ABEP of SM is widely studied
in the literature [14, 104, 187]. However, the ABEP of R-SM is a challenging problem, due to
the use of ZF precoding [70].
The derivation of the ABEP of R-SM is conducted in detail in Section 4.3.1. More specifically,
the ABEP of R-SM is given from (4.8). Furthermore, the PEP for each type of symbol error
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(signal, space and joint error) is given from: i) (4.28) for a signal error; ii) (4.38) for a space
error; and iii)(4.44) for a joint error. Note that, just like SM, in R-SM there are three possible
types of symbol errors. A signal error:
E1 = {x → x̂| {sk → ŝk, ei → ei}} (6.11)
occurs when the receiving antenna (RN) (represented by ei) is correctly detected, while the





sk → sk, ei → eî
}}
(6.12)
occurs when sk is correctly detected and the receiving antenna (RN) is incorrectly detected.





sk → ŝk, ei → eî
}}
. (6.13)
In this chapter, and in alignment with [179], instead of using the bounds of (4.28), (4.38), and
(4.44), simpler bounds for each type of symbol errors are provided without proof. In fact, the
provided bounds can be obtained following a similar procedure as Section 4.3.1. The derivation
of the new bounds begins with the assessment of ABEP of the first hop (ABEP of R-SM).
Therefore, the PEP of transmitting x at the RN and receiving x̂ at the RNs has to be evaluated.
This is undertaken for all possible combinations of
x, x̂ ∈ A1 = {eisk|i ∈ {1, . . . , NR} ∩ k ∈ {1, . . . ,M}} (6.14)
and x 6= x̂. Given that (6.2) holds and the ML detector selects the symbol x which minimizes
the quantity ‖yR −Dx‖22, the instantaneous PEP conditioned on D2 is expressed as:







where c = x− x̂ and γ1 = 1/σ2wSR . The focus here is on deriving the PEP by averaging (6.15)
over all possible realizations of D2. If the same procedure as Section 4.3.1 is followed; but
instead using the bound of (4.24) for the Q (·) function, the Chernoff bound Q(x) ≤ 12e−
x2
2
[169] is deployed; simpler bounds for the PEPs for each type of symbol error (signal, space,
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or joint error) can be obtained. The new bounds can be found below. Note that the proof of
these bounds is omitted since it follows the same reasoning as Section 4.3.1. Thus, the PEP of
a signal error E1 is shown to be bounded as:








Note that (6.16) is also the PEP of a MISO system with ZF precoding. As it can be seen, this
MISO system has a diversity order of L = Nt (given that there is one receive antenna). This
conclusion agrees with the indirect diversity analysis of [70]. Furthermore, following the same
procedure as Section 4.3.1, it can be shown that PEP of a space error E2 has the following
bound:


















Similarly, the upper bound of a joint error is given as:


























All the other parameters in (6.16), (6.17), and (6.19) are defined just like in (4.28), (4.38), and
(4.44), respectively.
In the final step of the proof, the bounds of (6.16), (6.17), and (6.19) are deployed in order to









d(x → x̂)PR−SM(x → x̂), (6.21)
where, it is reminded that d(x → x̂) denotes the number of different bits between the bit
sequences represented by x and x̂.
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In order to complete the derivation of (6.10), the ABEP of the second hop is expressed using









d(x → x̂), PSM(x → x̂), (6.22)
where,










Here, it holds that that ζ = NDNR and Λ = IND ,ND ⊗ ccH .
6.4.2 Average Bit Error Probability When The Relay Nodes Employ Distributed
Detection
In this section, the ABEP of DH-HSSK/HSM is provided when the RNs utilize the DD of
(6.9). In this type of uncoordinated detection, the methodology that is followed in Section 6.4.1
does not hold, because during the second hop multiple RNs can be active. In this case, the
transmitted symbol vector of the second hop is not a legal SM symbol. Thus, (6.10) is not
valid.
In order to overcome this problem, the union bound technique is used in order to express the









d(x → x̂)PDD(x → x̂, γ1, γ2), (6.24)
where PDD(x → x̂, γ1, γ2) is the end-to-end PEP of transmitting x at the SN and detecting
erroneously x̂ 6= x at the DN, given γ1 and γ2 (the SNR of each hop). Note that x, x̂ ∈ A1 =
{eisk|i ∈ {1, . . . , NR} ∩ k ∈ {1, . . . ,M}}.
It is not difficult to see that, using the total probability theorem, the PEP of an end-to-end
symbol error is expressed as:
PDD(x → x̂, γ1, γ2) =
∑
x̃∈A
PSR (x → x̃, γ1)PRD (x̃ → x̂, γ2) , (6.25)
where x̃ ∈ A are all the possible detected/transmitted symbol vectors at the RNs. The proba-
bility that x is transmitted at the SN and x̃ is detected/retransmitted at the RNs is denoted as
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PSR (x → x̃, γ1). Furthermore, PRD (x̃ → x̂, γ2) represents the probability that x̃ is transmit-
ted at the RNs and x̂ is detected at the DN.
Before continuing, the set A = {A0,A1, . . . ,ANR} is defined. Here, it holds that A0 =
{0NR,1}. The subset A0 corresponds to the very special case where all the RNs remain
silent during the second hop (for more details, the reader is referred to Section 6.3). Ev-




M q , contains all the possible
vectors, of size NR × 1, with exactly q non-zero elements. Their non-zero elements take
values from M = {s1, . . . , sk}. Mathematically, this is represented as Aq = {ei1sk1 +
. . . + eiqskq |B1 ∩ B2}, where B1 = {{i1, . . . , iq} ∈ {1, . . . , NR}|{i1 6= . . . 6= iq}}, B2 =
{{k1, . . . , kq} ∈ {1, . . . ,M}}, and eil is the il-th column of INR,NR . Note that, clearly, the
correct symbol x belongs to A. Even though the RNs might be able to detect correctly the
transmitted vector x, a symbol error could occur during the second hop.
Each probability of the right hand side of (6.25) has to be evaluated. The derivation begins with
the evaluation of PSR (x → x̃, γ1). Given that detection is conducted independently at each RN
and the Gaussian noise is independent, it holds that:







xj → x̃j, γ1|d2j
)]
. (6.26)
Here, xj , x̃j ∈ {s0,M} are the j-th elements of x and x̃, respectively. Simple, x̃j belongs to
the employed constellation M or is zero and x̃j is the detected symbol which again belongs to
M or is zero.
Thus, the probability of:




xj → x̃j , γ1|d2j
)]
(6.27)
has to be evaluated by integrating over all the possible realizations d2j . The received signal at
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For this reason, following the same steps as the derivation of (6.16), it is proven that:
PSRj (xj → x̃j , γ1) ≤
1
2





For the case of xj = x̃j (correct transmission to the j-th RN), it holds that:




PSRj (xj → sj, γ1) , (6.30)
where, Pe(γ1) is the probability of erroneous detection. Hence, the probability of interest is
bounded by:











In addition, the evaluation of (6.25) requires the knowledge of PRD (x̃ → x̂, γ2). It is known
that x̃ ∈ A, which means that the RNs retransmit legal or illegal SM symbols. Even in the case
of the retransmission of illegal SM symbols, as it is explained in Section 6.3, the DN uses the
detector of (6.6). Thus, an error happens when:
E ′ =
{
‖yD −HRDx‖22 > ‖yD −HRDx̂‖22|x̃
}
(6.32)
(given that x̃ is relayed by the RNs). At this point, E ′ can be easily transformed as:
E ′ =
{
‖HRDc1 +wRD‖22 > ‖HRDc2 +wRD‖22
}
, (6.33)
where, c1 = x̃− x and c2 = x̃− x̂. A further elaboration on E ′ results in:
E ′ =
{
‖HRDc1‖22 − ‖HRDc2‖2 > 2Re{cHHHRDwRD}
}
, (6.34)





















j,k, the instantaneous probability of interest can be written as:









γ2/2. The direct evaluation of the expectation of (6.36), over all channel real-
izations, is a challenging task. Actually, this expectation requires the PDF of the summation of
two Erlang (gamma) RVs divided by a generalized gamma RV, where all RVs are correlated.
An approach that gives a tractable solution to the expectation of (6.36) is to use the triangle and





Unfortunately, this method gives bounds that are loose and does not provide any insight. There-
fore, this analysis is not included. An alternative way to evaluate the expectation of (6.36) is
numerically. In this way, the proof is completed.
6.5 Results and Discussion
In Section 6.5, theoretical and Monte Carlo simulation results are presented. These results
demonstrate the performance of the proposed DH-HSSK/HSM architecture under different
forms of CSIT at the SN, both for the CD and DD algorithms.
For the sake of comparison, the new architecture is compared against four benchmark sys-
tems: i) the corresponding single relay system; ii) the best relay selection system; iii) a form
of distributed Alamouti relaying; and iv) the direct communication link. Note that in all the
benchmark systems, the operating principle of the SN and the DN is the same as DH-HSM/
Hybrid Space Shift Keying (HSSK). The SN uses the same linear precoding methods and the
DN detects the received signal using ML detection.
The corresponding single relay system is denoted as Dual Hop-with one Relay (DH-w1R).
The adoption of this form of comparison for the evaluation of space modulated VMIMO is
extensively employed in the literature [26, 148, 150, 151, 154]. The operational principle of
DH-w1R is similar to the proposed DH-HSSK/HSM architecture with the following exception.
The conveyed constellation point is relayed by a single RN.
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It is noted that the RN of DH-w1R detects the relayed constellation point using a ML detector
which has almost the same complexity as the ML detector of (6.4) and higher complexity than
the detector of (6.9) (all detectors are single stream detectors). Especially, the DD of (6.9) re-
sults in a significant lower complexity as the spectral efficiency and the number of the RNs is
increased. Because of this, DH-HSSK/HSM can be interpreted as a way of distributing the com-
putational complexity of the single RN of DH-w1R to the multiple RNs of DH-HSSK/HSM. An
additional advantage of DH-HSSK/HSM compared with DH-w1R is that, under the assump-
tion of high SNR at the RNs, usually only one out of NR RNs is re-transmitting the symbol
received from the SN. This is very important when the RNs are remote terminals (for example
mobile phones) with a battery supply, because a battery life extension is achieved1. Hence, if
the advantages of DH-HSSK/HSM over DH-w1R are taken into account, with respect to: i) the
complexity and power consumption distribution and ii) the BER gains (as shown in the follow-
ing), it is clear that the cost of having multiple RNs of low complexity and extended battery life
compared with the cost of having a single RN of high complexity is insignificant.
The next two benchmark systems that are employed are: i) the best relay selection technique
which is denoted as Dual Hop-with Best Relay Selection (DH-wBRS) and ii) the distributed
Alamouti code which is denoted as Dual Hop-Distributed Alamouti Code (DH-DAC). In
DH-wBRS, a single RN out of NR is selected to convey the transmitted constellation point
in every block of symbols. More specifically, DH-wBRS selects the RN with the most favor-
able RN-DN channel which has the highest channel gain. The selection of this RN offers the
highest instantaneous receive SNR at the DN. In DH-DAC, two symbols are conveyed to two
RNs in order to form a distributed Alamouti codeword. The RNs can employ a CD or DD
algorithm, just like DH-HSM. In the DD case, the orthogonality of the Alamouti codeword
cannot be ensured, whereas in the CD case it can be ensured. Note that DH-DAC requires 4
symbol period in order to convey two constellation points (constructed Alamouti codeword)
from the SN to the DN. Clearly, the comparison of DH-HSM with DH-wBRS and DH-DAC
is not entirely fair. DH-wBRS uses closed loop transmission during the second hop, while
DH-HSM uses open loop transmission. Furthermore, DH-DAC activates two RNs during the
second hop, whereas DH-HSM activate only one. Finally, it is stated that: i) DH-DAC is used
as a benchmark system only when the RNs are two and ii) no best RN selection criterion is ap-
plied in DH-DAC. As shown in the following, even though these comparisons are not entirely
1In this work, it is assumed that the energy consumption for the RF power transmission is relatively high com-
pared to the energy consumption of the circuits of the RNs during the detection period.
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fair, DH-HSM is able to achieve significant performance gains in the majority of the cases.
The last used benchmark system is the direct SN-DN MIMO communication. In this system,
it is assumed that the SN-DN wireless channel is weak and distributes as CN (0, pI), where
p captures the path loss effect. This assumption is valid because DH-HSM is designed to be
applied when the SN-DN channel is weak.
For all systems, the SNR during the first hop is defined as γ1 = SNR
SR








is the power transmitted at SN. For a fair comparison between
DH-HSSK/HSM and DH-w1R, it is enforced that Ps = 1 by using the appropriate: i) nor-
malization matrix D for the precoder P (as described in Section 6.2) and ii) the appropriate
normalization of the conventional transmitted constellation diagram. During the second hop,
the SNR is defined as γ1 = SNR
RD
dB = 10 log10
PRDs
σ2wRD
, where PRDs = 1 is the transmitted
power from the active RN. Without loss of generality it is assumed that γ1 = γ2. Finally, it is
assumed that the SN-RNs and RNs-DN wireless channel remain constant over a block symbol.
In addition, when I-CSIT is available at the SN, H̄SR does not change over a block of symbols.
6.5.1 Confirmation of the Average Bit Error Probability of DH-HSM Using Sim-
ulation Results
Before proceeding with the comparison of DH-HSM with the benchmark system, Fig. 6.2
shows how close are the obtained simulation results with the theoretical framework of Section
6.4. Fig. 6.2(a) presents the bound of ABEP when CD is employed at the RNs. In addition, Fig.
6.2(b) shows the ABEP bound under DD at the RNs. Two system configurations are considered
for CD. The first configuration is a 8 × 4 × 4 (Nt = 8, NR = 4, and ND = 4) system with
kt = 2 bpsp. Furthermore, the second configuration is a 16 × 8 × 4 system with kt = 2.5
bpsp. As can be seen from Fig. 6.2(a), for CD and in high SNR, the theoretical and simulation
curves perfectly match. In low SNR, there is a difference which is a well known phenomenon
caused by the union bound technique [169]. In addition, Fig. 6.2(b) demonstrates that the
bound obtained for DD in Section 6.4.2 is close to the simulated curve.
6.5.2 Small Scale System Setup
Fig. 6.3 shows the BER performance of DH-HSM when P-CSIT is available at the DN and the
system setup is 4× 2× 4, with kt = 4 bpsp. For the sake of comparison, Fig. 6.3 includes the
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(a) The RNs employ the CD algorithm.
























(b) The RNs employ the DD algorithm.
Figure 6.2: Performance analysis of DH-HSM when ZF with P-CSIT is employed at the RNs,
using: i) simulation results and ii) the bounds of Section 6.4.
performance of: i) DH-w1R; ii) DH-wBRS; iii) DH-DAC; and iii) direct link communication
when p = {0.1, 1}. Especially, the scenario of the direct link communication with a weak
SN-DN channel (p = 0.1) is a typical application scenario of DH-HSM (or any other dual
hop system). Furthermore, as a reference point, the performance of direct link communication
when the SN-DN channel is strong with p = 1 (same statistics as the SN-RNs and RNs-DN
channels) is included.
As it can be seen from Fig. 6.3, DH-HSM offers better BER performance than DH-w1R,
DH-wBRS, and DH-DAC due to its multiplexing gain. It is quite notable that in the de-
picted SNR region, DH-HSM offers better performance than DH-wBRS and DH-DAC, even
though, this comparison is not entirely fair. However, as SNR increases to extremely high value,
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Figure 6.3: BER performance of a small scale DH-HSM (4 × 2 × 4) system versus DH-w1R,
DH-wBRS, DH-DAC, and the 4× 4 direct link communication when p = {0.1, 1}.
The spectral efficiency is kt = 4 bpsp.
DH-wBRS and DH-DAC would offer better performance, due to their diversity achieving tech-
niques employed during the second hop. Note that, just like DH-HSM, the performance of
DH-DAC is not affected significantly by the employment of CD or DD at the RNs. Regarding
the performance of the direct link communication, it can be seen that when the SN-DN channel
is weak (p = 0.1), its performance is significantly worse (as expected). For a strong SN-DN
channel (p = 1), the direct link offers better performance due to its multiplexing gain. How-
ever, in high SNR, the direct link is remarkably outperformed due to its unity diversity order
[70].
6.5.3 Medium Scale Setup: The Effect of Multiple Antennas at the DN
The performance evaluation of DH-HSSK/HSM is presented in Fig. 6.4. The same figure shows
the performance of DH-w1R and DH-wBRS for the purpose of comparison. Note that in the
following results, direct link communication and distributed STBC are not used as benchmark
systems. Direct link communication is not employed, because DH-HSM is proposed for a
scenario where either the SN-DN is very weak (where direct link communication is clearly
outperformed), or there is no SN-DN link. Also, distributed STBC is not further used, because
as the size of the distributed STBC codeword increases, its fractional STBC rate determines
performance significantly worse than DH-HSM.
In addition, note that for DH-w1R and DH-wBRS, the BER performance is depicted only for ZF
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(a) 16× 8×ND DH-HSSK system (kt = 1.5 bpsp).






























(b) 16× 8×ND DH-HSM system (kt = 3.5 bpsp).
Figure 6.4: BER performance of a medium scale DH-HSSK/HSM system, for ND =
{1, 2, 4, 16}, when: i) the SN employs P-CSIT and ii) the SNR per hop is the same.
precoding at the SN. It can be proved that in the very special case of a MISO linear precoding
system (first hop) and when the normalization process of Section 6.2 is applied, the MMSE
and the ZF forcing precoders result in the same receiving signal. Hence, the performance is the
same.
Figs. 6.4(a) and 6.4(b) demonstrate that when the number of receive antennas is small ND =
{1, 2}, there is no performance difference between the CD and DD algorithms of DH-HSSK
and DH-HSM. As ND is increased, there is a difference. For ND = 4, the difference can
be noticed only in low SNR. However, when ND = 16, this performance gap is significantly
increased. This performance difference exists due to the lost multiplexing gain which is caused
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by the activation of multiple RNs.
Regarding the comparison with the benchmark systems, it can be seen that for ND > 1,
DH-HSSK and DH-HSM are significantly better than DH-w1R. When, ND = 1, DH-HSSK
offer a sightly better performance than DH-w1R. Also, DH-HSM is outperformed due to the
unity diversity order of SM during the second hop [143].
In addition, Figs. 6.4(a) and 6.4(b) include the comparison of DH-HSSK and DH-HSM with
DH-wBRS. Recall that this comparison is not absolutely fair for DH-HSSK and DH-HSM.
For ND = {1, 2}, DH-wBRS demonstrates better performance. In contrast, for a value of
ND = 4 and low SNR, DH-HSSK and DH-HSM outperform DH-wBRS due to their higher
multiplexing gain. However, after a certain point ( ∼ 7.5 dB and ∼ 20 dB for DH-HSSK and
DH-HSM, respectively), DH-wBRS has a better performance due to its higher diversity order.
Remarkably, when ND = 16 and for the depicted practical BER, DH-HSSK and DH-HSM
offer a significantly better performance, even for DD.
6.5.4 A Very Large Scale Setup
Recently, the concept of very large scale MIMO (or Massive MIMO) has attracted great at-
tention from the research community [86]. Thus, Fig. 6.5 demonstrates the performance of
DH-HSSK and DH-HSM in a system with a large number of antennas at the RN and DN, and
a large number of RNs (64× 32×Nr, where, Nr = {64, 4}).
The first conclusion drawn from Fig. 6.5(a) is that both DH-HHSK and DH-HSM achieve
practical BERs in very low SNR. For example, DH-HSSK achieves a BER of 10−4 at about
−5.4 dB when CD is employed and at about −2.2 dB when DD is employed. This phenomenon
is attributed to the massive MIMO setup of the first hop [86] and to the massive multiplexing
gain and receive diversity obtained from SM during the second hop. In addition, Fig. 6.5(a)
demonstrates that the employment of ZF or MMSE precoding at the SN results in a performance
gap for both DH-HSSK and DH-HSM architectures, and for both CD and DD. Regarding the
use of CD or DD at the RNs, it can be observed that there is a penalty for both DH-HSSK and
DH-HSM when DD is employed. This penalty is decreased as the value of SNR is decreased.
Furthermore, Fig. 6.5(a) shows that DH-HSSK (kt = 2.5 bpsp) and DH-HSM (kt = 4.5 bpsp),
both for CD and DD, have a significantly better performance than DH-w1R and DH-wBRS,
for the depicted practical values of BER. The reader is reminded that the comparison between
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Figure 6.5: BER performance of a very large scale DH-HSSK/HSM (64 × 32 × Nr, where,
Nr = {64, 4}) system when: i) the SN employs P-CSIT, and ii) the SNR per hop is
the same.
DH-HSSK, DH-HSM, and DH-wBRS is not entirely fair, due to the closed loop transmission
of the second hop of DH-wBRS. It is quite notable, that for BER=10−4, DH-HSSK has a
performance difference of about 8 dB when CD is employed and 5 dB when DD is employed
at the RNs, compared with DH-wBRS. The performance difference against DH-w1R is further
increased to about 9 dB when CD is employed and 6 dB when DD is employed. Additionally,
for the same BER, DH-HSM demonstrates a performance gap of about 9 dB for CD and about 6
dB for DD, compared with DH-wBRS. However, when DH-HSM is compared with DH-w1R,
the performance difference is further increased to about 10.5 dB for CD and to 7.5 dB for DD.
Note that all systems are able to achieve a large receive diversity gain due to the big number of
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Configuration k (bpsp) Target BER RAER [%]
DH-HSSK 8× 4× 1 1 10−2 0%
with CD 16× 8× 4 1.5 10−3 77.6%
at the RNs 64 × 32× 64 2.5 10−4 87%
DH-HSSK 8× 4× 1 1 10−2 0%
with DD 16× 8× 4 1.5 10−3 77.6%
at the RNs 64 × 32× 64 2.5 10−4 75%
DH-HSM 8× 4× 1 3 10−1 −14.5%
with CD 16× 8× 4 3.5 10−3 77.6%
at the RNs 64 × 32× 64 4.5 10−4 91%
DH-HSM 8× 4× 1 3 10−1 −14.5%
with DD 16× 8× 4 3.5 10−3 77.6%
at the RNs 64 × 32× 64 4.5 10−4 82.2%
Table 6.1: Relative energy efficiency gains of DH-HSSK/HSM versus DH-w1R for different
system configurations.
receive antennas at the DN.
Similar conclusions as Fig. 6.5(a) can be drawn for the system setup presented in Fig. 6.5(b).
However, there are two differences. Firstly, both for DH-HSSK and DH-HSM, and for the
depicted SNR, there is no performance difference between CD and DD. And secondly, all
schemes no further achieve a BER performance of interest in low SNR as Fig. 6.5(a). In
particular, since the DN deploys only two receive antennas, there is no massive multiplexing
gain and receive diversity during the second hop.
At this point, it is emphasized that due to the simplicity, low complexity, and very good BER
performance of DH-HSSK and DH-HSM at very low SNR, the new architecture would be a
perfect candidate for wireless backhaul connection between BSs with a very large number of
antennas. Such an application could be easily implemented using either fixed or mobile RNs,
or a combination of them.
6.5.5 RF Energy Efficiency Gains of DH-HSSK/HSM
In order to quantify the RF energy efficiency gain of DH-HSSK and DH-HSM over the bench-
mark system of DH-w1R, the metric of the RAER is deployed. This metric is defined in (4.92).
Table 6.1 demonstrates the RAER benefits of DH-HSSK and DH-HSM over DH-w1R, for dif-
ferent system configurations and spectral efficiency (in bpsp). In order to conduct a fair com-
parison between DH-HSSK, DH-HSM, and the benchmark system, the same BER target and
spectral efficiency is used for each system configuration. As it can be seen from Table 6.1, in
almost all studied scenarios, DH-HSSK and DH-HSM are more energy efficient than DH-w1R.
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There are only two exceptions, when the DN is equipped with one receive antenna (ND = 1).
In all other scenarios, DH-HSSK and DH-HSM achieve significant energy efficiency gains (in
terms of RAER) over DH-w1R. As it can be seen, these gains can be as high as 91%.
Finally, note that the computational complexity analysis of the first hop of DH-HSM can be
directly obtained from Section 4.7.6, as the first hop of DH-HSM corresponds to R-SM trans-
mission. Also, the computational complexity analysis of the second hop of DH-HSM is pro-
vided in the discussion of (6.7). The discussion regarding the effect of the number of RNs in
the system complexity is presented in detail in the introduction of Section 6.5. In this way, by
taking into account the computational complexity of the new architecture, its BER performance
and EE benefits, it can be concluded that it offers the best trade-off between EE, complexity,
and data rate whenever it offers better BER performance than the benchmark systems.
6.5.6 BER performance of DH-HSSK/HSM: The Effect of I-CSIT at the SN
In order to acquire a complete picture of the performance of DH-HSSK/HSM under: i) the
effect of I-CSIT and ii) different types of precoding (MMSE, SRA, and WCRA) at the SN, Fig.
6.6 presents the BER curves for both systems when the variance of the SN-RNs channel uncer-
tainty is σ2
H̃SR
= {0.01, 0.2}. For the sake of comparison, in the same figures, the performance
of DH-HSSK and DH-HSM is included when MMSE precoding with P-CSIT is employed at
the SN. In addition, is is assumed that the SN-RNs and RNs-DN channels are uncorrelated2 .
As it can be seen from Fig. 6.6(a), when CD is employed at the RNs and the channel uncertainty
is small (σ2
H̃SR
= 0.01), DH-HSSK and DH-HSM have no performance difference from the
ideal scenario of P-CSIT at the SN. This is true for all types of precoding. In contrast, the
increase of channel uncertainty to σ2
H̃SR
= 0.2 causes a BER performance degradation. In low
SNR, the degradation is about 1 dB. In addition, an error floor is caused in high SNR, due to
the noise limited detection at the RNs. In fact, this is the effect of inaccurate beamforming from
the SN. Finally, from Fig. 6.6(a), it is concluded that when I-CSIT is available at the SN, the
optimal precoding method is SRA.
In addition, Fig. 6.6(b) demonstrates that the effect of I-CSIT has a more diminishing result
for the case of DD. In fact, in low SNR, there is a small BER performance loss even for low
2Note that, in order to provide a fair comparison between the different precoding methods, the normalization
matrix D is used as defined in Section 6.2.
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(a) CD at the RNs.































(b) DD at the RNs.
Figure 6.6: BER performance of a 8×4×4 DH-HSSK (kt = 1 bpsp) and a 8×4×4 DH-HSM
(kt = 2 bpsp) system, when different values of channel uncertainty for the SN-RNs
channel (σ2
H̃SR
= {0.01, 0.2}) are used.
channel uncertainty (σ2
H̃SR
= 0.01), both for DH-HSSK and DH-HSM. Also, after 10 dB, the
phenomenon of the error floor in high SNR starts to appear. Finally, it can be seen that high
channel uncertainty (σ2
H̃SR
= 0.2) causes a diminishing BER performance, even in high SNRs.
In Fig. 6.7, the BER performance of DH-HSSK/DH-HSM is demonstrated under the composite
effect of: i) I-CSIT at the SN and ii) correlated SN-RNs and RNs-DN channel. The variance
of channel uncertainty at the SN is σ2
H̃SR
= 0.05. Furthermore, the considered correlation
scenarios are: i) low correlation with ρ = 0.1 and ii) high correlation with ρ = 0.5. In
addition, given that the RNs are placed far apart, the SN-RNs channel contains only transmit
space correlation, while the RNs-DN channel is affected only by receive space correlation. As
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(a) CD at the RNs.

























(b) DD at the RNs.
Figure 6.7: BER performance of a 8 × 4 × 4 DH-HSSK (k = 1 bpsp) and a 8 × 4 × 4 DH-
HSM (k = 2 bsps) system when: i) both the SN-RN and the RN-DN channels are
correlated with ρ = {0.1, 0.5} and ii) the SN possesses I-CSIT with σ2
H̃SR
= 0.05.
a benchmark reference, the ideal scenario of P-CSIT at the SN and uncorrelated SN-RNs and
RNs-DN channels is deployed.
Fig. 6.7(a) shows that for the depicted SNRs and when correlation is low ρ = 0.1, the perfor-
mance of the proposed architecture with CD does not deviate from the ideal case of no corre-
lation and P-CSIT at the SN. Furthermore, the observation of the same figure shows that high
correlation degrades the BER performance for about 1 dB at BER=10−3. In fact, the previous
conclusions are practically true for all methods of precoding. Also, Fig. 6.7(b) presents that the
use of DD at the RNs results in a diminishing behavior, even for low correlation. Finally, Fig.
6.7(b) demonstrates that SRA is the best precoding method under the evaluated system setup.
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6.6 Summary
The main objective of Chapter 6 was the extension of the concept of space modulation to a
VMIMO architecture. Based on the concepts of R-SM and SM, an architecture which transfers
information using the spatial position of multiple RNs, in addition, or not, to the conventional
way was formed. Using MIMO linear precoding, the native problem of the activation of multi-
ple RNs of the space modulated VMIMO schemes was reduced or practically avoided.
The new architecture was compared against the appropriate SotA schemes and demonstrated
significant BER gains. Especially, for a very large system setup and BER=10−4, the perfor-
mance difference was up to 9 dB for DH-wBRS and up to 10 dB for DH-w1R. Hence, it was
concluded that the concept of space modulation can be successfully applied in a distributed
framework. Also, strict bounds for the ABEP of the new architecture were provided, both for
the CD and DD algorithms at the RNs. Finally, the effects of I-CSIT at the SN and channel
correlation were studied. Using simulation results, it was concluded that the new architecture
and precoding methods are robust to realistic scenarios of CSIT and correlation.
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Conclusions, Limitations, and Future
Work
7.1 Summary and Conclusions
In this thesis, the challenges of the energy evaluation of SM and its extension in new MIMO
setups were addressed. More specifically, the EARTH power model was deployed in order to
identify the EE gains of SM in a BS when TDMA is the multiple access scheme. In addition,
the performances of R-SM and MSR-SM were studied using a wide range of theoretical and
simulation results. Both R-SM and MSR-SM are based on the incorporation of the concept
of space modulation at the receiver side. Furthermore, a form of the broadcast channel which
deploys R-SM or MSR-SM was proposed and studied. Finally, SM and R-SM were combined
in order to form a novel and very efficient dual hop VMIMO architecture. In the following, a
summary of the main contributions and conclusions of this thesis is provided.
In Chapter 3, the theoretical limit of channel capacity and Monte Carlo simulation results were
deployed in order to display the EE gains of SM in different types of BS and when TDMA is
used. The types of BS considered are: i) macro; ii) micro; iii) pico; and iv) femtocell BS. It
was concluded that the single RF chain configuration of SM results in high EE gains over the
corresponding conventional MIMO techniques. In this context, it was shown that SM can be
up to 67% more energy efficient than MISO with only transmit diversity [6], STBC [29], and
MIMO [30], under all types of BSs. Furthermore, it was inferred that SM and the deployed
benchmark systems, for all types of BS, achieve a transmission point where the EE (in Mbits/J)
is maximized. In addition, it was concluded that for a range of data rates, SM provides the
same data rate as the benchmark systems with significantly less power supply. For example,
for four transmit antennas, SM has a reduction which can be as low as 76% compared to the
corresponding conventional MIMO schemes.
In Chapter 4, the focus was on the evaluation of the performance of R-SM and MSR-SM us-
ing analytical and Monte Carlo simulation results. More specifically, the theoretical ABEP of
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R-SM and MSR-SM was provided, using the union bound technique, when: i) the wireless
channel follows the Rayleigh distribution; ii) the transmitter possesses P-CSIT; and iii) the de-
ployed precoder is based on the ZF principle. Note that the characterization of the received
signal was done using a new accurate statistical framework. Therefore, it was concluded that
the new bounds are accurate. Furthermore, the diversity order and coding gain of R-SM and
MSR-SM were derived. It was concluded that MSR-SM with ZF precoding achieves the same
diversity order and higher coding gain as the corresponding conventional MIMO benchmark
system. The performances of R-SM and MSR-SM were compared against the one of the cor-
responding conventional MIMO. It was inferred that R-SM offers the same or better BER
performance than conventional MIMO only when the spectral efficiency is low and the number
of transmit and receive antennas is low. Thus, R-SM cannot be considered as a suitable candi-
date for a massive MIMO setup. Also, it was concluded that when the number of the multiple
parallel spatially modulated data streams is close to the number of receive antennas, MSR-SM
has a better BER performance than the corresponding conventional MIMO. Furthermore, two
regularized linear precoding methods, which deploy realistic I-CSIT, were proposed. The first
precoder deploys I-CSIT in a statistical form. In contrast, the second precoding design uses
I-CSIT in a worst case form. Using analytical arguments, the instantaneous and the average
power of all precoders used in this thesis were derived. The new precoders were shown to have
a good performance BER performance under different channel correlation states.
In Chapter 5, the concept of receive space modulation was deployed in order to form a SDMA
architecture for the downlink. Under the assumptions of P-CSIT and ZF precoding, upper
bounds for the ABEP of the new scheme were provided. The new bounds take into account the
large scale effect. Using Monte Carlo simulation results, it was deduced that the new bounds are
tight in high SNR. Furthermore, it was inferred that the diversity order of the new architecture
is not affected by the large scale effect, when the large scale effect is deterministic. The per-
formance of the new architecture was compared against the one of corresponding conventional
MIMO scheme. It was shown that the new scheme is able to have a better BER performance in
high SNR.
The incorporation of SM and R-SM in a VMIMO architecture was presented in Chapter 6. The
new scheme is termed DH-HSM. In the new architecture, multiple RNs cooperate in order
to establish communication between a SN and a DN. This is achieved by spatially modulat-
ing the RNs. It was revealed that, using MIMO linear precoding, DH-HSM practically avoids
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the native problem of the activation of multiple RNs. Furthermore, using simulation results,
it was demonstrated that DH-HSM offers significant BER gains against the appropriate SotA
schemes. In more detail, the performance difference was up to 9 dB for DH-wBRS and up to
10 dB for DH-w1R, when a very large system setup and BER=10−4 were considered. Hence,
it was concluded that the concept of DH-HSM can be successfully applied in very large system
setups. In addition, new strict bounds for the ABEP of DH-HSM were derived. Finally, the
performance of DH-HSM was studied under the effects of I-CSIT at the SN and channel corre-
lation. Using simulation results, it was concluded that the new architecture and new precoding
methods are robust to realistic scenarios of CSIT and correlation.
7.2 Limitations and Future Work
Although this thesis conducted a detailed study on the evaluation and extension of SM in dif-
ferent system setups, there are some aspects that would be worthwhile to be researched in the
future. In Chapter 3, the evaluation of the EE of SM in a BS was conducted when the multiple
access scheme is TDMA. Due to the popularity of OFDMA in modern cellular systems, the en-
ergy evaluation of SM needs to be extended in this multiple access scheme. The incorporation
of SM in a cellular system which deploys OFDMA can be done by using the same principles
as any other MIMO transmission scheme [188]. In particular, provided that each transmit an-
tenna is equipped with an OFDM modulator and each one of the multiple users is allocated a
portion of the available resources (in time and frequency domain), the formation of an OFDMA
based spatially modulated system can be directly obtained from [14]. Such a scheme requires
a number of RF chains equal to the number of transmit antennas. Therefore, the EE benefits of
SM which are obtained due to the single RF chain configuration vanish. However, in the fre-
quency domain, the multiple SM transmitted signals may result in a sparse signal transmission.
Actually, the sparsity of the transmitted signal of SM promises better Peak-to-Average-Power
Ratio (PAPR) than conventional MIMO techniques. Therefore, some of the EE gains of SM
may be retained in an OFDMA configuration. Furthermore, Chapter 3 provided only simulation
results. Therefore, an analytical confirmation of these results would be an interesting subject of
research.
A detailed evaluation of R-SM and MSR-SM in single-user and multi-user setup was presented
in Chapters 4 and 5, respectively. These studies were conducted using simulation and theoreti-
cal results under the assumptions of P-CSIT and ZF precoding. For all other types of precoding
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and CSIT, only simulation results were presented. Although a theoretical study of the perfor-
mance of R-SM and MSR-SM under I-CSIT and under other methods of precoding is challeng-
ing, such a study would provide a better insight to the performance of the new architectures.
In addition, the development of such a theoretical framework could be readily incorporated in
conventional MIMO schemes.
A VMIMO scheme based on the concepts of SM and R-SM was proposed in Chapter 6. Al-
though Chapter 6 includes a wide range of simulation and analytical results, the theoretical
evaluation of the ABEP of DH-HSM when DD is deployed at the RNs was undertaken semi-
analytically. In fact, this study is semi-analytical due to the challenging derivation of the PDF of
the RV of (6.37). Therefore, this derivation would be important. In addition, an interesting re-
search study would be the evaluation of the performance of DH-HSM when the RNs deploy the
AF protocol. Finally, the incorporation of MSR-SM and MS-SM in a setup similar to DH-HSM





Evaluation of the Integral of (4.84)
If the marginal PDF of λ (given from (4.83) ) is incorporated in (4.84), the integral that needs









































as the square of a Laguerre polynomial (square of a polynomial), after some straightforward






































































Evaluation of the Integral of (4.84)










− 0 = 0. (A.6)





dx = φn−1eφΓ(n)Γ(1− n, φ). (A.7)
Thus, if the two integrals of (A.5) are evaluated using (A.7) and the result of (A.6) is taken into
account, after some manipulations, it can be shown that:
IA(n, φ) = n!φ
n−1eφ [Γ(1− n, φ)− φΓ(−n, φ)] . (A.8)


























× (l +m+∆+ 1)!φl+m+∆eφ
× [Γ(−l −m−∆, φ)− φΓ(−l −m−∆− 1, φ)] . (A.9)
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Evaluation of the Integral of (4.88)













Using the marginal PDF of λ̄, which is available in (4.87), after some manipulations (B.1) is

















































































































have to be evaluated. In order to deal with (B.5), the method of integration by parts is applied.
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− 0 = 0. (B.7)
By evaluating the two integrals of (B.6), using (A.7) which is a direct result from [170, p. 348],
it can be proven that:
IB(ϑ, ν) = jϑ
j−1eϑνΓ(j)Γ(1 − j, ϑν)− νϑjeϑνΓ(j + 1)Γ(1 − j, ϑν). (B.8)































gj (y) = ϑ
j−1eϑyj! [Γ (1− j, yϑ)− yϑΓ (−j, yϑ)] . (B.10)




































In this way, the derivation is completed.
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Appendix C
Evaluation of the Expectation in (5.43)
This appendix provides the evaluation of the expectation in (5.43). Let the PDF of zi in (5.38),
(5.43) can be expressed as follows:






















































From the integration formula in [170, p.346, 3.381, 4], it holds that:
∫ +∞
0
xν−1e−µxdx = µ−νΓ(ν), (C.2)
where ν > 0 and Re{µ} > 0, Γ(·) denotes the incomplete gamma function defined in [170, p.
899].














δ̆k (yᾰ1γ̆i + 1)
−k , (C.3)
from which the proof follows.
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Appendix D
High SNR Approximation of the PEP
of (5.44)
If the SNR approaches to infinity (γ → +∞), only the smallest value of the exponent k in
(5.47) needs to be considered, which is equal to one. Thus, (5.47) can be approximated as:
















































































which holds because ᾰl, l = 1, . . . , Ni, are the eigenvalues of Ă in (5.39) in ascending order.
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and Decode-and-Forward protocol, we form a distributed system,
called Dual-Hop Hybrid SM (DH-HSM). DH-HSM conveys
information from a Source Node (SN) to a Destination Node
(DN) via multiple Relay Nodes (RNs). The spatial position of the
RNs is exploited for transferring information in addition to, or
even without, a conventional symbol. In order to increase the
performance of our architecture, while keeping the complexity
of the RNs and DN low, we employ linear precoding using
Channel State Information (CSI) at the SN. In this way, we form
a Receive-Spatial Modulation (R-SM) pattern from the SN to
the RNs, which is able to employ a centralized coordinated or
a distributed uncoordinated detection algorithm at the RNs. In
addition, we focus on the SN and propose two regularized linear
precoding methods that employ realistic Imperfect Channel State
Information at the Transmitter. The power of each precoder is
analyzed theoretically. Using the Bit Error Rate (BER) metric,
we evaluate our architecture against the following benchmark
systems: 1) single relay; 2) best relay selection; 3) distributed
Space Time Block Coding (STBC) VMIMO scheme; and 4) the
direct communication link. We show that DH-HSM is able to
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I. INTRODUCTION
OVER the recent years Multiple-Input–Multiple-Output(MIMO) communication has attracted a tremendous at-
tention from both the academia and industry. The deployment
of multi-antenna elements, at both communicating ends, is
considered to be an excellent candidate solution for the future
spectrally efficient wireless networks. MIMO communication
offers increased data rate without the need of any further radio
resources [1].
Unfortunately, MIMO comes with the major disadvantage of
increased hardware complexity. Multi-antenna elements require
multiple Radio Frequency (RF) chains (usually equal to the
number of the employed antennas). In addition, most of the
time, optimum Maximum Likelihood (ML) detection at the re-
ceiver has an exponential complexity increase with the number
of receive (or transmit) antennas [2]. Other major drawbacks of
MIMO are the high energy consumption due to the increased
number of RF chains [3] and the complex signal processing
techniques.
In order to overcome the previous native problems of MIMO,
research has focused on Virtual MIMO (VMIMO) systems.
The main rationale behind VMIMO is to promote low com-
plexity system implementation by combining MIMO and relay
techniques. Due to the broad nature of VMIMO, there is a
wide range of designs proposed in the literature. From the
MIMO point of view, there are designs that achieve diversity
gains [4], multiplexing gains [5], beamforming gains [6], or
a combination of them. Moreover, from the relays’ point of
view, there are several communication protocols. The most
famous protocols are Amplify-and-Forward (AF) [6], Decode-
and-Forward (DF) [4], Compress-and-Forward (CF) [7], and
Estimate-and-Forward (EF) [8]. Furthermore, the previous pro-
tocols are applied in two [9] or multiple hops [4].
A. Related Work and Motivation
A new open-loop MIMO scheme that enjoys a single RF
chain configuration at the transmitter and successfully treats the
inherent problems of MIMO is Spatial Modulation (SM) [10]–
[12]. SM is a single RF chain scheme, which is able to employ
an optimum single-stream ML detector. In following we sum-
marize the main advantages of SM: i) SM is able to achieve
a multiplexing gain with the activation of a single transmit
antenna; ii) SM does not require Inter-Antenna Synchronization
(IAS) at the transmitter; iii) the complexity of the transmitter
0090-6778 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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does not scale significantly with the increase of antennas; and
iv) SM offers increased energy efficiency. Especially, in terms
of energy efficiency (bits/J), [3] show that the single RF chain
configuration of SM results into significant benefits. We note
that an important low-complexity and low-rate variation of SM,
called Space Shift Keying (SSK) is proposed in [13]. The first
real system implementation of SM is presented in [14]. Further-
more, the performance of SM under real channel measurements
is performed in [15], [16]. A complete introduction on SM is
provided in [17].
Until recently, MIMO precoding using Channel State In-
formation at the Transmitter (CSIT) has been used either for
the simplification of the receiver and receive power consuming
benefits, or capacity gains, or the formation of Space Division
Multiple Access (SDMA) schemes. In [18], MIMO precoding
is used in a totally different way. Using Zero Forcing (ZF)
or Minimum Mean Square Error (MMSE) precoding and the
appropriate signal formation, a SM-like scheme is formed.
For reasons of simplicity and in agreement with [19], we
use the name of Receive-Spatial Modulation (R-SM) for this
scheme. R-SM applies the space modulation concept at the
receiver side.
Over the recent years, there have been many schemes that ex-
tend the concept of SM/SSK to a VMIMO distributed scenario,
both for the AF and DF protocols. The authors of [20] study
the performance analysis of a SSK-based AF relay network.
In [21], using the idea of SSK, a cooperative transmission
scheme is considered, both for the AF and DF protocols. The
generalization of SSK in a two-way AF relays network is
conducted in [22]. The adoption of SSK in a DF cooperative
system is considered in [23]. Furthermore, the extension of SSK
to a multi-branch and multi-hop scenario is studied in [24].
Moreover, the extension of Space Time Shift Keying (STSK)
[25], which is a novel SM-like scheme, in a distributed VMIMO
scenario is conducted in [26].
In [27], multi-antenna elements are deployed in such a way
that form a dual hop scheme based on SM. The application
of distributed SM to the uplink is studied in [28]. Also, [29]
proposes a SSK scheme again for the uplink. In [30], using
the ergodic capacity and the outage probability, it is shown
that space modulation VMIMO schemes are able to achieve
high throughput. Another extension of SM in a low complexity
cooperative DF VMIMO architecture is conducted in [31].
The integration of Space Time Block Coding (STBC) in a
distributed SM system is done in [32].
Unfortunately, all distributed and uncoded space modulation
VMIMO schemes that employ multiple uncoordinated Relay
Nodes (RNs) suffer from the erroneous activation of multi-
ple RNs during the relaying phase. Thus, a Bit Error Rate
(BER) performance degradation occurs. In order to overcome
this problem, three strategies are followed in the literature: i)
coordination between the RNs in order to ensure the activation
of a single RN [33] (which is similar to the scenario of a single
RN with multiple antennas [27]); ii) block-based transmission
which allows the use of error correction codes at the RNs [21],
[24]; and iii) advanced and error-aware detection techniques
at the Destination Node (DN), which usually results in high
complexity [28], [32].
B. Contributions and Outcomes
Against this background, we aim to propose and study an
architecture which is suitable for the downlink. Motivated by
the concept of VMIMO and the potential of SM/R-SM, we
propose a non-cooperative relay architecture based on SM/
R-SM. Using a half-duplex DF protocol we propose a scheme
that achieves information conveyance using R-SM [19] in the
first hop and SM [12] in the second hop. In this way, a Dual-
Hop Hybrid Spatial Modulation (DH-HSM) system is formed.
The term Hybrid Spatial Modulation (HSM) stems from the fact
that our architecture employs R-SM in the first hop and SM
in the second hop. The RNs are able to employ a Centralized
Detection (CD) or a Distributed Detection (DD) algorithm,
depending on their ability to coordinate. DH-HSM conveys
information by extending the novel transmission mechanism of
SM in a distributed framework.
In order to practically solve or reduce the problem of the
activation of multiple RNs, without affecting the complexity of
the RNs or the DN, we carefully design the transmission mode
of the first hop. We use MIMO linear precoding with CSIT. In
this way, we practically eliminate or reduce the effect of the
wireless channel and offer significant receive Signal-to-Noise
Ratio (SNR) gains at the RNs.
We consider realistic Imperfect-CSIT (I-CSIT) at the Source
Node (SN) and propose two regularized linear precoding meth-
ods. The first precoder is obtained using statistical I-CSIT,
while the second precoder employs worst-case I-CSIT. Further-
more, using an analytical framework, we study the instanta-
neous and the average power of all precoders used in this paper.
The evaluation of DH-HSM against the State-of-the-Art
(SotA) is conducted using the metric of the Bit Error Rate
(BER). The benchmark systems that we employ are the:
i) single relay, ii) best relay selection, and iii) distributed STBC
dual hop architectures, and iv) the direct communication link.
Even though the comparison of DH-HSM with the best relay
selection and distributed STBC is not fair for DH-HSM, our
architecture is able to achieve significant BER gains in the
majority of the system setups. We show that the gain of DH-
HSM over the best relay selection scheme can reach up to 9 dB
for BER = 10−4 and a very large scale system setup. Finally,
in order to validate the obtained simulation results, we analyze
the Average Bit Error Probability (ABEP) using the well known
union bound method [34]. We emphasize that the derivation of
the ABEP is conducted both for the CD and DD algorithms at
the RNs.
The rest of the paper is organized as follows: Section II
presents the system model of the proposed architecture when
the RNs employ CD. Section III concentrates at the SN and pro-
poses two precoding methods that take into account I-CSIT at the
SN. In addition, the same section provides a mathematical anal-
ysis of the instantaneous and average transmit power of the SN.
In order to avoid coordination between the RNs, in Section IV
we propose a DD algorithm which can be independently exe-
cuted by the RNs. The derivation of the ABEP of our architec-
ture is presented in Section V. Section VI provides results that
evaluate the performance of the proposed scheme and precod-
ing methods. Finally, we conclude this paper in Section VII.
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Fig. 1. System model of DH-HSM.
Notation: In the following, lowercase bold letters denote
vectors and uppercase bolt letters denote matrices. (·)T , (·)H ,
tr(·) and A1/2 denote transpose, Hermitian transpose, matrix
trace and the square root of A, respectively. The Kronecker
product is denoted as ⊗. ‖ · ‖2 represents the Euclidean norm,
while ‖ · ‖F stands for the Frobenius norm. diag(a1, . . . , an)
represents a diagonal matrix whose main diagonal includes
the elements a1, . . . , an. E[·] is the mean value of a Random
Variable (RV). A complex Gaussian distribution with mean m
and variance σ2C is represented as CN (m,σ2C), where its real
and imaginary part are independent and identically distributed
(i.i.d.) Gaussian RV with distribution N (m, (σ2C/2)). Re{·}
denotes the real part of a complex number or matrix.
II. SYSTEM MODEL
Fig. 1 shows the system model of the proposed DH-HSM
architecture. We consider a Base Station (BS) equipped with Nt
antennas which acts as the SN. Furthermore, we assume that our
architecture includes NR single antenna RNs connected with
an error-free backhaul link. Later in Section IV, we extend our
architecture in a distributed framework where there is no back-
haul connection between the RNs. The DN can be considered
as a single or multi-antenna node (with ND antennas).
In addition, we assume that there is no direct link between
the SN and the DN due to the poor channel condition. The SN
acquires CSIT using either the reciprocity principle when it is
applicable or using a low-rate feedback link from the relays.
The DN acquires CSI using a training sequence transmitted
from the RNs. Especially, when Time Division Duplexing
(TDD) is employed, DH-HSM is able to supply the SN and
the DN with Channel State Information (CSI) by transmitting
a single training sequence from the RNs. In this section, we
assume Perfect-CSIT (P-CSIT) at DN for the purpose of system
presentation and in Section III we modify our architecture in
order to operate under different practical scenarios of I-CSIT at
the SN.
We configure our system with Nt ≥ NR and NR equal to a
power of 2. Under the assumptions that the transmitter employs
a linear precoder and the wireless channel is flat quasi-static,
the system equation of the first hop is expressed in a matrix
form as:
yR = HSRPDx+wSR. (1)
In (1), yR represents the NR × 1 received signal at the RNs
in vector form. HSR ∈ CNR×Nt represents the channel matrix
which is assumed to distribute as HSR ∼ CN (0, I). The Nt ×
NR linear precoder is denoted as P. D is a NR ×NR diagonal
matrix which is used to ensure that the transmitted power is
not amplified by the precoder. The i-th element of the main
diagonal of D is equal to di =
√
1/‖pi‖22, where pi is the i-
th column of P. In this way, each column of the normalized
precoder Pn = PD is constrained to have unity power. Fur-
thermore, x represents the transmitting symbol vector. In this
paper, we set the elements of x such that Ex[‖x‖22] = 1. Finally,
wSR ∈ CND denotes the i.i.d. additive complex Gaussian noise
with wSRi ∼ CN (0, σ2wSR). We note that due to the use of the
linear precoder P, the DN requires multiple (Nt) RF chains.
In this paper, under the assumption of P-CSIT at the SN,
we focus on two types of linear precoding: i) ZF and ii)
MMSE. In traditional MIMO schemes, ZF (Bezout) precoding
is a suboptimal method that offers a good trade-off between
complexity and performance [35]. The main characteristic of
ZF is the total elimination of the Inter-Channel Interference
(ICI) at the receiver (HSRPZF = INR,NR). The ZF precoding
matrix is just the pseudo-inverse of the channel matrix HSR.
Using the Singular Value Decomposition (SVD), the precoding
matrix is equal to
PZF = VΣ
−1UH , (2)
where HSR = UΣVH . Both U and V are unitary matrices
with size NR ×NR and Nt ×Nt, respectively. Σ is a NR ×Nt
diagonal matrix whose main diagonal represents the r real sin-
gular values σi of HSR. Here, r denotes the rank of the channel











An alternative method, suitable for rank-deficient channel ma-











where µ is the regularization factor. Usually, µ is defined as
µ = Ntσ
2
w/Ps = Nt/SNR [36]. In traditional MIMO, MMSE
precoding outperforms ZF precoding in low SNRs and ap-
proaches the ZF performance in high SNRs.
In order to form a R-SM transmission mechanism from the
SN to the RNs, such as [18], [19], we set the transmitted signal
vector x=̂x(i, sk) = eisk. Where ei = [0, . . . , 0, 1, 0, . . . , 0]T ,
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i = 1, . . . , NR, is a NR × 1 vector, with all of its elements
equal to zero except the i-th element which is equal to 1. The
value of i corresponds to the index of the receiving RN. The
indices i are allocated to the RNs in the Medium Access Layer
(MAC). sk ∈ {s1, . . . , sM} denotes the transmitted symbol
selected from a conventional constellation. Hence, depending
on the bits to be transmitted, k1 = log2 NR bits are used for
the selection of i and k2 = log2 M bits are encoded using the
constellation point sk. In this way, k1 + k2 bits are transmitted
from the SN to the RNs in a symbol period (first hop).
Under the assumption of ZF precoding using P-CSIT at the
SN, the observation at each of the RNs is given as:
yR = Dx+wSR. (5)
If we take into account the sparsity of x, (5) is written as:
yRj = djsk + wSRj , j = i,
yRj =wSRj , j = i, (6)
where j = 1, . . . , NR.
Due to the fact that the RNs communicate via a backhaul-
link, we are able to employ the following centralized low-
complexity ML detector:
(̂i, ŝk) = argmin
i,sk







As we can see from (7), the CSI that the R-SM detector requires
is di, i = 1, . . . , NR. We note that (7) ensures the activation of
a single RN during the second hop.
During the second slot, we apply a SM-like transmission at
which only the receiving RN from the previous slot is activated.
This RN acts as a single antenna in a conventional co-located
SM system. In this way, the system equation of the RNs–DN
link is given as:
yD = HRDx(̂i, ŝk) +wRD, (8)
where HRD ∼ CN (0, I) stands for the ND ×NR RNs–DN
wireless channel. x(̂i, ŝk) = eîŝk is the NR × 1 vectorized
detected symbol from the previous slot. Moreover, wRD ∈
CND is the i.i.d. additive complex Gaussian noise with wRDi ∼
CN (0, σ2wRD ). Finally, yD stands for the received signal at the
DN. The optimal ML detection for SM is given in [11]
(̌i, šk) = argmin
i,sk
‖yD −HRDeisk‖22. (9)
Hence, in this way, we form a dual-hop architecture which
conveys kt = (k1 + k2)/2 bits per symbol period (bpsp). We
note that k1 + k2 is divided by two, because the transmitted
bitstream requires two symbol periods to reach the DN.
A special case of the above transmission mechanism, called
Dual-Hop Hybrid Space Shift Keying (DH-HSSK), is formed if
we set sk = 1. In such a scenario, the information is conveyed
using only the index i of the receiving RN.
III. LINEAR PRECODING AT THE SN USING PRACTICAL
SCENARIOS OF I-CSIT
When P-CSIT is available at the SN, the design of the
precoding matrix P is trivial, as in Section II. Our aim in the
next two subsection is to design the precoding matrix of (1)
using I-CSIT.
A. Imperfect Channel Knowledge at the Transmitter
In practice, CSI is acquired by the receiver using a pilot
sequence. Under the assumption that the channel does not
change during one block of symbols, Channel State Information
at the Receiver (CSIR) may be considered accurate. When the
channel is rapidly varying, even CSIR is subjected to imper-
fections. At the transmitter side, CSI is acquired either using
a low rate feedback from the receiver or using the reciprocity
principle where is applicable (pure TDD). In the general case,
channel imperfections at the transmitter side may occur because
of: i) the channel estimation errors; ii) the quantization errors
when a reverse feedback link is employed; and iii) the outdated
version of CSIT (time varying channel).
Clearly, in practical scenarios the acquisition of perfect (ac-
curate) CSI is either a very expensive or even an unrealistic
process. Hence, there is a high need for designs that take into
account channel imperfections. A widely used channel model,
that captures channel imperfections, expresses the channel ma-
trix as [37],
HSR = H̄SR + H̃SR. (10)
In (10), H̄SR represents the long term channel evolution which
can be accurately acquired by the transmitter. Moreover, H̃SR
denotes the channel for which only some kind of statistical
or worst-case knowledge is considered possible. A common
assumption is to model the long term channel evolution as




that each element of H̄SR remains constant over a block of
symbols. However, the elements of H̃SR change every symbol
period. HSR denotes the instantaneous channel matrix. Finally,
in order to avoid any power amplification due to the wireless





In the following two subsections, we design the precoding
matrix P at the SN using two methods from optimization the-
ory, Stochastic Robust Approximation (SRA) and Worst-Case
Robust Approximation (WCRA) [38]. SRA follows a statistical
approach and solves the resulting minimization problems over
their expectation. In contrast, WCRA is a worst-case method
and solves the same minimization problems assuming that
‖H̃SR‖2 ≤ α. We note that both approaches employ I-CSIT
in a statistical or scalar form which does not change rapidly
over time.
B. Objective Function
In this subsection, we present the objective function that
we minimize in order to design the precoding matrix P using
I-CSIT. When P-CSIT is available, the ZF precoding matrix of
(1) is just the pseudo-inverse matrix of HSR. An alternative
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‖HSRpl − el‖22, ∀ l = 1, . . . , NR, (11)
where el is the l-th column of the identity matrix INR,NR =
[e1, . . . , eNR ].
C. ZF-Like Precoding Based on SRA
When SRA is employed, the minimization problems of (11)







, ∀ l = 1, . . . , NR. (12)
If we use the fact that the MIMO channel can be written as in











which is obviously a convex optimization problem (sum of
quadratic functions). Thus, the solution can be achieved by
setting its gradient equal to zero. In this case, the analytical
















in a collective matrix form. A careful look in E[H̃HSRH̃SR]










Thus, the computation of the previous quantity requires only
the knowledge of σ2
H̃SR
, which is scalar.
D. ZF-Like Precoding Based on WCRA
When WCRA is utilized, the MIMO wireless channel is ex-
pressed as the non-empty and bounded set Φ ⊆ CNR,Nt . Here,
Φ represents all the possible values of the channel matrix HSR.
Given a feasible precoding vector pl, the worst case error can
be formulated as ewc(pl) = sup[‖HSRpl − el‖2|H ∈ Φ]. Our
aim in this subsection is to design a precoder that minimizes
the worst case error ewc(pl). Under this aim, the minimization
problem can be formulated as:
min
pl
sup [‖HSRpl − el‖2|HSR ∈ Φ] ∀ l = 1, . . . , NR. (17)
In this paper, we employ the Norm Bound Error (NBE)
method from [38]. In NBE, the uncertainty of H̃SR is




HSR = H̄SR + H̃SR|‖H̃SR‖2 ≤ α
}
,
where α > 0. Let
eNBEwc (pl) = sup
{
‖H̄SRpl − el + H̃SRpl‖2| ‖H̃SR‖2 ≤ α
}
be the worst-case error given the precoding vector pl. After
some arithmetic manipulations, it is shown that eNBEwc (pl) is
equal to
eNBEwc (pl) = ‖H̄SRpl − el‖2 + α‖pl‖2









H̄SRpl − el = 0 and pl = 0.
Thus, the minimization problem of (17) can be reformulated as:
min
pl
‖H̄SRpl − el‖2 + α‖pl‖2. (18)




subject to ‖H̄SRpl − el‖2 ≤ t1, ‖pl‖2 ≤ t2, (19)
which is solved as a Second Order Cone Programming (SOCP)
problem using the interior point method [38]. Alternatively,
(18) can be transformed in a TR form as:
min
pl
‖H̄SRpl − el‖22 + β‖pl‖22, (20)
for some value of β [38].
Again, (20) is convex because eNBEwc (pl) is the sum of
quadratic functions. Thus, the solution can be reached using the













E. Precoding in the Presence of Transmit and Receive
Space Correlations
The problems of (13) and (20) are different forms of
Tikhonov Regularization (TR) [38]. A valuable property of
TR theory is that it does not pose any rank restriction on
the involved matrices H̄SR and H̃SR as long as the matri-




SRH̄SR + βI are positive
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definite [38]. Thus, our analytical solutions of (15) and (22)
may enjoy the additional merit of being applicable to spatially
correlated channels.
In this paper, we employ the Kronecker correlation model
[39]. According to this correlation model, the MIMO channel










where Hw ∼ CN (0, I). RT and RR represent the transmit and
receive spatial correlation matrices, respectively. In this case the
wireless channel is distributed as HSR ∼ CN (0,RT ⊗RR).
Usually, the entries of the spatial correlation matrices RR and
RT are generated using an exponential model with RT (i, j) =
ρ
|i−j|
t and RR(i, j) = ρ
|i−j|
r , where 0 ≤ ρt, ρr ≤ 1. Values of
ρt and ρr close to 0 mean low correlation, whereas values close
to 1 mean high correlations.
If we combine the Kronecker correlation model of (23) with
the model of I-CSIT described in Section III-A, the MIMO
















represents the fully known






The inspection of (15) and (22) reveals that only the ana-
lytical form of the design based on SRA is affected by the
correlated channel. This is because SRA requires the computa-
tion of E[H̃HSRH̃SR]. After some arithmetic manipulations this
















F. Instantaneous Transmit Power Analysis
In this subsection, we focus on the SN and study its transmis-
sion power. Given that Ex[‖x‖22] = 1, the instantaneous trans-
mission power ‖PDx‖22 is fully characterized by the quantity
Ps = ‖PD‖22.
In (1), we employ the normalization matrix D in order to
make sure that the transmission power at the SN is not amplified
by the precoder P in adverse channel conditions. As shown in
the following, the proposed precoders have a structure that im-
poses an indirect transmit power constraint. The practical value
of this constraint is that we are able to set D = INR,NR , without
amplifying the power transmission to an unacceptable level.
Additionally, we can assume that HSRP ≈ INR,NR (when P
is the MMSE, or SRA, or WCRA precoder) in order to keep the
complexity of the RNs low. In this way, there is no need for di
to be known at the RNs. Hence, the detection algorithm of (7)
is further simplified by setting di = 1. Though, we emphasize
that in the BER simulation results of Section VI the precoding
designs of SRA and WCRA are normalized as described in
Section II. We follow this choice for the sake of fair comparison
with the other precoding methods (same transmission power).
SRA and WCRA are forms of TR when I-CSIT is available.
As a consequence, we expect both designs to offer a reduced




Here, Ū and V̄ are unitary matrices and Σ̄ is a diagonal matrix
containing at its main diagonal the NR singular values σ̄i of
H̄SR (without loss of generality we assume that H̄SR has a rank
of NR). If we plug (26) into (15) and after some arithmetic











where D̄ is a Nt ×Nt diagonal matrix equal to D̄ =
diag(σ̄21 , . . . , σ̄
2
NR
). σ̄2i , i = 1, . . . , NR are the eigenvalues of
H̄SR.
Taking into account that both D̄+NRσ2
H̃SR
INt,Nt and Σ̄ are



















In order to evaluate the transmit power of the SRA precoder,













Using the argument that the trace operator is invariant under



















of the summation of (31). Given that σ̄i and σ2
H̃SR
take positive
values, it is clear to see that θi: i) is close to zero when σ̄i →
0; ii) it attains the maximum value of 1/(1 +NRσ2
H̃SR
) < 1
when σ̄i = NRσ2
H̃SR
; and iii) approaches zero when σ̄i → +∞.
Hence, the instantaneous transmit power of PSRA is always
constrained by ‖PSRA‖2F <NR, since σ̄i/(σ̄2i +NRσ2H̃SR)<1
for every positive value of σ̄i and σ2
H̃SR
.


























Clearly, ‖PWCRA‖2F is also constrained because (σ̄i/σ̄2i +
β) < 1 for every {σ̄i, β} > 0.
A careful inspection of (31) and (35) reveals that the channel
uncertainty (in the form of σ2
H̃SR
for SRA and in the form of β
for WCRA) acts as a regularization parameter which adjusts the
transmitted power. When the channel uncertainty approaches to
zero, both SRA and WCRA reduce to ZF precoding and the
transmitted power is maximized up to the transmitted power
of ZF precoding. In contrast, when the channel uncertainty
is increased, the level of power transmission imposed by the
transmitter is decreased. This means that when the channel
knowledge at the transmitter becomes more inaccurate, the
transmitter reduces the transmitted power in order to avoid
further degradation.
In the next few lines, we express without proof (due to
space limitation) the transmit power behavior of ZF and MMSE
precoding when I-CSIT is available at the SN. Using a similar

















From (36), it is clear that the power transmission of ZF precod-
ing is increased to unacceptable high levels when the channel
is in deep fade (σ̄2i → 0). In contrast, for MMSE precoding it
can be shown that the power transmission is constrained by
‖PMMSE‖2F < NR because σ̄i/(σ̄2i + µ) < 1, i = 1, . . . , NR.
A similar proof for the ZF and MMSE precoders is attained
when the SN employs P-CSIT. In this case, the power trans-
mission of the ZF and MMSE is given from (36) and (37) by
replacing σ̄i with σi, where the eigenvalues of HSR are denoted
as σ2i .
Finally, the inspection of (31), (35), and (37) shows that there
is a relation between the transmission power of different pre-
coding methods. It is easy to demonstrate, using the structure of
the power transmission of each precoder, that MMSE imposes
higher instantaneous power transmission than: i) SRA when
σ2
H̃SR
> µ/NR, and ii) WCRA when β > µ.
G. Average Transmit Power Analysis
In this subsection, we provide the analytical derivation of
the average precoding power P̄s of the methods employed in
this work when: i) I-CSIT is available and ii) D = INR,NR .
The inspection of (31), (35)–(37) reveals that the instantaneous
















where, depending on the precoding method, ϑ takes the fol-




for SRA; and iv) ϑ = β for WCRA. In (38), for
notational convenience, we substitute σ̄i2 with λ̄i.
The analytical derivation of the average power of all precod-















where τ̄ = [λ̄1, . . . , λ̄NR ]
T . It is not difficult to see that
the random vector τ̄ contains the unordered eigenvalues of
the Wishart matrix W̄ = H̄SRH̄HSR ∼ CW(NR,ΣH̄SR), where
CW(NR,ΣH̄SR) denotes a central complex Wishart distribu-
tion as defined in [40, eq. 2.6]. ΣH̄SR is the covariance matrix
of H̄SR. In the following, we derive the expectation of (39)
when the SN–RNs channel is : i) uncorrelated and ii) transmit
correlated (RR = INR,NR). The latter case corresponds to
the scenario where the transmit antennas belongs to a single
transmitter, while the receive antennas belong to RNs placed
sufficiently apart.
1) Uncorrelated SN–RNs Channel: When the SN–RNs is
uncorrelated and distributed as described in Section III-A, the








Hw, where Hw ∼ CN (0, I), the eigenval-





i = 1, . . . , NR, represent the eigenvalues of Hw.
If we take into account the previous relation and set : i) τ̄ =√
σ2
H̄SR




, after some manipulations,























In (40), λ denotes the unordered eigenvalues of the complex
central Wishart matrix W = HwHHw . The marginal probability
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Here, L∆k (x) denotes the Laguerre polynomials of degree k.
In addition, H0(x) is the Heaviside step function, for which it
holds that H0(x) = 0 for x < 0 and H0(x) = 1 for x ≥ 0.












using (41) (in a lengthy procedure which is omitted due to space
























(n+ 1)!φneφ [Γ(−n, φ)− φΓ(−n−1, φ)] .
(44)
In (44), n = l +m+∆ and Γ(·, ·) denotes the incomplete
gamma function defined in [41, p. 899].
2) Transmit Correlated SN–RNs Channel: The elaboration
















where λ̄ is the unordered eigenvalues of the complex central
Wishart matrix W̄ = H̄SRH̄HSR. Clearly, the evaluation of (45)
requires the marginal p.d.f. of λ̄, which is derived below.
The presence of only transmit space correlation in the














T . Thus, H̄SR is distributed accord-
ing to the following complex Gaussian distribution HSR ∼
CN (0, R̄T ⊗ INR,NR). In this case, the complex central
Wishart matrix W̄ is distributed as CW(NR, R̄T ). For this














































1 α̺ · · · α̺−1̺

 .
In addition, α1, . . . , α̺ represent the ̺ distinct eigenvalues of
R̄T . D(i, j) is the (i, j) cofactor of the NR ×NR matrix C
whose (l, k) element equals to














At this point, given that the marginal p.d.f. of λ̄ is available in










































j−1eϑyj! [Γ(1− j, yϑ)− yϑΓ(−j, yϑ)] (49)
and Γ(·) denotes the gamma function defined in [41, p. 892].
IV. EXTENSION TO A DISTRIBUTED
RELAYS ARCHITECTURE
In some scenarios there is no backhaul-link between the
RNs. This is the case when: i) the delay requirement does not
allow communication between the RNs, ii) the cost of installing
a backhaul connection is high, or iii) the RNs are remote
terminals (like cell phones). This section extends the proposed
centralized relay architecture from Section II to a distributed
one with the employment of a decentralized detection algorithm
at the RNs. All the other configurations of the proposed archi-
tecture remain the same.
During the first hop, the received signal at the j-th RN is
described in (6). It is straightforward to see that if we set s0 =
0, (6) can be easily interpreted as the following (M + 1)-ary
Hypothesis Test (HT)
Hi : yRj = djsi + wSRj , i = 0, . . . ,M, (50)
which can be independently employed at each RN. In (50), si
takes values from {s0, s1, . . . , sM}. Clearly, the H0 hypothesis
(s0 = 0) corresponds to the case where the j-th RN is not
the receiving node in the first hop. Thus, this RN remains
silent during the second hop. On the other hand, all the other
H1, . . . , HM hypotheses correspond to the case where the j-
th node is the receiving/activating RN and the relayed conven-
tional symbol is s1, . . . , sM , respectively.
In this case, the distributed ML detector at each RN is
reduced to the usual minimum distance rule
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Given that djsk is precomputed and stored in the memory
before the beginning of transmission, the computational com-
plexity of (51) at each RN is just one complex subtractions per
iteration.
Clearly, the independent execution of the detector of (51)
at each RN could result into the activation of multiple RNs
during the second hop. In the other extreme case, the distributed
detectors of (51) of all RNs could detect the zero symbol s0.
When this extreme case occurs, all the RNs remain silent and
no symbol is relayed to the DN. Due to the fact that the DN is
unaware of this situation, its detector decides randomly based
only on the ever present Gaussian noise.
In the literature, these problems are treated using error-aware
detection at the DN [28], [32], which increases the complexity
of the DN. In order to keep the complexity of the DN low, we
decide to ignore the phenomenon of the activation of multiple
RNs. Though, as it is demonstrated in Section VI, our DD
algorithm benefits from the linear precoding at the SN, which
results in high SNR gains at the RNs. Thus, the probability of
activating multiple RNs is reduced. Because of this, practically
and in most scenarios, either there is no performance difference
from the CD algorithm, or there is a small BER penalty.
V. THEORETICAL EVALUATION OF THE AVERAGE BIT
ERROR PROBABILITY
In this section, we employ the well known union bound
technique [34] in order to provide bounds on the ABEP of the
proposed architecture. This is done both for the CD (Section II)
and DD (Section IV) algorithms in the RNs. In order to provide
tractability to our theoretical analysis, we focus on the scenario
of ZF precoding with P-CSIT at the SN. We make this decision
because it is well known that the ABEP performance analysis of
MMSE or any other regularized ZF-like precoding method is a
challenging problem [43]. Besides, in high SNRs, ZF precoding
approaches the performance of MMSE precoding [36], [44].
A. Average Bit Error Probability When the RNs Employ
Centralized Detection
When the CD algorithm of (7) is employed at the RNs, the
DH-HSSK/HSM is a regenerative relay system with coordi-
nated detection. Thus, we can follow a similar procedure such
as [27], [45] and express the end-to-end ABEP as:
PCD(γ1, γ2) = P1(γ1) + P2(γ2)− P1(γ1)P2(γ2). (52)
In (52), γ1 and γ2 denotes the SNRs of the first and the second
hop, respectively. PCD(γ1, γ2) is the end-to-end ABEP, given
γ1 and γ2. Furthermore, P1(γ1) and P2(γ2) represents the
ABEP of the first and second hop, respectively. It is not difficult
to see that P1(γ1) and P2(γ2) are the ABEP of R-SM and
SM, respectively. The ABEP of SM is widely studied in the
literature [10], [11], [46], [47]. However, the ABEP of R-SM is
a challenging problem, due to the use of ZF precoding [43].
We begin with the derivation of the ABEP of the first hop
(ABEP of R-SM). We have to evaluate the Pairwise Error
Probability (PEP) of transmitting x at the RN and receiving x̂
at the RNs. This is done for all possible combinations of x, x̂ ∈
A1 = {eisk|i ∈ {1, . . . , NR} ∩ k ∈ {1, . . . ,M}} and x = x̂.
Given that (5) holds and the ML detector selects the symbol
x which minimizes the quantity ‖yR −Dx‖22, a symbol er-
ror occurs when E = {‖yR −Dx‖22 > ‖yR −Dx̂‖22}. If we
set c = x− x̂ and elaborate E , it can be shown that E =
{−∑NRi=1 diRe{c∗iwSRi} > (cHDc/2)}, where ci and wSRi
are the elements of c and wSR, respectively. If we consider
that −∑NRi=1 diRe{c∗iwSRi} ∼ N (0, (σ2wSR/2)cHD2c), it is
shown that the instantaneous PEP conditioned on D2 is ex-
pressed as:







where γ1 = 1/σ2wSR and Q(·) is the Q-function. We are inter-
ested in deriving the PEP by averaging (53) over all possible
realizations of D2:









Just like SM, in R-SM there are three possible types of
symbol errors: i) signal errors denoted as E1 = {x → x̂|{sk →
ŝk, ei → ei}}; ii) space errors denoted as E2 = {x → x̂|{sk →
sk, ei → eî}}; and iii) joint signal and space errors denoted
as E3 = {x → x̂|{sk → ŝk, ei → eî}}. A signal error occurs
when the receiving antenna (represented by ei) is correctly de-
tected, while the transmitted symbol sk is incorrectly detected.
In contrast, a space error takes place when sk is correctly de-
tected and the receiving antenna is incorrectly detected. Finally,
the incorrect detection of sk and ei creates a joint symbol error.
Thus, depending on the type of the R-SM symbol error, the RV












, for E2, (55b)
|sk|2d2i + |ŝk|2d2î , for E3. (55c)
As we see from (55a)–(55c), z depends on the RVs d2i ,
i = 1, . . . , NR. Thus, before continuing with the evaluation of
(54), let us provide the p.d.f. of d2i , i = 1, . . . , NR, which is









In [48], it is given that d2i ∼ Gamma(L, 1), where L = Nt −
NR + 1. Here, Gamma(k, θ) denotes a gamma distribution








In the following, we evaluate (54) for all different types of
R-SM symbol errors. Let us begin with the case of the signal
errors. If we set δ = sk − ŝk, plug (55a) into (54), and use (57)
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in order to average over d2i , we can bound the PEP of a signal
error as:
















In the previous procedure, we use the Chernoff bound Q(x) ≤
(1/2)e−(x
2/2) [34]. We note that (58) is also the PEP of a
Multiple-Input Single Output (MISO) system with ZF precod-
ing. As it can be seen, this MISO system has a diversity order
of L = Nt (given that there is one receive antenna). This
conclusion agrees with the indirect diversity analysis of [43].
As implied by (55b) and (55c), the evaluation of (54) for the








RVs. Given that d2i and d
2
î
are correlated and distribute as
































In addition, ρc = E[(d2i − L)(d2î − L)]/L, which is the Pear-
son product-moment correlation coefficient. Given the marginal
gamma p.d.f. of each di and a given system configuration, ρc
can be robustly estimated.
In order to provide a bound on the PEP when a space error
occurs, we use (55b) and average (54) over all realizations of d2i
and d2
î
, using (59). Due to space limitation, we do not provide
the details. The attained bound is written as:



























where t = (|sk|2γ1/4) + (1/(1− ρc)) and






is the generalized hypergeometric function, as defined in [41,
p. 1010]. Moreover, [L]k = L(L+ 1) . . . (L+ k − 1) is the
Pochhammer symbol.
Similarly, the bound on the PEP of the joint error of E3





























where t1 = (|sk|2γ1/) + (1/(1− ρc)) and t2 = (|ŝk|2γ1/4) +
(1/(1− ρc)).
As a final step for our proof, we employ the bounds of (58),








d(x → x̂)PR−SM(x → x̂), (66)
where d(x → x̂) denotes the number of different bits between
the bit sequences represented by x and x̂.
In order to complete the derivation of (52), we express the
ABEP of the second hop using the results from [46]. Hence, the








d(x → x̂), PSM(x → x̂), (67)
where










Here, we have that ζ = NDNR and Λ = IND,ND ⊗ ccH .
B. Average Bit Error Probability When the RNs Employ
Distributed Detection
This section provides the ABEP of DH-HSSK/HSM when
the RNs utilize the DD of (51). In this type of uncoordinated
detection, the methodology that we follow in the previous sub-
section does not hold, because during the second hop multiple
RNs can be active. In this case, the transmitted symbol vector
of the second hop is not a legal SM symbol. Thus, (52) is not
valid.
In order to overcome this problem, we use the union bound








d(x→ x̂)PDD(x→ x̂, γ1, γ2), (69)
where PDD(x → x̂, γ1, γ2) is the end-to-end PEP of trans-
mitting x at the SN and detecting erroneously x̂ = x at the
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DN, given γ1 and γ2 (the SNR of each hop). We remind that
x, x̂ ∈ A1 = {eisk|i ∈ {1, . . . , NR} ∩ k ∈ {1, . . . ,M}}.
It is not difficult to see that, using the total probability
theorem, the PEP of an end-to-end symbol error is express-
ed as:
PDD(x → x̂, γ1, γ2) =
∑
x̃∈A
PSR(x → x̃, γ1)PRD(x̃ → x̂, γ2),
(70)
where x̃ ∈ A are all the possible detected/transmitted symbol
vectors at the RNs. PSR(x → x̃, γ1) is the probability that x
is transmitted at the SN and x̃ is detected/retransmitted at the
RNs. Furthermore, PRD(x̃ → x̂, γ2) represents the probability
that x̃ is transmitted at the RNs and x̂ is detected at the DN.
Before continuing, we define the set A =
{A0,A1, . . . ,ANR}. Here, we have that A0 = {0NR,1}.
The subset A0 corresponds to the very special case where
all the RNs remain silent during the second hop (for more
details, the reader is referred to Section IV). Every other






contains all the possible vectors, of size NR × 1, with
exactly q non zero elements. Their non zero elements
take values from M = {s1, . . . , sk}. Mathematically, this
is represented as Aq = {ei1sk1 + · · ·+ eiqskq |B1 ∩ B2},
where B1 = {{i1, . . . , iq} ∈ {1, . . . , NR}|{i1 = · · · = iq}},
B2 = {{k1, . . . , kq} ∈ {1, . . . ,M}}, and eil is the il-th
column of INR,NR . We note that, clearly, the correct symbol x
belongs to A. Even thought the RNs might be able to detect
correctly the transmitted vector x, a symbol error could occur
during the second hop.
We have to evaluate each probability of the right hand side
of (70). We begin with PSR(x → x̃, γ1). Given that detection is
conducted independently at each RN and the Gaussian noise is
independent, we have:








xj → x̃j , γ1|d2j
)]
. (71)
Here, xj , x̃j ∈ {s0,M} are the j-th elements of x and x̃,
respectively. In simple words, x̃j belongs to the employed
constellation M or is 0 and x̃j is the detected symbol which
again belongs to M or is zero.
Thus, we have to evaluate




xj → x̃j , γ1|d2j
)]
(72)
by integrating over all the possible realizations d2j . The received
signal at the j-th RN is given from (6). Hence, given that
xj , x̃j ∈ {s0,M}, with xj = x̃j , we can write
PSRj
(










For this reason, if we follow the same steps as the derivation of
(58), we can prove that:
PSRj (xj → x̃j , γ1) ≤
1
2





For the case of xj = x̃j (correct transmission to the j-th RN),
we have that





PSRj (xj → sj , γ1), (75)
where Pe(γ1) is the probability of erroneous detection. Hence,
the probability of interest is bounded by












In addition, the evaluation of (70) requires the knowledge
of PRD(x̃ → x̂, γ2). We know that x̃ ∈ A, which means that
the RNs retransmit legal or illegal SM symbols. Even in the
case of the retransmission of illegal SM symbols, as we explain
in Section IV, the DN uses the detector of (9). Thus an error
happens when E ′ = {‖yD −HRDx‖22 > ‖yD −HRDx̂‖22|x̃}
(given that x̃ is relayed by the RNs). We can easily transform E ′
as E ′ = {‖HRDc1 +wRD‖22 > ‖HRDc2 +wRD‖22}, where
c1 = x̃− x and c2 = x̃− x̂. We can further proceed and reach
to E ′ = {‖HRDc1‖22 − ‖HRDc2‖2 > 2Re{cHHHRDwRD}},
where c = c2 − c1. Given that −
∑ND
k=1 Re{wRDkak} ∼







we have that the instantaneous probability for which we are












γ2/2. The direct evaluation of the expectation
of (77), over all channel realizations, is a difficult task. Ac-
tually, this expectation requires the p.d.f. of the summation
of two Erlang (gamma) RVs divided by a generalized gamma
RV, where all RVs are correlated. An approach that gives
a tractable solution to the expectation of (77) is to use the
triangle and inverse triangle inequality and upper and lower
bound the RV Y = (‖HRDc2‖22 − ‖HRDc1‖22)/
√
‖HRDc‖22.
Unfortunately, this method gives bounds that are loose and
do not provide any insight. Due to space limitation, we do
not include this analysis. An alternative way to evaluate the
expectation of (77) is numerically. In this way, we conclude our
proof.
VI. SIMULATION RESULTS AND DISCUSSION
In this section, we present theoretical and Monte Carlo
simulation results that demonstrate the performance of the
proposed DH-HSSK/HSM architecture under different forms
of CSIT at the SN, both for the CD and DD algorithms. We
consider scenarios with: i) small, ii) medium and iii) large
system configuration.
For the sake of comparison, we compare our architecture
against four benchmark systems: i) the corresponding single
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relay system, ii) the best relay selection system, iii) a form of
distributed Alamouti relaying, and iv) the direct communication
link. We note that in all the benchmark systems, the operating
principle of the SN and the DN is the same as DH-HSM/HSSK.
The SN uses the same linear precoding methods and the DN
detects the received signal using ML detection.
The corresponding single relay system is denoted as Dual
Hop-with one Relay (DH-w1R). The adoption of this form of
comparison for the evaluation of space modulated VMIMO is
extensively employed in the literature [20], [24], [27], [28],
[32]. The operational principle of DH-W1R is similar to the
proposed DH-HSSK/HSM architecture with the following ex-
ception. The conveyed constellation point is relayed by a
single RN.
We note that the RN of DH-w1R detects the relayed constel-
lation point using a ML detector which has almost the same
complexity as the ML detector of (7) and higher complex-
ity than the detector of (51) (all detectors are single stream
detectors). Especially, the DD of (51) results in a significant
lower complexity as the spectral efficiency and the number
of the RNs is increased. Because of this, DH-HSSK/HSM
can be interpreted as a way of distributing the computational
complexity of the single RN of DH-W1R to the multiple RNs of
DH-HSSK/HSM. An additional advantage of DH-HSSK/HSM
compared with DH-W1R is that, under the assumption of high
SNR at the RNs, usually only one out of NR RNs is re-
transmitting the symbol received from the SN. This is very im-
portant when the RNs are remote terminals (for example mobile
phones) with a battery supply, because a battery life extension
is achieved.1 Hence, if we take into account the advantages
of DH-HSSK/HSM compared with DH-W1R with respect to:
i) the complexity and power consumption distribution and
ii) the BER gains (as shown in the following), it is clear that the
cost of having multiple RNs of low complexity and extended
battery life compared with the cost of having a single RN of
high complexity is insignificant.
The next two benchmark systems that we employ is the:
i) best relay selection technique denoted as Dual Hop-with Best
Relay Selection (DH-wBRS) and ii) the distributed Alamouti
code represented as Dual Hop-Distributed Alamouti Code (DH-
DAC). In DH-wBRS, a single RN out of NR is selected to
convey the transmitted constellation point in every block of
symbols. DH-wBRS selects the RN with the most favorable
RN-DN channel which has the highest channel gain. The se-
lection of this RN offers the highest instantaneous receive SNR
at the DN. In DH-DAC, two symbols are conveyed to two RNs
in order to form a distributed Alamouti codeword. The RNs can
employ a CD or DD algorithm, just like DH-HSM. In the DD
case, the orthogonality of the Alamouti codeword cannot be
ensured, whereas in the CD case it can be ensured. We note
that DH-DAC requires 4 symbol period in order to convey two
constellation points (constructed Alamouti codeword) from the
SN to the DN. Clearly, the comparison of DH-HSM with DH-
wBRS and DH-DAC is not entirely fair. DH-wBRS uses closed
1In this paper, we assume that the energy consumption for the RF power
transmission is relatively high compared to the energy consumption of the
circuits of the RNs during the detection period.
loop transmission during the second hop, while DH-HSM uses
open loop transmission. Furthermore, DH-DAC activates two
RNs during the second hop, whereas DH-HSM activate only
one. Finally, we state that: i) DH-DAC is used as a benchmark
system only when the RNs are two and ii) no best RN selection
criterion is applied in DH-DAC. As we see in the following,
even though these comparisons are not entirely fair, DH-HSM
is able to achieve significant performance gains in the majority
of the cases.
The last benchmark system that we use is the direct SN-DN
MIMO communication. We assume that the SN-DN wireless
channel is weak and distributes as CN (0, pI), where p captures
the path loss effect. This assumption is valid because DH-HSM
is designed to be applied when the SN-DN channel is weak.
For all systems, the SNR during the first hop is de-
fined as γ1 = SNR
SR





), where PSRs =
Ex[‖PDx‖22] is the power transmitted at SN. For a fair com-
parison between DH-HSSK/HSM and DH-w1R, we set Ps = 1
by using the appropriate: i) normalization matrix D for the
precoder P (as described in Section II) and ii) the appro-
priate normalization of the conventional transmitted constel-
lation diagram. During the second hop, the SNR is defined
as γ1 = SNR
RD





), where PRDs = 1 is
the transmitted power from the active RN. Without loss of
generality we assume that γ1 = γ2. Finally, we assume that the
SN–RNs and RNs–DN wireless channel remain constant over a
block symbol. In addition, when I-CSIT is available at the SN,
H̄SR does not change over a block of symbols.
A. Confirmation of the Average Bit Error Probability of
DH-HSM Using Simulation Results
Before we proceed with the comparison of DH-HSM with
the benchmark system, in Fig. 2, we demonstrate how close are
the obtained simulation results with the theoretical framework
of Section V. Fig. 2(a) presents the bound of ABEP when
CD is employed at the RNs. In addition, Fig. 2(b) shows the
ABEP bound under DD at the RNs. We consider two system
configurations for CD. In the first configuration, we have a 8 ×
4 × 4 (Nt = 8, NR = 4, and ND = 4) system with kt = 1 bpsp
for DH-HSSK and kt = 2 bpsp for DH-HSM. Furthermore,
the second configuration is a 16 × 8 × 4 system with kt =
1.5 bpsp for DH-HSSK and kt = 2.5 bpsp for DH-HSM. As
can be seen from Fig. 2(a), for CD and in high SNR, the
theoretical and simulation curves perfectly match. In low SNR,
there is a difference which is a well known phenomenon caused
by the union bound technique [34]. In addition, Fig. 2(b),
demonstrates that the bound obtained for DD in Section V-B
is close to the simulated curves.
B. Small Scale System Setup
Fig. 3 explores the BER performance of DH-HSM when
P-CSIT is available at the DN and the system setup is 4 × 2 ×
4, with kt = 4 bpsp. For the sake of comparison, in Fig. 3, we
include the performance of: i) DH-w1R, ii) DH-wBRS, iii) DH-
DAC, and iii) direct link communication when p = {0.1, 1}.
Especially, the scenario of the direct link communication with
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Fig. 2. Performance analysis of DH-HSM when ZF with P-CSIT is employed at the RNs, using: i) simulation results and ii) the bounds of Section V. (a) The
RNs employ the CD algorithm. (b) The RNs employ the DD algorithm.
Fig. 3. BER performance of a small scale DH-HSM (4× 2× 4) system ver-
sus DH-w1R, DH-wBRS, DH-DAC, and the 4 × 4 direct link communication
when p = {0.1, 1}. The spectral efficiency is kt = 4 bpsp.
a weak SN-DN channel (p = 0.1) is a typical application sce-
nario of DH-HSM (or any other dual hop system). Furthermore,
as a reference point, we include the performance of direct link
communication when the SN-DN channel is strong with p = 1
(same statistics as the SN–RNs and RNs–DN channels).
As it can be seen from Fig. 3, DH-HSM offers better BER
performance than DH-w1R, DH-wBRS, and DH-DAC due to
its multiplexing gain. It quite notable that in the depicted SNR
region, DH-HSM offers better performance than DH-wBRS
and DH-DAC. Even though, this comparison is not entirely
fair. We note that as SNR increases to extremely high value,
DH-wBRS and DH-DAC would offer better performance, due
to their diversity achieving techniques employed during the
second hop. We note that, just like DH-HSM, the performance
of DH-DAC is not affected by the employment of CD or
DD at the RNs. Regarding the performance of the direct link
communication, we see that when the SN-DN channel is weak
(p = 0.1), its performance is significantly worse (as expected).
For a strong SN-DN channel (p = 1), we see that the direct link
offers better performance due to its multiplexing gain. Though,
in high SNR, the direct link is remarkably outperformed due to
its unity diversity order [43].
C. Medium Scale Setup: The Effect of Multiple Antennas at
the DN
The performance evaluation of DH-HSSK/HSM is presented
in Fig. 4. In the same figure, we depict the performance of
DH-w1R and DH-wBRS for the purpose of comparison. We
note that in the following results, we do not use the direct link
communication and distributed STBC as benchmark systems.
We do not employ the direct link communication, because we
propose DH-HSM for a scenario where either the SN-DN is
very weak (where direct link communication is clearly out-
performed), or there is no SN-DN link. Moreover, distributed
STBC is not further used, because as the size of the distributed
STBC codeword increases, its fractional STBC rate determines
performance significantly worse than DH-HSM.
In addition, we note that for DH-W1R and DH-wBRS, the
BER performance is depicted only for ZF precoding at the
SN. It can be proved that in the very special case of a MISO
linear precoding system (first hop) and when the normalization
process of Section II is applied, the MMSE and the ZF forcing
precoders result in the same receiving signal. Hence, the perfor-
mance is the same.
Fig. 4(a) and (b) demonstrate that when the number of
receive antennas is small ND = {1, 2}, there is no perfor-
mance difference between the CD and DD algorithms of
DH-HSSK/HSM. As ND is increased, there is a difference.
For ND = 4, the difference can be noticed only in low SNRs.
Though, when ND = 16, this performance gap is signifi-
cantly increased. This performance difference exists due to the
lost multiplexing gain which is caused by the activation of
multiple RNs.
Regarding the comparison with the benchmark systems, we
see that for ND > 1, DH-HSSK/HSM is significantly better
than DH-w1R. When, ND = 1, DH-HSSK offer a slightly
better performance than DH-w1R. Moreover, DH-HSM is
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Fig. 4. BER performance of a medium scale DH-HSSK/HSM system, for ND = {1, 2, 4, 16}, when: i) the SN employs P-CSIT and ii) the SNR per hop is the
same. (a) 16× 8×ND DH-HSSK system (kt = 1.5 bpsp). (b) 16× 8×ND DH-HSM system (kt = 3.5 bpsp).
out-performed due to the unity diversity order of SM during
the second hop [50].
In addition, Fig. 4(a) and (b) include the comparison of DH-
HSSK/HSM with DH-wBRS. We recall that this comparison
is not fair for DH-HSSK/HSM. For ND = {1, 2}, DH-wBRS
demonstrates better performance. In contrast, for a value of
ND = 4 and low SNRs, DH-HSSK/HSM outperforms DH-
wBRS due to its higher multiplexing gain. Though, after a
certain point (∼7.5 dB and ∼20 dB for DH-HSSK and DH-
HSM, respectively), DH-wBRS has better performance due to
its higher diversity order. Remarkably, when ND = 16 and for
the depicted practical BER, DH-HSSK and DH-HSM offer a
significantly better performance, even for DD.
D. A Very Large Scale Setup
Recently, the concept of very large scale MIMO (or Massive
MIMO) has attracted a great attention from the research com-
munity [51]. Thus, in Fig. 5, we explore the performance of
DH-HSSK/HSM in a system with a large number of antennas
at the SN and DN, and a large number of RNs (64× 32× 64).
The first conclusion drawn from Fig. 5 is that both DH-
HHSK and DH-HSM achieve practical BERs in very low
SNRs. For example, DH-HSSK achieves a BER of 10−4 at
about −5.4 dB when CD is employed and at about −2.2 dB
when DD is employed. This phenomenon is attributed to the
massive MIMO setup of the first hop [51] and to the mas-
sive multiplexing gain and receive diversity obtained from
SM during the second hop. In addition, Fig. 5 demonstrates
that the employment of ZF or MMSE precoding at the SN
results in a performance gap for both DH-HSSK and DH-HSM
architectures, and for both CD and DD. Regarding the use of
CD or DD at the RNs, we observe that there is a penalty for both
DH-HSSK and DH-HSM when DD is employed. This penalty
is decreased as the value of SNR is decreased.
Furthermore, Fig. 5 shows that DH-HSSK (kt = 2.5 bpsp)
and DH-HSM (kt = 4.5 bpsp), both for CD and DD, have a
significantly better performance than DH-w1R and DH-wBRS,
Fig. 5. BER performance of a very large scale DH-HSSK/HSM (64× 32×
64) system when: i) the SN employs P-CSIT, and ii) the SNR per hop is the
same.
for the depicted practical values of BER. We remind the reader
that the comparison of DH-HSSK/HSM and DH-wBRS is not
entirely fair, due to the closed loop transmission of the second
hop of DH-wBRS. It is quite notable, that for BER = 10−4,
DH-HSSK has a performance difference of about 8 dB when
CD is employed and 5 dB when DD is employed at the
RNS, compared with DH-wBRS. The performance difference
against DH-w1R is further increased to about 9 dB when CD
is employed and 6 dB when DD is employed. Additionally, for
the same BER, DH-HSM demonstrates a performance gap of
about 9 dB for CD and about 6 dB for DD, compared with DH-
wBRS. However, when DH-HSM is compared with DH-w1R,
the performance difference is further increased to about 10.5 dB
for CD and to 7.5 dB for DD. We note that all systems are able
to achieve a huge receive diversity gain due to the big number
of receive antennas at the DN.
At this point, we note that due to the simplicity, low com-
plexity, and very good BER performance of DH-HSSK/HSM at
very low SNRs, our architecture would be a perfect candidate
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TABLE I
RELATIVE ENERGY EFFICIENCY GAINS OF DH-HSSK/HSM VERSUS
DH-W1R FOR DIFFERENT SYSTEM CONFIGURATIONS
for wireless backhaul connection between BSs with a very large
number of antennas. Such an application could be easily imple-
mented using either fixed or mobile RNs, or a combination of
them.
E. RF Energy Efficiency Gains of DH-HSSK/HSM
In order to quantify the RF energy efficiency gain of DH-
HSSK/HSM over the benchmark system of DH-W1R, we









∆SNR denotes the SNR (in dB) difference between DH-
HSSK/HSM and DH-W1R for a given target BER.
Table I demonstrates the RAER benefits of DH-HSSK/HSM
over DH-W1R, for different system configurations and spectral
efficiency (in bpsp). In order to conduct a fair comparison
between DH-HSSK/DH-HSM and the benchmark system, we
use the same: i) BER target and ii) spectral efficiency, for
each system configuration. As it can be seen from Table I,
in almost all studied scenarios, our DH-HSSK and DH-HSM
architectures are more energy efficient than DH-W1R. There
are only two exceptions, when the DN is equipped with one
receive antenna (ND = 1). In all other scenarios, DH-HSSK
and DH-HSM achieve significant energy efficiency gains (in
terms of RAER) over DH-W1R. As we see, these gains can
be as high as 91%.
F. Power Transmission at the SN and Residual MSE at RNs
When I-CSIT Is Available at the SN
In Section III-F, we demonstrate that the unnormalized
MMSE, SRA, and WCRA precoders result in a constrained
power transmission, while the ZF precoder does not. Hence,
when MMSE, SRA, and WCRA precoding designs are em-
ployed in a real system implementation, it is possible to avoid
the use of the precoding matrix D at SN. In this case, given the
assumption of HSRP ≈ INR,NR , there is no need for the i-th
RN, i = 1, . . . , NR to have the knowledge of di. Thus, we are
able to employ a non-coherent detection algorithm at the RNs.
In Fig. 6, using simulation results and the theoretical frame-
work of Section III-G, we evaluate the average precoding power
P̄s at the SN and the residual Mean Square Error (MSE) at each
of the RNs, with respect to the variance of channel uncertainty
σ2
H̃SR
. This is done for the MMSE, SRA, and WCRA precoding
methods when the normalization matrix D is not applied. We
note that due to the fact that Ex[‖x‖22] = 1, the instantaneous
precoding power Ps = ‖P‖2F dictates the total transmission
power.
As shown in Fig. 6, when σ2
H̃SR
is increased, the power
of SRA and WCRA precoding methods is decreased. Thus,
as the CSIT at the SN becomes more inaccurate, the power
transmission is reduced in order to avoid further degradation
(inaccurate beamforming). In contrast, when MMSE precoding
is employed and for all the depicted values of SNRSR = {0, 20}
dB, the precoding power is increased as the variance of channel
uncertainty is increased. This results to more inaccurate beam-
forming as shown in Fig. 6(b).
Furthermore, Fig. 6 shows that correlation affects the trans-
mitted power of our precoding designs in a composite way.
When σ2
H̃SR
→ 0, higher correlation (higher values of ρ) results
in higher precoding power. In contrast, when σ2
H̃SR
is increased,
higher correlation results in lower precoding power. In contrast
to our designs, the existence of channel correlation, when
MMSE precoding is used, imposes higher precoding power. As
a final remark, we note that all the theoretical curves perfectly
match with the simulated curves. In addition, all the claims
of Section III-F concerning the relation between the proposed
precoding designs and MMSE precoding are confirmed.
Fig. 6(b) demonstrates the residual MSE per RN, defined as
MSE = EHSR [‖HSRP− INR,NR‖2F ]/NR (INR,NR is the ideal
ZF impulse response), which quantifies the residual ICI caused
by the inaccurate beamforming, versus the variance of channel
uncertainty. As it can be seen, for values of σ2
H̃SR
close to
zero (almost no uncertainty), MMSE results to lower MSE. It
is well known that the MMSE precoder is the optimum linear
precoder in terms of MSE. Though, as the SN–RNs channel
becomes more inaccurate (higher values of σ2
H̃SR
) to the SN,
our precoding designs offer significantly lower residual MSE
than MMSE (for all SNRSR values). In the same figure, we
depict the performance of the studied precoding designs when
the SN–RNs channel is correlated. Clearly, higher correlation
results in higher MSE. Finally, we see that as the channel
uncertainty becomes high, the effect of correlation to SRA and
WCRA is insignificant compared to the uncorrelated case.
G. BER Performance of DH-HSSK/HSM: The Effect of I-CSIT
at the SN
In order to acquire a complete picture of the performance of
DH-HSSK/HSM under: i) the effect of I-CSIT and ii) different
types of precoding at the SN, in Fig. 7, we present the BER
curves for both systems when the variance of the SN–RNs
channel uncertainty is σ2
H̃SR
= {0.01, 0.2}. For the sake of
comparison, in the same figures we include the performance
of DH-HSSK/HSM when MMSE precoding with P-CSIT is
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Fig. 6. Effect of I-CSIT at the SN of a 8× 4× 4 system. (a) Average precoding power at the SN. (b) Residual MSE at each RN.
Fig. 7. BER performance of a 8× 4× 4 DH-HSSK (kt = 1 bpsp) and a 8× 4× 4 DH-HSM (kt = 2 bpsp) system, when different values of channel
uncertainty for the SN–RNs channel (σ2
H̃SR
= {0.01, 0.2}) are used. (a) CD at the RNs. (b) DD at the RNs.
employed at the SN. In addition, we assume that the SN–RNs
and RNs–DN channels are uncorrelated.2
As it can be seen from Fig. 7(a), when CD is employed at
the RNs and the channel uncertainty is small (σ2
H̃SR
= 0.01),
DH-HSSK and DH-HSM have no performance difference from
the ideal scenario of P-CSIT at the SN. This is true for all types
of precoding. In contrast, the increase of channel uncertainty
to σ2
H̃SR
= 0.2 causes a BER performance degradation. In low
SNR, the degradation is about 1 dB. Though, an error floor is
caused in high SNR, due to the noise limited detection at the
RNs. In fact, this is the effect of inaccurate beamforming from
the SN. Finally, from Fig. 7(a), we conclude that when I-CSIT
is available at the SN, the optimal precoding method is SRA.
In addition, Fig. 7(b) demonstrates that the effect of I-CSIT
has a more diminishing result for the case of DD. In fact, in
low SNR, there is a small BER performance loss even for low
2We note that, in order to provide a fair comparison between the different




= 0.01), both for DH-HSSK and
DH-HSM. Moreover, after 10 dB, the phenomenon of the error
floor in high SNR starts to appear. Finally, we see that high
channel uncertainty (σ2
H̃SR
= 0.2) causes a diminishing BER
performance, even in high SNRs.
In Fig. 8, we demonstrate the BER performance of DH-
HSSK/DH-HSM under the composite effect of: i) I-CSIT at
the SN and ii) correlated SN–RNs and RNs–DN channel. The
variance of channel uncertainty at the SN is σ2
H̃SR
= 0.05.
Furthermore, the correlation scenarios that we consider are:
i) low correlation with ρ = 0.1 and ii) high correlation with
ρ = 0.5. In addition, given that the RNs are placed far apart,
the SN–RNs channel contains only transmit space correlation,
while the RNs–DN channel is affected only by receive space
correlation. As a benchmark reference, we employ the ideal
scenario of P-CSIT at the SN and uncorrelated SN–RNs and
RNs–DN channels.
Fig. 8(a) shows that for the depicted SNRs and when cor-
relation is low ρ = 0.1, the performance of the proposed ar-
chitecture with CD does not deviate from the ideal case of no
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Fig. 8. BER performance of a 8× 4× 4 DH-HSSK (k = 1 bpsp) and a 8× 4× 4 DH-HSM (k = 2 bsps) system when: i) both the SN–RNs and the RNs–DN
channels are correlated with ρ = {0.1, 0.5} and ii) the SN possesses I-CSIT with σ2
H̃SR
= 0.05. (a) CD at the RNs. (b) DD at the RNs.
correlation and P-CSIT at the SN. Furthermore the inspection
of the same figure shows that high correlation degrades the
BER performance for about 1 dB at BER = 10−3. In fact, the
previous conclusions are practically true for all methods of
precoding. Moreover, Fig. 8(b) presents that the use of DD
at the RNs results in a diminishing behavior, even for low
correlation. Finally, Fig. 8(b) demonstrates that SRA is the best
precoding method under the evaluated system setup.
VII. CONCLUSION
This paper focused on the extension of the concept of space
modulation to a VMIMO architecture. Based on the ideas of
R-SM and SM, we formed an architecture which transfers
information using the spatial position of multiple RNs, in
addition, or not, to the conventional way. Using MIMO linear
precoding, we were able to reduce or practically avoid the
native problem of the activation of multiple RNs of the space
modulated VMIMO schemes.
We compared our architecture against the appropriate SotA
schemes and demonstrated significant BER gains. Especially,
for a very large system setup and BER = 10−4, the performance
difference was up to 9 dB for DH-wBRS and up to 10 dB for
Dh-w1R. Hence, we concluded that the concept of space mod-
ulation can be successfully applied in a distributed framework.
Moreover, we provided strict bounds for the ABEP, both for the
CD and DD algorithms at the RNs.
In order to provide linear precoding using a practical scenario
of I-CSIT, we proposed two precoding methods. The first
precoder is based on a statistical approach, while, the sec-
ond precoder follows a worst case method. The instantaneous
and average power of each precoder, used in this paper, was
analyzed using a theoretical framework. The theoretical and
simulated curves perfectly match. Using simulation results,
we came to the conclusion that our architecture and precod-
ing methods are robust to realistic scenarios of CSIT and
correlation.
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Performance Analysis of Multi-Stream Receive
Spatial Modulation in the MIMO Broadcast Channel
Athanasios Stavridis, Marco Di Renzo, Senior Member, IEEE, and Harald Haas, Member, IEEE
Abstract—In this paper, Multi-Stream Receive-Spatial Modu-
lation (MSR-SM) for application to the Multiple-Input Multiple-
Output (MIMO) broadcast channel is introduced and studied.
MSR-SM is a closed-loop transmission scheme, which applies the
concept of multi-stream space modulation at the receiver side. An
accurate mathematical framework for the evaluation of the Bit
Error Rate (BER) is proposed. In addition, the diversity order
and coding gain of the new architecture are derived. Note that the
proposed analytical framework takes into account both the small-
scale fading and the system topology, and is directly applicable to
the conventional MIMO broadcast channel. Compared with the
state-of-the-art MIMO transmission in the broadcast channel,
it is mathematically shown that MSR-SM achieves the same
diversity order and a better coding gain, in the high Signal-to-
Noise Ratio (SNR) regime. Finally, the proposed mathematical
framework and the new findings are validated via Monte Carlo
simulation results.
I. INTRODUCTION
MULTI-ANTENNA communication has been consideredas a promising technique for achieving high data rates
without requiring additional radio resources [1, 2]. However,
due to the deployment of multiple antennas, the complexity of
the transceiver could become prohibitively high. A Multiple-
Input Multiple-Output (MIMO) scheme which promotes a low
complexity implementation is Spatial Modulation (SM) [3–7].
Due to its operating mechanism, SM requires a single Radio
Frequency (RF) front-end at the transmitter [3]. This is shown
to offer significant energy gains compared with conventional
MIMO techniques [8]. In addition, at the receiver side, a
low complexity (single stream) Maximum Likelihood (ML)
detector is deployed [7]. Despite the adoption of a single
stream detector, SM is able to obtain a multiplexing gain.
Inspired by the potential of SM, several authors have
extended the concept of SM in different communication sce-
narios [9–19]. For example, Space Shift Keying (SSK) is a
low complexity and low rate variant of SM [9]. Furthermore,
Space Time Shift Keying (STSK) is a SM based scheme
which extends the concept of SM in the time domain [20].
The first real system implementation of SM has recently
been reported in [21]. The performance of SM under real
channel measurements is discussed in [22, 23]. A complete
introduction on SM is provided in [3].
Parts of this work will be presented at the 2015 IEEE Global Communi-
cations Conference (GLOBECOM), San Diego, California, USA, December
2015.
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A. Related Work and Motivation
Similar to the concept of conventional SM, the author of
[24] proposes a point-to-point closed-loop MIMO scheme that
applies the principle of SM at the receiver side. In particular,
using MIMO linear precoding, the reciprocal of SM, called
Receive-Spatial Modulation (R-SM), is obtained. The exten-
sion of R-SM to a scheme which spatially modulates multiple
parallel symbol streams to the indices of multiple receiving
antennas is conducted in [25, 26]. In the present paper, the
term of Multi-Stream Receive-Spatial Modulation (MSR-SM)
is used for this scheme. In addition, the performance of R-SM
in different application scenarios is studied in [27–29].
As discussed in [3], there is a wide range of spatially mod-
ulated architectures for point-to-point communication. How-
ever, is it possible for SM to be incorporated in a Multi-User
(MU) scenario? Indeed, just like any other MIMO physical
layer technique, SM and its variants can be combined with a
multiple access scheme such as Time Division Multiple Access
(TDMA), Frequency Division Multiple Access (FDMA), or
Orthogonal Frequency-Division Multiple Access (OFDMA) in
order to form a MU system.
A new trend in MIMO communication promotes systems
where multiple users are aggressively allocated in the same
time and frequency resources. Usually, this is accomplished via
Space Division Multiple Access (SDMA) techniques [30, 31].
However, the design of a SDMA-based spatially modulated
scheme, is a challenging task. Due to the activation of a
single transmit antenna (or a subset of the available transmit
antennas) and the way that information is conveyed, the
design of interference reduction, elimination, or manipulation
techniques becomes difficult. However, the authors of [32, 33]
managed to incorporate SM in the MIMO broadcast channel.
In these papers, non-interfering SM-based communication is
established via the use of a linear precoding matrix which is
based on the Zero Forcing (ZF) principle.
B. Contributions and Outcomes
Against this background, the present paper aims to in-
corporate MSR-SM in the MIMO broadcast channel. More
specifically, a new SDMA-based architecture based on the
concept of MSR-SM is proposed. In addition, an accurate
mathematical framework for computing the Average Bit Error
Probability (ABEP), the diversity order, and the coding gain
is introduced. The proposed transmission scheme and frame-
work, in particular, are based on the following assumptions:
i) the wireless channel follows a Rayleigh distribution; ii)
Perfect-Channel State Information at the Transmitter (P-CSIT)




the ZF principle; and iv) the effect of system topology is
duly taken into account. Based on the proposed mathematical
framework, it is proved that the proposed scheme is capable
of outperforming the conventional MIMO broadcast channel.
In particular, the proposed scheme provides the same diversity
order as state-of-the-art MIMO schemes but a better coding
gain in the high Signal-to-Noise Ratio (SNR) regime.
As far as the novelty of the proposed mathematical frame-
work is concerned, to the best of the authors’ knowledge,
the analysis of the diversity order and of the coding gain
of MSR-SM is not available in the literature. In the present
paper, we prove, for the first time, that that the conventional
MIMO broadcast channel and MU MSR-SM achieve the
same diversity order if they both rely on ZF precoding. In
addition, the proposed approach is directly applicable to point-
to-point single user scenarios. As far as this latter scenario
is concerned, in particular, it is worth mentioning that the
ABEP of MSR-SM for point-to-point single user transmis-
sion has recently been studied in [25, 26]. However, several
important differences exist between the framework available
in [25, 26] and that proposed in the present paper. The study
presented in [25] does not take into account the statistical
description of the received signal. The ABEP computed in
[26] is applicable to MSR-SM in the presence of a suboptimal
detector, which decouples the detection process. In contrast,
the analysis presented in Sections IV and V is different for
the following reasons: i) the statistical description of the
received signal is considered; ii) the system topology that
is inherent in MU setups is taken into account; and iii) the
detection process is based on the ML principle which imposes
some additional mathematical difficulties. Finally, since the
conventional Spatial MultipleXing (SMX) MIMO architecture
with ZF precoding is a special case of MSR-SM, the proposed
framework can be applied to this setup as well and can be
used for a simple comparison between the two architectures,
as better discussed in the sequel.
The rest of the present paper is organized as follows. In
Section II, the system model is introduced. In Section IV, the
ABEP of each user and of the whole system is computed. In
Section V, the diversity order and coding gain of MSR-SM in
the MIMO broadcast channel are analyzed. In Section VI, the
proposed MSR-SM MIMO architecture is compared against
the corresponding conventional MIMO broadcast channel and
some numerical results that validate our theoretical findings
are illustrated. Finally, Section VII concludes this paper.
Notation: Lowercase bold letters denote vectors and upper-
case bolt letters denote matrices. (·)T , (·)H , tr(·) and A1/2
denote transpose, Hermitian transpose, matrix trace and the
square root of A, respectively. The Kronecker product is
denoted as ⊗. ‖· ‖2 represents the Euclidean norm, while
‖· ‖F is the Frobenius norm. A diagonal matrix, whose main
diagonal includes the elements a1, · · · , an, is denoted as
diag (a1, . . . , an). E[·] denotes the mean value of a RV. A
complex Gaussian distribution with mean m and variance σ2C
is represented as CN (m,σ2C), where its real and imaginary
part are independent and identically distributed (i.i.d.) Gaus-
sian RV with distribution N (m, σ
2
C
2 ). Re{·} denotes the real
part of a complex number or matrix.
II. SYSTEM MODEL
An uncoded Multi-User Multiple-Input Multiple-Output
(MU-MIMO) system that comprises a multi-antenna Base
Station (BS) and Nu remotely distributed multi-antenna users
is considered. The BS is equipped with Nt antennas and each
user possesses Nr antennas. Since the transmitter is a BS,
it is realistic to consider the assumption that Nt ≥ NuNr.
In addition, the wireless channel between the BS and every
user is assumed to be frequency flat and quasi-static. Finally,
P-CSIT is considered, which can be obtained by using either
the channel reciprocity or fast and error free links from the
users1.
Provided the availability of P-CSIT, the transmitter is able to
use linear precoding. By interpreting the Nt transmit antennas
and the B = NuNr receive antennas as a Nt × B MIMO
system, the baseband equation of such a system is expressed
as:
y = H̆P̆D̆x+w, (1)
in a matrix form. In (1), y =
[




is a NuNr × 1
vector, where yi, i = 1, . . . , Nu, denotes the Nr × 1 re-
ceived signal vector at the i-th user. The NuNr ×Nt matrix,
H̆ =
[




, denotes the wireless channel from
the transmitter to all receive antennas. Furthermore, the sub-
matrix H̆i, i = 1, . . . , Nu, denotes the wireless channel from
the transmitter to the i-th user. Due to the spatial distribution
of the users inside the geographical area of a cell, each user
experiences a different large-scale channel effect. However,
given that the receive antennas of each user are collocated,
the large-scale channel effect between the transmitter and each
receive antenna of a certain user is the same. Therefore, it is
assumed that H̆i, i = 1, . . . , Nu, has the following distribu-
tion: H̆i ∼ CN (0, ξiI). Here, the value of ξi is determined
by the transmission distance and the effect of shadowing.
In general, the values of ξi close to zero represent a poor
channel condition, while those of ξi close to one indicate
a strong channel condition. It is assumed that there is no
channel correlation due to rich scattering. The Nt × NuNr
precoding matrix can be formulated as P̆ =
[
P̆1, . . . , P̆Nu
]
,
where, P̆i, i = 1, . . . , Nu, corresponds to the precoding
matrix of the i-th user. In order to ensure that the transmitted
power is not amplified by the precoder P̆, a NuNr ×NuNr
diagonal normalization matrix D̆ = diag
(
d̆1, . . . , d̆NuNr
)
is
used. Every element d̆i, i = 1, . . . , NuNr, of D̆ is expressed
as, d̆i =
√
1/‖p̆i‖22, where, p̆i is the i-th column of P̆.
Thus, every column of the normalized precoding matrix,
P̆norm = P̆D̆ has unity power. The normalization matrix D̆
can be expressed in the following block diagonal matrix form,
D̆ = diag
(
D̆1, . . . , D̆Nu
)
. Here, D̆i, i = 1, . . . , Nu, is the
Nr ×Nr diagonal normalization matrix of the corresponding
precoding matrix P̆i. The collective signal vector at the
1In real systems, Channel State Information at the Transmitter (CSIT) is
subjected to imperfections. However, the study of the effect of imperfect CSIT






0, . . . , 0, s1︸︷︷︸
i1-th position
, 0, . . . , 0, si︸︷︷︸
ik-th position
, 0, . . . , 0, sNs︸︷︷︸
iNs -th position





transmitter is denoted as, x =
[





i = 1, . . . , Nu, is the signal vector for the i-the user. Finally,
w =
[
wT1 , . . . ,w
T
Nu
]T ∼ CN (0, σ2wI) is a NuNr × 1 vector
that represents the white Gaussian noise. In more detail, wi,
i = 1, . . . , Nu, is the Gaussian noise observed by the i-th user.
The precoding method of interest in the present paper is ZF.
The ZF precoder is a suboptimal precoder that offers a good
trade-off between complexity and performance [34]. The main
characteristic of ZF precoding is the total elimination of inter-
ference between different users and between different antennas
of the same user. Hence, ZF precoding is an efficient method
that can be used for the formation of a MU architecture based




where, Ξ = diag (ξ1I, . . . , ξNuI) , represents the effect of
the system topology, H =
[
HH1 , . . . ,H
H
Nu
]H ∼ CN (0, I),
represents the small-scale fading, and Hi represents the small









Let the ZF precoder in (3), the diagonal normalization
matrix D̆ can be re-written as, D̆ = Ξ
1
2DMU, where, DMU =
diag (d1, . . . , dNuNr) is a diagonal matrix. The i-th element








, i = 1, . . . , NuNr, (4)
in order to ensure that the instantaneous transmission power
is constrained.
In order to gain a better understanding, (2) and (3) can be




ξiDixi +wi, i = 1, . . . , Nu, (5)
since DMU = diag (D1 . . . ,DNu) is a block diagonal matrix,
where Di is defined as the i-th Nr ×Nr block matrix of the
main block diagonal of DMU. From (5), it can be seen that
the received signal of the i-th user is directly affected by the
CSIT of all users.
The inspection of (5) highlights that the choice of the
transmitted vector xi, i = 1, . . . , Nu, determines the way
that information is transmitted to each user. For example,
conventional SMX transmission is obtained if all the elements
of xi are drawn from a conventional M -ary constellation
diagram M. On the other hand, MSR-SM can be obtained by
appropriately choosing the symbol vectors xi, i = 1, . . . , Nu,
as discussed in Section IV.
At the users’ side, the reconstruction of the transmitted bit-
streams is undertaken by detecting the transmitted vectors xi,
i = 1, . . . , Nu. Provided that the i-th user is aware of ξi and
Di, this can be implemented at every user independently by





ξiDixi‖22, i = 1, . . . , Nu. (6)
III. MULTI-STREAM RECEIVE-SPATIAL MODULATION
The objective of MSR-SM is twofold: i) the simultaneous
transmission of Ns ≤ Nr information symbols from the
transmitter to the receiver and ii) the transmission of additional
information bits via the indices of Ns (out of Nr) receive
antennas. Assuming ZF precoding, the received signal at each
user is given in (5). Hence, by appropriately choosing the
structure of the transmit signal vector xi, it is possible to
enforce that the noise free received signal Dixi has exactly
Ns non-zero elements and Nr−Ns zero elements. Let Di be
the diagonal matrix introduced in (5), the non-zero elements of
Dixi constitute a scaled version of the corresponding non-zero
elements of xi. Similarly, the positions of the zero elements
of Dixi are the same as those of the zero elements of xi. This
implies that a portion of binary information can be encoded in
the position of the non-zero elements of xi and consequently in
the position of the non-zero elements of the noise free received
signal Dixi.
The general expression of xi ∈ Bi for MSR-SM is given
in (7), which is available at the top of this page. Here, Bi
denotes the set (alphabet) of all possible transmitted symbol
vectors to the i-th user and {s1, . . . , sNs} ∈ M, where
M is the deployed constellation. The positions of the non-
zero elements correspond to the indices of the receiving
antennas, while the positions of the zero elements correspond
to the antennas that do not receive signal. The selection of
the combinations of receiving antennas can be optimized in
order to minimize the instantaneous Bit Error Rate (BER) or
they can be chosen at random. In this paper, for reasons of
simplicity and mathematical tractability, the focus is on the
latter case.
With these assumptions, the bit-stream to be transmitted in
every single period is divided in two portions. The first portion,
which is of length kMSR-SM1 = Ns log2 (M) bits, is encoded
and transmitted using the Ns symbols which are drawn from
the M -ary constellation M. The second portion, which is of









bits, is encoded in the in-
dices of the receive antennas. Therefore, the spectral efficiency









bits per channel use (bpcu) per user. In the extreme case,
where it holds Ns = Nr, MSR-SM reduces to a spatially
multiplexed MIMO architecture with ZF precoding. In this





The inspection of (7) reveals that the sparsity of the trans-
mission alphabet Bi of MSR-SM can be utilized in order
to offer a low computational complexity at the transmitter.
Provided that the precoding matrix P̆ of (3) is precomputed
offline before transmission, the transmitted signal, s = P̆D̆x,
in (1) can be computed with Ct = Nt(8NuNs − 2) + 2NuNs
real operations (additions or multiplications). It is clear that
as Ns takes lower values, the complexity of the transmitter
Ct is also reduced. The computational analysis of the detector
of MSR-SM is presented in [26]. In that paper, a suboptimal
detector with low complexity for MSR-SM is also proposed.
The study of the detector of [26] is, however, outside of the
scope of the present paper.
IV. EVALUATION OF THE AVERAGE BIT ERROR
PROBABILITY
In this section, the ABEP of each individual user and of
the whole MU system are derived. The ABEP of the i-th










d(xi → x̂i)P ie (xi → x̂i, γ),
(8)
using the union bound technique [35]. In (8), P ie (xi → x̂i, γ)
represents the Pairwise Error Probability (PEP) of transmitting
xi to the i-th user while the detector decides in favor of
the erroneous symbol vector x̂i. The number of different bits
between the bit-words represented by xi and x̂i is denoted




the number of all possible transmitted symbol vectors to the
i-th user.
The evaluation of (8) requires the knowledge of
P ie(xi → x̂i, γ), which is the expectation of the instantaneous
PEP over all channel realizations. Let the detector of the
i-th user in (6), a symbol error occurs at this user when,









this case, if the statistical distribution of the Gaussian noise of
the i-th user is taken into account, after some manipulations,















In (9), the vector ci is defined as ci = xi − x̂i. From (9) and
the structure of Di, it can be seen that the instantaneous PEP
of the i-th user depends on the CSIT of all users via Di.








γ̆i = ξiγ. (11)
In order to evaluate the expectation of (9) over all possible
realizations of the diagonal random matrix Di, (10), (11),
and the following tight upper bound of the Q-function [36],





2 , are considered. In this
way, the PEP of interest is expressed as:


























From (12), it can be observed that the Probability Density
Function (PDF) of the Random Variable (RV) zi has to be
derived. To this end, using an algebraic elaboration on (10),




|xk − x̂k|2d2k =
∑
xk−x̂k 6=0
|xk − x̂k|2d2k, (13)
where, xk and x̂k, k = 1, . . . , Nr, are the k-th elements
of xi and x̂i, i = 1, . . . , Nu, respectively. Furthermore, dk,
k = 1, . . . , Nr, is the k-th element of the main diagonal of
Di.
Usually, in the literature, the RVs d2k are assumed to be
statistically independent in order to simplify the mathematical
analysis [37, 38]. This assumption is, however, in contradiction







. In fact, the
realization of every RV d2k occurs using the same mathematical
operations on the same random matrix Hi. More specifically,

















where, adj(·) is the adjoint matrix and det(·) is the matrix
determinant. The inspection of (14) shows that for different
values of k = 1, . . . , Nr, the realization of the RVs d
2
k
affects one another, since they are produced via the same
mathematical formula using the same random elements of Hi.
This implies that the RVs d2k are dependent. An empirical
confirmation for the previous argument can be obtained by
computing the Pearson product-moment correlation coefficient
between any pair of the previous RVs using multiple samples.
In this way, it can be shown that the Pearson product-moment
correlation coefficient takes non-zero values. The analytical
evaluation of these correlation coefficients is difficult to be
obtained, since it requires the joint PDF between each pair of
the RVs d2k. An additional confirmation is provided in Section
VI-A, where the empirical PDF of zi is depicted against the
theoretical PDF derived below. Hence, it can be concluded that
the RVs d2k are statistically dependent.
Due to the dependence between the RVs d2k, a different ap-
proach, compared to the state-of-the-art literature, is proposed:
we take into account that d2k, k = 1, . . . , Nr, are dependent
and correlated gamma RVs.
For notational convenience, the variables





j = 1, . . . , Ni, are introduced only for those values of k in


































δ̆k+1−i, k = 0, 1, 2, . . . .
(25)
the k-th element of ci. In addition, Ni is the number of non
zero elements of ci. Thus, the value of Ni depends on the









In (17), Zj is defined as:
Zj = bjXj . (18)
The PDF of d2k is explicitly derived in [39] as a gamma
distribution with d2k ∼ Gamma (LMU, 1) and
LMU = Nt −NuNr + 1. (19)
Consequently, given that Xj = d
2
k, Xj follows the same
distribution. Therefore, the RVs Zj = bjXj , j = 1, . . . , Nj ,








Here, H0(x) is the Heaviside step function defined as
H0(x) = 0 for x < 0 and H0(x) = 1 for x ≥ 0.
Since Xj , j = 1, . . . , Nj , are correlated RVs, also, Zj =
bjXj , j = 1, . . . , Nj are correlated RVs. This implies that
zi is a RV which is equal to the sum of correlated Gamma
RVs. For this reason and based on [40, Corollary 1], the PDF
of zi is given in (21) at the top of this page. Note that,
because of the correlation between the different pairs of RVs
Zj , the derivations provided below are significantly different
than the corresponding derivations of a conventional MIMO
system which deploys ZF detection. Such an example is the
performance analysis presented in [31]. In fact, in a conven-
tional MIMO system with ZF detection, the detection process
of the parallel symbol streams decouples and each parallel
symbol stream can be detected independently. Therefore, the
correlation between the RVs which represent the instantaneous
receive SNR of each parallel symbol stream does not need to
be considered.
In (21), ᾰl, l = 1, . . . , Ni, are the eigenvalues of:
Ă = B̆R̆ (22)
in ascending order, and B̆ is the diagonal matrix
B̆ = diag (b1, . . . , bNi) , (23)
where bl, l = 1, . . . , Ni, is the square of the absolute value of






















where, ρc is the Pearson product-moment correlation coeffi-
cient between any pair of two different RVs of the main diag-
onal of D2i . The inspection of the structure of d
2
k shows that
the Pearson product-moment correlation coefficient between
every pair of two different RVs of the main diagonal of D2i
takes the value of ρc. Finally, δ̆k, k = 0, 1, 2, . . ., are given in
(25) at the top of this page.
Let the PDF of zi given in (21), the evaluation of (12) over
all possible realizations of zi can be performed by evaluating





Here, y is a deterministic scalar. The evaluation of the previous
expectation is given as:






















































From the integration formula in [41, p.346, 3.381, 4], we have:
∫ +∞
0
xν−1e−µxdx = µ−νΓ(ν), (27)
where ν > 0 and Re{µ} > 0, and Γ(·) denotes the incomplete
gamma function defined in [41, p. 899]. By plugging (27) in














δ̆k (yᾰ1γ̆i + 1)
−k
, (28)



































































































































the i-th user is given in (29) at the top of this page. Thus, the
evaluation of the ABEP of the i-th user follows from (8), by
using (29).
In addition to the performance of each user, the whole
system performance is of interest. A metric that is able to
evaluate the whole system performance is the system ABEP.
Assuming that the detection process at each user is performed
independently, the system ABEP is expressed as:






An upper bound of (30) can be obtained by using the upper
bound of the PEP, P ibit(γi), of each user given in (8).
V. ANALYSIS OF DIVERSITY ORDER AND CODING GAIN
In the high SNR regime, the user and system performance
can be characterized in terms of diversity order and coding
gain. In [42], the diversity order and coding gain are obtained
from the metric of Symbol Error Rate (SER). Therefore, in
order to be perfectly aligned with [42], the focus in this
section is on the metric of SER. We start by analyzing these
performance measures for the i-th user, i = 1, . . . , Nu and
then generalize the analysis from the system standpoint based
on (30).
In order to compute the diversity order and coding gain
of the i-th user, a high SNR approximation for the PEPs of
the i-th user is needed. By using mathematical steps similar to
Section IV and based on the Chernoff bound of the Q-function,
Q (x) ≤ 12e−
x2
2 , the PEP of the i-th user can be bounded as:























From (31), a high SNR (γ → +∞) approximation of the
PEP of the i-th user can be obtained as given below. If the SNR
approaches to infinity, only the smallest value of the exponent
k in (31) needs to be considered, which is equal to one. In
this way, using the previous simplification, (31) can be further
approximated as shown in (32) at the top of this page. Note








which holds because ᾰl, l = 1, . . . , Ni, are the eigenvalues of
Ă in (22) in ascending order.
In this case, a high SNR approximation of the SER of the













In (34), B denotes the set of all possible transmitted symbol
vectors to a generic user.
It can be observed that the high SNR approximation of the
SER in (34) is a linear combination of P+∞i (xi → x̂i, γ), as
given in (32), for all possible pairs of xi and x̂i. Therefore, as
γ → +∞, the slope of (34) is determined by the smallest
exponent of γ in (32), i.e. NiLMU. The smallest value of
NiLMU occurs when Ni = 1. In fact, the dominant addends
of (34) are those for which Ni = 1. Therefore, the high SNR
approximation of the SER in (34) can be further approximated
by considering only these dominant addends. In addition, the
careful inspection of (32) shows that the matrix Ă in (22)
reduces to a scalar if Ni = 1. This implies ᾰ1 = b1, where b1
is given in (15).
With this simplification at hand, a more insightful approxi-
mation of (34) can be obtained. More specifically, from (32),




























By using a line of thought similar to [35, Chapter 5.2.9],
an upper bound for (35) is obtained by retaining only the
minimum distance, denoted by dmin, between every pair of
the constellation points {x, x̂} ∈ M. By doing so, after
some algebraic manipulations of the summations in (35), the




















The bound in (36) may be loose for high values of the
constellation order M [35, Chapter 5.2.9]. However, it is
conveniently formulated for providing insightful information
on the achievable diversity order and coding gain. If M is
large, if needed, a tighter bound may be obtained by following
the guidelines in [35, Chapter 5.2.9].
Based on the definitions of the diversity order and coding
gain available in [42], the inspection of (36) reveals that the
diversity order of the i-th user is:
di = LMU, (37)









Since LMU = Nt−NuNr +1, from (37) it follows that the
diversity order of the i-user does not depend on large-scale
channel effect, but only on the system size (the number of
transmit antennas Nr, the number of users Nu, and the number
of receive antennas per user Nr). In contrast, (38) shows that
the coding gain of the i-th user depends on the system size,
the number of parallel data streams Ns, the constellation size
M (via dmin and M ), and ξi which represents the large-scale
channel effect. Here, it is indirectly assumed that the large-
scale channel effect is deterministic.
From the system-level standpoint, the diversity order can
be computed by approximating the system SER for high SNR





























where, the last step in (39) exploits the high SNR approxi-
mation in (36). In order to express (39) in a convenient form
that explicitly provides information on the diversity order and
coding gain, an upper bound based on the smallest value of ξi,



















where, ξmin = min (ξ1, . . . , ξNu). From (40) and [42], it
follows that the system diversity order is:
dSystem = LMU, (41)









Comparing (41) and (42) with (37) and (38), respectively,
we conclude that the diversity order and the coding gain
from the user and system standpoints are the same. The
main difference is that the system-level coding gain in (42)
is dominated by the large-scale channel effect of the user
having the weakest channel, i.e., the smallest value of ξi,
i = 1, . . . , Nu.
Based on the obtained expressions of the diversity order
and coding gain, the proposed transmission scheme can be
compared against the conventional MIMO broadcast channel.
To this end, it is worth noting that the proposed mathematical
framework is directly applicable to the conventional MIMO
broadcast channel by simply setting Ns = Nr. Therefore, (37),
(38), (41), and (42) can be directly used for comparing MU
MSR-SM and the conventional MIMO broadcast channel.
From (37) and (41), in particular, we conclude that the
diversity order is independent of Ns. As a result, both schemes
achieve the same diversity order. As for the conventional
MIMO broadcast channel, this conclusion is in agreement




correctness of our mathematical framework.
The comparison of (38) and (42), on the other hand, brings
to our attention that the coding gain depends on Ns. Therefore,
the coding gain of MU MSR-SM, where, in general, Ns < Nr
holds, is different from the coding gain of the conventional
MIMO broadcast channel, where Ns = Nr. Since both
schemes offer the same diversity order, the scheme providing
the highest coding gain also results in the lowest BER. Hence,
the superiority of a scheme compared to the other can be


















By appropriately choosing the constellation orders
MMSR−SM and MSMX for MU MSR-SM and for the
conventional MIMO broadcast channel, respectively, the
same spectral efficiency can be guaranteed. In (43), the
coding gain of the i-th user of MU MSR-SM is denoted
by cMSR−SMi and the coding gain of the same user in the
conventional MIMO broadcast channel is denoted by cSMXi .
Furthermore, dMSR−SMmin and d
SMX
min denote the minimum
distance between every pair of points of the adopted signal
constellations for MU MSR-SM and for the conventional
MIMO broadcast channel, respectively. From (43), it follows
that MU MSR-SM performs better than the conventional
MIMO broadcast channel if λi > 1.
If MMSR−SM = MSMX, a direct inspection of (43) reveals
that λi > 1 and that it increases as Ns decreases. This is
also supported by the fact that as Ns is reduced, d
MSR−SM
min
is increased. This happens because, for a fair comparison, the
power of x and xi should be irrespective of Ns . Therefore,
the distances between the points of a deployed constellation
are increased as Ns is reduced. As a result, in this case,
MU MSR-SM outperforms the conventional MIMO broadcast
channel.
In general, however, it holds that MMSR−SM 6= MSMX. In
this case, usually, MU MSR-SM deploys a constellation of
higher order in order to achieve the same spectral efficiency
as the conventional MIMO broadcast channel. Therefore, the
minimum distance, dMSR−SMmin , between every pair of points
of the deployed constellation is decreased. Hence, although
the decrease of Ns have a positive effect on the increase
of the value of λi, the combined effect of increasing the
constellation order and consequently reducing dMSR−SMmin may
result in lower values of λi.
In this case, a direct analysis of (43) is more difficult.
The ratio λi can, however, be numerically computed. Table
I provides typical values of λi in dB scale, by assuming the
same spectral efficiency for both schemes. The inspection of
Table I shows that, for a group of system setups (Nt = 20,
Nr = 4, Nu = 4, Ns = 3; Nt = 20, Nr = 5, Nu = 4,
Ns = 4; and Nt = 16, Nr = 4, Nu = 4, Ns = 3), MU
MSR-SM provides a higher coding gain than the conventional
TABLE I
CODING GAIN OF MU MSR-SM, BASED ON (43), WITH RESPECT TO THE
CONVENTIONAL MIMO BROADCAST CHANNEL (Ns = Nr ).
System Configuration Ns kuser (bpsp) λi (in dB)
Nt = 20, Nr = 4, Nu = 4 3 8 1.49
Nt = 20, Nr = 4, Nu = 4 2 8 -2.49
Nt = 20, Nr = 4, Nu = 4 1 8 -11.05
Nt = 20, Nr = 5, Nu = 4 4 10 1.93
Nt = 16, Nr = 4, Nu = 4 3 8 2.49
Nt = 10, Nr = 2, Nu = 4 1 8 -2.98
MIMO broadcast channel. More specifically, the coding gain
is in the range between 1 and 2.49 dB. On the other hand,
for the rest of the system setups, the conventional MIMO
broadcast channel provides a higher coding gain. As a result,
(43) can be used for the system optimization and for ensuring
that MSR-SM is superior to the state-of-the-art. Note that,
as shown in Section II, smaller values of Ns result in lower
computational complexity at the transmitter. Therefore, in
terms of coding gain and complexity at the transmitter, the
optimal way for selecting the value of Ns is to find the smallest
one for which it holds that λi ≥ 1.
VI. SIMULATION RESULTS AND DISCUSSION
The objective of this section is twofold. First, to validate
the theoretical results of Sections IV and V using simulation
results. Second, to provide a performance comparison between
MU MSR-SM and the benchmark MIMO broadcast channel.
In this latter case, in particular, Ns = Nr is assumed and no
SM is used. More specifically, the benchmark system conveys
information to the Nu remote users by establishing Nr parallel
and non-interfering data streams to each one of them. In all
studied scenarios, the number of users is equal to Nu = 4.
As described in Section II, the wireless channel of the i-
th user, i = 1, . . . , Nu, is generated following a complex
Gaussian distribution
(
H̆i ∼ CN (0, ξiI)
)
. In more detail, ξi,
i = 1, . . . , Nu, is set equal to 1, 0.75, 0.5, and 0.25, for user 1,
2, 3, and 4, respectively. This choice allows us to demonstrate
how the large-scale channel effect (system topology) affects
the performance of different users. Values of ξi which are
close to one model strong channels, while as ξi is reduced and
approaches zero, less strong channels are modeled. Note that,
if the effect of shadowing is not considered as it is a common
assumption in the literature [34, 38, 39, 44–47], the value of ξi
is solely determined by the transmission distance (pathloss).
More specifically, for the i-th user and at a normalized distance
ri = r̄i/r0, where r̄i is the transmission distance and r0 is a
given reference distance, the value of ξi is given as, ξi = 1/r
α
i .
Here, α ≥ 2 is the pathloss exponent. Therefore, for α = 2, the
previous values of ξi correspond to the following normalized
distances of 1, 1.154, 1.142, and 2, respectively. For a fair
comparison, the M -ary constellations of both schemes are




transmit SNR of the whole system is γ = 1σ2
w
.
A. Validation of (21)
Section IV provides the ABEP of MU MSR-SM by using





















p.d.f. assuming dependent d RVs
p.d.f. assuming independent d RVs
Fig. 1. Illustration of empirical and analytical p.d.f of (17) by assuming
that: i) the RVs dk , k = 1, . . . , 2 are statistically dependent and ii) they are
independent. Setup: H ∼ CN (02×4, I2×4); and ii) b1 = 0.5 and b1 = 1.2.





























Fig. 2. Performance analysis of MU R-SM (Ns = 1) for four users, when
ZF with P-CSIT is employed: simulation results vs. the bounds in Section IV.
The high SNR approximation of the ABEP is calculated using the PEP given
in (32). Setup: Nt = 16, Nr = 4, ξi, i = 1, . . . , Nu, takes the values 1,
0.75, 0.5, and 0.25 for the user 1, 2, 3, and 4, respectively.
on the fact that the RVs d2k, k = 1, . . . , Nr, are statistically
correlated. In order to confirm this, Fig. 1 illustrates the
empirical PDF of (17) and compares it against its analytical
expression in (21). In addition, Fig. 1 shows the analytical
PDF of (17) under the assumption that d2k, k = 1, . . . , Nr,
are assumed to be statistically independent RVs, as usually
considered in the literature for mathematical tractability. If
this assumption was valid, the PDF of (17) could be directly
obtained by using the result from [40, Theorem 1]. From
Fig. 1, we observe that the theoretical PDF of (17) perfectly
matches its empirical PDF. In contrast, when the RVs d2k,
k = 1, . . . , Nr are assumed to be independent, the obtained
PDF from [40, Theorem 1] deviates from the empirical results.
B. Validation of the Theoretical Analysis
The upper bounds derived in Section IV are compared
against Monte Carlo simulations in Figs. 2 and 3. Furthermore,
the same figures illustrate the upper bounds of the ABEP for





























Fig. 3. Performance analysis of MU MSR-SM (Ns = 2) for four users, when
ZF with P-CSIT is employed: simulation results vs. the bounds in Section IV.
The high SNR approximation of the ABEP is calculated using the PEP given
in (32). Setup: Nt = 16, Nr = 4, ξi, i = 1, . . . , Nu, takes the values 1,
0.75, 0.5, and 0.25 for the user 1, 2, 3, and 4, respectively.





























Fig. 4. BER performance of MU MSR-SM as a function of Ns. Setup:
Nt = 20, Nr = 4, Nu = 4. The spectral efficiency is 8 bpcu.
the system and for each user when the high SNR approxima-
tion of the PEP in (32) is used. Note that Figs. 2 and 3 present
the BER of the proposed architecture in very high SNRs
solely for validating the theoretical framework of this paper.
The inspection of Figs. 2 and 3 indicates that the analytical
bounds of the ABEP are tight in the high SNR, both for (29)
and (32). More specifically, in the high SNR, the analytical
results can be considered as an excellent approximation of
the simulation results. In contrast, in the low SNR, there is a
small difference between the theoretical and simulation results.
However, this is a well known phenomenon that originates
from using union bound methods [35]. Finally, the diversity
order and coding gain analysis of Section V is also verified
from Figs. 2 and 3. In more detail, the slope of the simulated
BER curves of each user is LMU = Nt−NuNr+1. In addition,
the simulated curves show that the behavior of the coding
gain of the i-th user depends on ξi. Similarly, the simulated
curves show that the system coding gain is dominated by ξmin.
These conclusions are in perfect agreement with the analysis























(a) The spectral efficiency is 2 bpcu, with Ns = 1.



















(b) The spectral efficiency is 4 bpcu, with Ns = 1.
Fig. 5. BER performance of MU MSR-SM versus benchmark system (conventional MIMO broadcast channel with SMX). Setup: Nt = 10, Nr = 2,
Nu = 4.



















(a) The spectral efficiency is 4 bpcu, with Ns = 2.



















(b) The spectral efficiency is 8 bpcu, with Ns = 3.
Fig. 6. BER performance of MU MSR-SM versus benchmark system (conventional MIMO broadcast channel with SMX). Setup: Nt = 20, Nr = 4,
Nu = 4.
C. Analysis of the Impact of Ns
Figure 4 shows the BER of MU MSR-SM as a function
of Ns. It shows, in particular, that the BER of each user gets
better as Ns increases. This happens because higher values of
Ns require a lower modulation order of Quadrature Amplitude
Modulation (QAM) in order to achieve the same spectral
efficiency. Table I, however, shows that the optimal value of
Ns is not necessarily equal to Nr, i.e., the conventional MIMO
broadcast channel.
D. BER Comparison with the Conventional Broadcast Chan-
nel
Figures 5 and 6 show the BER of MU MSR-SM and the
conventional MIMO broadcast channel (benchmark system)
for different system setups. As shown in Figs. 5(a), 6(a), and
6(b), in the low SNR, conventional MIMO offers a slightly
better BER than the new scheme. In the high SNR, on the
other hand, the new architecture outperforms the benchmark
system. More specifically, in Figs. 5(a), 6(a), and 6(a), and at
BER=10−4, MU MSR-SM provides a gain of 1.4, 0.8, and
1 dB, respectively. In contrast, in Fig. 6(b), MU MSR-SM
is outperformed by the benchmark system. However, even
in this case, MU MSR-SM retains its complexity benefits
at the transmitter. These findings are in agreement with the
mathematical analysis of the ratio of the coding gains in (43).
E. Energy Efficiency Comparison with the Conventional
Broadcast Channel
In this section, the energy efficiency of MU MSR-SM is
studied using the Relative Average Energy Reduction (RAER)








where, ∆SNR denotes the SNR difference (in dB) between MU
MSR-SM and the conventional MIMO broadcast channel for
a given BER. It is worth mentioning that only the energy
consumption for the RF power transmission is considered.





RAER OF MU MSR-SM WITH RESPECT TO THE CONVENTIONAL MIMO
BROADCAST CHANNEL.
Configuration ksystem (bpsp) Target BER RAER [%]
Nt = 20, Nr = 4, Nu = 4 32 10
−1 −20%
Nt = 20, Nr = 4, Nu = 4 32 10
−2 1%
Nt = 20, Nr = 4, Nu = 4 32 10
−4 18%
energy consumption, since they employ the same number of
RF front-ends.
Table II presents the system RAER of MU MSR-SM with
respect to the conventional MIMO broadcast channel, by
assuming the same system setup as in Fig. 6(a). Both schemes
provide the same BER and the same spectral efficiency. If
BER=10−1, the conventional MIMO broadcast channel is
more energy efficient. For practical values of the BER less
than 10−2, on the other hand, MU MSR-SM becomes more
energy efficient. For example, an energy efficiency gain of
18% is achieved by MU MSR-SM at BER=10−4.
VII. CONCLUSIONS
In this paper, the incorporation of MSR-SM for application
to the MIMO broadcast channel is introduced and its BER
performance is mathematically studied. More specifically,
based on the union bound technique, an accurate mathematical
framework for its performance evaluation is proposed and
discussed. From this framework, it is proved that MSR-SM
provides the same diversity order as the conventional MIMO
broadcast channel, while offering a better coding gain in the
high SNR regime. Also, this performance gain is achieved
with a reduction of the complexity of the transmitter. Numer-
ical simulations are shown in order to substantiate the gain
predicted by the analysis. As a result, MSR-SM is shown to
be a promising transmission scheme for the MIMO broadcast
channel.
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Abstract—In this paper, motivated by the relatively new
concept of Spatial Modulation (SM), we are addressing the
problem of Receive-Spatial Modulation (R-SM) under two cases
of imperfect channel knowledge at the transmitter side. In
the first case, we adopt a statistical model for the channel
uncertainties, whereas in the second one a worst-case approach
is followed and the channel uncertainties are expressed as a
bounded set. Based on Zero-Forcing (ZF) precoding and using
standard tools from optimization theory, we derive closed form
solutions that turn out to be robust. Simulation results show that
the proposed schemes have a performance close to the perfect
channel knowledge scenario in low and mid-low SNRs. Further-
more, these designs can be applied to wide range of channels
with different correlation states combined with a transmit power
gain.
I. INTRODUCTION
In the last years, we have been facing an increasing demand
for wireless system throughput. This demand creates the
need for spectrally efficient and reliable radio communication
systems which will meet all the Quality of Services (QOS)
standards combined with increased energy efficiency. The
most promising way to fulfil this need is Multiple-Input
Multiple-Output (MIMO) technology where multiple antennas
are employed at the receiver and at the transmitter [1]. For
example, the well known Vertical Bell Laboratories Layered
Space-Time (V-BLAST) architecture achieves high data rates
by using spatial multiplexing [2]. The main drawbacks that V-
BLAST faces are the need for Inter-Antenna Synchronization
(IAS) and Inter-Channel Interference (ICI) cancellation. As a
result, the computational complexity of the receiver is high.
Recently, a new MIMO scheme has been proposed named
Spatial Modulation (SM) [3], [4], [5]. SM avoids ICI by
using only one antenna during transmission period to convey
information, all the other antennas are not activated. With
this method we not only avoid ICI but also gain a sec-
ond mechanism of conveying information in addition to the
classical M -ary Quadrature Amplitude Modulation (QAM)
constellation. This second mechanism is the index of the
transmitting antenna. Furthermore, SM does not require IAS.
In addition, a special case of SM called Space Shift Keying
(SSK) is proposed in [7]. Other SM-like schemes include [8]
and [9], where both space and time dimension is used in order
to form an extended concept of SSK. It is notable that SM
has the capability to outperform other MIMO systems like
V-BLAST [4]-[9].
In [10] a variation of SM is proposed called pre-processing
aided spatial modulation. Using Channel State Information
at the Transmitter side (CSIT) and precoding it is formed
a Receive-Spatial Modulation (R-SM) scheme. Instead of
activating only one antenna at the transmitter as SM, R-
SM receives the transmitted signal at only one antenna at
the receiver. Explicitly, the transmitter activates all of its
antennas and using precoding targets at only one receive
antenna. Thus, the index of the receiving antenna can be used
by the transmitter as the additional mechanism of conveying
information. In this work, we will use the name of R-SM
for the pre-processing aided spatial modulation for reasons of
simplicity.
Generally, precoding using CSIT on MIMO systems has
been used either for receiver simplification and power con-
suming benefits for the case of downlink, or capacity gain.
The key factor for precoding is the CSIT, which can be
obtained either using low rate feedback from the receiver or
using the reciprocity principle. In most cases, Channel Side
Information at the Receiver (CSIR) is obtained using a training
sequence and can be assumed to be accurate. In contrast,
supplying the transmitter with accurate CSIT is a difficult task.
Thus, the precoding designs should be robust under imperfect
or partial CSIT. Generally, the design of robust precoders
is divided in two categories. The first category models the
channel uncertainties as Random Variables (RV) and solves
the resulting optimization problem using a statistical approach
[11]. In contrast, the second category makes the assumption
that the channel uncertainty is a bounded set and a worst-case
approach is followed [12].
In this work, we use Stochastic Robust Approximation
(SRA) and Worst-Case Robust Approximation (WCRA) [15]
in order to form a R-SM scheme similar to [10] that remains
robust under imperfect CSIT. The motivation to base our
design on SRA and WCRA is [13], where these optimization




tive channel and imperfect CSIT. Similar to [13], the resulting
solutions have a closed form and appears to have competitive
performance under different correlation scenarios combined
with a transmit power gain. Finally, R-SM has a complexity
gain at the receiver compared to SM, due to the simplification
of the detector.
The rest of the paper is organized as follows: section
II presents the system model and the problem statement.
The proposed precoding schemes are presented in section III
and their performances are shown in section IV. Finally, we
conclude the paper in section V.
Notation: In the following, lowercase bold letters denote
vectors and uppercase bolt letters denote matrices. (·)T , (·)H ,
tr(·) and A1/2 denotes transpose, Hermitian transpose, matrix
trace and the square root of A, respectively. E[·] is the mean
value of a RV. Finally, a complex Gaussian distribution with
mean m and variance σ2C is represented as CN(m,σ
2
C), where
its real and imaginary part are independent and identically
distributed (i.i.d.) Gaussian RV with distribution N(m,
σ2C
2 ).
II. SYSTEM MODEL AND PROBLEM STATEMENT
A. System Model
A MIMO frequency flat system is considered with Nt
transmit antennas and Nr receive antennas, with Nt ≥ Nr.
When a precoder is applied at the transmitter, the system
equation at every symbol period is given as
y = HPx + w, (1)
where H is a Nr×Nt matrix representing the wireless MIMO
channel, P is the precoding matrix of size Nt × Nr, x is
the Nr × 1 transmitted signal vector and w ∈ C
Nr is the
zero mean vector of additive complex Gaussian noise with
i.i.d. elements and variance of σ2w. A strategy for designing
the precoding matrix P, that aims at the elimination of Inter-
Channel Interference (ICI), is the ZF method. In this case
the precoding matrix is just the pseudo-inverse of the channel
matrix H. Using Singular Value Decomposition (SVD) the
precoding matrix is equal to P = VΣ−1UH (where H =
UΣVH ).
In this paper, we use ZF in order to form a R-SM system
as in [10]. This is done by using the precoding matrix P
to eliminate the effect of MIMO channel and the appropriate
formation of the transmitted symbol x.
The system model we use is the same as in [10]. Let us
assume that the transmitted vector x has the form of x = eisk,
where the vector ei = [0, ..., 0, 1, 0, ...0]
T , i = 1, ..., Nr,
has length of Nr and all of its elements are zero except
from the one at the i-th position which has the value of 1.
sk ∈ {s1, ..., sM} represents the transmitted symbol selected
from a constellation like M -QAM. Furthermore, if we assume
perfect channel knowledge at the transmitter and the ZF




eisk + w. (2)
In this scenario, the observation at each of the Nr receive
antennas is given as
yj = sk + wj , j = i,
yj = wj , j = i,
(3)
j = 1, ..., Nr, which means that only one antenna receives the
transmitted symbol sk degraded from Gaussian noise and all
the other receive antennas are facing only Gaussian noise.
If we configure our system so that the number of receive
antennas is a power of 2, it is possible to map k1 = log2 Nr
bits on the index of the i-th receive antenna while k2 = log2 M
bits are mapped on the transmitted symbol sk. In this way, we
have formed the same R-SM system as in [10] which conveys
k = k1 + k2 bits every symbol period.
Because of this, it is straightforward to use a ML detector
(similar to the one used in [10])





which minimizes the Euclidean norm over all possibles combi-
nations of i = 1, ..., Nr and sk ∈ {s1, ..., sk2}. As we can see
from (4), the detector does not requires any channel knowledge
in order to detect the received (̂i, ŝk).
B. Complexity of ML Detection
Using the zero structure of ei, the ML detector can be
rewritten as
(̂i, ŝk) = arg min
i,sk
|sk|
2 − 2Re{y∗i sk}. (5)
If we consider that |sk|
2 is pre-computed and stored at the
memory, the evaluation of (5) requires NrM complex multi-
plications, NrM real multiplications and NrM real additions.
Especially, for the case of Receive-Space Shift Keying (R-
SSK), where sk = 1 and only the index of the receive antenna
is used as the mechanism of conveying information, the ML
detector can be further simplified as
î = arg max
i
Re{yi}, (6)
which has the complexity of only Nr real comparisons.
Hence, if we compare the complexity of R-SM detection
with the one of SM’s optimal detector [6], which has the
complexity of 2NtNrM − 2NtM complex additions and
2NtNrM+NtM complex multiplications plus the complexity
of NtM real additions and NtM real multiplications, we can
see a notable complexity simplification.
C. Objective Function
In this subsection, we present the objective function that we
use in the next section to design the precoding matrix P, using
partial channel knowledge.
In order to design the ZF precoding matrix of (1) we can
compute the pseudo-inverse matrix of H using SVD. An






2, ∀l = 1, ..., Nr, (7)
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where pl is the l-th column of the precoding matrix P =
[p1, ...,pNr ] and el is the l-th column of the identity matrix
INr,Nr = [e1, ..., eNr ]. When perfect channel knowledge
is available at the transmitter, the solution of the previous
minimization problems is trivial. Our target in the next section
is to solve the minimization problems of (7) using imperfect
channel knowledge.
III. PRECODING USING IMPERFECT CHANNEL
KNOWLEDGE
A. Imperfect Channel Knowledge at the Transmitter
In realistic scenarios providing the precoder with perfect
channel knowledge is almost impossible. A common assump-
tion is to model MIMO channel as H = H + H̃ [14]. In this
model, H represents the long term channel evolution which
can be accurately acquired by the transmitter. Whereas, H̃
denotes the channel for which only some kind of statistical
or worst-case knowledge is considered possible. Usually H̃ is
modeled as Zero Mean Circular Symmetric Complex Gaussian
Matrix (ZMCSCG) with i.i.d. elements of variance σ2
H̃
.
In the following two subsections, the minimization problems
of (7) are solved using two methods from optimization theory,
SRA and WCRA [15]. SRA uses a statistical approach and
solves the minimization problems over their expectation. The
partial knowledge that SRA employs is the matrix H and the
matrix E[H̃HH̃] . On the other hand, WCRA is a worst-
case approach and solves the same minimization problems
assuming full knowledge of H and α which is defined as
‖H̃‖2 ≤ α.
Both designs are using the long term channel evolution H
which is a slow varying characteristic. Furthermore, SRA uses
E[H̃HH̃] which is also a slow varying statistic [16] and in
some cases, as it is described in the next subsection, has a
structured form. On the other hand, WCRA uses the additional
information of α which is just a scalar. Thus, our schemes
enjoy the merit of reduced feedback from the receiver.
B. ZF-like Precoding Based on SRA










, ∀l = 1, ..., Nr. (8)
If we use the fact that the MIMO channel can be written as















which is obviously a convex optimization problem (sum of
quadratic functions) and can be solved by setting its gradient












Inspecting (10), we can see that the computation of pl requires
the knowledge of H and the matrix E[H̃HH̃] at the transmitter.
Finally, it is worth mentioning that in many scenarios E[H̃HH̃]
has a structured form, which can simplify the hardware design
and reduce the feedback from the receiver. For example, in the
case of the uncorrelated channel H, with h̃i,j ∈ CN (0, σH̃),




C. ZF-like Precoding Based on WCRA
In this subsection we use WCRA [15] in order to de-
sign the precoding matrix P. We define the non-empty and
bounded set Φ ⊆ CNr,Nt which represents all the possible
values of the channel matrix H. Given a feasible precod-
ing vector pl the worst case error can be formulated as
ewc(pl) = sup [‖Hpl − el‖2|H ∈ Φ]. Our target here is to
design a precoder which minimizes the ewc(pl). In this case,
the minimization problem can be formulated as
min
pl
sup [‖Hpl − el‖2|H ∈ Φ] ∀l = 1, ..., Nr. (11)
One possible solution to the minimization problem of (11)
can be reached using the Norm Bound Error (NBE) [15].
In this method, the uncertainty of H̃ is considered within
a norm ball of radius α and the set Φ is written as Φ ={
H = H + H̃|‖H̃‖2 ≤ α
}
, where α > 0. Let eNBEwc (pl) =
sup{‖Hpl−el +H̃pl‖2| ‖H̃‖2 ≤ α} be the worst-case error
given the precoding vector pl. It is easily to show [15] that
eNBEwc (pl) is equal to e
NBE
wc (pl) = ‖Hpl − el‖2 + α‖pl‖2
and it is attained for H̃ = αuvH where u = Hpl−el
‖Hpl−el‖2
and v = pl‖pl‖2 , given that Hpl − el = 0 and pl = 0 [15].
Thus the minimization problem of (11) can be reformulated
as minpl ‖Hpl − el‖2 + α‖pl‖2, which can be re-written in








Again, the minimization problem of (12) is convex because
eNBEwc (pl) is the sum of quadratic functions. Thus the solution









el ∀l = 1, ..., Nr. (13)
D. Precoding in the Presence of Transmit and Receive Space
Correlations
It is clear that both problems of (9) and (12) are different
forms of Tikhonov Regularization. A valuable property of
Tikhonov Regularization theory is that it does not pose any









H + βI are positive
definite [15]. Thus, our analytical solutions of (10) and (13)
enjoy the additional merit of being applicable to spatially
correlated channels.
In this paper we employ the Kronecker correlation model








where Hw is a ZMCSCG matrix with i.i.d elements and
variance of σ2Hw = 1. The matrices RT and RR represent
the transmit spatial correlation matrix and the receive spa-
tial correlation matrix, respectively. Usually, the entries of
the spatial correlation matrices RR and RT are generated





RR(i, j) = ρ
|i−j|
r , where 0 ≤ ρt, ρr ≤ 1. Values of ρt and
ρr close to 0 mean low correlation, whereas values closely to
1 mean high correlations.
If we combine the Kronecker correlation model of (14) with
the model of partial channel knowledge described at subsection
















T represents the full known






the partial known part of the channel.
Inspecting (10) and (13) we can see that only the analytical
form of the design based on SRA is affected by the correlated
channel. This is because SRA requires the computation of









E. Transmit Power Analysis
ZF precoding has the disadvantage of increasing the transmit
power significantly in order to overcome deep fades. In real
systems, this is something that should be avoided. A common
solution is to impose a transmit power constraint ‖P‖2F =∑Nr
l=1 ‖pl‖
2
2 ≤ pt, where ‖ · ‖
2
F is the Frobenius norm and pt
is the transmit power constraint.
SRA and WCRA are forms of Tikhonov Regularization
problem. Tikhonov Regularization theory is the most common
form of regularization that penalize big values of ‖pl‖
2
2 [15].
As a consequence, our precoding schemes achieve solutions
with small values of ‖pl‖
2
2 depending on the value of channel
uncertainty σ2
H̃
. In SRA and WCRA, increased values of σ2
H̃
produce precoding vectors pl with small Euclidean norm [15].
Hence, our systems indirectly satisfy the previous transmit
power constraint . In the next section, we study the behavior
of the transmitted power of our schemes using numerical
simulations.
IV. SIMULATION RESULTS
In this section, we present simulation results that demon-
strate the performance of the proposed precoding methods. The
system configuration assumes Nt = 4 transmit antennas and
Nr = 2 receive antennas. Furthermore, every transmitted sym-
bol sk ∈ {s1, ..., sM} is selected from a 4-QAM constellation
with average transmitted power equal to 1. As a consequence,
every symbol period a total of k1+k2 = 3 bits are transmitted.
The MIMO channel H is generated as the sum of two
ZMCSCG matrices (H and H̃) whose elements follow i.i.d.
hi,j ∼ CN(0, 0.99) and h̃i,j ∼ CN(0, 0.01) distribution such
that hi,j ∼ CN(0, 1). The entries of H are refreshed every 100
symbol periods whereas the entries of H̃ are refreshed every
symbol period. In addition, the entries of the spatial correlation
matrices RR and RT are generated using an exponential
model with ρt = ρr = ρ, where ρ takes values from the
set {0.1, 0.3, 0.5, 0.9}. Finally, Signal-to-Noise Ratio (SNR)




where the variance of the transmitted symbol sk is equal to
σ2s = 1
1.

























Fig. 1. BER versus SNR for SRA precoder for σ2
H̃
= 0.01

























Fig. 2. BER versus SNR for WCRA precoder for σ2
H̃
= 0.01




































SRA: Correlated  (ρ=0.1)
SRA: Correlated (ρ=0.3)
SRA: Correlated (ρ=0.5)
Fig. 3. Average transmitted power versus σ2
H̃
for SRA precoder
The BER performance of the two proposed schemes is
presented in Fig. 1 and Fig. 2 for the cases of uncorrelated
and correlated channel. Especially, for the correlated case
we assume spatial correlated channels with low correlation
(ρ = 0.1), with intermediate correlation (ρ = 0.5) and with
1The transmitted signal power is divided by Nt because every symbol
period only one column of the precoder P is activated.
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high correlation (ρ = 0.9). In addition, in the same figures we
present the BER performance of the ZF precoder under full
channel knowledge. In order to have a fair comparison between
the proposed designs and the ZF precoder, the channel that the
ZF precoder faces has the same statistical characteristics as our
schemes.
Inspecting Fig. 1 and Fig. 2, we can see that under the
uncorrelated channel the proposed designs have similar per-
formance to the ZF precoder at the low and mid-low SNRs.
Clearly, at the mid-high and high SNRs ZF precoder outper-
forms our scheme. In these SNRs the main degradation factor
for our schemes is the residual ICI, ZF precoder has better
performance due to accurate channel knowledge. Furthermore,
it seems that our systems, due to the residual ICI, face a
bottleneck at 20 dB, where higher values of SNR do not
affect their performance rapidly. The way that correlation
affects the performance of our schemes can be divided in two
cases. In the low correlation case (ρ = 0.1), we can see that
there is no performance difference between the uncorrelated
and correlated channel. In the second case, as correlation
increases the performance of our systems deteriorates. For the
intermediate level of correlation (ρ = 0.5) there is a need of
10 dB in order to achieve a BER performance of practical
interest. For the high level of correlation (ρ = 0.9) this need
is increased to 22 dB.
Fig. 3 and Fig. 4 present the average transmitted power ver-
sus the variance of channel uncertainty for different correlation
scenarios. As it can be seen from these figures, as the channel
uncertainty σ2
H̃
increases the transmitted power decreases. This
means that when the channel knowledge at the transmitter
becomes more inaccurate, the transmitter reduces the trans-
mitted power in order to avoid further degradation. Although
increasing channel correlation requires higher average transmit
power, the proposed new scheme requires for low (ρ = 0.1)
correlation almost the same power as the uncorrelated case.
Finally, the results offer another indirect comparison between
our precoding designs and the ZF precoder using perfect
channel knowledge. When σ2
H̃
→ 0, SRA and WCRA reduce
to ZF precoder with full channel knowledge. Clearly, there
is a significant power gain for our schemes compared to ZF
precoder especially for higher values of σ2
H̃
.




































WCRA: Correlated  (ρ=0.1)
WCRA: Correlated (ρ=0.3)
WCRA: Correlated (ρ=0.5)




This paper treats the problem of R-SM under imperfect
CSIT. Using two different forms of imperfect channel knowl-
edge we formulate two precoding schemes for R-SM. By
expressing the resultant optimization problems into Tikhonov
regularization forms we achieve a transmit power gain and the
capability to treat correlated channels. In this way, we propose
two R-SM schemes that make use of practical forms of CSIT
and have low detection complexity at the receiver. Our systems
turns to have a well-behaved BER performance under different
channel correlation states combined with a transmit power
gain. Finally, the simulation results confirm the advantages
of the new schemes.
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Abstract—In this paper, we evaluate the energy efficiency of a
multi-antenna Base Station (BS) employing Spatial Modulation
(SM). Taking advantage of the single Radio Frequency (RF) chain
configuration of SM, we show that SM offers a significant total
power reduction compared to other multi-RF chain Multiple-
Input Multiple-Output (MIMO) architectures. For the same RF
transmit power, we demonstrate that the total power saving
of SM scales linearly with the number of RF chains required
by other MIMO schemes. Furthermore, we clarify that for
the same ergodic capacity, SM has a significant advantage in
energy efficiency compared to the studied multi-RF chain MIMO
configurations. In addition, for a number of transmit antennas
larger than two, we establish that SM results in higher ergodic
capacity than Space-Time Block-Coding (STBC), combined with
significant power saving. For a BS with 8 transmit antenna, the
achieved power saving of SM can reach up to almost 90%.
Finally, based on simulation results, we demonstrate that the
energy efficiency (bits/J) of the studied MIMO schemes exhibits a
maximum as function of ergodic capacity, and it is further shown
that this maximum is several times higher in SM compared to
the studied state-of-the-art MIMO schemes.
I. INTRODUCTION
The ever increasing need for wireless system throughput
implies that future wireless networks must be spectrally effi-
cient in order to meet all the Quality of Service (QoS) of data
rate demanding applications like real time video streaming.
Over the last fifteen years, research on MIMO wireless systems
has shown that multi-antenna elements, both at the transmitter
and the receiver, are the most promising solution for the next
generation networks [1].
Unfortunately, the employment of multi-antenna elements
comes with one major disadvantage, the requirement for
multiple RF chains at both the transmitter and receiver. Firstly,
RF chains are circuits that do not follow Moore’s law in
progressive improvement [2]. Hence, RF chains may increase
significantly the cost of real system implementation. Secondly,
RF chains contain Power Amplifiers (PAs) which are respon-
sible for the 50-80% of the total power consumption in the
transmitter [3]. Thus, increased number of PAs results in a
decrease in energy efficiency. Therefore, there is a demand
for MIMO schemes which employ a single RF chain. SM is
an example that offers this property.
SM is a relatively new MIMO concept that enables high
data rates while retaining the single RF chain configuration at
the transmitter [4]. By splitting the transmitted bit sequence
into two separate parts, SM achieves a multiplexing gain.
The first part is encoded in the index of the active transmit
antenna, while the second part is encoded via a conventional
signal constellation point. The activation of only one transmit
antenna totally avoids Inter-Channel Interference (ICI) at the
receiver, resulting in a low complexity Maximum Likelihood
(ML) detector. An additional merit of SM is that it does not
require Inter-Antenna Synchronization (IAS) at the transmitter.
Until recently, research on energy efficiency was mainly
focused on reducing and quantifying the RF transmit power.
In this way, only a portion of the total transmit power is taken
into account, which may give rise to misleading conclusions.
A simple, yet insightful power model is presented in [5]. By
taking into account that the power supply increases with the
RF transmission power while there is also a constant input
power which is independent of the RF transmit power a linear
power model is derived and verified with real data. This model
quantifies the total power consumption at the transmitter as
opposed to only the RF transmit power.
In this paper, motivated by the potential of SM [4], we
employ the power model from [5] in order to study the overall
power performance of a BS employing SM. We show that
SM requires less total power than any other multi-RF chain
architecture, in order to transmit the same amount of RF
power. Furthermore, we show that the capacity achieved by
SM requires significantly less power than any other com-
petitive MIMO, such as [6, 7]. Especially, for a BS with a
number of transmit antennas more than two, SM is much more
spectrally and power efficient than Space-Time Block-Coding
(STBC). Finally, we study the energy efficiency (bits/J) of the
previous schemes, and using simulation results show that SM
is the most energy efficient among them.
The reminder of this paper is organized as follows: Sec-
tion II presents SM and its information theoretic analysis is
demonstrated in Section III. The employed power model is
illustrated in Section IV. The evaluation of transmit power
with respect to the total power consumption is presented in
2012 IEEE 17th International Workshop on Computer Aided Modeling and Design of Communication Links and Networks (CAMAD)
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Section V. Moreover, Section VI compares SM with other
MIMO architectures in terms of ergodic capacity versus total
power consumption. The energy efficiency analysis of SM is
demonstrated in Section VII. Finally, we conclude in Section
VIII.
Notation: In the following, lowercase bold letters denote
vectors and uppercase bold letters denote matrices. Further-
more, a complex Gaussian distribution with mean m and
variance σ2C is represented as CN(m,σ
2
C), where its real and
imaginary parts are independent and identically distributed
(i.i.d.) Gaussian RV with distribution N(m,
σ2C
2 ). Finally, ‖ ·‖2
stands for the Euclidean norm.
II. SPATIAL MODULATION
Our main interest in this paper is to analyze the total power
consumption of a multi-antenna BS incorporating SM. We
begin with a brief description of SM for the case of single user
point-to-point communication [4]. We assume a transmitter
with Nt antennas and a receiver with Nr antennas. In SM,
the system equation is written as
y = Hx+w, (1)
where y is the Nr × 1 received signal vector, H is the
Nr × Nt flat fading channel matrix, x is the Nt × 1 trans-
mitted signal vector, and w ∈ CNr is the i.i.d. additive
complex Gaussian noise with wi ∼ CN(0, N). In addition,
the transmitted vector is formulated as x = eisk, where the
vector ei = [0, ..., 0, 1, 0, ..., 0]
T , i = 1, ..., Nt, has length
of Nt and all of its elements are zero except the one at
the i-th position which has the value of 1. The position of
the non-zero element of ei corresponds to the position of
the single activated antenna. Moreover, sk ∈ {s1, ..., sM} is
a point selected from a signal constellation such as M -ary
Quadrature Amplitude Modulation (QAM). Using this transmit
signal formulation, a total of k = log2Nt + log2M bits can
be transmitted per symbol period. The first k1 = log2Nt bits
are allocated on the selection of the activated antenna and the
last k2 = log2M bits are allocated on the selection of the
conventional constellation point.
At the receiver side, SM employs a low complexity optimal
ML detector




III. CAPACITY OF SPATIAL MODULATION
As it is described in Section II, SM conveys information
using a two-dimensional space constituted from the constella-
tion point sk and the spatial domain in the form of the index
of the activated transmit antenna. The information theoretic
analysis of SM is presented in [9], where the capacity of SM
is expressed as
Ctotal =W (C1 + C2) , (3)
where W is the transmission bandwidth, C1 represents the
capacity of the signal domain and C2 denotes the capacity














where P represents the average transmitted power, hi is the
i-th column of the channel matrix, and N is the noise power.
Moreover, given that the transmitted signal is selected as an
























represents the probability distribution function (pdf) of the







denotes the pdf of the average received signal.
Finally, we should note that [9] shows that SM achieves
higher capacity than STBC for a number of transmit antennas
greater than two (Nt > 2).
IV. POWER CONSUMPTION MODEL
A modern multi-antenna BS consists of multiple
transceivers. Each transceiver contains an Antenna Interface
(AI), a PA, a Baseband Interface (BI), a DC-DC power
supply, an AC-DC supply and a cooling system. Higher traffic
load increases the power consumption on some of these
components, whereas others keep their power consumption
constant. The total power consumption of this type of BS is
load dependent mainly because of the PAs.
A quite simple, yet very elegant power model that captures
the traffic load power consumption behavior of a BS is
proposed in [5]. In this model, the total power consumption
is approximated using a linear function
Psupply =
{
NRFP0 +mNRFPt, 0 < Pt ≤ Pmax
Psleep, Pt = 0,
(8)
where Psupply denotes the power supply, NRF is the number of
RF chains employed at the BS, P0 is the power consumption at
the minimum possible transmitted power, m is the slope that
quantifies the load dependent power consumption, Pt is the
transmitted power during transmission, Pmax is the maximum
allowed RF transmitted power, and Psleep denotes the power
supply when there is no transmission.
It is clear from (8) that the number of RF chains employed
on a BS has a significant effect on the total power consump-
tion. Increased value of NRF is translated into increased power
consumption.
Table I presents the power model parameters for different





POWER MODEL PARAMETERS FOR DIFFERENT BS (SOTA 2010) [5].
BS type P0 (W) m Pmax (W) Psleep (W)
Macro 118.7 2.66 40.0 63
Micro 53.0 3.1 6.3 -
Pico 6.8 4.0 0.13 -
Femto 4.8 7.5 0.05 -
From now on, we term the values of Table I as the SOTA 2010
model. A prediction for the values of the power model of (8),
at the year 2014, is also presented in [3]. We restrict our study
to the SOTA 2010 model, because we wish to emphasize the
total power consumption gain at the BS that can be achieved
with today’s hardware.
V. TOTAL BS POWER CONSUMPTION FOR DIFFERENT
MIMO CONFIGURATIONS
In the following, we use the previous power model (Section
IV) in order to evaluate the total power consumption of a BS
with Nt antennas, assuming SM or any other Conventional
MIMO (C-MIMO) scheme like Vertical-Bell Laboratories
Layered Space-Time (V-BLAST) [11] or STBC [7]. Unfor-
tunately, C-MIMO architectures require multiple RF chains at
the transmitter (Fig. 2).
BasebandInput SM Mapper
SM Antenna Selection










Fig. 2. Basic block diagram of a conventional MIMO transmitter.
SM is a single RF chain scheme (Fig. 1), and although it
employs multiple antennas at the transmitter, the number of
the utilized RF chains is NRF = 1. Hence, (8) must be re-
formulated as
P SMsupply = P0 +mPt. (9)
In contrast, for the case of every other C-MIMO scheme
where Nt = NRF, (8) is written as
P CMsupply = NRFP0 +mNRFPt︸ ︷︷ ︸
P Totalt
, (10)
where P Totalt = NRFPt is total power transmission from all
antennas and Pt is the power transmission form a single
antenna.
In order to evaluate the total power consumption of SM at
a BS compared to C-MIMO scheme, we study two different
scenarios. The first scenario assumes that the total power
transmission P Totalt of a C-MIMO BS is equal to the power
transmission of SM (P Totalt = Pt). Using equations (9) and
(10), it can be shown that
P SMsupply = P
CM
supply − (NRF − 1)P0. (11)
Thus, for the same transmission power, the total power con-
sumption gain of SM, compared to other C-MIMO architec-
tures, scales linearly with respect to the number of RF chains.
In the second scenario, we assume that every single antenna
of a C-MIMO BS transmits the same amount of power as the
single activated antenna of a BS employing SM. Similar to





It is clear, from the previous analysis, that in both cases a
multi-antenna BS employing SM requires less total power than
a C-MIMO BS with the same number of transmit antennas.

































Fig. 3. Pt versus Psupply for a Macro BS with Nt = 2 transmit antennas
(SOTA 2010).
In order to visualize the previous conclusion, we plot in Fig.
3 the total power consumption versus the transmitted power
for a Macro BS with Nt = 2 antennas, using the power model
in (8) and the parameters from Table I. Furthermore, Fig. 3
shows that a BS employing a C-MIMO architectures achieves
higher transmission power, compared to a BS employing
SM, resulting in the increase of the already high power
consumption.
VI. BS CAPACITY WITH RESPECT TO THE TOTAL POWER
CONSUMPTION
In the previous section, we show that for the same transmit
power Pt, SM requires less power than a multiple RF chain
scheme. Furthermore, we show that the power reduction at
a BS using SM increases with respect to the number of RF








Power Model Parameters SOTA 2010
Carrier Frequency 2 GHz
Path Loss Model 3GPP UMa, NLOS, [14]
Shadowing Standard Deviation 6 dB
Number of Channels 10000
Bandwidth 10 MHz
Operating Temperature 290 K
d (BS to user distance) 100 m
In this section, we compare different multi-antenna BS
architectures in terms of capacity versus the total power
consumption. Specifically, we compare the achievable ergodic
capacity of SM [4], STBC [7], and MISO with only transmit
diversity [12], [6].
The capacity for a STBC system with Nt transmit and Nr











where R is the rate of a certain STBC code. For complex
transmit signals, the rate of STBC is R = 1 only for the special
case of Nt = 2. Generally, R =
1
2 for Nt > 2 with exception
of two and and three transmit antennas, where R = 34 [7],
[13].
Furthermore, the capacity for a MISO system with only









where h is the MISO channel.
Using Monte Carlo simulations, we evaluate the ergodic
capacity for a BS with Nt = {2, 8} transmit antennas and
a single user with one receive antenna. Given that the noise
power is defined as N = Wκθ, where κ is the Boltzmann
constant and θ is the operating temperature in K, we simulate
a scenario with parameters presented in Table II.






































Fig. 4. Ergodic capacity versus power supply for a BS with Nt = 2.







































Fig. 5. Ergodic capacity versus power supply for a BS with Nt = 8.
The simulation results are presented in Fig. 4 and 5. Clearly,
in all cases, a BS employing SM requires less total power
supply Psupply in order to achieve the same capacity as C-
MIMO architecture, when the transmitted power is less than
Pmax. More specifically, for a transmit antenna configuration
Nt = 2, SM has a power reduction of 52.5 W compared to
MISO and 79.5 W compared to STBC, at the level of SM’s
maximum achievable capacity (214.5 Mbps). This translates to
19% and 32% power reduction, respectively. It is clear from
Fig. 4 that C-MIMO schemes achieve higher capacity than SM
when their transmitted power is higher than Pmax. However,
an additional cost has to be paid in power consumption which
reaches to 426 W for their maximum achievable capacity ( i.e.
160% increased power consumption compared to SM).
Similar conclusions can be drawn from Fig. 5 except the fact
that SM achieves higher capacity than STBC. In Fig. 5, SM
has a capacity gain of 79.2 Mbps (39% increase) and a power
consumption gain of 1573.5 W over STBC (90% decrease),
at the maximum achievable capacity of STBC.
The combination of the capacity and power gain of SM,
compared to STBC, stems from the fact that SM is a single
RF chain scheme which achieves higher capacity for a number
of transmit antennas greater than 2. As for the comparison of
SM and MISO, the achievable capacity of MISO is higher
than SM. The additional cost that has to be paid is 1573.5
W of increased power consumption (an increase of factor
9), compared to the power consumption of SM under the
maximum achievable capacity.
VII. ANALYSIS OF ENERGY EFFICIENCY
In this section, we study the energy efficiency (in terms of
Mbps/J) of the different MIMO schemes versus the achievable
ergodic capacity. The definition of the energy efficiency we
use in this work is the ratio of the transmitted bits and the
total energy consumption. In order to quantify the fundamental
limits of each MIMO architecture, we use the ergodic capacity.
It can be proven that the energy efficiency is reduced to










































Fig. 6. Energy Efficiency versus Ergodic Capacity for a BS with Nt = 2.

































Fig. 7. Energy Efficiency versus Ergodic Capacity for a BS with Nt = 8.
where P totalt is the total RF power transmission.
Using Monte Carlo simulation results, in Fig 6 and 7, we
plot the EE(P totalt ) of the different MIMO schemes versus the
achievable ergodic capacity. In all cases, it is clear that SM
is the most energy efficient scheme. This phenomenon can
be explained by the fact that SM requires less power supply
Psupply (as shown in Section VI) in order to transmit the same
number of bits. In addition, it can be seen that there is an
optimal operation point where the EE(P totalt ) is maximized
for each scheme. This stems from the fact that after a given
power transmission point, the capacity of all schemes does not
change rapidly (Fig. 4 and 5).
VIII. CONCLUSIONS
In this paper, we study the total power consumption of
a BS incorporating SM. Although SM is a MIMO scheme,
its basic operating principle offers a single RF chain system
implementation. Thus, an important reduction on power supply
is achieved, compared to other multiple-RF chain MIMO
architectures. Using information theoretic results, we show that
a BS employing SM has an important power consumption gain
compared to other MIMO scheme, retaining the same ergodic
capacity. Especially for an antenna configuration Nt > 2, SM
has a higher capacity than STBC, combined with a power
consumption gain which scales in respect to the number of
RF chains employed by STBC. SM can reduce overall power
consumption by nine times for Nt = 8, when compared to C-
MIMO. In addition, we illustrate the energy efficiency (bits/J)
performance of all studied schemes and show that SM is
the most energy efficient among them. Based on simulation
results, we show that there is a transmission point where the
energy efficiency is maximized.
Finally, the main concern of our future work will be the
expansion of our study to different MIMO schemes and an-
tenna configurations, combined with an analytical framework
for the energy efficiency results.
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Abstract— In this paper, we propose a novel Dual-Hop
Decode-and-Forward (DF) architecture based on Multiple-Input
Multiple-Output (MIMO) Zero Forcing (ZF) precoding and Spa-
tial Modulation (SM) that employs a centralized or a distributed
detection algorithm at the Relay Nodes (RNs). Using Tikhonov
Regularization (TR) we form a precoding techniq ue that turns
out to reduce significantly the transmitted power at the Source
Node (SN) under certain scenarios. Moreover, the use of TR
enables our scheme to communicate in channels with low and
medium correlation at the first hop without a Bit Error Rate
(BER) penalty. Finally, we extend our scheme in order to take
into account realistic Channel State Information (CSI) at the the
Source Node (SN).
I. I NTRODUCTION
SM is a relatively new single Radio Frequency (RF) chain
Multiple-Input Multiple-Output (MIMO) scheme [1]. The ba-
sic concept of SM is to split the transmitted bits into two
sequences. The first sequence is modulated by a conven-
tional constellation point likeM -ary Quadrature Amplitude
Modulation (QAM), whereas the second sequence is used
for the selection of only one transmitting antenna. Thus,
SM entirely avoids Inter-Antenna Synchronization (IAS) and
Inter-Channel Interference (ICI). At the receiver, SM jointly
detects the transmitted constellation point and the transmitting
antenna index [2]. A notable attribute of SM is its high
Energy Efficiency (EE). In [3], we demonstrate that the single
RF chain configuration of SM offers a significant EE gain
compared to conventional MIMO schemes like [4, 5].
Another recently proposed SM-like scheme is Receive-
Spatial Modulation (R-SM) [6, 7]. R-SM is the reciprocal
of SM. Instead of activating only one transmit antenna as
SM, R-SM employs ZF precoding and the appropriate signal
formation in order to aim at only one receiving antenna. A low
complexity non-coherent Maximum Likelihood (ML) receiver
jointly detects the transmitted constellation point and the index
of the receiving antenna [7].
Motivated by the EE that relays networks might offer [8]
and the potential of SM/R-SM, we propose a non-cooperative
relay architecture based on SM/R-SM. Our architecture in-
cludes a multi-antenna BS as a SN, multiple RNs which are
single antenna elements (with or without backhaul connec-
tion), and a Destination Node (DN) which is a single or a
multi-antenna element.
Using a half-duplex DF protocol we propose a scheme
that achieves information conveyance using R-SM [7] in the
first slot and SM [1] in the second slot. In this way, a Dual
Hop-Hybrid Spatial Modulation (DH-HSM) system is formed.
The term Hybrid Spatial Modulation stems from the fact that
our architecture employs R-SM in the first hop and SM in
the second hop. DH-HSM conveys information by extending
the novel transmission mechanism of SM to a distributed
framework.
In the first phase, the SN aims at only one RN using ZF
precoding under Channel State Information at the Transmitter
(CSIT). In the second phase, only the receiving RN from
the previous phase is activated forming a SM modulation
scheme from the RN to the DN. Clearly, the index of the
receiving/activating RN can be considered as an additional
mechanism of information transmission except from the con-
ventional constellation point.
As a consequence, DH-HSM offers an energy consumption
gain at the RNs due to the activation of only one RN during the
ignaling period of the second slot. The value of this property
is even more significant when the RNs are remote terminals
due to the battery life extension.
It is well known that ZF precoding introduce three difficul-
ties for a real system implementation. The first difficulty is
originated from the fact that precoding requires CSIT. Thus,
initially we study the proposed architecture under PerfectCSIT
(P-CSIT) and then we extend our scheme in order to take into
account realistic scenarios of CSIT. The other difficultieshat
ZF precoding may face are: (a) channel correlation and (b) the
high transmitted power. Hence, in this paper we employ TR
from optimization theory that aims to resolve these issues.
The rest of the paper is organized as follows: Section II
presents the system model. Section III proposes a distributed
detection algorithms that can be employed at the relays. A
precoding scheme that offers a transmit power gain at the SN
is presented in Section IV. Section V studies the proposed
architecture under realistic scenarios of CSIT at the SN. The
simulation results of DH-HSM are presented in Section VI.
Finally, we conclude this paper in Section VII.
Notation: In the following, lowercase bold letters denote
vectors and uppercase bold letters denote matrices.(·)T , (·)H
denotes transpose and Hermitian transpose, respectively.Re{·}
186
Published Papers
stands for the real part of a complex scalar or matrix.E[·] is
the mean value of a RV. Finally,‖ · ‖2 and ‖ · ‖F stands for
the Euclidean and Frobenius norm, respectively.
II. SYSTEM MODEL
Fig. 1 depicts the system model of the proposed DH-
HSM relay architecture. We consider a BS equipped withNt
antennas which acts as the SN. Furthermore, we assume that
our architecture includesNR single antenna RNs connected
with an error-free backhaul link. Later in Section III, we
extend our architecture in a distributed framework where there
is no backhaul connection between the RNs. The DN can be
considered as a single or multi-antennaND node.
Fig. 1. System Model of DH-HSM.
In addition, we assume that there is no direct link between
the SN and the DN. The SN can acquire CSI using either
the reciprocity principle when is applicable or using a low-
rate feedback link from the relays. The DN can acquire CSI
using a training sequence transmitted from the relays. In this
Section, we assume P-CSIT at DN for the sake of system
presentation and in Section V we modify our architecture in
order to operate under different practical CSI scenarios atthe
SN.
If we configure our system withNt ≥ NR andNR is a
power of 2, the received signal at the RNs during the first hop
can be written in a matrix form as,
yR = HSRPx(i, sk) +wSR. (1)
In (1),yR is aNR×1 vector whosei-th element is the received
signal at thei-th RN,HSR is aNR×Nt matrix representing
the wireless channel between every transmitting antenna and
every RN,P is theNt×NR precoding matrix,x(i, sk) is the
transmitted signal vector, andwSR ∈ CNr is the zero mean
vector of complex additive Gaussian noise with independent
identically distributed (i.i.d.) elements of variance ofσ2wSR .
The transmitted vector can be written asx(i, sk) = eisk,
where the vectorei = [0, ..., 0, 1, 0, ...0]T , i = 1, ..., NR, has
length ofNR and all of its elements are zero except the one at
the i-th position which has the value of1. sk ∈ {s1, ..., sM}
represents the transmitted symbol selected from a conventional
constellation.
The design of the MIMO precoding matrixP is extensively
studied in the literature. Examples of designing criterion
for the precoding matrixP include the minimization of the
Pairwise Error Probability (PEP) or the maximization of the
receive Signal-to-Noise Ratio (SNR) [9]. In this paper, we
employ the ZF precoding method, whereHSRP = INR,NR .
We adopt this method because we are interested on the total
elimination of ICI. Using the Singular Value Decomposition
(SVD) the precoding matrix is formed asP = VΣ−1UH ,
where HSR = UΣVH . It is generally known that ZF
precoding may increase the transmit power in order to over-
come deep fades creating a number of difficulties in real
system implementation. In order to overcome this drawback,
in Section IV we propose a precoding method based on TR
which among others trades off between the residual ICI and
the transmitted power.
Under the assumption of ZF precoding using P-CSIT at the
SN, the observation at each of the RNs is given as,
yRj = sk + wSRj , j = i,
yRj = wSRj , j 6= i,
(2)
j = 1, ..., NR. As it can be seen in (2), only one RN
receives the transmitted symbolsk degraded from Gaussian
noise and all other RNs are facing only Gaussian noise.
This transmission scheme allows to mapk1 = log2NR bits
on the selection of the index of thei-th receiving RN (i
corresponds also to the position of the non-zero element in
ei) and k2 = log2M bits on the transmitted constellation
symbolsk.
Due to the fact that the RNs communicate via a backhaul-
link, we employ the centralized low-complexity non-coherent
ML detector proposed in [7]
(̂i, ŝk) = argmin
i,sk
|sk|2 − 2Re{yR∗i sk}. (3)
During the second slot, we apply a SM-like modulation
scheme at which only the receiving RN from the previous
slot is activated acting as a single antenna in a conventional
SM MIMO system. In this way, the system equation for the
RNs-DN link is given as,
yD = HRDx(̂i, ŝk) +wRD, (4)
whereHRD stands for theND×NR wireless channel from the
RNs to DN,x(̂i, ŝk) = eîŝk is theNR×1 vectorized detected
symbol from the previous slot. All the elements ofx(̂i, ŝk) are
zero except the one at thêi-th position which is set equal to
ŝk. This modulation scheme corresponds to the scenario where
only the receiving RN is relaying the transmitted conventioal
constellation point. Moreover,wRD ∈ CND is the i.i.d.
additive complex Gaussian noise withwRDi ∼ CN(0, σ2wRD ).
Finally, yD stands for the received signal at the DN. The
optimal ML detection for SM is given in [2]
(̌i, šk) = argmin
i,sk
‖yD −HRDeisk‖22. (5)
Hence, we form a Dual-Hop architecture in which a total of
k = log2NR + log2M bits are transmitted using two symbol
periods.
III. E XTENSION TO A DISTRIBUTED RELAYS
ARCHITECTURE
In some scenarios there is no backhaul-link between the
RNs. This is the fact when the delay requirement does not
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allow communication between the RNs or when the RNs are
remote terminals (like cell phones). This Section extends the
proposed centralized relay architecture from Section II toa
distributed one with the employment of a distributed detection
algorithm at the RNs. All the other configurations of the
proposed architecture remain the same.
During the first hop the received signal at at thej-th RN
is described in (2). It is straightforward to see that if we set
s0 = 0, (2) forms a(M + 1)-ary Hypothesis Test (HT)
Hi : yRj = si + wSRj , i = 0, ...,M, (6)
where si ∈ {s0, s1, ..., sM}. Clearly, the H0 hypothesis
(s0 = 0) corresponds to the case where thej-th RN is not
the receiving node in the first hop, thus it is not the activated
node in the second hop. On the other hand, all the other
H1, ..., HM hypotheses correspond to the case where thej-
th node is the receiving/activating RN and the relayed QAM
symbol iss1, ..., sM , respectively.
In this case, the distributed ML detector at each RN is
reduced to the usual minimum distance rule
(ŝi) = arg min
si∈{s0,s1,...,sM}
|yRj − sk|, (7)
which is a non-coherent detector. As we can see, the compu-
tational complexity of (7) at each RN is justM + 1 complex
subtractions followed by the operation of finding the minimum
value of the detector’s evaluation.
IV. R-SM USING TIKHONOV REGULARIZATION AT THE
SOURCE NODE
ZF precoding has the major disadvantage of increasing
the transmitted power when the wireless channel is in deep
fade. In order to overcome this major disadvantage of ZF
precoding, we employ the well known TR method from
optimization theory, which results into closed form solution
[10]. TR formulates the computation of every columnpi of the




‖HSRpi − ei‖22 + δ‖pi‖22, (8)
whereei is the i-th column of the ideal ZF impulse response
andδ > 0 is the regularization parameter [10]. The analytical






and can be reached using the gradient condition.
TR is the most famous regularization method that penalizes
big values of‖pi‖22 [10]. Hence, by using TR we impose
an indirect regularized transmit power constraint on eachpi
(‖P‖2F =
∑NR
i=1 ‖pi‖22 ≤ pTR). Generally, values ofδ close
to 0 produce precoding vector with the same transmit power
as the ZF precoder. On the other hand whenδ is increased the
total transmit power is decreased with the concurrent increase
of the residual ICI at the receive antennas. Finally, due to the
fact thatHHSRHSR + δI ≻ 0 for any δ > 0, TR precoding
does not pose any rank restriction on the channel matrixHSR
[10]. This valuable characteristic of TR gives the opportunity
to the proposed precoder to face correlated channel.
V. PRECODING USING PRACTICAL CSIT AT THE SOURCE
NODE
In realistic systems providing the transmitter with P-CSIT
is almost impossible. Thus, in literature, there is a numberof
precoding methods which employ limited feedback in the form
of channel quantization or in the form of statistical CSIT [11],
[9]. In this Section, we modify the precoding scheme between
the SN and the RNs in order to take into account scenarios
of limited feedback in the form of Quantized CSIT (Q-CSIT),
Statistical CSIT (S-CSIT), and Worst-Case CSIT (WC-CSIT).
Motivated from [12], even though quantization is out of
the scope of our work, we employ a simple Scalar Quantizer
(SQ) that can be used in the limited feedback from the RNs
to the SN. In this cases, the real and imaginary part of every
elementhi,j of HSR is quantized separately using a SQ ofK
bits with a dynamic range of[dmin, dmax], wheredmin anddmax
is the minimum and the maximum element, respectively, of the
real or imaginary part of the channel matrix. A comprehensive
description of sophisticated methods on channel quantization
or quantized MIMO precoding can be found at [11].
An alternative realistic scenario of CSI at SN is a slow
time varying statistical feedback of the channel matrix like
the mean value or the autocorrelation matrix of the channel
[9]. In this case the channel matrixHSN is written asHSN =
HSN + H̃SN , whereHSN represents the long term channel
evolution which can be accurately acquired by the transmitter,
whereasH̃SN denotes the channel uncertainty for which only
statistical or worst-case knowledge can be assumed accurate.
Usually H̃SN is modeled as Zero Mean Circular Symmetric




In this paper, we employ the precoding methods initially
proposed in [13] for MIMO frequency selective channels and
extended in [7] for the R-SM transmission scheme. The first
method of [7] is based on Statistical Robust Approximation












ond method is based on Worst-Case Robust Approximation









SNei, whereβ is a constant
which depends on the value of‖H̃SN‖2 [7].
It should be noted that both SRA and WCRA are forms
of TR with a very good behavior under correlated channel
conditions combined with a transmit power gain [7].
VI. SIMULATION RESULTS
In this Section, we present Monte Carlo simulation results
that demonstrate the performance of the proposed DH-HSM
architecture under different CSIT scenarios at the SN, both
for the centralized (Section II) and distributed (Section III)
detection algorithms. The system configuration isNt = 4
transmit antennas at the BS,NR = 4 single-antenna RNs and a
single-antenna DN. Furthermore, the transmitted constellation
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DH−HSM (ZF) P−CSIT Centr. Det.
DH−HSM (TR:δ=0.1) P−CSIT Centr. Det
DH−HSM (ZF) P−CSIT Distr. Det.
DH−HSM (TR:δ=0.1) P−CSIT Distr. Det.
DH−SM Benchmark Centr. Det.
DH−SM Benchmark Distr. Det.
(a) DH-HSM versus benchmark (DH-SM).














Centr. Det. (Corr. ρ=0.1)
Centr. Det. (Corr. ρ=0.5)
Centr. Det. (Corr. ρ=0.9)
Distr. Det. (Uncorr).
Distr. Det. (Corr. ρ=0.1)
Distr. Det. (Corr. ρ=0.5)
Distr. Det. (Corr. ρ=0.9)
(b) DH-HSM TR (δ = 0.1) with P-CSIT under
different correlation scenarios (different values ofρ).
















SVD: Q−CSIT (6 bits)−Centr. Det.
SVD: P−CSIT−Distr. Det.
SVD: Q−CSIT (6 bits)−Distr. Det.
TR: P−CSIT−Centr. Det.
TR: Q−CSIT (6 bits)−Centr. Det.
TR: P−CSIT−Distr. Det.





(c) DH-HSM with imperfect CSI.
Fig. 2. BER performance of DH-HSM (centralized and distributed detection) for the symmetric case.
points sk are selected from a 4-QAM constellation with an
average transmit power equal to 1. Hence, a total ofk = 4
bits are conveyed from the SN to the DN into two symbol
periods (two hops).
We study the symmetrical case where both the SN-RNs
channelHSR and RNs-DN channelHRD are uncorrelated
ZMCSCG matrices with zero mean i.i.d. elements of variance
equal to 1. Furthermore, in order to evaluate our system
performance under the existence of correlations at the SN-
RNs channel we employ the well known Kronecker correlation
model with spatial correlation matrices generated from an
exponential model. Due to the space limitation we refer the
reader to [7] where there is a comprehensive description of
the correlation model we use. Finally, the receive SNR for the












. For both cases we setPs = 1 and
SNRSR = SNRRD (symmetrical case).
Fig. 2(a) compares the BER performance of DH-HSM
under P-CSIT at the SN and under centralized or distributed
detection at the RNs. In addition, for the sake of comparison,
we include as a benchmark the BER performance of Dual
Hop-Spatial Modulation (DH-SM) when a centralized [14] or a
distributed ML detector is employed. The employed distributed
detector is similar to (7) and minimizes the distance rule
|yRj − hSRi,jsk|. hSRi,j denotes the (i, j) element ofHSR.
In both hops, SNR is defined as the second hop of DH-HSM
because this is the receive SNR of SM.
Inspecting Fig. 2(a), we see that when DH-HSM employs
distributed detection at the RNs there is a performance penalty
compared to the case of centralized detection. Under ZF pre-
coding, this penalty is between 2 and 3 dB. For the case of TR
precoding, the performance loss is 3 dB for SNRs≤ 14 dB.
Furthermore, as the value of SNR increases, the performance
loss also increases due to the fact that in high SNRs the main
degradation factor for TR precoding is the residual ICI which
affects the distributed detector in a negative way. As regard
the comparison of DH-HSM under ZF and TR precoding, we
see that both schemes have almost the same performance for
SNRs≤ 16 dB. In high SNRs, ZF precoding overcomes TR
precoding again due to the residual ICI.
Concerning the comparison between DH-HSM and DH-SM,
DH-HSM has better BER performance than DH-SM due to
the employment of the precoding scheme at the first hop.
There is an exception for SNRs> 28 dB where DH-SM
overcomes DH-HSM with TR precoding. Finally, it is very
interesting to note that DH-HSM combined with ZF precoding
and distributed detection has the same performance as DH-SM
with centralized detection for SNRs higher than 8 dB.
Fig. 2(b) demonstrates the BER performance of DH-HSM
under different correlation scenarios at the first hop, whenTR
precoding is employed with a regularization parameterδ =
0.1. We assume that the SN-RNs channelHSR is correlated
according the Kronecker correlation model employed in [7].
In this correlation model,ρ stands for the correlation factor
used in the exponential correlation model between different
antennas [7]. In addition, we assume that the RNs-DN channel
HRD is uncorrelated which corresponds to the scenario that
the RNs are located far apart. Inspecting Fig. 2(b) we see that
for low (ρ = 0.1) and median (ρ = 0.5) correlation there is no
performance difference from the uncorrelated case. For high
correlation (ρ = 0.9) and for the case of centralized detection
the performance difference ranges from a fraction of a dB in
low SNRs up to 7 dB in high SNRs. The same phenomenon
can be observed under distributed detection at the RNs with a
more diminishing performance in high SNRs.
Moreover, Fig. 2(c) presents the performance of DH-HSM
under practical scenarios of Q-CSIT (using the simple quan-
tizer described in Section V), S-CSIT, and WC-CSIT at the
SN. It is possible to have no performance difference between
Q-CSIT and P-CSIT if the number of the feedback bits is big
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ZF:(ρ= 0 .7 )
ZF:(ρ= 0 .5)
ZF:(ρ= 0 .1)
ZF:(Un cor r .)
~  50 %
Fig. 3. Average transmit power at the SN versusδ, when TR precoding is
employed under P-CSIT, for different correlation scenarios.
enough (for our simulations, we have used 6 bits separately for
the real and the imaginary part of every channel coefficient).
Furthermore, in high SNRs we see that for 6 bits, TR has
better behavior compared to ZF under Q-CSIT.
In agreement with [7], for the case of S/WC-CSIT we
assume that the elements ofH are refreshed every 100
symbols and follow an i.i.d. zero mean complex Gaussian dis-
tribution with variance 0.99. The elements ofH̃ are refreshed
every symbol period and follow the same distribution with
variance 0.01. As it can be seen from Fig. 2(c), when SRA
or WCRA precoding is employed at the SN and centralized
detection at the RNs, there is a penalty of 4 dB compared
to the scenario of ZF precoding under P-CSIT. In addition,
when distributed detection is employed at the RN, a small
performance degradation is observed compared to the scenario
of centralized detection at RNs.
Fig. 3 presents the average transmitted power (E[‖Peisk‖22])
of the first hop versusδ (regularization parameter), when
TR precoding is employed with P-CSIT and under differ-
ent correlation scenarios. Although Fig. 3 demonstrates th
average transmitted power during the first hop, this figure
is insightful of the whole system average transmitted power
because the average transmitted power during the second
hop is stable and depends on the normalized constellation
power. As the value ofδ is increased, the average transmitted
power is reduced under all correlation scenarios. In contrast,
when δ → 0, TR precoding reduces to ZF precoding. As a
consequence, TR precoding offers a significant transmit power
gain compared to ZF precoding, especially when the wireless
channel is correlated. Whenδ is increased, the residual ICI
at each RN is also increased resulting in a diminishing BER
performance (due to space limitation we do not include the
BER performance with respect toδ). Thus, there is a trade-
off between the BER performance and the reduced average
transmitted power. Though, as it can be seen from Fig. 2(a)
and Fig. 3, for a value ofδ = 0.1 TR precoding has almost
the same BER performance as ZF precoding for SNRs lower
than 20 dB, utilizing at the same time only the half average
transmitted power. Finally, it is interesting to note that for
values ofδ greater than 0.4, in practice the average transmitted
power is stabilized. Hence, there is no point of using values
of δ greater than 0.4.
VII. C ONCLUSIONS
In this paper, we proposed a novel dual hop relaying
architecture based on ZF precoding and SM called DH-HSM.
We have studied its performance under idealistic and realistic
CSI at the SN and we have shown that under sufficient
feedback DH-HSM operates closely to the ideal scenario of
P-CSIT at the SN. A transmit power gain has been achieved at
the SN with the employment of TR precoding. TR precoding
offers the ability to our scheme to cope with SN-RNs corre-
lated links. In addition, we proposed a distributed detection
algorithm which eliminates the communication between the
RNs with a small BER penalty. Finally, under the correct
detection at the RNs, the activation of only one RN during the
second slot results in the reduction of the energy consumption
at the RNs.
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Abstract—In this paper, we aim to study the Energy Efficiency
(EE) of Spatial Modulation (SM) at different Base Stations (BSs)
taking into account the total power consumption. Compared to
conventional Multiple-Input Multiple-Output (MIMO) schemes,
SM benefits from a single Radio Frequency (RF) chain which
results in decreased power supply (W), higher EE (Mbits/J), and
reduced complexity. Using the fundamental limits of Shannon
capacity, we show that SM achieves a range of average data
rates with only a fraction, which can be as low as 24% for
four transmit antennas, of the total power supply of conventional
MIMO. In addition, we demonstrate that the EE of the studied
schemes is maximized for a certain average data rate and that SM
achieves the highest EE among them. Finally, we note that a BS
employing SM can be up to 67% more energy efficient compared
to a BS under a conventional MIMO transmission scheme, for
four transmit antennas.
I. INTRODUCTION
During the last fifteen years, research on Multiple-Input
Multiple-Output (MIMO) wireless communication has demon-
strated that multi-antenna communication is a promising solu-
tion for spectrally efficient future wireless networks. The use
of multi-antenna elements, both at the transmitter and receiver,
is shown to offer increased system capacity without the need
for extra radio resources [1, 2].
MIMO communication includes a variety of transmission
schemes. For example, the well known Vertical-Bell Labora-
tories Layered Space-Time (V-BLAST) algorithm is designed
to offer high data rates using spatial multiplexing [3], while
Space-Time Block-Coding (STBC) is designed to offer reliable
data transfer [4]. Unfortunately, multi-antenna elements face
a major disadvantage of requiring multiple Radio Frequency
(RF) chains. RF chains are expensive circuits that do not
follow Moore’s law [5]. Thus, the real system implementation
becomes expensive and often impractical. In addition, RF
chains are electronic circuits that may reduce the Energy
Efficiency (EE) of the wireless system. RF chains include
Power Amplifiers (PAs) which are responsible for 50-80%
of the total power consumption in the transmitter [6]. Hence,
there is a significant interest in new MIMO schemes that do
not require multiple RF chains. An example of such a scheme
is Spatial Modulation (SM) [7].
Unlike Conventional MIMO (CMIMO) schemes, SM ex-
ploits multiple transmit antennas in a way that only a single
RF chain is required. During the signaling period, the bits
to be transmitted are divided into two blocks. The first
block is encoded using a conventional signal constellation
diagram such as Quadrature Amplitude Modulation (QAM),
whereas the other block is used for the selection of the single
transmitting antenna, which is part of the orthogonal spatial
constellation diagram. Well known advantages of SM include
the avoidance of Inter-Antenna Synchronization (IAS) at the
transmitter and Inter-Channel Interference (ICI) at the receiver
[7]. In addition, the detection at the receiver is performed using
a low-complexity Maximum Likelihood (ML) detector [8].
In this paper, using the Energy Aware Radio and neTwork
tecHnology (EARTH) power model (which relates the RF
transmit power to the total power consumption of a Base Sta-
tion (BS) [9]), we show that for the same RF transmit power,
the total power saving of SM scales linearly with the number
of RF chains required by CMIMO. The main contribution of
this paper is the average data rate and EE evaluation of SM
under different type of BSs (macro, micro, pico and femtocell
BS) and the comparison with STBC, Multiple-Input Single-
Output (MISO) with only transmit diversity, and MIMO. Using
the fundamental limits of Shannon capacity, we show that
for all types of BS, SM achieves a range of average data
rates with significantly less power consumption compared to
the following benchmark systems: MISO with only transmit
diversity [1], STBC [4], and MIMO [2]. In addition, we show
that the benchmark systems are up to 67% less energy efficient
compared to SM. Finally, we demonstrate that all MIMO
transmission schemes (including SM) achieve an average data
rate where the EE, in terms of Mbits/J, is maximized.
The remainder of this paper is organized as follows: Section
II presents SM and its information theoretic analysis. The
power model of a BS under different MIMO transmission
schemes is introduced in Section III. Section IV provides the
average data rate and EE results for SM and the benchmark




Notation: In the following, lowercase bold letters denote
vectors and uppercase bold letters denote matrices. Further-
more, a complex Gaussian distribution with mean m and
variance σ2C is represented as CN(m,σ
2
C), where its real and
imaginary parts are independent and identically distributed
(i.i.d.) Gaussian Random Variables (RV) with distribution
N(m,
σ2C
2 ). Finally, ‖ · ‖2 and ‖ · ‖F stand for the Euclidean
and Frobenius norm, respectively.
II. SPATIAL MODULATION AND ITS
INFORMATION-THEORETIC ANALYSIS
A. System Model
We consider a point-to-point MIMO system with Nt trans-
mit antennas and Nr receive antennas. We further assume that
only the receiver has perfect channel knowledge. When the
wireless channel is flat, the general MIMO system equation is
written as,
y = Hx + w, (1)
where y denotes the received signal vector of length Nr, H
is a Nr × Nt matrix denoting the MIMO channel, x is the
Nt × 1 transmitted vector, and w ∈ C
Nr is the i.i.d. additive
complex Gaussian noise with wi ∼ CN(0, N). The basic
concept of SM is the transmission of a standard symbol form
the single activated transmit antenna. Thus, if we configure
the number of transmit antennas to be a power of two, the
transmitted signal vector is formulated as x = eisk, where
ei = [0, ..., 0, 1, 0, ..., 0]
T , i = 1, ..., Nt, is a Nt × 1 vector
whose elements are zero except the i-th element which has
the value of 1. Clearly, the position of the non-zero element
of ei corresponds to the position of the activated antenna. In
addition, sk is a standard symbol like M -ary QAM or Phase
Shift Keying (PSK). In this case, a total of k = k1+k2 bits are
transmitted per symbol period. The first k1 = log2 Nt bits are
used for the selection of the single activated antenna, whereas
the other k2 = log2 M bits are used for the selection of the
transmitted symbol sk.
The optimal ML detector of SM is proposed in [8]. This
detector is formulated as,





As it can be seen, the index of the activated antenna and the
transmitted standard symbol sk are jointly detected.
B. Capacity of Spatial Modulation
The capacity evaluation of SM is presented in [10]. Under
the assumption that the transmitted symbol sk is selected as
an i.i.d. Gaussian RV, [10] expresses the SM capacity as the
sum of two parts
CSM = W (C1 + C2) , (3)
where W is the available bandwidth. In (3), C1 denotes the
capacity that is linked to the standard symbol in the complex

















where P denotes the average transmission power, hi is the i-th
column of the channel matrix H = [h1, . . . ,hNr ], and N is
the noise power. Additionally, C2 in (3) exclusively models the
reminder of the spatial symbol part of SM, i.e., transmitting























the probability distribution function (pdf) of the received




i=1 p (y|hi) denotes the pdf of the average received
signal.
III. POWER CONSUMPTION OF A BASE STATION
EMPLOYING SPATIAL MODULATION
The EARTH power model is a very simple and elegant
model that relates the transmitted power of a BS to the total
power consumed [9]. Taking into account that some elements
of a BS have a traffic load depended behavior and some others
have a constant power consumption, the EARTH power model
expresses the total power consumption of a BS as an affine
function of the RF transmit power
Psupply =
{
NRFP0 + mNRFPt, 0 < Pt ≤ Pmax
Psleep, Pt = 0.
(6)
In (6), Psupply denotes the total power supplied to the BS, NRF
denotes the number of RF chains at the BS, P0 is the minimum
power consumption per RF chain when the BS is active, m
represents the slope of the load dependent power consumption,
Pt is the RF transmit power per antenna, and Pmax is the
maximum transmitted power of an antenna. Finally, Psleep is
the power consumption when the sleep mode is applied. We
note that the second part of (6), mNRFPt, corresponds to the
total RF power transmission.
A brief inspection of (6) shows that the number of RF chains
NRF affects Psupply in two ways. The employment of more
RF chains results in: (a) the increase of the load independent
power consumption of NRFP0 and (b) the increase of the RF
transmit power with a consequential increase of Psupply.
In order to quantify the power consumption gain of a multi-
antenna BS employing SM (NRF = 1) compared to a BS
employing CMIMO (NRF = Nt), we employ the EARTH
power model of (6). For the case of the same total transmitted
power between SM and CMIMO, using (6), it can be shown
after some arithmetic manipulations that
P SMsupply = P
CMIMO
supply − (NRF − 1) P0. (7)
While, for the case where the power transmitted from every
antenna in CMIMO is equal to the power transmitted in SM,





In (7) and (8), P SMsupply denotes the total power supply of SM and




POWER MODEL PARAMETERS FOR DIFFERENT BS (SOTA 2010) [9].
BS type P0 (W) m Pmax (W) Psleep (W)
Macro 118.7 2.66 40.0 63
Micro 53.0 3.1 6.3 -
Pico 6.8 4.0 0.13 -
Femtocell 4.8 7.5 0.05 -
In order to visualize the power saving of a BS employing
SM compared to CMIMO, for the same transmit power and
using the model parameters from Table I, in Fig. 1, we depict
the RF transmit power versus Psupply for a macro BS with
Nt = 4 transmit antennas. The model parameters of Table I
represent the EARTH model for the year of 2010 [9]. In [9,
11], there is a future prediction for the EARTH power model in
year 2014. In this work, we are mainly interested in presenting
the EE of SM without taking into account any future hardware
improvement. Thus, in the next sections we use Table I and
refer to this case as State-of-the-Art 2010 (SotA 2010).




















Fig. 1. RF transmit power versus Psupply for a macro BS with Nt = 4
transmit antennas (SotA 2010).
IV. RATE AND ENERGY EFFICIENCY RESULTS
In this Section, we use Monte Carlo simulations in order
to evaluate the data rate and EE of different BSs (macro,
micro, pico, and femtocell) in the downlink of a single cell.
The studied schemes are SM, STBC [4], MISO with a single
transmitting stream [1], and MIMO with Nt transmitting
streams and channel knowledge only at the receiver [2].
Because we are interested in the limits, we use the Shannon
capacity to get the average data rate and EE. For the case of
SM, the capacity is given in (3), whereas for the benchmark
techniques the capacity is given below. For the case of STBC,











where R is the rate of a certain STBC code. For complex
transmit signals, the rate of STBC is R = 1 only for the
special case of Nt = 2. Generally, R =
1
2 for Nt > 2 with
an exception of three and and four transmit antennas, where
R = 34 [4]. Furthermore, the capacity of a MIMO system with




BS Type Macro, Micro, Pico, Femtocell
Power Model Parameters SOTA 2010
Carrier Frequency 2 GHz
Path Loss Model 3GPP NLOS [12]
Iterations (Number of Channels) 100000
Bandwidth 10 MHz
Operating Temperature Outdoor:290 K, Indoor: 293.5 K
TABLE III
LIMITS OF BS-USER DISTANCE.























are the singular values of H. The capacity of a MISO system
with a single transmitting stream is given in [1, 2] as,







We note that due to the numerical evaluation of the integrals
of (5), we assume the following approximation CSM ≈ C1.
This assumption is valid for two reasons: firstly, as stated in
[10] the dominant part of CSM is C1 and C2 is only a small
portion of SM capacity. Secondly, the presented graphs for
SM (Fig. 2 and 3) serve as a lower bound on the data rate and
EE performance.
Each type of BS is equipped with Nt = 4 antennas.
Furthermore, we assume that the receiver is equipped with one
or two antennas. In addition, we assume that the BS–to–user
distance d is selected randomly following a spatially uniform
distribution between dmin and dmax. Also, based on the type
of BS, dmin and dmax are given in Table III. The shadowing
standard deviation is 6 dB for the case of urban macro BS
and 4 dB for the case of urban micro, indoor pico and
femtocell BSs. In addition, the thermal noise power is defined
as N = Wκθ, where κ is the Boltzmann constant and θ is
the operating temperature in K. Based on these assumptions,
we conduct Monte Carlo simulations that quantify the average
data rate and EE of a BS for a system configuration given in
Table II. In order to calculate the average data rate of a BS, we
follow an iterative procedure. At the i-th iteration, we select
the distance d as described before and we compute the data
rate Ri(P
total
t ), where P
total
t = NRF Pt. Finally, the average
data rate is written as R̄(P totalt ) = E[Ri(P
total
t )], where E[· ] is
the arithmetic mean operator.
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(a) Urban Macro BS.


































(b) Urban Micro BS.




































(c) Indoor Picocell BS.


































(d) Indoor Femtocell BS.
Fig. 2. Data Rates for different types of BS (Nt = 4). The solid lines depict the data rate achieved when the transmission power is restricted by the EARTH
power model (Pt ≤ Pmax) and the dashed lines depict the data rate achieved when this restriction is not assumed, i.e., Pt > Pmax.
A. Average Data Rate Results
Fig. 2 depicts the average data rate versus the power supply,
when the BS type is urban macro, urban micro, indoor pico,
and indoor femtocell. The depicted results correspond to two
different scenarios of RF power transmission. In the first
scenario (solid lines), the RF transmit power is restricted by
the EARTH power model (Pt ≤ Pmax), which is a real-world
hard constraint. While, in the second scenario (dashed lines),
the RF transmit power is increased without any limitation.
Clearly, for Pt ≤ Pmax (solid lines), in all cases there is
a range of rates, where for the same data rate SM requires
significantly less power supply compared to MISO and MIMO
(a reduction which can reach up to 76%). Though, it can be
seen that MISO and MIMO are capable of achieving higher
data rates than SM with the significant cost of increasing
the already high BS power consumption. As regard to the
comparison of SM with STBC, SM achieves higher data rates
with significantly less power consumption due to the code
dependent fractional rates of STBC.
When the RF transmission power is increased beyond the
EARTH limit of Pmax (dashed lines), it can be seen from Fig. 2
that there is a crossing point where MISO and MIMO achieve
higher data rates with less power consumption. This point
happens when the RF transmission power is the dominant
consuming factor in the power supply of a BS. For Nr = 1,
this point occurs at 541, 249, 32, and 23 W for a macro, micro,
pico, and femtocell BS, respectively, and for Nr = 2, this point
occurs at 508, 223, 27, 19 W for a macro, micro, pico, and
femtocell BS, respectively. However, these crossing points do
not have a practical relevance, since Pmax is a real-world hard
constraint.
B. Energy Efficiency Results
In this work, we define the EE of a BS, in terms of total
power consumption, as






The EE performance of different BS types, measured in
Mbits/J, under different MIMO transmission schemes is pre-
sented in Fig. 3. As it can be seen from Fig. 3, SM is the most
energy efficient transmission scheme for all types of BS, when
Pt ≤ Pmax (solid lines). This finding stems from the fact that
SM has a lower constant power consumption due to the single
RF chain configuration. An inspection of Fig. 3 reveals that
MISO is up to 67% less energy efficient compared to SM and
MIMO is up to 46% less energy efficient compared to SM.
The EE difference between SM and STBC is even higher.
In addition, Fig. 3 shows that the EE of the studied schemes
is maximized for a certain average data rate and power
transmission point. The derivation of the point where EE is
maximized is subject of our future work.
Finally, Fig. 3 shows that when the RF transmission power
is increased above Pt > Pmax (dashed lines), there is a crossing
point where MISO and MIMO become more energy efficient
than SM. When the mobile terminal is equipped with one
receive antenna, this crossing point occurs at 39.18, 72.5,
150.5, and 201.1 Mbps for a macro, micro, pico, and femtocell
BS, respectively. And when the mobile terminal is equipped
with two receive antennas, this crossing point occurs at 48.25,
82.57, 160.3, and 210.9 Mbps for a macro, micro, pico, and
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(a) Urban Macro BS.
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(b) Urban Micro BS.
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(c) Indoor Picocell BS.
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(d) Indoor Femtocell BS.
Fig. 3. EE Results for different types of BS (Nt = 4). The solid lines depict the EE achieved when the transmission power is restricted by the EARTH
power model (Pt ≤ Pmax) and the dashed lines depict the EE achieved when this restriction is not assumed, i.e., Pt > Pmax.
femtocell BS, respectively. As it is stated before, these crossing
points do not have a practical value, since they violate the hard
constraint of the maximum transmission power (Pt ≤ Pmax).
As regard to the comparison between SM and STBC, we
see that SM is always more energy efficient. Hence, taking
into account that the current and future predicted hardware
technology are restricted by the hard constraint of Pmax, SM
is the most energy efficient scheme among the benchmark
systems.
V. CONCLUSIONS
In this paper, using the limits of Shannon capacity and
Monte Carlo simulations, we demonstrated that the single
RF chain configuration of SM enables significant EE gains
compared to MISO, MIMO and STBC (up to 67%), under
all types of BSs. In more detail, we showed that for all
evaluated multi-antenna schemes and types of BSs there is
a transmission point where the EE is maximized. In addition,
we concluded that for a range of data rates, SM offers the
same data rate as the benchmark systems with significantly
less power consumption, resulting into a reduction which can
be as low as 76% for four transmit antennas.
Finally, we note that the main focus of our future work
will be concentrated on the comparison of the EE of SM
with different MIMO schemes and antenna configurations,
combined with the development of an analytical framework
for the simulation results.
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Abstract—In this paper, we propose a novel rate adaptive
Base Station (BS) switch on-off algorithm that employs Spatial
Modulation (SM) and traditional Multiple-Input Multiple-Output
(MIMO). We consider a cluster of BSs and based on the
required average data rate, our algorithm selects the most energy
efficient scheme between SM and MIMO with only Channel State
Information at the Receiver (MIMO-CSIR). In order to further
increase the Energy Efficiency (EE) (in bits/J), we activate or
deactivate BSs in conjunction to switching between different
transmission modes (SM or MIMO-CSIR). In both cases, we
ensure that the User Terminals (UTs) do not face a reduction in
Quality-of-Service (QoS) in the sense of ergodic capacity. Using
the fundamental limit of Shannon capacity and a BS power
model, we show that the use of SM, in such an algorithm, offers
significant EE improvements. Finally, we demonstrate simulation
results which show that, depending on the required average data
rate, our algorithm achieves the same or better EE compared to
the employed benchmark systems.
I. INTRODUCTION
During the recent years, Energy Efficiency (EE) in wire-
less cellular networks has attracted considerable attention in
research. This interest is mainly contributed to economical and
environmental reasons. From an operator’s point of view, an
efficient way to reduce its operational cost is to decrease the
energy consumption of the mobile networks. In addition, the
increasing evidence for the man-made climate change strongly
drives the research on more energy efficient (green) solutions
in wireless communication.
The main energy consumer in a cellular network is the
Base Station (BS) [1]. Hence, the intelligent use of the BSs
is becoming increasingly important. In order to achieve EE
in a cellular network the following strategies can be applied:
i) advanced hardware utilization at the BSs [2], ii) selection
of the most energy efficient physical layer technique for
a given data load [3, 4], and iii) intelligent deployment of
BSs by switching off a subset of them during the low data
traffic periods [5]. In any case, it is very important that the
chosen solution does not affect the Quality of Service (QoS)
experienced by the users. In this paper, we follow a cross-
strategy method having as an objective to jointly exploit the
EE offered by the selection of the appropriate physical method
and the deactivation of a subset of BSs.
Research on Multiple-Input Multiple-Output (MIMO) wire-
less communication demonstrates that multi-antenna commu-
nication is a promising solution for the spectrally efficient
future wireless networks. The employment of multi-antenna
elements, both at the transmitter and receiver, is shown to offer
increased system capacity without the need for extra radio
resources [6].
Unfortunately, multi-antenna elements face a major disad-
vantage of requiring multiple Radio Frequency (RF) chains.
RF chains are expensive circuits that do not follow Moore’s
law [7]. Thus, the real system implementation becomes expen-
sive and often impractical. In addition, RF chains are electronic
circuits that may reduce the EE of a wireless system. RF chains
include Power Amplifiers (PAs) which are responsible for 50-
80% of the total power consumption in the transmitter [8].
Hence, there is a significant interest in new MIMO schemes
that do not require multiple RF chains. An example of such a
scheme is Spatial Modulation (SM) [9, 10].
The authors of [3, 4] demonstrate the EE improvements
of SM at a BS compared to the traditional schemes of
MIMO with only Channel State Information at the Receiver
(MIMO-CSIR) [6] and Space-Time Block Coding (STBC)
[11]. Furthermore, [3, 4] show that a BS employing SM
requires less total energy compared to a BS with traditional
MIMO transmission. Motivated from this fact, we aim to
exploit the EE of SM in a cluster of BSs in conjunction with
the BS switch on-off methodology. We note that we do not
consider Channel State Information at the Transmitter (CSIT).
We propose a simple but yet very effective four stage
algorithm which offers increased EE without affecting the
QoS that users experience in the ergodic capacity sense. In
each stage of our algorithm, the most energy efficient physical
layer method (SM or MIMO-CSIR) is selected, in addition
to the activation/deactivation of the appropriate number of
BSs that are sufficient to offer the desired data rate. Using
the fundamental limit of Shannon capacity and Monte Carlo
simulations, we show that the use of SM and MIMO-CSIR is
2013 IEEE 18th International Workshop on Computer Aided Modeling and Design of Communication Links and Networks (CAMAD)
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more energy efficient than that of: i) Single-Input Multiple-
Output (SIMO) and MIMO-CSIR and ii) only MIMO-CSIR,
for the same BS switch on-off strategy.
The remainder of this paper is organized as follows: Section
II presents the cellular system model that we consider. The
power model of a BS under different MIMO transmission
schemes is introduced in Section III. Section IV demonstrates
the employed physical layer techniques and evaluates their
achievable Shannon capacity with respect to the BS power
supply. The proposed algorithm is introduced in Section V.
Section VI provides the rate and EE results for the proposed
scheme as well as the employed benchmark systems. Finally,
we conclude this paper in Section VII.
Notation: In the following, lowercase bold letters denote
vectors and uppercase bold letters denote matrices. Finally,
‖ · ‖2 and ‖ · ‖F stand for the Euclidean and Frobenius norm,
respectively.
II. CELLULAR SYSTEM MODEL
The cellular system model that we consider is depicted in
Fig. 1. In this model, an urban geographical area accommo-
dates 7 BSs with inter-site distance dis and cell radius dcr.
We concentrate on the downlink and assume that each BS
is equipped with Nt antennas and each one of the K User
Terminals (UTs) is equipped with Nr antennas. In order to
form a multiuser system, we employ Time Division Multiple
Access (TDMA), where in each time slot a UT is served by
a certain BS that aims to provide the requested data rate.
Although Inter-Cell Interference (ICI) is a limiting factor for
the cellular networks, in this work, we assume that there is no
ICI between different cells.
Fig. 1. The cellular system model.
We assume a seven-cell cellular set up as depicted in
Fig. 1. In addition to the spectral efficiency and the QoS
experienced by the uniformly distributed UTs in the network,
we are also interested in the energy consumption and EE. An
effective way to fulfill these requirements without sacrificing
one of them is to switch on-off BSs in conjunction with
intelligent adaptive MIMO. Hence, we assume that all BSs
are connected with a processing unit which decides if a BS is
active or not, depending on the network traffic. Furthermore,
we assume that each BS is able to switch between different
transmission modes by activating all of its RF chains or by
keeping active only one RF chain. When all the RF chains
of a BS are active, the transmission mode is MIMO-CSIR.
While, when only one RF chain is active the transmission
mode is either SM or SIMO. In Section VI, using Monte Carlo
simulations, we compare the EE results between a cellular
system which employs SM and MIMO-CSIR with: i) a system
which employs SIMO and MIMO-CSIR, and ii) a system
which employs only MIMO-CSIR.
III. POWER MODEL OF A MULTI-ANTENNA BASE STATION
In order to quantify the power (energy) consumption and the
EE of a cellular system, we focus on the power supply of a
single BS and then scale appropriately to the whole network. A
BS is composed of elements like multiple transceivers, PAs,
baseband interface, Alternating Current-Direct Current (AC-
DC) converter, DC-DC power supply, and a cooling system.
Each of these elements has a particular power consumption
which is either load or non-load dependent. A simple model,
yet very insightful, that connects the transmission power of a
BS with its total power supply is the Energy Aware Radio and
neTwork tecHnology (EARTH) power model [2]. It is shown
in [2] that the power supply of a BS is approximated by a
linear function of the RF transmit power. In more detail, the
EARTH power model expresses the BS power supply as:
Ps =
{
NRFP0 +mNRFPt, 0 < Pt ≤ Pmax
Psleep, Pt = 0,
(1)
where Ps is the BS power supply, P0 is the BS power
consumption when the BS is active and transmits at its min-
imum RF power, NRF is the number of RF chains employed
by the BS, m is the slope of the load dependent power
consumption, Pt is the RF transmit power, and Psleep is the
power consumption when the BS is in the sleep mode.
A brief inspection of (1) shows that the number of RF
chains (NRF) affects Ps in two ways. The use of more RF
chains results in: (a) the increase of the load independent
power described as NRFP0 and (b) the increase of the total
RF transmit power, i.e., an increase of Ps. In [3], it is shown
that for the same RF transmit power, the total power saving of
a single RF scheme (like SM) scales linearly with the number
of RF chains required by traditional multi-RF chain MIMO
schemes.
IV. PHYSICAL LAYER TRANSMISSION TECHNIQUES
In this section, we present three physical layer transmission
techniques that can be employed by the BSs of Fig. 1. In
addition, we demonstrate their fundamental limit of Shannon
capacity with respect to the BS power supply. The physical
layer techniques that we consider are: i) MIMO-CSIR [6],
ii) SIMO [6], and iii) SM [9]. SM and SIMO operate with a
single RF chain at the transmitter. Hence, the BS power supply
during the activation period is given from (1) as
Ps = P0 +mPt. (2)
In contrast, MIMO-CSIR requires multiple RF chains at the
transmitter, resulting in BS power supply equal to
Ps = NRFP0 +mP
′
t , (3)
where P ′t = NRFPt. In this paper, we are interested in open
loop schemes, thus we do not consider CSIT.




MIMO-CSIR forms Nt parallel streams from the transmitter
to the receiver. Due to the lack of CSIT, the transmitted power
is equally distributed to Nt parallel streams. The Shannon
capacity for MIMO-CSIR is given in [12, eq. 8.17]. If we
incorporate the power model of (1), the capacity that can be
achieved with respect to the BS power supply is bounded as













In (4), λi, i = 1, . . . , n denote the singular values of H,
W represents the transmission bandwidth and N is the noise
power.
An alternative scheme that can be employed at the BS is
SIMO. In SIMO, a single symbol stream is established from
the transmitter to the receiver. As the transmitter activates a
single antenna during the signaling period, SIMO operates
with a single RF chain. In this case, the achievable Shannon








where h is the SIMO channel.
SM is a MIMO scheme that enjoys a single RF chain
configuration at the transmitter and at the same time is able
to achieve a spatial multiplexing gain [9, 10]. Its transmission
mechanism operates as follows. The bit stream to be transmit-
ted during a signaling period is divided into two sequences.
The first sequence is encoded into the signal domain using
a signal symbol drawn from a conventional constellation like
Quadrature Amplitude Modulation (QAM). While, the second
sequence is encoded using the index of the single activated
antenna. At the receiver side, an optimal ML detector is
employed in order to jointly detect the transmitted signal and
the activated antenna. Because of its transmission principle,
SM does not require Inter-Antenna Synchronization (IAS) and
totally avoids inter-channel interference at the receiver.
The information theoretic analysis of SM is presented in
[13]. If we incorporate the power model of (2), under the
assumption that the transmitted symbol is selected as an i.i.d.
Gaussian Random Variable (RV), the Shannon capacity of SM
is expressed as the sum of two parts:
CSM(Ps) =W (C1(Ps) + C2(Ps)) . (6)
The first component of (6) denotes the capacity that is linked to
the standard symbol in the complex signal space and partially













where hi is the i-th column of the MIMO channel matrix
H = [h1, . . . ,hNr ] between the serving BS and the receiving
UT. In addition, the second part of (6) exclusively models the
reminder of the spatial symbol part of SM, i.e., transmitting


























represents the probability distribution function (pdf) of the







denotes the pdf of the average received signal. As we observe
from (8), C2(Ps) requires the difficult numerical evaluation
of a summation of integrals. Thus, we choose to approximate
C2(Ps) with zero in low Signal-to-Noise Ratio (SNR). While,
for high SNR, we use the fact that C2(Ps) ≈ log2(Nt) [14].
V. PROPOSED ALGORITHM
The authors of [3, 4] study the EE of SM under different
types of BS (macro, micro, pico, and femtocell) and different
antenna configurations. These papers demonstrate that under
every type of BS and every antenna configuration: i) SM
requires less power supply than any other multi-RF chain
architecture in order to transmit the same amount of RF
power, ii) SM achieves a region of rates in (0, Rmax], where
Rmax is the maximum achievable rate given a real-world hard
constraint on the transmit power, with significantly less power
supply, iii) the EE of SM for rates within (0, Rmax] is sig-
nificantly higher than any other traditional open loop MIMO
scheme, and iv) traditional MIMO schemes offer rates higher
than SM by increasing the already high power consumption.
Motivated from the previous conclusions in a single BS, we
aim to extent the EE gains of SM to the cellular framework
illustrated in Fig. 1. We propose a rate adaptive algorithm
which switches on-off BSs in addition to switching between
SM and traditional MIMO. In more detail, our algorithm
operates in 4 stages:
• Stage 1: when the required data rate is low, only the
central BS is activated using SM.
• Stage 2: when the required data rate is increased and
cannot be achieved by SM, the transmission scheme of
the central BS is turned to MIMO-CSIR.
• Stage 3: when the required data rate is further increased
and cannot be achieved by the central BS, all the BSs are
activated using SM.
• Stage 4: when the required data rate is further increased,
all the BSs are active using MIMO-CSIR.
The main motivation behind Stage 1 is that the geographical
area that needs to be covered by the cellular network is served
by the central BS using the energy efficient scheme of SM.
During Stage 2, the cellular network employs MIMO-CSIR
at the central BS, but still achieves reduced power (energy)




consumption by keeping all the other BSs deactivated. When
the central BS is unable to achieve the desired data rate, all the
BSs are activated using SM. Although all the BSs are active
during Stage 3, high EE is maintained due to the use of SM at
each BS. Finally, when the data rate requirement is at its peak,
all the BSs switch their transmission mode to MIMO-CSIR.
VI. RATE AND ENERGY EFFICIENCY RESULTS
In this Section, we employ Monte Carlo simulations in
order to evaluate the power consumption and the EE of the
adaptive MIMO BS switch on-off algorithm of Section V.
We assume that each BS is equipped with Nt = 4 transmit
antennas. When all BSs are active (Stage 3 and 4), each BS
covers a circular area of radius of 800 m. While, when only
the central BS is active (Stage 1 and 2), this BS covers a
circular area of radius of 2400 m. In addition, we assume
that the cluster of BSs serves multiple UTs that are randomly
distributed (using a uniform distribution) inside the region that
needs to be covered (a circular area of radius of 2400 m). We
note that we exclude the area that has a distance less than 10
m from a BS. We follow this assumption because the urban
Macro BSs are usually installed on top of buildings. Each
UT is equipped with a single antenna. Multiuser access is
achieved by assuming TDMA, where each BS serves a single
UT at each time slot (one per multiuser frame). Every channel
realization between a BS and a UT is generated using the path
loss model which is presented in Table I. The thermal noise
power is defined as N = Wκθ, where W is the available
bandwidth, κ is the Boltzmann constant and θ is the operating
temperature in K. Based on these assumptions and using the
simulation parameters of Table I, we conduct Monte Carlo
simulations that quantify the average data rate and EE of the
cellular system of Fig. 1 when the algorithm of Section V is
employed. For the EARTH power model of (1), we employ the
following values: P0 = 118.7 W, Pmax = 40 W, Psleep = 63
W, and m = 2.66, which are given in [15] and correspond to
a State-of-the-Art (SotA) urban Macro BS in year 2010 [16].
Because we are interested in the fundamental limits of the
network data rate, we use the Shannon capacity in order to get
the average data rate and EE. The Shannon capacity for each
employed physical layer methods is given in (4), (5), and (6).





where R̄i is the average reception data rate achieved by the
i-th UT. Finally, the EE (bits/J) is expressed as




where P totals is the power supply of the cellular network and
depends on the number of active BSs. Finally, we note that
we do not take into account the power supply for the wired
backhaul communication between different BSs, which is only
a small portion of the sum power supply of the BSs [1].
In order to understand the results of Fig. 3 and 4, in Fig.









Carrier Frequency 2 GHz
Path Loss Model 3GPP NLOS [17]
Shadowing Standard Deviation 6 dB
Iterations (Number of Channels) 100000
Bandwidth 10 MHz
Operating Temperature Outdoor:290 K
radius is 2400 m, which corresponds to the case where only
the central BS is active and ii) the cell radius is 800 m, which
is the case of a single cell when all BSs are active. As we
see from Fig. 2, in both cases, SM offers the highest EE
among the demonstrated transmission schemes. In addition, we
observe that as the cell radius is decreased, the maximum EE
is rapidly increased due to the less severe effect of the channel
path loss. Hence, we expect that the algorithm of Section V
will outperform the EE performance of every other benchmark
scheme that does not employ SM.






Urban Marco BS: Average Energy Efficiency (4x1 system)



































Fig. 2. Average data rate versus EE for an urban Macro BS with different
cell radius dcr .
In Fig. 3 and 4, we present the cellular power consumption
versus the average sum rate R̄total and the average sum rate
versus the cellular EE, respectively, for the algorithm of
Section V. To compare, in the same figures, we present the
performance of two benchmark systems. Both benchmark
systems operate similarly as the algorithm in Section V, but
do not employ SM. The first benchmark system, which is
termed as Benchmark 1, employs only MISO-CSIR during
the activation of the central BS and the activation of all
the BSs. The second benchmark system, which is denoted
as Benchmark 2, operates the same as our algorithm, but
instead of employing SM during stages 1 and 3, employs SISO
transmission.
In Fig. 3, we observe a number of discontinuities in the
resulting graphs. These discontinuities correspond to the points
of transition from one active BS to seven active BSs. At these
points, the cellular power consumption is rapidly increased.
Furthermore, an inspection of Fig. 3 shows that our algorithm
is able to offer the same data rate as the benchmark systems






































Fig. 3. Power supply versus average data rate for the cellular system of Fig.
1.






Cluster of BSs: Average Energy Efficiency























Fig. 4. Average data rate versus EE for the cellular system of Fig. 1.
with less or at most with the same supply power. The proposed
algorithm significantly reduces the power consumption of the
cellular network when the transmission mode is SM. When the
transmission mode is changed to MISO-CSIR, the proposed
algorithm consumes the same supply power as the benchmark
systems.
Fig. 4 presents the EE results for the new algorithm and the
used benchmark systems. Clearly, the new algorithm achieves
higher EE, for a region of data rates. This is because the
algorithm benefits from the single RF transmission in SM.
In addition, we observe that when the proposed algorithm is
applied, the EE of the cellular system is maximized at two
points: a) at about 50 Mbps, when only the central BS is
active and b) at about 750 Mbps when all the BSs are active.
This observation highlights that advanced scheduling may be
applied among different BSs in order to further increase the
system EE. Such a study is out of scope here and will be
considered in future work. Finally, we observe that the new
algorithm offers the same EE as the benchmark systems,
during Stage 2 and 4, when MISO-CSIR is employed.
VII. CONCLUSIONS
In this paper, we investigated the problem of switching on-
off BSs in conjunction with the selection of the most EE
transmission mode (SM or MIMO-CSIR), given a certain
target data rate. By considering a cluster of BSs and using
the fundamental limit of Shannon capacity and a BS power
model, we concluded that the proposed algorithm overcomes
or offers the same performance as the employed benchmark
systems in terms of EE (bits/J) as well as decreased power
consumption (W). Special care was given in order to ensure
that the QoS (in mean sense) that the UTs experience was not
decreased. Finally, we demonstrated that the use of SM was
instrumental in achieving the significant EE improvements.
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Abstract—In this paper, a novel energy–efficient protocol,
intended for wireless networks with large number of relay nodes,
is proposed. The main distinguishable feature of the proposed
protocol is that it offers throughput enhancement, by having the
same diversity–gain and having to activate the same number
of relay nodes at any given time–instance, as the the conven-
tional distributed space–time–block–codes (D-STBC). The pro-
posed protocol applies the recently introduced idea of Spatially-
Modulated Space–Time–Block–Codes (SM-STBC) devised for
multiple–input–multiple–output (MIMO) systems to cooperative
relay networks. The specific contributions of this paper are: i)
an error–aware Maximum–Likelihood (ML) demodulator, which
is robust to demodulation errors at the relays is developed; ii)
a low–complexity error–aware demodulator is also developed;
and iii) it is shown, with the help of Monte Carlo simulations,
that the proposed protocol outperforms state–of–the–art relaying
protocols.
I. INTRODUCTION
It is well known that multiple–input–multiple–output
(MIMO) technology can significantly enhance the perfor-
mance of communication systems [1]–[3]. This performance
enhancement is achieved by utilizing co-located multiple an-
tennas at the transmitter and/or receiver. Unfortunately, there
are practical constraints in equipping the mobile terminals
with multiple antennas. However, relaying and distributed
cooperation can mimic the performance advantages of MIMO
systems by forming a virtual antenna array using the single-
antenna cooperating nodes [4].
Distributed space–time–block–coded (D-STBC) cooperative
protocols have been studied extensively in the literature in
the recent years [5], [6], [8]. In [5], Laneman and Wornell
showed that space-time coded cooperative diversity protocols
can offer full spatial-diversity as the co–located MIMO. There-
after, many attempts have been made to incorporate space–
time–block–codes (STBC) with regenerative [6]–[8] and non-
regenerative relay networks [9]. In [6] and [7], a Maximum–
Likelihood (ML) demodulator, which takes advantage of the
knowledge of the instantaneous error–probability of source–
relay link, is employed at the destination. These kind of
receivers are robust to demodulation errors at the relays and are
generally termed as error-aware demodulators. In [8], perfect
demodulation at the relays is achieved via Cyclic Redundancy
Check (CRC) operations.
Recently, Spatial Modulation (SM) has been proposed as
a low–complexity MIMO technique [10]–[12]. SM exploits
spatial dimension in addition to signal constellation to convey
the information bits. Although SM is originally proposed as
an Inter-Channel Interference (ICI) free spatial–multiplexing
technique, many attempts have been made recently to design
transmit–diversity achieving SM scheme [14]–[17]. The ap-
plication of SM to relay networks have been considered in
[18]–[23]. However, no attempts have been made to apply the
transmit–diversity achieving SM schemes to relay networks.
Against this background, in this paper, we propose a novel
protocol for wireless networks with potentially large number of
single–antenna relay nodes. The proposed protocol exploits the
concept of transmit–diversity achieving SM scheme proposed
in [14] for co–located MIMO systems. This scheme effectively
combines the features of SM and STBC to achieve transmit–
diversity gain.
The main distinguishable feature of the protocol proposed
in this paper is that, it offers throughput enhancement, by
having the same diversity–gain and having to activate the
same number of relay nodes at any given time–instance, as
the the conventional D-STBC scheme [7]. Alamouti code is
chosen as the core STBC through out this paper. The extension
to more general STBC schemes is possible, but it is not
considered in this paper. Conventional distributed Alamouti
schemes provides a normalized rate of 12 log2 (M) bits/CP [7],
where M is the constellation size of the transmitted signal
from the source and CP stands for cooperation–phase. On
the other hand, using the scheme proposed in this paper, a
normalised rate of 25 log2 (M) +
1
5 log2 (⌊Nr/2⌋) bits/CP, can
be achieved, where Nr and ⌊.⌋ represents the number of relay
nodes and the floor integer, respectively. Clearly, the rate is
much higher when there are large number of cooperating relay
nodes. Moreover, the increased rate is achieved by activating
only two of the Nr available relay at any given time. Hence,
by using the proposed scheme, higher throughout can be
achieved using the same total average transmit energy at the
relays as the distributed Alamouti scheme [7]. The specific
contributions of this paper are as follows: i) a novel energy-
efficient protocol for wireless networks with large number of
relay nodes, is proposed; ii) an error–aware ML demodulator
at the destination, which is robust to demodulation errors at the
relays is developed; iii) a low-complexity demodulator, which
simplifies the structure of the ML demodulator is developed;
and iv) the performance in terms of Average–Symbol–Error–
Probability and energy gain in terms of Relative–Average–
Energy–Reduction (RAER) per bit is studied. Furthermore,
with the help of Monte-Carlo simulations it is shown that the
proposed scheme outperforms other state–of–the–art relaying
protocols.
The rest of the paper is organised as follows: In Section
II, the system model is desribed. In Section III, the new
protocol is introduced. Also, the error–aware ML demodulator
and the low–complexity demodulator is developed. In IV,
we substantiate our claims by using Monte–Carlo simulation
results. Finally, Section V concludes this paper.
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Fig. 1. DSM-STBC network topology with one source, Nr relays (partitioned
into M virtual sets) and one destination. There is no coordination among any
of the relays. Different line styles denote transmission over different phases:
S transmits in the broadcasting phase, and the relays transmit in the relaying
phase.
II. SYSTEM MODEL AND NOTATION
Consider a wireless network with with 1 source (S), Nr
relays (Rr, with r = 1, 2, . . . , Nr), and 1 destination (D),
as shown in Fig. 1. Each node is equipped with a single–
antenna which is subject to half duplex constraint. The channel
between the source and the destination is considered to be
very poor and hence, the direct link is not considered. The
transmission of the data from the source to the destination
takes place in two phases: 1) Broadcasting phase, where the
source broadcasts its data sequentially to the Nr cooperating
relays. The relays demodulate the received data using the ML
criterion [25]; and 2) Relaying phase, where the relays apply
the proposed Distributed Spatially–Modulated Space–Time–
Block–Coding (DSM-STBC) protocol, in order to forward
the received data of the source to the destination. During
this phase, the source is kept silent in order to avoid receive
collisions.
The fading co-efficient between node X and Y is hXY ,
which is a circular symmetric complex Gaussian Random Vari-
able (RV) with zero mean and variance σ2XY per dimension.
The noise at the input of node Y and related to the transmis-
sion from node X is nXY , which is a complex Additive White
Gaussian (AWG) RV with variance N0/2 per dimension.
The source is assumed to transmit either Phase Shift Keying
(PSK) or Quadrature Amplitude Modulation (QAM) symbols
belonging to a constellation A with constellation size M ,
where M = Nr/2.
The Nr cooperating relays are partitioned into M virtual
sets (Vs, with s = 1, 2, . . . ,M ), where, each set consists of
two distinct relays. Without loss of generality, R1 and R2
belong to V1, R3 and R4 belong to V2, and RNr−1 and RNr
belong to VM . We emphasize that even though the relays are
partitioned into virtual sets, there is no coordination among
any of the relays. Each relay is assigned a digital identifier
(ID(Rr), r = 1, 2, . . . ,M ), of length log2 (M) bits. The relays
in the same set have the same digital identifier, where as
relays in different sets have different identifiers. For illustrative
purposes, a lexicographic labeling is used throughout this
paper. For example, if Nr = 4, R1, R2, R3, R4 will have
identifiers, ID(R1) = ID(R2) = 0, and ID(R3) = ID(R4) = 1,
respectively. In this example, the identifiers are 1 bit long
since, M = Nr/2 = 2.
III. PROPOSED DSM-STBC PROTOCOL
In this section, we introduce the proposed DSM-STBC
scheme and develop an error-aware ML demodulator, which
is robust to demodulation errors at the relays. We also develop
a low–complexity demodulator, which simplifies the structure
of the ML demodulator. Due to the low implementation con-
straints in applying to distributed relay networks, in this paper,
we use the transmit–diversity achieving Spatially-Modulated
Space-Time-Block–Codes (SM-STBC) proposed in [14]. More
specifically, the so-called “set partitioning” transmission mode
is used in this paper. Set partitioning mode implies that
the symbols of the spatial-constellation diagram in SM are
chosen such that the active antennas in each symbol result
in a partition of the antenna-array. Interested readers are
encouraged to refer [14] for more information.
A. Broadcasting Phase
Let s1, s2 and s3 be the three data symbols that the source
need to transmit to the destination, where each of s1, s2 and
s3 encodes log2 (M) bits. Let x1, x2 and x3 be the PSK/QAM
modulated symbol transmitted from the source, corresponding
to s1, s2 and s3, respectively. In the broadcasting phase,
the source sequentially transmits x1, x2 and x3 to all the
cooperating relays. Thus, the signal received at the relays, Rr,











where, ES is the source’s transmit energy. The channel from
the source to the rth relay, hSRr , for r = 1, 2, ..., Nr remains
constant over the transmission of x1, x2 and x3.
The signal, y
(SRr)
t , received at each relay, Rr, for r =
1, 2, ..., Nr, at time–slots, t = 1, 2, 3 is demodulated using










































t is the source’s estimated symbol at relay, Rr, at
time–slot, t; ii) x̃
(Rr)
t is the trial symbol used in the hypothesis-
detection problem; iii) φM (·) is the PSK/QAM modulation–
to–bit mapping; iv) ŝ
(Rr)
t is source’s estimated bits.
B. Relaying Phase
After demodulating the signal received from the source
using (2), each cooperating relay, Rr, for r = 1, 2, ..., Nr,
applies the SM-STBC principle [14], to forward all the three
data symbols which it received during the broadcasting phase.









In a co–located MIMO system with two transmit antennas,
each transmit antenna transmits a distinct column of (3) in



































































































two consecutive time–slots. In DSM-STBC, Alamouti code is





they are transmitted from a pair of active relays belonging a
particular set, Vs, for s = 1, 2, . . . ,M . More specifically, ŝ
(Rr)
1
is used to select the relays that should be active in the relaying





forwarded to the destination by forming the Alamouti code.
Thus, the signal received at the destination in two consec-
utive time–slots during the relaying phase can be written as
shown in (4) on top of this page, where: i) ERm is the average
total energy with which the active relay, Rm, for m = r, r+1,
transmits in two consecutive time–slots; ii) Θr is defined as

































From (4) and (5) it follows that: i) source’s data, x1 is
encoded into the activation process of the cooperating relays.
More specifically, Rr, for r = 1, 2, . . . , Nr, belonging to the
sets Vs, for s = 1, 2, . . . ,M , transmits during the relaying
phase if only if the demodulated data, ŝ
(Rm)
1 , for m = r, r+1,
obtained from (2), coincides with its own digital identifier.
If this is not the case, that particular relay in silent and
will have no active role to play during the relaying phase.
This activation process is given by (5). In other words, x1
is implicitly forwarded using the active relays, where as, x2
and x3 are forwarded using the Alamouti code from the active
relays; ii) since each relay demodulates the data independently
and without any coordination, some relays may decode the
data correctly and some others incorrectly. Hence, the relays
that are supposed to active during the relaying phase might
be silent, and viceversa. The demodulation at the destination
must be robust to these errors to achieve the diversity–gain
provided by the Alamouti code; iii) If there are no errors at
the relays, only two of the relays, Rr and Rr+1 that belong to
a particular virtual set, Vs, for s = 1, 2, . . . ,M , will be active
during the relaying phase. In this case, conventional SM-STBC
demodulator given in [14], can be used for DSM-STBC.













is the received data


















, for m =
r, r + 1, can be interpreted as the effective channel matrix;
and iii) X(R) is the Alamouti code transmitted by the active























It can be seen from (7), if x̂
(Rr)





is not necessarily an orthogonal STBC,
which is the case when there are decoding errors at the relays.
Hence, single stream decoding might not be possible for DSM-
STBC, which is also the case for conventional distributed
Alamouti scheme [7] .
C. Error-Aware ML Demodulator
In this section, we develop an error–aware ML demodulator
for the proposed DSM-STBC scheme. This demodulator is
developed by taking advantage of the knowledge of the in-
stantaneous error probability of the source to relay links. Such
kind of error-robust demodulators are necessary for achieving
the diversity gain provided by the distributed Alamouti code.
By using the ML criterion [25], the 3 data symbols transmit-
ted by the source can be jointly demodulated at the destination














is defined on top of the






















represents the 1x3 trial data vector






















denotes the a priori joint probability of


































is the probability that relay de-
codes the received signal to x̂
(Rr)
t , when the source transmits
x̃
(D)











is very difficult to derive for an arbitrary
source signal x̃
(D)
t . Fortunately, the pair–wise error probability
(PEP) of deciding x̂
(Rr)
t at the relay, when x̃
(D)
t is transmitted









a tight approximation to find the solution for (8). Hence, (11)











































, the ML demodulator






































































































































































obtained by substituting (12) in (8) is not the optimal solution,


















































































where, γSRr = |hSRr |2 (ES/N0).
Using [25, Eq. 8.26], the summation term in the second
line of (13) can be avoided and a more desirable form can be
















































where, α and β depends on the signal constellation. For BPSK
modulation, α = β = 1.
The complexity of error-aware ML demodulator becomes
prohibitively complex with increase in the modulation order
and number of relays. In the next section, we develop a low-
complexity error-aware ML demodulator by simplifying the
structure of the ML demodulator given by (8), (9), and (12).
D. Low–Complexity Error Aware Demodulator
In [24], a low–complexity error aware demodulator is devel-
oped for distributed STBC using the Max-Log approximation
method. In this paper, we use a different and more convenient
approach to derive the the low–complexity demodulator.






































We emphasize that the new ML decision metric of (15) is
not an approximation of (8), but an exact alternative form. At
large SNR values, i.e., when N0 → 0, using the properties: i)
1 − Q (x) → 1, when x >> 1; and ii) The Chernoff-Bound,
i.e., Q (
√











































top of the next page. A detailed derivation is avoided due to
space constraints. From (16) and (17), it can be seen that the






































Fig. 2. Performance comparison (Monte Carlo simulations) of DSM-STBC
with state-of-the-art relaying protocols. The diversity asymptotes (Eb/N0)
−d
with diversity order d are shown as well.
general structure of the demodulator is now a two–dimensional
array and hence searching the code set becomes less complex.
However, the search space for the ML demodulator is not
reduced. For large signal constellation size and number of re-
lays, (16) and (17) still requires large number of computations.
Hence, an advanced low–complexity demodulator is required
to make DSM-STBC practical for real–world scenarios, which
is postponed for future research.
IV. SIMULATION RESULTS
In this section, we provide the Monte–Carlo simulation
results to substantiate our claims about the performance of
the proposed DSM-STBC scheme, and to compare its per-
formance with other state–of–the–art relaying protocols. For
illustrative purposes, the following setup is considered: i)
σ2XY = σ
2 = 1/2 for every wireless link; and ii) ES =
Eblog2 (M), ERr = Eb (2log2 (M) + log2 (⌊Nr/2⌋)/2), for
r = 1, 2, ....Nr, where Eb denotes denotes the average energy
per transmitted bit. For a fair comparison, all analyzed proto-
cols have the same average transmitted energy per information
bit.
In Fig. 2, the performance of the proposed DSM-STBC
scheme, with M = 2 and Nr = 4 (hence, the normalized
rate, R = 3/5 bits/CP), is compared with other state-of-the-art
relaying protocols. In Fig. 2: i) “DSM-STBC (ML)” represents
the DSM-STBC protocol, when the destination uses the error-
aware ML demodulator in (8); ii) “DSM-STBC (Low-Comp.)”






















































































is the DSM-STBC protocol, when the destination uses the
low-complexity demodulator in (16); iii) “DSM-STBC (Con-
ventional)” is the DSM-STBC protocol, when the destination
uses the conventional SM-STBC protocol in [14]; iv) “D-
Alamouti” is the distributed Alamouti scheme discussed in
[7], with M = 2. An error–aware ML demodulator is used
for this case as well; v) “DSSK (ML)” is the distributed space
shift keying protocol proposed in [19], with M = 2; v) “DF
(ML)” is the conventional demodulate-and-forward protocol
[4], with M = 2.
The following comments can be made about the perfor-
mance of DSM-STBC using Fig. 2: i) The DSM-STBC
protocol with the error–aware ML demodulator in (8) achieves
diversity order two. Moreover, the low–complexity demod-
ulator in (16) has nearly the same performance as the ML
demodulator; ii) Fig. 2 clearly shows the potential of DSM-
STBC, with respect to other state–of–the–art protocols. In
particular, DSM–STBC outperforms DSSK, DF and DSM-
STBC (Conventional) by a huge margin, as these protocols
achieve only first-order diversity gain. In terms of energy-
efficiency, if ASEP = 10−3, DSM-STBC provides an RAER
per transmitted bit, Eb, of approximately 90%, with respect to
each of DSSK, DF and DSM-STBC (Conventional); iii) DSM-
STBC has nearly the same performance as D-Alamouti, as
expected. However, DSM-STBC provides higher throughput
compared to D-Alamouti. More specifically, the normalized
rate provided by D-Alamouti is 12 log2 (M) bits/CP [7], where
as that of DSM-STBC is 25 log2 (M)+
1
5 log2 (⌊Nr/2⌋) bits/CP.
Hence, using the set–up used in Fig. 2, the throughput provided
by D-Almouti is only 1/2 bits/CP, where as that of DSM-
STBC is 3/5 bits/CP. Since the proposed DSM-STBC protocol
is mainly aimed at wireless networks with potentially large
number of relays nodes, the throughput enhancement becomes
more prominent in these scenarios. Moreover, since only 2
of these relays will be active at any given time instance, at
least for high–SNR values, the total average energy consumed
are the same for both protocols. Simulation results for more
network set–ups are not shown here due to space constraints.
The slightly better performance of D-Alamouti compared
to DSM-STBC at low–SNR values is attributed to the fact
that, in DSM-STBC, since there are more number of relays
compared to D-Alamouti, at low–SNR, there will be more
error conditions at the relays.
V. CONCLUSION
In this paper, DSM-STBC, a novel energy-efficient protocol
for wireless networks with large number of relay nodes, is
introduced. An error-aware ML and low–complexity demod-
ulators, which are robust to demodulation errors at the relays
have been developed. Monte–Carlo simulations confirmed that
DSM-STBC can outperform other state–of–the–art relaying
protocols.
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Abstract— Spatial Modulation (SM) is a recently proposed
single–RF multiple–input–multiple–output (MIMO) technique,
which is capable of outperforming many conventional MIMO
transmission schemes with low implementation and computa-
tional complexity. Recently, there have been some attempts in un-
derstanding the performance of SM in multi–user environments.
However, most of the work has been oriented towards uplink
multi–access scenarios. Also, conventional downlink/broadcast
MIMO precoding techniques such as Zero Forcing (ZF) or
Minimum Mean Square Error (MMSE) cannot be used in Multi–
User SM (MU-SM), as part of the data in SM is also encoded into
the Channel Impulse Responses (CIRs). In this paper, a novel
precoding scheme for single–cell downlink MU-SM systems is
proposed with a two–fold objective: i) the precoder needs to be
able to completely eliminate the Multi–User Interference (MUI)
by taking advantage of the Channel State Information (CSI)
at the transmitter and ii) it needs to allow the users to use a
single–user Maximum Likelihood (ML) optimum detector while
achieving the same performance as interference–free point–to–
point SM transmission. Finally, we also develop an interference–
aware multi–user detection scheme, which does not require any
CSI at the transmitter, and compare its performance with that
of single–user detection schemes based on precoding.
I. INTRODUCTION
Theoretical and practical results obtained during the
past years have shown that Multiple–Input–Multiple–Output
(MIMO) wireless systems can significantly increase the capac-
ity of wireless networks [1], [2]. However, in order to satisfy
the future mobile data traffic, MIMO communications will
have to evolve from a single–user point–to–point transmission
technique to a multi–user transmission scheme where several
users can be served simultaneously using the same time and
frequency resources. But, sharing the same resource block by
multiple users introduces Multi–User Interference (MUI) and
may reduce the true potential of MIMO systems.
Recently, several strategies have been proposed to manage
the MUI in Multi–User MIMO (MU-MIMO) systems [2]–[7].
As for the uplink Multiple–Access Channel (MAC), multiple–
antenna receivers at the Base Station (BS) can separate the
signals coming from several different users using advanced
Multi–User Detection (MUD) techniques at the cost of an
increased receiver complexity [2]. As for the downlink or
Broadcast Channel (BC), these complex receiver structures
impose considerable design challenges at the mobile users.
Previous works on MU-MIMO downlink have suggested that
Dirty Paper Coding (DPC) and precoding techniques are
effective solutions to eliminate or minimize the MUI [3], [4],
[7]. Even though DPC can achieve the full sum capacity, it
is impractical to be implemented in real networks due to its
high computational complexity. On the other hand, precoding
is a simple and straightforward approach for interference
cancelation, provided that Channel State Information (CSI)
is available at the transmitter. Some widely used precoding
strategies include linear approaches based, e.g., on Minimum
Mean Square Error (MMSE) and Zero–Forcing (ZF) meth-
ods and non–linear approaches such as Tomlinson–Harashima
precoding and vector perturbation [4]–[7] methods.
Spatial Modulation (SM) is a recently proposed single–RF
MIMO technique which is capable of outperforming many
conventional MIMO transmission schemes with low imple-
mentation and computational complexity [8], [9]. In SM, the
data to be transmitted is encoded into two information carrying
units: i) a signal constellation diagram, i.e., a Phase Shift Key-
ing (PSK)/Quadrature Amplitude Modulation (QAM) symbol
and ii) a spatial constellation diagram, i.e., the spatial position
of a single active transmit antenna in the antenna–array.
The extra degrees of freedom offered by SM based on the
spatial constellation diagram introduce a multiplexing gain
compared to conventional SIMO systems. Moreover, unlike
spatial multiplexing MIMO systems, this multiplexing gain is
obtained by activating only a single RF chain at the transmitter
and by using a single–stream optimum Maximum Likelihood
(ML) demodulator at the receiver. Space Shift Keying (SSK)
modulation is a low–complexity form of SM, where the data is
encoded only into the spatial constellation diagram [10]. The
data rate offered by SSK modulation is lower than SM, but it
requires less signal processing complexity.
The performance of SM is single–user and point–to–point
scenarios has been studied extensively in the literature for
both co–located [11]–[17] and distributed [18]–[25] setups.
Recently, some experimental activities have been conducted
as well [26], [27]. A comprehensive state–of–the–art survey
of SM is available in [28], to which the interested reader is re-
ferred for further information. Recently, there have been some
attempts in understanding the performance of SM in multi–
user environments [29]–[33]. In [29], the authors study the
performance of SSK modulation in the presence of multiple–
access interference. More specifically, two kind of detec-
tors, which are referred to as interference–unaware single–




user detector and interference–aware multi–user detector, are
developed and analytically studied. Furthermore, the perfor-
mance of SSK modulation is compared against conventional
PSK/QAM–based single–antenna communications, and it is
shown that SSK is capable of outperforming conventional
schemes for various MIMO setups and channel conditions.
In [30], the framework proposed for MU-SSK in [29] is
generalized to SM. In [31], the author proposes an antenna–
hopping spatial-division multiple–access scheme, which, in
addition to supporting multiple–access capabilities, is capable
of providing transmit–diversity gains. Using Space–Time Shift
Keying (STSK), which is an extension of SM to the time
domain, the authors of [32], propose a novel Orthogonal
Frequency-Division Multiple–Access (OFDMA) based single-
carrier multi–user scheme for frequency selective channels.
The proposed scheme provides improved performance in
dispersive channels while supporting multiple users in a
multiple–antenna–aided wireless system. In [33], an Orthogo-
nal Frequency-Division Multiplexing (OFDM) based downlink
Multi–User SM (MU-SM) system is considered, where the
data of each user is transmitted on different OFDM sub–
channels. At the transmitter, linear precoding schemes such
as ZF, MMSE and Block Diagonalization (BD) are applied
for eliminating the MUI. Also, it is shown that OFDM-based
MU-SM is capable of outperforming Alamouti-coded OFDM
and V-BLAST OFDM systems in some scenarios. However, an
Inverse Fast Fourier Transform (IFFT) needs to be computed
at the transmitter [33, Fig. 1], which may cause high Peak-to-
Average-Power-Ratio (PAPR) issues and may make the design
of a power-efficient power amplifiers a challenging task.
By carefully looking at the research works conducted on
MU-SM to date, it is apparent that most of the works have been
oriented towards uplink multiple–access scenarios. However,
to the best of our knowledge, there has been no research
activities on downlink/broadcast MU–SM systems, which are
capable of serving multiple users on the same time/frequency
resources and of decoding them by using interference–unaware
single–user detectors. More challengingly, conventional broad-
cast MU-MIMO precoding techniques such as ZF or MMSE
cannot be used in MU-SM systems. This is because, unlike
conventional MIMO systems, in SM part of the data is encoded
also into the CIRs. Hence eliminating the channel matrix
results in the loss of the transmitted data.
Motivated by these considerations, in the present paper a
novel precoding scheme for single–cell downlink MU-SM
systems is proposed with a two–fold objective: i) the precoder
needs to be able to completely eliminate the MUI by taking
advantage of the CSI at the transmitter and ii) it needs to allow
the users to employ single–user ML-optimum detectors, while
achieving the same performance as interference–free point–to–
point SM transmission. Finally, we develop an interference–
aware multi–user detection technique, which does not require
any CSI at the transmitter and compare its performance with
that of the single–user detection scheme based on precoding.
The remainder of the present paper is organized as follows.
In Section II, the system model is introduced. In Section III,
Fig. 1. Downlink MU-SM system model
the proposed precoder for MU-SM is illustrated. In Section
IV, the multi-user detection scheme is presented. In Section
V, Monte–Carlo simulation results are shown to evaluate the
performance of MU-SM. Finally, Section VI concludes this
paper.
II. MU-SM SYSTEM MODEL
We consider a general single–cell downlink broadcast MU-
SM setup with Ntot total transmit antennas and Nu active
users, as shown in Fig. 1. We assume that each user is equipped
with a single receive antenna. At the transmitter, the Ntot
antennas are split into Nu blocks (bu, for u = 1, 2, ..., Nu)
with Nt antennas each, where Nt = Ntot/Nu. Nt is assumed
to be a power of two. Without loss of generality, block b1 is
allocated to user 1, b2 to user two, and bNu to the Nuth user.
Splitting the antenna–array into blocks and allocating them to
different active users is done with a two–fold objective. i) After
precoding at the transmitter, each user, u for u = 1, 2, ..., Nu,
can choose to ignore the signals coming from all the blocks
other than bu. This is particularly important in SM, as part of
the information is also encoded into the CIRs of the transmit–
to–receive links. ii) The decoding complexity at each user can
be reduced to that of point–to–point SM transmission.
In MU–SM, random binary data, du, for each user u, is
mapped onto the index of a single transmit antenna in block
bu as well as on a modulated symbol xu, using an SM mapper.
This kind of mapping allows us to accommodate both MU-SM
and multi–user SSK (MU-SSK) during signal transmission. As
for SM, xu is taken from a PSK/QAM constellation A of size
M and unit power constraint. As for SSK, on the other hand,
xu is equal to 1. The SM–mapped data vector is preprocessed
by using an appropriate precoder, described in Section III, in
order to manage the MUI.
The following assumptions and notation are used throughout
this paper:
1) In all wireless links, frequency–flat independent non–
identically distributed Rayleigh fading is assumed. This
allows us to account for different propagation distances




and shadowing effects. We denote the CIR from the
tth (t = 1, 2, ..., Nt) transmit antenna of the bth (b =
1, 2, ..., Nu) block to the uth (u = 1, 2, ..., Nu) user
as h
(b,t)
u . Furthermore, h
(b,t)
u is a circular symmetric
complex Gaussian Random Variable (RV) with zero
mean and standard deviation σ
(b,t)
u per dimension.
2) Using the previously mentioned assumption that block
b1 is allocated to user 1, b2 to user 2, and bNu to the
Nuth user, the channel h
(b,t)
u is the so–called intended
link or useful link, if u = b, and it is an interference
link, if u = b.
3) The transmitter is assumed to have perfect CSI of all
the wireless links. Whereas, the receiver at each user, u
for u = 1, 2, ..., Nu, needs only the CSI of the wireless
link between itself and the Nt transmit antennas in bu.
4) The noise nu at the input of the receiver at user u
(u = 1, 2, ..., Nu), is assumed to be an Additive White
Gaussian Noise (AWGN) process, with both real and
imaginary parts having a power spectral density equal
to N0/2.
5) Em is the average energy with which each active trans-
mit antenna transmits information. In accordance with
the SM principle, only one antenna is active at any given
time instance in each block. Since there are a total of Nu
blocks at the transmitter, the total number of active RF
chains at any time instance is Nu in MU–SM. Hence,
for MU-SM, the total number of active RF chains is the
same as that of conventional MU-MIMO schemes for
the same number of users [4], [7].
III. PRECODING SCHEME FOR MU-SM
In this section, we propose a novel precoder design in
order to eliminate the interference among the streams in an
MU-SM system. The proposed precoder, which is designed
by taking advantage of the CSI at the transmitter, will help
the users to achieve the same performance as interference-
free point-to-point SM transmission using a single-user ML-
optimum detector. The precoder for MU-SM is different from
the conventional MU-MIMO precoding techniques such as ZF
or MMSE. This is because, in SM part of the information is
also encoded in the CIRs and eliminating the channel matrix
results in a loss of data.
A. Precoder Design
In MU-SM, out of the log2 (Nt) + log2 (M) information
bits for each user u (u = 1, 2, ..., Nu), log2 (Nt) bits are
encoded into the index of a single transmit antenna in block
bu, which is switched on for data transmission, where all
the other Nt − 1 antennas are kept silent. The remaining
log2 (M) bits are encoded into a PSK/QAM symbol, which is
transmitted through the antenna which is switched on. The
SM–mapped data is then preprocessed using the precoder
before transmission to each user. Accordingly, the signal
received at the ξth user, for ξ = 1, 2, ..., Nu, after propagation























where: i) the first term in the right hand side of (1) represents
the desired/useful signal received at the ξth user from the tth
active antenna of the ξth antenna–block at the transmitter, ii)
the second term represents the interference signal from the
active antennas of all the other Nu − 1 blocks and iii) pk,
for k = 1, 2, ..., Nu, represents the precoder applied at the
kth block for the interference–free reception at the kth user.
For MU-SM, xk, for k = 1, 2, ..., Nu, is a PSK/QAM symbol
transmitted from the active antenna of the kth block. For MU-
SSK, xk, for k = 1, 2, ..., Nu, is equal to 1.




where: i) Y =
[
y1 . . . yNu
]T
is the CNu×1 received
data vector; ii) P =
[
p1 . . . pNu
]T
is the CNu×1 pre-
coding vector; iii) n =
[
n1 . . . nNu
]T
is the CNu×1





































is the CNu×Nu ef-
fective channel–modulation matrix, where each element in the
matrix is obtained by multiplying the channel gain of the active
transmit antenna of each user with the QAM symbol (for MU-
SM) or 1 (for MU-SSK) transmitted from that active antenna.
For interference–free reception, the required received data











is a CNu×1 data
vector. In formulas, the interference-free reception condition









From a closer inspection of Heff and Hreq, it can be seen
that Hreq can be obtained from the diagonal elements of Heff .
Hence, we can rewrite (4) in a more desirable form as:
P = Heff
−1diag(Heff ) (5)
B. Normalization of the Precoder
The normalized precoder at the transmitter can be expressed
as:
G =β̄P (6)
where β̄ is a scaling factor introduced to keep the average total
power constant. The value β̄ can be computed as:




























































































where, E {·} is the expectation operator.
From (7), it can be seen that the scaling factor β̄ is computed
by imposing an average constraint instead of an instantaneous
constraint. This is because the scaling factor depends on
Heff , which is a function of the channel gains from the
active antennas to the users. Since some information symbols
at the transmitter determine the active antennas, we cannot
apply an instantaneous constraint and still provide single-
stream decoding complexity. Instead, similar to the average
constraint that is imposed on the data symbol (QAM/PSK) in
conventional MU-MIMO systems, in MU-SM we impose an
average constraint. Using this approach, β̄ is just a constant
that depends on the statistics of the channels, whose value can
be computed at the transmitter and can then be passed on to
each user.
C. Maximum–Likelihood Detector









Alternatively, the received signal at each user ξ, for ξ =





ξ xξ + nξ (9)
The received signal in (9) is the same as that of
the interference–free single–user SM case. Hence, an
interference–unaware single–user detector [34] can be em-
ployed at the users to demodulate the data. Then, the optimal
detector at each user, ξ, for ξ = 1, 2, ..., Nu, based on the ML























where t̂(ξ) and x̂(ξ) are the estimated active antenna–index and
the symbol from the M -ary constellation A, respectively. As
for MU-SSK, only t̂(ξ) needs to be estimated. t̃ and x̃ξ are
the trial instances of t and xξ used in the hypothesis testing
problem.
IV. MULTI-USER DETECTION FOR MU-SM
In the previous section, we developed a precoding scheme
for MU-SM, which can eliminate the MUI and can help the
users to achieve the same performance as interference–free
SM transmission by using an interference–unaware single–
user ML–optimum detector. The main advantage of the pre-
coded scheme is the low computational complexity at the
users, whereas its main disadvantage is that the transmitter
requires CSI of all active users. In this section, we develop an
interference–aware ML–optimum multi–user detector, which
eliminates the need for any CSI at the transmitter.
In the absence of a precoding scheme at the transmitter, the
























The signal, yξ, received at each user ξ, for ξ = 1, 2, ..., Nu,
can be demodulated by using the ML principle as shown in
(12) at the top of this page, where a notation similar to Section
III is used.
Some comments are worth being made about the proposed
multi–user detection scheme: i) the overhead related to the
acquisition of CSI can be reduced as CSI is now required only
at the users, but not at the transmitter; ii) the computational
complexity at the users, which is required to demodulate the
transmitted data, is higher. More specifically, the complexity
increases exponentially with the increase of the number of
transmit antennas and the modulation order.
V. SIMULATION RESULTS
In this section, we provide some simulation results to
evaluate the performance of MU-SM and MU-SSK in terms
of Average Symbol Error Probability (ASEP). The main pur-
pose of the simulations is to compare the error performance
of the users in the multi–user scenario with that of an
interference–free single–user scenario. Both systems employ
the conventional ML optimum demodulator as given in (10).
The system model introduced in Section II is reproduced in
our simulations. In particular: i) σ
(b,t)
u = σ = 1
/√
2 is
considered for all wireless links; ii) the number of transmit
antennas allocated to each user, Nt, is considered to be the
same for both single– and multi–user scenarios. Hence, for a
single–user setup, Ntot = Nt; iii) for a fair comparison, all
analyzed scenarios have the same average energy, Em, with
which the data of each user is transmitted; and iv) the scaling




































































Fig. 2. ASEP of MU-SM with single–user detection [i.e., (9)]. Setup: (left)
Nu = 2 and (right) Nu = 4. Markers show Monte Carlo simulations for the
user 1 in an MU-SM system, and solid lines show the Monte Carlo simulations
for the conventional single–user SM [34].
































































Fig. 3. ASEP of MU-SSK with single–user detection [i.e., (9)]. Setup: (left)
Nu = 2 and (right) Nu = 4. Markers show Monte Carlo simulations for
the user 1 in an MU-SSK system, and solid lines show the Monte Carlo
simulations for the conventional single–user SSK [10].
factor, β̄, given by (7), is computed by generating random
realizations of the i.i.d fading and signal constellation. Our
extensive computer simulations show that the value of β̄ is
approximately equal to 1 for all the cases.
In Fig. 2, we study the robustness of the proposed precoding
scheme of Section III for various MIMO setups (Nt and M )
as a function of the number of active users Nu. We note that
the users in a MU-SM system have the same performance as
that of the single–user setup, thus confirming the ability of the
precoder to totally suppress the MUI. Moreover, the ASEP of
MU-SM is independent of Nu and no error-floor is present. In
Fig. 3, the performance of a MU-SSK system is compared with
its single–user counterpart. Our simulations show that MU-
























































Fig. 4. ASEP of MU-SM (left) and MU-SSK (right) with multi–user detection
[i.e., (12)]. Setup: (left) Nt = 2 and M = 2 and (right) Nt = 4. Blue and
green lines show Monte Carlo simulations for the user 1 in a multi–user
setup with Nu = 2 and Nu = 4, respectively. Red lines show Monte Carlo
simulations for the conventional single–user SM/SSK [34], [10].
SSK follows similar trends as MU-SM and thus they further
confirm the potential benefits of using the proposed precoder
to mitigate the interference among the streams in a multi–user
scenario.
In Fig. 4, the robustness of interference-aware multi–user
detection to Nu is studied and its performance is compared to
the interference–free single–user detection. The setup consid-
ered is Nt = M = 2 for MU-SM and Nt = 4 for MU-SSK.
It can be observed from Fig. 4 that the performance of multi–
user detection without precoding is worse than that of the
single–user SM/SSK transmission. Moreover, the performance
of multi–user detection deteriorates further by increasing Nu.
However, no error floor is present with multi–user detection
and the ASEP goes to zero if the noise is very small.
By comparing Fig. 2, Fig. 3 and Fig. 4, we observe that
multi–user detection is not the best choice in MU–SM/SSK.
As expected, the precoded scheme with single–user detection
provides better performance than multi-user detection. More
specifically, by neglecting the computational complexity at
the transmitter and the receiver, as well as the overhead for
channel acquisition, the proposed precoding scheme allows
us to reduce the average energy per transmitted bit for both
MU-SM and MU-SSK. For example, if ASEP = 10−3 the
energy reduction is approximately 60% if Nu = 2 and 95% if
Nu = 4, when compared to the multi–user detection scheme.
For the ease of readability, the performance of only one user
(user 1) is shown in all the figures. We emphasize that the
performance is same for all the users.
In summary, the main aim of the present paper was to
introduce SM in a multi–user environment and to propose a
precoding and a multi–user detection scheme to deal with the
interference. Fig. 2–Fig. 4 confirm that the proposed precoding
scheme fulfills the desired goal.
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Abstract—In this paper, we study the Average Bit Error
Probability (ABEP) of Receive-Spatial Modulation (R-SM) in
Rayleigh channels. R-SM is a multi-antenna wireless scheme
that extends the concept of Spatial Modulation (SM) at the
receiver side by using linear precoding. An accurate statistical
framework is used for the characterization of the received
signal. Using this framework, we provide novel and analytical
bounds that characterize the ABEP of R-SM. Monte Carlo
simulation results are used for the verification of the derived
bounds. We compare R-SM against the corresponding standard
Multiple-Input Multiple-Output (MIMO) scheme and show its
performance. We conclude that R-SM is able to offer the same
or better BER performance as traditional MIMO only when the
spectral efficiency is low and the number of transmit and receive
antennas is low.
I. INTRODUCTION
The information-theoretical analysis of Multiple-Input
Multiple-Output (MIMO) wireless systems demonstrates their
high data rate potential [1]. However, extensive research of
MIMO wireless communication systems has produced several
architectures which have different characteristics. In general,
MIMO systems are categorized in four groups. The first group
includes systems which achieve high data rate by using parallel
data streams. This is referred as spatial multiplexing. The next
group subsumes schemes that are oriented to achieve diversity
benefits and lower Bit Error Rate (BER) performance. Array
processing gains and higher receive Signal-to-Noise Ratio
(SNR) are the objectives of the third category of MIMO. An
example of this category is a linearly precoded system using
Channel State Information at the Transmitter (CSIT). The last
group includes systems which combine characteristics from
the previous groups.
Usually in MIMO, multiple Radio Frequency (RF) chains
are required in order to support multiple antennas. Unfortu-
nately, RF chains are expensive circuits that do not follow
Moore’s law in progressive improvement [2]. For this rea-
son, the real system implementation becomes expensive and
impractical. Moreover, multiple RF chains may reduce the
Energy Efficiency (EE) of a wireless system [3]. Hence, it is
important that the proposed MIMO architectures overcome the
need for multiple RF chains.
A MIMO scheme that requires a single RF chain is Spatial
Modulation (SM) [4, 5]. The main advantages of SM are: i) it
avoids Inter-Antenna Synchronization (IAS) at the transmitter
and Inter-Channel Interference (ICI) at the receiver; ii) it
achieves a multiplexing gain even though it employs a single
stream Maximum Likelihood (ML) detector [6]; and iii) it is
able to achieve significant EE gains [3].
Based on the concept of SM and the benefits of linear
precoding at the transmitter, [7] proposes a new closed-loop
system, which in this paper is termed Receive-Spatial Mod-
ulation (R-SM). Using linear precoding and the appropriate
transmit signal, the transmitter is able to beamform to a single
receive antenna of the multi-antenna receiver. Following the
SM principle, a number of bits are conveyed by the index
of the receiving antenna, in addition to a number of bits
encoded in a symbol drawn from a conventional constellation
diagram. The BER performance of R-SM under realistic CSIT
is explored in [8]. Another form of space modulation using
MIMO precoding is presented in [9].
The theoretical performance analysis of R-SM is provided
in [10]. In this paper, we employ the framework proposed in
[10] in order to provide new analytical bounds on the Average
Bit Error Probability (ABEP) of R-SM when: i) the precoding
method is Zero-Forcing (ZF); ii) CSIT is perfect; and iii) the
fading channel is Rayleigh. Usually, the performance analysis
of ZF systems is based on a simplified statistical model which
assumes uncorrelated Random Variables (RVs) in order to gain
tractability [11–13]. The statistical framework of [10] avoids
the previous simplification. The main contribution of this paper
is the derivation of tighter bounds than [10]. The new bounds
are verified by means of Monte Carlo simulations. Finally, for
the purpose of comparison, we compare the BER performance
of R-SM against the BER performance of the corresponding
traditional MIMO scheme which: i) deploys linear precoding
and ii) forms a number of parallel data steams which is equal to
the number of receive antennas. We show that R-SM achieves
the same BER performance as traditional MIMO only when
the spectral efficiency is low and the number of transmit and
receive antennas is small.
The remainder of this paper is organized as follows: Section
II provides the system model of R-SM. The derivation of the
analytical bounds of the ABEP of R-SM is given in Section
III. Furthermore, Section IV presents the performance of R-
SM and the tightness of the new bounds. Finally, conclusions
are given in Section V.
Notation: In the following, lowercase bold letters denote
vectors and uppercase bold letters denote matrices. Notations
(·)T , (·)H , tr(·) and A1/2 denote transpose, Hermitian trans-
pose, matrix trace and the square root of A, respectively. The
symbol ⊗ stands for the Kronecker product. The Euclidean
norm is denoted as ‖· ‖2. We represent a diagonal matrix,
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Fig. 1. The system model of Receive-Spatial Modulation.
diag (a1, . . . , an). The mean value of a RV is denoted as
E[·]. A complex Gaussian distribution with mean m and
variance σ2C is represented as CN (m,σ2C), where its real and
imaginary parts are independent and identically distributed
(i.i.d.) Gaussian RV with distribution N (m, σ
2
C
2 ). The real part
of a complex scalar or matrix is denoted by Re{·}.
II. SYSTEM MODEL
We consider a point-to-point MIMO communication system
with Nt antennas at the transmitter and Nr antennas at
the receiver. In addition, we assume Perfect-Channel State
Information at the Transmitter (P-CSIT) obtained by using
either the channel reciprocity or a fast and error free feedback
channel. In a practical scenario, CSIT is subjected to imper-
fections. However, in this paper we assume P-CSIT in order
to enable mathematical tractability to the presented ABEP
bounds. Due to the existence of P-CSIT, the transmitter is able
to employ a linear precoder. In this case, the general MIMO
baseband system equation is expressed as
y = HPDx+w, (1)
where y is a Nr × 1 vector which denotes the received
signal. The channel matrix is represented as H ∈ CNr×Nt .
We focus on a scenario where the channel follows a Rayleigh
distribution H ∼ CN (0,ΣCM). Here, ΣCM represents the
covariance matrix of H. Furthermore, P is a Nt × Nr
matrix which denotes the linear precoder. In order to constrain
the transmission power to acceptable levels, we employ the
diagonal normalization matrix D = diag (d1, . . . , dNr ). Each





where pi represents the i-th column of P. In this way, each
column of the normalized precoding matrix Pnorm = PD has
unity power. Moreover, the transmitted signal vector is denoted
as x and is assumed to be normalized as Ex [x] = 1. Finally,
the white Gaussian noise is represented as w ∼ CN (0, σ2wI),
where σ2w is the variance of each element of w.
The precoding method of interest in this paper is ZF. Hence,






In addition, when the precoding method is ZF, the elements








, i = 1, . . . , Nr, (3)
where, [A]i,i is the (i, j) element of matrix A. Thus, if we
plug (2) and (3) in (1), the received signal is formed as:
y = Dx+w. (4)
In a R-SM communication system, such as the example
given in Fig. 1, during a symbol period the transmitted
bitstream is encoded: i) in the index of a single receiving
antenna (out of Nr); and ii) in the transmission of a constel-
lation point drawn from a conventional constellation diagram
such as M -ary Quadrature Amplitude Modulation (QAM) or
Binary Phase Shift Keying (BPSK). For this reason, the R-SM
transmission mode dictates that the transmitted vector x is
written as x = eisk. Here, ei, i = 1, . . . , Nr, is a vector
which is equal to the i-th column of INr ,Nr . Hence, all the
elements of ei are zero except the one in the i-th position
which is equal to one. Furthermore, sk ∈ M = {s1, . . . ,M}
is a constellation point which belongs to a M -ary constellation
diagram.
Therefore, if we set the number of receive antennas to be a
power of two, the spectral efficiency of R-SM is equal to kt =
log2 (M)+log2 (Nr) bits per channel use (bpcu). Where, k1 =
log2 (M) bits are encoded by means of transmission of the
constellation point sk and k2 = log2 (Nr) bits are conveyed
by the selection of one (out of Nr) receiving antenna.
At the receiver side, the transmitted bitstream is recon-
structed by detecting the transmitted constellation point and





In (5), x̃ represents the detected symbol vector. Provided that
x̃ = eĩs̃k, the detection of the receiving antenna ĩ and the
transmitted constellation point s̃k is conducted jointly.
III. THEORETICAL EVALUATION OF THE AVERAGE BIT
ERROR PROBABILITY
In this Section, we provide an upper bound of the ABEP
of R-SM using the well known union bound technique [14].









d(x→ x̂)Pe(x→ x̂, γ), (6)




(recall that Ex [x] = 1). Furthermore, Pe(x → x̂, γ) de-
notes the Pairwise Error Probability (PEP) of transmitting the
symbol vector x and detecting the symbol vector x̂. Finally,
d(x→ x̂) is the number of different bits between the bit-word




The computation of (6) requires the evaluation of the
probability Pe(x → x̂, γ). In order to derive the previous
PEP, we have to obtain the instantaneous PEP (which is
conditioned on the instantaneous channel) and then average
over all channel realizations.
A. Instantaneous Pairwise Error Probability
Provided that the detection process is performed using (5), a
symbol error occurs when E =
{
‖y −Dx‖22 > ‖y −Dx̂‖22
}
.





, where c = x − x̂.
Given the statistical distribution of w, we can show that
−Re{cHDw} ∼ N (0, σ2w c
HD2c
2 ). Hence, by taking into
account that γ = 1σ2
w
, the instantaneous PEP is expressed as:













where z = cHD2c and Q (·) is the Q-function. In order to
simplify (7), we have to characterize the RV z. Thus, we have
to consider the different types of symbol errors in R-SM.
Like SM, R-SM faces three types of symbol error sources:
i) signal, ii) space, and iii) joint errors. A signal error
E1 = {x→ x̂| {sk → ŝk, ei → ei}} occurs when the in-
dex of the receiving antenna is correctly detected and the
conventional constellation point sk is incorrectly detected.
In contrast, the incorrect detection of the index of the re-
ceiving antenna with the concurrent correct detection of
the conventional constellation point sk results in a space
error E2 = {x→ x̂| {sk → sk, ei → eî}}. Finally, a joint
error happens when both the index of the receiving antenna
and the constellation point are incorrectly detected E3 =
{x→ x̂| {sk → ŝk, ei → eî}}.
Based on the different types of symbol errors and using the





|sk − ŝk|2d2i , for E1, (8a)
|sk|2(d2i + d2î ), for E2, (8b)
|sk|2d2i + |ŝk|2d2î , for E3. (8c)
B. Average Pairwise Error Probability
The inspection of (7) and (8a)-(8c) shows that the derivation
of the average PEP requires the marginal probability density
function (pdf) of each d2i , i = 1, . . . , Nr, for E1. In addition,
the same equations reveal that the derivations of the PEP of
E2 and E3 can be performed using the joint pdf of each pair




The pdf of d2i is explicitly derived in [15] as a gamma
distribution with d2i ∼ Gamma (L, 1) and L = Nt −Nr + 1.
Here, Gamma (k, θ) stands for the gamma distribution with






where H0(x) is the Heaviside step function, for which we
have: H0(x) = 0 for x < 0 and H0(x) = 1 for x ≥ 0.
Furthermore, Γ(·) denotes the gamma function defined in [16,
p. 892].
In literature, usually the RVs d2i are assumed to be statis-
tically independent in order to simplify the whole analysis
[11–13]. Because this assumption is in contradiction with
the structure of d2i = 1/[(HH
H)−1]i,i, in this paper we
follow a different approach. We take into account that d2i ,
i = 1, . . . , Nr, are correlated gamma RVs (with marginal pdf























H0(x); and pk(y) =[
yL+k−1e−y/(1−ρc)
]
H0(y). Moreover, ρc stands for the
Pearson product-moment correlation coefficient with ρc =
E
[
(d2i − L)(d2î − L)
]
/L. Given the statistical characteriza-
tion of d2i and d
2
î
, the estimation of ρc can be carried out, for
certain values of Nt and Nr, by using multiple samples of the
two RVs.
In order to derive the average PEP of R-SM, when a signal
error E1 takes place, we simplify (7) using (8a) and average
over all possible realizations of d2i as:









where δ = sk − ŝk. In this paper, an upper bound for (11) is
found by considering the fact that the Q (·) function is tightly































The right side of (12) shows that we need to evaluate








. Here, α1 and β1 are positive real constants
which depend on each term of the right side of (12). Thus, if










where in the last step of (13), we consider the integration
formula from [16, p. 892, 3.351, 3]. Finally, the incorporation


























can be bounded by following a similar procedure as before.
After the simplification of (7) using (8b), we can apply the
previous bound of Q (·) and obtain:




























By inspecting (15), it can be found that the expectations






, where again α2 and β2 are positive
real scalars. Given that the joint pdf of the RVs d2i and d
2
i is
given in (10), after some straightforward manipulations which















If we take into account the structure of fk(x) and pk(y), both
integrations in (16) can be reduced to:
∫ +∞
0
















In the derivation of (17) and (18), we use again the formula
from [16, p. 892, 3.351, 3] in order to attain a closed form
integration. Plugging (17) and (18) into (16), and after some













where τ (β2) = β2 +
1
1−ρc






is the generalized hypergeometric function, as defined in [16,
p. 1010]. Furthermore, [L]k = L(L + 1) . . . (L + k − 1) is



















































The final step of our proof is to derive the bound of the
average PEP of R-SM, when a joint symbol error E3 happens.
Similar to the other types of symbol errors in R-SM, by
combining (7) and (8c), we have:


























From (21), we can see that we have to deal with three terms








Here, the real and positive values of α3 and β3 are defined
from the right side of (20).
The derivation of g3(α3, β3) can be obtained by following



















(1− ρc)2 τ1 (β3) τ2 (β3)
)
, (22)




. If we insert (22) into (21), we can show that the average
PEP of a joint error is bounded by (23) (top of the next page).
IV. RESULTS AND DISCUSSION
In this Section, we provide simulation results that confirm
the tightness of the bound of ABEP of Section III. Fur-
thermore, in order to have a complete insight of R-SM, we
compare its BER performance against the BER performance
of the corresponding traditional spatial multiplexing MIMO
scheme which uses ZF precoding and forms Nr parallel
symbol streams.
We consider a 2 × 2 (Nt = 2 and Nr = 2) system
configuration which achieves a spectral efficiency of 2 bpcu
and a 4 × 2 (Nt = 4 and Nr = 2) with 4 bpcu spectral
efficiency. Furthermore, all conventional symbols, both for
R-SM and traditional MIMO are drawn from a M -ary QAM
or BPSK constellation diagrams. The value of M is selected
in such way that guarantees the desired spectral efficiency.
Finally, we assume Rayleigh fading channels.
As it can be seen from Fig. 2, the proposed upper bounds
of Section III are tight and capture the nature of the behavior
of the performance of R-SM in high SNR. In low SNR, there
is a deviation which is a well known effect of the union bound
technique [14]. Additionally, for the purpose of comparison,
in the same figure, we demonstrate the performance of the
corresponding traditional MIMO scheme for the same system
setups. The inspection of Fig. 2 reveals that both schemes have





























































































Fig. 2. Performance analysis of R-SM and its evaluation against the
corresponding traditional spatial multiplexing MIMO scheme.
TABLE I
RAER GAINS OF R-SM VERSUS TRADITIONAL MIMO.
Configuration k (bpsp) Target BER RAER [%]
2× 2 2 10−2 4.5%
4× 2 4 10−2 −30%
Whereas, for a system setup 4×2 and 4 bpcu traditional MIMO
outperforms R-SM, due to its higher multiplexing gain.
Table I demonstrates the comparison of R-SM against
traditional MIMO in terms of the Relative Average Energy
Reduction (RAER) metric. RAER is defined as RAER[%] =[
1− 10−∆SNR/10
]
× 100%. Here, ∆SNR denotes the SNR (in
dB) difference between R-SM and traditional MIMO for a
given target BER. As we see from Table I, for a 2 × 2
system configuration, R-SM is more energy efficient, while
for a 4 × 2 system configuration, traditional MIMO is more
energy efficient.
V. CONCLUSIONS
In this paper, we investigated the error performance of
R-SM. Using an accurate statistical framework for the received
signal, we derived a new upper bound for the ABEP of R-SM.
We concluded that the new bound is tight. We compared
R-SM against a standard spatial multiplexing MIMO system
and analyzed its performance. We concluded that R-SM has
the same performance as the standard MIMO only when the
spectral efficiency is low and and the number of the deployed
antennas is low. Thus, R-SM is not suitable for a large scale
system setup. Finally, we note that the derivation of the
diversity order of R-SM is a subject of our future research.
ACKNOWLEDGEMENT
This paper has received funding from the European Union’s
Seventh Program for research, technological development and
demonstration under grant agreement No PITN-GA-2010-
264759. Prof. Harald Haas acknowledges support by EPSRC
under grant EP/K008757/1.
REFERENCES
[1] E. Telatar, “Capacity of Multi-Antenna Gaussian Channels,” European
Trans. on Telecommun., vol. 10, no. 6, pp. 585–595, Nov. / Dec. 1999.
[2] A. Molisch and M. Win, “MIMO Systems With Antenna Selection,”
IEEE Microw. Mag., vol. 5, no. 1, pp. 46–56, Mar. 2004.
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Abstract—This paper investigates the performance of optical
spatial modulation (OSM) with orthogonal frequency division
multiplexing (OFDM) in a multiple-input and multiple-output
(MIMO) based visible light communication (VLC) system. Gal-
lium nitride micro light emitting diodes (µLEDs) are used as
transmitters. The performance of the OSM-OFDM system is
analyzed as a function of the spatial separation, ds and the
half-power semi-angle, φ1/2 of the transmitter µLEDs. OSM-
OFDM is compared with a standard optical spatial multiplexing
(OSMX) OFDM system. The achievable data rate and the
computational complexity are considered as performance metrics.
The simulation results show that OSMX-OFDM can achieve
higher data rates than OSM-OFDM. At the same time, however,
OSM-OFDM attains a significantly lower BER and computational
complexity than OSMX-OFDM.
I. INTRODUCTION
MIMO is a well known data transmission technology which
exploits the spatial dimension and has been intensively studied
in radio frequency (RF) based wireless communications [1].
There is also some work on MIMO in optical wireless where
it is also demonstrated that the achievable data rates can be
increased [2, 3]. Spatial modulation (SM) has been introduced
as a combined MIMO and digital modulation technique [4].
SM requires a low complexity detector at the receiver because
inter-channel interference (ICI) is entirely avoided and no
inter-antenna synchronization is required unlike in other spatial
multiplexing techniques such as vertical Bell Labs layered
space time (V-BLAST) MIMO [5]. SM is able to increase the
spectral efficiency compared with single-input single-output
(SISO) systems due to its inherent capability to transmit
information in a unique way in the spatial and signaling
domains [6].
In OSM, each individual light emitting diode (LED) repre-
sent a spatial constellation point that is used to carry additional
information bits. The active LED is determined by the random
bits at the transmitter, and it can be estimated at the receiver by
using maximum-likelihood (ML) detection. This, however, re-
quires that the channels between the transmitting and receiving
LEDs are distinguishable. This becomes increasingly difficult
if the separation between the LEDs is reduced – especially
in an intensity modulation (IM)/direct detection (DD) system
where the channel is characterised by a real-valued factor. This
paper, therefore, investigates for the first time the application
of SM to µLED arrays. For Nt LEDs and M -ary modulation,
OSM achieves a spectral efficiency of log2(MNt) bits/s/Hz
[7]. In contrast, OSMX uses each of the LEDs as an individual
transmitter to convey an independent data stream. This results
in parallel transmissions and consequently insignificant inter
channel interference (ICI). For Nt LEDs and M -ary modu-
lation, OSMX achieves a spectral efficiency of Ntlog2(M )
bits/s/Hz [8].
The performance of a VLC system depends on the light
propagation characteristics of the free-space optical channel.
Typically, VLC systems can be classified as diffuse or line-of-
sight (LOS). In a diffuse VLC system, several paths from the
optical source to the receiver exist. This makes the system
robust to blockage and shadowing effects. However, path
losses are typically high in this configuration and multipath
propagation effects create inter symbol interference (ISI). This
limits the achievable data rates [9]. In a LOS based VLC
system, high data rates can be achieved, but the system is
vulnerable to blockage and shadowing effects because of its
directionality. Recently, a 3 Gb/s LOS VLC system based
on a single 50 µm gallium nitride µLED using OFDM was
successfully demonstrated [10]. The results show that for
high data rates even in a LOS scenario the communication
channel can be frequency selective due to the limited frequency
response of LEDs.
OFDM enables low-complexity equalization and adaptive
bit loading in a frequency selective channel [11]. In a first
practical demonstration of OFDM applied to VLC it was
demonstrated that the high peak-to-average power ratio (PAPR)
in OFDM can be turned into an advantage in an IM/DD
system [12]. However, clipping noise cannot be avoided com-
pletely [13]. This issue can be mitigated by the combined use
of SM and OFDM as SM generates sparse OFDM frames, i.e.,
many subcarriers are turned off.
In this work, the bit-error ratio (BER) performance and
the achievable data rates of OSM-OFDM and OSMX-OFDM
are studied in an optical MIMO scenario by varying the
following parameters: i) the spatial separation, ds, between
the µLEDs; and ii) the half power semi-angle, φ1/2 of
the µLEDs transmitters. Lastly, the computational complexity
measured in bits per operation assuming, in both cases, a ML
decoder. The simulation results based on the measured non-
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flat fading channel show that data rates of several the Gb/s are
possible. However, the achievable data rate is very sensitive
to ds and φ1/2 of the µLEDs. The results also show that
the computational complexity required in OSMX-OFDM is
significantly higher than in OSM-OFDM.
The rest of this paper is organized as follows: the OSM-
OFDM model is introduced in Section II; the receiver com-
plexity metric is defined in Section III; the LOS propagation
model is outlined in Section IV; Section V presents the results
and a discussion; and finally, conclusions are drawn in Section
VI.
II. OSM-OFDM SYSTEM MODEL
We consider a system model with Nt µLEDs at the
transmitter and Nr photo-detectors at the receiver. The concept
behind OSM in single-carrier transmission is to activate a
single µLED during a symbol period and encode information
both in the transmitted light intensity and in the index of the
transmitting µLED. Here, we extend this concept to multi-
carrier transmission In order to improve the utilization of the
limited bandwidth of the devices and to obtain high data rates.
There are several variants of optical OFDM, such as direct-
current-biased optical orthogonal frequency division multi-
plexing (DCO-OFDM), asymmetrically clipped optical OFDM
(ACO-OFDM), unipolar orthogonal OFDM (U-OFDM), and
Flip-OFDM (Flip-OFDM) [14]. However, in this paper we
focus on DCO-OFDM as it is demonstrated that DCO-OFDM
achieves highest data rates [10].
Fig. 1 shows the block diagram of an optical wireless
system which combines DCO-OFDM and SM. The system
generates Nt OFDM frames of size N=Nfft/2−1. Here, Nfft
is the number of points of the inverse fast Fourier transform
(IFFT) used in the DCO-OFDM modulator. The unique feature
of the system is that in each subcarrier only one LED is active.
However, each sub-carrier transfers an additional SM symbol
of size log2(Nt).
In OSM-OFDM, the transmitted bit-stream is divided into
two portions. The first portion of bits, which is of length
kispace = log2(Nt), is encoded via the selection of the position
of the non-zero element in the subcarrier vector of size Nt, si,
i.e., via the index of the activated µLED. The second portion
of bits is encoded through the non-zero element of si. The
non-zero element of si is drawn as a constellation point of
a Mi-ary quadrature amplitude modulation (QAM) symbol.
Thus, size of the second portion of bits is kisignal = log2(Mi).
Note that here the order of Mi-ary QAM can be different
for the different values of i due to the non-flat VLC channel.
Therefore, for a performance-optimized OFDM-based VLC
system, the value of Mi is determined by an adaptive bit





signal bits are encoded by a single SM symbol
vector si. In this way, N SM symbol vectors si, i = 1, · · · , N ,
are obtained following the principle of SM. Each SM symbol
vector si is transmitted via the i-th sub-carrier. In the next
step, a matrix S = [s1, . . . , sN ] of size Nt×N is constructed,
by accumulating the N SM symbol vectors, in order to be
transmitted by the Nt DCO-OFDM modulators. In this way,
the i-th row of S is modulated via a DCO-OFDM modulator
and transmitted from the i-th µLED.
Fig. 1. Block diagram of optical SM with OFDM.
The operating principle of the DCO-OFDM modulator is
as follows. In order to obtain the i-th time domain signal, the
i-th row of S is transformed by an IFFT with Nfft points,
where Hermitian symmetry is imposed in the IFFT operation
[10]. After introducing a DC bias, the transformed signal is
transmitted from the Nt LEDs.
At the receiver side, the transmitted optical signal is
detected by the Nr photo-detectors as shown in Fig. 1. The
objective of each DCO-OFDM demodulator is to transfer the
signal from the time to the frequency domain with the follow-
ing steps: i) the received signal is transformed by a fast Fourier
transform (FFT) of Nfft points; and ii) the obsolete sub-carrier
values in the resulting Hermitian-symmetric frequency-domain
signal are discarded.
In this way, it is possible to accumulate the outputs of all
DCO-OFDM demodulators to a matrix Y = [y1, . . . ,yN ] of
size Nr ×N . In this study, we assume that non-linear effects
in the system are insignificant. Hence, the system equation for
the received SM symbol corresponding to the i-th sub-carrier
can be written as follows:
yi = Hisi +wi. (1)
Here, yi is the i-th column of Y. Furthermore, Hi denotes the
optical MIMO channel gain between the Nt µLEDs and the
Nr photo-detectors for the i-th sub-carrier. The effect of shot
noise and thermal noise in the system is represented by wi. In
general, wi can be modelled as additive white Gaussian noise
(AWGN), uncorrelated with the signal.
Provided that the system equation is given by (1), the
transmitted SM symbol vectors si, i = 1, · · · , N , can be







where, ŝi is the detected SM symbol vector of the i-th sub-
carrier. The receiver is able to reconstruct the transmitted bit-
stream for the i-th sub-carrier by applying a SM de-mapper.
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Fig. 2. Geometric scenario used to simulate the channel coefficients, H, in
a 4× 4 MIMO configuration.
III. COMPUTATIONAL COMPLEXITY OF SM ML
DETECTION
In this section, we evaluate the computational complexity
of ML detection for SM. The evaluation is conducted by
counting the real additions and real multiplications of the
computation of the ML detection process of the i-th sub-
carrier. Provided that the ML detector for SM is given in
(2), if we take into account the sparsity of si (only one non-
zero element) in order to reduce the number of operations, the
computational complexity for the evaluation of (2) for each
sub-carrier is given by:
CiSM = 2
kiSM (16Nr − 2) . (3)
Note that the computational complexity of (2) is very low
compared with the corresponding complexity of an OSMX-
OFDM system with the same system setup and the same spec-
tral efficiency. In fact, it can be shown that the computational
complexity of the ML detector of an OSMX-OFDM system
for the i-th sub-carrier can be given as:
CiSMX = 2
kiSMX (8NtNr − 9Nr − 2) , (4)
where, kiSMX is the number of bits conveyed per sub-carrier
during a signaling period. Thus, if we set kiSM = k
i
SMX, we















































Fig. 3. a) The received SNR for each sub-carrier in the non-flat VLC channel,
and b) Allocated bits based on the received SNR using adaptive modulation
for φ1/2 = 1
◦ and ds = 10 mm .
IV. COMMUNICATION CHANNEL
The block diagram is presented in Fig. 2. A LOS optical
wireless link is considered in the simulations of the MIMO
channel, H. Therefore, for the given geometric scenario, the
channel gain of an optical propagation link between the j-th






m(α)g (β) cos (β) 0≤β≤ψc
0 β > ψc
, (5)
where α is the angle of incidence with respect to the
axis normal to the transmitter surface; β is the angle of inci-





is the order of the Lambertian beam
with semi-angle at half power φ1/2; A is the collection area of
the receiver; d is the distance between the optical transmitter
and the receiver; and g (β) is the concentrator gain with a
half-angle field of view (FOV) of ψc. The main parameters
used in simulating the channel gain, H, are given in Table
I. Note that a 2 × 2 array of both blue and green µLEDs is
used in this study as the different responsivity of the receiver
to the different wavelengths can improve the distinguisha-
bility between the individual communication channels [16].
The peak wavelengths for the blue and then green µLEDs
are approximately 450 nm and 510 nm, respectively. In this
investigation the communication channel is not flat due to the
limited frequency response of the LEDs, H(f), which has been
measured using the setup described in [10]. Furthermore, it is
assumed that the frequency responses and the optical power
outputs of the green µLED and the blue µLED are same.
Therefore, the received signal to noise ratio (SNR) for the
communication channel between the j-th transmitter and the







where R is the detector responsivity, Pt
2(f) is the optical
signal variance in a given frequency component, and w is
the noise power which is calculated from the noise equivalent
power (NEP) of the New Focus 1601-AC receiver used in [10].
V. RESULTS AND DISCUSSIONS
In this section, the performance of an OSM-OFDM and
OSMX-OFDM based VLC system is investigated in a MIMO
scenario. The system block diagram for MIMO consists of 4
µLEDs and 4 photo-detectors as shown in Fig. 2. Fig. 3(a)
presents an example of the received SNR, which is estimated
using (6) and the experimental setup presented in [10] to
TABLE I. MAIN PARAMETER USED FOR SIMULATING THE CHANNEL
GAINS
Parameters Values
Half power semi-angle of µLED 1◦-9◦
Semi-angle, FOV of receiver 2◦
Link distance 50 cm
Distance between receivers 2 cm
Area of photo-detector 0.125 mm2
Photo-detector responsivity 0.2 A/W @ 450 nm
0.3 A/W @ 550 nm
Noise equivalent power (NEP) 31 pW/
√
Hz
Transmit optical power 5 mW
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measure the µLED frequency response, H(f). In Fig. 3(a),
the received SNR values start at 47.2 dB at the low-frequency
subcarriers and decrease to 8.7 dB at the high-frequency sub-
carriers. Thus, using a fixed QAM modulation order on all
subcarriers is suboptimal. Therefore, an adaptive bit loading
algorithm is employed which results in optimal QAM or-
der allocation at the different sub-carriers according to the
achievable SNR. The DCO-OFDM system uses a FFT size
of Nfft=1024, which means that only 511 sub-carriers can
be modulated with unique information due to the Hermitian
symmetry requirement [10]. The single-sided bandwidth of the
communication system is B = 800MHz, so each sub-carrier
has a bandwidth of ≈ 1.56MHz. An example constellation size
assignment is presented in Fig. 3(b) for a system configuration
with φ1/2 = 1
◦ and ds = 10mm. The maximum constellation
size in OSM-OFDM is set to M = 64, and the maximum
constellation size in OSMX-OFDM is set to M = 4. This
ensures that both systems have equivalent spectral efficiency
when the OFDM subcarriers are fully loaded. Any spectral
efficiency (data rate) differences between OSM-OFDM and
OSMX-OFDM in the current study result from the non-flat
frequency response of the µLEDs.
Fig. 4 compares the BER performance of OSM-OFDM
and OSMX-OFDM as a function of the spatial separation
between the µLEDs, ds. The value of φ1/2 is set to φ1/2
= 1◦. The spacing between the optical photo-detectors is
set to 2 cm. The distance between the transmitter and the
receiver receiver is 0.5 m. It can be seen that when the
spatial separation between two adjacent µLEDs is less than
5 mm, both systems are unable to achieve a practical BER
level of 10−3. However, as the spatial separation is increased,
both schemes can reach a BER of less than 10−3. In fact,
higher spatial separation leads to better BER performance. This
behavior is explained by the fact that as the spatial separation
is increased, the multiple wireless channels formed between
the different µLEDs and photo-detectors are becoming more
distinct. Another conclusion that can be drawn from Fig. 4
is that, for the system setup under investigation, OSM-OFDM
exhibits a better BER performance than OSMX-OFDM.
Fig. 5 shows the achievable data rate as a function of the
spatial separation, ds, between the µLEDs. The achievable data
rate is defined as G =
∑N
1 gi × (1 − BERi), where gi is the
error free data rate, in Gb/s, for the i-th sub-carrier, and BERi

















Fig. 4. BER Performance of OSM and OSMX as a function of the transmitter
separation, ds.





























Fig. 5. Achievable data rate as a function of the transmitter separation, ds.
is the achieved BER at the i-th sub-carrier. The results show
that as ds increases, the achievable data rate for both systems
also increases. In this study, OSMX-OFDM delivers higher
data rate than OSM-OFDM due to its higher multiplexing gain.
Fig. 6 depicts the BER performance of OSM-OFDM and
OSMX-OFDM as a function of φ1/2. In this study, ds=10mm
and ψ1/2=2
◦. The simulation results show that as φ1/2 in-
creases, the BER performance degrades for both schemes.
Clearly, the BER performance of OSM-OFDM is better than
the performance of OSMX-OFDM. The corresponding achiev-
able data rates as a function of φ1/2 are presented in Fig. 7.
As seen from Fig. 7, OSMX-OFDM achieves higher data
rates than OSM-OFDM for all values of φ1/2. However,
for φ1/2>7
◦, OSM-OFDM and OSMX-OFDM demonstrate
almost the same data rates.
The computational complexity of OSM-OFDM and
OSMX-OFDM is an important measure for the practical im-
plementation of both schemes. Fig. 8 shows the computational
complexity of the ML detectors used in OSM-OFDM and
OSMX-OFDM. The results in Fig. 8 have been generated
according to the analysis presented in Section III. The sim-
ulation results show that the number of bits transferred per
real operation at the receiver is significantly higher in OSM-













































Fig. 7. Achievable data rate as a function of the transmitter half-power
semi-angle, φ1/2.





















Fig. 8. Computational complexity in bits per operation as a function of the
transmitter half-power semi-angle, φ1/2.
OFDM than in OSMX-OFDM. Therefore, when ML detection
is employed, OSM-OFDM is significantly more efficient than
OSMX-OFDM in terms of computational complexity.
VI. CONCLUSIONS
In this paper, we have investigated the performance of
OSM-OFDM in a MIMO based VLC system. The performance
of OSM-OFDM has been compared with the performance of
OSMX-OFDM. The simulation results show that for the given
system parameters data rates of up to 6 Gb/s are feasible
using blue and green µLED devices in a spatial multiplexing
MIMO configuration. The SM system achieves up to 5.5 Gb/s.
This slight reduction in data rate comes with a significant
reduction in the computational complexity. Furthermore, the
feasibility and the performance of OSM and OSMX have been
investigated as a function of the spatial separation between
the µLEDs and as a function of the µLED light emission
profile. The results show that in an optical MIMO scenario, the
system BER performance is highly dependent on the spatial
separation between the transmitters, ds, and on the half-power
semi-angle of the µLEDs, φ1/2. A larger spatial separation, ds,
and a smaller half power semi-angle, φ1/2, lead to an improved
performance.
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Abstract—In this paper, the Bit Error Rate (BER) performance
of three major space modulation techniques in a Multiple-Input
Multiple-Output (MIMO) Visible Light Communication (VLC)
system is studied. The considered space modulation techniques
are Optical Spatial Modulation (OSM); Optical Generalized
Spatial Modulation (OGeSM); and Optical Multi-Stream Spatial
Modulation (OMS-SM). The space modulation techniques are
evaluated against two benchmark systems: Optical Spatial Mul-
tipleXing (OSMX) and Optical Repetition Coding (ORC). The
performance assessment, for both the space modulation schemes
and the benchmark systems, is undertaken using simulation and
analytical results. For the considered system setup, it is concluded
that, in relative low Signal-to-Noise Ratio (SNR), OSM offers the
best performance. Whereas, in relative high SNR and for high
spectral efficiency, OMS-SM is the most efficient scheme in terms
of BER.
I. INTRODUCTION
Visible Light Communication (VLC) is a new means of
wireless communication that has the potential to provide ultra
high data rates [1, 2]. Recent results demonstrate that a single
Light Emitting Diode (LED) is able to provide a data rate
of 3 Gb/s [3]. In addition, the incorporation of Multiple-
Input Multiple-Output (MIMO) techniques in a VLC system
is shown to provide further improvements in the data rate [4].
The deployment of MIMO techniques in VLC is mainly
inspired by the high data rate potential of MIMO systems
in Radio Frequency (RF) communication [5]. However, the
techniques of RF MIMO communication are not directly
transferable to VLC. In fact, the nature of the optical channel
presents different challenges [6]. Hence, the research of the
performance of MIMO communication in VLC is important.
In this research area, several authors have studied the
deployment of MIMO techniques in VLC. In [4], the con-
cept of Spatial MultipleXing (SMX) in VLC is presented.
Furthermore, in [7], the Bit Error Rate (BER) performance
of several MIMO schemes in VLC is studied. Specifically, in
[7], the performance of Optical Spatial Modulation (OSM) is
compared against the corresponding performance of Optical
Spatial Multiplexing (OSMX) and Optical Repetition Coding
(ORC). In addition, the performance of OSM is also re-
searched in [8, 9]. The incorporation of MIMO techniques that
utilize Channel State Information at the Transmitter (CSIT) in
VLC is presented in [10–12].
Spatial Modulation (SM) is a successful MIMO scheme in
RF communication which also has been extensively studied in
VLC [7, 10–13]. Due to its operating principle, SM promotes
a lower complexity transceiver implementation compared to
traditional MIMO schemes, such as SMX [13, 14]. Especially,
at the transmitter side only one RF chain is required. This is
shown to provide energy efficiency advantages [14]. Inspired
by the concept of SM, several extensions of SM have been
developed. For a complete introduction of the concept of SM
and its variants, the reader is referred to [13].
The objective of this paper is to extend the main space
modulation schemes from RF communication to VLC. Specif-
ically, the performance evaluation of SM [13], Generalized
Spatial Modulation (GeSM) [15], and Multi-Stream-Spatial
Modulation (MS-SM) [16] is studied using the metric of BER.
In this paper, these schemes are termed as OSM, Optical
Generalized Spatial Modulation (OGeSM), and Optical Multi-
Stream-Spatial Modulation (OMS-SM), respectively. Their
performance is compared against the corresponding perfor-
mance of two benchmark systems: ORC and OSMX. In
addition, a general theoretical framework that assesses analyt-
ically the Average Bit Error Probability (ABEP) of both the
studied space modulated techniques and benchmark systems
is proposed. This framework is based on the union bound
technique [17]. Finally, for the considered system setup, it
is concluded that OSM offers the best BER performance in
relative low Signal-to-Noise Ratio (SNR). However, as the
spectral efficiency and SNR are increased, OMS-SM is shown
to be the most efficient scheme in terms of BER.
The remainder of this paper is organized as follows: The
system model of the considered VLC system is given in
Section II. In addition, Sections II-A1 to II-A3 introduce
the major space modulation techniques studied in this paper.
The theoretical framework that assesses the ABEP of the
considered space modulation schemes and benchmark systems
is presented in Section III. The analytical and simulation
results that evaluate the BER performance of the different VLC
transmission schemes are discussed in Section IV. Finally, the
concluding remarks are given in Section V.
Notation: In the following, lowercase bold letters denote
vectors and uppercase bold letters denote matrices. Notation
(·)T denotes the transpose of a matrix. The Euclidean norm is
IEEE ICC 2015 - Workshop on Visible Light Communications and Networking (VLCN)
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denoted as ‖· ‖2. The representation of the natural logarithm
is given as ln(·). A Gaussian distribution with mean m and
variance σ2 is represented as N (m,σ2).
II. SYSTEM MODEL
In this section, a VLC system which incorporates Nt LEDs
and Nr Photo Detectors (PDs) is considered. Due to the nature
of the Optical Wireless Channel (OWC), Intensity Modulation
(IM) and Direct Detection (DD) are deployed. Usually, in VLC
systems, only the Line-of-Sight (LOS) (dominant) component
of the channel gain is considered [6, 7]. Therefore, the optical
MIMO system equation is given as:
y = rHx +w, (1)
where, y is the Nr×1 received signal vector. The responsivity
of the PDs, in A/W, is denoted as r. Furthermore, H is
a Nr × Nt matrix which denotes the optical channel. In
more detail, the (i, j) element of H, i = 1, . . . , Nr and
j = 1, . . . , Nt, which is denoted as hi,j , represents the optical
channel impulse response between the i-th receive PD and the
j-th transmit LED. In addition, x is the Nt × 1 transmitted
signal vector. Each element of x is a positive number and rep-
resents the optical intensity transmitted from the corresponding
LED. In order: i) to provide a fair comparison between the
different transmission techniques; and ii) to ensure the efficient
operation of the LEDs under the applied lighting constraints,
the normalization of Ex [x] = Po is imposed. Here, Po is the
average optical transmission power. The way that the elements
of x are selected depends on the deployed MIMO transmission
technique. More detail is given in Section II-A, where all
of the studied space modulation transmission techniques in
this paper are presented. The composite effect of the ambient
light shot and thermal noise is represented by w. Following
the assumptions of [6], w is modeled as real Additive White
Gaussian Noise (AWGN), where w ∼ N (0, σ2wI). Here, it









denote the variance of the shot and thermal noise, respectively.
As noted, this paper focuses on a LOS VLC scenario,
where only the dominant component of the channel gain is
considered. Therefore, according to [6], the channel impulse






cosk (φi,j) cos (ψi,j) , 0 ≤ ψi,j ≤ Ψ 1
2
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In (2), A is the area of each PD. Furthermore, the Lambertian













denotes the transmitter semi-angle. The distance
between the i-th PD and the j-th LED is represented as di,j .
Furthermore, φi,j is the angle of emission of the j-th LED
to the i-th PD with respect to the orthonormal vector of the
transmitter plane of the j-th LED. In addition, ψi,j represents
the angle of incidence of the light at the i-th PD from the j-th
LED with respect to the orthonormal vector of the receiver
plane of the i-th PD. Provided that the LEDs and PDs are
placed in a three dimensional Cartesian space, their positions
are described by their Cartesian coordinates. The Cartesian
coordinates of the j-th LED, j = 1, . . . , Nt, are given from a
3 × 1 vector which is denoted as pjt , while its orientation is
given from an orthonormal vector o
j
t which is vertical to the
plane of the LED. In the same way, the Cartesian coordinates
of the i-th PD, i = 1, . . . , Nr, are given from a 3×1 vector pir
and its orientation is described from an orthonormal vector oir
which is vertical to the plane of the PD. Therefore, according




















Finally, the Field of View (FOV) semi-angle of every PD is
denoted as Ψ 1
2
.
At the receiver side, DD is utilized as the most practical
down-conversion technique. In this case, the optimum Maxi-
mum Likelihood (ML) detector of the studied optical MIMO
schemes can be expressed as:
(x̃) = argmin
x
‖y − rHx‖22. (6)
In (6), x̃ is the detected symbol vector. Provided that x̃
is detected at the receiver, the transmitted bit-stream can
be reconstructed via the deployment of the appropriate de-
mapping process.
A. Optical Space Modulation Techniques
This subsection introduces the operating principles and
the main characteristics of the optical space modulation
transmission techniques considered in this paper. The optical
transmission techniques that are introduced in this subsection
are: OSM; OGeSM; and OMS-SM. Note that (1) describes
all the previous schemes by using the appropriate design of
the transmitted vector x. The following subsections give the
design of x for each considered space modulation technique.
1) Optical Spatial Modulation: Similar to conventional SM
in RF communication [13], the main objective of OSM is
to promote low complexity system implementation at both
communicating ends.
The detailed description of the operating mechanism of
OSM is given below. During a symbol period, the transmitted
bit-stream is divided into two sequences. The first sequence
is composed from kOSMSpace = log2 (Nt) bits. At this point,
implicitly it is assumed that the number of LEDs is a power
of two. In contrast, the length of the second sequence is
kOSMSignal = log2 (M), where M is the order of the deployed IM
Pulse Amplitude Modulation (PAM) constellation, MOSM =
{s1, . . . , sM}. Here, sk, k = 1 . . . ,M , denote the different
levels of light intensity transmitted by a LED during the
transmission period. Note, that due the operating principle of
OSM, none of sk, k = 1 . . . ,M , can have a zero value because




it corresponds to zero intensity light transmission. Otherwise,
the zero value would imply the inactivity of a LED, which,
as shown below, disregards the OSM transmission principle.
In OSM, the first sequence of bits is encoded in the activation
of one LED (out of Nr). All the other LEDs remain inactive.
Provided that each LED is allocated a unique binary index
of length of kOSMSpace, the active LED is the one that possesses
the binary index which is equal to the first sequence of bits.
The second sequence of bits is encoded in the light intensity
transmission of the previously selected LED. Therefore, the





per channel use (bpcu).
Mathematically, an OSM symbol vector is defined as:
xOSM = eisk, (7)
where, ei is the i-th column of the identity matrix INt,Nt =
[e1, . . . , eNt ]. The zero elements of ei correspond to the
inactive LEDs and the non-zero element corresponds to the
active LED. In addition, sk is the light intensity transmitted
from the active LED. At the receiver side, the transmitted OSM
symbol vector xOSM is detected using (6). In this way, the
transmitted bit-stream is reconstructed from the receiver.
Due to its operating principle, OSM requires one trans-
mission chain at the transmitter. In addition, the receiver is
able to deploy a low complexity (single stream) ML detector.
However, despite the deployment of a single stream detector,
OSM has the potential to achieve a multiplexing gain at the
expense of additional LEDs.
2) Optical Generalized Spatial Modulation: As described
in Section II-A, OSM requires the number of LEDs to be a
power of two. However, this constraint is too restrictive. In
addition, the activation of a single LED limits the number of
encoded bits in only kSMSpace bits. A solution can be given via
the deployment of OGeSM. Note that OGeSM is the incorpo-
ration of GeSM in VLC. The GeSM for RF communication
is proposed and studied in [15].
In OGeSM, during the signaling period, instead of activating
a single LED like OSM, Na LEDs are active. Here, it holds
that 1 < Na < Nt. In this way, binary information can be
encoded in the combination of the active LEDs. Provided that
Nt LEDs are available, from which only Na are active during











denotes the binomial coefficient.
However, from the Nc combinations, only the 2
⌊log2(Nc)⌋ can
be used in order to encode binary information. The selection
of the combinations which represent binary information can
be done intelligently or randomly. The intelligent selection
of the encoded combination can be based on a metric which
minimizes the system BER. However, this method results in
an additional complexity overhead. This paper, for simplicity,
focuses on the random selection of the combinations of active
LEDs.
Given that the combinations of active LEDs which en-
code binary information are selected and each combination





bits are transmitted via the index of the
combination of active LEDs. In OGeSM, all of the active
LEDs transmit the same light intensity which corresponds
to a point drawn from a M -ary IM PAM constellation,
sk ∈ MOGeSM = {s1, . . . , sM}. Similar to OSM, sk,
k = 1, . . . ,M , cannot take a zero value as this corresponds to
zero intensity light transmission. Thus, kOGeSMSignal = log2 (M)
bits are conveyed to the receiver through the transmission of
the standard PAM point sk. In this way, the spectral efficiency





The mathematical formulation of an OGeSM symbol vector
is given as:
xOGeSM = iOGeSMsk, (8)
where, iOGeSM is a Nt × 1 vector which represents the
combination of active LEDs. Note that iOGeSM has exactly
Na non-zero elements which are equal to one. All the other
elements of iOGeSM have a zero value. The position of a non-
zero element of iOGeSM corresponds to the position of an
active LED.
The structure of an OGeSM symbol vector reveals that at
the transmitter only one transmission chain is required. Indeed,
the same transmission chain can drive all of the active LEDs
during the signaling period (because all of the active LEDs
transmit the same light intensity). Therefore, the complexity
of the transmitter is not affected significantly by the use of
OGeSM compared with the use of OSM. However, at the
receiver side, the joint inspection of (6) and (8) shows that
there is an increase in complexity compared with OSM. This
happens because xOGeSM is less sparse than xOSM.
3) Optical Multi-Stream Spatial Modulation: The spectral
efficiency of OGeSM can be further increased, if each active
LED transmits a different level of light intensity. In this way,
a scheme is formed which spatially modulates multiple data
streams from the transmitter to the receiver. This scheme is
called OMS-SM and is an extension of MS-SM [16] in op-
tical communication. The operating mechanism of OMS-SM
determines that during the signaling period a combination of
Na LEDs is activated in order to encode binary information.
Therefore, using the same explanation as Section II-A2, it is









, in the index of the combination
of active LEDs. In OMS-SM, each active LED is able to
transmit a different level of light intensity. Hence, every
active LED is transmitting a different IM PAM symbol,
sk ∈ MOMS−SM = {s1, . . . , sM}. Here, M stands for
the order of the IM PAM constellation MOMS−SM. In this
way, kOMS−SMSignal = Na log2 (M) bits are conveyed via the






The mathematical description of a symbol vector xOMS−SM
of OMS-SM is given in (9) at the top of the next page.
The length of xOMS−SM is Nt elements. The i-th element
of xOMS−SM corresponds to the i-th LED. The operating
principle of OMS-SM dictates that xOMS−SM has exactly Na
non-zero elements. All the other elements equal to zero. The
position of the non-zero elements correspond to the combina-
tion of active LEDs during the signaling period. The values
of the non-zero elements of xOMS−SM represent the light
intensity (PAM symbols) transmitted from the corresponding






0, . . . , 0, s1︸︷︷︸
i1-th position
, 0, . . . , 0, si︸︷︷︸
ik-th position
, 0, . . . , 0, sNa︸︷︷︸
iNa -th position






At the receiver side, during a symbol period, the transmitted
bit-stream is reconstructed via the detection of the combination
of active LEDs and the detection of the Na PAM points. This
is done by deploying the minimization process of (6). Note
that the search of (6) is done over all possible symbol vectors
of OMS-SM.
The complexity of OMS-SM is higher compared to the
complexity of OSM and OGeSM. At the transmitter, Na
communication chains are required in order to produce the
different levels of light intensity. Further, at the receiver side,
the detection complexity is increased due to the Na spatially
modulated data streams. However, due to the sparsity of (9), it
is emphasized that the complexity of an OMS-SM transceiver
is lower than the corresponding complexity of a fully spatially
multiplexed VLC system. In OSMX, exactly Nt parallel data
streams are transmitted during the signaling period.
III. THEORETICAL AVERAGE BIT ERROR PROBABILITY
Section III provides a general theoretical framework which
can be used for the evaluation of the ABEP of: OSM;
OGeSM; and OMS-SM. This framework is based on the union
bound technique [17]. Note that this framework can be easily
extended to include the evaluation of the ABEP of any other
point-to-point optical MIMO technique.
The union bound technique expresses the ABEP of a point-









d(x→ x̂)Pe(x→ x̂, γe). (10)
In (10), Pbit(γe) is the ABEP for a given transmit electrical
SNR. The transmit electrical SNR of a VLC system is defined




w. Without loss of generality and for simplicity,
here, it is assumed that the optical transmitted power Po is
normalized to unity (Po=1). Using this form of normalization,
the comparison between the different transmission techniques
becomes compact as long as the same normalization is as-
sumed. Obviously, a different normalization results in the same
SNR shift for all studied transmission schemes. In addition, B
denotes the transmission alphabet (set of all possible transmit-
ted symbol vectors) of a certain transmission scheme, while
|B| is the size (number of all possible transmitted symbol
vectors) of the certain transmission alphabet. Furthermore,
kt denotes the number of bits transmitted per channel use.
The Pairwise Error Probability (PEP) of transmitting x and
detecting erroneously x̂, for a given value of γe, is denoted as
Pe(x → x̂, γe). Finally, d(x → x̂) is the number of different
bits (Hamming distance) between the bit-word represented by
x and the bit-word represented by x̂.
The inspection of (10) reveals that the assessment of the
ABEP requires the evaluation of the PEP between all possible
pairs of x and x̂. In the following, the derivation of the
previous PEP is presented. Provided that the detection process
is conducted using (6), a symbol error takes place when:
E (x, x̂) =
{
‖y− rHx‖22 > ‖y− rHx̂‖22
}
. (11)
After a straightforward elaboration of (11), E (x, x̂) can be
re-written as:














where, c = x − x̂ and ci, i = 1, . . . , Nt, is the i-th element
of c. Given that wi, i = 1, . . . , Nr, is the i-th element of w(
wi ∼ N (0, σ2w)
)











Therefore, using the statistical description of the previous
Random Variable (RV), it is shown that the PEP of the pair
of x and x̂ is given as:







where, Q (·) is the Q-function. Provided that the Q-function
is tightly upper-bounded as [19]:















the PEP of (14) can be expressed as in (16), at the top of the
next page.
Note that in VLC systems the optical wireless channel is
deterministic and does not include any randomness. In fact,
multi-path fading is not present due to the size of the detector
which is larger than a wavelength [6]. Thus, in contrast to RF
communication, there is no need for averaging (16) over the
optical channel (which has only one realization for a certain
system setup).
In the final remark of Section III, it is emphasized that the
ABEP of OSM, OGeSM, and OMS-SM is directly obtained
from (10) via the use of (16). This is done by setting
the appropriate values for |B| and kt. For each considered
transmission scheme, the values for the previous quantities
are given in detail in Sections II-A1 to II-A3.
IV. RESULTS AND DISCUSSION
This section provides Monte Carlo simulation results that
assess the performance of: OSM; OGeSM; and OMS-SM. In
addition, the simulation results are verified using the bounds
of the theoretical analysis of Section III.
























COORDINATES OF LEDS AND PDS.
Transmitter Coordinates (in m) Receiver Coordinates (in m)
x-axis y-axis z-axis x-axis y-axis z-axis
LED 1 2.2 1.8 3.5 PD 1 2.15 1.85 0.85
LED 2 1.8 1.8 3.5 PD 2 1.85 1.85 0.85
LED 3 1.8 2.2 3.5 PD 3 1.85 2.15 0.85























LED 1 LED 2
LED 3LED 4
PD 1 PD 2
PD 4 PD 3
Fig. 1. Visual representation of the considered 4× 4 VLC system.
For the purpose of comparison, two benchmark systems
are considered. The first benchmark system is OSMX. In
an OSMX system, the transmitter conveys Nt parallel data
streams to the receiver. Therefore, every symbol period, binary
information is transmitted via Nt points drawn from a M -ary
IM PAM constellation. The second benchmark system is ORC.
The operating principle of ORC determines that all of the
transmitting LEDs emit the same light intensity. In this way, a
single point of a M -ary IM PAM constellation conveys binary
information from the transmitter to the receiver. Note that there
is a difference between the deployed IM PAM constellation
of a space modulation technique and the corresponding PAM
constellation of the benchmark systems. In the benchmark
systems, a M -ary IM PAM constellation is constituted from
the following set of points, Mbs = {s0, . . . , sM−1}, where
s0 = 0 (zero light intensity). In contrast, as stated in Section
II, the points of a PAM constellation deployed by a space
modulation take only non-zero values. However, in order to
enforce a fair comparison between all transmission schemes,
the transmitted symbol vector x is normalized to the same
average optical power. Finally, the detector of the benchmark
systems is based on the ML principle. Thus, their detector is
given from (6).
An indoor three dimensional space is considered where four
transmitting LEDs and four receiving PDs are placed. The
coordinates of the LEDs and PDs are given in Table I. The
visual representation of the considered 4 × 4 (Nt = 4 and
Nr = 4) VLC system is given in Fig. 1. The orientation of
all the LEDs is given from the following orthonormal vector,
ot = [0, 0,−1]T , while the orientation of all the PDs is given
as, or = [0, 0, 1]
T . Furthermore, the transmitter semi-angle,


























(a) BER versus γe (dB) of a 4× 4 system with spectral efficiency 4 bpcu.


























(b) BER versus γe (dB) of a 4× 4 system with spectral efficiency 8 bpcu.
Fig. 2. Performance evaluation of the considered space modulation
techniques (OSM, OGeSM, and OMS-SM) against the benchmark systems
(OSMX and ORC). The system setup is 4× 4 with spectral efficiency 4 and
8 bpcu. The solid lines correspond to simulation results, while the dashed
lines correspond to the upper bounds derived in Section III.
Φ 1
2
, is 15 degrees. The area of each PD is 1 cm2. The value
of the responsivity of the PDs is r = 0.4 A/W. Finally, the
FOV of the PDs, Ψ 1
2
, is 30 degrees.
Fig. 2(a) and 2(b) present the performance of the studied
VLC system when the spectral efficiency is 4 bpcu and 8
bpcu, respectively. In each case, the spectral efficiency is set
to the desired value by selecting the appropriate order of the
employed IM PAM constellation. The metric of BER is plotted
versus the transmit electrical SNR (as defined in Section III).
Note that, due to the effect of the pathloss of the optical
channel, the detection SNR at the side of the receiver faces
a significant reduction with respect to the transmit electrical
SNR. For this reason, the transmit electrical SNR (γe) in Fig.
2(a) and 2(b) takes high values.
As shown in Fig. 2(a) and 2(b), the analytical bounds of Sec-
tion III are tight in relative high electrical SNR. In relative low
electrical SNR, the theoretical bounds demonstrate a gap from
the simulated curves. However, this phenomenon is a well
known characteristic of the union bound technique deployed




in Section III [17]. Note that the theoretical ABEP of the
benchmark systems is also evaluated following the framework
of Section III. The is done by setting the appropriate values
for B and kt.
The inspection of Fig. 2(a) shows that the best BER
performance in relative low SNRs (γe < 110.5 dB) is achieved
by OSM. In contrast, as the value of SNR is increased above
110.5 dB, ORC has the best BER performance. The reason
that ORC outperforms the other schemes is its operating
principle, which resembles Single-Input Single-Output (SISO)
communication. In SISO communication, only one symbol is
conveyed from the transmitter to the receiver, just like ORC.
In general, MIMO communication undergoes a performance
degradation when the similarity between the existing sub-
channels is high. Indeed, the channel similarity in the studied
system setup is high due to the small spacing of the LEDs and
PDs, and their symmetrical deployment. In fact, this is also
the reason that OSM and OMS-SM outperform OSMX. The
results in Fig. 2(a) show that OSM and OMS-SM are more
robust compared to OSMX to channel similarity. Furthermore,
Fig. 2(a) demonstrates that OSM outperforms OMS-SM for the
same reason. In fact, OMS-SM is more prone to performance
degradation due to channel similarity. This happens because
OMS-SM spatially modulates multiple data streams. In relative
high SNR, the worst performance is achieved by OGeSM.
Fig. 2(b) demonstrates that, even when the spectral effi-
ciency is increased to 8 bpcu, OSM outperforms all the other
schemes in relative low SNR (γe < 129.8 dB). However,
at 129.8 dB, there is a crossing point after which OMS-SM
becomes the most efficient transmission scheme. In fact, as
shown in Fig. 2(b), for a BER=10−4, OMS-SM exhibits an
electrical SNR gain of about 5 dB compared to the OSMX.
Fig. 2(b) shows that OSMX is the second most efficient
scheme in relative high SNR. Furthermore, in relative high
SNR, the performance of OSM, OGeSM, and ORC becomes
worse compared to OSMX and OMS-SM. This is due to
the higher order of the deployed constellation of OSM,
OGeSM, and ORC. More specifically, OMS-SM, OSMX,
OSM, OGeSM, and ORC use a constellation order of 4, 4,
64, 64, and 256, respectively. Therefore, it can be concluded
that, in relative high SNR and for high spectral efficiency,
it is preferable to exploit the multiplexing gain of OMS-SM
and OSMX instead of the robustness of ORC and OSM to
channel similarity. Finally, Fig. 2(b) shows that OGeSM gives
the worst BER performance in values of SNR above 140 dB.
V. CONCLUSIONS
In this paper, the BER performance of OSM, OGeSM, and
OMS-SM is studied against the corresponding performance of
the benchmark systems of ORC and OSMX. The performance
evaluation was conducted using both simulation and analytical
results. As regard the theoretical results, tight upper bounds
for the ABEP of all considered optical MIMO transmission
schemes are provided. In this way, the provided simulation
result are confirmed. For the studied system setup, it was
concluded that OSM exhibits the best BER performance
among the different schemes in relative low SNR. It was
inferred that as SNR increases and the spectral efficiency is
also increased, the performance of OMS-SM becomes the best
one.
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Abstract—In this paper, a novel architecture for the Multiple-
Input Multiple-Output (MIMO) broadcast channel is proposed
and studied. The new architecture is based on the concept of
Multi-Stream Receive-Spatial Modulation (MSR-SM). MSR-SM
is a closed-loop transmission scheme, which applies the concept
of multi-stream space modulation at the receiver side. A new
and accurate framework for computing the Average Bit Error
Probability (ABEP) of the new architecture is proposed. In
addition, the new architecture is compared against state-of-the-
art MIMO transmission in the broadcast channel and it is shown
to: i) provide superior Bit Error Rate (BER) performance in the
high Signal-to-Noise-Ratio (SNR) regime and ii) reduce the signal
processing complexity at the transmitter.
I. INTRODUCTION
Multiple-Input Multiple-Output (MIMO) communication
has been considered as a promising approach for achieving
high data rates without additional radio resources. This is the
direct result of the information-theoretic analysis of MIMO
communication [1, 2]. In addition, multi-antenna architectures
are able to obtain a Spatial MultipleXing (SMX), diversity, or
Signal-to-Noise Ratio (SNR) gain, depending on the deployed
system setup. Unfortunately, in MIMO communication, as
the system size is increased, its complexity, in terms of
signal processing and hardware, is also increased. In fact, this
problem becomes even more challenging in massive MIMO
deployments.
A MIMO concept that has the potential to provide a low
complexity system implementation is Spatial Modulation (SM)
[3–5]. The operating principle of SM is designed in such a
way that the transmitter requires only one Radio Frequency
(RF) chain. Therefore, significant Energy Efficiency (EE) and
complexity gains are obtained in comparison to conventional
MIMO techniques [6]. Due to the large potential of SM,
several variants of SM can be found in the published research
[7–9]. A comprehensive overview of the existing literature on
SM is given in [3].
As demonstrated in [3], the study of SM and its variants
in point-to-point communication is extensive. In addition, the
formation of a Multi-User (MU) system based on the concept
of SM can be undertaken with the aid of a multiple access
scheme, such as Time Division Multiple Access (TDMA),
Frequency Division Multiple Access (FDMA), or Orthogonal
Frequency-Division Multiple Access (OFDMA). However, a
new trend in wireless communication promotes the aggressive
allocation of multiple users in the same time and frequency
resources. In such systems, usually, the inherent interference
is eliminated or mitigated via the deployment of Space Divi-
sion Multiple Access (SDMA) techniques. In particular, the
Multiple Access Channel (MAC) is formed in the uplink [10]
and the broadcast channel is established in the downlink [11].
Relevant to this field, [12–15] extend the concept of SM
in a MU setup. In particular, the schemes proposed in [12,
13] are applicable to the uplink, whereas the scheme in [14,
15] is suitable for the downlink. Unfortunately, in [12, 13],
either there is an increase in the the complexity of the receiver,
or there is an error saturation in the Bit Error Rate (BER)
performance. In addition, the scheme in [14, 15] experiences
a BER performance degradation with respect to the Single-
User (SU) communication. Note that the incorporation of
SM in a SDMA architecture is a challenging task since the
deployment of interference elimination or reduction techniques
is difficult. Especially in the downlink, this difficulty originates
from the way in which information is transmitted in SM. Thus,
the proposition of a SDMA-based MU architecture for SM
becomes a challenging and important task.
Against this background and based on the concept of Multi-
Stream Receive-Spatial Modulation (MSR-SM), this paper
proposes and studies a new MU architecture for the downlink.
MSR-SM is a closed loop and point-to-point modulation
scheme which applies the concept of Multi-Stream Spatial
Modulation (MS-SM) at the receiver side [16, 17]. In more
detail, this paper incorporates MSR-SM in the MIMO broad-
cast channel. This is achieved using Zero Forcing (ZF) forcing
precoding.
It is demonstrated that the new architectures outperforms
the corresponding conventional spatially multiplexed MIMO
broadcast channel, in terms of BER, in high SNR. In addition,
this paper derives tight upper bounds for the theoretical
Average Bit Error Probability (ABEP) of a typical user when:
i) the wireless channel follows a Rayleigh distribution and ii)
Perfect-Channel State Information at the Transmitter (P-CSIT)
is available. This is undertaken by considering an accurate
statistical framework for the received signal. The theoretical
ABEP of point-to-point MSR-SM has been recently studied
in [18, 19]. However, it is emphasized that the mathematical
framework derived in this paper exhibits major differences
with respect to those presented in [18, 19]. In [18], the
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statistical description of the received signal is not taken into
account. Furthermore, the ABEP computed in [19] is derived
for a scenario where a suboptimal detector, which decouples
the detection process, is deployed. In contrast, the analysis
given in this paper is different for the following reasons: i)
multiple users are considered; ii) the statistical description of
the received signal of a typical user is considered; and iii)
the detection process is based on the Maximum Likelihood
(ML) principle, which imposes some additional mathematical
difficulty. Note that the new framework is directly applicable
to a point-to-point single user scenario.
The rest of the paper is organized as follows: The system
model of the new architecture is introduced in Section II. The
computational complexity of the new architecture is discussed
in Section III. The theoretical analysis of the ABEP of a
typical user is presented in Section IV. The proposed MU
MSR-SM architecture is compared against the corresponding
benchmark system in Section V. In addition, numerical results
that validate the new theoretical findings are presented in the
same section. Finally, the concluding comments of this paper
are given in Section VI.
Notation: In the following, lowercase bold letters denote
vectors and uppercase bolt letters denote matrices. (·)T , (·)H ,
tr(·) and A1/2 denote transpose, Hermitian transpose, matrix
trace and the square root of A, respectively. ‖· ‖2 represents
the Euclidean norm. diag (a1, . . . , an) represents a diagonal
matrix whose main diagonal includes the elements a1, · · · , an.
E[·] is the mean value of a RV. A complex Gaussian dis-
tribution with mean m and variance σ2C is represented as
CN (m,σ2C), where its real and imaginary part are independent
and identically distributed (i.i.d.) Gaussian RV with distribu-
tion N (m, σ
2
C
2 ). Re{·} denotes the real part of a complex
number or matrix.
II. SYSTEM MODEL
In this section, a single cell uncoded downlink transmission
is considered. More specifically, a Base Station (BS) with
Nt antennas aims to establish the MIMO broadcast channel
in order to serve Nu users. Each user is equipped with Nr
antennas. Since the transmitter is a BS, the assumption that
Nt ≥ NuNr is realistic. Furthermore, the MIMO wireless
channel between the transmitter and the remote users is
assumed to be frequency flat and quasi-static. Finally, in this
paper, a scenario where the transmitter possesses P-CSIT,
using either the channel reciprocity or fast and error free links
from the users, is considered1.
Due to the availability of P-CSIT, linear precoding can be
applied at the transmitter. In addition, the Nt transmit antennas
and the B = NuNr receive antennas can be interpreted as a
Nt × B MIMO system. In this case, the matrix form of the
system equation is given as:
y = HPDx+w, (1)
1Note that supplying the transmitter with P-CSIT is difficult task. Usually,
the transmitter is supplied with Imperfect-Channel State Information at the
Transmitter (I-CSIT). However, the study of the effect of I-CSIT is out of the
scope of this paper.
where, y is a NuNr × 1 vector which is written as:
y =
[





Here, yi, i = 1, . . . , Nu, is the Nr × 1 received signal vector









where, the sub-matrix Hi, i = 1, . . . , Nu, denotes the channel
from the transmitter to the i-th user. Furthermore, due to rich
scattering, no channel correlation is assumed. In this paper,
large scale fading is not considered. Therefore, it is assumed
that each sub-matrix Hi is distributed as Hi ∼ CN (0, I). In
(1),
P = [P1, . . . ,PNu ] (4)
denotes the Nt × NuNr linear precoding matrix. Here, Pi,
i = 1, . . . , Nu, is the corresponding precoding matrix for the
i-th user. In order to enforce a constrained power transmission,
a diagonal normalization matrix:
D = diag (d1, . . . , dNuNr) (5)
is deployed. Here, each element di, i = 1, . . . , NuNr, of the






where, pi corresponds to the i-th column of P. In this way,
every column of the normalized precoding matrix:
Pnorm = PD (7)
has unity power. Furthermore,
x =
[





represents the collective information carrying symbol vector at
the transmitter. Here, xi, i = 1, . . . , Nu, is the signal vector
which carries binary information to the i-the user. Finally, the
white Gaussian noise is denoted by:
w =
[





where, w ∼ CN (0, σ2wI). Furthermore, wi, i = 1, . . . , Nu, is
the Gaussian noise observed by the i-th user.
In this paper, the linear precoder is designed based on the ZF
principle. The selection of ZF precoding is justified by its low
complexity and its ability to totally eliminate the interference
between different users and between different antennas of the
same user. Therefore, ZF precoding can be considered as an
efficient method for the formation of a MU architecture based
on MSR-SM.
Given that the ZF precoder is the pseudo-inverse of the
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, i = 1, . . . , NuNr. (11)
The incorporation of (10) in (1) gives:
y = Dx+w. (12)
In addition, the received signal at the i-th is given as:
yi = Dixi +wi, i = 1, . . . , Nu. (13)
In (13), Di, i = 1, . . . , Nu, is the Nr ×Nr diagonal normal-
ization matrix of the corresponding precoding matrix Pi. In
particular, the normalization matrix D can be interpreted as the
following block diagonal matrix, D = diag (D1, . . . ,DNu).
From (13), it can be inferred that the structure of xi,
i = 1, . . . , Nu, determines the way that information is trans-
mitted to each user. For example, conventional SMX MIMO
transmission is established if all of the elements of xi are
drawn from a conventional M -ary constellation diagram M.
In order to establish a MSR-SM transmission mechanism
between the transmitter and the i-th user, every symbol period,
the following two requirements have to be fulfilled. Firstly,
Ns ≤ Nr conventional symbols have to conveyed from the
transmitter to the the i-th user per symbol period. In this way,
only a subset of Ns antennas at the i-th user receive a non-
zero signal. All of the other antennas face only thermal noise.
And secondly, additional binary information has to be encoded
via the indices of the Ns (out of Nr) receiving antennas. Note
that when Ns = Nr, MSR-SM reduces to conventional SMX
transmission and no additional information is conveyed via the
indices of the receiving antennas.
Provided that the deployed precoding method is ZF, the
received signal at each user is given in (13). Hence, via the
appropriate selection of the structure of xi, the transmitter is
able to impose that the noise free received signal Dixi has
exactly Ns non-zero elements and Nr − Ns zero elements.
Therefore, the non-zero elements of Dixi is a scaled version of
the corresponding non-zero elements of xi. Also, the positions
of the zero elements of Dixi are the same as the positions of
the zero elements of xi. Thus, a number of bits can be encoded
on the positions of the non-zero elements of xi.
The structure of the transmission alphabet of MSR-SM, Bi,
is given in (14) at the top of this page. As shown in (14),
xi ∈ Bi has exactly Ns non-zero elements which belong to
a conventional constellation, {s1, . . . , sNs} ∈ M. Here, M
denotes the deployed constellation. The positions of the non-
zero elements of xi correspond to the indices of the signal
receiving antennas, while the zero elements of xi correspond
to the indices of the non-receiving antennas. Given that the
length of xi is Nr and there are Ns non zero elements,
the number of total combinations of Ns non-zero elements

























bits. This is done by assigning a unique binary index of
length of kMSR-SM2 bits to each one of the kc used (legal)
combinations. The selection of these (legal) combinations
of receiving antennas can be done intelligently in order to
minimize the instantaneous BER or it can be done randomly.
In the first case, the system complexity is increased and the
selection is undertaken adaptively. Given that MSR-SM is a
closed loop scheme, the latter case is expected to offer a
good performance with no further complexity overhead. In
this paper, the focus is on the latter case.
In this way, every symbol period, the bit-stream to
be transmitted is divided in two parts. The first part of
kMSR-SM1 = Ns log2 (M) bits, is encoded and transmitted via
Ns symbols drawn from the M -ary constellation M. The









bits is encoded on
the combination of the signal receiving antennas. Therefore,
the spectral efficiency of MSR-SM is:










bits per channel use (bpcu) per user.
Assuming that the i-th user is aware of Di, the reconstruc-
tion of the transmitted bit-streams is conducted by detecting
the transmitted vectors xi, i = 1, . . . , Nu. This is undertaken




‖yi −Dixi‖22, i = 1, . . . , Nu. (16)
III. COMPUTATION COMPLEXITY ANALYSIS
The inspection of (14) shows that the sparse structure of
the transmission alphabet of MSR-SM, Bi, can be deployed
in order to decrease the computational complexity of the
transmitter. Assuming that the ZF precoder in (10) is precom-
puted before the transmission of each block of symbols, the
transmitted signal, s = PDx, in (1) can be calculated with
Ct = Nt(8NuNs − 2) + 2NuNs real operations (additions or
multiplications). Hence, lower values of Ns result in lower
computational complexity at the transmitter. Note that when
it holds that Ns = Nt, MSR-SM is transformed into a
conventional SMX transmission. In this way, it can be inferred
that, at the transmitter side, the computational complexity
of MSR-SM is less than the corresponding complexity of
conventional SMX transmission.
At the users’ side, the ML detection process of the

















δk+1−i, k = 0, 1, 2, . . . .
(25)
single stream detection. Therefore, its detection complexity
is lower compared with the corresponding complexity of
MU MSR-SM. However, in [19] a suboptimal detector for
MSR-SM is proposed. This detector achieves almost the same
computational complexity as the previous decoupled detector.
The study of the detector of [19] is, however, outside of the
scope of this paper.
IV. THEORETICAL EVALUATION OF THE AVERAGE BIT
ERROR PROBABILITY
In this section, the ABEP of a typical user is derived. Based
on the union bound technique, the ABEP of the i-th user,









d(xi → x̂i)P ie (xi → x̂i, γ).
(17)
In (17), P ie (xi → x̂i, γ) denotes the Pairwise Error Proba-
bility (PEP) of transmitting xi to the i-th user while its detector
erroneously decides in favor of x̂i. The Hamming distance
between the bit-words represented by xi and x̂i is denoted as
d(xi → x̂i). Also, the size of the transmission alphabet of




The evaluation of (17) requires the knowledge of P ie (xi →
x̂i, γ), which is the expectation of the instantaneous PEP over





















where, ci = xi − x̂i; zi = cHi D2i ci; and γ = 1/σ2wi is
the transmit SNR. The proof of (18) relies on the fact that
a symbol error occurs at the i-th user when
Ei (xi, x̂i) =
{
‖yi −Dixi‖22 > ‖yi −Dix̂i‖22
}
. (19)
From (19), it is not difficult to show that:









Therefore, using the statistical distribution of wi, the PEP of
the i-th user is expressed as in (18).
The inspection of the instantaneous PEP of the i-th user in
(18) shows that it is conditioned on the Random Variable (RV)
zi. Thus, the Probability Density Function (PDF) of zi has to




|xk − x̂k|2d2k =
∑
xk−x̂k 6=0
|xk − x̂k|2d2k. (21)
In [20], it is explicitly shown that dk is a gamma RV with
d2k ∼ Gamma (LMU, 1), where, LMU = Nt−NuNr+1. There-
fore, the RV Zk = |xk − x̂k|2d2k is also a gamma RV, when
it holds that xk − x̂k 6= 0. Here, for notational convenience,
the following variable is introduced, bk = |xk − x̂k|2. Based







where, H0(x) is the Heaviside step function, for which it holds
that: H0(x) = 0 for x < 0 and H0(x) = 1 for x ≥ 0.
Usually, in published research, the RVs d2k are assumed to be
statistically independent in order to simplify the whole analysis
[21, 22]. This assumption is in contradiction with the structure







, since the realization of every RV
d2k occurs using the same mathematical operation on the same
random matrix Hi.
In this paper, the statistical dependence of the RVs d2k
is considered. For this reason, zi is the result of the sum
of correlated gamma RVs. Thus, using the result form [23,


















where, Ni is the number of non zero elements of ci for a
given pair of xi and x̂i. In (23), αl, l = 1, . . . , Ni, denote the
eigenvalues of A = BR in ascending order. Here, B is defined
as the following diagonal matrix, B = diag (b1, . . . , bNi),
where bl, l = 1, . . . , Ni is the absolute value of the l-th non





















where, ρc is the Pearson product-moment correlation coef-
ficient between any pair of two different RVs of the main
diagonal of D2i . Finally, δk, k = 0, 1, 2, . . ., are given in (25)
at the top of this page.
In order to further simplify (18), the Chernoff bound of the
Q-function, Q (x) ≤ 12e−
x2
2 , is considered. In this way, the
PEP of the i-th user is expressed as:

















Provided that the PDF of zi is given from (23), after
some algebraic manipulations which are omitted due to space
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Fig. 1. Illustration of empirical and analytical PDF of (21) by assuming
that: i) the RVs dk , k = 1, . . . , 2 are statistically dependent and ii) they are
independent. Setup: H ∼ CN (02×4, I2×4); and ii) b1 = 0.5 and b1 = 1.2.
limitation, the evaluation of (26) gives:





















Therefore, the computation of the ABEP of the i-th user
is conducted from (17), by using (27). Note that the derived
bounds are directly applicable to the conventional MIMO
broadcast channel when Ns = Nr.
V. SIMULATION RESULTS AND DISCUSSION
The main objectives of this section are: i) the validation of
the theoretical results of Section IV and ii) the comparison of
the new MU architecture with the corresponding State-of-the-
Art (SotA) benchmark scheme. In this section, the wireless
channel is assumed to follow a Raleigh distribution.
Section IV provides the derivation of the ABEP of MU
MSR-SM using the PDF of zi given in (23). The deployment
of (23) relies on the fact that the RVs d2k, k = 1, . . . , Nr, are
statistically dependent. In order to confirm that the RVs d2k are
statistical dependent, Fig. 1 depicts the empirical PDF of (21)
against its analytical form as given in (23). In addition, Fig.
1 presents the analytical PDF of (23) under the assumption
that d2k, k = 1, . . . , Nr, are statistically independent RVs. If
this assumption was valid, the PDF of (21) could be directly
obtained using the result from [23, Theorem 1]. From Fig. 1,
it can be concluded that the theoretical PDF of (23) perfectly
matches its empirical PDF. In contrast, when the RVs d2k, k =
1, . . . , Nr are assumed to be independent, the obtained PDF
from [23, Theorem 1] deviates from the empirical results.
As a form of validation of the bounds derived in Section IV,
Fig. 2 compares theses bounds against the corresponding BER
curves obtained via Monte Carlo simulations. The inspection
of Fig. 2 shows that the upper bounds are tight in high SNR

























Fig. 2. Performance analysis of a typical user, when MSR-SM is deployed
and the precoding method is ZF with P-CSIT: simulation results vs. the bounds
in Section IV. Setup: Nt = 16, Nr = 4, Nu = 4, Ns = {1, 2, 3}, and
M = 4.

















Fig. 3. BER performance of a typical user of MU MSR-SM as a function
of Ns. Setup: Nt = 20, Nr = 4, Nu = 4. The spectral efficiency is 8 bpcu.
regime. In low SNR, there is a gap between the theoretical and
simulated curves. However, this gap is a well known effect of
the union bound technique deployed in Section IV [24].
In Fig. 3, the BER performance of MU MSR-SM as a
function of Ns is shown for the same spectral efficiency.
In particular, Fig. 3 demonstrates that the BER of a typical
user improves as Ns increases. This happens because higher
values of Ns require a lower modulation order of Quadrature
Amplitude Modulation (QAM) in order to achieve the same
spectral efficiency. However, as shown in Fig 4, the optimal
value of Ns is not to Nr, i.e., the conventional MIMO
broadcast channel.
A comparison between the BER performance of MU
MSR-SM and the corresponding benchmark system is pre-
sented in Fig. 4. In this paper, the selected benchmark system
is the conventional spatially multiplexed MIMO broadcast
channel, where Nr symbol streams are established per user.
The spectral efficiency of both schemes is set to be the same
by selecting the appropriate constellation order. In addition,
MU MSR-SM spatially modulates Ns = 2 and Ns = 3
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Fig. 4. BER performance of MSR-SM versus the conventional MIMO
broadcast channel. Setup: Nt = 20, Nr = 4, and Nu = 4.
parallel symbol streams in order to achieve 4 and 8 bpcu,
respectively. As shown in Fig. 4, in low SNR the conventional
MIMO broadcast channel offers a slightly better performance
than MU MSR-SM. However, for practical values of BER
approximately less than 10−2, MU MSR-SM outperforms
the benchmark systems. The performance gap between the
considered schemes is about 0.5 dB and 1 dB for 4 and 8 bpcu
respectively. Furthermore, Fig. 4 indicates that MU MSR-SM
achieves the same diversity order as the benchmark system
but higher coding gain. The theoretical proof of the previous
indication is a subject of our future work.
VI. CONCLUSIONS
The incorporation of MSR-SM in the MIMO broadcast
channel was introduced and studied in this paper. In particular,
a novel upper bound for the theoretical BER of the new
architecture was derived. This was undertaken by using a new
and accurate statistical framework for the received signal of a
typical user. It was shown that the new bounds are tight. For
the purpose of comparison, MU MSR-SM was evaluated, in
terms of BER, against the corresponding conventional MIMO
broadcast channel. It was shown that the new architecture
outperforms the benchmark system in high SNR regime. Also,
it offers lower computational complexity in the transmitter.
Therefore, MSR-SM could be considered as an alternative
transmission mechanism for the MIMO broadcast channel.
Finally, the derivation of the diversity order and coding of
MU MSR-SM, as well as its theoretical comparison with the
SotA is a subject of our future work.
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