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Understanding the dynamics of open quantum systems is a highly important task for the imple-
mentation of emerging quantum technologies. To make the problem tractable theoretically, it is
common to neglect initial system-environment correlations. However, this assumption is question-
able in situations where the system is interacting strongly with the environment. In particular, the
system state preparation can then influence the dynamics of the system via the system-environment
correlations. To gain insight into the effect of these correlations, we solve an exactly solvable model
of a quantum spin interacting with a spin environment both with and without initial correlations
for arbitrary system-environment coupling strengths. We show that the effect of the system state
preparation may or may not be significant in the strong system-environment coupling regime at low
temperatures. We also study the dynamics of the entanglement between two spins interacting with a
common spin environment with and without initial system-environment correlations to demonstrate
that the correlations can play a significant role in the dynamics of two-qubit systems as well.
PACS numbers: 03.65.Yz, 05.30.-d, 03.67.Pp, 42.50.Dv
I. INTRODUCTION
Realistic quantum systems interact with their envi-
ronment. This means that describing the dynamics of
such open quantum systems is a highly non-trivial prob-
lem. Various techniques have been formulated for this
task which generally employ a variety of approximations
and assumptions in order to make the complicated dy-
namics computationally feasible [1, 2]. For instance, it
is generally assumed that the system and the environ-
ment are weakly interacting so that perturbation theory
can be employed. The environment is often assumed to
have a very short correlation time so that memory ef-
fects are negligible. Moreover, the system and the envi-
ronment are assumed to be initially in a product state,
with the environment in a thermal equilibrium state.
In other words, initial system-environment correlations
are completely neglected, the justification being that the
system-environment correlations can be ignored if the
system and environment are weakly interacting. For
Markovian environments, we can expect that the envi-
ronment quickly loses any information regarding the sys-
tem, thereby providing further justification for ignoring
the system-environment correlations [3]. All these ap-
proximations are expected to break down in the strong
system-environment coupling regime.
With various quantum systems of practical interest
such as superconducting qubits, quantum dots and light-
harvesting complexes exhibiting strong interactions with
the environment, various studies have been performed to
critically analyze the effect of the system-environment
correlations [4–35]. Unfortunately, the effect of the ini-
tial correlations are only expected to be very significant in
the strong system-environment coupling regime, which is
∗ adam.zaman@lums.edu.pk
not amenable to the usual perturbative methods [1]. To
counter this problem, one approach has been to study
the effect of the initial correlations using exactly solv-
able models - see, for example, Refs. [22] and [25]. How-
ever, these exactly solvable models in turn have different
limitations. In particular, the study of initial correla-
tions performed in Refs. [22] and [25] use exactly solv-
able dephasing models where the system energy does not
change. In other words, the diagonal elements of the sys-
tem density matrix remain unchanged. As another ex-
ample, Ref. [17] studied the effect of initial correlations
in the Jaynes-Cummings model, where the diagonal ele-
ments of the central qubit do change, but the ‘environ-
ment’ is only a single harmonic oscillator.
Our objective in this work is to examine an exactly
solvable model in which we can include the effects of
initial system-environment correlations exactly and in
which both the diagonal and off-diagonal elements of the
density matrix change. In other words, our system un-
dergoes dephasing and its energy also changes due to its
interaction with the environment. We believe that study-
ing such a model will give useful insights into the role of
the initial system-environment correlations just like pre-
vious works (see, for example, Refs. [17, 22, 25]) have
done before. To this end, we examine an extension of a
previously studied model of a single spin interacting with
an environment consisting of a collection of spins [36].
The system spin Hamiltonian does not commute with
the system-environment interaction, making the solution
non-trivial. The system and the environment are allowed
to reach a joint equilibrium state, and then a projective
measurement is performed on the system to prepare the
desired system state. The joint system-environment equi-
librium state is, in general, a correlated system which is
different from the usually assumed uncorrelated prod-
uct state of the system and environment [21]. The state
preparation influences the subsequent dynamics of the
system spin via the system-environment correlations that
2existed before the state preparation [22, 25, 26, 34]. The
advantage of this model is that we obtain relatively sim-
ple expressions for the evolution of the Bloch vector of
the system spin for arbitrary temperature and arbitrary
system-environment coupling strength with both initially
uncorrelated and correlated system-environment states.
The exact analytical solutions for the Bloch vector al-
low us to show that the state preparation can have a
very significant influence on the system dynamics via
the system-environment correlations. As expected, we
find that with relatively high temperatures and/or weak
system-environment coupling strength, the effect of the
initial correlations is negligible. For lower temperatures
and stronger system-environment coupling strengths, the
initial correlations can play a very significant role. How-
ever, interestingly, this is not always the case - even with
very low temperatures and strong system-environment
coupling strength, it is possible that the state preparation
does not play any role in the system dynamics. This is in
contrast with the harmonic oscillator environments inves-
tigated previously [22, 25]. We then extend our model to
two spins interacting with a common spin environment.
We once again demonstrate that the initial correlations
can play a very important role. In particular, the phe-
nomena of entanglement sudden death and birth [37–40]
can differ greatly due to the initial correlations.
This paper is organized as follows. In Sec. II, we in-
troduce our model of a spin interacting with a spin envi-
ronment, and we solve the dynamics of the central spin
with and without initial correlations. In Sec. III, we ex-
tend our model to two central spins interacting with the
spin environment, and find the dynamics of the entan-
glement between the two spins with and without initial
correlations. Finally, we conclude in Sec. IV.
II. THE MODEL
Our model consists of a single spin-1/2 particle inter-
acting with a spin bath consisting ofN spin-1/2 particles.
Our system-environment Hamiltonian is
H = HS +HB +HSB, (1)
where HS and HB, the self-Hamiltonians of the central
system and the environment, are defined to be (we set
~ = 1 throughout)
HS =
ε
2
σz +
∆
2
σx, (2)
and
HB =
N∑
i=1
εi
2
σ(i)z +
N∑
i=1
σ(i)z σ
(i+1)
z χi, (3)
while the system-environment interaction is
HSB =
1
2
σz ⊗
N∑
i=1
giσ
(i)
z . (4)
Here σk (k = x, y, z) represent the usual Pauli spin ma-
trices, and ε and ∆ denote the energy level spacing and
the tunneling amplitude of the central two-level system
respectively. Similarly, εi denotes the energy level spac-
ing for the ith environmental spin. We have also al-
lowed the environment spins to interact each other via∑N
i=1 σ
(i)
z σ
(i+1)
z χi, where χi characterizes the nearest-
neighbor interaction strength between the environment
spins. The central spin interacts with the environment
spins through HSB, where gi is the interaction strength
between the central spin and the ith environment spin.
Note that the system energy is not constant since HS
does not commute with the total system-environment
Hamiltonian.
Our objective is to solve the dynamics of the central
spin with both correlated and uncorrelated initial states.
As such, we try to find the total system-environment uni-
tary time-evolution operator. We first write the system-
environment interaction Hamiltonian as HSB =
1
2σz⊗B,
where the environment operator B is B =
∑N
i=1 giσ
(i)
z .
To proceed further, we follow a method similar to that
in Ref. [36]. However, unlike Ref. [36], we do not con-
sider the environment Hamiltonian HB to be negligible
and we will not in general assume the initial environ-
ment state to be a pure state. The eigenstates of B can
be written as products of the eigenstates |0i〉 and |1i〉 of
the ith environment operator σ
(i)
z , where |0〉 denotes the
spin ‘up’ state and |1〉 the spin ‘down’ state. As such,
we write the eigenstates of B as |n〉 ≡ |n1〉 |n2〉 . . . |nN 〉,
with ni = 0, 1. It is clear that
B |n〉 = Gn |n〉 , (5)
with
Gn =
N∑
i=1
(−1)nigi. (6)
Also, since B commutes with HB , we expect that HB
also has the same eigenstates. Indeed,
N∑
i=1
εi
2
σ(i)z |n〉 =
1
2
ǫn |n〉 , (7)
with
ǫn =
N∑
i=1
(−1)niεi, (8)
and
N∑
i=1
N∑
j=i+1
σ(i)z σ
(i+1)
z χi |n〉 = ηn |n〉 , (9)
with
ηn =
N∑
i=1
(−1)ni(−1)ni+1χi. (10)
3Using the completeness relation over the states |n〉, that
is, over all the different configurations of the environment
spins, we find that the combined unitary time evolution
operator for the system and the environment is
U(t) =
∑
n
e−iǫnt/2e−iηnte−i(HS+HSB)t |n〉 .
This further simplifies since
e−i(HS+HSB)t |n〉 = e−iHeffs,nt |n〉 ,
with Heffs,n =
ζn
2 σz +
∆
2 σx, and ζn = ε + Gn. We then
have
U(t) =
2N−1∑
n=0
Un(t) |n〉 〈n| , (11)
with
Un(t) = e
−iηnte−iǫnt/2×{
cos(Ωnt)− i
Ωn
sin(Ωnt)
(
ζn
2
σz +
∆
2
σx
)}
and Ω2n =
1
4
(
ζ2n +∆
2
)
. Eq. (11) has the physical in-
terpretation that for every configuration of environment
spins |n〉, the effective dynamics of the central system
can be found using Un(t).
To proceed further in finding the dynamics of the
central system, we have to specify the initial system-
environment state. The usual choice is to consider a sim-
ple product state of the form ρ(0) = ρS(0) ⊗ ρB, with
ρS(0) the initial state of the system and ρB the ther-
mal state e−βHB/ZB, with ZB = TrB[e
−βHB ] [1, 2, 41].
However, this choice is not justified if the system and
the environment are interacting strongly, since then the
system-environment correlations can play a significant
role. To take these correlations into account, we imagine
that the system and the environment have been inter-
acting strongly for a long time and have thus reached
the joint equilibrium state proportional to e−βH . A pro-
jective measurement is then performed on the system to
prepare the desired initial system state |ψ〉. This then
means that the initial system-environment state is now
ρ(0) = |ψ〉 〈ψ|⊗ 〈ψ|e−βH |ψ〉/Z [22, 25–27, 34]. Although
this is still a product state, the system-environment cor-
relations that existed before the system state preparation
have been taken into account. We now analyze the sys-
tem dynamics with these two initial states one by one.
A. Uncorrelated initial system-environment state
The first choice of initial conditions is
ρ(0) = |ψ〉 〈ψ| ⊗ e
−βHB
ZB
. (12)
We refer to this initial system-environment state as the
‘uncorrelated initial state’ since the system-environment
interaction before the state preparation is neglected.
The system density matrix at time t is ρS(t) =
TrB[e
−iHtρ(0)eiHt]. Using Eq. (11), we find that the
system density matrix with this initial state is
ρS(t) =
1
ZB
2N−1∑
n=0
cnUn(t) |ψ〉 〈ψ|U †n, (13)
where cn = e
−βηne−βǫn/2, and ZB =
∑
n cn. This
makes sense - each environment state configuration |n〉
occurs with probability cn/ZB in the initial state, and
for each configuration, the system dynamics is generated
by Un(t). The total system state is then obtained sim-
ply by taking all the possible environment configurations
into account. To quantify the dynamics of the central
system, it is useful to find the Bloch vector components
pk(t) = TrS [σkρS(t)]. We find that the Bloch vector p(t)
at time t is given by p(t) = 1ZB S
uc(t)p(0), that is,

 px(t)py(t)
pz(t)

 = 1
ZB

 S
uc
xx S
uc
xy S
uc
xz
Sucyx S
uc
yy S
uc
yz
Suczx S
uc
zy S
uc
zz



 px(0)py(0)
pz(0)

 (14)
with
Sucxx(t) =
∑
n
cn
4Ω2n
[
ζ2n cos(2Ωnt) + ∆
2
]
,
Sucxy(t) = −
∑
n
cn
2Ωn
ζn sin(2Ωnt),
Sucxz(t) =
∑
n
cn
2Ω2n
∆ζn sin
2(Ωnt),
Sucyx(t) =
∑
n
cn
2Ωn
ζn sin(2Ωnt),
Sucyy(t) =
∑
n
cn cos(2Ωnt),
Sucyz (t) = −
∑
n
cn
2Ωn
∆sin(2Ωnt),
Suczx(t) =
∑
n
cn
2Ω2n
∆ζn sin
2(Ωnt),
Suczy (t) =
∑
n
cn
2Ωn
∆sin(2Ωnt),
Suczz (t) =
∑
n
cn
4Ω2n
[
ζ2n +∆
2 cos(2Ωnt)
]
. (15)
Knowing the system-environment parameters, to find all
the elements in this matrix one simply needs to perform
sums over all the 2N different environment configura-
tions. We emphasize that this is an exact solution which
is also valid if the gi are large. Furthermore, it is obvi-
ous that, in general, both the off-diagonal and diagonal
elements of the system density matrix evolve.
B. Correlated initial system-environment state
We now take the system-environment correlations (be-
fore the system state preparation) into account. The ini-
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FIG. 1. (Color online) Graph of px(t) versus time t for
relatively weak system-environment coupling without initial
correlations (dashed, blue line) and with initial correlations
(solid, red line). We are working in dimensionless units with
~ = 1 and we have set ∆ = 1. For simplicity, we have chosen
the coupling strength gi and level spacing εi to be the same
for every environment spin. Here we have gi = 0.1, ε = 2,
εi = 1, β = 1, χi = 0, and N = 50. The initial system state
is specified by px(0) = 1.
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FIG. 2. (Color online) Same as Fig. 1, except that now we
have β = 0.1 and gi = 1.
tial system-environment state is
ρ(0) = |ψ〉 〈ψ| ⊗ 〈ψ|e
−βH |ψ〉
Z
, (16)
where Z = TrS,B[|ψ〉 〈ψ| ⊗ 〈ψ|e−βH |ψ〉] is the partition
function of the system and the environment as a whole.
We refer to this initial system-environment state as the
‘correlated initial state’ since the system-environment in-
teraction before the state preparation is taken into ac-
count. Note that the initial environment state ρB =
〈ψ|e−βH |ψ〉/Z depends on the HSB interaction term as
well as the initial state preparation of the system and is
thus not the canonical equilibrium state for the environ-
ment. It is obvious that if the system-environment cou-
pling is small, the initial system-environment state (after
the system state preparation) would be the same as that
in Eq. (12). In other words, for weak system-environment
coupling, the effect of the initial correlations is negligi-
ble. Furthermore, the state preparation influences the
initial environment state due to the initial correlations,
which means that the effect of the initial correlations also
depends on the system state prepared.
To now work out the system dynamics, we start by
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FIG. 3. (Color online) Same as Fig. 1, except that now we
have β = 1 and gi = 0.5.
observing that
∑
n
e−βH |n〉 〈n| =
∑
n
Un(t = −iβ) |n〉 〈n| , (17)
with Un(t) given in Eq. (11). This then allows us to write
Z =
∑
n cnAn, with
An = cosh(βΩn)− sinh(βΩn)
Ωn
〈ψ|
(
ζn
2
σz +
∆
2
σx
)
|ψ〉.
(18)
The system density matrix at time t is again given by
ρS(t) = TrB[e
−iHtρ(0)eiHt], but now with the initial
state ρ(0) given by Eq. (16). Using Eq. (11) for the
time-evolution operator and simplifying, we find that
the Bloch vector at time t p(t) is now given by p(t) =
1
ZS
c(t)p(0), with
Scxx(t) =
∑
n
cnAn
4Ω2n
[
ζ2n cos(2Ωnt) + ∆
2
]
,
Scxy(t) = −
∑
n
cnAn
2Ωn
ζn sin(2Ωnt),
Scxz(t) =
∑
n
cnAn
2Ω2n
∆ζn sin
2(Ωnt),
Scyx(t) =
∑
n
cnAn
2Ωn
ζn sin(2Ωnt),
Scyy(t) =
∑
n
cnAn cos(2Ωnt),
Scyz(t) = −
∑
n
cnAn
2Ωn
∆sin(2Ωnt),
Sczx(t) =
∑
n
cnAn
2Ω2n
∆ζn sin
2(Ωnt),
Sczy(t) =
∑
n
cnAn
2Ωn
∆sin(2Ωnt),
Sczz(t) =
∑
n
cnAn
4Ω2n
[
ζ2n +∆
2 cos(2Ωnt)
]
. (19)
Comparing with the uncorrelated case, we can see that
the difference in the evolution is essentially because of
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FIG. 4. (Color online) Same as Fig. 1, except that now we
have β = 1 and gi = 1.
the factor An that takes into account the initial state
preparation. Once again, this makes sense. The only dif-
ference compared to the usual uncorrelated case is due to
the different initial environment state. Each environment
spin configuration now occurs with probability cnAn/Z,
as compared to cn/ZB previously, and this is precisely
what leads to the different Bloch vector evolution. We
emphasize that our model allows us to find the effect of
the correlations in an exact, non-perturbative manner,
with both diagonals and off-diagonals of the two-level
system changing.
We now start to quantitatively analyze the difference
in the evolution of the system state with and without
initial correlations. Some general comments are in or-
der. First, with weak system-environment coupling, as
mentioned before, we expect that the evolution with the
uncorrelated state and the correlated state will be very
similar. Second, at high temperatures, we can again ex-
pect that the effect of the correlations is negligible - in the
limit of very high temperatures, the system-environment
state before the projective measurement on the system
is a completely mixed state, meaning that there are no
system-environment correlations. These two predictions
are illustrated in Figs. 1 and 2 where we have plotted
the Bloch vector component px(t) starting from the un-
correlated and correlated system-environment state. For
simplicity of presentation, we will be presenting the evo-
lution of the Bloch vector component px(t) only; however,
all three components are generally changing. It is clear
from the figures that there is a very small difference in
the system dynamics due to the different initial states in
these regimes.
Let us consider now stronger coupling strengths. As
expected, if the temperature is not high, with stronger
system-environment strength, there is a more apprecia-
ble difference between the dynamics starting from the
uncorrelated and correlated initial states. This is illus-
trated in Fig. 3 where the coupling between the central
spin and each of the environment spins has been set to
gi = 0.5 (the system parameters are ε = 2 and ∆ = 1). If
the system-environment coupling strength is made even
stronger, then there is an even bigger difference, as il-
lustrated in Fig. 4 where we have set gi = 1. Proceed-
ing along these lines, it is interesting to investigate what
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FIG. 5. (Color online) Same as Fig. 1, except that now we
have gi = 1 and β = 10.
happens at even lower temperatures. Surprisingly, as il-
lustrated in Fig. 5, the difference in the dynamics due
to state preparation disappears at lower temperatures,
even for strong system-environment coupling strengths.
This is contrary to the expectation that strong coupling
strengths and low temperatures imply a greater effect of
the initial system-environment correlations as is the case
with harmonic oscillator environments [22, 25]. How-
ever, the explanation is simple. Consider first the ‘un-
correlated’ case ρ(0) = ρS(0)⊗ e−βHB/ZB. At low tem-
peratures, the environment will be (approximately) in its
ground state. Considering all εi to be positive, this means
that the initial environment state will be |11 . . .1〉, that
is, all the environment spins will be in the spin ‘down’
state. The system state, on the other hand, is simply
the state that we choose to prepare |ψ〉. Now look at
the initial state ρ(0) = ρS(0) ⊗ 〈ψ|e−βH |ψ〉/Z. At low
temperatures, the system-environment state just before
the system state preparation will be (approximately) the
ground state of the total system-environment Hamilto-
nian H . If HB contributes significantly towards the total
Hamiltonian, then the ground state corresponds to (ap-
proximately) the environment being all spins down and
the system is spin up (assuming gi to be positive). Thus,
the measurement on the system that prepares the ini-
tial system state does not affect the environment state,
and the initial system-environment state is the same as
before, meaning that the dynamics from the two initial
states is the same. To test this prediction, let us instead
consider the situation whereHB is relatively small, which
we can do by setting εi to be small. Then, if the system-
environment interaction Hamiltonian is significant, the
ground state of the system-environment is not simply
|0〉 ⊗ |1 . . . 1〉, that is, the system is in the spin ‘up’ state
and all the environment spins are spin ‘down’. Rather,
the ground state is now a mixture of |0〉 ⊗ |1 . . . 1〉 and
|1〉⊗|0 . . . 0〉. On the other hand, the initial environment
state with the uncorrelated system-environment state is
the maximally mixed state. Clearly then, we expect a
difference in the dynamics now. This is precisely what is
illustrated in Fig. 6.
Next, we consider the environment spins to be inter-
acting as well. As expected, for high temperatures and
weak system-environment coupling, the initial correla-
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FIG. 6. (Color online) Same as Fig. 1, except that now we
have εi = 0.01, gi = 1 and β = 10.
FIG. 7. (Color online) Graph of px(t) versus time t for moder-
ate system-environment coupling without initial correlations
(dashed, blue line) and with initial correlations (solid, red
line). Here we have considered the interactions between the
spins of environment and we have set ∆ = 1. For simplicity,
we have chosen the coupling strength gi, level spacing εi and
interactions between the spins of environment χi to be the
same for every environment spin. Here we have gi = 1, ε = 2,
εi = 1, β = 1, N = 10 and χi = 0.1. The initial system state
is specified by px(0) = 1.
tions still have no effect on the system dynamics. On
the other hand, as before, for strong system-environment
coupling and moderate temperature, the initial correla-
tions can play a significant role [see Fig. 7]. Further-
more, as before, at lower temperatures, the difference in
the system evolution with the uncorrelated and uncorre-
lated states can disappear as illustrated in Figs. 8 and
9. However, the situation is more complicated in Fig.
10, since now the initial correlations can play a role for
very low temperatures. Let us try to explain this. Con-
sider the spin-spin interaction for the environment χi to
be positive, that is, the interaction is anti-ferromagnetic.
Then, there are three effects at play here. First, due to
the energies εi, the environment spins would like to be
aligned. Second, if gi is positive, the environment spins
would again like to be aligned. Third, due to the interac-
tion between the spins, the environment spins would like
to be anti-aligned. The different initial states can lead
to different dynamics depending on which term is more
dominant. If χi is small and εi is relatively large, then
combined system-environment ground state is approxi-
mately |0〉 ⊗ |1 . . . 1〉, that is, all the environment spins
are aligned, which means that there is no difference in dy-
FIG. 8. (Color online) Same as Fig. 7, except that now we
have β = 10 and gi = 1.
FIG. 9. (Color online) Same as Fig. 7, except that now we
have β = 10, εi = 0.01, χi = 1 and gi = 1.
namics [see Fig. 8]. On the other hand, if εi is small and
χi is large, the environment state consists of anti-aligned
spins in the uncorrelated case. If the system-environment
coupling is not completely dominant, then the environ-
ment state is the same for the correlated case. Once
again, there is no difference in the dynamics [see Fig. 9].
Now consider the situation where εi and χi are compara-
ble, while the system-environment coupling strength gi
is dominant. Then for the uncorrelated state, the en-
vironment state is ‘confused’ between being aligned or
anti-aligned. However, for the correlated initial state, the
environment state consists of all spins aligned. Clearly
then, the system dynamics will be different as illustrated
in Fig. 10.
Until now, the numerical results we have presented
have assumed that, for instance, the coupling strength
between the central spin and each environment spin gi is
the same. Of course, in reality this is unlikely to be the
case. To overcome this shortcoming, we now illustrate
that even if the environment parameters and the central
spin-environment spin coupling strengths are randomly
distributed, we obtain similar conclusions compared to
what we have presented before. In Fig. 11, we have as-
sumed that the system-environment coupling strength gi
is a Gaussian random variable with a small standard de-
viation; the environment level spacings εi and the inter-
spin interactions χi are treated in a similar manner. We
find that the difference between the initially correlated
case and the uncorrelated case persists. This difference
persists even with larger standard deviations [see Fig. 12].
7FIG. 10. (Color online) Same as Fig. 7, except that now we
have β = 10, χi = 1 and gi = 5.
FIG. 11. (Color online) Graph of px(t) versus time t for
relatively strong system-environment coupling without ini-
tial correlations (dashed, blue line) and with initial corre-
lations (solid, red line). We are working in dimensionless
units with ~ = 1 and we have set ∆ = 1. The coupling
strength gi, level spacing εi and interactions between the en-
vironment spins are considered to be Gaussian random vari-
ables. Here we have mean value of coupling strength gi = 5
(standard deviation= 0.01), ε = 2, mean value of level spac-
ing εi = 1 (standard deviation= 0.001), β = 10, mean inter-
actions between the spins χi = 1 (standard deviation= 0.01)
and N = 10. The initial state is specified by px(0) = 1.
FIG. 12. (Color online) Same as Fig. 11, except that now the
mean value of gi = 5 (standard deviation= 1), mean value
of level spacing εi = 1 (standard deviation= 0.2), β = 10,
and mean interactions between the spins χi = 1 (standard
deviation= 0.2).
III. EXTENSION TO TWO TWO LEVEL
SYSTEMS
To further illustrate the difference in the system evo-
lution with and without initial correlations, let us extend
our formalism to deal with two qubits interacting with
a common spin environment. It is well known that the
dynamics of two qubits can display characteristics that
are absent from the single qubit case. In particular, we
can look at the behavior of the entanglement between the
two qubits. If the initial state of the two qubits is a fully
entangled state, then we know that due to the interaction
with the environment, this entanglement can disappear
in a finite amount of time, a phenomenon known as en-
tanglement sudden death (ESD) [37–39]. However, the
entanglement between the two qubits can also revive -
this is referred to as entanglement sudden birth (ESB)
[40]. If the two qubits are not entangled to begin with,
then we can investigate the dynamics of the generation
of entanglement.
Our Hamiltonian is a straightforward extension of the
previous Hamiltonian for a single qubit. Namely, we now
have
H = H
(1)
S +H
(2)
S +H12 +HB +H
(1)
SB +H
(2)
SB, (20)
with
H
(1)
S =
ε1
2
σz1 +
∆1
2
σx1, (21)
H
(2)
S =
ε2
2
σz2 +
∆2
2
σx2, (22)
H12 = λσz1σz2, (23)
H
(1)
SB =
1
2
σz1 ⊗
N∑
i=1
giσ
(i)
z , (24)
H
(2)
SB =
1
2
σz2 ⊗
N∑
i=1
giσ
(i)
z , (25)
HB =
N∑
i=1
εi
2
σ(i)z +
N∑
i=1
σ(i)z σ
(i+1)
z χi. (26)
The qubits are labeled as 1 and 2 with two-level en-
ergies ε1 and ε2 and tunneling amplitudes ∆1 and
∆2 respectively, and are coupled by the interaction
term H12. σj1 and σj2 [with (j = x, y, z)] are
the Pauli spin matrices for qubit 1 and 2 respec-
tively. Our goal is to study the dynamics of the
entanglement between the two qubits, starting from
the uncorrelated and correlated initial states. To
quantify the entanglement, we use the concurrence,
8FIG. 13. (Color online) Graph of decay of entanglement of
two qubits C(t) versus time t for relatively weak system-
environment coupling without initial correlations (dashed,
blue line) and with initial correlations (solid, red line). We
are working in dimensionless units with ~ = 1, and we have
λ = 0 and χi = 0. For simplicity, we have chosen the coupling
strength gi and level spacing εi to be the same for every envi-
ronment. Here we have gi = 0.1, ε1 = 1, ε2 = 2, εi = 1, β = 1,
∆1 = 4, ∆2 = 1 and N = 50. The initial state of two qubits
is the maximally correlated state |ψ〉 = 1√
2
(|0102〉 + |1112〉).
FIG. 14. (Color online) Same as Fig. 13, expect that now we
have β = 1 and gi = 0.5.
defined as C(t) = max (0,
√
M1 −M2 −M3 −M4),
where Mi are the eigenvalues of the matrix M =
ρS(t)(σy1
⊗
σy2)ρ
∗
S(t)(σy1
⊗
σy2), with ρ
∗
S(t) designat-
ing the complex conjugate of reduced density matrix of
the two qubit system ρS(t) [42]. This quantity attains
the maximum value of one for maximally entangled states
and completely vanishes for separable states.
We now find the two-qubit system density matrix start-
ing from the uncorrelated state and from the correlated
state. To simplify the presentation, let us first deal with
the case λ = 0, that is, the two qubits are not directly
interacting. To find the unitary time-evolution operator,
we use a similar approach as before - we insert a com-
pleteness relation over the the eigenstates of theHB. The
total time-evolution operator can be written as
U(t) =
∑
n
e−iǫnt/2e−iηnt×
e−i(H
(1)
S
+H
(1)
SB
)te−i(H
(2)
S
+H
(2)
SB
)t |n〉 〈n| ,
with ǫn and ηn as defined before. Now,
e−i(H
(1)
S
+H
(1)
SB
)te−i(H
(2)
S
+H
(2)
SB
)t |n〉 = e−iH(1)effs,n te−iH(2)effs,n t |n〉 ,
FIG. 15. (Color online) Same as Fig. 13, expect that now we
have β = 10 and gi = 1.
FIG. 16. (Color online) Same as Fig. 13, expect that now we
have β = 10, εi = 0.01 and gi = 1.
withH
(i)eff
s,n =
ζni
2 σzi+
∆i
2 σxi, and ζni = εi+Gn (i = 1, 2).
We then obtain
U(t) =
2N−1∑
n=0
U (1)n (t)U
(2)
n (t) |n〉 〈n| , (27)
where
U (i)n (t) = e
−iηnt/2e−iǫnt/4×{
cos(Ωnit)− i
Ωni
sin(Ωnit)
(
ζni
2
σzi +
∆i
2
σxi
)}
,
and Ω2ni =
1
4
(
ζ2ni +∆
2
i
)
. For the uncorrelated initial
system-environment state [see Eq. (12)], it follows that
ρS(t) =
2N−1∑
n=0
cn
ZB
U (1)n (t)U
(2)
n (t) |ψ〉 〈ψ|U (2)†n U (1)†n , (28)
with ZB =
∑
n cn. On the other hand, for the correlated
initial system-environment state [see Eq. (16)], we obtain
ρS(t) =
2N−1∑
n=0
cnAn
Z
U (1)n (t)U
(2)
n (t) |ψ〉 〈ψ|U (2)†n U (1)†n ,
(29)
where Z =
∑
nAncn, and An = 〈ψ|A(1)n A(2)n |ψ〉, with
A(i)n = cosh(βΩni)−
sinh(βΩni)
Ωni
[
ζni
2
σzi +
∆i
2
σxi
]
,
(30)
9FIG. 17. (Color online) Same as Fig. 13, except that now we
have εi = 0.01, χi = 0.1, gi = 1, β = 10 and N = 10.
FIG. 18. (Color online) Same as Fig. 13, expect that now
we have considered the interaction term λ between the two
qubits of system with λ = 3, β = 1 and gi = 1.
appearing due to the initial correlations.
With the two-qubit density matrix in hand, we can
look at the behavior of entanglement with and without
initial correlations and show that there can be consider-
able differences. Let us first look at the weak system-
environment coupling scenario. In this case, as expected,
an initially entangled state largely loses its entanglement
due to the interaction with the spin environment. As
shown in Fig. 13, there is a small difference between
the correlated and uncorrelated cases. However, with
stronger system-environment coupling, there can be a
more significant difference with and without initial corre-
lations in the entanglement dynamics [see Fig. 14]. How-
ever, once again if we reduce the temperature further,
the difference in the dynamics can disappear as shown
in Fig. 15. In fact, the concurrence is seen to remain
very close to one. It is easy to explain why - the ini-
tial state of the environment with both choices of the
initial state is the same, namely, all spins down, and
the system-environment state remains (approximately)
a product state. However, just like before, reducing the
contribution of the environment Hamiltonian by decreas-
ing the value of εi can restore this difference [see Fig. 16].
In fact, in this case, the uncorrelated initial state leads
to repeated entanglement sudden death and birth, while
with the correlated initial state, the entanglement re-
mains largely intact. To further study the dynamics of
central system, we can also consider interactions between
the spins of the environment. For the uncorrelated initial
FIG. 19. (Color online) Graph of birth of entanglement of
two qubits C(t) versus time t for relatively moderate system-
environment coupling without initial correlations (dashed,
blue line) and with initial correlations (solid, red line). We
are working in dimensionless units with ~ = 1 and we have
set λ = 5. Here we have gi = 0.5, ε1 = 1, ε2 = 2, εi = 1,
β = 1, ∆1 = 4, ∆2 = 1 and N = 50. The initial state of the
two qubits is the product state |ψ〉 = |0102〉.
state, the initial state of the environment at low temper-
atures will be all spins anti-aligned (assuming χi to be
positive). For the correlated initial state, if the system-
environment coupling is dominant, then we expect that
the environment state would be all spins aligned. Thus,
we expect a difference in the entanglement dynamics
in this regime. This is precisely what is illustrated in
Fig. 17.
We now investigate the entanglement dynamics if the
qubits are directly interacting with each other, that is, λ
can now be non-zero. In this case, we have
U(t) =
2N−1∑
n=0
U (12)n (t) |n〉 〈n| , (31)
with
U (12)n (t) = e
−iηnte−iǫnt/2e−i(H
(1)eff
s,n +H
(2)eff
s,n +H12)t.
For the uncorrelated initial state [see Eq.(12)], the den-
sity matrix of system at some later time t is
ρS(t) =
1
ZB
2N−1∑
n=0
cnU
(12)
n (t) |ψ〉 〈ψ|U (12)†n (t), (32)
with ZB =
∑
n cn. For the initially correlated state, we
get
ρS(t) =
1
Z
2N−1∑
n=0
cnAnU
(12)
n (t) |ψ〉 〈ψ|U (12)n
†
(t) (33)
with An = 〈ψ|e−β(H
(1)eff
s,n +H
(2)eff
s,n +H12)|ψ〉 and Z =∑2N−1
n=0 cnAn. For each n, we can calculate the 4 × 4
matrix U
(12)
n numerically, and hence eventually the sys-
tem density matrix. Once again, we can look at the en-
tanglement dynamics starting from the uncorrelated and
10
correlated system-environment states. Our central result
- that there can be very significant differences between
the dynamics due to the initial correlations - remains
unchanged due to the presence of the qubit-qubit inter-
action [see Fig. 18]. For completeness, we also illustrate
this difference in Fig. 19 for the case where the initial sys-
tem state is a product state. In this case, it is is clear that
the generation of entanglement is also impacted by the
presence of the initial system-environment correlations.
IV. CONCLUSION
To conclude, we have solved the dynamics of a cen-
tral two-level system interacting with a spin environ-
ment with and without initial system-environment cor-
relations. For our model, both the diagonal and off-
diagonal elements of the central spin density matrix
evolve. We have found that as long as one remains in
the high temperature and weak coupling regime, one can
ignore any effect of initial correlations and system state
preparation. On the other hand, for low temperatures
and strong system-environment coupling strengths, the
dynamics obtained from the correlated initial state and
the uncorrelated initial state can be very different. How-
ever, surprisingly, this need not always be the case. We
then extended our results to two spins interacting with
a common spin environment to show that the entangle-
ment dynamics can be affected by the initial correlations
as well. Our results should lend very useful insights into
the role of initial system-environment correlations.
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