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11 Johdanto
Ohjelmoitavat näytönohjaimet ovat kehittyneet nopeasti 2000-luvun aikana. Edeltä-
vän vuosikymmenen pelkästä grafiikan kiihdyttämisestä, jossa grafiikan tuottamista
on tehostettu erillisellä laitteistolla, on siirrytty ohjelmoitaviin piirtoputkiin. Piirto-
putki on ohjelmiston ja laitteiston toteuttama kokonaisuus, joka tuottaa ohjelmasta
näytöllä näkyvän näkymän. Aikaisemmin näytönohjainten vastuulla olleet piirtoput-
ken osat oli toteutettu ohjaimiin kiinteästi. Kiinteiden toteutusten vuoksi ohjainten
toimintatapaa voitiin muunnella vain rajallisesti. Nykyisin grafiikan tuottamiseen
voidaan vaikuttaa ohjelmilla, jotka suoritetaan näytönohjaimen omilla suorittimil-
la.
Tämä kehityssuunta antaa mahdollisuuksia näytönohjainten laskentakapasiteetin
hyödyntämiseen muissakin kuin ainoastaan grafiikan tuottamisen yhteyksissä. Ai-
kaisemmin grafiikkaan liittymätöntä laskentaa on täytynyt ohjelmoida tietokone-
grafiikan käsitteillä. Rinnakkaisohjelmointiin suunnatut ohjelmistokehykset kuten
OpenCL tai CUDA ovat yksi ratkaisu. Ne mahdollistavat näytönohjaimilla suori-
tettavien ohjelmien toteuttamisen termeillä ja käsitteillä, jotka eivät ole sidoksissa
grafiikan tuottamiseen.
Molemmat ohjelmakehykset ovat avanneet reaaliaikaohjelmille, kuten esimerkik-
si peliohjelmille, uusia mahdollisuuksia hyödyntää näytönohjainten laskentakapasi-
teettia laajemmin. Monissa peleissä pyritään aina vain näyttävämpään ja todentun-
tuisempaan pelikokemukseen. Tällainen rajojen tavoittelu vaatii runsaasti laskenta-
kapasiteettia, minkä vuoksi peleillä on tarve käyttää kaikki tietokoneesta saatavilla
oleva laskentateho.
Tässä pro gradu -tutkielmassa tarkastellaan, miten näytönohjainta voidaan hyödyn-
tää tietokonegrafiikkaa tuottavien ohjelmien kuten pelien suorituskyvyn parantami-
seen. Aiheen käsittely on jaettu neljään lukuun. Luvussa 2 käsitellään pelien yleisra-
kennetta ja toteutusta. Tämä antaa motivaation laskennan hajauttamiselle. Kolmas
luku syventyy ohjelmoitavien näytönohjainten rakenteeseen ja toimii alustuksena
luvulle 4, joka käsittelee OpenCL 1.1 -ohjelmakehystä ohjelmointialustana.
Viides luku käsittelee työn yhteydessä toteutettua ohjelmaprototyyppiä, joka käyt-
tää näytönohjaimen laskentakapasiteettia OpenCL 1.1 -ohjelmakehyksen avulla. Lu-
vussa käsitellään myös ohjelman suorituskyvyn mittaamista ja sen tuloksia, jotka
havainnollistavat laskennan siirtämisen vaikutuksia ohjelman suorituskykyyn. Työn
viimeinen luku sisältää yhteenvedon ja johtopäätökset.
22 Peliohjelmien arkkitehtuuri
Tietokonepelit ovat vuorovaikutteisia ohjelmistoja, jotka voidaan katsoa yhdeksi
reaaliaikajärjestelmien alaryhmäksi [VCF05]. Reaaliaikajärjestelmien ominaispiirre
ovat aikarajoitteet. Tällaisissa järjestelmissä tehtävät suoritetaan annettujen aikara-
jojen sisällä ja aikarajoista poikkeamisilla on välittömät seuraukset ja pahimmillaan
järjestelmän toiminnan häiriintyminen [VCF05].
Esimerkiksi peleissä, joissa ruudunpäivityksen nopeus on 60 kuvaa sekuntia kohden
(FPS, frames per second), on yksittäiseen ruudunpäivitykseen käytettävissä oleva
aika noin 16,67 ms. Jos ohjelma ei suoriudu annetun rajan sisällä ja käyttää esimer-
kiksi 23 ms ruutua kohden, tarkoittaa se 43 ruutua sekuntia kohden, eli 17 ruutua
vähemmän kuin tavoiteltu ruudunpäivitysten lukumäärä. Suuremmat poikkeamat
tarkoittavat vielä suurempia eroja.
Poikkeamista seuraavien viivästysten kertaantumisesta voi seurata vaikutuksia mui-
den pelin alijärjestelmien toimintaan. Esimerkiksi viivästys toisessa järjestelmässä
voi aiheuttaa, että fysiikasta vastaava alijärjestelmä havaitsee tarpeen suorittaa las-
kentansa suunniteltua useammin. Fysiikasta vastuussa oleva alijärjestelmä on mää-
rätty toimimaan tietyin aikavälein, mutta toisen järjestelmän viivästys kasvattaa
suoritukseen kulunutta kokonaisaikaa, jolloin fysiikasta vastaava järjestelmä voi pää-
tellä, että sen täytyy suorittaa laskentansa uudelleen [Gre09, s. 314-315]. Poikkea-
mat ovat yksi ongelmakohta, johon voidaan ottaa kantaa peliohjelmiston rakenteen
suunnittelussa ja toteutuksessa.
2.1 Tietokonepelin toteutus
Pelien toteuttaminen ei pohjimmaiselta luonteeltaan eroa tavanomaisten ohjelmisto-
jen toteuttamisesta. Siihen pätevät monet muihin ohjelmistoihin sovellettavat ohjel-
mistotuotannon käytännöt ja menetelmät. Peliohjelmien toteutuksessa painotetaan
usein kuitenkin näyttävää ulkoasua, kun taas esimerkiksi verkkokauppaohjelmistois-
sa painoalue on ostamiseen liittyvän liiketoimintaprosessin ohjelmallinen mallinnus.
Nämä ovat ääriesimerkkejä, mutta tuovat painotuserot hyvin esiin.
Kokonaisuutena peliohjelmistot, kuten muutkin ohjelmistot, ovat monien eri osien
yhteenliittymiä. Näitä osia ovat esimerkiksi pelien digitaaliset sisällöt, kuten teks-
tuurit, äänet, videokuvat sekä peleissä esiintyvien esineiden ja hahmojen mallit (esi-
merkiksi teekannut, pelaajan omat hahmot). Näiden lisäksi peleissä on usein pelaa-
jan toimia ohjaavat säännöt, tekoäly vastapelaajan mallintamiseen sekä pelaajan ja
3pelin välisen vuorovaikutuksen määräävä pelimekaniikka. Suoritettava tietokoneoh-
jelma sitoo kaiken tämän yhteen.
Kohdeympäristön valinta on merkittävässä roolissa peliohjelmiston toteutusprojek-
tissa. Valittavissa ovat tavanomaisten PC-ympäristöjen (Linux, Mac OS X, Win-
dows) lisäksi pelikonsolit sekä erilaiset tabletit ja älypuhelimet. Kohdealusta mää-
rää resurssit, joita pelissä voidaan käyttää. Esimerkkejä resursseista ovat käytettä-
vissä olevan muistin määrä, suorittimien suoritusnopeudet ja käskykannat, tuetut
ohjelmointikielet sekä ohjelmakirjastot. Valittu alusta määrää myös, onko rinnak-
kaislaskenta mahdollista. Nykyisin monet kotikoneet sisältävät moniydinsuorittimia
ja myös pelikonsolit, kuten Xbox 360 ja Playstation 3, mahdollistavat aidon rinnak-
kaislaskennan.
Pelinkehityksessä lähtökohta voi olla toteutuksen aloittaminen tyhjältä pöydältä tai
pelien kehittämiseen soveltuvien ohjelmakehysten ja valmiiden pelimoottorien käyt-
täminen. Esimerkkejä valmiista pelimoottoreista ovat Epicin Unreal Engine, Unity
Technologiesin Unity ja CryTechin CryEngine [UNE, CRY, UNI]. Toteuttamistyö
on pelin eri osajärjestelmien toteuttamista ja yhteensovittamista.
Olipa valittu alusta ja toteutustapa mikä tahansa, pelit ovat aina reaaliaikajärjes-
telmiä, jotka toimivat aikarajojen ja saatavilla olevien resurssien puitteissa. Nämä
asettavat ohjelmalle vaatimuksia, joita sen tulee täyttää. Aikaraja voi olla esimer-
kiksi tietty ruudunpäivitysnopeus. Resurssien käytön asettamia vaatimuksia voivat
puolestaan olla esimerkiksi, että ohjelman tulee toimia Playstation 3 laitteistolla,
joka sisältää 256 Mt keskusmuistia, 256 Mt näytönohjaimen muistia ja 3.2 GHz Cell
Broadband Engine -moniydinsuorittimen [Che05, PLA].
2.2 Silmukkarakenteet tietokonepeleissä
Kaikissa peleissä esiintyy jossakin muodossa silmukkarakenne, jonka tehtävä on vii-
paloida pelin toiminta aika-askeleisiin. Jokaisella askeleella suoritetaan olennaiset
pelin suoritukseen kuuluvat tehtävät. Peliohjelmistoissa tätä silmukkarakennetta
kutsutaan pelisilmukaksi. Silmukka on pelin ydin, joka hallinnoi pelin suoritusta
ja jakaa peliohjelman käytettävissä olevan laskenta-ajan suoritettavien tehtävien
kesken.
Ohjelman käyttämä arkkitehtuuri vaikuttaa silmukan rakenteeseen. Gregory [Gre09,
s. 307-309] kuvaa kaksi arkkitehtuureiltaan hieman toisistaan poikkeavaa silmukka-
rakennetta. Ensimmäinen silmukoista on sidottu Windows-käyttöjärjestelmän vies-
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jelmalle lähettämät viestit ennen kontrollin luovuttamista varsinaisten pelisilmukan
tehtävien suorittamiseen. Toinen mahdollisuus on käyttää takaisinkutsuihin (engl.
callback) perustuvaa rakennetta, jossa pelisilmukka koostuu vain kuuntelijoiden päi-
vityksestä. Suoritettavat tehtävät on sijoitettu kuuntelijoiden kutsurutiinien toteu-
tukseen. Tällöin esimerkiksi käyttöjärjestelmän viestien käsittely hoidetaan silmu-
kassa suoritettavissa kuuntelijan päivityskutsuissa.
Silmukoiden päätehtävät
Silmukoiden päätehtävät ovat samanlaiset, vaikka niiden käytännön toteutukset voi-
vat poiketa toisistaan. Valente ja kumppanit [VCF05] esittävät kolme pelisilmukoi-
den päävaihetta: käyttäjän syötteiden lukeminen, päivitysvaihe ja ruudunpäivitys.
Samat vaiheet ovat tuoneet esille myös Tulip ja kumppanit [TBN06].
Silmukan ensimmäisessä vaiheessa luetaan syötelaitteiden syötetapahtumat ja vä-
litetään ne eteenpäin. Näitä tapahtumia ovat esimerkiksi hiiren liikuttaminen ja
näppäimen painallus näppäimistöllä tai peliohjaimessa. Syötetapahtumat muunne-
taan peliohjelmiston käsittämiksi sisäisiksi tapahtumiksi, jotka muunnoksen jälkeen
välitetään eteenpäin päivitysvaiheen käsiteltäviksi.
Tulip ja kumppanit [TBN06] korostavat syötteiden lukemisen tärkeyttä. Se tulee
hoitaa lähes välittömästi syötteen antamisen jälkeen, jotta käyttäjä kokee ohjelman
reagoivan syötteisiin. Tulip ja kumppanit mainitsevat kaksi tapaa käsitellä syöteta-
pahtumia. Ensimmäinen tavoista on kysellä jatkuvasti (engl. polling) syötelaitteiden
tilaa ja reagoida niiden tilamuutoksiin. Toinen vaihtoehto on tilamuutosten pusku-
rointi erilliseen tilapuskuriin, joka käsitellään silmukan suorituksen myöhemmässä
vaiheessa.
Syötetapahtumien käsittelyä seuraa pelitilan päivitysvaihe, joka vastaa pelisimulaa-
tion edistämisestä ja laskenta-ajan jakamisesta päivitystä vaativien alijärjestelmien,
kuten fysiikkamoottorin, kesken. Päivitysvaiheen tehtävät ja vaativuus vaihtelevat
huomattavasti eri pelien välillä. Vaihtelu on seurausta pelikohtaisista päivitystar-
peista: osalla peleistä voi olla tarvetta suorittaa esimerkiksi fysiikan, tekoälyn tai
törmäysten tunnistamiseen liittyvää laskentaa, kun taas osa ei tarvitse mitään edel-
lisistä.
Viimeinen päävaiheista on ruudunpäivitys, joka vastaa pelin nykytilan kuvanmuo-
dostuksesta ja kuvan esittämisestä näytöllä. Myös ruudunpäivitysvaihe on vaativuu-
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vasti kuin peliohjelmassa olevien alijärjestelmien kohdalla, pelien visuaaliset tarpeet
eroavat toisistaan. Valitut valaistusmallit, ruudulla näytettävän asetelman (engl.
scene) objektien lukumäärä, rasteroinnin aiheuttamien säröreunojen pehmennykset
ja jälkikäsittelynä tehtävät tehosteet, kuten liikkeen aiheuttama kuvan epätarkkuus
(engl. motion blur) vaikuttavat vaiheen vaatiman laskenta-ajan määrään.
Pelisilmukoiden luokittelu
Pelisilmukoita voidaan luokitella päätehtävien suoritukseen liittyvien piirteiden pe-
rusteella. Käytettäessä vaiheiden suoritustapaa luokittelukriteerinä Valente ja kump-
panit [VCF05] jakavat pelisilmukat kahteen pääluokkaan: peräkkäisiin ja hajautet-
tuihin pelisilmukkamalleihin.
Peräkkäisissä silmukoissa kaikki tehtävät suoritetaan saman silmukan sisällä mää-
rätyssä järjestyksessä. Hajautetuissa silmukkamalleissa silmukan vaiheet on erotel-
tu toisistaan. Näin vaiheita voidaan suorittaa toisistaan riippumatta. Yksi tapa on
erottaa kuvanmuodostus peliohjelman simulaatiosta ja syötteiden luvusta. Tällöin
esimerkiksi vaiheiden rinnakkaissuorituksessa kuvanmuodostus voi edetä muista vai-












a) Peräkkäinen pelisilmukka b) Hajautettu silmukkamalli
Kuva 2.1: Peräkkäinen (vasemmalla) ja hajautettu (oikealla) pelisilmukkamalli
mukaillen Valenten ja kumppaneiden [VCF05] esitystä. Edelliseen silmukkakierrokseen
kulunutta kokonaisaikaa merkitään ∆t-symbolilla.
6Kuvassa on kaksi silmukkamallia. Oikealla on hajautettu pelisilmukkamalli, jossa
ruudunpäivitysvaihe on erotettu syötteiden lukemisesta ja pelitilan päivittämisestä.
Vasemmalla on vastaava silmukka peräkkäistoteutuksena. Molemmissa silmukoissa
lasketaan edelliseen kierrokseen kulunut aika, joka välitetään päivitysvaiheelle para-
metrina. Päivitysvaiheessa tieto edelliseen kierrokseen kuluneesta ajasta välitetään
alijärjestelmien käyttöön, mikä mahdollistaa alijärjestelmien toiminnan sopeuttami-
sen pelisilmukan suoritusajan suhteen.
Suoritusympäristön ja silmukoiden välinen suhde
Suoritusympäristö määrää silmukan sisältämän laskennan suoritusnopeuden. Ilman
silmukan suoritusnopeuden kontrollointia silmukan toiminta voi vaihdella arvaa-
mattomasti, kun siirrytään alkuperäisestä toteutusympäristöstä toiseen. Esimerkik-
si osassa 1980–1990-luvuilla julkaistuista peleissä laitteistojen suoritusympäristön
nopeuden kehittymistä ei huomioitu toteutuksessa. Nopea laitteisto tarkoittaa no-
peampaa pelisilmukan suoritusta.
Esimerkiksi vuonna 1989 ilmestyneessä MechWarrior 1 -pelissä [HL90] silmukan suo-
ritusnopeutta ei rajoitettu. Tästä seurasi pelinohjelman muuttuminen mahdotto-
maksi käyttää, sillä pelilogiikka- ja ruudunpäivitykset tapahtuivat niin nopeasti,
että pelaajan oli mahdotonta ehtiä reagoida niihin. Pelin taistelusimulaatiosta eh-
ti näkyä vain muutama ruutu, joiden jälkeen peli päättyi. Ongelma on mahdollista
korjata esimerkiksi emuloimalla pelin toteutusaikakauden tietokoneiden suoritusno-
peuksia, jolloin emulointiympäristö alentaa keinotekoisesti varsinaisen suoritusym-
päristön kellotaajuutta.
Yksi strategia ympäristöjen tuoman vaihtelun huomioon ottamiseksi on esimerkik-
si silmukan kierrosten suorittamiseen kuluvan ajan laskeminen (kuva 2.1). Toinen
vaihtoehto on silmukan suoritusnopeuden rajoittaminen tiettyyn maksiminopeuteen
liian nopean suorituksen estämiseksi. Suoritusnopeuden rajaaminen tehokkaissa ym-
päristöissä johtaa laskentakapasiteetin hyödyntämättä jättämiseen. Kaikissa ohjel-
missa se ei välttämättä ole ongelma, mutta monimutkaisemmissa ja näyttävimmissä
peleissä laiteresurssien käyttämättä jättäminen ei ole optimaalinen ratkaisu.
Silmukoiden nopeuden kontrollointi ei aina ole välttämätöntä. Valenten ja kumppa-
neiden [VCF05] mukaan suoritusnopeuttaan kontrolloimattomat pelisilmukat sovel-
tuvat parhaiten ympäristöihin, joissa ympäristön suorituskyky säilyy samankaltai-
sena laitteistojen välillä. Esimerkiksi pelikonsoleille suunniteltu ohjelma voi olettaa
suorituskyvyn säilyvän vakiona laitteistojen välillä.
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Pelisilmukat ovat malli, jolla peliohjelmiston perusvaiheita voidaan hahmottaa ja
kuvata. Tulip ja kumppanit [TBN06] käsittelevät artikkelissaan sitä, missä kaik-
kialla pelimoottoreissa rinnakkaisuutta on mahdollista hyödyntää. Peliohjelmiston
taustalla oleva pelisilmukan malli jakaa toiminnot selkeisiin kokonaisuuksiin. Ohjel-
ma pilkotaan tietyn toiminnallisuuden sisäänsä kapseloiviksi ohjelmakomponenteiksi
(ts. moduuleiksi), jotka sijoittuvat silmukkamallissa oleviin vaiheisiin. Komponent-
teihin jakamisen avulla on mahdollista toteuttaa esimerkiksi komponenttien päivit-
täminen eri päivitystiheyksillä. Pelitilan päivitysten ei välttämättä tarvitse tapahtua
yhtä tiheästi kuin ruudunpäivitysten.
Päivitystiheyden vaihtelun lisäksi toinen etu on, että komponentteja tarkastelemalla
voidaan arvioida niiden soveltuvuutta rinnakkaisesti suoritettavaksi. Tulip ja kump-
panit [TBN06] esittävät, että esimerkiksi syöteoperaatioiden sisäänlukemisesta vas-
tuussa oleva komponentti on yksi mahdollinen ehdokas rinnakkaisesti suoritettavak-
si, sillä se tuottaa ohjelmistolle tietoa, joka vaikuttaa ohjelman toimintaan. Kompo-
nentin syötetapahtumat kerääntyvät syötepuskuriin, jonka sisältöä ohjelma purkaa
säännöllisin väliajoin.
2.3 Pelimoottori väliohjelmistona
Pelimoottori on pelin toteutukseen käytettävien ohjelmakomponenttien muodosta-
ma kokonaisuus, joka ei suoraan määrittele pelilogiikkaa tai pelin sisältöä. Moot-
tori toimii väliohjelmistona, jonka päälle pelikohtaisen logiikan ja peliympäristön
määrittelevä ohjelmakoodi rakentuu [LJ02]. Pelin ja pelimoottorin välinen suhde on
harmaata aluetta, eikä selkeää erottelua pelin ja moottorin välillä ole aina olemassa.
Gregoryn [Gre09, s. 11-12] mukaan erottelutekijänä voidaan pitää pelin ja peli-
moottorin muokattavuuden ja uudelleenkäytön määrää (ks. kuva 2.2). Mitä muo-
kattavammasta ja uudelleenkäytettävämmästä peliohjelmistosta on kyse, sitä yleis-
käyttöisempien komponenttien päälle peli on rakentunut. Tällaisten komponenttien
muodostamaa ohjelmistokehystä voidaan ajatella moottorina, jota voidaan käyttää
myös uusien pelien toteutuksessa. Monet studiot toteuttavat omia niin kutsuttuja in-
house-moottoreita, jotka on suunniteltu vain niillä toteutettavien yksittäisten pelien
vaatimusten mukaisesti. Nämä moottorit sijoittuvat kuvassa 2.2 vasempaan laitaan

















Kuva 2.2: Pelimoottorin muokattavuus, mukaillen Gregorya [Gre09, s. 12].
Pelimoottorit keskittyvät usein tiettyyn lajityyppiin [Gre09, s. 12], kuten esimerkiksi
strategiapeleihin. Niissä pelialue on usein kuvattu päältä tai yläviistosta. Pelialueen
näkymän muodostavaa kameraa voidaan liikutella vapaasti. Pelityyppi, jolle strate-
giapelin moottori ei sovellu, ovat esimerkiksi ensimmäisen persoonan näkökulmasta
kuvatut pelit, joissa kameran tuottama näkymä on sidottu pelattavan hahmon nä-
kökulmaan eikä kameraa voida siirrellä pelihahmon sijainnista riippumattomasti.
Pelien luokittelu lajityypeiksi antaa pelimoottorille mahdollisuuden keskittyä laji-
tyypin ominaisiin piirteisiin ja niihin soveltuviin teknisiin ratkaisuihin. Esimerkiksi
strategiapeleissä pelikentän näkymässä voi esiintyä useita kymmeniä tai satoja pe-
laajan tai tekoälyn ohjaamia hahmoja. Ensimmäisen persoonan näkökulmasta ku-
vatuissa peleissä tilanne on usein täysin toinen. Niissä pelaajan ohjauksessa on usein
vain yksi hahmo ja näkymässä on yhtäaikaisesti enimmillään muutamia kymmeniä
hahmoja.
Edellä kuvatut lajityypit ovat ääriesimerkkejä, mutta kuten Gregory [Gre09, s. 12]
huomauttaa, ne havainnollistavat hyvin lajityyppien välisiä eroja, joista seuraa peli-
moottorille vaatimuksia ja rajoitteita. Lajityypeillä on ominaisia piirteitä, joita voi-
daan hyödyntää niin pelimoottorin arkkitehtuurin ja komponenttien kuin optimoin-
nin ja algoritmien valinnassa. Esimerkiksi näytöllä näkyvien peliobjektien lukumää-
rä ja se, missä kameraa liikutetaan, ovat esimerkkejä piirteistä, jotka vaikuttavat
pelimoottoreissa käytettäviin ratkaisuihin.
Pelimoottorin käyttäminen tarkoittaa, että pelin tulee mukautua pelimoottorin aset-
tamiin rajoitteisiin. Tästä näkökulmasta valmiin moottorin käyttäminen sanelee eh-
toja sille, mitä voi tehdä ja miten. Yleiskäyttöiset moottorit eivät välttämättä kai-
kilta osiltaan sovellu tietyn pelin tarpeisiin. Tämä voi johtaa siihen, että merkittäviä
osia pelimoottorista joudutaan toteuttamaan uudelleen.
Esimerkiksi puolalainen CD-Projekt RED [AUR] käytti vuonna 2007 PC:lle jul-
kaistussa Witcher-pelissään kanadalaisen Bioware-peliyrityksen toteuttamaa Auro-
ra-moottoria. Lopullinen peli toteutettiin lopulta alkuperäisestä moottorista vahvas-
9ti muokatulla versiolla. Tekijöiden mukaan alkuperäisestä moottorista oli käytän-
nössä jäljellä vain viidesosa. Yksi uudelleenkirjoitetuista komponenteista oli piirto-
moottori (engl. rendering engine), joka ei tukenut Direct3D 9 -grafiikkarajapintaa
[D3D].
Pelimoottorin yleisrakenne
Yhtä ainutta oikeaa pelimoottorin rakennetta ei ole olemassa. Moottoreissa on sa-
mankaltaisuuksia, mutta ne ovat aina joukko valmiita komponentteja, jotka on va-
littu tai toteutettu moottorin käyttötarkoituksen mukaan. Valitut komponentit hei-
jastavat aina moottorin toteuttajien näkemyksiä ja mieltymyksiä. Kuva 2.3 havain-
nollistaa yhtä näkemystä pelimoottorin sisällöstä.
Kuva 2.3: Yleiskuva pelimoottorin arkkitehtuurista, mukaillen Gregorya [Gre09, s. 26].
Uudelleenkäyttettävyyden näkökulmasta pelimoottorin yhtenä tehtävänä on erot-
taa sitä käyttävä peliohjelmisto ja suoritusympäristö toisistaan. Esimerkki tästä on
Epicin Unreal-pelimoottori [UNE]. Siitä on olemassa toteutuksia eri alustoille, kuten
PC, Xbox 360 ja Playstation 3. Tällaisen moottorin avulla toteutettu peli on mah-
dollista siirtää toiselle alustalle ilman, että ohjelma kirjoitetaan kokonaisuudessaan
uudelleen. Ympäristöriippumattomuuden vuoksi monet uusista peleistä voidaan jul-
kaista yhtäaikaisesti monelle eri alustalle.
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Pelimoottori on vastuussa siitä, että kaikki käytettävät alijärjestelmät tulevat kut-
sutuksi ajallaan ja oikeassa järjestyksessä [Gre09, s. 304-305]. Tulip ja kumppanit
[TBN06] toteavat, että laskentaa ohjaava pelisilmukka voi olla toteutettuna moot-
torissa itsessään. Näin ollen se muodostaa pelimoottorin ytimen, joka on vastuussa
silmukassa suoritettavien tehtävien jakamisesta moottorin alijärjestelmille. Pelioh-
jelmat voivat vaikuttaa silmukassa suoritettaviin tehtäviin esimerkiksi rekisteröimäl-
lä kuuntelijakomponentteja, mikäli moottorin toteutus käyttää kuuntelijapohjaista
lähestymistapaa.
Pelimoottorin merkittävimmät rajapinnat ovat: ympäristörajapinta ja moottorin pe-
lirajapinta (ks. kuva 2.3). Gregory [Gre09, s. 29] käyttää suoritusalustan rajaavasta
kerroksesta nimitystä Platform Independence Layer. Kerros sisältää monet yleises-
ti käytetyt rutiinit ja muut merkittävät suoritusympäristöön liittyvät rajapinnat
[Gre09, s. 34]. Ympäristörajapinnan avulla saavutetaan riippumattomuus alusta-
kohtaisista ohjelmakirjastoista, jolloin varsinaisen ohjelman siirtäminen eri alusto-
jen välillä helpottuu.
Moottorin ja pelin välisestä rajapinnasta Gregory [Gre09, s. 45-48] käyttää nimitystä
Gameplay Foundation Systems. Kerros tarjoaa perustoiminnallisuudet, joiden päälle
pelikohtainen toiminnallisuus ja logiikka voidaan rakentaa.
Pelimoottorin ehkä keskeisin ja näkyvin osa on piirtomoottori (engl. rendering engi-
ne), joka on vastuussa kaikesta näytölle tuotettavasta grafiikasta. Se vastaa kuvien
muodostamiseen ja näytölle piirtämiseen liittyvistä tehtävistä. Varsinainen kuvan-
muodostus suoritetaan nykyisin suurelta osin grafiikan tuottamiseen erikoistuneilla
näytönohjaimilla. Piirtomoottorin tehtävä on jäsentää pelin visuaalisesti esitettävä
tieto muotoon, jota näytönohjaimet kykenevät käsittelemään.
Piirtoputki
Piirtomoottori toteuttaa yhteistyössä näytönohjaimen kanssa nk. piirtoputken (engl.
rendering pipeline). Piirtoputki on väylä kaikelle pelin näytöllä näkyvälle grafiikal-
le. Akenine-Möllerin ja kumppaneiden [AMHH08, s. 13] mukaan se koostuu yksin-
kertaistettuna kolmesta päävaiheesta, ohjelma- (engl. application stage), geometria-
(engl. geometry stage) ja kuvanmuodostusvaiheesta (engl. rasterizer stage). Kaikki
lopullisen kuvan aikaansaamiseksi tarvittavat työvaiheet sijoittuvat johonkin näistä
vaiheista.
Akenine-Möllerin ja kumppaneiden [AMHH08, s. 14-27] mukaan ensimmäinen vai-
he eli ohjelmavaihe sisältää tiedon tuottamisen muodostettavaa kuvaa varten, esi-
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merkiksi ruudulla näytettävää geometriaa varten. Tällaista tietoa ovat mm. piirret-
tävien kuvioiden kärkipisteet (engl. vertex) ja kolmiulotteisten pintojen normaalit,
joita saatetaan tarvita kärkipisteiden käsittelyn yhteydessä.
Ohjelmavaihetta seuraa geometriavaihe, joka on vastuussa suurimmasta osasta kär-
kipisteisiin ja monikulmioihin (engl. polygon) liittyvästä käsittelystä. Esimerkki vai-
heessa suoritettavasta käsittelystä on kärkipisteiden sijainnin laskeminen kolmiulot-
teisessa avaruudessa. Pisteen sijainti voidaan laskea esimerkiksi suhteessa samassa
avaruudessa olevaan kameraan, jonka tuottaman näkymän mukaan näytöllä näkyvä
kuva muodostetaan.
Viimeisessä vaiheessa eli kuvanmuodostusvaiheessa kärkipisteiden kuvaamien mo-
nikulmioiden pinnat rasteroidaan kuvapisteiksi (engl. pixel), joille lasketaan niiden
väriarvo ennen lopulliseen kuvaan sijoittamista. Väriarvon kylläisyyteen ja kirkkau-
teen voi vaikuttaa esimerkiksi kuvapisteen sijaintipinnan normaali.
Piirtoputken toteutus jakautuu näytönohjaimen ja pelimoottorin kesken. Merkittävä
osa putken grafiikan tuottamiseen liittyvien vaiheiden käsittelystä tapahtuu näytön-
ohjaimella. Pelimoottori on vastuussa ohjainta käskyttävien API-kutsujen suoritta-
misesta sekä tiedon valmistelusta ja välittämisestä näytönohjaimelle käsiteltäväksi.
Rinnakkaistamisen mahdollisuudet pelimoottorissa
Bestin ja kumppaneiden [BFD+09] mukaan pelimoottoreita ei yleensä ole suunnitel-
tu rinnakkaistamisen näkökulmasta, mikä heijastuu niiden rakenteissa. Pelimoottori
päivittää pelin tilan, joka syntyy useiden moottorissa toimivien ohjelmakomponent-
tien vaikutuksen tuloksena. Best ja kumppanit huomasivat, että heidän laajenta-
massaan ja analysoimassaan avoimen lähdekoodin Cube 2 -pelimoottorissa laskenta
rakentui peräkkäisten moduulikutsujen ketjuksi.
Eri komponentit käsittelevät usein yhteisesti komponenttien jakamaa tietoa, eikä kä-
sittelyä ole välttämättä synkronoitu. Siksi moottorin komponenttien suora rinnak-
kaistaminen, jossa komponentti irrotetaan erilleen muista ja asetetaan toimimaan
rinnakkaisesti muiden komponenttien kanssa, aiheuttaa ongelmia. Niitä syntyy jae-
tun tiedon käsittelyn, moduulien suorittaman laskennan vaativuuden vaihtelun ja
komponenttien keskinäisten riippuvuuksien vuoksi [BFD+09].
Myös Tulip ja kumppanit [TBN06] ovat tutkineet pelimoottorin rinnakkaistamis-
ta. He tarkastelivat moottorin eri alijärjestelmien piirteitä saadakseen näkemyksen
siitä, mitkä moottorin osat hyötyisivät rinnakkaistamisesta. Osien tunnistamisen
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apuna he käyttivät tuottaja ja kuluttaja -mallia tiedon tuottamisen ja käytön nä-
kökulmasta. Mallin mukaisesti alijärjestelmät luokiteltiin joko tiedon kuluttajiksi
tai tuottajiksi. Tulip ja kumppanit havaitsivat, että resurssien lataus ja syötteiden
lukeminen ovat tiedon tuottajia siinä, missä piirtomoottori on käytännössä tiedon
kuluttaja. Tekoälystä ja fysiikasta vastaavat järjestelmät ovat puolestaan molempia.
Molemmat tutkimukset [BFD+09, TBN06] tukevat oletusta siitä, että pelimoot-
toreista on löydettävissä osuuksia, jotka hyötyisivät rinnakkaistamisesta. Toisessa
tutkimuksista [TBN06] tuotiin esille se, että haastavin osa-alue rinnakkaistamisen
kannalta on päivitysvaihe, jossa ratkotaan kaikkien kappaleiden väliset vuorovaiku-
tukset. Päivitysvaiheessa on rinnakkaistamisen mahdollisuuksia, mutta niiden löy-
täminen on hankalaa. Molemmissa tutkimuksissa pelimoottorien rinnakkaistami-
sen lähtökohtana oli tehtäväkeskeisen rinnakkaisuuden hyödyntäminen. Tämä tar-
koittaa, että työ jaetaan tehtäviin, joiden suoritus voidaan hoitaa rinnakkaisesti.
Best ja kumppanit [BFD+09] havaitsivat muokatessaan Cube 2 -pelimoottoria, että
rinnakkaislaskentaan soveltuvien ohjelmointiympäristöjen (PPE, Parallel Program-
ming Environments) hyödyntäminen olisi parempi vaihtoehto kuin nojautuminen it-
se toteutettuun säikeistykseen ja matalan tason rinnakkaisuuden hallintavälineisiin
kuten monitorit ja semaforit. Esimerkki tällaisesta rinnakkaisohjelmoinnin ympäris-
töstä on OpenCL [Ope10].
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3 Ohjelmoitavat näytönohjaimet
Näytönohjaimet tai grafiikkayksiköt (GPU, engl. Graphics Processing Unit) ovat tie-
tokoneeseen liitettäviä lisäohjaimia, joita voidaan ohjelmoida sävytinohjelmien (engl.
shader program) avulla. Sävytinohjelmoinnin yhteydessä näytönohjainten suoritta-
masta laskennasta käytetään monesti termiä sävytys (engl. shading). Sävytinoh-
jelmat ovat kehittyneet tietokonegrafiikan vaatimusten vuoksi, sillä nykyiset ohjai-
met ovat usein erikoistuneet 3D-grafiikan nopeaan rinnakkaislaskentaa hyödyntä-
vään käsittelyyn, ja sen vuoksi ohjaimet ovat peliohjelmistoissa keskeisessä roolissa.
Esimerkiksi kuvaruudun kuvafragmenttien (kuvapisteiden) värisävy on laskettavissa
jokaiselle fragmentille muista fragmenteista riippumattomasti. Tämän riippumatto-
muuden ansiosta kuvapisteiden käsittely on jaettavissa näytönohjaimen lukuisten
suorittimien kesken. Tällainen laskennan lähestymistapa on ohjannut näytönohjain-
ten fyysistä arkkitehtuuria rinnakkaislaskenta-alustojen suuntaan. Tässä mallissa
ohjainkortin laskenta jaetaan kortin suorittimien kesken.
3.1 Näytönohjainten rakenne
Rinnakkaiseen laskentaan soveltuvan rakenteensa vuoksi nykyiset näytönohjaimet
pyrkivät erottumaan yhä enemmän rinnakkaislaskentaan soveltuvina alustoina. Oh-
jainten valmistajat tarjoavat rajapintoja niiden ohjelmointiin, kuten NVIDIA:n
CUDA-laajennokset [CUD] C/C++ -kieleen, ja tukevat näytönohjaimilla suoritetta-
vaan laskentaan soveltuvia avoimia standardeja, kuten OpenCL:ää [Ope10]. Näiden
kautta näytönohjaimen laskentakapasiteettia voidaan käyttää muussakin kuin pel-
kästään kolmiulotteisen grafiikan vaatimassa laskennassa. Tästä näytönohjaimilla
suoritettavasta yleislaskennasta käytetään lyhennettä GPGPU (engl. General Pur-
pose computing on Graphics Processing Unit).
Ohjelmoitavat näytönohjaimet ovat yleistyneet 2000-luvulla, ja ne ovat nykyisin
laajimmin levinnyt alusta kotitietokoneilla suoritettavaan rinnakkaislaskentaan mo-
niytimisten suorittimien ohella. Ohjelmoitavien grafiikkayksiköiden synty ajoittuu
1980–1990 -luvuille. Tuolloin kehitettiin ensimmäisiä arkkitehtuureja grafiikkayksi-
köille, joissa kuvapuskuriin (engl. framebuffer) oli mahdollista kohdistaa ohjelmoi-
tavissa olevaa käsittelyä. Merkittävimmät tuon aikakauden arkkitehtuureista oli-
vat 1980-luvun lopun UNC PixelPlanes ja 1990-luvun alun PixelFlow-arkkitehtuuri
[FPE+89, MEP92]. Sekä PixelPlanes- että PixelFlow-arkkitehtuureissa kuvapusku-
ri ja kuvapisteiden käsittelyyn erikoistuneet SIMD-arkkitehtuurin (engl. Single In-
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struction Multiple Data) mukaiset suorittimet sijaitsivat samalla piirilevyllä. Nämä
arkkitehtuurit loivat pohjan nykyisille ohjelmoitaville grafiikkayksiköille [BFH+04].
Owensin ja kumppaneiden [OHL+08] mukaan SIMD-arkkitehtuureissa yksittäinen
SIMD-käsky suoritetaan usealle tietoalkiolle rinnakkain. Tietoalkioita voivat olla
esimerkiksi kolmiulotteisten kappaleiden kärkipisteet (engl. vertex) tai kappaleiden
pinnoista muodostettavat kuvafragmentit. Alkioiden rinnakkaiskäsittely saadaan ai-
kaan ryhmittelemällä ne ensiksi rinnakkain käsiteltäviin lohkoihin. Lohkoja käsitel-
lään näytönohjaimen toimesta rinnakkain, jolloin lohkojen sisältämät alkiot tulevat
rinnakkaisesti käsiteltyä.
Owensin ja kumppaneiden [OHL+08] mukaan toinen merkittävä GPGPU-ohjelmoin-
nin malli on SPMD (engl. Single Program Multiple Data). Malli on merkittävä,
sillä siinä tietoalkioille suoritettavat käskyjoukot voivat vaihdella alkioiden välillä.
Vaihtelu mahdollistaa esimerkiksi ohjelmakoodin haarautumiset.
Näytönohjaimet tukevat molempia ohjelmointimalleja, sillä ne eivät ole toisensa
poissulkevat, mutta SPMD-mallin mahdollistama komentojen vaihtelu saadaan ai-
kaan SIMD-arkkitehtuureissa suorituskyvyn kustannuksella [OHL+08]. Mikäli sä-
vytinohjelma sisältää haarautumisia, kaikki ohjelman haaraumat tulevat erikseen
käsitellyiksi lohkossa olevien elementtien osalta.
Harris ja Buck [HB05] esittävät artikkelissaan erään esimerkin haaraumista. Esimer-
kissä havainnollistetaan if-else-rakenteen vaikutusta SIMD-arkkitehtuurin mukai-
seen suoritukseen. Jos sävytinohjelma sisältää tällaisen ehtorakenteen, niin suoritus
voisi esimerkiksi edetä käymällä ensiksi if-haarauman läpi, jolloin kaikki elementit,
jotka täyttävät ehdon, saavat haarauman sisältämän käsittelyn. Seuraavaksi suori-
tetaan else-haara, jolloin if-ehdon poissulkemat elementit tulevat käsitellyiksi. Tämä
tarkoittaa, että SPMD-mallin mukainen ehtorakenteen omaava ohjelmakoodi tulee
suoritetuksi kahdesti käsittelyssä olevalle elementtijoukolle. Esimerkki tuo ilmi sen,
miten näytönohjaimilla suoritettavan ohjelmakoodin rakenne vaikuttaa konkreetti-
sesti näytönohjaimen suoritukseen.
3.2 Näytönohjainten ohjelmointi
Sävytinohjelmat ovat keskeisin työkalu näytönohjaimilla suoritettavan laskennan oh-
jelmoimiseksi. Aiemmin kiinteinä määriteltyjä piirtoputken vaiheita (mm. kärkipiste-
ja fragmenttikäsittely) on ohjainten kehittymisen myötä korvattu sävytinohjelmilla,
jotka ladataan ohjaimelle ennen käsittelyn alkua [LH07]. Esimerkiksi kärkipistei-
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den ja kuvapisteiden käsittely kiinteinä toteutuksina on korvattu sävytinohjelmilla,
joiden toteutuksen vastuu on ohjelmoijalla.
Sävytinohjelmia ohjelmoidaan niihin erikoistuneilla sävytinkielillä, joita ovat esimer-
kiksi Microsoftin HLSL (High Level Shading Language), GLSL (OpenGL Shading
Language) ja NVIDIA Cg (C for Graphics) [GLS, HLS, CGL]. Sävytinkielten erot
liittyvät lähinnä syntaksiin ja laitevalmistajien tukeen. Sävytinohjelmat käännetään
laitteistoriippumattomaan välikieliseen esitysmuotoon ennen näytönohjaimelle siir-
tämistä. Näytönohjainten laiteajurit kääntävät välikielisen esityksen näytönohjain-
kohtaiseksi konekieleksi [AMHH08, s.31].
2000-luvun alkupuolella näytönohjainten toteuttaman piirtoputken suorittimien ark-
kitehtuurit olivat sidottuja sävytintyyppiin ja sävytintyyppien laskennasta vastaa-
vat suorittimet eivät olleet keskenään yhteensopivia. Esimerkiksi fragmenttisävy-
tinohjelmia ei voinut suorittaa kärkipistesävyttimien suorittamiseen tarkoitetuilla
suorittimilla. Tilanne muuttui, kun Microsoft julkaisi Xbox 360 -pelikonsolin, joka
ensimmäisenä hyödynsi yhtenäistettyä sävytinarkkitehtuuria (engl. unified shader
architecture) [LH07, OHL+08]. Arkkitehtuuri muutti sävyttimien aikaisemman sä-
vytintyyppien mukaan hajautuneen suoritusalustan suorittimet joukoksi riittävän
yleiskäyttöisiä suorittimia, joiden kesken kaikki eri sävyttimien tarvitsema laskenta
voitiin jakaa sävytinriippumattomasti [LH07].
Näytönohjain















Kuva 3.1: Näytönohjaimen ohjelmoitavat sävyttimet yhtenäisellä
sävytinarkkitehtuurilla, mukaillen Luebkea ja Humphreysia [LH07].
Kuvassa 3.1 esitetään yleisellä tasolla prosessi, joka muodostaa ohjelman lähettä-
mästä kolmiulotteisesta kappaleesta kaksiulotteisen kuvan näytönohjaimen muis-
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tiin. Prosessin alussa ohjelma välittää kappaleen kärkipisteet näytönohjaimelle, jo-
ka suorittaa niille tarvittavat muunnokset. Kärkipistekäsittelyn jälkeen kärkipisteis-
tä koostetaan primitiivejä, kuten kolmiot, viivat ja pisteet, jotka kuvaavat näytöllä
näkyvät pinnat [OHL+08]. Osassa näytönohjaimia primitiivien koostamista seuraa
valinnainen geometria-vaihe, jossa on mahdollista muodostaa uusia primitiivejä al-
kuperäisten primitiivien pohjalta [LH07].
Primitiivien muodostumisen jälkeen niiden kuvaamat alueet rasteroidaan ja kuvapis-
teistä muodostetaan kuvafragmentit niiden käsittelyä varten. Fragmentit käsitellään
fragmenttisävyttimillä (engl. fragment shader), joiden tehtävä on laskea fragmen-
teille tietokoneen näytöllä näytettävä väriarvo. Ainoastaan näkyvien kuvapisteiden
arvot tallennetaan (piilopintojen poisto -vaihe kuvassa) näytönohjaimen muistiin.
Muistiin tallennettua lopullista kuvaa voidaan edelleen jatkokäsitellä, tai se voidaan
välittää näytölle näytettäväksi [LH07, OHL+08].
Näytönohjaimen suorittimet käsittelevät kärkipisteet ja fragmentit rinnakkaisesti.
Ohjainten rinnakkaisuuteen perustuvan arkkitehtuurin vuoksi näytönohjainohjelmi-
en ohjelmointi ei ole niin suoraviivaista kuin perinteisten suoritinohjelmien. Lasken-
taan vaikuttavat rinnakkaisuuden tuomat haasteet, kuten yhteiskäyttöisen tiedon-
käsittely. Samoin näytönohjainten suorittimien arkkitehtuuri ja käskykannat, kuin
laskennan tapa ja käsitteet ohjelmissa, poikkeavat merkittävästi tavanomaisista tie-
tokoneen omilla suorittimilla suoritettavista ohjelmista.
Laskennan jaottelu käyttötarkoituksen mukaan
Näytönohjaimilla suoritettava laskenta voidaan jakaa laskennan käyttötarkoituksen
perusteella kahteen tapaukseen: grafiikkaan liittyvään ja yleiskäyttöiseen laskentaan.
Grafiikkaan liittyvässä laskennassa ohjelma määrittää ruudulle piirrettävän geomet-
risen kuvion, joka muodostaa osan näytölle muodostettavasta kuvasta. Kuvio raste-
roidaan ja käsitellään. Käsittelyn lopputulos tallennetaan näytönohjaimen tekstuu-
rimuistiin. Tallennettua lopputulosta voidaan hyödyntää myöhemmissä piirtoputken
vaiheissa (ks. kuva 3.1) [OHL+08].
Näytönohjaimen hyödyntäminen yleiskäyttöisessä laskennassa voidaan jaotella Owen-
sin ja kumppaneiden [OHL+08] mukaan klassiseen ja moderniin lähestymistapaan.
Klassisessa lähestymistavassa yleiskäyttöistä laskentaa kuvataan grafiikan ohjelmoin-
tirajapinnoilla ja välineillä, kuten kärkipiste- ja fragmenttisävyttimillä. Modernissa
tavassa laskennassa hyödynnetään rinnakkaislaskennan ohjelmointiympäristöjä ja
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käsitteitä, jotka ovat erikoistuneet esimerkiksi näytönohjaimilla suoritettavan las-
kennan kuvaamiseen, kuten NVIDIA:n CUDA.
Vastaavasti kuin grafiikkaan liittyvässä laskennassa, myös klassisessa yleiskäyttöi-
sen laskennan tavassa ohjelma määrittää ruudulle piirrettävän geometrisen kuvion,
kuten esimerkiksi neliön. Kuvio vastaa aihealueeseen liittyvää laskentaa (esimerkik-
si jokin lukumatriisi) ja laskennan tuloksena saadaan kuviota vastaava tekstuuri,
jossa aihealueeseen liittyvän laskennan tulos on tallennettu tekstuurin yksittäisiin
kuvapisteisiin. Jokaisen kuvapisteen arvo on laskettu sävyttimien toimesta. Lasken-
nan tuloksena saatu tekstuuri on tallennettu globaalissa muistissa olevaan pusku-
riin odottamaan tekstuurin arvojen hyödyntämistä seuraavissa sävytinkäsittelyissä
[OHL+08].
Modernissa laskennan tavassa käsitteet ja ohjelmointirajapinta eivät ole sidoksissa
grafiikkaan. Kuvion sijasta ongelma-aluetta kuvaamaan muodostetaan säieverkko,
jonka säikeet suoritetaan näytönohjaimella [OHL+08]. Säikeet suorittavat SPMD-
mallin mukaista ohjelmaa. Suorituksen tuloksena saadut arvot tallennetaan näytön-
ohjaimen globaaliin muistiin, missä ne ovat käytettävissä seuraavia laskentoja var-
ten. Erona klassiseen tapaan on se, että muistialueet, joita käytetään syötearvojen
lukemiseen ja lopputulosten kirjoittamiseen, voivat olla samat [OHL+08]. Sekä klas-
sisessa että grafiikkaan liittyvässä laskennassa lähtöarvot ja loppuarvot sijaitsevat
omilla muistialueillaan.
Tietokonepelien kannalta näytönohjainten hyödyntäminen yleiskäyttöiseen lasken-
taan on käytännöllistä ja tavoiteltavaa. Näytönohjainten käyttäminen mahdollistaa
tietokoneen resurssien tehokkaamman hyödyntämisen tuomalla pelin käyttöön lisää
laskentakapasiteettia, joka muuten jäisi hyödyntämättä. Näytönohjaimelta saatua




Ohjelmoitavien näytönohjainten yleistyminen ja käyttö laskennan apuvälineinä on
luonut tarpeen ohjelmointiympäristöille, jotka huomioivat näytönohjaimilla suoritet-
tavan laskennan erityispiirteitä. OpenCL on esimerkki tällaisesta ohjelmistoympä-
ristöstä, jossa on otettu eri laskentalaitteiden erot huomioon ja yhdistetty laitteiden
ohjelmointitapa yhtenäiseksi.
4.1 OpenCL-kehys
OpenCL (engl. Open Computing Language) on standardoitu ohjelmistokehys hete-
rogeenisiin laskentaympäristöihin eli useiden erilaisten suorittimien muodostamiin
kokonaisuuksiin [Ope10, s. 12]. OpenCL-kehys käsittelee laskentaympäristöjä yksit-
täisinä laskenta-alustoina, jotka voivat suorittaa kehyksellä toteutettuja ohjelmia
riippumatta siitä, millaisista laskentayksiköistä ympäristö todellisuudessa muodos-
tuu. Esimerkiksi näytönohjaimen ja tietokoneen suorittimen muodostama ympäristö
on yksi heterogeeninen laskenta-alusta.
OpenCL määrittelee kehystä käyttävien ohjelmien toteutustavat sekä kehyksessä
käytettävissä olevat ohjelmakirjastot C-kielen otsaketasolla, mikä jättää kirjastossa
käytettävien rutiinien toteutuksen OpenCL:ää tukevien laitevalmistajien harteille
[KOC]. Otsakkeet määrittelevät kehyksessä olevien funktioiden signatuurit. Edellis-
ten lisäksi kehys määrittelee oman OpenCL C -ohjelmointikielen laitteistolla suo-
ritettavien ohjelmien kehittämiseksi heterogeenisiin ympäristöihin yhtenäisellä ja
alustariippumattomalla tavalla [Ope10, s. 32–34].
Kehys koostuu kolmesta osasta, joita käyttäen voidaan OpenCL:ää käyttäviä ohjel-
mia suorittaa sitä tukevilla laskenta-alustoilla. Kehyksen kolme osaa ovat alustaker-
ros, suoritusaikainen kerros jaOpenCL C -kääntäjä. Alustakerros ja suoritusaikainen
kerros mahdollistavat laskentaan osallistuvien laitteiden löytämisen sekä ohjelman
ja laitteiden välisestä keskustelusta vastuussa olevien laskentakontekstien muodos-
tuksen ja käsittelyn [MGM+11, s. 63, s. 83]. Kääntäjä on vastuussa OpenCL C
-kielellä kirjoitettujen ohjelmien kääntämisestä näytönohjaimen konekielelle [Ope10,
s.30-31].
OpenCL-standardin ensimmäinen versio julkaistiin vuonna 2008 [MGM+11, s. 3],
ja merkittävimpien näytönohjainvalmistajien (NVIDIA, AMD) viimeisimmät näytö-
nohjaimet tukevat OpenCL-standardia. Se on AMD:n näytönohjainten pääasiallinen
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kehitysympäristö yleiskäyttöiseen laskentaan [AMD11]. Sen sijaan NVIDIA:n oh-
jainten pääasiallinen kehitysympäristö on heidän oma CUDA-ympäristönsä [CUD],
mutta he tukevat myös OpenCL:ää [SGS10]. Molempien kehitysympäristöjen tavoite
valmistajien kannalta on sama: antaa työkaluja laskennan suorittamiseen näytön-
ohjaimella [SGS10].
Vaikka tietokoneiden ja niiden näytönohjainten muodostamat ympäristöt ovat ilmei-
simpiä OpenCL:n käyttökohteita, ei kehys ole rajoittunut vain näihin suoritusympä-
ristöihin tai pelkästään GPGPU-laskentaan. Muita mahdollisia suoritusympäristöjä
ovat esimerkiksi erilaiset mobiililaitteet, kuten matkapuhelimet, kämmentietokoneet
ja tablet-tietokoneet [MGM+11, s.3].
Laskennan vaiheet OpenCL:ssä
OpenCL-kehystä käyttävissä ohjelmissa on aina seuraavat vaiheet: 1) suoritusa-
lustan käytettävissä olevien laskenta-alustojen tunnistaminen, 2) laskenta-alusto-
jen ominaisuuksien tarkistaminen, 3) suoritettavien OpenCL-ohjelmien luominen,
4) OpenCL-ohjelmien tarvitsemien muistiobjektien käsittely, 5) huolenpito siitä, et-
tä ohjelmat suoritetaan oikeassa järjestyksessä ja niitä tukevilla laitteilla sekä 6)
laskennan lopputuloksen talteenotto [MGM+11, s. 11]. Vaiheiden toteuttaminen oh-
jelmaan on sen tekijän vastuulla.
Usein luonnollisin sijainti ensimmäiselle kolmelle vaiheelle on isäntäohjelman alus-
tusvaihe. Laskentakontekstissa olevat laskenta-alustat ja niiden ominaisuudet eivät
käytännössä muutu ohjelman suorituksen aikana. Samoin OpenCL-ohjelmat ovat
myös muuttumattomia lukuunottamatta niiden sisältämien funktioiden paramet-
rien sisältöjä. Jos laskentakontekstin sisältö tai OpenCL-ohjelmat muuttuisivat suo-
rituksen aikana niin tilanne olisi vastaava, jos kesken 3D-ohjelman suorituksen näy-
tönohjain irrotettaisiin tai ohjelmassa olevien funktioiden signatuurit ja toteutukset
muuttuisivat.
Edellisiin vaiheisiin verrattuna muistiobjektien, suoritusjärjestyksen ja lopputulos-
ten talteenotto ovat vaiheita, joiden sijainti on enemmän riippuvaista ohjelmatyy-
pistä. Komentoriviltä suoritettava ohjelma, jonka tehtävänä on suorittaa esimerkiksi
Sobel-reunantunnistus suodatin [MGM+11, s. 407–410] komentoriviparametrina an-
netulle kuvatiedostolle ja tallentaa lopputulos toiseen kuvatiedostoon, on luonteel-
taan erilainen verrattuna esimerkiksi tässä työssä toteutettuun työpöytäsovelluk-
seen, jossa OpenCL-ohjelmien käsittelemää sisältöä muutetaan jatkuvasti ohjelman
suorituksen aikana.
20
OpenCL-kehyksen ytimessä ovat perustoiminnallisuudet, jotka jokaisen kehystä tu-
kevan laitteiston tulee toteuttaa. Yhteisten toiminnallisuuksien avulla taataan oh-
jelmien siirrettävyys OpenCL-kehystä tukevien alustojen välillä. Perustoiminnalli-
suuksien ympärille OpenCL määrittelee valinnaisia ominaisuuksia, jotka ovat käy-
tettävissä perustoiminnallisuudet ylittävissä OpenCL-laitteistoissa. OpenCL sisäl-
tää laajennusmekanismin (engl. extensions), joka on vastaavanlainen kuin OpenGL-
grafiikkakirjastossa oleva mekanismi [OGL]. Laajennusmekanismin avulla laiteval-
mistajat voivat antaa omia laitekohtaisia ominaisuuksia kehystä käyttävien ohjel-
mien käyttöön [SGS10, MGM+11, s.31].
OpenCL:n abstraktiot (ts. mallit) määrittelevät puitteet kehyksellä toteutettavien
ohjelmien kehittämiselle ja suorittamiselle. Mallit ovat OpenCL-ohjelmien vaiheista
muodostuvia kokonaisuuksia. Nämä muodostavat perustan, jonka päälle OpenCL-
kehyksen keskeiset käsitteet, toteutustavat ja ratkaisut rakentuvat. OpenCL:n pe-
rustan luovat mallit ovat alustamalli, suoritusmalli, muistinkäsittelyn malli ja oh-
jelmointimallit [MGM+11, s.11-29].
4.2 Alusta- ja suoritusmalli
Alustamalli (engl. platform model) kuvaa laskentaympäristön, jonka yhteydessä
OpenCL-ohjelmat toimivat. OpenCL-alustaan kuuluu aina yksi isäntä (engl. host).
Isäntä on suoritusympäristöön toteutettu ohjelma, esimerkiksi Windows 7 -käyttö-
järjestelmälle toteutettu C++-ohjelma, joka käyttää näytönohjaimen laskentakapa-
siteettia OpenCL:n avulla.
Eräs isännän rooleista on toimia OpenCL-ohjelman ja sen ulkopuolisen suoritus-
ympäristön välisenä rajapintana. Esimerkiksi käyttäjän syötteiden lukeminen I/O-
laitteilta on isännän vastuulla; OpenCL ei ota kantaa siihen, millä tavoin käyttä-
jän syötteiden lukeminen hoidetaan. Isännän toinen rooli liittyy OpenCL-ohjelmien







Kuva 4.1: Havainnollistus OpenCL:n alustamallin käsitteestä, mukaillen OpenCL 1.1
-standardia [Ope10, s.22].
Kuvassa isäntä sisältää yhden tai useamman OpenCL-laitteen (engl. OpenCL de-
vices) eli OpenCL-laskentalaitteen (engl. compute device). Laskentalaitteet vastaa-
vat OpenCL-ohjelmien sisältämien funktioiden, joista OpenCL:ssä käytetään myös
nimitystä kernel, käskyjen suorittamisesta [Ope10, s. 16, s.23].
OpenCL-laskentalaitteet sisältävät laskentayksiköitä (engl. compute unit), jotka taas
sisältävät useampia suoritusyksiköitä (engl. processing element). Laskentalaitteiden
suoritusyksiköt vastaavat niille annetun laskennan suorittamisesta. Laskentalaitteet
ovat osa alustamallia, joka myös määrää OpenCL-ohjelmien toimintaympäristön.
Alustamalli on pohja, jonka päälle OpenCL:n suoritusmalli (engl. execution mo-
del) rakentuu. Suoritusmalli määrittää OpenCL-ohjelmien rakenteen ja suoritusta-
van [MGM+11, s.12-13].
OpenCL-ohjelmat
OpenCL:n suoritusmallissa OpenCL-ohjelma koostuu kahdesta osasta: isäntäsovel-
luksesta ja joukosta ohjelmien sisältämiä funktioita. Funktiot suoritetaan OpenCL-
laskentalaitteilla ja ohjelmat määrittelevät tietoalkioille suoritettavan laskennan.
OpenCL:ssä funktiotyyppejä on kahdenlaisia: suoritusaikana käännettävät funktiot
(engl. OpenCL kernel) ja esikäännetyt funktiot (engl. native kernel) [MGM+11, s.
13, s. 218, s. 227]. Erona näiden funktioiden välillä on niiden käännösajankohta.
Suoritusaikaiset funktiot käännetään, nimensä mukaisesti, isäntäohjelman toimesta
sen suorituksen aikana. Esikäännetyt funktiot taas ovat ohjelman käynnistyessä jo
valmiiksi käytettävän laskentalaitteen laitekohtaisessa binäärimuodossa.
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Käännettävät ja ohjelmassa käytettävät OpenCL-ohjelmien funktiot määritellään
isäntäsovelluksessa, joka on vastuussa niiden lähettämisestä laskentalaitteille suori-
tettavaksi. Suoritusta varten OpenCL:n suoritusaikainen järjestelmä luo kokonais-
luvuista muodostuvan nk. indeksiavaruuden (engl. index space). Indeksiavaruus on
menetelmä, jonka avulla yksittäisten funktioiden ilmentymät voidaan yksilöllisesti
tunnistaa. Jokaista indeksiavaruuden kokonaislukualkiota kohden on olemassa sitä
vastaava kernel-ohjelman ilmentymä. Näitä alkioita vastaavia ilmentymiä kutsutaan
työyksiköiksi (engl. work-item). Jokainen työyksikkö voidaan tunnistaa siihen liite-
tystä tunnisteesta, joka luodaan indeksiavaruuden alkioiden taulukkoindeksin pe-
rusteella. Indeksiavaruuden koko olla joko yksi-, kaksi- tai kolmiulotteinen [Ope10,
s.23]. Ulottuvuuksien lukumäärä on valittavissa suoritettavan laskennan kannalta
sopivaksi. Esimerkiksi kaksiulotteisen kuvan kuvapisteiden käsittelyyn hyvin sovel-
tuva indeksiavaruus on kaksiulotteinen.
Työn jakautuminen OpenCL-kehyksessä
OpenCL:ssä suoritettava työ jakautuu työyksiköiden kesken. Indeksiavaruuden työyk-
siköt jaetaan työryhmiin (engl. work-groups). Avaruuden alkiot jaetaan muodostet-
tavien työryhmien kesken, ja jokaiselle työryhmälle luodaan yksilöllinen tunniste.
Jokainen työryhmän työyksikkö saa uuden yksilöllisen tunnisteen ryhmän sisällä





Kuva 4.2: Indeksiavaruuden jakautuminen työryhmiin, mukaillen OpenCL 1.1
-standardia [Ope10, s.24].
23
Kuvassa indeksiavaruus on jaettu yhdeksään työryhmään, joista jokainen sisältää 16
työyksikköä. Indeksiavaruus voidaan ajatella matriisina, jonka soluihin OpenCL:llä
suoritettava tehtävä pilkotaan. Matriisin yksittäiset solut hoitavat niiden kohdalle
sijoittuvan osatehtävän.
Laskennassa käytettävien työyksiköiden lukumäärä ja työyksiköitä vastaava indeksi-
avaruuden koko ovat ohjelmoijan päätettävissä. Indeksiavaruuden määrittelemiseen
liittyy OpenCL-standardin asettamia vaatimuksia: avaruuden koon tulee kattaa suo-
ritettava laskenta ja siitä muodostuvien työyksiköiden lukumäärän tulee olla jaol-
linen käytettävän työryhmäkoon kanssa. Munshin ja kumppaneiden [MGM+11, s.
15] mukaan jaollisuus takaa sen, että jokainen indeksiavaruudesta muodostettava
työryhmä on täysi ja samankokoinen.
Esimerkiksi kuvassa 4.2 voidaan ajatella olevan 12× 12 kokoisen kuvan työyksiköt,
joista jokainen käsittelee yhden kuvapisteen. Tällöin työyksiköitä olisi yhteensä 144.
Työyksiköiden työryhmiin jakaminen voidaan joko antaa OpenCL-kehyksen hoidet-
tavaksi tai jättää kehystä käyttävän ohjelmoijan tehtäväksi. Molemmissa tapauksis-
sa työryhmien ja työyksiköiden maksimimäärä määräytyy laskentalaitteen ominai-
suuksien mukaan, mutta käsin jaettaessa mahdollinen maksimimäärien vaihtelu eri
laitteiden välillä on otettava huomioon ohjelmakoodissa.
4.3 Suorituskonteksti
Isännän rooli OpenCL-ohjelmissa on tärkeä, sillä se määrittelee OpenCL-ohjelmien
funktioiden suorituskontekstin (engl. context), indeksiavaruuden sekä funktioiden
suoritukseen pääsemistä hallinnoivat komentojonot (engl. command queue). Isän-
nän luoma suorituskonteksti määrittelee ympäristön, jossa funktiot suoritetaan. Il-
man kontekstia OpenCL-ohjelma ei voi toimia. Konteksti määrittelee käytettävissä
olevat laskentalaitteet, OpenCL-funktio-objektit (engl. kernel object) sekä ohjelma-
ja muistiobjektit [MGM+11, s. 17].
OpenCL-ohjelmaobjektit (engl. program objects) ovat OpenCL-ohjelman ilmentymiä,
jotka muodostetaan isäntäohjelman suorituksen aikana. Ne sisältävät OpenCL C
-ohjelmakoodista käännetyn OpenCL-ohjelman sekä sen sisältämät funktio-objektit
[MGM+11, s. 217]. Ohjelmaobjektin kautta isäntäohjelma pääsee käsiksi funktio-
objekteihin, joita se tarvitsee parametrisoidakseen funktioiden suoritusta.
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Isännän ja laskentalaitteiden vuorovaikutus
OpenCL-laskentalaitteiden ja isännän välinen vuorovaikutus tapahtuu laitekohtais-
ten komentojonojen (engl. command-queue) avulla. Komentojonojen muodostami-
nen on isännän vastuulla, ja jokaista OpenCL-laitetta kohden on omat komentojonot
[MGM+11, s. 309], joissa laitteilla suoritettavat komennot odottavat suoritusvuoro-
aan. Jonoissa voi olla kolmenlaisia komentotyyppejä: funktioiden suorituskomentoja
(engl. kernel execution command),muistiobjektien käsittelykomentoja (engl. memory
commands) ja synkronointikomentoja (engl. synchronization commands) [MGM+11,
s.19].
Funktioiden suorituskomennoilla funktiot saavat suoritusvuoron laskentalaitteen las-
kentayksiköissä. Muistiobjektien käsittelykomennoilla isäntäohjelma voi pyytää
OpenCL:n suorituksenaikaista ympäristöä kopioimaan tietoa laskentalaitteen muis-
tiavaruuteen tai lukemaan tietoa sieltä takaisin isäntäohjelman omaan muistiava-
ruuteen. Synkronointikomennoilla voidaan esimerkiksi asettaa isäntäohjelma odot-
tamaan, kunnes laskentalaitteen jokin tietty komentojono on tyhjä.
Muistiobjektit
OpenCL:n muistiobjektit (engl. memory objects) ovat äärellisen kokoisia muistipus-
kureita (engl. memory buffer), jotka näkyvät laskentalaitteille. Muistiobjektit vara-
taan suorituskontekstia kohden. Kaikki kontekstiin kuuluvat muistiobjektit näkyvät
kaikille samassa suorituskontekstissa oleville laskentalaitteille ja laitteissa suoritet-
taville funktioille. Objektien avulla suorituksessa oleville funktioille voidaan välittää
käsiteltävää tietoa ja tuloksia voidaan lukea takaisin isäntäohjelmaan esitettäväksi
tai käsiteltäväksi [MGM+11, s. 17, s. 247-248].
Komentojonojen kautta tapahtuvan kopioinnin lisäksi isäntäohjelmassa on mah-
dollista määritellä kiinteä lohko muistiobjektin muistiavaruudesta isännän muisti-
avaruuteen. Tällöin isäntäohjelma ja OpenCL voivat käsitellä samaa muistialuet-
ta: OpenCL muistiobjektin kautta ja isäntä C/C++-muistinkäsittelyn semantiikan
mukaisesti [MGM+11, s. 277]. Ohjelma voi tällöin käyttää esimerkiksi pelkkää osoi-
tinta tietojen kopiointiin ja lukemiseen muistiobjektin käsittelemältä muistialueelta.
Tämä onnistuu ilman, että ohjelman täytyy tehdä laitteen komentojonoon kopioin-
tipyyntö ja jäädä odottamaan pyynnön käsittelyä.
Tosin muistilohkon yhteiskäytön synkronointi OpenCL:n ja isäntäohjelman välillä
tarvitsee huomioida, kun muistilohko määritetään kiinteäksi. Komentojonojen avulla
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luku- ja kirjoitusoperaatiot voidaan synkronoida, jolloin OpenCL huolehtii siitä, että
muisti on eheässä tilassa ennen sen käyttöä. Muistilohkoja kiinteästi määriteltäessä
vastuu yhteiskäsittelyn riskeistä on ohjelmoijan vastuulla.
OpenCL määrittelee muistinkäsittelyyn kolmenlaisia objekteja: muistitaulukoita eli
muistipuskureita (engl. buffers), näkymiä muistitaulukoihin (sub-buffers) ja kaksi- tai
kolmiulotteisia kuvaobjekteja. Kuvaobjekteissa kaksiulotteisuus määrittelee kuvan
vaaka- ja pystysuunnan kuvapisteet. Kolmas ulottuvuus määrittelee syvyyden, joka
määrittää kuvan muodostavien viipaleiden lukumäärän [MGM+11, s. 282-283].
4.4 Muisti- ja ohjelmointimalli
OpenCL-kehys määrittelee viisi muistialuetta, jotka ovat isännän muistialue, glo-
baali muistialue, vakioiden muistialue, paikallinen muistialue ja suoritusyksikön yk-
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Kuva 4.3: Havainnollistus OpenCL:n käyttämästä muistihierarkiasta, mukaillen
Munshia ja kumppaneita [MGM+11, s.23].
Kuvassa muistialueet ovat eroteltuina OpenCL:n alustamalliin perustuvan sijainnin
perusteella. Alueiden väliset nuolet ilmaisevat sijainnin vaikutusta muistin käyt-
töoikeuksiin. Isännän muistialue ei näy OpenCL-laitteelle. Seuraavassa kuvan 4.4
taulukossa esitetään, millä tavoin muistien käyttöoikeudet ja -varaukset hoidetaan.
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Kuva 4.4: Muistialueiden muistinvaraus- ja käyttöoikeudet, mukaillen OpenCL 1.1
-standardia [Ope10, s.27].
OpenCL-laitteen tasolla sijaitsee laitteen oma yhteiskäyttömuisti, globaali muisti,
joka on näkyvissä laitteen työryhmille ja -yksiköille. Yhteiskäyttöistä muistia voi-
daan käsitellä joko suoraan tai välimuistin avulla. Käsittelytavan määrää laskenta-
laitteen valmistaja. Työryhmien yksiköt voivat lukea ja kirjoittaa tietoa globaalille
muistialueelle, mutta ne eivät voi tehdä muistivarauksia. Ohjelmissa käytettävien va-
kioiden muistialue sijaitsee laitteen globaalissa muistissa. Vakioiden muistiobjektit
luo ja sijoittaa isäntä. Työyksiköt voivat ainoastaan lukea tietoa vakiomuistialueelta
[MGM+11, s.22].
Rinnakkaiskäsittelyn mallit
OpenCL:ssä on kaksi kantavaa lähestymistapaa rinnakkaiskäsittelyyn: tietokeskei-
nen (engl. data parallel) ja tehtäväkeskeinen (engl. task parallel). Tietokeskeisessä
mallissa rinnakkaistaminen keskittyy algoritmien ja niiden käsittelemien tietoraken-
teiden tai alkioiden käsittelyn rinnakkaistamiseen [MGM+11, s. 25].
Kehys tukee molempia malleja, mutta tietokeskeinen tapa soveltuu luonnollisem-
min OpenCL:n laskennan suorittamisen malliin, jossa tieto on indeksiavaruudessa
ja avaruuden alkioita käsitellään työyksiköiden toimesta. OpenCL ei kuitenkaan luo
keinotekoisia esteitä tehtäväkeskeisen mallin käyttämiseen.
Tietokeskeinen malli
Mallissa käsiteltävät alkiot sijoitetaan indeksiavaruuteen ja alkiot sisältävälle tie-
tueelle muodostetaan sitä vastaava muistiobjekti. Varsinaisen laskennan suorittava
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OpenCL-funktio suoritetaan avaruuteen sijoitetuille alkioille rinnakkaisesti. Tulok-
sena jokainen avaruuteen sijoitettu alkio tulee käsitellyksi. Kuvan 4.5 ohjelmalis-
tauksessa on havainnollistettu tietokeskeistä lähestymistapaa. Listaus sisältää yk-
sinkertaisen taulukoiden alkiot summaavan OpenCL-funktion.
1 // OpenCL C ohjelma , j o s sa on yk s i OpenCL−f un k t i o
2 __kernel
3 void sumFloatArrays ( __global const f loat ∗a , __global const f loat ∗b , __global
f loat ∗ r e s u l t )
4 {
5 int g l o b a l I d e n t i f i e r = get_global_id (0 ) ;
6 r e s u l t [ g l o b a l I d e n t i f i e r ] = a [ g l o b a l I d e n t i f i e r ]+b [ g l o b a l I d e n t i f i e r ] ;
7 }
Kuva 4.5: Yksinkertainen OpenCL funktio, joka summaa kahden taulukon alkiot
keskenään. Esimerkki on otettu työssä toteutetun ohjelman yksikkötesteistä.
Esimerkissä funktion edessä oleva __kernel-avainsana merkitsee, että kyseessä on
suoritettava OpenCL-funktio. Funktion parametreissa sekä tulos että yhteenlasket-
tavat liukulukutaulukot a ja b sijaitsevat näytönohjaimen globaalissa muistissa, mis-
tä taulukot näkyvät niitä käyttäville funktiolle.
Funktion suoritettava ohjelmakoodi sisältää kaksi lausetta. Ensimmäinen lauseista
hakee työyksikön yksilöivän tunnisteen ja tallentaa sen globalIdentifier-muuttu-
jaan. Tunnisteen avulla työyksikkö voi viitata käsiteltäviin taulukoiden alkioihin.
Toinen lauseista summaa taulukoiden alkioiden arvot ja tallettaa lopputuloksen
result-taulukkoon. Kuvan 4.6 ohjelmalistauksessa on havainnollistettu isäntäoh-
jelman osuutta.
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1 // C++ ohjelma
2 . . .
3 const s i z e_t ARRAY_SIZE = 10 ;
4 f loat a [ARRAY_SIZE] = {1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1} ;
5 f loat b [ARRAY_SIZE] = {1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1} ;
6 f loat r e s u l t [ARRAY_SIZE ] ;
7 . . .
8 memObjects [ 0 ] = c lCr ea t eBu f f e r ( context , CL_MEM_READ_ONLY | CL_MEM_COPY_HOST_PTR,
s izeof ( f loat ) ∗ARRAY_SIZE, a , NULL) ;
9 memObjects [ 1 ] = c lCr ea t eBu f f e r ( context , CL_MEM_READ_ONLY | CL_MEM_COPY_HOST_PTR,
s izeof ( f loat ) ∗ARRAY_SIZE, b , NULL) ;
10 memObjects [ 2 ] = c lCr ea t eBu f f e r ( context , CL_MEM_READ_WRITE, s izeof ( f loat ) ∗ARRAY_SIZE
, NULL, NULL) ;
11 . . .
12 c lSetKerne lArg ( sumKernel , 0 , s izeof (cl_mem) , &memObjects [ 0 ] ) ;
13 c lSetKerne lArg ( sumKernel , 1 , s izeof (cl_mem) , &memObjects [ 1 ] ) ;
14 c lSetKerne lArg ( sumKernel , 2 , s izeof (cl_mem) , &memObjects [ 2 ] ) ;
15 . . .
16 s i z e_t globalWorkSize [ 1 ] = {ARRAY_SIZE} ; s i z e_t loca lWorkSize [ 1 ] = {1} ;
17 . . .
18 clEnqueueNDRangeKernel ( cQueue , sumKernel , 1 , NULL, globalWorkSize , localWorkSize ,
0 , NULL, NULL) ;
19 . . .
20 clEnqueueReadBuffer ( cQueue , memObjects [ 2 ] , CL_TRUE, 0 , ARRAY_SIZE∗ s izeof ( f loat ) ,
r e s u l t , 0 , NULL, NULL) ;
Kuva 4.6: Ote C++-kielellä toteutetusta ohjelmasta, joka käyttää edellä annettua
OpenCL-funktiota. Esimerkki on otettu työssä toteutetun ohjelman yksikkötesteistä.
Esimerkissä summattavien taulukoiden koko on 10 alkiota. Täten indeksiavaruuden
koko on 10 (globalWorkSize). Työryhmän koko asetetaan yhdeksi, mikä tarkoittaa,
että jokaista alkiota kohti OpenCL-perustaa oman työryhmän. Työryhmän maksi-
mikoko määräytyy laskentalaitteen mukaan. Esimerkiksi HD6970-näytönohjaimessa
suurin mahdollinen työryhmän koko on 256. Ryhmäkoko voidaan kysyä OpenCL-
alustalta käyttämällä CL_DEVICE_MAX_WORK_GROUP_SIZE-parametria
clGetDeviceInfo-funktiolle.
Taulukoiden mudostamisen jälkeen ohjelmaesimerkki etenee muistiobjektien luomi-
seen clCreateBuffer-funktioilla. Funktiokutsussa määritetään 1) konteksti, jota
käytetään, 2) millä tavoin OpenCL:n tulee muistialuetta käsitellä, 3) kopioidaanko
tieto näytönohjaimelle, 4) ohjaimelle kopioitavan muistialueen koko sekä 5) osoi-
tin, jonka takaa kopioitava tieto löytyy. Lopputuloksen sisältävän result-taulukon
osalta määritetään konteksti, muistin kirjoitus ja lukuoikeudet sekä muistialueen
koko.
Muistiobjektien luonnin jälkeen ohjelma etenee OpenCL-funktio-parametrien mää-
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rittämiseen ja funktion suorituskomennon komentojonoon sijoittamiseen. Funktio-
parametrit määritetään clSetKernelArg-funktion avulla. Kutsussa annetaan ky-
seessä oleva funktio, parametri, johon muuttuja sijoitetaan, ja muistiobjekti, josta
parametrin tarvitsema tieto löytyy. Komentojonoon sijoittaminen tapahtuu
clEnqueNDRangeKernel-funktion avulla, jolle annetaan käytettävä komentojono,
OpenCL-funktio, indeksiavaruuden ulottuvuuksien lukumäärä sekä indeksiavaruu-
den ja työryhmien koko.
Lopuksi laskennan tulos kopioidaan näytönohjaimen muistista takaisin isäntäohjel-
man muistiavaruuteen. Luku hoidetaan sijoittamalla lukupyyntö laitteen komentojo-
noon käyttämällä clEnqueReadBuffer-funktiota. Parametreinaan funktio saa käy-
tettävän komentojonon, muistiobjektin, joka on muodostettu tulostaulukon käsitte-
lyä varten tiedon siitä, onko kopiointi estävä eli odottaako isäntäohjelma kopioinnin
valmistumista, kopioitavien tavujen lukumäärän sekä osoittimen varsinaiseen tau-
lukkoon, jonne kopioinnin tulos sijoitetaan.
Tehtäväkeskeinen malli
Tehtäväkeskeisessä mallissa laskenta ilmaistaan joukkona tehtäviä, joiden suoritus
hajautetaan laskentaa suorittavien yksiköiden kesken. OpenCL:ssä tehtäväkeskeises-
sä mallissa yksittäinen tehtävä on OpenCL-funktio, jota suoritetaan yhden työyksi-
kön kokoisessa ryhmässä [Ope10, s.18].
Käytettäessä mallia kuvan 4.5 OpenCL-funktio suoritettaisiin ainoastaan yhdessä
työyksikössä rinnakkaisesti samoja alkioita käsittelevien useiden työyksiköiden si-
jasta. Tämä tarkoittaa, että toteutuksen tulisi käsitellä kaikki taulukoiden a ja b
alkiot itse. Kasvaneen vastuun vuoksi toteutukseen pitäisi lisätä silmukkarakenne,
joka käy molemmat taulukot läpi. Silmukan lisäksi funktion signatuuriin tarvit-
taisiin kolme uutta parametria, joiden avulla isäntäohjelma voi antaa käsiteltävien
taulukoiden pituudet.
30
5 Esimerkkiohjelma: laskennan hajauttaminen näy-
tönohjaimelle
Tässä pro gradu -työssä toteutettu ja analysoitu esimerkkiohjelma havainnollistaa
ohjelman suorituskyvyn vaihtelua suurilla tietomäärillä. Osa ohjelman suorittamas-
ta laskennasta suoritetaan näytönohjaimella tietokoneen oman suorittimen sijasta.
Ohjelma tuottaa näytölle suuren joukon kuutioita, joiden sijainnin näytöllä kertovat
niin sanotut muunnosmatriisit (engl. transformation matrix) [DP11, s. 153]. Näiden
matriisien tuottamiseen liittyvä laskenta voidaan hoitaa reaaliaikaisesti joko näy-
tönohjaimella tai tietokoneen omalla suorittimella. Kuvanmuodostuksessa ohjelma
käyttää OpenGL-grafiikkakirjastoa ja näytönohjaimella suoritettavaan yleislasken-
taan OpenCL-ympäristöä. Kuva 5.1 esittää ohjelman tuottamaa näkymää kuutio-
joukosta.
Kuva 5.1: Kuvaruutukaappaus esimerkkiohjelman tuottamasta kuutiojoukosta.
Oikeanlaisten muunnosmatriisien aikaansaamiseksi jokaiselle kuutiolle on muodos-
tettava ensiksi kolme matriisia. Skaalausmatriisi (engl. scale matrix) määrittelee
kuution koon [DP11, s. 144]. Siirtomatriisi (engl. translation matrix) määrittelee
kärkipisteiden sijainnin suhteessa origoon [DP11, s. 116]. Näkymämatriisi (engl. ca-
mera view matrix) määrittelee kärkipisteiden sijainnin suhteessa kameraan [DP11, s.
86-95]. Näiden kolmen matriisin tulo muodostaa lopullisen näytönohjaimelle siirret-
tävän muunnosmatriisin (engl. transformation matrix) [DP11, s. 153, s. 380]. Saa-
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dut muunnosmaatiomatriisit hyödynnetään ohjelman piirtovaiheessa, jotta ruudulla
näkyvä kuutioiden asetelma saadaan oikein muodostetuksi.
5.1 Esimerkkiohjelman toteutus
Esimerkkiohjelman ongelma on tiivistetysti suuren kuutiomäärän piirtäminen ja
kuutioihin liittyvän sijaintitiedon päivittäminen reaaliaikaisesti. Kuvauksessa on
kaksi kysymystä: kuinka määrältään suuri kuutiojoukko voidaan piirtää ruudulle
reaaliajassa ja kuinka kuutioiden sijaintitieto päivitetään.
Yksittäisen kuution piirtäminen on esimerkkiohjelman näkökulmasta yksinkertai-
nen ongelma, sillä yksittäinen kuutio ei vie paljoa tilaa muistissa eikä sen piirtä-
minen vaadi monimutkaisia valmisteluja tai piirtokutsuja. Kuutio koostetaan kär-
kipisteistä, jotka määrittelevät kaikki kolmiot, jotka kuvaavat kuution tahkot. Jo-
kainen tahko koostuu kahdesta kolmiosta ja jokainen kolmio määritetään kolmen
kärkipisteen avulla. Yhdessä kuutiossa on kuusi tahkoa, jolloin kolmioita määritte-
leviä x, y, z -koordinaatteja on yhteensä 36 kappaletta. Tämä tarkoittaa, että yhden
kuution kuvaaminen edellä kuvatulla tekniikalla vaatii yhteensä 108-liukulukuarvoa.
Muistinkäytön kannalta se merkitsee, että yksi kuutio vie tilaa muistista 432 tavun
verran. Piirrettäessä muutamia tai yksittäisiä kuutioita tällainen lähestymistapa on
riittävä, mutta se ei skaalaudu suurempiin kuutiomääriin.
Nostettaessa kuutioiden lukumäärää edellä kuvattu lähestymistapa, jossa jokaiselle
piirrettävälle kuutiolle määritetään 36 kärkipistettä, tuo mukanaan ongelmia. Ongel-
mista ensimmäinen on se, että muistinkulutus kasvaa tarpeettomasti kuutioiden lu-
kumäärän kasvaessa. Esimerkiksi 25088 kuution piirtäminen tarkoittaisi 903 168
kärkipistekoordinaattia (36× 25088), joiden tallentaminen vaatisi näytönohjaimelta
10584 kt muistia. Vaikka laitteiden muistimäärä on vuosien mittaan lisääntynyt, se
on edelleen rajallinen resurssi.
Toinen ongelma, joka kohdataan suurilla kuutiomäärillä, on piirtokutsujen luku-
määrän kasvaminen. Esimerkkiohjelman tapauksessa yksinkertainen lähestymista-
pa tarkoittaisi 25088 erillistä piirtokutsua jokaisella ruudunpäivityskerralla, jolloin




Sekä muistinkulutuksen että piirtokäskyjen määrän ongelmat ovat vältettävissä lä-
hestymällä kuutioiden piirtämistä hieman eri tavalla. Tämän työn esimerkkiohjel-
massa kuutioiden geometriatiedon tallentamiseen tarvittavan muistin määrää vä-
hennetään merkittävästi poistamalla toisteista tietoa. Optimoinnissa hyödynnetään
sitä, että kaikki kuutiot ovat samanlaisia geometrialtaan ja ainoa muuttuva tieto on
niiden sijainti. Tästä syystä esimerkkiohjelman kuutioiden geometria tallennetaan
vain kertaalleen näytönohjaimen muistiin ja samoja kärkipisteitä uusiokäytetään
eri kuutioilmentymiä piirrettäessä. Tekniikassa näytönohjaimen ajuriohjelmisto on
vastuussa tarvittavien piirtokutsujen muodostamisesta. Tällaisesta piirtotekniikasta
käytetään nimitystä instanced rendering [WHSL10, s. 496–499].
Toinen tekniikka, jota esimerkkiohjelma käyttää kärkipisteiden viemän tilan vä-
hentämiseksi, ovat indeksilistat. Tässä menetelmässä toisteiset kärkipisteet poiste-
taan näytönohjaimelle siirrettävästä kärkipistejoukosta, jolloin siirrettäväksi jäävät
ainoastaan tahkojen kärkipisteet, eli yhteensä 8 kärkipistekoordinaattia.
Kärkipisteiden lisäksi näytönohjaimelle tulee siirtää indeksilista, joka kuvaa, kuinka
näytönohjaimelle siirretyistä kärkipisteistä muodostetaan tarvittavat kolmiot kuu-
tion tahkojen piirtämiseksi. Indeksilistassa on yhteensä 36 kokonaislukuarvoa. Kaksi
kolmiota muodostaa yhden tahkon, ja kaksi kolmiota vaatii kuusi kärkipistettä. Ku-












{0, 1, 2}    {0, 2, 3}
{0, 3, 7}    {4, 0, 7}
{4, 5, 1}    {4, 1, 0}
{6, 5, 4}    {7, 6, 4}
{1, 5, 6}    {1, 6, 2}







Kuva 5.2: Kuution kärkipisteet ja indeksit. Kolmiot muodostetaan myötäpäivään
kiertämällä.
Toisteisten kärkipisteiden poistamisen jälkeen yksittäisen kuution koko muistissa
koostuu 24 liukuluvusta kärkipisteiden koordinaatteja varten ja 36 kokonaisluvusta
sen indeksilistan arvoja varten. Yhteenlaskettuna tämän kuution koko muistissa on
240 tavua, joka on n. 44 % pienempi kuin optimoimattoman kuution koko. Uusio-
käyttämällä kärkipisteitä ja poistamalla toisteista tietoa näytönohjaimen muistiin
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tarvitsee tallentaa 240 tavun verran tietoa kaikkien 25088 kuutioiden piirtämiseksi,
kun taas alun perin samaan tarkoitukseen olisi tarvittu 10584 kt.
Kuutioiden sijainnin määrittäminen muunnosmatriiseilla
Jokaiselle kuutiolle tarvitaan yksilöllinen sen sijainnin kertova matriisi, muunnos-
matriisi, jotta uusiokäytettäville kuution kärkipisteille voidaan laskea niiden oikea si-
jainti. Muunnosmatriisi on muodoltaan 4× 4 -neliömatriisi, joka esimerkkiohjelman
tapauksessa yhdistää kuutiokohtaiset skaalaus- ja translaatiomatriisit. Muunnos-
matriisi koostuu neljästä 4-komponenttisesta liukulukuvektorista (x, y, z, w), ja mat-
riisin tilan tarve on 64 tavua matriisia kohden. Esimerkkiohjelmassa muunnosmat-
riisit sisältävän rakenteen koko 25088 kuution tapauksessa on 1,53 Mt (25088× 64).
Muunnosmatriiseja käytetään kärkipisteiden sijainnin laskevassa OpenGL-kärkipis-
tesävytinohjelmassa. Ennen kuin matriisit ovat sävytinohjelman käytettävissä, gra-
fiikkakirjastolle täytyy määritellä matriisien lukutapa niin, että kärkipisteitä käsi-
teltäessä käytetään oikeaa muunnosmatriisia. Muutoin kuutioita sijoitettaisiin esi-
merkiksi päällekkäin. Avain oikean matriisin käsittelemiseksi on määritellä isäntä-
ohjelmassa se, millä tavoin muunnosmatriisin sisältämää mvp-parametria tulkitaan
sävytinohjelmassa (ks. kuvan 5.3 ohjelmalistaus) eri kuutioilmentymien kohdalla.
1 #ve r s i on 420
2 layout ( l o c a t i o n=0) in vec4 ve r t exPos i t i on ;
3 layout ( l o c a t i o n=1) in vec4 ver texColor ;
4 layout ( l o c a t i o n=2) in mat4 mvp ;
5 uniform mat4 per spec t iveMatr ix ;
6 smooth out vec4 theColor ;
7
8 void main ( )
9 {
10 vec4 cameraPos = mvp ∗ ve r t exPo s i t i on ;
11 g l_Pos i t i on = per spec t iveMatr ix ∗ cameraPos ;
12 theColor = vertexColor ;
13 }
Kuva 5.3: OpenGL-kärkipistesävytin GLSL-kielellä.
Kuvan 5.3 ohjelmalistauksessa esitellään kuutioiden kärkipisteiden lopulliset sijain-
nit laskeva sävytinohjelma. Se saa sisääntulevina parametreinaan sekä kärkipiste-
koordinaatin (vertexPosition), kärkipisteen väriarvon (vertexColor), muunnos-
matriisin (mvp) että perspektiiviprojektiomatriisin (perspectiveMatrix). Muun-
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nosmatriisia lukuun ottamatta, sisääntulevat parametrit ovat identtiset kaikilla kuu-
tioilla.
Sävyttimessä kuvattu kärkipisteille suoritettava laskenta on suoraviivaista. Kuution
kärkipiste sijoitetaan ensiksi kamera-avaruuteen (rivi 10), jossa origona on kuutiot
sisältävään avaruuteen näkymän tarjoava kamera. Rivillä 11 lasketaan kärkipisteelle
ohjelman käyttämän perspektiiviprojektion mukainen sijainti. Laskennan tulos si-
joitetaan GLSL-kielen määrittelemään gl_Position-muuttujaan, jonka kautta kär-
kipiste etenee piirtoputkessa.
Tiedon sitominen sävytinmuuttujiin
Muuttujien esittely sävytinohjelmassa on vain yksi osa niiden käyttämistä kärkipis-
teiden sijaintien laskennassa, sillä sävytinohjelman muuttujan määrittely ei siirrä
tietoa isäntäohjelmasta näytönohjaimen muistiin. Varsinainen tiedon sitominen sä-
vytinohjelman muuttujaan, tiedon kopiointi ja käsittelytavan määrittely tapahtuvat
isäntäohjelmassa.
1 const s i z e_t WVPlocationInShader = 2 ;
2 g lB indBuf f e r (GL_ARRAY_BUFFER, m_impl−>m_vbos [ ModelImpl : :WVP] ) ;
3 for ( s i z e_t i =0; i <4; ++i )
4 {
5 //2+0, 2+1, 2+2, 2+3
6 s i z e_t currWVPLoc = WVPlocationInShader+i ;
7 g lEnableVertexAttr ibArray (currWVPLoc) ;
8 // i ∗4 = 0∗4 , 1∗4=4, 2∗4=8, 3∗4=12
9 g lVer t exAtt r ibPo in te r (currWVPLoc , 4 , GL_FLOAT, GL_FALSE, s izeof ( GLfloat ) ∗4∗4 , (
GLvoid ∗) ( s izeof ( GLfloat ) ∗ i ∗4) ) ;
10 // 2 ,3 ,4 ,5
11 g lVe r t exAt t r i bD iv i s o r (currWVPLoc , 1) ;
12 }
Kuva 5.4: Muunnostmatriisien muuttujan määrittelevä ohjelmakoodi isäntäohjelmassa.
Kuvan 5.4 listauksessa on esitelty GLSL-ohjelmassa muunnosmatriisimuuttujan käyt-
tämiseen vaadittava määrittely. OpenGL:ssä on mahdollista, että samassa yhtey-
dessä kun määritellään sävytinohjelman muuttujat, niiden käsittelemä tieto voi-
daan siirtää valmiiksi näytönohjaimelle (ks. kuvan 5.5 listaus) odottamaan käyttöä.
Tällainen valmisteleva toimenpide on hyödyllinen muuttumattoman tiedon kohdal-
la. Esimerkkiohjelmassa kuutioiden geometria ja kärkipisteiden väriarvot siirretään
valmiiksi näytönohjaimen muistiin.
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Muunnosmatriisien sisältö päivitetään jokaisen päivityskierroksen yhteydessä, min-
kä vuoksi niitä ei kopioida alustusvaiheessa valmiiksi näytönohjaimen muistiin. Sen
sijaan päivitetyt matriisit sisältävä taulukko kopioidaan jokaisen pääohjelman suo-
rittaman ruudunpäivityksen yhteydessä näytönohjaimen muistiin. Kuvan 5.5 lis-
tauksessa on vertailukohtana ohjelman alustusvaiheessa (ohjelman suorituksen pää-
vaiheet käsitellään luvussa 5.2) suoritettava kärkipistekoordinaatteihin liittyvä muut-
tujan alustus ja tiedon kopiointi.
1 g lB indBuf f e r (GL_ARRAY_BUFFER, m_impl−>m_vbos [ ModelImpl : :POS_VB] ) ;
2 g lBuf fe rData (GL_ARRAY_BUFFER, s izeof (m_impl−>vertexData [ 0 ] ) ∗m_impl−>vertexData . s i z e
( ) , &m_impl−>vertexData [ 0 ] , GL_STATIC_DRAW) ;
3 glEnableVertexAttr ibArray (0 ) ;
4 g lVer t exAtt r ibPo in te r (0 , 4 , GL_FLOAT, GL_FALSE, 0 , 0) ;
Kuva 5.5: Kärkipisteiden kopiointi isäntäohjelmasta näytönohjaimen muistiin.
Tiedon kopioimatta jättämisen lisäksi muunnosmatriisien käyttämiseen valmistele-
vassa ohjelmakoodissa on myös toinen merkittävä ero kärkipistekoordinaattien käyt-
tämistä valmistelevaan ohjelmakoodiin nähden. Koska muunnosmatriiseja on saman
verran kuin ruudulle piirrettäviä kuutioita, OpenGL-kirjastolle täytyy kertoa, missä
kuutiokohtaiset muunnosmatriisit sijaitsevat näytönohjaimen muistissa.
Esimerkkiohjelmassa kuutioita kuvaavat tietorakenteet alustetaan tietyssä järjes-
tyksessä ja muunnosmatriisit sijaitsevat tätä järjestystä vastaavassa matriisitaulu-
kossa, joka kopioidaan näytönohjaimen muistiin. Kuten aiemmin on todettu, tau-
lukon sisältö päivitetään jokaisen piirtorutiinikutsun yhteydessä. OpenGL:lle ker-
rotaan isäntäohjelmassa tapahtuvan mvp-sävytinmuuttujan määrittelyn yhteydessä
(ks. kuvan 5.4 ohjelmalistaus), miten taulukon alkioihin viittaavat osoittimet käyt-
täytyvät, kun sävytinohjelma muuttaa osoittimen viittauskohtaa eri kuutioilmenty-
mien yhteydessä.
Viittaustapa määritetään glVertexAttribDivisor(currWVPLoc, 1)-operaatiokut-
sulla (ks. kuvan 5.4 listaus). Operaatio kertoo, että currWVPLoc-kohdan sisältämään
tietoon osoittavaa osoitinta siirretään jokaisen kuutioilmentymän piirron yhteydessä
4 × 4-muunnosmatriisia vastaavan Matrix4x4-tyyppikoon verran (64 tavua) eteen-













mat4 1 mat4 n
mvp
2 3 4 5
Sisääntulevan GLSL-muuttujan indeksi
Kuva 5.6: Muunnosmatriisiin osoittavan sävytinmuuttujan käyttäytyminen, kun
piirrettävä kuutioilmentymä vaihtuu.
Viittaustavan määrittelyn seurauksena sävytinohjelman mvp-muuttuja osoittaa jo-
kaisen kuutioilmentymän kohdalla kuutiolle tarkoitettuun matriisin. GLSL-sävytin-
kielessä 4x4-liukulukumatriisia vastaava mat4-tyypin voidaan ajatella koostuvan nel-
jästä kielen määrittelemästä neljä liukulukua sisältävästä vec4-tyyppisestä muuttu-
jasta. Sävytinohjelman toteuttaja näkee vain neliömatriisia vastaavan mat4-tyypin,
mutta isäntäohjelmassa annettavassa kuvauksessa ohjelmoijan tulee määritellä jo-
kainen matriisin rivi erikseen (ks. kuvan 5.4 ohjelmalistaus). Tästä syystä matrii-
siviittauksia (katkoviiva kuvaa tulevia viittauksia) kuvaavassa kuvan 5.6 kaaviossa
mvp-muuttujan mat4-tyyppi on esitetty neljän vec4-tyypin avulla.
Liukulukumatriisin rakennetta hyödynnetään matriisia määriteltäessä. Matriisin ri-
vit on sidottu sävytinohjelman sisääntulevien muuttujien sijainteihin 2-5. Jokaisel-
le sisääntulokohdalle määritetään viittauksen eteneminen erikseen (ks. kuvan 5.4
listaus). Valmistelevien toimenpiteiden jälkeen kuutiojoukon piirto voidaan hoitaa
yhdellä OpenGL-API -kutsulla, kuten kuvan 5.7 listauksesta voidaan nähdä.
1 glDrawElementsInstancedBaseVertex (GL_TRIANGLES, m_impl−>ve r t e x Ind i c e s . s i z e ( ) ,
GL_UNSIGNED_INT, (GLvoid ∗) 0 , m_impl−>m_instanceCount , 0) ;
Kuva 5.7: Isäntäohjelmassa suoritettava OpenGL-piirtokutsu, C++.
Instanced rendering tekniikan käytön hyöty näkyy isäntäohjelmassa suoritettavien
piirtokutsujen lukumäärässä. Tekniikkaa käyttämällä voidaan yhden piirtokutsun
avulla piirtää useita samanlaisen geometrian omaavia kappaleita. Työ varsinaisten
piirtokutsujen luomisesta ja suorittamisesta siirtyy näytönohjaimen ajuriohjelmiston
vastuulle. Näin ollen isäntäohjelmassa olevan piirtorutiinin toteutus jää piirtokutsu-
jen osalta yksinkertaisemmaksi, kun kaikki kappaleiden piirtämiseen tarvittava tieto
on jo valmiina ja siirretty näytönohjaimen muistiin.
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5.2 Ohjelman arkkitehtuuri ja osat
Kuvassa 5.8 on kuvattu esimerkkiohjelman kokonaisarkkitehtuuri yleisluontoisesti
kerroskaaviona. Kaavio kuvaa ohjelman omien osien suhdetta toisiinsa ja ohjelmassa
käytettyihin kolmannen osapuolen ohjelmakirjastoihin.
Kuva 5.8: Esimerkkiohjelman yleisarkkitehtuuri.
Ohjelman kokonaisrakenne on jaettavissa viiteen kerrokseen sen mukaan, miten oh-
jelmakohtaisesta komponentista on kyse. Kerrokset ovat alusta, kirjastot, työkalut,
ydin ja ohjelmakohtaiset toteutukset. Alimpana olevat alusta- ja kirjastotaso koostu-
vat ohjelmariippumattomista kolmansien osapuolien tuottamista ohjelmakirjastoista
ja laitteistokomponenteista.
OpenGL:n käyttämiseen liittyvät ohjelmakirjastot ovat OpenGL 4.2 ja GLEW [OPE,
GLE]. SFML- ja AntTweakBar -ohjelmakirjastot [SFM, ANT] vastaavat ohjelman
ikkunan luomisesta, syötteiden hallinnasta ja suorituksenaikaisesta käyttöliittymäs-
tä. AMD APP SDK [AMD] sisältää toteutuksen OpenCL 1.1 -ohjelmakehyksen
käyttämiseksi AMD:n näytönohjaimilla, kuten AMD HD6970. GLM-ohjelmakirjas-
to [OPM] on matematiikkakirjasto, joka noudattaa GLSL-kielen spesifikaatiota.
Työkalukerros sisältää ohjelman toteutuksen yhteydessä tehtyjä uudelleenkäytettä-
viä ohjelmakomponentteja. Ydin ja ohjelmakohtaiset toteutukset sisältävät pelkäs-
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tään ohjelmakohtaisia komponentteja, jotka eivät ole suunniteltuja uudelleenkäytet-
täviksi.
Esimerkkiohjelman suorituksen ja toiminnallisuuden kannalta merkittävimmät oh-
jelmakomponentit ovat seuraavat kolmessa ylimmässä kerroksessa olevat komponen-
tit: CubeScene, CubeSceneCPU, CubeSceneGPU, ShaderManager, OpenCLModule,
ResourceManager ja DataCollector. Ylimpiin kahteen kerrokseen kuuluvat kompo-
nentit sisältävät toteutuksen, joka piirtää ja päivittää kuvaruudulla nähtävän kuu-
tiojoukon. Näiden kerrosten alapuolella oleva työkalukerros sisältää luokkia ja ru-
tiineja, jotka kapseloivat sisäänsä alempana olevien ohjelmakirjastojen käyttämistä
helpottavia algoritmeja ja toiminnallisuuksia.
Työkalukomponentit – ShaderManager, OpenCLModule, ResourceMa-
nager ja DataCollector
Työkalukerroksen ShaderManager ja OpenCLModule ovat ohjelman infrastruktuu-
riin kuuluvia komponentteja ja kapseloivat sisäänsä toiminnallisuuden, joka hallit-
see esimerkkiohjelmassa käytettäviä näytönohjaimella suoritettavia ohjelmia. Mo-
lemmat sisältävät toiminnallisuudet sävytinohjelmien luomiseen ja elinkaaren hal-
lintaan sekä toiminnallisuuden valmiiksi käännettyjen sävytinohjelmien hakemista
varten.
ShaderManager- ja OpenCLModule-komponenttien lisäksi ResourceManager-kom-
ponentti on yksi ohjelman infrastruktuurimoduuleista, sillä se on vastuussa mahdol-
listen tiedostojen lukemisesta ja niiden sisältöjen muuntamisesta ohjelman käyttä-
miin tyyppeihin. Kuvassa 5.9 on ShaderManager-moduulin UML-kaavio.
Kuva 5.9: ShaderManager-moduuli
ShaderManager-moduuli koostuu kahdesta tyypistä, Shader ja ShaderManager.
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ShaderManager-tyyppi määrittelee sekä rajapinnan että toteutuksen, joita moduulia
käyttävät ohjelmat kutsuvat.
Manager-luokka käyttää sisäisesti Shader-tyyppiä kapseloimaan yksittäiseen GLSL-
sävytinohjelmaan liittyvät tiedot yhteen. Näitä tietoja ovat sävyttimen tyyppi (kär-
kipiste- tai fragmenttisävytin), merkkimuotoinen lähdekoodi, josta sävytinohjelma
käännetään, ja sävytinviite, jolla OpenGL paikallistaa valmiin OpenGL-sävytinob-
jektin sen käyttämistä varten.
Moduulia varten on määritelty erillinen tyyppikonversion määrittävä C++-temp-
laattifunktio. Funktio toteuttaa algoritmin, joka muuntaa tiedostosta ohjelmaan
luettavan tavuvirran merkkijonoksi. GLSL-kääntäjä on vastuussa merkkimuotoisen
ohjelman kääntämisestä tavumuotoon, jota OpenGL voi käyttää.
OpenCLModule-moduulilla on vastaava rooli OpenCL-ohjelmien ja funktioiden hal-
linnan osalta kuin ShaderManager-moduulilla OpenGL-sävytinohjelmien osalta. Mo-
duuli vastaa OpenCL:n ohjelmaobjektien elinkaaresta ja niiden hallinnasta. Kompo-
nentti on vastuussa OpenCL-laitteen sisältämän kontekstin luonnista sekä OpenCL-
ohjelmien ja niiden funktioiden kääntämisestä ja linkittämisestä. Kuvassa 5.10 on
OpenCLModule-moduulin UML-kaavio.
Kuva 5.10: OpenCL-moduuli.
Moduulin toteutus koostuu kolmesta eri tyypistä: OpenCLModule,
OpenCLGpuProgram ja GpuProgramAndKernelDescriptor. Jokainen tyyppi on osa
moduulin julkista rajapintaa ja näkyy moduulia käyttävälle ohjelmalle. Moduulin
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tyypit ovat vastuussa OpenCL 1.1 -version käyttämiseen vaadittavasta valmiste-
lusta. OpenCLGPUProgram ja GPUProgramAndKernelDescriptor vastaavat OpenCL-
ohjelmasta. OpenCLModule vastaa OpenCL-ympäristön valmistelusta.
GPU-ohjelman muodostamisessa moduulin avulla on kolme vaihetta: 1) ohjelman
kuvauksen antaminen, 2) ohjelmaobjektin muodostaminen kuvauksen perusteella ja
3) varsinaisen ohjelmaobjektin muodostaminen.
Jokaiselle moduulilla kuvattavasta OpenCL-ohjelmasta muodostetaan ensimmäi-
seksi ilmentymä GPUProgramAndKernelDescriptor-tyypistä. Ilmentymä on muo-
dostettavan OpenCL-ohjelman kuvaus, joka määrittelee ohjelmakohtaisen nimen
(alias), käytettävän OpenCL-C-lähdekoodin sekä jokaisen tässä lähdekoodissa esiin-
tyvän OpenCL-funktion nimen.
Kuvauksessa määritettävä alias on ohjelman yksilöivä tunniste. Tunnisteen avul-
la moduulista voidaan etsiä tiettyä moduulin hallinnoimaa OpenCL-ohjelmaa. Ku-
vauksessa olevaa lähdekoodia ja siinä esiintyvien funktioiden nimiä tarvitaan oh-
jelman muodostamiseksi. Funktioiden nimiä käytetään pääohjelmassa käytettävien
OpenCL-funktio -objektien luomiseen. OpenCLGPUProgram parametrisoidaan anne-
tun kuvauksen avulla, minkä jälkeen se välitetään OpenCLModule-tyypin ilmentymäl-
le, joka puolestaan on vastuussa varsinaisesta OpenCL-ohjelmien muodostamisesta.
Kuutiojoukon muodostaminen, piirtäminen ja päivittäminen
Infrastruktuurin ja alla olevien ohjelmakirjastojen päälle rakentuu esimerkkiohjel-
man ydintoiminnallisuus. Ydintoiminnallisuudesta on vastuussa CubeScene-kompo-
nentti, joka koostuu kuutioasetelman perusrakenteen määrittelevästä CubeScene-
tyypistä ja käytettävän päivitystavan toteuttavista CubeSceneGPU- ja CubeSceneCPU-
tyypeistä. Nämä tyypit yhdessä CubeScene-tyypin kanssa muodostavat kuutioiden
piirrosta ja päivityksestä vastuussa olevan moduulin.
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Kuva 5.11: Model-moduuli.
Kuvassa 5.11 esitetyn perintähierarkian avulla saadaan aikaan mahdollisuus vaih-
taa päivitysrutiinin toteutus. Kantaluokan erikoistaminen on välttämätöntä, sil-
lä esimerkkiohjelmassa kuutioiden päivittämiseen ja tiedon alustamiseen liittyväs-
sä logiikassa on eroja päivitystapojen toteutuksista vastaavien CubeSceneGPU- ja
CubeSceneCPU-tyyppien välillä. Suorittimella suoritettavassa päivitystapauksessa
(CubeSceneCPU) päivitys hoidetaan isäntäohjelmassa, kun taas näytönohjaimella
suoritettavan päivitysoperaation (CubeSceneGPU) tapauksessa päivitysrutiini koos-
tuu OpenCL-kutsuista, jotka organisoivat näytönohjaimella suoritettavan työn.
Päivitystapakohtaisten toteutusten kantaluokka yhdistää CubeSceneGPU- ja
CubeSceneCPU-tyypeille yhteiset toiminnallisuudet, joita ovat geometrian muodostus
ja piirtovaihe. Molemmat johdetuista luokista kapseloivat sisäänsä päivitykseen ja
tiedon jäsentämiseen tarvittavat tietorakenteet ja tyypit.
CubeSceneCPU jäsentää päivitettävän tiedon ModelInstanceData-tyyppiin. Jokais-
ta piirrettyä kuutiota kohden muodostetaan yksi ilmentymä tästä tyypistä. Tieto-
rakenne sijoitetaan taulukkoon, joka iteroidaan läpi jokaisella päivityskierroksella.
CubeSceneGPU jäsentää päivitettävän tiedon GPUDataContainer-tyyppiin. Rakenne
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koostuu joukosta taulukoita, jotka sisältävät jokaisella kierroksella päivitettävät tie-
dot. Tyypistä muodostetaan yksi ilmentymä kutakin isäntäohjelman suorituskertaa
kohden.
GPUDataContainer-tyypissä kuutioiden tiedot on jäsennetty taulukoihin näytönoh-
jaimelle siirtämiseen liittyvän käsittelyn helpottamiseksi. Esimerkkiohjelman
käyttämät OpenCL-funktiot ottavat vastaan joukon liukulukuja. GPUDataContainer-
tyypissä luvut ovat valmiiksi OpenCL-funktioiden käyttämässä muodossa, jolloin
luvut sisältävät taulukot voidaan vain kopioida suoraan näytönohjaimelle. Jokais-
ta datataulukkoa kohden muodostetaan yksi OpenCL-muistiobjekti (cl_mem), jonka
avulla päivitettävä tieto saadaan päivitysvaiheessa näytönohjaimen käsiteltäväksi.
Teknisten ratkaisujen ja arkkitehtuurin synteesi: Ohjelman runkototeutus
ja pääsilmukan rakenne
Esimerkkiohjelman runkototeutus koostuu kolmesta vaiheesta; alustusvaiheesta, ak-
tiivisen laskennan sisältävästä pääsilmukasta ja resurssien vapauttamisesta, kun
käyttäjä päättää pääsilmukan suorituksen. Alustusvaiheessa suoritetaan kaikkien
ohjelman tarvitsemien kirjastojen sekä ohjelman omien rakenteiden alustus ja val-
mistelu, jonka jälkeen suoritus siirtyy pääsilmukkaan.
Pääsilmukan rakenne on kuvattu kuvassa 5.12. Rakenne on peräkkäisen ja hajau-
tetun silmukkamallin välimuoto, koska piirto- ja päivitysvaihe eivät ole riippumat-
tomia toisistaan. Malli ei myöskään ole puhdas peräkkäismalli, koska päivitys- ja
piirtovaiheet ohjaavat näytönohjaimen toimintaa. Varsinainen piirto hoidetaan aina
näytönohjaimella OpenGL-API-kutsuilla ja päivitysvaiheen osalta käytettävä toteu-
tus määrää, hyödynnetäänkö päivitysvaiheessa OpenCL-ympäristöä vai ei. Molem-
pien kirjastojen API-kutsut ovat luonteeltaan asynkronisia. Tämän vuoksi ei voida
olettaa, että näytönohjain on suorittanut operaation loppuunsa, ennen kuin kutsu-









Kuva 5.12: Ohjelman suorituksen yleiskuva OpenCL:n tapauksessa. Katkoviivalla
merkityt nuolet kuvaavat asynkronisia kutsuja, musta palkki korostaa
synkronointipistettä ja tavalliset nuolet kuvaavat tiedon ja suorituksen kulkua.
Ohjelman pääsilmukassa on kolme vaihetta: syötteiden lukeminen, päivitysvaihe ja
kuvanmuodostus. Syötteet luetaan SFML-kirjaston määrittelemillä tapahtumatyy-
peillä, koska ohjelmaikkuna on luotu SFML-kirjaston avulla. Siksi ikkunaan kohdis-
tuvat tapahtumat tulevat esimerkkiohjelmaan SFML:n hallinnoiman ikkunan kaut-
ta. Päivitysvaiheessa suoritus delegoidaan ohjelmassa, joko CPU- tai OpenCL-päivi-
tyksistä vastaavalle rutiinille, joka on valittavissa ohjelman käynnistysparametreis-
sa.
Kuvanmuodostusvaihe koostuu kolmesta päärutiinista: kuutioiden piirtokutsut, käyt-
töliittymän piirtokutsu ja lopuksi SFML-ikkunan päivittäminen. Listaus 5.13 sisältää
ohjelman pääsilmukan toteutuksen C++-kielellä.
1 while (App . IsOpened ( ) ) {
2 processSFMLEvents (App , activeCamera ) ;
3 cubeModel . update ( ) ;
4 App . SetAct ive ( ) ;
5 cubeModel . r ender Ins tanced ( smanager , Clock . GetElapsedTime ( ) ,
6 useOpenCL) ;
7 TwDraw( ) ;
8 App . Display ( ) ;
9 Clock . Reset ( ) ;
10 }
Kuva 5.13: Esimerkkiohjelman pääsilmukka
Ohjelman kannalta kiinnostavin laskenta suoritetaan pääsilmukan update- ja
renderInstanced-funktioissa. Nämä rutiinit ovat vastuussa päivitysvaiheesta ja ku-
vanmuodostuksesta. Päivitysvaiheen ja kuvanmuodostuksen väliin sijoittuu tärkeä
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synkronointipiste (ks. kuva 5.12). Synkronointikohdassa varmistetaan se, että päivi-
tysvaiheen käsittely on varmasti päättynyt ennen piirtovaiheeseen etenemistä, jotta
piirtovaiheessa käsitellään viimeisintä tietoa. Ilman synkronointia olisi olemassa ris-
ki, että kaikkia muunnosmatriiseja ei ole päivitetty, ennen kuin matriisit siirretään
takaisin näytönohjaimelle käsiteltäväksi.
Päivitysvaiheen rutiinit
Päivitysrutiineissa muodostetaan matriisit, joita käytetään piirtovaiheessa. Jokaista
kuutioinstanssia kohden muodostetaan yksi muunnosmatriisi, jota päivitetään jo-
kaisen päivityskierroksen yhteydessä. Matriiseja päivitetään, koska kuutioiden kär-
kipisteiden sijainnit on laskettu suhteessa kameraan. Kameran sijainnin ja asennon
muutokset heijastuvat välittömästi kuutioiden muunnosmatriiseihin muuttamalla ne
käyttökelvottomiksi, koska ne eivät enää vastaa kameran näkymää. Päivitetyt mat-
riisit tallennetaan taulukkoon, josta ne piirtovaiheessa kopioidaan näytönohjaimen
muistiin.
Esimerkkiohjelmassa on toteutettu kaksi eri versiota päivitysrutiinista: toinen käyt-
tää näytönohjainta ja toinen isäntäkoneen omaa suoritinta. Molemmat toteutukset
luovat kolmenlaiset matriisien luontioperaatiot: skaalausmatriisit, translaatiomatrii-
sit ja transformaatiomatriisit.
Isäntäkoneen omaa suoritinta käyttävä versio päivitysrutiinista on vaihtoehdoista
yksinkertaisempi. Rutiinin toteutus on peräkkäistoteutus, jossa päivitettävät raken-
teet on sijoitettu taulukkoon ja taulukkoa iteroidaan läpi jokaisella päivityskierrok-
sella. Tämä isäntäkoneen suoritinta käyttävä päivitysrutiini on esitetty kuvan 5.14
listauksessa.
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1 void CubeSceneCPU : : update ( )
2 {
3 // Preparing c l o c k
4 s f : : Clock &cpuUpdateClock = m_impl−>measureClock ;
5 cpuUpdateClock . Reset ( ) ;
6 // Se t t i n g up i t e r a t o r s
7 CubeSceneCPU : : InstanceCPUModelImpl &modelImpl = ∗m_impl ;
8 std : : vector<Msc : : ModelInstanceData >: : i t e r a t o r begin = (modelImpl ) .
m_instanceDataContainer . begin ( ) ;
9 std : : vector<Msc : : ModelInstanceData >: : i t e r a t o r end = modelImpl .
m_instanceDataContainer . end ( ) ;
10 glm : : mat4 view = CubeScene : : m_camera−>getCameraLookAt ( ) ;
11 s i z e_t positionInGPUVector = 0 ;
12
13 while ( begin != end )
14 {
15 Msc : : ModelInstanceData &in s t ance = ∗begin ;
16 modelImpl . m_instanceMatricesGPUSVisualPart [ positionInGPUVector++] = ( view∗glm
: : t r a n s l a t e ( i n s t anc e . m_position ) ∗glm : : s c a l e ( i n s t ance . m_scale ) ) ;
17 ++begin ;
18 }
19 //Small op t im i za t i ons f o r CPU
20 stat ic const std : : s t r i n g targetDataSet = "GraduDataSet " ;
21 stat ic const std : : s t r i n g varName = "CPU␣update " ;
22 m_col lector . addVal ( targetDataSet , varName , cpuUpdateClock . GetElapsedTime ( ) ) ;
23 }
Kuva 5.14: Isäntäkoneen suoritinta käyttävä päivitysrutiini.
Jokaisen päivityskierroksen aluksi suoritusaikaa mittaava kello palautetaan alku-
tilaan, jotta voidaan tallentaa ainoastaan tähän päivityskierrokseen kulunut aika.
Kellon alustamisen jälkeen valmistellaan iteraattorit taulukkorakenteen läpikäyntiä
varten. Valmistelujen jälkeen taulukko iteroidaan läpi ja silmukan avulla muodoste-
taan kuutioiden lukumäärän verran muunnosmatriiseja odottamaan siirtoa näytön-
ohjaimelle. Isäntäkoneella suoritettava ratkaisu on tarkoituksella pidetty yksinker-
taisena, jotta vastaava OpenCL-päivitysrutiini olisi yksinkertainen toteuttaa.
Päivityksen OpenCL -toteutuksessa (ks. kuva 5.15) käytetään hajauta ja hallitse
-lähestymistapaa, jotta toteutus olisi mahdollisimman yksinkertainen. Muunnosmat-
riisien muodostamiseen vaadittavat komponentit on eroteltu komponenttitaulukoi-
hin T , missä T = {scaleDataIn, scaleMatrices, positionDataIn, positionMatrices,
mvpMatrices}. Yhdistelemällä taulukoita ja niiden alkioita tietyssä järjestyksessä
saadaan halutut muunnosmatriisit. Kuvassa 5.15 on kuvattu tämä operaatio. Taulu-
koiden alkioiden lukumäärä ja järjestys säilyvät, koska mikään käsittelyfunktioista
ei muuta niitä.
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Kuva 5.15: Päivitysrutiinin OpenCL-toteutus verrattuna isäntäkoneen suoritinta
käyttävään toteutukseen. Kuvassa nuolet ja niiden yläpuolella olevat funktiomerkinnät
tarkoittavat nuolen vasemmalla puolella olevan taulukon kaikkien alkioiden käsittelyä
nuolen oikealla puolella olevan taulukon alkioiden arvojen aikaansaamiseksi.
Laskenta muunnosmatriisien aikaansaamiseksi on pilkottu neljäksi OpenCL-funk-
tioksi. Yksi muodostaa skaalausmatriisit (f(sn)), toinen translaatiomatriisit (f ′(pn)),
kolmas yhdistää skaalaus- ja translaatiomatriisit (f ′′(smn, pmn)) ja neljäs yhdis-
tää projektiomatriisin vm kolmannesta funktiosta saatujen matriisien m kanssa
(f ′′′(vm,mn)).
Taulukoiden alkiot ovat järjestyksessä, joka luodaan ohjelman alustusvaiheessa ja
joka on muuttumaton sen suorituksen aikana. Järjestys kertoo, mitkä taulukoiden
T sisältämät tiedot kuuluvat millekin kuutiolle. Esimerkiksi taulukon t (t ∈ T ) en-
simmäisessä indeksissä t0 oleva arvo a (a ∈ t) kuuluu ensimmäiseksi piirrettävälle
kuutiolle k0. Järjestyksen säilyvyyden ansiosta yksittäisten kuutioiden arvojen päi-
vittäminen voidaan tehdä muuttamalla taulukoiden alkioiden arvoja kuution indek-
sin perusteella.
OpenCL-funktioiden suorittama käsittely
Laskenta muunnosmatriisien muodostamista varten aloitetaan muuntamalla piirret-
tävien kuutioiden koon ja sijainnin kertovat vektorit skaalaus- ja translaatiomatrii-
seiksi. Kuvan 5.16 ohjelmalistauksessa on annettu isäntäohjelman OpenCL-kutsut,
jotka sijoittavat sekä skaalaus- että translaatiofunktiot (ks. kuvien 5.17 ja 5.18 oh-
jelmalistaukset) OpenCL-laitteen komentojonoon odottamaan suoritusta.
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. . .
e r r o r = clEnqueueNDRangeKernel (commandQueue , k e rn e l s . s ca l eKerne l , 1 , NULL,
globalWorkSize , localWorkSize , 0 , NULL, NULL ) ;
e r r o r = clEnqueueNDRangeKernel (commandQueue , k e rn e l s . t r an s l a t i onKerne l , 1 , NULL
, globalWorkSize , localWorkSize , 0 , NULL, NULL ) ;
c l F i n i s h (commandQueue) ;
. . .
Kuva 5.16: Skaalaus- ja translaatiomatriisien muodostus, C++.
Vektorien muunnoksiin liittyvän laskennan suorittavat OpenCL-C:llä toteutetut
OpenCL-funktiot. Kuvien 5.17 ja 5.18 ohjelmalistaukset sisältävät funktioiden to-
teutuksen.
__kernel
void c r e a t eSca l eMat r i c e s ( __global const
f l o a t 3 ∗ sca leValue , __global
Matrix4x4 ∗ s c a l eMat r i c e s )
{
// 1:1 −− No reduc t ion
int g id = get_global_id (0 ) ;
s c a l eMat r i c e s [ g id ] . r1 . x= sca l eVa lue [
g id ] . x ;
s c a l eMat r i c e s [ g id ] . r2 . y= sca l eVa lue [
g id ] . y ;
s c a l eMat r i c e s [ g id ] . r3 . z= sca l eVa lue [
g id ] . z ;
s c a l eMat r i c e s [ g id ] . r4 .w=1.0 f ;
}
Kuva 5.17: Skaalausmatriisin muodostus,
OpenCL-C.
__kernel
void c r ea t eTrans l a t i onMat r i c e s ( __global
const f l o a t 3 ∗ po s i t i on s , __global
Matrix4x4 ∗ t r an s l a t i onMat r i c e s )
{
// 1:1 −− No reduc t ions
int g id = get_global_id (0 ) ;
// I d en t i t y
t r an s l a t i onMat r i c e s [ g id ] . r1 . x= 1 .0 f ;
t r an s l a t i onMat r i c e s [ g id ] . r2 . y= 1 .0 f ;
t r an s l a t i onMat r i c e s [ g id ] . r3 . z= 1 .0 f ;
t r an s l a t i onMat r i c e s [ g id ] . r4 . x =
po s i t i o n s [ g id ] . x ;
t r an s l a t i onMat r i c e s [ g id ] . r4 . y =
po s i t i o n s [ g id ] . y ;
t r an s l a t i onMat r i c e s [ g id ] . r4 . z =
po s i t i o n s [ g id ] . z ;




Molemmat OpenCL-funktiot käyttävät toteutuksessaan samaa ideaa. Ainoastaan
lopputuloksena saatavien matriisien sisällöt eroavat. Ideana on, että skaalaus- ja si-
jaintivektorit välitetään muunnokset suorittaville OpenCL-funktioille liukulukutau-
lukkoina (float3). Liukulukutaulukot sijaitsevat näytönohjaimen globaalissa muis-
tissa (__global–määre), johon OpenCL-funktiot pääsevät käsiksi.
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Molemmissa funktioissa liukulukutaulukot ovat lukutilassa (const-määre), koska
funktiot eivät kirjoita luettavien arvojen päälle tai muuta niitä. Molempien funk-
tioiden suorituksen tuloksena syntyy yksi Matrix4x4-rakenne yhtä float3-vektoria
kohden. Matriisirakenne talletetaan näytönohjaimen globaaliin muistiin,
scaleMatrices-parametrin osoittamalle muistialueelle.
Koska ne sijaitsevat näytönohjaimen omassa muistissa, sekä skaalaus- että trans-
laatiomatriisit ovat käytettävissä matriisitulon toteuttavalle funktiolle ilman, että
tietoja tarvitsee kopioida näytönohjaimen ja isäntäkoneen välillä. Isäntäohjelmassa
tarvitsee ainoastaan suorittaa OpenCL-API:n kutsu, joka asettaa tulo-operaation
odottamaan suoritusta (ks. kuva 5.19).
. . .
//3a) Enque s c a l e+t r an s l a t i o n ca tena t ion
clEnqueueNDRangeKernel (commandQueue , k e rn e l s . mmultiKernel , 1 , NULL,
globalWorkSize , localWorkSize , 0 , NULL, NULL) ;
c l F i n i s h (commandQueue) ;
. . .
Kuva 5.19: Skaalaus- ja translaatiomatriisien redusointi matriisiparista yhdeksi
matriisiksi, C++.
Matriisitulo yhdistää molemmat matriisit yhdeksi matriisiksi, ts. saadaan aikaan
matriisi, joka sisältää molempien lähtömatriisien tiedot. OpenCL-funktiossa
ab_matrix_multip_own_type (ks. kuva 5.20) on toteutettu kahden 4×4-neliömatriisin





Määritelmän mukaan, jos F on n ×m matriisi ja G on m × p matriisi, niin niiden
tulomatriisi FG on n × p matriisi, jonka arvo kohdassa (i, j) määräytyy ylempänä
esitetyllä kaavalla [Len03, s. 34–35].
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1 __kernel
2 void ab_matrix_multip_own_type ( __global const Matrix4x4 ∗A, __global const
Matrix4x4 ∗B, __global Matrix4x4 ∗C)
3 {
4 //So now we have our data incoming . . . .
5 int g id = get_global_id (0 ) ;
6 C[ g id ] . r1 . x = (A[ g id ] . r1 . x∗B[ g id ] . r1 . x )+(A[ g id ] . r1 . y∗B[ g id ] . r2 . x )+(A[ g id ] . r1 . z∗B[
g id ] . r3 . x )+(A[ g id ] . r1 .w∗B[ g id ] . r4 . x ) ;
7 C[ g id ] . r1 . y = (A[ g id ] . r1 . x∗B[ g id ] . r1 . y )+(A[ g id ] . r1 . y∗B[ g id ] . r2 . y )+(A[ g id ] . r1 . z∗B[
g id ] . r3 . y )+(A[ g id ] . r1 .w∗B[ g id ] . r4 . y ) ;
8 C[ g id ] . r1 . z = (A[ g id ] . r1 . x∗B[ g id ] . r1 . z )+(A[ g id ] . r1 . y∗B[ g id ] . r2 . z )+(A[ g id ] . r1 . z∗B[
g id ] . r3 . z )+(A[ g id ] . r1 .w∗B[ g id ] . r4 . z ) ;
9 C[ g id ] . r1 .w = (A[ g id ] . r1 . x∗B[ g id ] . r1 .w)+(A[ g id ] . r1 . y∗B[ g id ] . r2 .w)+(A[ g id ] . r1 . z∗B[
g id ] . r3 .w)+(A[ g id ] . r1 .w∗B[ g id ] . r4 .w) ;
10
11 C[ g id ] . r2 . x = (A[ g id ] . r2 . x∗B[ g id ] . r1 . x )+(A[ g id ] . r2 . y∗B[ g id ] . r2 . x )+(A[ g id ] . r2 . z∗B[
g id ] . r3 . x )+(A[ g id ] . r2 .w∗B[ g id ] . r4 . x ) ;
12 C[ g id ] . r2 . y = (A[ g id ] . r2 . x∗B[ g id ] . r1 . y )+(A[ g id ] . r2 . y∗B[ g id ] . r2 . y )+(A[ g id ] . r2 . z∗B[
g id ] . r3 . y )+(A[ g id ] . r2 .w∗B[ g id ] . r4 . y ) ;
13 C[ g id ] . r2 . z = (A[ g id ] . r2 . x∗B[ g id ] . r1 . z )+(A[ g id ] . r2 . y∗B[ g id ] . r2 . z )+(A[ g id ] . r2 . z∗B[
g id ] . r3 . z )+(A[ g id ] . r2 .w∗B[ g id ] . r4 . z ) ;
14 C[ g id ] . r2 .w = (A[ g id ] . r2 . x∗B[ g id ] . r1 .w)+(A[ g id ] . r2 . y∗B[ g id ] . r2 .w)+(A[ g id ] . r2 . z∗B[
g id ] . r3 .w)+(A[ g id ] . r2 .w∗B[ g id ] . r4 .w) ;
15
16 C[ g id ] . r3 . x = (A[ g id ] . r3 . x∗B[ g id ] . r1 . x )+(A[ g id ] . r3 . y∗B[ g id ] . r2 . x )+(A[ g id ] . r3 . z∗B[
g id ] . r3 . x )+(A[ g id ] . r3 .w∗B[ g id ] . r4 . x ) ;
17 C[ g id ] . r3 . y = (A[ g id ] . r3 . x∗B[ g id ] . r1 . y )+(A[ g id ] . r3 . y∗B[ g id ] . r2 . y )+(A[ g id ] . r3 . z∗B[
g id ] . r3 . y )+(A[ g id ] . r3 .w∗B[ g id ] . r4 . y ) ;
18 C[ g id ] . r3 . z = (A[ g id ] . r3 . x∗B[ g id ] . r1 . z )+(A[ g id ] . r3 . y∗B[ g id ] . r2 . z )+(A[ g id ] . r3 . z∗B[
g id ] . r3 . z )+(A[ g id ] . r3 .w∗B[ g id ] . r4 . z ) ;
19 C[ g id ] . r3 .w = (A[ g id ] . r3 . x∗B[ g id ] . r1 .w)+(A[ g id ] . r3 . y∗B[ g id ] . r2 .w)+(A[ g id ] . r3 . z∗B[
g id ] . r3 .w)+(A[ g id ] . r3 .w∗B[ g id ] . r4 .w) ;
20
21 C[ g id ] . r4 . x = (A[ g id ] . r4 . x∗B[ g id ] . r1 . x )+(A[ g id ] . r4 . y∗B[ g id ] . r2 . x )+(A[ g id ] . r4 . z∗B[
g id ] . r3 . x )+(A[ g id ] . r4 .w∗B[ g id ] . r4 . x ) ;
22 C[ g id ] . r4 . y = (A[ g id ] . r4 . x∗B[ g id ] . r1 . y )+(A[ g id ] . r4 . y∗B[ g id ] . r2 . y )+(A[ g id ] . r4 . z∗B[
g id ] . r3 . y )+(A[ g id ] . r4 .w∗B[ g id ] . r4 . y ) ;
23 C[ g id ] . r4 . z = (A[ g id ] . r4 . x∗B[ g id ] . r1 . z )+(A[ g id ] . r4 . y∗B[ g id ] . r2 . z )+(A[ g id ] . r4 . z∗B[
g id ] . r3 . z )+(A[ g id ] . r4 .w∗B[ g id ] . r4 . z ) ;
24 C[ g id ] . r4 .w = (A[ g id ] . r4 . x∗B[ g id ] . r1 .w)+(A[ g id ] . r4 . y∗B[ g id ] . r2 .w)+(A[ g id ] . r4 . z∗B[
g id ] . r3 .w)+(A[ g id ] . r4 .w∗B[ g id ] . r4 .w) ;
25 }
Kuva 5.20: Matriisitulo 4× 4-matriiseille, OpenCL-C.
Esimerkissä esitetty matriisitulototeutus soveltuu ainoastaan 4×4-neliömatriisitulo-
jen laskentaan. Se on riittävä, koska kaikki esimerkkiohjelmassa käsiteltävät matriisit
ovat muodoltaan 4× 4-neliömatriiseja. Tulosmatriisin jokaisen solun arvo lasketaan
omana lausekkeenaan ja arvo tallennetaan työyksikön käsittelemään matriisiin
Viimeisenä vaiheena muunnosmatriisien muodostamisessa on kameranäkymän tuot-
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taman projektiomatriisin yhdistäminen aikaisempiin translaation ja skaalauksen yh-
distäviin matriiseihin. Ennen yhdistämisen suorittavan OpenCL-funktion asettamis-
ta suoritusjonoon tulee funktion käyttämän projektiomatriisin tiedot siirtää näytön-
ohjaimelle. Tämä vaihe esitetään kuvassa 5.21.
//3b ) Enque view + e a r l i e r r e s u l t ca tena t ion
// set−up the constant f o r camera ,
glm : : mat4 camLookAt = CubeScene : : m_camera−>getCameraLookAt ( ) ;
Msc : : Matrix4x4 r e s u l t ;
//Copy f l o a t s to OpenCL compat ib le s t r u c t . They f i t because the memory
// layou t i s same .
memcpy(& r e su l t , &camLookAt , s izeof (Msc : : Matrix4x4 ) ) ;
//Block ing wr i t e
clEnqueueWriteBuffer (commandQueue , m_impl−>viewMatrixIn , CL_TRUE, 0 , s izeof (Msc
: : Matrix4x4 ) , &r e su l t , 0 , NULL, NULL) ;
clEnqueueNDRangeKernel (commandQueue , k e rn e l s . mmultiConstantKernel , 1 , NULL,
globalWorkSize , localWorkSize , 0 , NULL, NULL) ;
c l F i n i s h (commandQueue) ;
Kuva 5.21: Projektiomatriisin siirto näytönohjaimelle ja matriisit yhdistävän
OpenCL-funktion jonoon sijoittaminen, C++.
OpenCL-funktion suorittama ohjelmakoodi on lähes identtinen esimerkin 5.20 mat-
riisitulossa. Ainoa ero on, että toinen syötematriiseista on määritetty vakioksi
(__constant), jolloin se on identtinen kaikille työyksiköille. Kuvan 5.22 ohjelma-
listauksessa on esitetty matriisitulon laskevan OpenCL-funktion signatuuri, jossa
toinen parametreista on vakio.
1 __kernel
2 void mmmultiConstant ( __global const Matrix4x4 ∗A, __constant Matrix4x4 ∗VM,
__global Matrix4x4 ∗C)
3 . . .
Kuva 5.22: Matriisitulo 4× 4-matriiseille, jossa VM-matriisi on vakioarvo kaikille
työyksiköille, OpenCL-C.
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Lopuksi päivitetyt matriisit luetaan näytönohjaimelta takaisin isäntäohjelman muis-
tiavaruuteen, jossa ne odottavat piirtovaiheessa suoritettavaa siirtoa takaisin näytön-
ohjaimelle OpenGL-sävytinohjelmissa käytettäväksi (ks. kuvan 5.23 listaus). Mat-
riiseja siirretään näytönohjaimelta takaisin isäntäohjelmaan, koska OpenGL-sävy-
tinohjelmat eivät voi automaattisesti käyttää OpenCL-ohjelmien muistiobjektien
hallinnoimaa muistiavaruutta, jossa matriisit sijaitsevat.
clEnqueueReadBuffer (commandQueue , m_impl−>mvpMatrices , CL_TRUE, 0 , m_impl−>
m_datacontainer .m_mvps . s i z e ( ) ∗ s izeof (Matrix4x4 ) ,
&m_impl−>m_datacontainer .m_mvps [ 0 ] , 0 , NULL, NULL) ;
c l F i n i s h (commandQueue) ;
Kuva 5.23: Yhdistettyjen matriisien lukeminen näytönohjaimelta takaisin isäntäkoneen
muistiin, C++.
Tämä vaihe on optimoitavissa niin, että tieto säilytetään näytönohjaimen muistissa.
Esimerkkiohjelmassa optimointia ei ole toteutettu, sillä toteutus on pyritty pitä-
mään mahdollisimman yksinkertaisena. Optimointi voitaisiin toteuttaa jakamalla
OpenCL-muistiobjektien käyttö OpenGL-sävytinohjelmien kanssa [Ope10, s. 319–
331].
5.3 Suorituskykymittaus, tulokset ja arviot
Esimerkkiohjelman mittaamisella tutkitaan, millainen vaikutus laskennan siirtämi-
sestä näytönohjaimelle on ohjelman suorituskykyyn. Taustaoletus on, että suurilla
tietomäärillä kuutioiden päivitystoimenpiteiden siirtämisestä näytönohjaimelle on
hyötyä ohjelman suorituskyvyn kannalta. Vastaoletus on, että suurilla tietomäärillä
kuutioiden päivitystoimenpiteiden siirtämisestä ei ole hyötyä ohjelman suoritusky-
vyn kannalta.
Ohjelman suorituskykyä mitattiin kahden päämittarin avulla. Ensimmäinen on päi-
vitysrutiinin suoritusnopeus ja toinen ruudunpäivitysnopeus (frames per second,
FPS). Pääasialliset mittarit kertovat, miten toteutukset käyttäytyvät, kun kuu-
tioiden lukumäärää kasvatetaan askeleittain. Lisäksi mittarit antavat konkreettisia
arvoja, joita tarkastelemalla voidaan selittää, saadaanko ohjelmalle lisää suoritus-
tehoa näytönohjaimen laskentakapasiteettia, hyödyntämällä. Esimerkkiohjelmassa
suoritustehon kasvaminen tarkoittaisi mahdollisuutta piirtää näytölle yhä suurempi
kuutiojoukko. Toissijainen mittari on ruudunpäivitysrutiinin suoritusnopeus, joka
mittaa piirtonopeuden käyttäytymistä kuutiomäärän kasvaessa.
52
Mittauspisteiden sijoittelu ja mittausmenetelmä
Mittauspisteet tarvittavien arvojen saamiseksi sijoitetaan ohjelmassa kolmeen koh-
taan: päivitysrutiiniin, piirtorutiiniin ja pääsilmukkaan. Päivitys- ja piirtorutiinin
osalta mittarit tallentavat rutiinien suoritukseen kuluneen kokonaisajan talteen.
Pääsilmukassa lasketaan ja tallennetaan ruudunpäivitysnopeus jokaisella kierrok-
sella.
Yhdessä mittauksessa otannan koko oli 1000 arvoa mittaria kohden ja mittaus suo-
ritettiin 512 kertaa. Kuutioiden määrän lisäyksen askelkoko oli 256 kuutiota, koska
256 on mittauksessa käytetyn AMD HD6970 -näytönohjaimen suurin mahdollinen
OpenCL-työryhmäkoko. Testin pienin kuutiomäärä oli 256 ja suurimmaksi arvoksi
valittiin 131072. Testit lopetettiin tässä vaiheessa, koska mittariarvojen keräämi-
seen kuluva aika kasvaa koko ajan, kun kuutioiden määrää kasvatetaan. Toisek-
si erot näytönohjainversion ja suoritinversion välillä ovat selkeästi havaittavissa jo
näillä arvoilla. Yhteensä mittauksiin kului aikaa noin seitsemän tuntia.
Pienillä kuutiomäärillä pyrittiin löytämään päivitysrutiinin suoritusnopeuden ja ruu-
dunpäivitysten lukumäärän leikkauskohta. Näissä kohdissa näytönohjaimen käyttä-
minen parantaa ohjelman päivitysrutiinin suoritusnopeutta ja antaa paremman ruu-
dunpäivitysnopeuden kuin päivitysrutiinin suorittaminen tietokoneen omalla suorit-
timella.
Mittaustulokset
Mittaukset suoritettiin laitteistolla, joka sisältää 16 Gt DDR2-keskusmuistia, Sapp-
hiren 2Gt GDDR3 AMD HD6970 PCI-E 2.0 -näytönohjaimen, Intelin neliytimisen
Q6600 2.40GHz -suorittimen, Windows 7 SP1 -käyttöjärjestelmän sekä AMD Cata-
lyst -version 12.1 näytönohjainajurit. Käytetty OpenCL-versio on 1.1. Sekä suoritin-
että näytönohjainversion mittausten aikana tietokoneella oli suorituksessa muitakin
ohjelmia. Esimerkkiohjelma on käännetty Visual Studio 2010 Ultimate -versiolla
release-tilassa.
Kuvan 5.24 kaaviot kuvaavat kuutiomäärän kasvattamisen vaikutusta päivitysrutii-
nin keskimääräiseen suoritusnopeuteen ja ohjelman ruudunpäivitysnopeuteen. Kaa-












































256 3276816384 49152 65536 81920 98304 114688 131072
Kuva 5.24: Kuutioinstanssien lukumäärän kasvattamisen vaikutus päivitysnopeuteen ja
ruudunpäivitysten lukumäärään. Kaaviot on muodostettu 512 mittauskohdan
keskiarvoista. Suoritinversion kuvaaja on merkitty mustalla viivalla ja näytönohjainversio
oranssilla. Molemmissa kaavioissa 60 ruudun sekuntivauhti on merkitty harmaalla
viivalla. Ruudunpäivityksen tapauksessa viiva merkitsee ruudunpäivitysten lukumäärää
sekunnissa, kun taas päivitysnopeuden kuvaajassa se merkitsee 60 ruudun
sekuntivauhtiin vaadittavaa millisekuntimäärää (n. 16,7 ms).
Molempien kaavioiden kuvaajat sisältävät kaikki mittauksen 512 askelta. Taulukossa
5.25 on esitetty kaavioissa x-akselilla näkyvien yhdeksän mittauspisteen tiedot.
Kuutioinstanssit
Keskiarvot 256 16384 32768 49152 65536 81920 98304 114688 131072
x¯CPU (ms) 0.12 7.32 14.58 21.85 29.19 36.37 43.94 50.95 58.25
∆¯x¯CPU−CL (ms) -1.00 5.24 11.97 18.87 25.63 32.30 39.31 45.74 52.53
x¯CL (ms) 1.12 2.08 2.62 2.98 3.56 4.07 4.62 5.21 5.71
Kuva 5.25: Päivitysnopeuksien keskiarvot (x¯) millisekunteina kuvan 5.24 kaavion a)
kuutiomäärillä. Ylimmäinen rivi (x¯CPU ) sisältää suoritinversion suoritusaikojen
keskiarvot. Alin rivi (x¯CL) sisältää näytönohjainversion suoritusaikojen keskiarvot.
Suoritin- ja näytönohjainversioiden välinen rivi (∆¯x¯CPU−CL) sisältää riveillä olevien
arvojen erotuksen.
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Kaaviossa 5.24 olevien kuvaajien muodoista käy ilmi, että päivitysnopeuden hidas-
tuminen on huomattavasti loivempaa näytönohjainversion osalta verrattuna suo-
ritinversion vastaavaan suoraan. Suoritusnopeuksien erot ovat havaittavissa myös
taulukon 5.25 luvuista. Pienillä kuutiomäärillä suoritinversio on suorituskyvyltään
parempi, mutta kuutiomäärien kasvaessa näytönohjainversio on selkeästi suoritus-
kykyisempi. Esimerkiksi suoritinversion päivitysnopeuden keskiarvojen erotus en-
simmäisen ja viimeisen mittauksen välillä on n. 58,13 ms. Vastaava erotus näytön-
ohjainversion osalta on vain n. 4,60 ms. Suurimmalla kuutiomäärällä ohjelman eri
versioiden suoritusaikojen erotus on n. 52,53 ms näytönohjainversion eduksi.
Versioiden väliset suorituskykyerot ovat nähtävissä myös taulukon 5.25 ∆x¯-arvosta,
joka on suoritin- ja näytönohjainversion keskimääräisten suoritusaikojen erotus. Ne-
gatiivinen luku kertoo, että suorituskykyjen ero on suoritinversion eduksi. Kuvan
5.26 taulukossa on esitetty ruudunpäivityksen lukumäärät kaavion 5.24 b) x-akselilla
näkyviltä mittausaskelilta.
Kuutioinstanssit
Keskiarvot 256 16384 32768 49152 65536 81920 98304 114688 131072
x¯CPU (fps) 1219.92 108.70 51.74 35.02 26.46 21.33 17.71 15.30 13.53
∆¯x¯CPU−CL (fps) 728.34 -144.03 -92.27 -78.48 -64.78 -55.22 -47.91 -40.80 -37.02
x¯CL (fps) 491.58 252.73 144.01 113.50 91.24 76.56 65.63 56.10 50.55
Kuva 5.26: Ruudunpäivityslukumäärien keskiarvot (x¯) kuvan 5.24 b-kaavion
mittauskohdissa.
Ruudunpäivityksen osalta kaavion kuvaajat ovat päivitysnopeuden kuvaajiin verrat-
tuna mielenkiintoisemman muotoisia; ne eivät ole lineaarisia. Molemmat kuvaajat
laskevat alussa jyrkästi, mutta suuremmila kuutiomäärillä ruudunpäivitysten luku-
määrän pienentyminen on huomattavasti alkua loivempaa. Sen sijaan, että kuvaajien
väli kasvaisi kuten kuvan 5.26 taulukossa, se pikemminkin pienenee.
Molemmat ohjelmaversiot käyttivät samaa ruudunpäivitysrutiinia kuutioiden piirtä-
miseksi. Kaavion kuvaajien muotojen samankaltaisuudet ja eroavaisuudet selittyvät
osittain käytetyllä päivitysrutiinin versiolla ja OpenGL:n käyttämällä instanced-
rendering -tekniikalla (tekniikkaa on kuvattu luvussa 5.1). Vaikutus näytönohjainta
hyödyntävän päivitysrutiinin ja instanced-rendering -tekniikan yhteiskäytöstä nä-
kyy taulukon 5.26 x¯CL-arvoissa. Tekniikan käytöstä seuraava näytönohjaimen ja
ohjaimen ajuriohjelmiston työkuorman kasvaminen yhdistettynä OpenCL:llä tuo-
tettujen muunnosmatriisien muodostamisen työkuormaan näkyy ruudunpäivitysten
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lukumäärässä. Saatujen tuloksien avulla ei kuitenkaan voida selittää syytä siihen,
miksi kuutiomäärän kasvaessa ruudunpäivitysten lukumäärä ei laske tasaisesti.
Kaavioista voidaan kuitenkin päätellä, että päivitysrutiinin nopealla suorituksel-
la näyttäisi olevan yhteys ruudunpäivitysten lukumääriin. Esimerkiksi suuremmil-
la kuutiomäärillä, kuten 81920, näytönohjainversiota käyttävän toteutuksen ruu-
dunpäivitysten lukumäärä on korkeampi kuin suoritinversiolla. Näytönohjainversion
ruudunpäivitysten lukumäärä on pyöristettynä n. 77 ruutua sekunnissa ja päivitys-
nopeus 4,07 ms, kun suoritinversiolla vastaavat luvut ovat n. 21 ruutua sekunnissa ja
36,37 ms. Eroa toteutusten välillä on noin 55 ruutua ja 32,30 ms näytönohjainversion
eduksi.
Kuvaajien leikkauskohdat
Mielenkiintoista molemmissa kuvan 5.24 kaavioissa on se, että sekä päivitysnopeus
että ruudunpäivitysten lukumäärät ovat suurempia suoritinversiolla kuin näytönoh-
jainversiolla, kun kuutioiden lukumäärä pysyy muutamissa tuhansissa. Tämä ero
on nähtävissä kaaviossa 5.24, mutta lähempi tarkastelu paljastaa tarkemmin taite-
pisteet, joissa näytönohjainversion suorituskyky nousee paremmaksi. Kuvassa 5.27
tarkastellaan kuvan 5.10 kaavioiden sitä osaa, jossa kuutioiden lukumäärät ovat















































256 1280 2304 3328 4352 5376 6400
Kuva 5.27: Kaaviossa a) on suoritin- ja näytönohjainversioiden päivitysnopeuden
kuvaajien leikkauskohta. Kaaviossa b) on ruudunpäivitysten lukumäärien kuvaajien
leikkauskohta. Molempien kaavioiden kuvaajat on muodostettu 25 ensimmäisen
mittauskohdan keskiarvoista.
Suoritinversion ruudunpäivitysten lukumäärän lasku on alussa jyrkkää. 256 kuution
kohdalla ruudunpäivitysten lukumäärien ero on yli 700 suoritinversion eduksi. Näy-
tönohjainversion ruudunpäivitysten lukumäärä on alussa selkeästi pienempi. Kui-
tenkin kun kuutioiden lukumäärä viisinkertaistuu (1280), suoritinversion ruudun-
päivitysten lukumäärä laskee nopeasti lähelle 756 ruutua sekuntia kohden, joka on
n. 62 % ensimmäisen askeleen ruudunpäivitysten lukumäärästä (ks. taulukko 5.29).
Laskua on siten tapahtunut n. 38 % verrattuna 256 kuutiolla olevaan lukumäärään.
Näytönohjainversion osalta vastaava lasku on vain 26 % aiempaan 256 kuutiolla




Keskiarvot 256 1280 2304 3328 4352 5376 6400
x¯CPU (ms) 0.12 0.58 1.04 1.51 1.94 2.44 2.86
∆¯x¯CPU−CL (ms) -1.00 -1.13 -0.67 -0.27 0.20 0.62 1.06
x¯CL (ms) 1.12 1.71 1.71 1.78 1.74 1.82 1.80
Kuva 5.28: Päivitysnopeuksien keskiarvot (x¯) kuvan 5.27 a-kaavion mittauskohdissa.
Negatiivinen arvo on suoritinversion eduksi. Ylimmäinen rivi (x¯CPU ) sisältää
suoritinversion suoritusaikojen keskiarvot. Alin rivi (x¯CL) sisältää näytönohjainversion
suoritusaikojen keskiarvot. Suoritin- ja näytönohjainversioiden välinen rivi (∆¯x¯CPU−CL)
sisältää riveillä olevien arvojen erotuksen.
Kuutioinstanssit
Keskiarvot 256 1280 2304 3328 4352 5376 6400
x¯CPU (fps) 1219.92 755.95 537.43 418.35 349.47 286.62 254.89
∆¯x¯CPU−CL (fps) 728.34 389.92 177.67 70.41 -4.27 -45.78 -68.08
x¯CL (fps) 491.58 366.03 359.75 347.94 353.75 332.40 322.97
Kuva 5.29: Ruudunpäivityslukumäärien keskiarvot (x¯) kuvan 5.27 b-kaavion
mittauskohdissa. Positiivinen arvo on suoritinversion eduksi.
Molemmissa kuvan 5.27 kaavioissa näkyvät kuvaajien leikkauskohdat. Leikkauskoh-
dat merkitsevät sitä, että niistä eteenpäin näytönohjainversio on tehokkaampi kuin
suoritinversio: näytönohjainversio pitää päivitykseen kuluvan ajan matalampana ja
ruudunpäivitysnopeuden suurempana suoritinversioon nähden. Kaavioissa leikkaus-
kohdat ovat 3328 – 4352 kuution välillä (ks. taulukot 5.29 ja 5.28). Päivitysaikojen




Kuvassa 5.30 kaaviot kuvaavat esimerkkiohjelman mitattua suorituskykyä 1280,
65536 ja 131072 kuution kohdalla. Kaavioissa ovat näkyvissä päivitysrutiinien suo-
rituserot, piirtorutiinin erot suoritusajassa ja ruudunpäivitysten lukumäärien erot.
Keskiarvojen tarjoaman kokonaiskuvan sijasta kaaviot keskittyvät muutamaan mit-
tauspisteeseen, koska suorituskyvyn erot tietyllä kuutiomäärällä näkyvät selkeimmin
yksittäisissä mittauspisteissä.
Kaavioista käy ilmi, että pienillä kuutiomäärillä (1280) näytönohjainversion suori-
tuskyky on heikompi suoritinversioon nähden niin ruudunpäivitysten kuin päivitys-
rutiinin suoritusnopeudenkin osalta: näytönohjainversion kuvaajan arvot ovat kor-
keammalla kuin suoritinversion kuvaajan. Mitä korkeammalla käyrän pisteet ovat,
sitä enemmän päivitysrutiinin suorittaminen vaatii laskenta-aikaa.
Kiinnostavaa tuloksissa on myös se, että näytönohjaimella suoritettava päivitys on
huomattavasti piirtorutiinin suoritusta hitaampi. Mielenkiintoiseksi päivitysrutii-
nin ja piirtorutiinin välisen eron tekee se, että OpenCL on vastuussa päivityksis-
tä kun taas OpenGL on vastuussa kuutioinstanssien piirrosta. Molemmat käyttävät
kuitenkin samaa näytönohjainta. Intuitiivisesti olisi uskottavaa, että OpenGL:n ja
OpenCL:n välinen ero olisi kapea. Saadut tulokset eivät kuitenkaan täysin tue tä-
tä oletusta. Tilanne muuttuu päinvastaiseksi, kun kuutiomäärät kasvavat, jolloin
päivitysrutiinin suoritusaika on pienempi kuin piirtorutiinin suorittamiseen kuluva
aika. Tämä muutos on nähtävissä kuvan 5.30 kaavioissa.
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Kuva 5.30: Mittauspistekohtaiset kaaviot asemoituna kuten kuvissa 5.24 ja 5.27.
Vasemmanpuolimmaisessa kaaviossa oranssi käyrä kuvaa näytönohjainversion
suorituskykyä ja musta suoritinversiota. Aiemmista kaavioista poiketen kaavioissa
esitetään päivitysaikojen lisäksi piirtorutiinin suoritusajat: sininen suoritinversiolle ja
punainen näytönohjainversiolle. Samaa värierottelua käytetään ruudunpäivitysten
lukumääriä kuvaavissa kaavioissa.
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5.4 Avoimeksi jääneet kysymykset ja jatkotutkimus
Tässä työssä toteutettu ja tutkittu ohjelma ei ole tietokonepeli sanan varsinaisessa
merkityksessä. Toteutetussa ohjelmassa käyttäjä liikuttaa kameraa suuresta mää-
rästä kuutioita koostuvassa maailmassa. Ohjelman vuorovaikutus käyttäjän kanssa
on varsin alkeellista ja sen tuottama näkymä maailmaan yksinkertainen. Peleissä
näin yksinkertainen toteutus ei useinkaan riitä, vaan peliohjelmat koostuvat pelin
määrittelevistä säännöistä, monipuolisesta vuorovaikutuksesta ja digitaalisista si-
sällöstä, kuten 3D-malleista, äänitiedostoista, videoista, tekstuureista ja skripteistä.
Nämä seikat on jätetty työn ulkopuolelle.
Esimerkkiohjelma keskittyy vain kahteen ongelmaan: kuinka piirtää suuri joukko
peliobjekteja ruudulle ja kuinka päivittää niihin liittyviä tietosisältöjä käyttäen
OpenCL 1.1 -ohjelmakehystä. Ohjelman päivitettävä tietosisältö ovat objektikoh-
taiset muunnosmatriisit, ja ruudulle piirrettävät objektit ovat identtisiä kuutioita.
Ainoa poikkeava tietosisältö niiden välillä on sijainti.
Eräs jatkotutkimuskohde on se, miten näytönohjaimella voitaisiin päivittää moni-
puolisempaa tietoa. Esimerkkeinä kappaleiden animointi, logiikka ja vuorovaiku-
tus tai kappaleiden törmäystunnistus. Näitä aiheita on tutkittu aiemminkin. Esi-
merkiksi Bullet Physics -versiossa 2.80 [BUL] on toteutettu prototyyppi OpenCL-
kehystä käyttävästä törmäystunnistuksesta. M. Joselli ja E. Clua [JC09] toteut-
tivat tutkimuksessaan yksinkertaisen CUDA-ohjelmakehystä käyttävän GPU Wars
-peliprototyypin. Kyseisessä pelissä käyttäjän syötteiden lukemista ja ohjelman suo-
rituksen päättämistä lukuunottamatta kaikki muu laskenta hoidetaan näytönohjai-
mella suoritettavissa ohjelmissa.
Toinen jatkotutkimuskohde olisi kehittää työssä toteutettua ohjelmaa pidemmälle ja
selvittää, mitä vaikutuksia näytönohjaimen käyttämän väylän käytön optimoinnilla
olisi, kun hyödynnetään OpenCL:n ja OpenGL:n yhteiskäytön tukea [MGM+11, s.
319–331]. Tällöin voitaisiin muunnosmatriisien ylimääräinen kopiointi takaisin pää-
ohjelman ohittaa. Matriisit voitaisiin OpenCL:n käsittelyn jälkeen jättää näytönoh-
jaimen muistiin odottamaan käsittelyä sävytinohjelmassa.
Tietokonepelien kannalta tässä työssä saadut tulokset tarkoittavat, että peliohjel-
mistoissa, joissa piirretään suuria määriä samankaltaisia kappaleita kuvaruudul-
le, näytönohjaimen laskentakapasiteetin hyödyntämisellä voidaan saada kasvatettua
ohjelman suorituskykyä. Toinen vaihtoehto on käyttää näytönohjaimen laskentaka-
pasiteettia jonkin alijärjestelmän kuten fysiikkajärjestelmän suorituskyvyn paran-
tamiseen.
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Näytönohjaimen hyödyntäminen vaatii kuitenkin, että se huomioidaan ohjelman
suunnittelu- ja toteutusvaiheessa. Ohjelmassa käytettyjä abstraktioita sekä ohjel-
makirjastojen tyyppejä ja algoritmeja ei välttämättä ole saatavilla ympäristöissä,
joilla ohjelmoidaan näytönohjaimilla suoritettava laskenta.
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6 Yhteenveto
Tämä tutkielma on katsaus laskennan hajauttamiseen näytönohjaimille reaaliaikaso-
vellusten kuten tietokonepelien yhteydessä. Nykyiset tietokonepelit tarvitsevat kai-
ken saatavilla olevan laskentakapasiteetin. Pelien visuaalisen näyttävyyden ja to-
dentuntuisuuden ylläpitäminen vaatii enemmän laskentatehoa kuin mitä pelkästään
laitteiston omasta suorittimesta olisi saatavissa. Kotitietokoneissa yleistyneet oh-
jelmoitavat näytönohjaimet ovat laskentatehonsa ja kapasiteettinsa kannalta hyviä
ehdokkaita pelien tarvitseman lisälaskennan suorittajiksi, sillä niiden rinnakkaislas-
kentaan suunniteltu arkkitehtuuri antaa edellytykset suurten tietomäärien käsittele-
miseen. Ohjelmoitavat näytönohjaimet ovat jo aikaisemmin vakiinnuttaneet roolinsa
näyttävän tietokonegrafiikan tuottajana.
Haasteeksi kuitenkin muodostuu se, kuinka näytönohjainta voidaan hyödyntää pe-
leissä suoritettavan laskennan apuna. Eräs ratkaisu on ollut GPGPU-ohjelmien kir-
joittaminen, joissa tarvittava yleislaskenta ohjelmoidaan tietokonegrafiikan käsitte-
lyyn tarkoitettuihin ja näytönohjaimella suoritettaviin sävytinohjelmiin.
Lähestymistavassa ongelmana on sen sidosteisuus tietokonegrafiikkaan. Näytönoh-
jainteollisuuden vastaus ongelmaan on ollut kehittää ohjaimia ja niiden ohjelmoin-
tiympäristöjä yhä enemmän yleislaskennan suuntaan. Ohjelmointiympäristöt, ku-
ten tässä työssä käsitelty OpenCL-ohjelmistokehys, ovat kehittyneet tämän tarpeen
pohjalta. Tässä työssä on tarkasteltu OpenCL-ohjelmistokehyksen käyttämistä yleis-
laskennan hajauttamisen välineenä työssä toteutetun ohjelman avulla. Toteutetun
ohjelman ja sille suoritettujen mittausten avulla tarkasteltiin hajauttamisen vaiku-
tusta suorituskykyyn.
Ohjelmassa toteutettiin kolmiulotteisten kappaleiden muunnosmatriisien päivittä-
minen ja niitä käyttävien kuutioiden piirtäminen näytönohjaimella. Päivitys- ja
piirtorutiinin toteutukset käyttävät OpenCL 1.1 -ohjelmakehystä ja OpenGL 4.2
-ohjelmointirajapintaa. Mittauksissa tarkasteltiin kuutioiden lukumäärän kasvatta-
misen vaikutusta ohjelman päivitys- ja piirtorutiinin suoritusaikoihin sekä ruudun-
päivitysten lukumääriin. Vertailukohtana käytettiin ohjelmaversiota, jossa päivitys
suoritetaan tietokoneen omalla suorittimella näytönohjaimen sijaan.
Mittausten tulokset tukevat oletusta, että näytönohjainten laskentakapasiteetin hyö-
dyntämisellä voidaan parantaa ohjelman suorituskykyä, jos tietomäärät ovat riittä-
vän suuria. Muunnosmatriisien päivitysrutiinin vaatima suoritusaika suurimmalla
kuutiomäärällä (131072) laski 58,25 millisekunnista 5,71 millisekuntiin, kun matrii-
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sien päivitys suoritettiin näytönohjaimella. Suoritusajan lasku vaikutti positiivisesti
myös ruudunpäivitysten lukumäärään, joka kasvoi 13,53 ruudusta 50,55 ruutuun
sekuntia kohden.
Pienillä tietomäärillä näytönohjaimen käyttö päivitysrutiinissa vaikutti ohjelman
suorituskykyyn päinvastaisesti. Pienimmällä kuutiomäärällä (256) näytönohjainver-
sion päivitysrutiinin suoritusaika nousi suoritinversion 0,12 millisekunnista 1,12 mil-
lisekuntiin. Vaikutus näkyi myös ruudunpäivitysten lukumäärässä, joka laski 1219,92
ruudusta 491,58 ruutuun sekuntia kohden.
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