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Fast Depth and Inter Mode Prediction for Quality
Scalable High Efficiency Video Coding
Dayong Wang, Yu Sun, Member, IEEE, Ce Zhu, Fellow, IEEE, Weisheng Li, Member, ACM,
and Frederic Dufaux, Fellow, IEEE
Abstract—The scalable high efficiency video coding (SHVC) is
an extension of high efficiency video coding (HEVC), which intro-
duces multiple layers and inter-layer prediction, thus significantly
increases the coding complexity on top of the already complicated
HEVC encoder. In inter prediction for quality SHVC, in order
to determine the best possible mode at each depth level, a coding
tree unit can be recursively split into four depth levels, including
merge mode, inter2Nx2N, inter2NxN, interNx2N, interNxN, in-
ter2NxnU, inter2NxnD, internLx2N and internRx2N, intra modes
and inter-layer reference (ILR) mode. This can obtain the highest
coding efficiency, but also result in very high coding complexity.
Therefore, it is crucial to improve coding speed while maintaining
coding efficiency. In this research, we have proposed a new depth
level and inter mode prediction algorithm for quality SHVC.
First, the depth level candidates are predicted based on inter-
layer correlation, spatial correlation and its correlation degree.
Second, for a given depth candidate, we divide mode prediction
into square and non-square mode predictions respectively. Third,
in the square mode prediction, ILR and merge modes are
predicted according to depth correlation, and early terminated
whether residual distribution follows a Gaussian distribution.
Moreover, ILR mode, merge mode and inter2Nx2N are early
terminated based on significant differences in Rate Distortion
(RD) costs. Fourth, if the early termination condition cannot
be satisfied, non-square modes are further predicted based on
significant differences in expected values of residual coefficients.
Finally, inter-layer and spatial correlations are combined with
residual distribution to examine whether to early terminate
depth selection. Experimental results have demonstrated that,
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on average, the proposed algorithm can achieve a time saving of
71.14%, with a bit rate increase of 1.27%.
Index Terms—SHVC, coding depth, coding mode, mode pre-
diction, early termination.
I. INTRODUCTION
W ITH the rapid development of science and technol-ogy, video applications have been widely used in our
daily life. Various video applications, such as digital TV
broadcasting, video conferencing, wireless video streaming,
and smart phone communications, have become ubiquitous.
These applications are also characterized by heterogeneous
environments with a wide variety of devices. These devices
may have different screen resolutions, processing capabilities,
and network bandwidth requirements. In addition, different
networks, such as broadband networks and wireless networks,
may have different characteristics. Even within the same
network, network bandwidths may also vary in different con-
ditions. Consequently, video streaming should be able to adapt
to different devices and network bandwidths. Scalable Video
Coding (SVC), an extension of H.264/AVC, can efficiently
solve these problems [1]. In order to provide scalability, SVC
consists of a base layer (BL) and one or more enhancement
layers (ELs). A SVC stream may support temporal, spatial
and quality scalability, or a combination thereof. Scalability
in temporal, spatial and quality refer to frame rate from low
to high, spatial resolution from low to high and SNR from low
to high, respectively. In recent years, the newest video coding
standard, HEVC, has been developed. Since HEVC uses more
advanced features and higher-efficiency coding tools, it has
better coding efficiency than previous video coding standards.
HEVC only uses about half the bit rate in comparison with
H.264/AVC, while maintaining the same video quality level
[2]. Since HEVC has very high coding efficiency, it attracts
extensive attention and has wide applications. In order to
accommodate heterogeneous device capabilities, network con-
ditions and client applications, Scalable High Efficiency Video
Coding (SHVC), an extension of HEVC, has been proposed.
Similar to SVC, SHVC also supports scalability in temporal,
spatial, and quality. In addition, it also provides bit-depth
scalability, and color gamut scalability [3].
HEVC achieves very high coding efficiency, but at the cost
of a very high encoding complexity, with an increase by about
two to four times when compared to H.264/AVC [2]. In SHVC,
multiple layers need to be encoded using inter-layer prediction,
in addition to the same encoding process as that of HEVC for
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each layer. Thus, SHVC is even more complex than HEVC.
Therefore, it is highly desirable to improve the coding speed,
especially for wireless and real-time applications.
For this purpose, a new algorithm to improve the coding
speed of inter prediction for quality SHVC (QS) is proposed in
this work. The contributions of the proposed algorithm are: (1)
inter-layer correlation is combined with spatial correlation and
its correlation degree in prediction; (2) inter-layer reference
(ILR) mode and merge mode are predicted based on depth
correlation and residual distribution; (3) Square partitions,
including ILR mode, merge mode and inter2Nx2N, are early
terminated based on their RD-cost differences; (4) Non-square
partitions are predicted based on the difference in expected
values of the residual coefficients of square partitions; (5)
inter-layer and spatial correlations are combined with residual
distribution to predict depth early termination.
The remainder of this paper is organized as follows. Section
II discusses related work. Section III presents an overview of
our proposed algorithm. Section IV, Section V and Section
VI describe the proposed depth prediction, mode prediction
and depth early termination in details. Experimental results are
presented in Section VII and we draw conclusions in Section
VIII.
II. RELATED WORK
Since both SHVC and H.264/SVC are related to scalable
video coding, they share many similarities. Besides, as SHVC
is the scalable extension of HEVC, they certainly have close
relationship. Therefore, we first discuss fast algorithms for
H.264/SVC, then for HEVC, and finally for SHVC.
To improve the coding speed for H.264/SVC, the authors
of [4-6] use inter-layer correlation to predict candidate macro-
block (MB) modes and skip unlikely modes in EL. Kim et
al. [7] use both inter-layer and spatial correlations to predict
the SKIP mode of the current MB in EL. The research in [8]
statistically derive the Rate-Distortion (RD) cost expectations
of each mode, and encode the modes according to this ex-
pectation from small to large. Then, the RD cost is compared
with a preset threshold to determine whether to early terminate
the coding process. Yeh et al. [9] use Bayesian theorem to
predict the best mode of the current MB. If the best mode
cannot be obtained by the Bayesian theorem, the Markov
process is then used to further estimate and refine the best
mode. Jung et al. [10] propose a fast mode decision algorithm
for SVC which uses All-Zero Block (AZB) detection. Based
on empirical analysis of inter-layer and spatial correlations
of an AZB, a prediction is made of whether a MB in the
EL would be an AZB. Then, the AZB detection algorithm is
adopted to examine and terminate the predicted MBs. Zhao
et al. [11] initialize the candidate mode list based on inter-
layer and spatial correlations, and then early terminate the
coding process by a constrained model with optimal stopping.
Based on motion activities, picture detail levels, inter-layer
and spatial correlations, Lu et al. [12] predict candidate modes
and early terminate the encoding process. According to inter-
layer and spatial correlations, the work in [13] estimates likely
modes, skips unlikely modes, and then early terminates the
coding process based on the RD cost and residual coefficients.
Generally speaking, these algorithms use correlations to either
predict candidate modes or use early termination, or jointly
exploit mode prediction and early termination to improve the
coding speed.
To reduce the coding complexity of HEVC, several methods
have been proposed. Pan et al. [14] uses the mode of depth
correlation, AZB, and motion estimation information to early
detect merge mode. The authors of [15] divide modes into
symmetric motion partition (SMP) modes and asymmetric
motion partition (AMP) modes, and then propose three opti-
mization techniques to predict SMP modes and AMP modes.
The research in [16] predicts candidate depths based on the
previous frame and neighboring CUs, and then early terminate
unnecessary CUs according to motion homogeneity checking,
RD cost checking and SKIP mode checking. Zhang et al. [17]
combine coding features with a weighted support vector ma-
chine (SVM), and jointly optimize the complexity allocation
at CU level with given rate-distortion (RD) cost constraints, to
predict candidate depths. Chen et al. [18] propose an adaptive
early termination decision for CU and PU, and also develop an
adaptive search range determination according to the motion
vector (MV), to reduce computational demand.
Some research focus on improving the coding speed of
SHVC. Tohidypour et al. use the RD cost of the neighboring
blocks of current block in EL, RD costs of the corresponding
block and its four neighboring blocks in BL, to predict the
RD cost of the to-be-encoded CU in EL [19-20]. They use
the neighboring blocks’ modes of current block in EL and
the co-located block’s mode of current CU in BL to predict
current block’s candidate modes in EL for quality SHVC [21].
The research in [22] uses spatial and inter-layer correlations
to propose a probabilistic approach to predict the quad-tree
structure of coding tree units (CTUs) for quality and spatial
scalable SHVC. In [23], when at least one of the parent CUs
in previous depth layers of the current CU select the merge
mode, the depth and scalable layer of the current CU in the
EL are jointly used to predict candidate modes. Moreover,
inter-layer and spatial correlations are also exploited to further
eliminate candidate modes. In this manner, the coding speed
can be improved. Tohidypour et al. use coding information
of relative CUs including neighboring CU in EL and the co-
located CU in BL to build a probabilistic model, and then uses
this model to predict the candidate modes of the current CU in
EL to improve the coding speed [24]. Wang et al. [25] predict
candidate depths. In each candidate depth, if ILR mode early
termination condition is satisfied, intra mode prediction can be
skipped; otherwise intra mode prediction needs to be checked.
Afterwards, if depth early termination is satisfied, other depth
levels can be directly skipped to improve the coding speed.
Yeh et al. [26] propose a coding unit complexity (CUC)-
based prediction method to improve the coding speed of
HEVC-to-SHVC transcoding for quality scalability. Yeh et al.
[27] use encoded Coding Unit (CU) sizes, prediction modes,
motion vectors and Rate-Distortion Costs (RD-Costs) in BL
and encoded CU sizes in EL to accelerate the coding speed
of quality SHVC. Shen et al. [28] use conditional probability
of a SKIP/Merge mode, motion activity and mode complexity
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to describe the video content to predict the EL mode decision
to improve the coding speed.
Although SHVC and SVC are very similar, their specific
coding features are different. Algorithms developed for SVC
may not suitable for SHVC or cannot significantly improve
coding speed of SHVC. Since both SHVC and HEVC use
the same advanced coding tools, the complexity reduction
algorithms developed for HEVC can also be utilized for
SHVC. As HEVC has only one coding layer, these algorithms
developed for HEVC do not consider and exploit inter-layer
correlations, and thus they cannot effectively improve SHVC’s
coding speed. In addition, the fast inter coding algorithms
developed for SHVC only predict either CUs part or modes
part. Since only one part is predicted, the coding speed
improvement is limited. In addition, mode prediction is always
predicted in the same approach without considering different
features for different modes. It is obvious that using the same
prediction method without any adaptation to different mode
features is not always efficient, and thus, the improvement of
coding speed is limited to some degree.
Based on the above considerations, in this paper, we propose
a new fast depth and mode inter prediction for quality SHVC.
In order to improve the coding speed, we divide the problem
into the depth part and mode part. In the depth part, we propose
depth prediction and depth early termination. In the mode
part, we divide modes into three categories and separately de-
velop their own methods for predictions. Experimental results
demonstrate that our algorithm can significantly improve the
coding speed with negligible losses in coding efficiency.
III. OVERVIEW OF THE PROPOSED
MULTI-STRATEGIES FRAMEWORK
In order to improve coding speed and maintain coding
efficiency for inter prediction in QS, we propose five strategies:
Correlation-Based Depth Prediction (CBDP); Distribution-
Based ILR and Merge Mode Decision (DB-IMMD); RD
Cost Based Square Mode Early Termination (RCB-SMET);
Expected Values Based Non-Square Mode Prediction (EVB-
NSMP); and Correlation and Distribution Based Depth Early
Termination (CDB-DET). The overview of the proposed algo-
rithm is summarized in Fig.1. The left side of Fig.1 shows the
five proposed strategies. First, depth candidates are predicted
through CBDP. For the selected current depth candidates, DB-
IMMD determines whether the best mode is in ILR and Merge
Modes. In the affirmative, the other modes do not need to be
checked; otherwise inter2Nx2N mode is checked and RCB-
SMET is used to determine whether the best mode is in square
modes. In the affirmative, the non-square modes do not need to
be checked; otherwise EVB-NSMP is used to predict candidate
non-square modes. After the depth has been checked, the
residuals of the likelihood depth predicted by correlations are
examined by CDB-DET to determine whether it is the best
depth for early termination.
IV. CORRELATION-BASED DEPTH PREDICTION (CBDP)
Similar to HEVC, the maximum size of CU in SHVC is 64,
and the range of depth levels is from 0 to 3. Since every depth
contains the whole inter and intra mode prediction process,
and the inter prediction includes eight partitions, the induced
coding complexity is very high. In quality SHVC, a CU’s
content in EL and the co-located CU in BL are exactly the
same, thus inter-layer correlation is very strong. In addition,
since strong spatial correlations exist in natural video content,
thus spatial correlation is also very strong. Therefore, we can
use inter-layer and spatial correlations to predict candidate
depths and skip depths with low likelihood to improve the
coding speed. The relative CUs of the current CU, which
are used to predict candidate depths of the current CU, are
shown in Fig.2. C, L, U, UL and UR are the current, left,
upper, upper-left and upper-right CUs in the EL respectively.
Accordingly, BC, BL, BU, BUL and BUR are the collocated
CUs of C, L, U, UL and UR in the BL, respectively.
In order to develop the fast inter prediction algorithm for
quality SHVC, extensive experiments have been conducted
to investigate related features and test corresponding meth-
ods. To meet the requirement of different resolutions, in our
experiments, we use two sequences from class B (Tractor
and Sunflower), class C (PartyScene and Flowervase), class
D (RaceHorses and BlowingBubbles) and class E (Town
and Parkruner). According to common SHM test conditions
(CSTC) [29], we encode each test sequence under the Random
Access (RA) main configuration. The QPs used for the BL are
(26, 30, 34, 38), and the corresponding QPs used for the EL
are (22, 26, 30, 34). Based on these experiments, we propose
our efficient fast decision methods below.
A. Inter-Layer Correlation Prediction
As mentioned above, inter-layer correlation is very strong
and can be used to predict candidate depths of current CU.
Using the above experimental conditions, inter-layer correla-
tion in depth between BL and EL is obtained by calculating
proportions of the four depths used by C in EL given the
depth used by BC in BL. The results are reported in Table
I, where higher values indicate that the corresponding depths
have higher possibilities to be used, namely stronger depth
correlations.
In Table I, BC refers to a depth used by CU BC in BL, C
refers to depths used by CU C in EL. From Table I, we can
observe the following features:
(1)When BC in BL uses depth 0, C in EL has high proba-
bility to select depths 0 and 1, and has low probability
to select depths 2 and 3.
(2)When BC in BL uses depth 1, C in EL has high
probability to select depths 0, 1 and 2, and has low
probability to select depth 3.
(3)When BC in BL uses depth 2, C in EL has high proba-
bility to select depths 2 and 3, and has low probability
to select depths 0 and 1.
(4)When BC in BL uses depth 3, C in EL has high proba-
bility to select depths 2 and 3, and has low probability
to select depths 0 and 1.
According to these observations, we can conclude that C
in EL has high probability to select depth of BC and its
neighboring depths, and other depths have low probability to
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Start
predict the 
candidate depths
determines 
whether the best mode is in ILR 
and Merge Modes
 determine 
whether the best mode is in 
square modes
predict candidate 
non-square modes
determine 
whether current depth is the
 best depth
Stop
yes
yes
no
no
no
yes
CBDP strategy: combine inter-layer correlation 
with spatial correlation and its correlation 
degree for prediction 
DB-IMMD  strategy: test whether residual of 
ILR and Merge Modes follow Gaussian 
distribution
RCB-SMET strategy: test whether RD costs of 
ILR & merge modes and inter2N×2N mode 
have significant difference
 EVB-NSMP strategy: test whether expected 
values of residual of square modes have 
significant difference through t-test
CDB-DET strategy: test whether residual of 
likelihood dpeth predicted by correlations 
follow Gaussian distribution 
Fig. 1: Flowchart of the overall proposed algorithm.
TABLE I: Inter-layer depth distribution between BL and EL
BC 0 1 2 3
C 0 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3
Sunflower 90 6 3 1 35 27 18 20 25 24 21 30 5 6 7 83
Tractor 52 24 15 10 27 28 27 18 11 18 30 42 4 8 15 73
Flowervase 81 10 5 3 9 74 10 6 8 13 25 53 3 3 14 81
PartyScene 66 12 9 12 20 47 29 4 1 6 21 71 1 1 7 91
BlowingBubble 48 22 16 14 26 27 38 9 1 2 52 46 1 1 7 91
RaceHorses 25 35 24 16 33 12 52 3 0 2 30 68 1 1 6 92
Parkrunner 55 12 16 17 27 16 43 15 1 1 60 38 0 1 14 85
Town 80 11 6 3 21 23 33 23 1 1 73 25 0 0 7 92
Average 62 16 12 10 25 32 31 12 6 8 39 47 2 3 10 85
LU U RU
L C
BLU BU BRU
BL BC
Fig. 2: Relative CUs of current CU.
be selected. Since a CU’s content in EL and the co-located CU
in BL are exactly the same, when a CU in BL uses a depth,
the co-located CU in EL is more likely to use similar depths.
B. Spatial Correlation Prediction
Due to high similarity in motion and textural features for
neighboring CUs, their spatial correlations are very strong.
Therefore, we can predict the current CU’s coding depth from
its neighboring CUs’depths. Since the degrees of correlation
between the current CU and its neighboring CUs may be vary,
it is not appropriate to straightforwardly predict the current
CU’s depth from its neighboring CUs’ depths. In this paper,
we propose to first obtain spatial correlation degrees, then
to combine neighboring CUs with their correlation degrees
in prediction. The key point is how to obtain the correlation
degrees between the current CU and its neighboring CUs in the
EL. As the contents of CUs in the BL and the co-located CUs
in the EL are the same, if two neighboring CUs’ depths in BL
are more similar, the co-located CUs’ depths in EL will more
likely be the same. To justify this, we tested the possibility of
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TABLE II: Spatial Correlation under different correlation
degrees
QPB, QPE 0 1 2 3
26, 22 82.0 61.0 48.0 40.0
30, 26 71.0 49.0 25.0 21.0
34, 30 64.0 35.0 25.0 19.0
38, 34 66.0 41.0 15.0 14.0
Average 70.75 46.5 28.25 23.5
the co-located CUs in EL having the same depth given by the
absolute differences (0, 1, 2 and 3) between two neighboring
CUs’ depths in BL. The experimental results of the sequence
"BlowingBubbles" are listed below.
In Table II, correlation degree refers to the absolute differ-
ences between two neighboring CUs’ depths in BL, spatial
correlation denotes as the possibility of the co-located CUs
having the same depth in EL. QPB, QPE refer to QPs in
BL and EL, respectively. 0, 1, 2 and 3 refer to the absolute
differences between two neighboring CUs’ depths in BL.
From Table II, we can find that when the absolute differences
between two neighboring CUs’ depths in BL is 0, 1, 2 and 3
in BL, the average possibility of the co-located CUs having
the same depth is 70.75%, 46.5%, 28.25% and 23.5% in
EL, respectively. As a result, when neighboring CUs’spatial
correlation degrees in the BL are very strong, then depths of
the co-located CUs’ depths in the EL should be very similar,
and vice versa. Undoubtedly, spatial correlation degrees are
inversely proportional to absolute depth differences among
neighboring CUs in BL. We know that the maximum absolute
difference of neighboring CUs in depth is 3. Therefore, the
spatial correlation degrees d can be written as
d = 3 − |hbn − hbc | (1)
where hbc represents the depths of the co-located CUs of
the current CU in BL, and hbn represents the depth of
one of its neighboring CUs in BL. The spatial correlation
degree d is defined as spatial correlation weight. Through the
above process, we can obtain each neighboring CU’s spatial
correlation weight. Then, we can calculate the weights of
all depths by summing the weights with the same depths.
Subsequently, we compute the probability of each depth by
ph =
wh
3∑
h=0
wh
(2)
where h refers to the h−th depth, wh denotes the spatial weight
of the h − th depth, and ph denotes the spatial probability of
the h − th depth. Obviously, the larger ph is, the larger the
probability of the h − th depth to be selected.
C. Combine Spatial and Inter-Layer Correlations to Predict
Candidate Depths
Through the above process, we can obtain the inter-layer
depth distribution and the spatial probabilities of all depths.
Since depth selection has strong relationship with both spatial
and inter-layer correlations, we first predict depth likelihoods
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.5 0.6 0.7 0.8 0.9 1
B
D
B
R
(%
)
sum
RaceHorses
Fig. 3: Sum of probabilities of depth 0 and 1 and the
corresponding coding efficiency loss.
based on inter-layer correlation, and then predict depth likeli-
hoods based on spatial correlation. If one or more depths are
predicted to have a high probability to be selected based on
inter-layer correlation, and they are also predicted to have a
high probability to be selected based on spatial correlation,
we can only check these depths and skip the other ones. The
details are described below.
As mentioned above, if BC use a depth, the co-located CU
C in EL is very likely to select the depth and its neighboring
depths. We can then combine their spatial probabilities to
determine whether to only select these depths or to further
check the other depths. For example, when BC uses depth 0,
C in EL is very likely to use depths 0 and 1 based on inter-
layer correlation. Then, we combine the spatial probabilities of
depths 0 and 1 to decide whether further checking is needed. If
depths 0 and 1 are very likely to be selected, the sum of their
spatial probabilities should be at least equal to or greater than
0.5. Thus, we have selected 0.5, 0.6, 0.7, 0.8 and 0.9 under the
above condition for experiments. From Table I, when BC in
BL uses depth 0, C in EL has the largest sum of depths 2 and
3 in sequence “RaceHorses”, so skipping depths 2 and 3 has
the greatest impact for this sequence. In other words, if our
method obtains very good coding efficiency for "RaceHorses",
then we could definitely achieve better coding efficiency for
the other sequences. Thus, through testing this sequence, we
could obtain the optimal sum of the spatial probabilities for
depth 0 and depth 1. The sum of their spatial probabilities and
the corresponding coding efficiency losses are shown in Fig.3.
In Fig.3, the horizontal axis represents the sum of spatial
probabilities of depth 0 and 1, and the vertical axis represents
the coding efficiency loss denoted by BDBR, which represents
the bitrate difference at an equal PSNR [30]. A negative BDBR
represents an increase in coding efficiency when compared to
the reference software. From Fig.3, we observe that there is
a turning point when the sum is equal to 0.7. If the sum is
smaller than 0.7, the corresponding coding efficiency changes
dramatically. When sum is greater than or equal to 0.7, the
coding efficiency stays approximately constant. Moreover, as
we know, the smaller the sum is, the larger the encoding speed
increases. Therefore, the sum is set to 0.7. The other depths are
predicted in a similar way. Then, our depth prediction methods
of C in EL are proposed as follows:
(1) If depth of BC is 0, go to (2); else if depth of BC is 1,
go to (3); else if depth of BC is 2 and 3, go to (4).
(2) If two depths with the largest spatial probabilities are
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Fig. 4: Flowchart of the depth selection.
0 and 1 and the sum of these probabilities is equal or
greater than 0.7, only these two depths are selected; else
go to (3).
(3) If three depths with the largest spatial probabilities are
0, 1 and 2 and the sum of these probabilities is equal
or greater than 0.8, only these three depths are selected;
else all the four depths need to be checked.
(4) Since depth 0 is usually seldom used, when depth of BC
is 2 and 3, the possibility of selecting depth 0 is further
decreased. Depth 0 is directly skipped, and other three
depths need to be checked.
The flowchart in Fig.4 illustrates the depth selection algo-
rithm.
Since neighboring CUs may have different spatial corre-
lation degrees, we combine neighboring CUs with spatial
correlation degrees in prediction. In addition, we also integrate
inter-layer correlation in prediction. Therefore, the proposed
inter-prediction is very efficient.
V. PROPOSED SQUARE AND NON-SQUARE MODE
DECISION
In every coding depth of SHVC, a CU is predicted by
square and non-square modes. Square modes include ILR
mode, merge mode, inter2Nx2N and intra2Nx2N mode. Non-
square modes include 2NxN, Nx2N, 2NxnU, 2NxnD, nLx2N
and nRx2N. As NxN is only used when depth is 3, we have
not considered this mode for the sake of simplicity. More
specifically, we have developed two methods to improve the
coding speed for square and non-square modes, respectively.
A. Square partition mode prediction
For square partition, we have conducted experiments to
obtain the proportions of the four modes (ILR mode, merge
mode, inter2Nx2N mode, intra2Nx2N mode). Based on these
experiments, the proportion of modes in square partition are
listed in Table III.
TABLE III: The proportions of modes in square partition
Sequence ILR and Merge inter 2Nx2N intra 2Nx2N
Sunflower 83.45 15.4 1.2
Tractor 86.1 12.9 1.0
Flowervase 79.0 19.9 1.1
PartyScene 84.5 14.2 1.3
BlowingBubble 82.9 16.5 0.6
RaceHorses 81.1 17.5 1.4
Parkrunner 87.5 12.1 0.4
Town 88.1 11.6 0.3
Average 84.1 15.0 0.9
TABLE IV: The depth correlation degree of ILR and merge
modes
Sequence Depth Correlation Degree
Sunflower 98.1
Tractor 95.4
Flowervase 97.8
PartyScene 94.7
BlowingBubble 95.4
RaceHorses 92.3
Parkrunner 96.0
Town 98.5
Average 96.0
From Table III, we can observe that: (1) ILR and merge
modes have the highest probability; (2) inter2Nx2N has a
smaller probability but remains non-negligible; (3) intra2Nx2N
has a very small probability. Therefore, ILR and merge
modes always need to be checked, and intra2Nx2N can be
skipped directly. Regarding inter2Nx2N, if the mode is always
checked, much unnecessary time would be spent. On the
contrary, if the mode is skipped directly, the coding efficiency
would be obviously degraded. Therefore, we first check ILR
and merge modes, and decide whether they are the best
modes. In the affirmative, we can only select these modes
and skip inter2Nx2N mode. Otherwise, we still need to check
inter2Nx2N mode and compare the difference of RD costs
between ILR & merge modes and inter2Nx2N mode. If the
difference is not significant, square modes provide a good
prediction and non-square modes can be skipped directly.
Otherwise, non-square modes need to be further checked. Base
on the above analysis, in this paper, we develop ILR and merge
modes prediction and square modes early termination. The
details are presented below.
1) Distribution-Based ILR and Merge Modes Decision (DB-
IMMD): Since their depths are strongly correlated, the parent
CU and its children CUs may use similar modes[14]. In order
to investigate the depth correlation degree between parent
CU and its children CUs in ILR and merge modes, we have
conducted experiments using the same conditions mentioned
above. Based on these experiments, the depth correlation
degrees of ILR and merge modes are listed in Table IV.
In Table IV, depth correlation degree refers to the probability
that children CUs select ILR or merge modes given parent CU
using ILR or merge modes. From Table IV, we can observe that
the average depth correlation degree is 96%. In other words,
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when a parent CU uses ILR or merge modes, its children
CUs basically also use ILR or merge modes. However, depth
correlation degrees are slightly lower in some cases, such
as “RaceHorses” whose degree is only 92.3%. Consequently,
when a parent CU uses ILR or merge modes, if its children
CUs only check ILR and merge modes, the coding efficiency
may degrade to some extent. In order to improve the coding
speed and maintain coding efficiency, when a parent CU uses
ILR or merge modes, we first encode ILR and merge modes
in its children CUs, and then determine whether residual coef-
ficients satisfy early termination condition. In the affirmative,
we can skip the other modes. Otherwise, we have to further
check other modes. As we know, residual coefficients normally
follow a certain distribution if the prediction is accurate [31].
Thus, by analyzing the distribution of residual coefficients, we
can decide if the early termination condition is met. Generally,
a Gaussian distribution [32-33] or a Laplacian distribution [34]
are normally used to model residual coefficients. Through our
experiments, we found out that Gaussian distribution can bet-
ter model residual coefficients, when compared to Laplacian
distribution. Therefore, we adopt Gaussian distribution in this
research. In [25], we proposed a test for intra prediction, which
is based on skewness and kurtosis detection, to check whether
residual coefficients follow the Gaussian distribution. Here, we
apply this test to decide whether residual coefficients for inter
prediction follow a Gaussian distribution.
Let x1, x2,...,xn represent residual coefficients, the moment
estimator G1 for skewness and the moment estimator G2 for
kurtosis are obtained by
G1 =
B3
B
3
2
2
,G2 =
B4
B22
, (3)
where Bk represents the sample central moment for order k
(k=2,3,4). We can calculate Bk as
Bk =
n∑
i=1
(xi − x)k
n
, (4)
where x¯ denotes the average of xi . G1 and G2 usually follow
Gaussian distribution when n is relatively large (generally
more than 100). Thus, we can approximated G1 and G2 by
G1 ∼ N
(
µ1, σ
2
1
)
= N
(
0,
6 (n − 2)
(n + 1) (n + 3)
)
,
G2 ∼ N
(
µ2, σ
2
2
)
= N
(
3 − 6
n + 1
,
24n (n − 2) (n − 3)
(n + 1)2 (n + 3) (n + 5)
)
,
(5)
where σ1 and σ2 are the variances of G1 and G2 respectively,
and µ1 and µ2 represent the expected values of G1 and
G2. Then, we can decide if the residual coefficients follow
the Gaussian distribution with expected values and variances
according to
µ1 =
G1
σ1
, µ2 =
G2 − µ2
σ2
. (6)
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Fig. 5: zα and the corresponding coding efficiency losses for
ILR and merge modes.
Based on statistical hypothesis testing, a significance level
α indicates the probability of falsely rejecting the null hypoth-
esis, i.e. the distribution is Gaussian. Through examining the
table of Gaussian distribution, we can obtain the corresponding
critical test value zα. The conditions of following Gaussian
distribution are described by
|µ1 | 6 zα, |µ2 | 6 zα . (7)
Residual coefficients are regarded to follow a Gaussian
distribution if the two above conditions are met. In this case,
our algorithm considers ILR or merge modes as the best
modes, and then skips the other modes. Obtaining optimal
α and the corresponding zα is essential for effectively im-
proving coding speed while maintaining coding efficiency. We
observe in Table IV that “RaceHorses” has the lowest depth
correlation degree. Therefore, if we terminate the prediction
of ILR and merge modes early, we can obtain the greatest
effect on “RaceHorses”. As explained before, if we achieve
good coding efficiency on “RaceHorses”, we could obtain
better coding performance on the other sequences. Therefore,
we use “RaceHorses” in our experiments to find out the
optimal values for optimal α and zα. In our expriments, we
select some commonly used values α, including 0.025, 0.015,
0.0125, 0.0075, 0.0055, 0.0045, 0.0035, 0.0025 and 0.0015.
Correspondingly, the common values of zα are 1.96, 2.17,
2.24, 2.43, 2.54, 2.61, 2.70, 2.81 and 2.96.
The resulting coding efficiency is shown in Fig. 5, where
the horizontal axis represents the value of zα, and the vertical
axis indicates the coding efficiency loss, in terms of BDBR.
It is obvious that there exists a turning point (zα=2.81) in Fig.
5. We can observe that the corresponding coding efficiency
losses are almost the same when zα is less than or equal to
2.81. When zα is greater than 2.81, the coding efficiency loss
obviously increases. Besides, the greater zα is, the larger the
encoding speed increases. Based on the above analysis, zα is
set to 2.81 and α is set to 0.0025. Thus, when a parent CU
uses ILR or merge mode, its children CUs are first encoded by
ILR and merge modes. If their residual coefficients satisfy the
early termination condition, the other modes can be skipped
in these children CUs. Otherwise, the other modes need to be
further checked.
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2) RD Cost Based Square Modes Early Termination (RCB-
SMET: When the condition of DB-IMMD is not satisfied or
the parent CU of the current CU does not use ILR or merge
modes, inter2Nx2N needs to be checked. As mentioned above,
after all square modes have been checked, if their RD cost
difference is not significant, it indicates that square modes
provide a good prediction. Therefore, we only need to check
square modes and skip non-square modes directly. In order to
determine whether they have a significant difference, we can
compare their quantized residual coefficients. If the differences
of their quantized residual coefficients between ILR & merge
modes, and inter2Nx2N mode are very small, then their
RD costs are not significantly different [35]. Since every
CU consists of multiple 4x4 blocks, we calculate quantized
residual coefficients in a 4x4 block and derive the decision as
follows. For a DCT coefficient w, its quantized value z is
z (i, j) = w (i, j)
Qstep
+
1
6
, (8)
where Qstep is the quantization step. As we know, if the
condition (9) is met, no information needs to be coded, (w1 (i, j) − w2 (i, j))Qstep
 6 1, (9)
where w1 (i, j) is the DCT coefficients at the (i,j) position of
ILR and merge modes, and w2 (i, j) is the DCT coefficients at
the (i,j) position of inter2Nx2N mode. Thus, we can consider
that difference is not significant. As a result, we can derive
|w1 (i, j) − w2 (i, j)| 6 Qstep . (10)
In SHVC, DCT coefficient w (i, j) which is the DCT coef-
ficients at the (i,j) position of a 4x4 block is computed as
w (i, j) =
3∑
u=0
3∑
v=0
h (i,u) x (u, v) h (v, j)
128 × 128 . (11)
where h (i,u) refers to the value in the integer DCT transform
matrix at the (i,u) position in SHVC, and x (u, v) refers to
the residual value in the residual matrix at the (u,v) position.
According to (11), we can derive
w1(x, j) − w2(x, j) <
3∑
u=0
3∑
v=0
|h (i,u) h (v, j)| |x1 (u, v) − x2 (u, v)|
128 × 128 ,
(12)
In integer DCT transform of HEVC, h (i,u) can be set to 64,
83 or 36, so the maximum value of |h (i,u)| is 83. Combining
(10) and (12), we obtain
3∑
u=0
3∑
v=0
|x1 (u, v) − x2 (u, v)| < 2.5Qstep . (13)
From (13), we can derive
3∑
u=0
3∑
v=0
|x1 (u, v)| −
3∑
u=0
3∑
v=0
|x2 (u, v)| < 2.5Qstep . (14)
(a) (b) (c) (d) (e) (f)
Fig. 6: Non-square partition
Sum of Absolute Difference (SAD) of two 4x4 blocks is
obtained by (14) and can be written as
|SAD1 − SAD2 | < 2.5Qstep . (15)
Since (15) is developed for 4x4 blocks, each 16x16 CU
includes 16 4x4 blocks, we can derive
|SAD1 − SAD2 | < 40mQstep . (16)
Where m is the number of 16x16 CUs included in the
current CU. Accordingly, each 32x32 CU includes 4 16x16
CUs, each 64x64 CU includes 16 16x16 CUs, thus m is set 16,
4, 1, corresponding to 64x64, 32x32, 16x16 CU, respectively.
In order to maintain coding efficiency, we have not further
tested 8x8 CUs.
Since SAD costs have strong relationship with RD costs,
for convenience purposes, we have replaced SAD costs with
RD costs, and (16) can be written as
|RD1 − RD2 | < 40mQstep . (17)
If the above condition is met, we can only select square
modes and skip non-square modes directly. Otherwise, we still
need to check non-square modes.
B. Expected Values Based Non-Square Mode Prediction
(EVB-NSMP)
Non-square modes include inter2NxN, interNx2N, in-
ter2NxnU, inter2NxnD, internLx2N, internRx2N, as shown
in Fig. 6. In general, if the prediction is efficient, residual
coefficients will obey a certain distribution. Therefore, we can
also predict the best partition by studying the distribution of
residual coefficients. As mentioned above, residual coefficients
are modeled using a Gaussian distribution in this research.
Suppose residual coefficients of a CU obey a Gaussian distri-
bution, we can divide a CU into two parts and decide whether
they have a significant difference to select the corresponding
partition mode. More precisely, hypothesis testing is used to
determine if the two parts for each division present a signif-
icant difference. For this purpose, t-test is used, which is the
test statistics to investigate the significance of the difference
between two sampled expected values. The expected values of
the CU residual coefficients can be calculated by
X1 =
3∑
u=0
3∑
v=0
ri j
M × N , (18)
where M and N are the width and height of the partitioned
CU respectively, and ri j is the residual value in the residual
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matrix at the (i, j) position. For the sake of simplicity, we
only consider CUs with sizes of 64x64, 32x32 and 16x16.
According to the knowledge of mathematical statistics, if the
residual coefficients of a CU, obeying a Gaussian distribution,
are divided into two parts, these two parts will also obey
a Gaussian distribution [36]. We can model the residual
coefficients of two parts in each division as
X1 ∼ N
(
µ1, σ
2
1
)
,X2 ∼ N
(
µ2, σ
2
2
)
, (19)
where X1 and X2 are two parts of a Gaussian distribution, µ
and σ2 are their respective expected value and variance.
We can compute the test statistics t by
t =
(
X1 − X2
)
− (µ1 − µ2)
Sw
√
1
n1
+ 1n2
, (20)
where n1 and n2 are the number of coefficients in the first
and second parts respectively, and Sw is calculated by the
expression
Sw =
√
(n1 − 1) s21 + (n2 − 1) s22
n1 + n2 − 2 , (21)
where s21 and s
2
2 are the variances of the first and second parts
respectively. Assuming µ1=µ2, the condition can be expressed
as X1 − X2 6 t α2 (n1 + n2 − 1) Sw√ 1n1 + 1n2 , (22)
where α is the significance level value. For any α, we
can check T distribution table to obtain the corresponding
threshold t α
2
(n1 + n2 − 1). For the sake of simplicity, we use a
unified value for all six non-square modes. If the condition is
satisfied, we can assume that there is no significant difference,
and we do not need to check the corresponding modes. For
example, in Fig. 6. (a), if top and bottom parts have a
significant difference, then inter2NxN needs to be checked.
Similarly, in Fig. 6. (b), if the left and right parts have a
significant difference, then inter Nx2N need to be checked.
The other modes are selected in the same way.
The optimal α and t α
2
(n1 + n2 − 1) can be obtained through
experiments. We have performed experiments using the same
conditions as above. Commonly used values for α are 0.5, 0.4,
0.3, 0.2, 0.1, 0.05, 0.02, 0.01 and 0.005, and the correspond-
ing threshold values for t α
2
(n1 + n2 − 1) 0.674, 0.842, 1.036,
1.282, 1.645, 1.96, 2.326, 2.576 and 2.807, are tested.
In Fig.7, the horizontal axis represents the value of
t α
2
(n1 + n2 − 1), abbreviated as t, and the vertical axis indi-
cates the coding efficiency loss denoted by BDBR. From Fig.
7, we can observe that there are no obvious change rules in the
loss of coding efficiency under different t, and all the losses of
coding efficiencies are very small. Obviously, the higher the
threshold is, the greater the coding speed improves. Therefore,
the highest threshold value, 2.807, is selected.
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Fig. 7: t and the corresponding coding efficiency for Non-
square mode prediction
VI. CORRELATION AND DISTRIBUTION BASED DEPTH
EARLY TERMINATION (CDB-DET)
In the above described process, both inter-layer and spatial
correlations are used to predict candidate depths and skip
depths with low probabilities to improve the coding speed
and maintain the coding efficiency. In each candidate depth,
DB-IMMD, RCB-SMET and EVB-NSMP are used to further
improve the coding speed. To this end, the residual coeffi-
cients of a candidate depth are used to test for depth early
termination. As mentioned above, if the prediction is accurate,
the residual coefficients will obey a Gaussian distribution.
Since different depths may have different likelihoods to be
selected, if residual coefficients are directly used in prediction,
we may not obtain optimal thresholds that meet all conditions
very well. Therefore, we combine both inter-layer and spatial
correlations in prediction. When both inter-layer and spatial
correlations predict a depth that has a high probability to be
selected, we further use residual coefficients in prediction.
Thus, we can improve the coding speed and maintain the
coding efficiency. Based on the above analysis, we propose
depth early termination as follows:
(1)If depth of BC is 0, go to (2); else if depth of BC is 1
go to (3).
(2)If two depths with the largest spatial probabilities are
0 and 1, these two depths have high probability to be
selected. After depth 1 has already been checked, we
use a test based on skewness and kurtosis detection in
DB-IMMD for early termination. Using the same way as
in DB-IMMD, zα is set to 1.96. If the early termination
condition with zα (1.96) is satisfied, other depths can be
skipped. Otherwise, go to (3).
(3)If three depths with the largest spatial probabilities are
0, 1 and 2, after depth 2 has already been checked, early
termination with zα (2.61) to test. If the early termination
is satisfied, depth 3 can be skipped. Otherwise, depth 3
needs to be further checked.
The corresponding flowchart in Fig. 8 illustrates the process.
VII. EXPERIMENTAL RESULTS
The proposed fast inter prediction algorithm for QS has been
implemented in the SHVC reference software (SHM 11.0) on
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Fig. 8: Flowchart of the depth early termination
a server with Intel (R) 3.6 GHz CPU and 30 GB memory.
The experimental parameters are set according to the CSTC
[29]. The proposed algorithm is developed for RA coding
structure. The QPs in the BL are set to (26, 30, 34, 38), and the
corresponding QPs in the ELs are set to (22, 26, 30, 34) and
(20, 24, 28, 32), respectively. We have used the eight train-
ing sequences (Sunflower, Tractor, Flowervase, PartyScene,
BlowingBubbles, RaceHorses, Parkruner and Town) in the four
proposed strategies: CBDP, DB-IMMD, EVBNSMP and CDB-
DET. More precisely, these training sequences have been used
to tune the proposed approach. This demonstrates that our
algorithm performs well for various sequences with diverse
video content.
The proposed algorithm includes five strategies: “CBDP”,
“DB-IMMD”, “RCB-SMET”, “EVB-NSMP”, and "CDB-
DET". It is very complicated to separately test them. Since
the proposed algorithm is developed for depth and mode
predictions, the five strategies are divided into depth and mode
predictions. Since both “CBDP” and “CDB-DET” are related
to the depth, we combine these two strategies, referred to
as "Depth", in our performance evaluation. As “DB-IMMD”,
“RCB-SMET", and “EVB-NSMP” are related to mode, we
also integrate these three strategies in our experiments, and
referred to it as "Mode". We have tested both "Depth" and
"Mode" for the EL with (22, 26, 30, 34). We adopt BDBR to
evaluate the coding efficiency loss. It measures the difference
of coding efficiency between the proposed algorithm and
the reference software. A negative BDBR indicates that our
algorithm achieves a bitrate saving. We measure the coding
time in EL, and "TS" represents the coding time savings (in
percentage). Table V presents the performance of the different
methods.
From Table V, we find that the average coding speed
improvements in "Depth", "Mode" and "Non-Square mode"
are 25.78% , 60.38% and 31.30%, respectively. The average
coding efficiency losses in "Depth", "Mode" and "Non-Square
Mode" are 0.14% ,1.04% and 0.83%, correspondingly.
TABLE V: Performance comparison of the different methods
Sequence
Depth Mode Non-Square Mode
BDBR TS BDBR TS BDBR TS
Traffic 0.1% 31.40% 1.0% 61.06% 0.9% 31.76%
PeopleOnStreet 0.1% 10.09% 0.9% 60.64% 0.6% 28.88%
Kimono 0.1% 32.23% 0.5% 60.43% 0.4% 25.60%
ParkScene 0.2% 26.77% 1.0% 61.02% 0.9% 33.37%
Cactus 0.2% 25.87% 0.9% 60.14% 0.6% 32.20%
BasketballDrive 0.2% 26.55% 1.2% 59.13% 0.8% 30.45%
BQTerrace 0.1% 27.57% 1.8% 60.26% 1.6% 36.86%
Average 0.14% 25.78% 1.04% 60.38% 0.83% 31.30%
TABLE VI: Performance comparison with Q1
Sequence
Proposed Hamid [22] Shen [28]
BDBR TS BDBR TS BDBR TS
Traffic 1.2% 71.21% 1.3% 59.12% 1.5% 70.0%
PeopleOnStreet 1.0% 67.93% 0.97% 55.96% 1.9% 57.0%
Kimono 0.8% 72.34% 0.77% 62.23% 0.9% 64.0%
ParkScene 1.2% 72.98% 1.17% 65.79% 1.8% 69.0%
Cactus 1.2% 71.42% 0.96% 54.26% 1.3% 67.0%
BasketballDrive 1.5% 71.86% 1.35% 65.83% 2.1% 67.0%
BQTerrace 2.1% 70.26% 0.68% 61.16% 2.1% 71.0%
Average 1.27% 71.14% 1.13% 60.62% 1.67% 66.43%
TABLE VII: Performance comparison with Q2
Sequence
Proposed Hamid [22] Shen [28]
BDBR TS BDBR TS BDBR TS
Traffic 2.5% 66.86% 2.2% 54.11% 3.50% 68.00%
PeopleOnStreet 2.2% 65.14% 2.4% 53.23% 2.40% 54.00%
Kimono 1.8% 67.92% 1.9% 56.17% 1.90% 60.00%
ParkScene 2.1% 68.87% 2.2% 60.74% 3.20% 67.00%
Cactus 2.1% 66.14% 2.0% 52.18% 2.20% 64.00%
BasketballDrive 2.3% 68.27% 2.6% 52.21% 3.30% 64.00%
BQTerrace 2.1% 68.86% 1.8% 59.63% 3.20% 68.00%
Average 2.21% 67.43% 2.18% 55.46% 2.81% 63.57%
After testing "Depth", "Mode" and "Non-Square Mode"
methods, we further evaluate the overall performance of our
proposed algorithm. We combine the five proposed strategies,
i.e. CBDP, DB-IMMD, RCB-SMET, EVB-NSMP, and CDB-
DET, and compare it with Hamid’s algorithm [22] as well as
Shen’s algorithm [28]. For fair comparisons, all these three
algorithms are implemented on the same computing platform.
Two settings of QPs: Q1 = (22, 26, 30, 34) and Q2 = (20, 24,
28, 32) are used. The overall performance of our algorithm
and Hamid’s algorithm are listed in Table VI and Table VII,
with Q1 and Q2 respectively.
From Table VI and Table VII, it can be observed that the
proposed algorithm can reduce coding time by an average
of 71.14% and 67.43% for Q1 and Q2, respectively. The
average BDBR increases by 1.27% and 2.21%, respectively.
From these results, we can conclude that our algorithm can
significantly improve the coding speed with small increase
in coding efficiency loss. In addition, we can observe that
the coding efficiency (BDBR) with Q2 is obviously degraded
when compared to BDBR with Q1. This is because the QP
difference between BL and EL is 6 in Table VII, whereas it is 4
in Table VI. The larger QP difference causes the weaker inter-
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layer correlation. Therefore, coding efficiency is obviously
degraded with Q2.
When compared with Hamid’s algorithm, the running time
of the proposed algorithm with Q1 is improved by 10.52% in
EL, while the coding efficiency loss is increased by 0.14% in
terms of BDBR. With Q2, the running time of the proposed
algorithm is improved by 11.97% in EL, while the coding
efficiency loss is increased by 0.03% in terms of BDBR,
when compared with Hamid’s algorithm. When compared
with Shen’s algorithm, the running time of the proposed
algorithm with Q1 is improved by 4.71% in EL and the
coding efficiency is increased by 0.4%; the running time of
the proposed algorithm with Q2 is improved by 3.86% in EL
and the coding efficiency is increased by 0.6%. Therefore,
we can draw the following conclusion: (1) when compared
with Hamid’s algorithm, the proposed algorithm’s coding
speed is significant faster with negligible coding efficiency
loss; (2) when compared with Shen’s algorithm, the proposed
algorithm’s coding speed is faster with significant coding
efficiency increase. All these results further demonstrate the
robust performance of the proposed algorithm.
The BDBRs of “BQTerrace” and “Cactus” obtained by the
proposed method are larger than those obtained by Hamid’s
method. They correspond to the two largest differences in
BDBRs between both methods. Therefore, the RD curves of
these two sequences for the proposed method, Hamid [22],
and the original SHVC are presented in Fig. 9.
From Fig. 9, we observe that RD curves for “BQTerrace”
and “Cactus” for the three methods are essentially overlapping
one another. In other words, the proposed method does not in-
troduce any noticeable coding efficiency loss when compared
to Hamid and the original SHVC. This also holds for other
sequences which have smaller BDBR differences among these
three methods.
In order to demonstrate the subjective performance, the 15th
decoded video frame of Cactus and BQTerrace are shown in
Fig.10 and Fig.11, respectively.
Fig. 10 demonstrates subjective performance of the 15th
frame (Cactus) using the proposed method and Hamid’s
method. Since the BDBR between these two methods is very
small, it is extremely difficult to notice a subjective difference.
Similar observations are made in Fig. 11. Therefore, we
can conclude that the decoded video frames obtained by
the proposed method and Hamid method have no noticeable
subjective differences.
The greatly reduced complexity of the proposed algorithm
is mainly due to the following reasons: (1) skipping and
early terminating depths with low likelihood, based on the
inter-layer and spatial correlation and residual distribution; (2)
combining depth correlation and residual distribution to skip
inter2Nx2N and non-square modes; (3) skipping non-square
modes through comparing the difference of square modes’ RD
costs, and (4) skipping non-square modes with low likelihoods
through testing expected values of residual coefficients.
Experiments show that both coding efficiency and coding
speed under RA are significantly better than those under
low-delay (LD) coding structure. Indeed, due to the worse
prediction of LD structure, its residual coefficients are larger
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Fig. 9: RD curves for the proposed method, Hamid [22] and
the original SHVC
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than those of RA, which leads to more encoding times under
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Fig. 11: BQTerrace - the 15th decoded frame
LD. As we focus on high coding efficiency and low encoding
complexity in this paper, we will not further pursue the fast
schemes suitable for LD structure.
VIII. CONCLUSION
In this paper, we have proposed a novel and effective inter
prediction algorithm for Quality SHVC. The algorithm mainly
includes depth and mode predictions. In depth prediction,
the inter-layer and spatial correlations are combined to pre-
dict candidate depths and skip depths with low likelihoods.
Then depths are further early terminated through combing
correlations with residual distribution. In mode prediction,
we first encode ILR and merge modes, and then combine
depth correlation and residual distribution to skip inter2Nx2N
and non-square modes. Second, we encode inter2Nx2N, and
then compare RD costs of square modes to skip non-square
modes. Third, we test residual coefficients to skip non-square
modes with low probabilities. Since many strategies have been
proposed, the proposed algorithm can significantly improve the
coding speed with small encoding efficiency losses
In addition, the coding speed of depth prediction is not very
high, but its coding efficiency loss is also very small. In order
to improve the coding speed, we could select larger thresholds,
but then its coding efficiency loss would also increase. Indeed,
there is a tradeoff between coding efficiency and coding speed,
and we can select the most suitable thresholds according
to application requirements. The proposed algorithm can be
further improved by combining with other methods [37-39].
Machine learning, especially deep learning, is attracting sig-
nificant research interest, we will use these technologies to
further improve the coding speed of SHVC in the future.
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