Modelling information cascades over online social networks is important in fields from marketing to civil unrest prediction, however the underlying network structure strongly affects the probability and nature of such cascades. Even with simple cascade dynamics the probability of large cascades are almost entirely dictated by network properties, with well-known networks such as Erdos-Renyi and Barabasi-Albert producing wildly different cascades from the same model. Indeed, the notion of 'superspreaders' has arisen to describe highly influential nodes promoting global cascades in a social network. Here we use a simple model of global cascades to show that the presence of locality in the network increases the probability of a global cascade due to the increased vulnerability of connecting nodes. Rather than 'super-spreaders', we find that the presence of these highly connected 'super-blockers' in heavy-tailed networks in fact reduces the probability of global cascades, while promoting information spread when targeted as the initial spreader.
Online social networks, such as Facebook and Twitter, can provide large volumes of network data; however, these social networks can consequently be computationally expensive to work on. More importantly, rate limits (Twitter) or private data (Facebook) often make it infeasible to collect even a small portion of the network structure. It is also difficult to distinguish the effect that properties of interest may have on information flow without comparison networks. Therefore, random graphs are an essential tool for studying information cascades, allowing for the controlled variation of the network properties of interest.
It is often noted that when faced with a decision to change their behaviour, for example, to adopt a new product or share a post on a social network, people display inertia. For an individual to promote social spread of an idea, multiple exposures are often required. This may occur in situations when individuals do not have enough information to make a decision, or individuals do not wish to share online content unless many neighbours already are. This motivates the use of threshold models in information cascade modelling. Watts presents a threshold model of information cascades [21] that provides a platform to explore the effect of the underlying graph structure on cascades.
Here, we investigate the effect of changing certain properties of the underlying network structure on the probability and frequency of information cascades. We use the Watts model of information cascades as the basis for our investigation, and model the network using three random network models with varying parameters.
There is an extensive literature on the effect of complex network structure on epidemiological models [11, 13] . A major theme arising in these papers is the presence of 'super-spreaders' [10] : nodes of high degree that can infect many people. These super-spreaders are intuitive in the epidemiological context, due to the nature of the transmission dynamics governing disease spread. In contrast, as we will show in this paper, the multiple exposures required prior to activation mean that information flow is in fact inhibited by the same type of high-degree nodes, which we will call 'super-blockers'.
The location of individuals in a social network is often a factor in the initiation and maintenance of connections, so social networks often display dependence on proximity. We explore the effect of network locality, and resulting clustering, to show that increased dependence on proximity increases the frequency of large cascades.
Our main results concerning the impact of network structure are described in section 5, once we have provided a precise description of the models and methods to be used.
Random network models provide a framework to investigate the effect of network properties on information cascades. Here we present the mathematical formulations of three basic random networks that show different levels of locality and clustering, on which we will model information cascades.
Network Models
A network or graph ⟨V , E⟩ is a collection of n nodes, connected by e edges, where n = |V | and e = |E|. Many properties are defined to describe the structure of the network, see [15] . The degree of the ith node, z i , is the number of edges incident to it. In social networks these can represent social connections or friends/acquaintances. The average degree of a network is denoted z.
Social networks commonly have spatial structure as people in close contact are more likely to be friends with each other [9] . Online social networks also display this tendency, albeit slightly less strongly than in other social networks, as it is easier to maintain longer connections online [7] . The Waxman graph [23] is a spatially embedded network commonly used in the topology of physical networks, and reduces the probability of long links. The ratio of short to long links can be tuned for desired properties, such as clustering and betweenness.
Many extensions to the Waxman graph have been proposed, e.g. [14] . However, in some later formulations the notation has become confused. An alternative parametrisation is used here [19] : the probability of attachment between two nodes u and v separated by distance d is
for q ∈ (0, 1], s ≥ 0. The parameter s controls the extent to which spatial structure is incorporated into the graph. The q value is the thinning of edges in the graph and often q is restricted to (0, 1] [19] .
Larger s values decrease the likelihood of longer links, and increase the clustering. Here, we use the term locality to describe the extent to which a network's links dependence on distance. This means that nodes that are distant are less likely to be connected. In Waxman networks, higher s values show more locality. Although related, this is different to the resulting clustering in the network. The clustering of a network is the extent to which the friends of an individual i are also friends with each other. This is routinely observed in social networks with 'cliques' or clusters seen in both real world and on-line networks.
When s = 0 in (1) the Waxman graph becomes the well-known Erdös-Rényi (ER) graph G(n, q) with n nodes and probability of attachment q [8] . This mathematically tractable graph has been studied extensively [2, 4, 12, 16] . Notably, the s = 0 construction produces graphs that do not exhibit clustering or highly connected nodes.
At the other extreme with respect to clustering is the Barabási-Albert (BA) graph [1] , which can more realistically describe some real world networks such as the World Wide Web (WWW) or some social networks. It was motivated by the observation that many real networks are connected by a power-law degree distribution, driven by incoming nodes preferentially attaching to highly connected nodes. While there is currently debate about how frequently these 'scale-free' networks occur [5] , at the very least it provides a contrast model on which to test cascade dynamics.
As the network grows each node has fixed integer m initial connections upon entering the graph, so the average node degree is z = 2m [15] . Both growth and preferential attachment are sufficient to produce power-law distributions of connectivities. Extensions of the BA graph consider altering the model to use non-linear attachment probability and adapting the growth heuristic to include node and edge removal [3] .
The Price random graph generalises the Barabási-Albert graph by using a Poisson random value of initial connections, rather than a fixed value [18] . That is, each new social network user will not have the same number of initial friends.
Finally, it is important to note that when simulating random graphs some parameters or properties are fixed but the actual connections of the graph differ each time they are created. A given graph is a single realisation of a statistical ensemble of all possible combinations of connections [3] .
Information Cascades
Watts presents a simple model of global cascades [21] to model the flow of information on random networks that incorporates a threshold function to model binary decision making.
The model starts with a network of n nodes, initially in an inactive state, and a shock is introduced to the system, i.e. one node is made active, to initialise the cascade. The state of node i at time-step t is given by
The population then evolves at successive time steps in which all nodes simultaneously update their state according to the threshold rule:
Where ϕ i is the threshold of a node, taken from f (ϕ), where f is an arbitrary distribution on (0,1], and N (i) is the set of neighbours of i. Each node observes the current states of its k neighbours and becomes active if at least a proportion ϕ i of its neighbours are active. Once a vertex has become active, it remains active for the duration of the cascade, and the process terminates when no further changes are observed. The stability of a node is a measure of how susceptible the node is to outside influence, and is an important factor in the percolation of information through a network.
The stability of the node is given by κ i = ⌈ϕ i z i ⌉, and is the number of active neighbours required before the node will be activated. This shows that nodes with more neighbours will be less influenced by the activation of an individual neighbour. A node in the network is defined as vulnerable if it has κ < 1; that is, if z i < ⌊1/ϕ i ⌋ and is activated by a single active neighbour.
Epidemiological models are commonly used to model disease outbreaks on networks, such as the BA network. This leads to the notion of 'super-spreaders': highly connected nodes at the centre of the graph that act to accelerate disease transfer. We will focus on the difference between super-spreaders in the disease context and stable nodes for information transfer, and argue for the existence of 'super-blockers'.
METHODS
Our goal is to understand the cascade behaviour on different types of random graphs. To that end we primarily use simulations, as, although Watts' model is analytically tractable on ER graphs, the analysis techniques use properties of the ER random graphs that do not extend to other random graphs of interest.
We investigate the effect of changing the locality structure on information cascades. This is achieved by changing the s parameter for the Waxman network controlling the dependence on distance between nodes.
Super-blockers are highly connected nodes that require multiple exposures to propagate information. The Barabási-Albert and Price networks are well known for the presence of these hubs and are used to investigate the role they play in information diffusion.
The NetworkX package (version 1.11) in Python (version 2.7) [20] was designed to create, manipulate and analyse complex networks and is used here. The Barabási-Albert random graph was created using the inbuilt NetworkX function, and the Price network was created by altering the BA algorithm to include the random variation of initial connections.
The inbuilt Waxman generator was used to create the random graph after determining the parameter q from the required s and z values using the equation derived in [19] :
Where G(s) is the Laplace transform of the probability density function, д(t), for the line-picking problem. Watts' cascade model was implemented on 10 realisations of these graphs with n = 10, 000, and initial shocks containing a single randomly selected node. All simulations were implemented with k = 1, 000 random initial shocks per network. The process terminates when no new nodes are activated in a single step, and the size of the cascade is recorded. As in Watts' work, the thresholds are given by a delta function f (ϕ) = δ (ϕ − ϕ * ) where ϕ * is a constant.
In the following experiments ϕ * = 0.18 is used for consistency with Watts' work [21] , although similar qualitative results hold for different ϕ * values. Stable nodes in these networks have z i > 4, while vulnerable nodes have z i ≤ 4.
GLOBAL CASCADES
A global cascade, ideally, is one that propagates through the entire network until all nodes are active and there is global adoption of the idea. However, this definition is inappropriate in many situations due to poor connectivity and the unrealistic assumption that everyone in a network must participate for a notion to be considered global in real world events. Unfortunately in the literature the definition of a global cascade varies. One widely used definition is that a global cascade is a cascade that occupies a given fraction of a network [21] ; however, the fraction varies or is unstated.
Here, the following two definitions were considered:
(1) A global cascade occurs when the largest possible cascade occurs (i.e., it covers the largest connected component).
(2) A global cascade occurs when greater than a proportion b of the network is activated in a cascade.
A global cascade can be defined as the maximum possible cascade size for the network being considered. The connectivity of the network will determine the size of the giant component, and hence the maximum size cascade possible. This is found here empirically as the maximum proportion observed in a large number of simulations, and defined as a global cascade for that network. This definition is more appropriate for networks that are not necessarily completely connected. However, this does not count cascades only slightly smaller than the maximum.
The second definition can be customised to use any value b. Using b = 0.99 gives the intuitive idea that a global cascade is a cascade in which the entire network is activated, while allowing for a small fraction to be inactive. Lower values of b are acceptable as in reality few trends are ever adopted by 100% of potential participants. However, using this value of b does not account for networks that are not fully connected.
In the Watts model the distribution of cascade sizes is generally bimodal for z > 1. That is, cascades are either very small or very large [17, 21] . For bimodal cascades there will be a value b, much less than 1, above which the maximum cascades occur. Some studies [22] use b = 0.01.
In our results, it was found that cascades were generally bimodal and b = 0.1 will encompass all cascades that can be considered global. Watts also considered various b values for robustness and found that 0.1 was appropriate 1 . We found that the specific value of b does not significantly affect the results.
Both definitions of global cascades were tested in each context. In cases that are not bimodal a global cascade is determined empirically by the largest cascade observed on the graph. However, we find that the Waxman, Barabási-Albert and undirected Price graphs give rise to bimodal cascades and so global cascades were defined as greater than 10% of the network, similarly to Watts.
RESULTS AND DISCUSSION

The effect of locality in graph structure on cascades
Many real world networks demonstrate locality, notably in social networks where friendship clusters arise for a number of reasons, such as proximity and shared interests. Watts introduced the simple model of global cascades for an Erdös-Rényi graph with effectively zero clustering, but real networks do exhibit clustering and locality. We start by investigating the effect of local structure on the probability of global cascades through the Waxman network. As introduced above, the Waxman parametrisation used here has a parameter s that determines the ratio of long to short links, and hence the clustering of the networks. Therefore, the effect of spatial structure on cascades can be investigated by changing the parameter s for any z values. Higher s values result in networks with higher clustering. Figure 1 shows the results: as s increases, along with clustering and locality, the probability of a global cascade is increasing. Larger s values result in a higher probability of cascades, likely due to some nodes connecting the clusters having low degree. The error bars shown are 95% confidence intervals.
The increase in frequency is due to the change in geometry, specifically in the degree of the 'connecting nodes' of these clusters, i.e., nodes with long links. The connecting nodes of the graph are those with high betweenness and are essential in the propagation of cascades. The betweenness measures the importance of a node in a social network by considering the number of shortest paths going through it, see [3] . Nodes with high betweenness are considered important to the graph as they are essential to creating shorter paths between nodes.
In the ER graph, nodes with high betweenness are more likely to be connected to more nodes and so have high degree z i . This is shown in the first data point (s = 0) of Figure 2 . This can create a 'super-blocker' with higher degree and inhibits the flow of cascades.
Conversely, we show, in Figure 2 that in Waxman graphs with higher s, the nodes with high betweenness can have lower degree, due to the connecting structure between clusters. Figure 2 shows the degree of nodes with high betweenness (> 0.03). This is a measure of the stability of nodes on the shortest paths within the network. As the clustering increases these important nodes have lower degree, and are vulnerable to activation. Ideas are reinforced by closely connected nodes within the cluster, and connecting nodes between these clusters promote the information flow between clusters.
It is worth noting that as s increases the Waxman graph becomes more clustered and more likely disconnected. However, with large networks and average degree above 2, the largest connected component will still contain > 90% of the network. This would slightly reduce frequency of large cascades as there are less seeds in the connected component. However, this small effect is dominated by the increase in clustering as described above. The complementary cumulative distribution function (CCDF) of cascade size is shown in Figure 3 for the two extreme clustering scenarios: s = 0 and s = 10. The s = 0 case is equivalent to the Erdös-Rényi network described by Watts [21] . The increase in frequency of global cascades for the networks with higher clustering is evident. The clustered graph produces larger cascades with an average frequency of 31.2% much higher than the comparative s = 0 case of 7.46%. Figure 3 overlays the cascades of different realisations of the network. It is evident that the underlying graph has an impact on the distribution of cascades. Small cascades are not highly dependent on the underlying graph as all networks can facilitate small cascades from seeding either poorly connected or highly stable nodes. Conversely, the probability of large cascades is highly variable. This shows that the probability of global cascades is dependent on the specific connectivity of the underlying network in addition to the parameters of the random graph.
The effect of average degree on cascades on Waxman networks
Waxman graphs are represented by the two parameters s and q. However, an arguably more meaningful parameter is average degree (z), determined from Equation 4, as it determines the density of links and stability of nodes. The average degree of the network z affects the overall stability of the graph and will alter the frequency of global cascades. Figure 4 also shows the frequency of global cascades for varying z. In the Waxman graph, as the giant component increases with z the possibility of the initial shock being part of the connected component increases. For z ≤ 4, most nodes still remain vulnerable, increasing the frequency of global cascades. As z increases further, the stable nodes, with z i ⩾ 5 in the graph become dominant, decreasing the frequency of global cascades. highly connected initial seed randomly selected initial seed undirected Price network Figure 5 : Empirical complementary cumulative distribution of cascades size on realisations of the Barabási-Albert network with m = 3, n = 10, 000. Cascades were initialised with k = 1, 000 randomly selected nodes (blue) and only highly connected nodes (red). The CCDF for cascade size an undirected Price network is also shown (purple).
to z = 6 is an interesting phenomenon caused by the emergence of locality in s = 10 described above. In real world networks, stable nodes are common, as most individuals do not share or propagate information upon a single exposure, so networks with higher z are more realistic. It should also be noted that the high stability in z = 7 results in no global cascades for s = 0 case. However, the presence of clustering in the s = 10 case allows for global cascades in these otherwise stable networks.
Effect of degree structure on cascades
The Barabási-Albert graph [1] is well-known for its power-law degree distribution and models the presence of high-degree nodes. In epidemiology, these nodes are often 'super-spreaders'. To investigate the effect of these hubs on information cascades, Watts model was applied to Barabási-Albert and Price networks. The CCDF in Figure 5 (blue) shows the cascade sizes on the BA graph. There are more cascades that do not extend past the initial shock, 21.4% compared to 17.1% and 18.9% in the s = 0 and s = 10 Waxman graphs respectively. In the BA graph, in which nodes are by definition connected to at least m other nodes, 'zero cascades' are caused by the activation of nodes with small z i . Nodes with small z i are added in the latter stages of the network process, and are therefore connected to high-degree neighbours. These blocking neighbours can not be activated by a single activated neighbour and so the propagation fails. This occurs often in the BA networks and is seen in social networks when an individual posts but is not shared onwards by anyone.
In information cascades, highly connected hubs with high stability act as 'super-blockers', effectively partition the vulnerable nodes. This is in contrast to the 'super-spreader' phenomenon observed in simulations on networks with epidemiological models [11] . One possible explanation is the cognitive load required to keep track of a large number of friends/followers. For an individual with many friends, the observation of a single person will carry less weight overall. Therefore, a large number of exposures is required to influence the super-blockers.
Despite this, global cascades occur demonstrating that 'superblockers' can in fact aid cascade propagation if the blocker initiates the cascade. The large cascades on the BA graph occur when the initial shock hits a highly connected node, with a large number of, likely vulnerable, neighbours.
This idea can be used by marketers for promoting products on social media. They rely on the use of highly connected individuals, close to the 'centre' of a networks, to advertise products and ideas. To provide evidence for this phenomenon, cascades were simulated using only initial shocks that are highly connected nodes. These 'super-blockers' are stable but are expected to have neighbours with a range of node degrees. Figure 5 (red) shows the cascade CCDF using only highly connected initial seeds. It is evident that no 'zero cascades' occur, compared with those of a purely random initial shock. Highly connected initial nodes increase the initial propagation through the network by activating vulnerable nodes that can then combine to finally overcome the super-blockers.
BA random graphs have a fixed integer number of connections for each node. To create more specific node degrees the Price random graph with random connections varying about c was used. Figure 5 (purple) shows the CCDF of the size of cascades for Watts' cascade model applied to undirected Price networks. It is evident that very few global cascades occur compared to all other network types, despite the similarities in the BA and Price networks. This is due to the change in degree of incoming nodes. Incoming nodes of BA networks are all vulnerable and attached to by subsequent nodes with equal probability. In contrast, the incoming nodes in Price's model can have any c i > 0 chosen from a Poisson distribution with expected value c. The higher degree of some incoming nodes increases the stability of the overall graph as there are fewer vulnerable nodes in the outer region of the graph. These new nodes have a higher probability of attachment, resulting in a graph that is more spread. The effect of the increase in overall stability of the graph is seen in Figure 5 .
Note that the undirected cases were used here. The directed Price model [18] results in a graph with direction from old nodes to new nodes. While this is useful for modelling networks like the citation graph, it is inappropriate for social networks. Social networks have an abundance of cycles and two way connections (friendships) as well as directed links (following a celebrity). In modelling information flow on directed Price networks global cascades are, as expected, extremely rare, and the distribution of cascades is a power-law, mimicking the degree distribution of the network.
The effect of average degree on BA and Price networks
The average degree of the network has a distinct effect on the frequency of global cascades. Figure 6 shows the frequency of global cascades for the BA and Price networks. Cascade frequencies of zero are not shown. In both cases there are no global cascades for small z ≤ 2. In these cases the graph is essentially a star, with a few Frequency of global cascades BA network Price network Figure 6 : Average frequency of global cascades for BA (red) and Price (blue) networks with n = 10, 000 nodes initialised with k = 1, 000 seeds. Note that the BA network only allows even z and we plot non-zero frequencies only.
central hubs and most incoming nodes connect to these hubs. This is an unrealistic representation of a social network and there are not sufficient connections to produce a global cascade.
The maximum frequency of global cascades occurs in all graphs at z = 4; however the frequency is significantly decreased from the ∼85% observed in ER and Waxman networks. BA and Price networks have a large proportion of 'super-blockers' by the preferential attachment process. This hinders the propagation in the early stages and reduces frequency of global cascades. As discussed above, the overall stability of the Price networks are higher than the BA networks resulting in a lower proportion of global cascades.
It should be noted that for the BA algorithm, z = 2m, where m is the number of initial connections of each node. Therefore, there are limited data points available; however, the use of non-integer values of c in the Price networks can produce graphs with a wider range of average degree.
CONCLUSION
This work explores the effect of graph structure on the flow of information over a network using Watts' simple model of global cascades. Specifically, the presence of locality structure in Waxman graphs promotes the diffusion of information and enhances the frequency of global cascades. The presence of 'super-blockers' in the Barabási-Albert and Price networks reduce the frequency of global cascades. These results have implications for understanding and predicting information cascades in areas such as civil unrest event prediction, epidemiology and on-line marketing. To further this work real information cascades can be used to determine the underlying network structure and determine how effectively random graphs can approximate them. The distribution of thresholds is crucial in determining the stability of the nodes. The distribution of thresholds across users and how easily they activate could be found empirically through analysing data from ego networks.
