













n次元の応答変数ベクトル yと大きさn × pのデザイン行列X =






||y −XCβˆC||2 − ||y −Xβˆ||2
||y −Xβˆ||2 ≤ z1−α
ここで閾値zは，Cが真の回帰関数と一致するときに，以下を満たすよ
うに決める．(実際にはF分布の分位点となる．)







||y −XCβˆC||2 − ||y −XC∪{k}βˆC∪{k}||2

















標本数nと説明変数の個数pは (n, p) = (200, 50)とし，(j,k)成分が
0.1|j−k|の行列Σによって，サイズn × pのデータ行列Z ∼ N(0,Σ)を発
生させる．このとき以下のデータ生成機構をモデル1と呼ぶ．
Model 1: X1 = Z1 − Z2, Xj = Zj(j = 2, . . . , p) (1)
観測値yは以下のように生成する．








1.提案手法, α = 1/n, SU > s = 10%
2. 1と同じだが，SU基準をMallows’ Cp (log n)で置き換える
3.飽和重回帰モデルの係数のt検定 (P < 0.05，多重性の補正なし)
4.各変数について一変量回帰した係数のt検定 (P < 0.05でボンフェロー
ニ補正)






Model 1 1 2 3 4 5
FP 0.00 (0.00) 0.975 (13.305) 0.84 (2.205) 0.085 (0.085) 1.00 (20.605)
FN 0.01 (0.03) 0.005 (0.015) 0.00 (0.00) 1.00 (1.00) 0.00 (0.00)
Model 2 1 2 3 4 5
FP 0.00 (0.00) 1.00 (19.94) 0.86 (2.48) 0.03 (0.04) 1.00 (20.59)




(lweight), (3)患者の年齢 (age), (4)良性前立腺過形成BPHの対数値




{lcavol, svi}, {lcavol, lweight,svi}, {lcavol, lweight, lcp},
{lcavol, lweight, gleason}, {lcavol,lweight, pgg45}．
変数の相関行列(% 表示)と，再下段には重回帰分析でのP値を示す．
lcavol lweight age lbph svi lcp gleason ppg45
lcavol — — — — — — — —
lweight 28 — — — — — — —
age 22 35 — — — — — —
lbph 3 44 35 — — — — —
svi 54 16 12 −9 — — — —
lcp 68 16 13 −1 67 — — —
gleason 43 6 27 8 32 51 — —
ppg45 43 11 28 8 46 63 75 —
lpsa 73 43 17 18 57 55 37 42
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