This study separately examined a 10,000,000 token spoken corpus and a 10,000,000 token written corpus to find the most frequent, grammatically well-formed English collocations. In the top fifty items found in each corpus, only fifteen occurred in both lists. The top fifty spoken collocations occurred much more frequently than the written collocations. Only three items, of course, as well and as well as, were non-compositional. All the rest were clearly compositional. Over sixty of the most frequent collocations were frequent enough to get into the top 1,000 words of English. The article concludes with putting emphasis on the importance of teaching and learning spoken collocations.
I. INTRODUCTION
Why collocations should be taught and learned? There are several reasons why teachers and learners should be interested in collocations. One reason is that collocations help learners' language use, both with the development of fluency and native-like selection. They also provide a useful way of helping learn new vocabulary. Pawley and Syder (1983) argue that there are hundreds of thousands of 'lexicalised sentence stems' that adult native speakers have at their disposal, and suggest that the second language learner might need a similar number for native-like fluency. That is, the chunked expressions enable learners to reduce cognitive effort, to save processing time and to have language available for immediate use (de Glopper, 2002; Nation, 2001) . Pawley and Syder (1983) also argue that there is usually more than one possible way of saying something but only one or two of these ways sounds natural to a native-speaker of the language. For example, let me off here can also be expressed as halt the car. The latter sentence is strictly grammatical, but the problem is that native speakers do not say it in that way. This unnatural language use is problematical for learners in EFL contexts where the focus is on grammar. They may produce grammatically correct sentences, but many of them may not sound native-like. For example, drawing on their first language, Korean students are likely to say lying story for tall story, artificial teeth for false teeth, thick tea for strong tea, etc. Bogaards (2001) shows that knowledge of word form turned out to play a positive role in the learning of lexical units, and completely new single words are harder to learn and retain than multi-word units of the same meaning but with a form that is made up of familiar words. That is, collocations containing known words are easier to learn than new words, making the best use of what is already known is not as difficult as learning completely new items.
The present study assumes that learning collocations is an efficient way to improve the learner's language fluency, native-like selection of language use, and vocabulary retention. In addition to this, it is assumed that the most frequent collocations will usually be the most useful because frequent collocations have greater chances of being met and used.
II. BACKGROUND AND RESEARCH QUESTIONS
Some have used the term 'collocation' and other related terms but often have not provided a clear operational definition. Becker (1975) , for example, proposes six categories of multi-word units including 'polywords,' 'phrasal constraints' and 'situational builders,' but does not provide tests or criteria to distinguish these categories. Lewis (1993) divides the classification into more detailed categories such as 'collocations,' 'polywords,' 'fixed expressions' and 'semi-fixed expressions.' However, Lewis' definitions include too broad a range of word groups and there are difficulties in reliably assigning items to the categories. In addition, Wray and Perkins (2000) identify more than forty terms used for designating multi-word units such as 'formulaic sequences,' 'lexical bundles,' and 'prefabricated patterns. ' Palmer (1933, p . i) defines a collocation as "a succession of two or more words that must be learned as an integral whole and not pieced together from its component parts." Palmer's definition seems to put non-compositionality as the main criterion. However, if we look at the list Palmer provides, we can see many multi-word units that do not meet this criterion, such as thank you, to agree with someone and in a week. Biber, Johansson, Conrad, Leech, and Finegan (1999, p. 989) use the term "lexical bundles," distinguishing them from idioms and collocations. According to their definition, idioms are phrases which are relatively fixed expressions whose meanings cannot be inferred from their components. Biber et al. also define collocations as two-word phrases which co-occur, and whose meanings are clearly related to their parts. For example, the word little prefers collocates such as baby, devil, and kitten. Lexical bundles are regarded as extended collocations such as do you want me to, in the case of the and going to be a even though they are incomplete units. The problem is that Biber et al. include phrasal verbs, prepositional verbs and figurative expressions such as get up, put up with and bear in mind in the category of idioms even though the meanings of some of those expressions can be related to their parts This failure to stick to criteria has been a major problem in the study of multi-word units. So, one of the goals in the present study is to see what criteria are needed to define collocations.
The other issue is that there are clear frequency differences between speech and writing, especially when lexical use is compared. Altenberg (1994) compared distributions of the high frequency function word such in two corpora. The use of such in the formal written sections of the Lancaster-Oslo/Bergen (LOB) corpus is more than three times as common as in the more informal spoken texts of the London-Lund Corpus (LLC). However, the word such is mainly used as an identifier in the LOB corpus (e.g. never had such a thing been thought of), while the use of such as an intensifier is dominant in the spoken LLC (e.g. it's such a bore). Another example is the use of pretty, which occurs predominantly as an intensifier in the spoken corpus (e.g. pretty horrible weather, pretty clearly seen), while almost half of the occurrences of pretty are as an adjective in the written corpus (e.g. pretty girl, pretty picture). This difference between spoken and written language is the result of a variety of factors including the real time constraints on speech and its interactive nature. However, there are few studies of multi-word units based on spoken corpora. Altenberg (1998) contends that recurrent multi-word units are especially frequent in spoken language. Biber et al. (ibid) also find that the number of lexical bundles is greater in conversation than in academic prose. Clearly a study of collocation must decide if the corpus is to be spoken, written or a combination of these and this may have a strong effect on the findings. In the present study, we will also examine how different the use of collocations is between spoken and written corpora.
Therefore, the following three research questions are addressed in this study.
1) What criteria are needed to define collocations from a teaching and learning perspective? 2) Are the most common spoken collocations the same as the most common written ones? 3) What are the most useful collocations for a beginning learner of English?
This research attempts to answer these questions in a way that can be checked and repeated by other researchers in the hope that the procedure can act as reasonably stable and accepted guideline to make a collocation list which can be used for course design, teaching and learning.
What Is a Collocation?
Generally, a collocation is a group of two or more words that occur frequently together. A collocation is made up of two parts-a pivot word (also called a 'node') which is the focal word in the collocation and its collocate(s), the word or words accompanying the pivot word. Note that in this article the word collocation always refers to the word group, and collocate always refers to a member of the word group. So, in fact is a collocation made up of the two collocates in and fact, one of which is the pivot word. However, although the term collocation is widely used, there is not a generally accepted, carefully applied definition that is used to distinguish collocations from other word groups. In particular, there are few studies which looked at collocations from a teaching and learning perspective. For example, Kjellmer (1994) found 85,000 collocational types using the 1,000,000 token Brown Corpus. His collocation dictionary contains a large number of A+Noun (e.g., an insect), The+Noun (e.g., the boat), Noun+Of (e.g., father of), To+ Infinitive Verb (e.g., to examine), proper names (e.g., Bobby Joe) which are not useful collocational combinations to teach and learn because Kjellmer used a "purely mechanical method" (p. xiv). In addition, polysemes of collocations with the same form could not be considered in the computational processing. In the present study, four criteria are used and some of them have to be applied manually. They are (1) the pivot word must be a content word, (2) the pivot word and its collocate(s) must all be in the most frequent words of English, (3) the collocation should occur frequently, and (4) the collocation should be grammatically well-formed, that is the collocation should be complete in itself in that it can act as the constituent of a sentence. These criteria are examined in more detail below.
1) The pivot word should be a content word
The ultimate goal of this study is to provide a list of collocations that could be used in teaching and for deliberate learning. These collocations thus need to be meaningful units. Thus the five most frequent two-word groups in the Brown Corpus of the, in the, to the, on the, and and the would not meet this goal. It was decided to search only for the collocates of content words.
2) The pivot word and its collocates must be high frequency words
The results of this study are intended to be used with beginning and low intermediate learners of English whose vocabulary size is around 1,000 words. The learning of the collocations should strengthen and enrich the words they already know, not add an additional burden by adding unknown, lower frequency vocabulary. As mentioned above, Pawley and Syder (1983) , discussing larger units, saw the learning of such units as providing "native-like selection" and "native-like fluency." Native-like selection means that the speaker uses phrases that are the typical ones that a native speaker would use. For example, there are many ways of referring to what happened before-in the past, in the old days, in times gone by, in the previous time, in the early time, the time before. Some of these sound much more natural or native-like than others. Learning the most common collocations can make a speaker seem more native-like. Native-like fluency relates to speed of production and understanding. By being able to work with known phrases rather than construct them each time they are needed, a speaker can produce language at a more fluent rate and have time to focus on other things like accuracy, clarity, and the message. Native-like selection and native-like fluency need not involve learning new vocabulary. It can involve making the best use of what is already known. Thus, in this study it was decided to focus only on high frequency words.
3) The collocations should occur frequently
The frequency of a collocation will always be less than the frequency of its least frequent member, so it is possible that collocations made of high frequency words could be low frequency items. If we follow the principle that language items only deserve attention in classroom time if they are very frequent, then it is necessary to have a frequency cut-off point that ensures the usefulness of the collocation. That is, the collocation should be frequent enough to get into the high frequency words of the language if it was considered as a single word. Beginners learning English have so much to learn that it is not worth spending time on items that occur infrequently.
4) The collocation should be grammatically well-formed There are multi-word groups with a content pivot word that do not meet the grammatically well-formed criterion-those high, between high, give high. Clearly, it does not make sense to draw learners' attention to these items. These items would be excluded from the present study because they are not grammatically well-formed.
In the present study, grammatical well-formedness is defined as being that the collocation can be a meaningful and memorisable unit for teaching and learning. This will be examined in more detail later.
So, for the purposes of this study, a collocation is a multi-word group that contains at least one content word, is grammatically well-formed and occurs frequently. Because this study is aimed at low proficiency learners of English, the collocations must be made of high frequency words, and must occur very frequently.
III. RESEARCH DESIGN
It was decided to compare spoken and written texts because Biber's (1989) study and Halliday's (1985) analysis showed striking differences between written and spoken corpora, and there have been suggestions that collocation is likely to play a very important role in spoken language (Kuiper, 2004) .
The Corpora
The collocations were found by searching in two collections of modern English text. These two corpora were (1) a spoken corpus of around 10,000,000 running words from the British National Corpus, and (2) a written corpus of around 10,000,000 running words including the Australian Corpus of English (ACE), the Brown corpus, the Lancaster-Oslo/Bergen (LOB) corpus, the Freiburg-Brown (FROWN) and Freiburg-LOB (FLOB) corpora, the Kolhapur corpus, and the Wellington Written (WWC) Corpus, as well as some written text from the British National Corpus. The written corpora include newspaper editorials, reviews and news items, magazines, articles, learned and scientific texts, and fiction. To make a valid and reliable collocation list, we need to use as many different corpora as possible. Thus, the written corpus consists of a variety of regional English corpora, but the spoken corpus is only made of British English data because there are few such large spoken corpora available. However, large corpora such as the ACE, the LOB, and the FLOB have the most high frequency items in common, thus this different combination may have little effect on the results in this study.
The Computer Program
The program used for the search was WordSmith Tools 3.0 (Scott, 1999) . The program searches for all occurrences of the pivot word and creates a concordance. Because some collocations had several meanings (come on, at the same time) each occurrence was checked manually.
The Searching Procedure
The four criteria have been explained in general terms earlier in this article. Here we will examine how each criterion was actually applied. 1) Each pivot word was a word type. That is, the different word forms book and books were treated as different pivot words and investigated separately. So walk, walks, walking, and walked were different pivot words, as were big and bigger. A major justification for focusing on types rather than lemmas or families was that high frequency collocations need to be used productively as well as receptively and there is evidence that different types of the same word family have different collocates (Stubbs, 2000) .
2) The pivot word had to be a noun, a verb, an adjective, or an adverb. Adverbial particles like up as in get up were treated as pivot words because they were adverbs. When two different pivot words share a collocation, the overlapped collocation was counted once. For example, the two pivot words keep and going share keep going as a collocation.
3) All the pivot words had to occur in the most frequent 150 content words of English according to the BNC spoken word frequency list by Leech, Rayson, and Wilson (2001) http://www.comp.lancs.ac.uk/ucrel/bncfreq/flists.html or a word frequency list based on the written corpus used in this study. 4) All the collocates had to occur in the most frequent 2000 words of English (which are called the 'high frequency words') according to West (1953) . 5) Each collocation had to occur at least thirty times in 10,000,000 running words. Pilot testing showed that this frequency cut-off point would include several but not too many collocates for each high frequency pivot word. 6) Each collocation should not cross an immediate constituent boundary to meet the criterion of grammatical well-formedness. A sentence can be divided into its principal parts, called "immediate constituents" (Bloomfield, 1933, p. 161) . Immediate constituents are components that immediately make up larger parts of a sentence. By analysing a sentence in terms of its immediate constituents -word groups (or phrases), each of these parts are then divided and subdivided down to the ultimate constituents of the sentence. In a study of collocations, the minimal immediate constituent must be a two word group. For example, in sentence A: {I n [(saw v you n ) vp (at prep (that det (5) that place. You at the place however does not meet this criterion because it crosses an immediate constituent boundary. The single words are also immediate constituents but are of course not collocations. This method was used because the definition of the term 'meaningful unit' could be subjective, so 'replicability' was first considered to avoid this subjectivity. 7) Different senses of collocations with the same form were counted separately. So, looking up meaning "to improve" was counted separately from looking up meaning "to search for something, as in a phone book." The entries in the COBUILD English Dictionary (1994) were used to distinguish the senses so that this could be done as consistently as possible.
The data from the searches was entered into a spreadsheet so that it could be sorted according to the form of the collocations, the meaning of the collocations, and the frequency of the collocations. The data for the written and spoken corpora were stored separately. Although a computer did a lot of the work, this study involved a great deal of manual checking and analysis. Another issue for language learning based on raw concordance examples is that all those examples are what someone said in a real situation, which contains a lot of hesitation procedure (e.g., erm, er, urm, etc) and ungrammatical expressions (e.g., I has all his trademarks and more (sic)). It is sometimes necessary to be familiar with interactional fillers, but they do not meet the needs of general language use. Even with some local modifications, these concordance examples could be kept authentic, that is, they may seem natural. This shows that for the effective and efficient use of concordances, there is the need of some kind of manual analysis and decision making. Extracting sample sentences containing collocations in addition to the grammatical well-formedness criterion and the distinguishing of different senses particularly involved much careful checking. Finally, when the data had been gathered, the results were checked against other studies (Biber, Conrad, & Cortes, 2004; Fletcher, 2003 Fletcher, /2004 Kjellmer, 1994; Liu, 2003; Simpson & Mendis, 2003) to make sure that no important collocations had been overlooked.
IV. RESULTS AND DISCUSSION
It was found that there are a large number of collocations meeting the criteria in both spoken language and written language. Two thousand two hundred sixty one collocations were found in the spoken corpus, and two thousand two hundred sixty six in the written corpus. The total number of the collocations in the two corpora is almost the same. However, the difference between the results from the spoken corpus and the results from the written corpus was striking. The difference is of two kinds, (1) the different collocations in the lists, showing that spoken use and written use favour different collocations, and (2) the very high frequency of the collocations in the spoken corpus.
The next most striking finding is the large number of collocations meeting the criteria, and the large number of these that would qualify for inclusion in the most frequent 1,000 items in English if no distinction was made between single words and collocations. A collocation is always less frequent than the frequency of its less frequent member, so we would not expect many collocations to occur among the high frequency words of the language.
The third major finding is not striking and that is the nature of the most frequent collocations. There are few surprises in these lists, just as there are few surprises in lists of the most common English words. Collocations like you know, a bit, thank you, very much are to be expected in spoken English, as are collocations like said that, each other and of course in written English. In the following sections each these findings are examined further.
Spoken Versus Written English
Only fifteen collocations occur in both the top 50 spoken and top 50 written lists. They are listed in Table 1 . A few of these overlapping collocations (e.g., you know, I think, etc) seem much more typical of spoken rather than written English, and the overlap may be caused by the fact that about one fifth of the written corpus was from novels and newspapers which both included a lot of direct speech. It is clearly difficult to make an inclusive written corpus that does not include representations of spoken language.
The 35 spoken items and the 35 written items that did not overlap in the two top 50 lists are not uniquely spoken or written. All 70 of them did occur in both corpora. However, the here-and-now nature of spoken language is reflected in items like this morning, at the moment, last night, and over there, and the personal and interactional nature is reflected in items like thank you, thank you very much, you know, I think, and come in. The written list contains items that can act as conjunctions like as well as, just as, even if, and even though.
The data shows that among the most frequent collocations there are substantial differences between written and spoken English.
The overwhelming feature however is the enormous difference in the frequency of the items. There are several ways showing this. Although the total number of different items meeting the various criteria was virtually the same in both corpora (2,261 in the spoken corpus and 2,266 in the written corpus), the top 50 spoken collocations occurred 147,217 times, while the top 50 written collocations occurred only 48,782 times. That is, the top 50 spoken collocations occurred almost three times as often as the top 50 written collocations. Spoken language makes much more frequent use of its common collocations than written language does.
Without exception, each collocation in the ranked spoken list in Appendices A and B is much more frequent than the collocation at the same rank in the written list. Table 2 lists some points of comparison to show the frequency difference. As Table 2 shows, most rank matched items in the spoken list are 50% to 100% more frequent than the corresponding items in the written list. Table 1 shows that where a collocation occurs in both lists, it is always more frequent in the spoken corpus. The gap between the frequencies of these two collocations (27,348 and 2,698) is very big, so the vertical line is long. As we move down to rankings (moving from left to right in Figure 1 ), the vertical line becomes shorter but there is always a gap.
The final way we will use to show the striking frequency difference between spoken and written collocations is to consider what would happen if the two 50 item lists were mixed together to make one list and then ranked according to frequency. If this was done, the top eleven collocations would all be from the spoken list. The top written collocation would come in at rank 12 on the list. The final thirty-two items on the combined one hundred item list would all be from the written corpus. The high frequency spoken collocations occur much more frequently than the high frequency written collocations. These results show that spoken collocations have a more important role in spoken language than written collocations do in written language, thus, spoken collocations particularly deserve attention in language teaching.
The Number of Collocations
A surprisingly large number of collocations met the criteria for inclusion in the initial lists-2,261 spoken collocations and 2,266 written collocations. There are plenty of very frequent collocations made from very frequent words.
The frequency cut-off point for the most frequent 1,000 single spoken word types of English is around a frequency of 900 occurrences per 10,000,000 tokens and for the most frequent 1,000 written word types around 1,100 occurrences. This means that all fifty spoken collocations would qualify for entry into the most frequent 1000 words of spoken English. Table 3 shows some frequency cut-off points for the spoken and written single word types in the initial frequency lists used in this study. In Table 3 , we can see that the top 400 spoken single word types are more frequent than the top 400 written single word types. However, word frequency decreases more rapidly in the spoken corpus, so after the first 400, the written word types are more frequent than the spoken word types.
All the top 50 spoken collocations are within the cut-off point for the first 1,000 single word types, and 14 written items would make the top 1,000. There are 162 collocations in the spoken corpus which would get into the top 2000 words of spoken English, and 56 of these would be in the first 1000. There are 41 collocations which would get into the top 2000 words of written English, 14 of these would be in the first 1000. There are thus a large number of collocations that are of very high frequency.
The Sub-categories of Collocations
Grant and Nation (2006) suggest that further distinctions can be made between different types of collocations on the basis of the way the meanings of the parts contribute to the meaning of the whole. Grant and Nation (2006) distinguish core idioms, figuratives and literals using the two criteria of compositionality and figurativeness (Grant & Bauer, 2004) . Core idioms are non-compositional (the meanings of the parts do not really reflect the meaning of the whole) and non-figurative. Frequent examples include so and so, and what have you, by and large, etc. Grant and Bauer (2004) found 104 core idioms, but the three core idioms, as well, as well as, and of course were additionally found in this study. These three core idioms were not included in idiom dictionaries used as the data source in their study. Figuratives are also non-compositional but they are figurative in that by using an interpretation strategy the literal meaning can be linked to the figurative meaning. Frequent examples include stepping stones, at the end of the day, head over heels. Literals are compositional and non-figurative. The parts directly relate to the meaning of the wholethank you very much, all the time, twice a week. It is worth classifying these items into different categories because different categories of multi-word units need to be treated in a different way when they are taught and learned. Table 4 summarises the types of collocational groups discussed above. Cannot be predicted and need to be interpreted ONCEs (a long face)
Only one element cannot be predicted Literals (e.g. twice a week)
Can be predicted or analysed
The use of the category of ONCEs could be unnecessary because the one non-compositional element that ONCEs contain could be considered a polysemous or homonymous use of a word. For example, the word long of long face is used with the meaning of gloomy or worried which is not related to the notion of length. So it was considered non-compositional but some might argue that use of long comes from its polysemous use. That is, the word long could be used in more than one sense. Nevertheless, it was decided to leave the category of ONCEs in this study because ONCEs are a marginal part of multi-word units. In addition, this study focused on the category of literals, so those expressions have little influence on the results of this study.
The Different Nature between Spoken and Written Collocations
One factor affecting the nature of the collocations is the use of the spoken section of the British National Corpus. Three items in the top 50 spoken list are clearly of British rather than American origin-{No.} pounds, {No.} pound, and the county council. Beyond that, there is nothing surprising in the list of collocations. The vast majority are two item collocations, which is in keeping with Zipf's law of least effort that relates the length of an item to the frequency of its occurrence (Zipf, 1949) . The longest items thank you very much, at the same time, for the first time, are only slightly formulaic, and are all compositionally transparent (literals) -the parts clearly make up the whole.
Although the collocations are complete units in themselves, they would clearly need to be learned in a wider context. This is particularly so for items like a bit, as well, so much, and of course.
V. IMPLICATIONS
All of the criteria used in this study are reliable and easily replicable. The steps in applying the criteria are explicitly described and as much as possible involve a minimum of intuitive judgement. Thus, the procedure can be used by others.
The striking frequency difference between spoken and written collocations shows how important a role spoken collocations can play in speech. In addition, if we consider the need to quickly increase learners' command of spoken English, we need to draw learners' attention to spoken collocations. The time available for learners to get their English input in most EFL classrooms is short, so deciding what to focus on is one key to a successful language programme. In this situation, we should think about the cost-benefit advantages that high frequency collocations can provide. The most frequent collocations are the most useful because they have more chances to be met and used. This is a simple but very important reason why we should teach spoken collocations. Altenberg, B. (1994) . On the functions of 'such' in spoken and written English. In N.
REFERNCES
Oostdijk & P. 
