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This paper deals with the ill-posed problem of determining an unknown source depending
only on the spatial variable in the heat equation. In this problem, the truncation method
is employed to get the regularization solution. Moreover, the Hölder type error estimate is
also obtained between this regularization solution and the exact solution. Various typical
examples are given to verify the efficiency and accuracy of the proposed method.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Inverse source identification problems are widely used in many branches of engineering sciences. A typical example
is groundwater pollutant source estimation in cities with large population. In this application, it is crucial to accurately
identifywhich companies are responsible for the contamination [1]. An enormous amount ofwork has been dedicated to this
inverse problemsince 1960s. To the author’s knowledge, the existence anduniqueness of the solutionhave been investigated
in [2–4], the conditional stability and the data compatibility have been studied in [5–8], the numerical algorithms for this
problem can be found in [9–16]. However, there are few papers concerned with the general regularization analysis for the
problem. Recently, in [17], the author identified the heat source by the Fourier truncation method, but the error estimate is
not explicit and the data is not compatible.
In this paper, we consider the following inverse problem: to find a pair of functions (u(x, t), f (x)) satisfying
ut − uxx = f (x), 0 < x < 1, 0 < t ≤ 1,
u(x, 0) = 0, 0 ≤ x ≤ 1,
ux(0, t) = ux(1, t) = 0, 0 ≤ t ≤ 1,
u(x, 1) = g(x), 0 ≤ x ≤ 1,
(1.1)
where f (x) is the heat source depending only on the spatial variable and u(x, 1) = g(x) is the supplementary condition.
In applications, input data g(x) can only be measured, and there will be measured data function gδ(x) which is merely in
L2(0, 1) and satisfies
‖g − gδ‖L2(0,1) ≤ δ, (1.2)
where the constant δ > 0 represents a noise level of input data.
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By separation of variables, the solution of the problem (1.1) can be obtained as following:
u(x, t) =
∞−
n=1
1− e−n2π2t
n2π2
fnXn, (1.3)
where
{Xn =
√
2 cos nπx, (n = 1, 2, . . .)} (1.4)
is an orthogonal basis in L2(0, 1), and
fn =
√
2
∫ 1
0
f (x) cos(nπx)dx. (1.5)
Making use of the supplementary condition, and defining the operator K : f → g , we obtain
g(x) = Kf (x) =
∞−
n=1
1− e−n2π2
n2π2
fnXn. (1.6)
It is easy to see that K is a linear compact operator, and the singular values {σn}∞n=1 of K are
σn = 1− e
−n2π2
n2π2
, (n = 1, 2, . . .). (1.7)
On the other hand,
g(x) =
∞−
n=1
gnXn, (1.8)
where
gn = (g, Xn) =
√
2
∫ 1
0
g(x) cos(nπx)dx. (1.9)
So
(g, Xn) = σnfn(Xn, Xn), (1.10)
i.e.,
fn = σ−1n (g, Xn) = σ−1n gn. (1.11)
Therefore
f (x) = K−1g(x) =
∞−
n=1
1
σn
gnXn =
∞−
n=1
n2π2
1− e−n2π2 gnXn. (1.12)
Note that 1
σn
= O(n2) as n →∞, thus the exact data function g(x)must satisfy the property that (g, Xn) decays rapidly
as O(n−2). But for the measured data function gδ(x), it is hard to expect that it has the same decay rate in L2(0, 1). So this
problem is ill-posed, i.e., the solution does not depend continuously on the given data. Hence this problem cannot be solved
by using classical numerical methods, and it needs some regularization techniques, refer to [18]. In this paper, a more direct
and simple truncation method is used to solve this problem. Before doing that, an a-priori bound on the heat source is
imposed as
‖f ‖Hp(0,1) ≤ E, p ≥ 0, (1.13)
where E > 0 is a constant, ‖ · ‖Hp(0,1) denotes the norm in Sobolev space, Hp(0, 1) is defined by [19] as
‖f ‖Hp(0,1) =
 ∞−
n=1
(1+ n2)p|fn|2
 1
2
. (1.14)
The truncation regularization method has been studied for solving various types of inverse problems. Eldén et al. [20]
used the truncation method to analyze and compute the IHCP, Fu et al. [21] used it to solve the BHCP, Qian et al. [22] used it
to consider the numerical differentiation, Regińska and Regiński [23] applied the idea of truncation to a Cauchy problem for
the Helmholtz equation. In [20–23], the ill-posedness of the problem was caused by the high frequency components. They
all used the truncation method to eliminate all high frequencies, and this truncation method is called the Fourier method.
Trong et al. [17] also applied the truncation method to the source identification problem in the bounded domain, but they
still used the Fourier transform. The truncation method of this paper was ever used to consider a Cauchy problem for the
Laplace equation in the bounded domain in [24].
This paper is organized as follows. Section 2 gives a regularization solution and error estimation. Section 3 gives three
examples to illustrate the accuracy and efficiency of this method. Section 4 puts an end to this paper with a brief conclusion.
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2. Regularization solution and error estimate
From (1.12), small errors in the components of large n can blow up and completely destroy the solution. Eliminating all
the components of large n from the solution and instead considering (1.12) only for n ≤ N , leads to a regularized solution
fδ,N(x) =
N−
n=1
1
σn
(gδ, Xn)Xn =
N−
n=1
n2π2
1− e−n2π2 g
δ
nXn, (2.1)
where
gδn = (gδ, Xn) =
√
2
∫ 1
0
gδ(x) cos(nπx)dx. (2.2)
Identity (2.1) indicates that fδ,N(x) is close to the exact solution f (x)when the parameterN becomes very large. On the other
hand, if the parameter N is fixed, fδ,N(x) is bounded. So the positive integer N plays the role of a regularization parameter.
Before obtaining the main conclusion, we first give the important lemma.
Lemma 2.1. If n ≥ 1, we have the following inequality:
1
1− e−n2π2 ≤ 2. (2.3)
The main conclusion of this paper is the following theorem.
Theorem 2.1. Let fδ,N(x) be the regularized solution given by (2.1) and f (x) be the exact solution given by (1.12). Let gδ(x) be
the measured data at t = 1 satisfying (1.2) and priori condition (1.13) holds for p > 0. Choosing N = [b],
b =

E
δ
 1
p+2
, (2.4)
we obtain the following estimate:
‖f (·)− fδ,N(·)‖L2(0,1) ≤ (2π2 + 1)δ
p
p+2 E
2
p+2 , (2.5)
where [b] with square bracket denotes the largest integer less than or equal to b.
Proof. Note that condition ‖g − gδ‖L2(0,1) ≤ δ gives
∞−
n=1
(gn − gδn)2 ≤ δ2. (2.6)
Considering the triangle inequality, (1.2), (1.13) and (2.3), we obtain
‖f (·)− fδ,N(·)‖L2(0,1)
=
 ∞−
n=1
fnXn −
N−
n=1
n2π2
1− e−n2π2 g
δ
nXn

L2(0,1)
≤
 ∞−
n=1
fnXn −
N−
n=1
n2π2
1− e−n2π2 gnXn

L2(0,1)
+
 N−
n=1
n2π2
1− e−n2π2 gnXn −
N−
n=1
n2π2
1− e−n2π2 g
δ
nXn

L2(0,1)
≤
 ∞−
n=1
fnXn −
N−
n=1
fnXn

L2(0,1)
+ sup
1≤n≤N
n2π2
1− e−n2π2
 N−
n=1
(gn − gδn)Xn

L2(0,1)
≤
 ∞−
n=N+1
fnXn(1+ n2) p2 (1+ n2)− p2

L2(0,1)
+ sup
1≤n≤N
2π2n2
 ∞−
n=1
(gn − gδn)2
∫ 1
0
XnXndx
 1
2
≤ sup
n≥N+1
(1+ n2)− p2
 ∞−
n=N+1
fnXn(1+ n2) p2

L2(0,1)
+ 2π2N2
 ∞−
n=1
(gn − gδn)2
 1
2
≤ (N + 1)−p
 ∞−
n=1
f 2n (1+ n2)p
∫ 1
0
XnXndx
 1
2
+ 2π2N2δ ≤ (N + 1)−pE + 2π2N2δ.
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Since N = [b], i.e., N ≤ b < N + 1, we can estimate
‖f (·)− fδ,N(·)‖L2(0,1) ≤ b−pE + 2π2b2δ. (2.7)
Now using (2.4), we obtain
‖f (·)− fδ,N(·)‖L2(0,1) ≤ (2π2 + 1)δ
p
p+2 E
2
p+2 .  (2.8)
Remark 2.1. If p > 0, ‖f (·) − fδ,N(·)‖L2(0,1) ≤ (2π2 + 1)δ
p
p+2 E
2
p+2 → 0 as δ → 0. Hence fδ,N(x) can be viewed as the
approximation of the exact solution f (x).
Remark 2.2. The error estimate (2.5) is an order optimal error boundon the setMp,E ⊂ L2(0, 1)whereMp,E = {f ∈ L2(0, 1) :
‖f ‖p ≤ E}, according to the general results from [25,26].
3. Numerical example
In this section, we will describe a numerical implement of the proposed method and give some different type examples
to verify the efficiency and accuracy of this method. Identity (2.1) indicates that
fδ,N(x) =
∫ 1
0
2
N−
n=1
1
σn
gδ(s) cos(nπs) cos(nπx)ds. (3.1)
We use Trapezoid’s rule to approach the integral and choose the sum of the front M terms to approximate (3.1). After
considering an equidistant grid 0 = x0 < x1 < · · · < xM = 1,

xk = kM , k = 0, . . . ,M

, we get
fδ,N(xi) = 2
M−
k=1
N−
n=1
1
σn
gδ(xk) cos(nπxk) cos(nπxi)h, (3.2)
where
h = 1
M
(3.3)
and M is the constant parameter. From the following examples, we obtain that M is not a regularization parameter and is
only used to calculate the integral
 1
0
√
2gδn(x) cos nπxdx.
To test the accuracy of the approximate solutions, we use the relative root mean square error (RRMSE) defined as
RRMSE(f ) =

M∑
i=0
(fδ,N(xi)− f (xi))2
M∑
i=0
(f (xi))2
, (3.4)
where RRMSE(f ) depends on the regularization parameters N,M and p.
Test 1. Let us first give an examplewhich has the exact expression of solution (u(x, t), f (x)). It is easy to see that the function
u(x, t) = cosπx(1 − e−π2t) and the function f (x) = π2 cosπx are the exact solutions of the problem (1.1). Consequently,
the data function is g(x) = cosπx(1 − e−π2). Adding a random distributed perturbation to each data function, we obtain
the measurable data vector gδ , i.e.,
gδ = g + ε randn(size(g)). (3.5)
The function ‘‘randn(·)’’ generates arrays of random numbers whose elements are normally distributed with mean 0,
variance σ 2 = 1, and standard deviation σ = 1. ‘‘ Randn(size(g))’’ returns an array of random entries that is the same
size as g . The total noise level δ can be measured in the sense of root mean square error (RMSE) according to
δ = ‖gδ − g‖2 =

1
M + 1
M−
i=0
(gi − gδ,i)2
 1
2
. (3.6)
Through the basic calculation, we obtain E = π22 p−12 . The regularization parameter N is obtained according to (2.4), i.e.,
N =
[ E
δ
 1
p+2
]
.
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Table 1
Relative error RRMSE(f ) for ε = 0.01, p = 4 under differentM , for Example 2.
M 10 50 100 200 400 800 1600 3200
RRMSE(f ) 0.0632 0.0300 0.0188 0.0147 0.0080 0.0043 0.0040 0.0024
Table 2
Numerical test results with e1 := ‖f − fδ,N‖L2(0,1) , e2 := (2π2 + 1)E
2
p+2 δ
p
p+2 with different p,namely (a) p = 4, E = 27.955 (b) p = 6, E = 55.831
(c) p = 8, E = 111.662 (d) p = 10, E = 223.32, for Example 2.
(a)
ε δ N e1
e1
e2
10−1 5.60× 10−2 2 1.4996 0.1628
10−2 5.70× 10−2 4 0.1315 0.0654
10−3 5.81× 10−4 6 0.2966 0.6775
10−4 5.74× 10−5 8 0.0530 0.5663
10−5 5.37× 10−6 13 0.0208 1.0759
10−6 5.076× 10−7 19 0.0050 1.1462
(b)
10−1 5.69× 10−2 2 1.76× 100 0.2668
10−2 5.80× 10−2 3 9.55× 10−1 0.7976
10−3 5.80× 10−4 4 3.44× 10−2 0.1623
10−4 5.91× 10−5 5 9.70× 10−3 0.2547
10−5 5.71× 10−6 7 7.20× 10−3 1.0890
10−6 5.88× 10−7 9 4.97× 10−4 0.4155
(c)
10−1 5.75× 10−2 2 1.27× 100 0.2341
10−2 5.80× 10−2 2 1.99× 10−1 0.2301
10−3 5.71× 10−4 3 1.99× 10−2 0.1467
10−4 5.65× 10−5 4 3.10× 10−3 0.1444
10−5 5.73× 10−6 5 1.10× 10−3 0.3087
10−6 5.81× 10−7 6 2.15× 10−4 0.3933
(d)
10−1 5.75× 10−2 1 5.53× 10−1 0.1159
10−2 5.80× 10−2 2 3.85× 10−1 0.5517
10−3 5.80× 10−4 2 2.68× 10−2 0.2608
10−4 5.86× 10−5 3 9.90× 10−3 0.6498
10−5 5.92× 10−6 4 8.62× 10−4 0.3834
10−6 5.73× 10−7 5 1.88× 10−4 0.5871
Table 1 shows thatM has small influence on the relative error when it becomes large. So we shall always takeM = 400
in the following examination.
Table 2 indicates the dependence of the convergence rates on the noise level. For different values of ε, the rates
coincide with Theorem 2.1 very well. As a comparison, we may conclude that O

δ
4
5

is the best possible rate for (2.5),
i.e., p = 8, E = 111.62.
It can be seen from Fig. 1 that the numerical results are quite satisfied. Even with the noise level up to ε = 0.08, the
numerical solutions are still in good agreement with the exact solution.
Test 2. In practice, we want to identify the heat source, so we cannot obtain the exact solution f (x) which satisfies the
problem (1.1). Thus ‖f ‖Hp(0,1) is usually not known and an exact priori bound E cannot be obtained. But if we choose E = C
and
N =

C
δ
 1
p+2

, (3.7)
we can also obtain
‖f (·)− fδ,N(·)‖L2(0,1) ≤ Dδ
p
p+2 → 0, as δ → 0, (3.8)
where the constant D depends upon C and the parameter p. In the following Examples 2 and 3, we choose C = 1 and
N =
[ 1
δ
 1
p+2
]
.
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Fig. 1. The comparisons between the exact solution and its computed approximations with M = 400, p = 4, and various noise levels, namely
ε = 0.02(·–), ε = 0.04(. . .), ε = 0.06(.), ε = 0.08(– –), for Example 2.
Let the first-order derivative df (x)dx and the second-order derivative
d2f (x)
dx2
of function f (x) which denotes the heat source
be given approximately as
df (x)
dx
≈ f (x+1x)− f (x)
1x
,
d2f (x)
dx2
≈ f (x+1x)− 2f (x)+ f (x−1x)
(1x)2
.
We proposed a finite difference scheme based upon the Crank–Nicolsonmethod. Here we discretize the problem (1.1) as
follows. Considering an equidistant grid 0 = x0 < x1 < · · · < xM = 1

xi = ih, h = 1M , i = 0, . . . ,M

, 0 = t1 < t2 < · · · <
tm = 1

tj = jτ , τ = 1m , j = 0, . . . ,m

, we discretize the problem (1.1) with respect to the variable x and t as follows,
DU j+1 = CU j + B, 0 ≤ j ≤ m− 1,
U(xi, 0) = 0, 0 ≤ i ≤ M,
−DxU j+
1
2
0 +
h
2
δtU
j+ 12
0 =
h
2
f (x0), 0 ≤ j ≤ m− 1,
DxU
j+ 12
M +
h
2
δtU
j+ 12
M =
h
2
f (xM), 0 ≤ j ≤ m− 1,
(3.9)
where
D =

1+ τ
h2
− τ
2h2
− τ
2h2
1+ τ
h2
− τ
2h2
. . .
. . .
. . .
− τ
2h2
1+ τ
h2
− τ
2h2
− τ
2h2
1+ τ
h2

, (3.10)
C =

1− τ
h2
τ
2h2
τ
2h2
1− τ
h2
τ
2h2
. . .
. . .
. . .
τ
2h2
1− τ
h2
τ
2h2
τ
2h2
1− τ
h2

, (3.11)
B =
 τ
2h2
(uj0 + uj+10 )+ τ f (x1), τ f (x2), . . . , τ f (xM−2),
τ
2h2
(ujM + uj+1M )+ τ f (xM−1)
T
,
uji = u(xi, tj), U j = (u(x1, tj), u(x2, tj), . . . , u(xM−2, tj), u(xM−1, tj))T ,
DxU
j+ 12
0 =
U
j+ 12
1 − U j+
1
2
0
h
, δtU
j+ 12
0 =
U j0 − U j−10
τ
, DxU
j+ 12
M =
U
j+ 12
M − U j+
1
2
M−1
h
.
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a b
c d
Fig. 2. The comparisons between the exact solution and its computed approximations with M = m = 400, p = 2, and various noise levels, namely
(a) ε = 0.001, (b) ε = 0.0001, (c) ε = 0.00001, (d) ε = 0.000001, for Example 3.
The tests constructed are as follows:
(i) Choose a solution f (x), 0 ≤ x ≤ 1, and get the measurable data g(x) by solving the direction problem (3.9).
(ii) Obtain the measurable data gδ(x) according to (3.5).
(iii) Use gδ as the data function, and obtain the computed approximation fδ,N(x) from (3.2).
(iv) Compare the computed approximation with the exact solution.
Example 2. Consider the following direct problem:ut − uxx = f (x), 0 < x < 1, 0 < t ≤ 1,
u(x, 0) = 0, 0 ≤ x ≤ 1,
ux(0, t) = ux(1, t) = 0, 0 ≤ t ≤ 1,
(3.12)
with the heat source function
f (x) = sin 4πx, 0 ≤ x ≤ 1. (3.13)
Example 3. Consider the following discontinuous case:
f (x) =

−1, x ≤ 0.25,
1, 0.25 < x ≤ 0.5,
−1, 0.5 < x ≤ 0.75,
1, else.
(3.14)
Fig. 2 displays that as the amount of noise ε decreases, the regularized solutions approximate better the exact solution.
Fig. 3 shows that the regularized solutions are not as good as in the previous examples, but they are reasonable because
(3.14) is discontinuous.
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Fig. 3. The comparisons between the exact solution and its computed approximations with M = m = 400, p = 2, and various noise levels, namely
(a) ε = 0.001, (b) ε = 0.0001, (c) ε = 0.00001, (d) ε = 0.000001, for Example 3.
4. Conclusions
In this paper, the spatial-dependent heat source is determined by using the truncation method and a converge error
estimate between the exact solution and the regularized solution is obtained. Moreover, the error estimation is order
optimal. In addition, some numerical results are presented to demonstrate the accuracy and efficiency of the proposed
method.
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