Interest in superconducting microresonators has grown dramatically over the past decade. Resonator performance has improved substantially through the use of improved geometries and materials as well as a better understanding of the underlying physics. These advances have led to the adoption of superconducting microresonators in a large number of low-temperature experiments and applications. This review outlines these developments, with particular attention given to the use of superconducting microresonators as detectors.
INTRODUCTION
Superconducting microresonators are simple and versatile devices. Although superconducting microresonators have been used since the 1960s, interest in these devices has grown especially rapidly over the past decade, triggered by the demonstration of highperformance transmission-line microresonators as sensitive photon detectors (1) and the subsequent adoption of this type of resonator for quantum-state readout of superconducting qubits (2) . Superconducting microresonators are now the subject of intense study and are targeted for a wide variety of applications including dark matter search experiments, neutrino mass experiments, frequency-multiplexed readout of cryogenic detector arrays, quantum circuits including qubit readout, simulation of quantum many-body systems, coupling to nanomechanical systems, and quantum-limited parametric amplifiers. Combined, these applications exploit a broad range of phenomena in superconductivity, including ultralow dissipation, the kinetic inductance effect, nonlinear response, and nonequilibrium dynamics. The relative ease of probing these phenomena in a wide range of materials using microresonator measurements has stimulated a fresh look at these topics and has led to significant advances in several areas. In addition, understanding the detailed behavior of superconducting microresonators requires branching out into other areas of condensed matter physics, especially two-level systems (TLS) in amorphous materials.
In the simplest case, a superconducting microresonator may be produced by depositing a superconducting thin film on an insulating substrate and applying standard lithographic patterning techniques to produce a resonator structure. As illustrated in Figure 1 , the resonator may either be a lumped-element circuit, e.g., a meandered inductor and an interdigitated capacitor, or a transmission-line resonator. These simple single-layer structures permit use of high-quality crystalline substrates and a wide variety of superconducting films, and therefore provide an opportunity to achieve extremely low dissipation. Indeed, much recent research has focused on understanding the physical origin of the remaining dissipation and finding ways to reduce it.
In this review, I focus on the observed properties of superconducting microresonators, the interpretation of the results using physical models, and the behavior of these devices when used as photon detectors before concluding with a survey of other microresonator applications. To set the stage, I start with a brief review of the basics of superconductor electrodynamics and its historical development. This is followed by a short summary of the results obtained with standard superconducting cavity resonators, providing a transition from electrodynamics to microresonators.
Microresonators are very attractive for detector applications because of their simplicity and because large arrays can be read out using frequency-domain multiplexing. Due to space limitations, little will be said about the science drivers that motivate the detector applications, nor will any attempt be made to place superconducting microresonator detectors in context; other sources can be consulted to fill in these gaps. A more general review describing the status and applications of millimeter-wave through far-IR superconducting detectors was given by Zmuidzinas & Richards (3); Moseley (4) provides an updated view. Mazin (5) discusses the history and applications of superconducting microresonator detectors. Irwin & Hilton (6) give a detailed review of the physics and applications of a different type of superconducting detector, the transition edge sensor. For additional information on detectors and applications, the proceedings of the biannual Low Temperature Detectors conference (7) are a good place to start.
SUPERCONDUCTOR ELECTRODYNAMICS

Historical Background
Heike Kamerlingh Onnes's 1911 discovery (8) illustrated the most familiar hallmark of superconductivity: the vanishing of the electrical resistance below the transition temperature T c . Two decades later, experiments (9, 10) showed that a large change in conductivity at the transition could be seen not only using direct currents, but also using alternating radiofrequency (RF; 1-10 MHz) currents. By 1940 (11) , this behavior was observed at microwave frequencies (1.5 GHz). It became clear that the electrical conductivity s(o) must exhibit a change from superconducting behavior to normal metal behavior at frequencies o between the microwave and IR bands, because no significant change in the optical absorption was observed upon passing through the superconducting transition (12) . This behavior was soon exploited to make the first superconducting IR bolometers (13) . The crossover from superconducting to normal behavior was eventually shown to occur in the millimeter through far-IR wavelength range (14, 15, 16) , consistent with a temperature-dependent electron energy gap of 2D(T) (with 2D % 3.5 kT c for T << T c ), which was a key feature of the Bardeen-Cooper-Schrieffer (BCS) theory published shortly thereafter (17, 18) .
Several decades before the electron-pairing BCS theory was proposed, Heinz London predicted (19) that a superconductor should in general have a small but nonzero dissipation for AC currents. This stands in contrast to the DC case, for which the resistance and associated λ/4 CPW resonator a b
Meander inductor plus interdigitated capacitor resonator , because these quantities are linearly proportional to f(E). Thus, in theory the microwave dissipation of a superconductor may be made arbitrarily low-one simply needs to operate at a sufficiently low temperature. However, the imaginary part of the conductivity, associated with the inertia of the superconducting electrons, remains finite: Note that the leading 1/o factor reflects the finite inertia of the Cooper pairs. These behaviors indicate that at low temperatures, i.e., T << T c , the dissipative response of the electron system is very small compared to the reactive response, s 1 << s 2 , reflecting the relative paucity of quasiparticles compared to Cooper pairs. If we look more closely, we find that ds 2 (o, T) ¼ s 2 (o, T) -s 2 (o, 0) / e -D/kT because this quantity is also linearly proportional to f(E). Thus, both s 1 and ds 2 are proportional to the quasiparticle density n qp for T << T c .
Surface Impedance
In most cases, the complex conductivity is not directly accessible experimentally; instead, the complex surface impedance Z s ¼ R s þ iX s is the quantity being probed. Calculation of the surface impedance in the general case is not simple and requires numerical techniques; References 22-24 provide entry points into the literature and should be consulted for more detail. However, examination of several simple limiting cases provides considerable insight. For thick films in the local limit, the surface impedance and complex conductivity are related by where
. The theoretical surface impedance at zero temperature is purely reactive and may be expressed in terms of the penetration depth l:
where, in the local limit,
8 :
A similar equation may be written for thick films in the extreme anomalous regime, which occurs when the response is no longer local because the electron mean free path l is long compared to the distance over which the field varies significantly: Z s ðo, TÞ ¼ im 0 ol½1 þ idsðo, TÞ=s 2 ðo, 0Þ À1=3 , 9 :
where the complex conductivity is still calculated according to Equations 1 and 2, except that now the penetration depth is given by l e.a. ¼ l local
and is in fact independent of l because l local / l À1/2
. Equations 6 and 9 hold when the superconductor is thick compared to the corresponding penetration depth, t >> l. If the opposite is true and we are dealing with superconducting films that are sufficiently thin so that the current density is essentially constant throughout the film thickness t, we may write For a film that is thin enough so that diffusive surface scattering limits the electron mean free path, Equation 8 gives l 2 local / r n / 1=t, and the effective penetration depth varies inversely as the square of the film thickness, l thin / 1/t 2 .
These results may be summarized by relating the first-order fractional perturbation in the surface impedance to the fractional perturbation in the conductivity, dZ s ðo, TÞ Z s ðo, 0Þ % Àg dsðo, TÞ sðo, 0Þ , 1 3 : which explicitly shows the exponential rise with decreasing temperature [note sinhðxÞ K 0 ðxÞ $ ffiffiffiffiffiffiffiffiffiffi ffi p=8x p as x ! 1]. In the limit ħo<< k B T, this result may be further approximated as
illustrating the 1/o dependence at low frequencies visible in Figure 2 . Here g EM ¼ 0.577. . . is the Euler-Mascheroni constant.
Density of States Broadening
Another issue to consider, especially for high-resisitivity materials such as TiN or NbTiN, is the possibility that the density of states function r(E) is broadened relative to that predicted by the BCS theory. Indeed, on the basis of tunneling spectra measured for granular aluminum films at temperatures T << T c , Dynes et al. (26) argue that the density of states is well approximated by the form
which results from making the substitution E ! E -iG into the BCS density of states function. Here, G is the energy broadening parameter; Dynes et al. found a roughly linear dependence between the resistivity and the best-fit value of G. The effect of energy broadening on the surface impedance can be calculated by substituting the broadened density of states into the Mattis-Bardeen equations (1, 2). This approach has been followed by Barends et al. (27) in their analysis of a NbTiN coplanar waveguide (CPW) resonator, and has also been discussed by Noguchi et al. (28) . Note that Mitrović & Rozema (29) argue that the correct form for the broadened density of states is obtained by providing the gap parameter with an imaginary part, D ! D -iG, rather than the energy. Furthermore, while disorder may smear the singularity near the gap, the density of states in the sub-gap region of a disordered superconductor is theoretically expected to decay very rapidly, as an exponential rather than as a Lorentzian (30; as emphasized by M. Skvortsov). A careful experimental study of the properties of high-Q microresonators over a broad range of frequency and temperature could further illuminate this issue. Finally, as a note of caution when interpreting tunneling data, Pekola et al. (31) have shown that thermal noise from the environment can produce photon-assisted tunneling currents in normal-insulator-normal (NIS) tunnel junctions that mimic the effect of a broadened density of states.
SUPERCONDUCTING CAVITY RESONATORS
The tremendous technical advances resulting from the development of radar in World War II revitalized the study of microwave superconductivity (32) (33) (34) . Superconducting microwave cavity resonators quickly became the focus of many of these experiments because the high quality factors that could be achieved allowed subtle details of the electrodynamics to be measured. Furthermore, high-quality cavities were needed for applications, especially for use in particle accelerators. These studies showed that, in contrast to the remarkable MattisBardeen prediction, the microwave dissipation did not continue its exponential decrease indefinitely as the temperature was reduced to values far below T c . Instead, the surface resistance approached a nonzero limiting or residual value, R res , whose value was not www.annualreviews.org Superconducting Microresonators 175 intrinsic to the superconductor (often niobium) but instead dependent on the quality and production methods of the materials used; cavity fabrication and assembly procedures; surface conditions including oxidation, polishing methods, and protective coatings; heat treatments, bake-out and cooldown protocols; magnetic shielding and flux trapping, etc. With sufficient attention to these details, remarkably high resonator quality factors were achieved, of order Q r $10 11 or higher (35) (36) (37) (38) (39) (40) (41) .
In general, a freely oscillating cavity or resonator will lose energy due to dissipative losses as well as due to the coupling to the external circuit. The external circuit is usually a transmission line or waveguide (or several of these) capable of carrying away power to a remote termination, and therefore has a dissipative impedance. The overall resonator quality factor Q r is given by
where the internal quality factor Q i describes the dissipative losses and the coupling quality factor Q c describes the strength of the coupling. For a cavity, the internal and surface impedance quality factors, Q i and Q s , are related by a coefficient that characterizes the fraction of the cavity energy that is stored in the penetration-depth layer. This fraction is quite small, so Q i >> Q s :
where g is a geometrical factor of order unity (typically $0.3) dependent on the cavity geometry and mode, l RF ¼ c/n is the free-space wavelength, and l sc << l RF is the field penetration depth of the superconductor. The maximum surface impedance quality factor achieved with niobium cavities in the 1. 
SUPERCONDUCTING MICRORESONATORS
Thin-Film Transmission Lines
Pippard (33) understood that the use of a superconductor in a parallel-strip transmission line, similar to what is today known as a microstrip line (see Figure 3) , would result in a change of the phase velocity due to the inductance contributed by the surface impedance,
Indeed, the inductance per unit length of a line made using a perfect conductor (s ! 1) is approximately given by L ¼ m 0 h=w, where h is the dielectric thickness and w is the microstrip width, provided that w >> h so that fringing fields may be ignored. The capacitance per unit length in this limit is C ¼ E r E 0 w=h, where E r is the relative dielectric constant of the substrate. The phase velocity of the fundamental TEM-like mode is c ¼ 1=
As discussed by Pippard and others (33, (42) (43) (44) (45) , the use of a superconductor causes an increase in the inductance, L ¼ m 0 ðh þ 2l sc Þ=w, as if the spacing between the superconducting films had increased by 2l sc . The capacitance remains unchanged because the scale length for screening of electric fields in a conductor is of atomic scale. The fraction of the total inductance of the line that is contributed by the superconductor is
The increased inductance causes a reduction in the phase velocity, by the factor ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 1 À a ms p , to c ¼ ð1 þ 2l sc =hÞ À1=2 c= ffiffiffi ffi E r p . More accurate expressions for the properties of superconducting microstrip lines that include the effects of fringing fields may be found in the literature (46, 47) . Alternatively, microstrip properties may be quickly calculated using modern electromagnetic simulation software.
Microstrip lines may be fabricated by depositing three film layers (superconductor, insulator, superconductor) on a substrate and patterning the top superconductor layer. In this case, the dielectric thickness h would typically lie in the range of 0.1 -1 mm. Alternatively, the substrate may itself serve as the microstrip dielectric, with superconducting films deposited on the top and bottom surfaces, in which case h $ 100 -500 mm. In both cases, h is quite small compared to the free-space wavelength l RF % 30 cm Â (1 GHz/n), so a ms >> l sc /l RF . Therefore, compared to a cavity resonator (Equation 21), a microstrip resonator limited by conductor losses has a considerably lower internal quality factor Q i ¼ a À1 ms Q s for the same value of Q s . As Pond et al. (45) point out, the kinetic inductance fraction can even approach unity if a thin superconducting film with a high normal-state resistivity r n is used (see Equations 8 and 12). For some applications, e.g., low-noise oscillators, the lower quality factor of microresonators as compared to cavity resonators is a serious disadvantage. For other applications, e.g., detectors, the combination of high kinetic inductance fraction and very small active volume provides microresonators with a tremendous advantage.
The CPW (Figure 3 ) is another popular superconducting transmission line structure. One advantage of CPW as compared to microstrip is that only one superconducting film layer is required. However, the kinetic inductance fraction of CPW is generally smaller than that for thin-film microstrip. This can be seen from the crude estimate a CPW $ l sc /w, and by noting that typical CPW center strip widths w $ 2 -10 mm are larger than the 0.1 -1 mm film thickness of deposited dielectrics used for microstrip lines. The kinetic inductance fraction of superconducting CPW lines may be accurately calculated using analytical formulae (48), conformal mapping methods (24) , or direct electromagnetic simulation, and these methods generally yield results consistent with measurements (49).
A Brief History
It has long been appreciated that superconducting thin-film transmission lines and resonators could be very useful in a number of applications; however, success in these applications depends on the level of resonator performance that can be achieved in practice. For example, although Landauer (50) been demonstrated (51) . As we outline below, microresonator performance has been improving steadily since the 1960s, with an especially rapid increase over the past decade. This progress can be attributed to the use of better materials, improved fabrication tools and processes, attention to experimental conditions such as shielding of magnetic fields and stray radiation (52) , and, especially, a better understanding of the relevant physics.
In 1969, Mason & Gould published a study (43) . Given the 880-nm thickness of the SiO dielectric, the kinetic inductance fraction was around a ms % 0.12, so a value of Q s $ 7 Â 10 3 was achieved, a significant step forward and not far from the Mattis-Bardeen value at (55) reported results from microstrip resonators made by depositing and patterning both Nb (r n ¼ 2.6 mO cm) and NbTiN (r n ¼ 90 mO cm) films on sapphire substrates. The resonator was formed by inverting the substrate and placing it on top of another sapphire substrate, with a bulk niobium foil below serving as the ground plane. The kinetic inductance fraction of this arrangement is quite low due to the 130-mm substrate thickness. The measurement fits indicate zero-temperature residual surface resistances of 1.3 mO (Nb) and 5.9 mO (NbTiN), which correspond to Q s % 1.3 Â 10 3 for both films, which is comparable to or somewhat lower than earlier work. Starting in 2000, the possibility of using superconducting microresonators as detectors stimulated exploratory measurements at Caltech and the Jet Propulsion Laboratory (JPL). Initially this work was focused on thin-film microstrip resonators. Using materials such as Nb and Al and with evaporated SiO as the dielectric, resonator quality factors around 5 Â 10 4 were measured (see Figure 4) . However, these resonators showed complex behavior as a function of temperature and microwave power that deviated strongly from the Mattis-Bardeen predictions. This behavior was not understood at the time; in 2005 the work of Martinis et al. (56) showed that TLS in the amorphous thin-film dielectric were likely responsible for these effects. Considerably better microstrip resonators have since been demonstrated (57) .
In an effort to simplify the situation, the Caltech/JPL group switched to resonators using CPW lines (see Figures 1, 3 , and 5), made from a single superconducting film deposited on a high-quality crystalline substrate such as silicon or sapphire. In some cases, very high-quality factors were achieved, around Q r ¼ 2 Â 10 6 (1, 58), indicating a surface impedance quality factor of at least Q s $ 10
5
. These results have now been reproduced and extended by a number of other groups (59, 60) .
In 2008, Barends et al. (27) published measurements of a CPW resonator made using NbTiN deposited on a silicon substrate. The 300-nm-thick NbTiN film with T c ¼ 14.8 K had a resistivity of r n ¼ 170 mO cm, which was several orders of magnitude higher than standard metals, giving a large kinetic inductance fraction of a CPW ¼ 0.35. The measured quality factor was Q r ¼ 6 Â 10 5 , indicating a lower limit to the surface impedance quality factor of lumped-element resonators (62) of the type shown in Figure 1 . Stoichiometric TiN films deposited on silicon substrates gave T c ¼ 4.5 K, r n ¼ 100 mO cm, and a kinetic inductance fraction a ¼ 0. 74 
Radiation Loss
As illustrated in Figure 6 , the performance of superconducting microresonators has improved dramatically over the past four decades. Resonator quality factors above 10 6 are now routinely achieved using single-layer structures deposited on high-quality, low-loss crystalline substrates.
Achieving high-quality factors requires minimizing all potential sources of dissipation including loss due to radiation into free space. Loss due to radiation into the external circuit is accounted for by the coupling quality factor Q c and may be engineered by varying the proximity of the resonator to the readout feedline. Incidentally, using a large value of Q c strongly suppresses photon thermal conduction between the resonator and the readout circuit (64) . As a general rule, free-space radiation loss may be minimized by allowing currents with opposite polarities to flow in close proximity. As a result, any radiation produced by current in one polarity is very nearly cancelled by the radiation from the opposite polarity. Low radiation loss at microwave frequencies is therefore readily achievable using the small, micron-scale feature sizes available with modern lithography. A rough estimate of radiation loss may be made by considering a 50-O, half-wave CPW resonator on a semi-infinite substrate with dielectric constant e r ¼ 10. This plot shows lower limits to the surface impedance quality factor Q s derived from measurements of superconducting microresonators. The lower limits are derived by assigning the total measured resonator loss to the superconductor. Points labeled by three materials are microstrip structures. Points labeled by two materials indicate resonators made from a single superconducting film deposited on a crystalline substrate. The gray dashed line indicates typical results achieved with bulk Nb cavities, as discussed in Section 3. The blue points plotted are limited to the work discussed in Section 4 and do not represent a comprehensive literature search. Nonetheless, the graph serves to illustrate the general trend.
The electric field distribution in the CPW slots follows a sinusoidal standing-wave shape to high accuracy, so techniques developed to calculate the fields radiated by slot antennas (65, 66 ) may be applied. If the kinetic inductance fraction is small so that the effect on the phase velocity may be neglected, this structure has a radiation quality factor (A. Vayonakis & J. Zmuidzinas, unpublished calculation; 67) of
Here l 0 is the free-space wavelength at the resonance frequency and w is the center strip width. For Q rad > 10
6
, we require w/l 0 < 7 Â 10 À5 , or w < 2 mm at 10 GHz. Radiation loss may be reduced by using lower frequencies, minimizing the size of the resonator structure through the use of high kinetic inductance materials such as TiN or NbTiN, adopting a lumped-element resonator design as shown in Figure 1 , or all of the above.
Dissipation from Two-Level Systems
In practice, the maximum internal quality factor Q i of superconducting microresonators is often not limited by the superconducting material or radiation but instead by dissipation due to TLS in amorphous dielectrics. Such material is clearly present in the case that the resonator capacitor is a parallel-plate structure that uses a deposited amorphous dielectric film (56) . However, experiments have shown unequivocally that even when the devices do not use a deposited dielectric, and consist only of a patterned superconducting film on a high-quality crystalline substrate, a thin, TLS-hosting layer is still present on the surface of the device. As discussed below, the presence of TLS may be diagnosed by measuring the resonator frequency o r as a function of temperature and looking for small (typically do r /o r $ 10 -3 -10 -6 ) deviations from the Mattis-Bardeen prediction, with a characteristic shape described by a universal function of the dimensionless parameter ħo r /kT. This behavior is accompanied by an added dissipation that scales with the strength of the anomalous frequency shift and whose temperature dependence also follows a characteristic universal shape. Most notably, the TLS dissipation saturates significantly with increasing measurement power; in contrast, the frequency shift shows only a weak power dependence. This complex behavior is predicted by TLS theory and has now been routinely observed in a wide variety of samples studied by many research groups. The prevalence of TLS in amorphous materials was proposed four decades ago (68, 69) as a way to explain the anomalous bulk properties (e.g., heat capacity) of these materials at low temperatures. TLS arise due to the random structure of amorphous materials, because occasionally it is possible for an atom or group of atoms to move between two local minima of the potential energy landscape by quantum tunneling over a barrier. The random nature of the amorphous material implies that the potential energy minima and the barrier height are also random, leading to a random, uniform distribution of TLS energy splittings. In general, the TLS are electrically active because the moving atoms carry a dipole moment, and therefore the TLS make a contribution e TLS (o, T) to both the real (reactive) and imaginary (dissipative) parts of the dielectric constant e. In weak fields the loss tangent due to TLS is given by
The microwave loss is dominated by TLS with energies E % ħo; the familiar hyperbolic tangent factor arises from the thermal occupation probabilities of the two quantum states. For k B T << ħo, the TLS only occupy the ground state, so the density of TLS per unit volume and energy. The earliest models (68, 69) suggested that the low-temperature loss tangent is independent of frequency because the TLS are uniformly distributed in energy; later studies (70) indicate that the distribution function is slowly increasing with energy in the RF and microwave range. In the opposite limit k B T << ħo, the upper state is well populated and stimulated emission cancels much of the absorption, leading to
The corresponding behavior of Re e TLS (o, T) can be found by applying the Kramers-Kronig transform, and causes the resonator frequency to shift by an amount (71, 72) ,
Ree TLS ðo, TÞ Ree
25:
Here, C is the complex digamma function and F TLS is the the fraction of the electric field energy that is contained in the TLS-hosting material. The filling factor F TLS also connects the lowfield (unsaturated) resonator dissipation to the TLS loss tangent through Q
À1
TLS ðo, TÞ ¼ F TLS d TLS ðo, TÞ. These predictions of TLS theory have been verified very well in experiments (24, 56, 73, 74) , through measurements of the temperature dependence of the resonant frequency and of the quality factor of superconducting microresonators at temperatures T << T c .
For a fixed operating temperature T, a simple way to reduce TLS loss is to operate at low frequencies, o << k B T/ħ. However, the frequency cannot be made arbitrarily low because TLS dissipation increases again below f min $ 0.3 MHz (T/1 K) 3 due to nonresonant relaxation (75) .
A second method to reduce loss is to use microwave fields that are strong enough to saturate the TLS (76); the expected dependence d TLS / [1 þ P/P c ] À1/2 with microwave power P was illustrated nicely by Martinis et al. (56) . Neither of these two methods is applicable if the resonator is intended to operate in the quantum-mechanical regime. A third method to reduce TLS loss is to find materials that have a lower TLS density. Martinis et al. (56) showed that SiN
) could have considerably lower loss than SiO 2 (d 0 $ 2 Â 10 À3 ). More recent work (77, 78) has shown that amorphous silicon and silicon-rich SiN x films deposited using the inductively coupled plasma chemical vapor deposition technique can achieve d 0 $ 2 Â 10 À5 .
Another method for reducing TLS loss is to avoid use of amorphous dielectric films. Indeed, this was the route that led to high-Q CPW resonators, which are fabricated on crystalline substrates. However, even these resonators do have some TLS loss, arising from a thin (a few nanometers) layer on the surface of the device. Although several earlier measurements had strongly pointed to the presence of TLS in such resonators (73, 79) , their existence in a 2D layer was established conclusively through geometrical scaling experiments (72) (see Figure 7) , which made use of the F TLS factor in Equation 25 . This layer could be either surface oxides or an adsorbed layer, depending on the materials used, the details of the fabrication, and measurement procedures, etc. The dissipation caused by this surface layer can be reduced by increasing the separation of the electrodes in the capacitive portion of the resonator, because this reduces F TLS . In a recent experiment using NbTiN CPW lines on silicon substrates (80), grooves were etched into the silicon in the CPW slot region. This resulted in Q i $ 4 Â 10 5 at single-photon excitation levels, about a factor of two improvement relative to their unetched devices. These results suggest that the native oxide at the silicon surface is responsible for a significant portion of the loss. It should be possible to make a TLS-free capacitor by designing a structure that uses a crystalline dielectric and has no exposed surfaces in regions having a strong electric field. The first step toward this ultimate goal was demonstrated recently by Weber et al. (81), who used silicon-on-insulator (SOI) wafers to produce parallel-plate capacitors with a 2-mm-thick layer of crystalline silicon as the dielectric. For capacitance values C ¼ 2 À 5 pF, 5-GHz resonator measurements at single-photon excitation levels indicated Q i $ 2 Â 10 5 , corresponding to F TLS d 0 $ 5 Â 10 À6 . At higher drive levels, Q i increases to $10 6 , indicating that TLS, perhaps located at the interfaces between the silicon and the aluminum electrodes, are indeed still contributing to the loss. It might therefore be possible to reduce the loss further through improvements to the fabrication process, paying close attention to the condition of the silicon surface prior to metallization. As a final comment, it is interesting to note the remarkable recent qubit measurements (82) demonstrating energy relaxation (T 1 ) timescales of $200 ms. These results indicate that the amorphous aluminum oxide used in the tunnel barrier of the qubit's Josephson junction has a loss tangent of order 4 Â 10 À8 , which is orders of magnitude lower than the values typically seen in larger-volume samples. As first discussed by Martinis et al. (56) , and again by Kim et al. (82) , the relevant volume in this case is so small that the discrete nature of the TLS is important. Indeed, the TLS are so few that their average frequency spacing is much larger than the TLS line width; instead of being frequency independent, the loss tangent varies dramatically with frequency. Because of this, it is possible to achieve very low values of loss in the deep valleys in between individual TLS resonances.
SUPERCONDUCTING MICRORESONATOR DETECTORS
The demonstration of superconducting microresonators with very high quality factors has opened up numerous new possibilities for superconducting detectors. A wide variety of schemes have been proposed and considered; the common denominator is the use of an array of www.annualreviews.org Superconducting Microresonators 183 microresonators spaced in frequency to allow multiplexed readout. This provides a simple, elegant solution to the long-standing readout problem that has impeded development of large arrays of superconducting detectors. Furthermore, wideband frequency multiplexing has become eminently practical given the advances in high-speed digital signal processing that allow a large number of carrier frequencies to be readily generated and measured by standard roomtemperature electronics (83) (84) (85) .
The simplest scheme is to use the resonator itself as the detector. This approach is commonly known as the microwave kinetic inductance detector (MKID). The physics of MKIDs and a simple model for calculating sensitivity are covered in detail in Sections 5.2 to 5.8; examples of MKIDs are described in Section 5.9. However, we first review a number of important precursors that led to the development of MKIDs.
Precursors
As mentioned earlier, superconductors have been used for detection for over seven decades. The first devices were bolometers (86) operated on the resistive transition at T ¼ T c . The possibility of a superconducting detector operating at T << T c was first suggested by Burstein et al. in 1961 (87) , who proposed the use of a superconducting tunnel junction to measure the quasiparticles produced by the absorption of energy capable of breaking Cooper pairs. This approach was studied intensively starting in the 1960s with the detection of alpha-particles, and accelerated rapidly in the 1980s and 1990s with detection of X-rays and eventually single optical photons (88) . However, interest in these devices has waned due to the difficulty of fabricating ultralow leakage tunnel junctions and the lack of a multiplexed readout scheme.
Another interesting suggestion for T < T c operation was McDonald's proposal (89) to use the temperature-dependent kinetic inductance for bolometer readout (see Figure 8 ). This device can be understood by writing Equation 2 in the limit ħo << D(T):
which shows that the temperature dependence of the gap energy D(T) is responsible for the variation of inductance with temperature. The changes in kinetic inductance were to be read out using a superconducting quantum interference device (SQUID) monitoring a bridge circuit excited by a $100-kHz current (see Figure 8 ). This bridge circuit allows a phase-sensitive measurement scheme: In principle, changes in both the inductance and the resistance (i.e., the complex impedance) of a superconducting meander line could be measured from the variations in the amplitude and phase of the galvanometer's output. At temperatures far below the transition, T << T c , the temperature variation of the kinetic inductance becomes exponentially small, / e ÀD0=kBT . However, the kinetic inductance continues to respond in a linear fashion to nonequilibrium changes in the quasiparticle population even as T ! 0. The presence of the distribution function f(D) in Equation 26 is a clear indication of this, though we should remember that D also responds linearly to f(E) as shown by Equation 4 . This point was understood by Bluzer (90) , who proposed a detector that used SQUIDs to measure the nonequilibrium changes in kinetic inductance produced by pair-breaking photons. A key aspect of such a device is that the fundamental noise limit is set by the generationrecombination fluctuations of the quasiparticle population, and, in theory, the noise produced by thermal quasiparticles vanishes exponentially with decreasing temperature (91) . The dissipative component of the conductivity (s 1 ) also responds linearly to nonequilibrium quasiparticles, as is evident from Equation 1. This effect is analogous to the current response of a tunnel junction detector, as was pointed out by Gulian & Van Vechten (92) and Van Vechten et al. (93) . They suggested that X-rays could be detected by illuminating a superconducting film with microwaves and measuring small changes in the reflected power, and discussed the possibility that this response might be enhanced through a positive feedback mechanism involving microwave amplification of the photoproduced quasiparticles.
Clearly, the detector sensitivity is controlled by the ability to measure very small changes in the conductivity ds. Furthermore, minimizing the superconducting volume is desirable in order to maximize the perturbation ds that occurs in response to a fixed energy deposition dE or a change dP in the radiation power absorbed. Both of these points suggest use of superconducting microresonators, and in fact this idea was described by Michael D. Jack in a 1990 patent (94) assigned to the Santa Barbara Research Center. To quote from the patent: "It has been found that Cooper pair breaking by incident photons results in a change in the kinetic inductance and a consequent shift in the resonance frequency of the superconducting transmission line." The patent goes on to describe a readout technique involving use of Schottky-diode detectors to measure the changes in microwave power transmitted through a resonator resulting from the frequency shift, as well as a multiplexing scheme involving coupling each resonator to the readout diode sequentially by means of superconducting critical-current switches. Although the patent is an early recognition of the promise of using superconducting microresonators for detection, the proposed readout scheme is complex and clearly not ideal. The electronics required for simultaneous phase-sensitive readout of a frequency-multiplexed MKID array at noise levels approaching fundamental limits was simply not yet on the horizon in 1990; the wireless communication revolution and the continued validity of Moore's law would soon remove this barrier. The kinetic inductance thermometer/bolometer proposed by McDonald is shown in panel a. The superconducting meander inductors labeled 1, 2, 3, and 4 are arranged in a Wheatstone bridge configuration. Two of the meanders (1, 2) are located on thermally isolated islands (blue), whose temperature can be adjusted independently using heaters (red). The bridge is excited using an AC generator I b and is read out using the SQUID galvanometer g (green) detailed in diagram b. Reprinted with permission from Reference 89. Copyright 1987, American Institute of Physics.
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Microwave Kinetic Inductance Detectors
The MKID concept was developed in 1999 by J. Zmuidzinas and H. G. Leduc, who were motivated by the previous work of Bluzer (90) and Sergeev & Reizer (91) . The distinguishing features included the use of superconducting microresonators, a phase-sensitive homodyne readout method using a wideband, low-noise cryogenic amplifier and room-temperature electronics, and multicarrier frequency-domain multiplexing. Figure 9 depicts the idea as originally conceived. The method of radiation coupling is not shown; the intention was to use an antennafed microstrip line to couple submillimeter-wave radiation to the inductor at its center, taking advantage of the microwave virtual ground at that point. Around this time, frequency-domain multiplexing of superconducting detectors was being discussed in other contexts, e.g., in conjunction with radio-frequency single electron transistor (RF-SET) amplifiers following tunneljunction detectors (95, 96) , or as a way of multiplexing transition-edge bolometers (97) . In all of these cases, the resonators were elements to be added to the scheme in order to allow multiplexing; in the MKID case, the resonators simultaneously served as detectors, which was a drastic simplification.
In early 2000, measurements of Nb/SiO/Nb microstrip resonators were performed in order to verify that the concept was feasible (see Figure 4) . As mentioned earlier, the microstrip experiments displayed a number of puzzling effects, such as the variation of the resonator quality factor Q r with readout power, and half a decade would pass before this behavior was connected to saturation of TLS in the amorphous SiO dielectric (56) . Meanwhile, Peter Day suggested switching to CPW resonators (see Figure 3 ) in order to simplify the structure, and by mid-2001 (58) this led to the demonstration of resonators with quality factors around Q r $ 10 6 (see Figure 5) . Detection experiments using 6 keV X-rays quickly followed (see Figure 10) , and in a few years the first journal paper (1) describing and demonstrating the concept was published. Figure 11 shows the equivalent circuit for an MKID array. Frequency multiplexing is straightforward: The MKID resonators have high impedance away from resonance, so the carrier frequency for a particular MKID is able to propagate past the other MKIDs without interacting.
Multiplexing scheme
Resonator Response
The transmission response (we use the standard scattering matrix description of the circuit response, and S 21 represents the forward scattering amplitude) of one MKID as a function of frequency is well described by the single-pole approximation,
which, by virtue of being a Mö bius transformation, maps the real o axis into a circle in the complex S 21 plane, as shown in Figure 11 . Here, x ¼ (o -o r )/o r is the fractional detuning of the generator frequency o from the resonance frequency, Q c is the coupling quality factor, and Q r is the resonator quality factor. On resonance, the transmission amplitude reaches its minimum value min(jS 21 j) ¼ 1 -Q r /Q c ; far away from resonance, the transmission is unity, jS 21 j ! 1. The value of Q r may be determined from the resonance linewidth, and recalling Equation 20 we may estimate the coupling and internal quality factors using
and
Photon absorption in the superconductor results in quasiparticle production and causes the resonance frequency and quality factor to change. For slow variations of these quantities, the change in complex transmission is described by the adiabatic response coefficients, and
The directions of A(o) and B(o) are tangent and normal, respectively, to the resonance circle, as illustrated in Figure 11 . Thus, for adiabatic perturbations dx(t) and dQ For zero detuning, the resonator transfer function is just a low-pass filter,
showing that the response rolls off for signal frequencies above the resonator bandwidth, n > n r / 2Q r . Although z is retained in the equations that follow, we usually examine only the adiabatic limit, z ! 1, which is valid when n << n r /2Q r . It is convenient to express the adiabatic response coefficients in terms of their maximum values for zero detuning and optimum coupling Q c ¼ Q i ¼ 2Q r . We introduce the phase angle, 
the coupling efficiency factor,
which reaches unity for optimum coupling Q c ¼ Q i , and also the detuning efficiency,
which is maximized when the generator is tuned to the center of the resonance
. This describes the additive noise of the amplifier, as characterized by its noise temperature T a . Depending on the readout carrier power, signal bandwidth, and the gain stability of the amplifier, multiplicative noise due to variations in the amplifier's complex gain (amplitude and phase) may also need to be considered. Fortunately, a variety of mitigation strategies (e.g., pilot tones interspersed between the readout tones, carrier suppression techniques, or more rapid signal modulation) may be deployed, so we assume that it is safe to ignore such effects. Including the amplifier's additive noise, we may write
À2jf g Â 2jdxðnÞ þ dQ À1 ðnÞ Ã zðn, oÞ þ dS a ðnÞ.
Here, dS a (t) ¼ dI a (t) þ jdQ a (t) is the fluctuation in the measured forward transmission caused by the amplifier noise, and is characterized by
all other correlations vanish. As expected, the signal-to-noise ratio in the transmission measurement improves with the generator power P g . Note that a portion of the generator power is absorbed in the resonator, given by P a ¼ w a P g , where the absorption efficiency is 
Noise from Two-Level Systems
In practice, superconducting microresonators are found to have excess frequency noise (1, 67, 73, 79, 98) varying with frequency as $f À1/2 and corresponding to transmission perturbations in a direction that is purely tangential to the resonance circle (see Figure 12 ). Amazingly, noise in the perpendicular direction corresponding to dissipation fluctuations is not seen even at levels well below the standard quantum limit (99 
44:
The spectral density S TLS (n) of dx TLS is observed (73) to vary with readout power as P À1=2 g and with temperature as T Àb with b ¼ 1.5 -2 (see Figure 13 ). Unfortunately, a microscopic theory for TLS frequency noise is not yet available; the only tool at hand is the semiempirical model of Gao et al. (98) . In this model, the fractional frequency noise is given by ($10   8 photons), and 3-5 GHz (see Figure 14) . Accounting for the higher temperature and operating power, this noise level is roughly an order of magnitude higher than that shown by Noroozian et al. (100) 
Figure 13
This figure illustrates the dependence of two-level systems (TLS) frequency noise with temperature and readout power. The fractional frequency noise S TLS (n ¼ 1 kHz) of a 4.4-GHz Nb/Si coplanar-waveguide resonator varies as $T À1.7 over the 0.1-1-K temperature range. The numbers on the right indicate the microwave readout power P g in decibels referenced to one milliwatt; the noise scales as S TLS / P À0:5 g . The readout power can be converted to internal power using (24) P int ¼ ð2Q 
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surfaces, are responsible for a significant portion of the noise. TLS noise spectra for other geometries and materials and an estimate for k(n, o, T) for amorphous films may be found in J. Gao's PhD thesis (24) . Much work remains to be done in this area to explore alternative capacitor geometries, materials, and operating conditions, and especially to develop a viable microscopic theory of the noise.
Nonlinear Response
In order to reduce TLS noise and to overcome amplifier noise, it is desirable to use a microwave readout power that is as large as possible. Consequently, MKIDs are usually operated in a regime in which the microwave currents are strong and nonlinearity is becoming important. It has long been known that superconductors exhibit a nonlinear response (102, 103) . For T << T c , we may write an expansion of the kinetic inductance L k of a superconducting strip in terms of the current: The two-level system fractional frequency noise measured at 1 kHz for a variety of resonators is plotted as a function of the stored microwave energy measured in photon units, N ¼ E/hn r . The data are as follows: (A) 320 nm Al on Si, w=3 mm and g=2 mm coplanar waveguide (CPW) (see Figure 3 ; abbreviated to 3-2), n r ¼ 5. where we recognize that the linear term must vanish due to symmetry considerations. Here, I 2 sets the scale of the quadratic nonlinearity and is expected to be of order the critical current. One manifestation of this effect is that the resonance frequency may shift with magnetic field because magnetic fields may induce circulating currents. This is especially important for CPW resonators, for which the extended superconducting ground plane acts to focus flux lines into the narrow CPW slot regions where the influence on the resonator is strongest. This effect was studied experimentally by Healey et al. (104) , who found a j ! Bj 2 dependence of the resonance frequency with magnetic field, as expected from Equation 46 . This is a nuisance for some practical applications such as telescope instruments that move in the Earth's field (105) . Such effects may be minimized by using resonator geometries that do not support circulating currents and do not have large ground planes covering the surface of the substrate. One example is the lumped-element resonator shown in Figure 1 .
In the limit that the film is thin compared to its penetration depth, we may use Equation 5 to express the surface inductance as
where t is the film thickness, as before. A strip of length l and width w has a kinetic inductance
We expect the fractional change in inductance due to the nonlinearity to be of order the ratio of the inductive energy to the pairing energy:
where k Ã is a dimensionless constant of order unity, J ¼ I/(wt) is the current density, and
A more rigorous discussion of the nonlinearity, based on the BCS theory, was given by Parmenter (106). Anthore et al. (107) presented tunneling measurements of the density of states of a current-carrying superconductor as well as a comparison to calculations using the Usadel equations. They find that the gap varies quadratically with current according to
suggesting that k Ã ¼ 0.95. The critical current density is J c % 0.42 J Ã , in agreement with Romijn et al. (108) . Another useful resource on this topic is the recent paper of Annunziata et al. (108a), who compare their measurements of the nonlinear kinetic inductance for Nb and NbN devices to the predictions of both Ginzburg-Landau and BCS theories. The kinetic inductance nonlinearity gives rise to classic Duffing oscillator behavior. The stored energy in the oscillator is given by
except that now the fractional detuning x 0 must account for the fact that the resonator frequency shifts downward as a result of the nonlinear inductance:
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where the nonlinear energy scale is
Here a is the kinetic inductance fraction. Figure 15 shows the result of solving Equations 51 and 52 simultaneously: As the readout power is increased, the resonance becomes distorted and asymmetric, and eventually bifurcates. Note that the resonance depth is predicted to stay constant: This is a signature of a purely reactive nonlinearity. This behavior is expected theoretically for the intrinsic nonlinearity of a superconductor and is indeed observed for resonators made with high-quality films and operated at T << T c . Such behavior is highly desirable for low-noise applications such as parametric amplification (50, 51, 109) . However, in other cases the resonator dissipation may be nonlinear, increasing with the stored energy; in that case, the resonance becomes shallower as the resonator is driven harder. The niobium microstrip resonator measurements presented by Golosovsky et al. (110) provide an example of the latter case; they argue that vortex penetration is the likely mechanism for the nonlinear dissipation for their devices. Meanwhile, nonlinear behavior seen in NbN resonators has been interpreted in terms of a grain-boundary weak-link heating model (111) . Quasiparticles also provide an important mechanism for nonlinearity if their population is not negligible. This is often the case for MKIDs due to the photoproduction of quasiparticles. Microwave heating of the quasiparticle population can change the dissipative conductivity s 1 , and if the microwave power dissipation is high enough, quasiparticle production is possible, changing both s 1 and s 2 . A simple thermal model providing a preliminary treatment of such effects is presented in (112) and is compared qualitatively to measurements.
MKID Optical Response
5.6.1. Feedback due to nonlinearity. In order to calculate the optical response of an MKID, it is necessary to make a connection between a perturbation in the optical power absorbed, dP o , and the resulting frequency and dissipation perturbations, dx and dQ 46) is significant, we would need to use a modified version of this equation,
where now the fractional frequency shift incorporates feedback effects that result from the nonlinearity,
Here a is the nonlinearity parameter defined in Figure 15 , y ¼ Q r x 0 , and x 0 is given by Equation 52. The standard linear response dx 0 ¼ dx is recovered if a ! 0 or y ! 1, as expected. Note that the kinetic inductance nonlinearity acts only to modify the response in the direction A tangent to the resonance circle; the response in the radial direction B is not affected. Furthermore, at the center of the nonlinear resonance y ! 0 þ , which is experimentally accessible, we have dx operated deep into the nonlinear kinetic inductance regime, so appropriate corrections should be included for that case.
5.6.2. The quasiparticle system: a simplified treatment. At present, a fully rigorous method for calculating dx and dQ
À1
i from dP o has not been developed, so we adopt a simplified approach in which we characterize the state of the superconductor by specifying the number (or density) of quasiparticles. A more rigorous calculation would include finding the steady-state quasiparticle distribution function f(E) as well as the perturbation df(E, t) that occurs in response to a timedependent perturbation dP o (t), taking taking into account the fact that the quasiparticle system is absorbing both optical and microwave power because both effects are capable of heating the quasiparticle system as well as breaking pairs to produce more quasiparticles. The ChangScalapino equations (21) governing the distribution functions of the coupled quasiparticlephonon system provide one possible approach for performing this calculation, and this route is being pursued. One possible worry is that, according to Equation 50, the gap is varying in a time-dependent way and such effects are not included in the Chang-Scalapino formalism. MKIDs are typically operated in a regime in which the frequency shift due to the nonlinearity is of order the linewidth, Do=o r $ Q Because MKIDs are operated at T << T c , the distribution function is small, f(E) << 1. The perturbation of any physical quantity X away from its zero-temperature value X(0) may therefore be calculated to first order using an expression of the form
the second expression is the familiar Dirac notation for the inner product between the response function K X (E) and the distribution function f(E). Using Equations 1-4, expressions for the response functions for the conductivity, quasiparticle density, and gap may be worked out. These response functions are shown in Figure 16 ; care must be taken when working out the expression for K 2 because the first-order variation in D must be included. Once the steady-state distribution f(E) is in hand, we may apply a perturbation dP o to the optical power and work out the response df(E) in the distribution function, and from there the perturbation to any physical quantity, dX ¼ hK X j df i.
6 :
As mentioned earlier, calculating f(E) or df(E) would in general require solving the kinetic equations (21) governing the distribution functions of the coupled quasiparticle-phonon system. We instead turn to a simplified model in which we use only a single variable to describe the system, the quasiparticle number N qp ¼ hK qp j f i, rather than the full distribution function f(E). We do not need to make any assumptions about the specific form of f(E), and in particular f(E) need not follow a thermal distribution. However, we make the simplifying assumption that any perturbation in the optical power dP o will lead to a This plot illustrates the response functions that describe how the quasiparticle density (K qp ), energy gap (K D ), and complex conductivity (K 1 and K 2 ) respond to the quasiparticle distribution function f(E). For the purpose of display, the response functions have been arbitrarily normalized to unity at E ¼ D 0 , and an arbitrary value of the energy broadening parameter G/D 0 ¼ 0.002 has been used to soften the gap-edge singularities (see Equation 19 ).
perturbation in the quasiparticle distribution that has the same shape as the steady-state distribution, df(E) / f(E). Although this assumption is a reasonable starting point, it is not guaranteed to be correct, and this is an important topic for future research. Our assumption guarantees that the fractional perturbations to the physical quantities are all equal, because
Thus, we can reduce the problem to the calculation of dN qp /N qp .
Quasiparticle lifetime.
The quasiparticle population may be calculated by balancing the generation and recombination rates. Quasiparticles recombine via phonon emission along with the subsequent escape of the recombination phonon from the superconducting volume (113) . Superconducting microresonators have proven very valuable for studying this process (114, 115) . As illustrated in Figure 17 , experimentally, the quasiparticle lifetime t qp varies with thermal quasiparticle density in a manner that is fairly well described by the relation
where the crossover density n Ã $ 100 mm À3 is observed to be roughly constant for a wide range of materials, and t max is the experimentally observed maximum lifetime. The physics governing 
In a recent study, the transmission fluctuations dS 21 observed in an Al CPW resonator were interpreted in terms of the random generation and recombination of quasiparticles (116) . The intensity and bandwidth of these fluctuations were used to infer an equivalent quasiparticle density of around n qp % 50 mm À3 at the lowest temperatures, consistent with the observed value of t max . It is therefore plausible that the lifetime is limited by excess quasiparticles, as the authors argue. However, this excess population requires power dissipation in the superconductor to be maintained, and the source of this dissipation is not clear. Furthermore, the results for Ta shown in Figure 17 cannot also be explained in the same way, because the power dissipation required to maintain an excess population indicated by the value of t max is orders of magnitude larger for Ta. Furthermore, in an effort to study whether trapping of quasiparticles into localized states near magnetic impurities (117) could be responsible for the lifetime saturation, Barends et al. (115) measured the lifetimes for Ta and Al films ionimplanted with Mn, Ta, and Al. They observed a clear, systematic reduction in t max with ion concentration; however, self-implantation (e.g., Al into Al) gave about the same reduction as Mn implantation. This result may indicate that t max is sensitive to disorder in the material; in any case, it seems rather unlikely that a residual quasiparticle population controls the value of t max observed, except possibly for the cleanest of the Al samples. Thus, despite the substantial progress made over the past several years, our understanding of quasiparticle dynamics remains incomplete.
Quasiparticle generation and recombination. Equation 58 implies that the recombination rate is given by
where N qp ¼ n qp V is the number of quasiparticles in the active volume V of the MKID, and N Ã ¼ n Ã V. By equating quasiparticle generation and recombination rates, the quasiparticle density is calculated to be
Here, G(P a , P o ) is the quasiparticle generation rate that results from absorption of optical and microwave power and n th (T) is the thermal equilibrium quasiparticle density. The optimum case is to operate at temperatures low enough so that n th (T) << n qp , yielding
In this limit,
The perturbation in the quasiparticle number dN qp in response to a change dP o in the optical power is therefore given by
where we have defined o as the efficiency with which optical power creates quasiparticles, @G/ @P o ¼ o /D 0 . Conservation of energy implies o 1; typically we might expect o $ 0.7. In this calculation, we have assumed that the absorbed microwave power P a remains constant. In fact, there is a feedback effect: The increase in the number of photoproduced quasiparticles causes P a to increase, leading to further quasiparticle production. This is the quasiparticle amplification discussed by Gulian & Van Vechten (92) , and is analogous to positive electrothermal feedback in a bolometer. It can be shown (see Section 5.7) that the feedback vanishes for an optimized detector, when quasiparticles dominate the internal dissipation and when the coupling is optimized, w c ¼ 1.
5.6.5. Resonator response. We now turn our attention to the resonator response. A perturbation in the resonator inductance dL causes a perturbation in the detuning dx given by
where a is the kinetic inductance fraction, as before. Meanwhile, the internal quality factor due to quasiparticle losses is
The surface impedance may be calculated using Equation 13 :
Because Z s (0) ¼ jX s (0) and s(0) ¼ -js 2 (0), the real and imaginary parts of this equation yield
dX s ¼ gX s ð0ÞhK 2 j df i, 6 8 :
are the dimensionless conductivity response functions. We may also introduce a dimensionless quasiparticle response function:
This makes it convenient to define
s sinh ðħo=2k B TÞ K 0 ðħo=2k B TÞ, 7 1 : where the explicit expressions apply for a thermal distribution. where
describes the ratio of the response tangent to and normal to the resonance circle, and w qp ¼ Q i / Q qp 1 is the fraction of the resonator internal dissipation contributed by the quasiparticles. It is straightforward to calculate b(o, T) for a thermal distribution; the result is shown in Figure 18 . However, we must remember that f(E) may not necessarily be well described by a thermal distribution for an MKID that is biased and illuminated.
MKID Sensitivity
The number of quasiparticles in the MKID active volume exhibits fluctuations about the mean value N qp due to the inherent randomness of the generation and recombination processes (116, 118) ; these fluctuations set the fundamental limit to sensitivity. In addition, nonfundamental effects such as amplifier noise and TLS noise must also be considered. We consider the case of an MKID that is illuminated by a steady stream of photons. The perturbation in the quasiparticle number dN qp (t) away from the mean value obeys the equation
Here, a ¼ (D 0 /w qp )@G/@P a is the differential efficiency with which readout power is converted to quasiparticles, dP a (t) represents a perturbation to the absorbed readout power, dP o (t) is the perturbation in the optical power, and dG(t) represents the random shot noise due to quasiparticle generation and recombination. For simplicity, we assume that a is constant with P a ; the generalization to a power-dependent efficiency a (P a , P o ) is possible but does not fundamentally change the results. The shot noise has a white spectrum with an autocorrelation function that has the form
where the spectral density is
and is the sum of the noise arising from photon absorption, microwave quasiparticle generation, thermal quasiparticle generation, and recombination. The factor (1 þ n o ) accounts for photon bunching (119) , where n o is the photon occupation number, and the factors of two account for the fact that quasiparticles appear and disappear in pairs. The rates for the latter two processes are given by
where N th ¼ n th V and t th is the lifetime if only thermal quasiparticles are present. In writing Equation 77 , we have assumed that the generation rates are additive;
A Fourier solution to Equation 75 yields
where P qp ¼ N qp D 0 /t qp and dz(n) is unit-variance white noise, hdz(n)dz
. The perturbation in the absorbed readout power dP a (n) is the result of changes in the resonator frequency and dissipation, and is given by
where the response function for frequency perturbations is
whereas the response function for dissipation perturbations is Note that F x and the frequency-dependent portion of F D both vanish for zero detuning x ¼ 0, and that the remaining term in F D vanishes for optimum coupling Q c ¼ Q i . These feedback effects could be carried through the analysis without difficulty, but from now on we drop them for simplicity. At signal frequencies that are high enough so that the quasiparticle lifetime and resonator ring-down time may not be neglected, Equations 81 and 73 show that the frequency and dissipation perturbations may no longer result in motions dS 21 that are purely tangent or normal to the resonance circle. Nonetheless, it is still possible to find suitable estimators to convert the measured transmission perturbations dS 21 (t) into values for the frequency and dissipation perturbations dx(t) and dQ À1 i ðtÞ. To avoid this complication, we work in the adiabatic limit and with zero detuning. In this limit, examination of Equations 73 and 81 shows that we may define a dissipation estimator that converts motions normal to the resonance circle into estimates for the changes in optical power: 
85:
The noise-equivalent power (NEP) for dissipation readout is obtained by calculating the spectral density of the fluctuation terms: 
qp Þ.
86:
The terms in this equation are due to photon noise, amplifier noise, and shot noise from microwave generation of quasiparticles, thermal generation, and quasiparticle recombination, respectively. The factor of two arises from contributions from both positive and negative frequencies. which would lead to a noise equivalent power of
The photon noise and generation-recombination noise terms are unchanged, but the amplifier noise picks up a factor 1/b 2 . Also, the TLS noise must now be included, characterized here by the spectral density S TLS for the fractional frequency shift. The response roll-off due to the quasiparticle lifetime may be accounted for by multiplying the amplifier and TLS contributions by a factor 1 þ (2pnt qp ) 2 ; the amplifier noise receives an additional factor of 1 þ (2Q r n/n r ) 2 due to the finite resonator bandwidth. These expressions may be simplified somewhat by writing
where x ¼ Gt max /N Ã ! 0 and
Note that 1 g(x) 2. If we define y a ¼ G a /G o ¼ a P a / o P o to be the ratio of the microwave and optical quasiparticle generation rates and assume that the thermal generation rate is made negligibly small, we may write
91:
Rearranging,
The factor in the square brackets is labeled F , and is minimized when the readout power obeys In performing this minimization, we have neglected the variation of g(x) with y a . This is legitimate because g(x) varies only rather slowly with x; in fact, @ ln g/@ ln x 1/8. We therefore arrive at the following result:
Comparison of the first two terms in this equation leads to the necessary condition
in order for the photon noise to dominate the amplifier noise. Assuming conservatively that a % o , ground-based submillimeter astronomy at l ¼ 350 mm requires T a < 5 K, a value that is demanding but achievable with cooled microwave amplifiers using high electron mobility field-effect transistors (HEMT) or silicon-germanium bipolar transistors. In fact, photon noise-limited operation has now been reported for a detector operating at l ¼ 0.9 mm (120). For this experiment, the absorbed microwave power was comparable to or larger than the optical power, indicating that a < o . The third term in Equation 95 representing recombination noise becomes important when operating close to the gap frequency n g ¼ 2D/h (note o ! 1 in this case), and then only if photon bunching is not large, n o < 1. A similar analysis may be worked out for the case of frequency readout, starting with rewriting Equation 88 as
where we have used Equations 70, 72, and 74 to express the TLS noise term. The use of frequency readout considerably relaxes the requirements on the amplifier noise because b 2 (o) >> 1 (see Figure 18) , so other noise terms will dominate, particularly the TLS noise.
Equation 97 shows that a large kinetic inductance fraction, long quasiparticle lifetime, small volume, and small gap energy are important for achieving a low TLS NEP. At low illumination levels (Gt max << N Ã ), the quasiparticle lifetime reaches its maximum value t max ; and because experimentally it is observed that t max $ D o
À2
, the TLS-limited dark NEP may be expected to 
The first two factors are dimensionless, and their product must be of order unity if the TLS noise is to be comparable to the recombination noise. Note that the product,
may be expressed using the electron-phonon time constant t 0 defined and tabulated by Kaplan et al. (121) . Defining F ¼ 2D 0 /kT c % 3.5, we have
The first factor is near unity; the TLS noise therefore becomes comparable to the recombination noise when S TLS % a 
Engineering Estimates for Two-Level System Noise
For practical design of detector arrays, it is often necessary to maintain the resonator quality factor Q r above some minimum value that is set by the desired density of frequency multiplexing. In this case, it is useful to combine Equations 88 and 89 to obtain an expression for the TLS noise that sets the threshold for photon noise-limited operation: 
Figure 18
This figure shows the ratio b(o) of the reactive (ds 2 ) and dissipative (ds 1 ) perturbations to the conductivity that result from a perturbation in the quasiparticle density (see Equation 74) . A thermal quasiparticle distribution f(E) is assumed. The increase of b with increasing temperature and decreasing frequency can be understood by examining the response functions K 1 (E) and K 2 (E) shown in Figure 16 ; K 1 has a negative peak near E ¼ D 0 þ ħo due to the downward transition to states near the gap E ¼ D 0 . This stimulated emission process reduces the net absorption of power from the microwave field.
Here Dn ¼ P o /n o hn is the effective optical bandwidth. It is interesting to note that this condition is far easier to meet for spectroscopy (small Dn) than for imaging (large Dn). For concreteness, we examine the case of ground-based imaging at submillimeter wavelengths. We stipulate that Q qp % 2 Â 10 5 is needed for good multiplexing, n o $ 1 at the detector, and Dn $ 100 GHz for the 350 mm or 450 mm atmospheric windows. It is safe to assume that (1 þ y a ) g(x) 2. Also, at microwave frequencies (few GHz), b $ 4. Therefore,
Inspection of Figure 14 illustrates the difficulty of reaching this level of performance. There are at least four solutions available: (a) Sacrifice multiplexing by reducing Q qp ; (b) increase the capacitor area; (c) use dissipation readout instead; or (d) reduce the readout frequency, taking advantage of the b / 1/o r dependence.
MKID Examples
One of the key issues for MKID design is the method used to couple the photons to be detected into the resonator. Early experiments avoided this issue by flood-illuminating the entire chip with X-rays and measuring the pulse response. Later, more sophisticated versions used a Ta strip as the X-ray absorber with two Al MKIDs at opposite ends of the strip (122) , making use of quasiparticle diffusion and trapping. Figure 19 shows the first attempt to achieve efficient coupling in the millimeter-wave band by using slot-array antennas feeding CPW MKID resonators (105, 123, 124) . In later versions of these devices, the capacitive portion of the CPW resonator has been replaced by an interdigitated capacitor in order to reduce the noise (100). A multiband millimeter-wave astronomical camera using this array design is now being prepared for use on the Caltech Submillimeter Observatory (125) . As another example, Yates et al. (120) used a hemispherical lens and a twin-slot antenna to feed a CPW MKID. A much simpler and very clever solution to this problem was the lumped-element resonator suggested by Doyle et al. (62) and shown in Figure 1 , in which the inductor simultaneously serves as the radiation absorber. Another design along these lines, except using a microstrip resonator, was described by Brown et al. (126) . Efficient radiation absorption requires either using very thin films of ordinary superconductors or using highly resistive superconductors such as TiN; a very convenient feature of using TiN films is that T c may be easily adjusted by changing the stoichiometry (61) . Designing for high-absorption efficiency simultaneously guarantees a high kinetic inductance fraction a; this can be understood through the Mattis-Bardeen relation between the surface inductance and surface resistance, L s ¼ ħR s /pD 0 . The lumpedelement pixel design is being used for the l ¼ 2-mm band in the NIKA camera built for the IRAM 30-m telescope (127) .
Microwave cross talk is a serious problem with this design; however, it is possible to produce large arrays with negligible cross talk levels (128, 128a) by modifying the inductor design using opposite-polarity conductor pairs in close proximity to minimize the microwave dipole moment (see Figure 20) . In addition, efficient dual-polarization absorption may be obtained using appropriate metallization patterns. A variety of lumped-element, TiN-based MKIDs are now being developed for a wide range of applications including photon detection at millimeter, submillimeter, far-IR, UV/optical (129) , and X-ray wavelengths as well as dark matter detection.
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The ultimate sensitivity achievable with MKIDs is not yet known. Measurements of T c ¼ 1.1 K TiN CPW resonators (61) give values of NEP % 4 Â 10 À19 W Hz À1/2 at n ¼ 1 Hz for dissipation readout; comparable numbers have been obtained using the best Al CPW resonators (116, 130) . However, the TiN result was achieved using a relatively low value of Q c $ 5 Â 10 4 , so NEPs in the low 10 À20 W Hz À1/2 range should therefore be possible using higher-Q resonators. The corresponding energy sensitivity s E ¼ NEP ffiffiffiffiffiffi ffi t qp p indicates that photon counting in the far-IR should be possible.
Superconducting Microresonator Bolometers
Given the considerable progress that has been made in the performance and physical understanding of microresonators, as well as the advances in digital frequency-multiplexed readout electronics, McDonald's kinetic inductance bolometer concept (89) is worth revisiting. Superconducting microresonators have been successfully fabricated on thermally suspended silicon nitride micromesh (H.G. Leduc & P.K. Day, personal communication), so a frequencymultiplexed array of bolometers is straightforward to produce. In a standard MKID, quasiparticle recombination provides the bottleneck for power flow, whereas in a bolometer, the bottleneck is set by the geometry of the thermal suspension legs. Therefore, the resonatorbolometer is an interesting option when quasiparticle recombination is too rapid, e.g., at higher temperatures. The thermally suspended island also provides an opportunity to spread the absorbed photon energy uniformly across the inductor, which maximizes responsivity. In contrast, this is often not easy to achieve in antenna-coupled MKIDs. In addition, the quasiparticle recombination noise may be greatly reduced. Importantly, the noise performance of available transistor amplifiers is considerably better than is needed to reach the fundamental sensitivity limits for bolometers (e.g., photon or phonon noise). 6. OTHER APPLICATIONS
TES Bolometer Multiplexing
In a transition edge sensor (TES) bolometer (131), a superconducting strip operating on its resistive transition is used as a sensitive thermometer. The strip is biased by applying a voltage source rather than a current source; this arrangement provides the negative electrothermal feedback that is needed to stabilize the TES on its transition. The now-standard method for readout of large arrays of TES bolometers involves time-domain multiplexing using SQUIDs (132) . An alternative scheme making use of superconducting microresonators may offer higher multiplexing densities (133) . In this scheme, the TES current is sent through a planar coil that couples flux into a single-junction SQUID that is coupled to a microresonator. A change in the TES current causes a change in the SQUID inductance and, therefore, the resonator frequency. In this way, a TES array can be read out using the same frequency-domain scheme as used for MKIDs. Through the addition of Josephson-junction current-steering switches, a code-division multiplexing scheme may be overlaid (134) , further increasing the multiplexing density.
Parametric Amplifiers
As discussed in Section 5.5, superconductors have an intrinsic nonlinearity in which, to lowest order, the kinetic inductance varies quadratically with current. That reactive nonlinearities can be used for low-noise amplification has been known for at least a century; the use of the kinetic inductance nonlinearity for this purpose was suggested and patented by Landauer (50) . Shortly thereafter, amplification was demonstrated using an ultrathin superconducting film coupled with a waveguide-fed rutile resonator (135) ; subsequent work (136) called into question whether the kinetic inductance or intergrain weak links provided the relevant nonlinearity. This is a key issue, because low-noise parametric amplification requires that the nonlinear reactance have low dissipation. The first clear-cut demonstration of parametric amplification using the kinetic inductance nonlinearity has been given only quite recently (51), using niobium CPW resonators similar to the one shown in Figure 5 . An alternative approach is to use a series array of Josephson junctions or SQUIDs to provide the reactive nonlinearity for a resonator (137) . One advantage of this technique is that the resonance frequency may be readily tuned through the application of a magnetic field. An interesting hybrid is to use nanobridges in place of tunnel junctions. The nanobridges essentially act as discrete kinetic inductors, and their small size allows the inductance nonlinearity to be accessed at a reduced current scale. Parametric amplifiers using this concept have recently been demonstrated (138).
Quantum Systems
In recent years, the most visible application of superconducting microresonators has been in experiments exploring the prospects for superconducting quantum computing. Superconducting microresonators are a key component for these experiments, and their dissipation must be kept very low in order to prevent loss of quantum coherence, so the use of CPW resonators has had a large impact. The first such experiment to incorporate CPW resonators was performed by the Schoelkopf group at Yale (2) . In this experiment, a Cooper pair box (CPB) acting as a two-level atom was fabricated next to a CPW resonator. In essence, this is a circuit version of a single atom in an optical cavity. The use of a superconducting microresonator allowed the strong-coupling regime to be achieved, in which the vacuum Rabi frequency is considerably larger than the relaxation rates of the CPB and resonator. This circuit-QED experiment received considerable attention, and led to the adoption of superconducting microresonators in a number of other low-temperature experiments. One particularly interesting example is the use of superconducting microresonators to probe the motion of nanomechanical resonators into the quantum regime (139, 140) . The possibility of using microresonators to measure the spin state of a single-molecule magnet has also been considered (141) . Another intriguing spin-off of this work is the proposal to use superconducting microresonators to implement photon lattices, with a goal of providing a way to engineer strongly correlated many-body systems (142, 143) . This concept has the potential to open up a broad new area of research in many-body physics. We close this section by mentioning the clever experiment of Wilson et al. (144) , in which a SQUID acting as a variable inductor was incorporated at the end of a CPW resonator structure. By driving the SQUID with a timevarying field so that its inductance is modulated, this system can be made to simulate an optical cavity in which one of the end mirrors oscillates back and forth at twice the frequency of the cavity resonance. The goal here is to demonstrate the dynamical Casimir effect: the spontaneous production of photons from the cavity vacuum. In fact, Wilson et al. do see radiation emanating from their CPW resonator, but as they explain, it is necessary to firmly establish that the cavity starts off in the ground state before claiming a demonstration of the dynamical Casimir effect.
FUTURE ISSUES
Over the past decade, interest in superconducting microresonators has expanded very rapidly as a result of the wide variety of applications at the forefront of research. Although considerable progress has been made in understanding the underlying physics of these devices, substantial work remains to be done in a number of areas. Here we reiterate the areas that need attention:
1. The advances in our understanding of the physical location of the TLS and their effect on resonator properties provide an opportunity to develop improved resonator designs and fabrication methods, with the goal of minimizing dissipation and noise. The crystalline silicon parallel-plate capacitor demonstrated by Weber et al. (81) is a first step in this direction. 2. Although a detailed microscopic model for the TLS-induced frequency shift and dissipation is available and quantitatively explains the experimental results, no corresponding model is available for the TLS noise. The f À1/2 spectral shape is not understood, and the physics of the noise-whether it results from TLS-phonon interactions, or TLS-TLS interactions, or both-is not clear. Additional measurements covering a wider range of parameter space-frequency, temperature, power, materials, etc.-may shed additional light on this question. 3. Nearly five decades after the initial proposals, the intrinsic kinetic inductance nonlinearity of superconductors is finally being put to use in devices such as parametric amplifiers (51) . The time is ripe for a more thorough exploration of the possible uses of this nonlinearity, as well as the investigation of this nonlinearity mechanism in a wider range of superconducting materials. The use of nanobridges as nonlinear inductive elements in quantum circuits is particularly interesting (138, 145). 4. Microresonator measurements have significantly improved our understanding of quasparticle dynamics, especially the quasiparticle lifetime. However, the physical mechanism that causes the lifetime to saturate at low temperatures is still not understood. Further studies of the lifetime, the influence of impurities, and especially the fluctuations of the quasiparticles (116) nonlinearity that results from quasiparticle heating and pair-breaking due to the absorption of microwave power. A detailed theory of these effects is needed, perhaps building on the Chang-Scalapino theory (21) , validated by comparison to experiment. 6. The discovery that TiN (61) and other highly resistive superconductors can have exceptionally low microwave loss opens up broad new areas of investigation, especially for MKIDs, but also for other applications. Although TiN is well known for its excellent mechanical properties and has widespread room-temperature applications, considerable work remains to be done to investigate the superconducting properties of TiN films and how these correlate with other properties, e.g., the film microstructure (63) . In addition, the electrodynamic response of these materials needs to be studied in detail and compared to the Mattis-Bardeen predictions, including the possibility of a broadening of the density of states (see Section 2.4). 7. The resonator bolometer-a hybrid between MKIDs and bolometers-is basically a microwave version of McDonald's (89) kinetic inductance bolometer concept. This structure is considerably simpler than the TES/SQUID bolometer and could provide a versatile solution for a number of detector applications.
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