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ABSTRACT 
 
In this study, a new multivariate method to monitor continuous processes is 
developed based on the Process Control Analysis (PCA) framework. The objective of 
the study is to develop A new MSPM method and analyze the monitoring performance 
of system A and B. In industrial practice, monitoring process are usually performed 
based on an approximate model. As the number of variables increases, the fault 
detection performance tends to be slow in progression, as well as, introduce greater 
complexity in the later stages especially in fault identification and diagnosing. These 
research implements and analyzes Multiple Linear Regression (MLR) method to a 
continuous process which simplify the number of variables used. This research also 
based on the conventional MSPM technique. After that, the developed method was 
analyzed and finally, all the performance result of the developed method was compared 
with the conventional method. The monitoring results clearly demonstrate the 
superiority of the proposed method. The MLR methods show that the fault detection 
performance improved and better than the conventional method. 
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ABSTRAK 
 
Dalam kajian ini, satu kaedah baru multivariat untuk memantau proses yang 
berterusan dibangunkan berdasarkan rangka kerja Analisis Kawalan Proses (PCA). 
Objektif kajian ini adalah untuk membangunkan satu kaedah MSPM baru dan 
menganalisis prestasi pemantauan antara sistem A dan B. Dalam amalan industri, 
memantau proses biasanya dilakukan berdasarkan model anggaran. Apabila bilangan 
pembolehubah meningkat, prestasi pengesan kesalahan cenderung untuk menjadi 
perlahan semasa proses berjalan, serta memperkenalkan kerumitan yang lebih besar di 
peringkat akhir terutama dalam mengenal pasti kerosakan dan mendiagnosis. 
Penyelidikan ini melaksanakan dan menganalisis kaedah Regresi Linear Berganda 
(MLR) untuk proses berterusan yang meringkaskan bilangan pembolehubah yang 
digunakan. Kajian ini juga berdasarkan teknik MSPM yang lazim. Selepas itu, kaedah 
yang direka telah dianalisis dan akhirnya, semua hasil prestasi kaedah yang direka 
dibandingkan dengan kaedah yang lazim. Keputusan pemantauan jelas menunjukkan 
keunggulan kaedah yang dicadangkan. Kaedah MLR menunjukkan bahawa prestasi 
pengesanan kerosakan meningkat dan lebih baik daripada kaedah yang lazim. 
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CHAPTER 1 
 
 
INTRODUCTION 
 
 
1.1 Background of Study 
 
In process monitoring, the main objective is always to detect changes or 
departure behavior from the normal process characteristics. Due to the nature of the 
processes that always change over time and are affected by several sources, process 
monitoring become more challenging in any chemical based industries.  
Application of statistical methods in monitoring and control of industrial 
processes are included in a field generally known as statistical process control (SPC) or 
statistical quality control (SQC) (Damarla, 2011). The most widely used and popular 
2 
 
SPC techniques involve univariate methods, that is, observing and analyzing a single 
variable at a time. Statistical Process Control (SPC) is an effective method of monitoring 
a process through the use of control charts. By collecting data from samples at various 
points within the process, variations in the process that may affect the quality of the end 
product or service can be detected and corrected, thus reducing waste as well as the 
likelihood of passing down to the customer. Thus, early detection and prevention of the 
problems are both crucial in this respect. 
However, industrial quality problems are multivariate in nature, since they 
involve measurements on a number of variables simultaneously, rather than depending 
on one single variable. As a result, Multivariable Statistical Process Control (MSPC) 
system (Kano et al., 2001) is introduced, where a set of variables which are the 
manipulated variables and controlled variables are identified and the jointly monitored. 
In conclusion, early detection and diagnosis of process faults while the plant is still 
operating in a controllable region can help avoid abnormal event progression and reduce 
productivity loss. 
 
 
1.2 Problem Statement 
 
Monitoring and controlling a chemical process is a challenging task because it 
involves a huge number of variables. Usually, process monitoring is executed based on 
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the principal-component analysis (PCA) technique, nevertheless it has its own 
limitation. As the number of variables grows, the number of PCs also becomes larger. 
Thus to overcome the problem, it is desirable to reduce those variables, while 
embedding them into a single measurement model, where the original variations can still 
be preserved. 
 
 
1.3 Research Objectives 
 
The main purpose of this research is to propose a new MSPM technique, where 
the original variables are modeled into linear composites in order to reduce the number 
of variables in monitoring, where eventually it may also monitoring the performances. 
Hence, the objectives are:  
a) To develop the conventional MSPM method for the original set of variables 
(System A).   
b) To develop a new MSPM method which applies Multiple Linear Regression 
(MLR) technique. (System B).  
c) To analyze the monitoring performances between System A and System B. 
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1.4 Research Questions 
 
1.4.1 Can the MLR technique sufficiently be used to model the original variables? 
1.4.2 How are the generic monitoring performances of the proposed method as 
compared to the traditional scheme? 
1.4.3 What is the optimized condition which must be complied in order to improve the 
new technique? 
 
 
1.5 Scopes of Study 
 
The research is based on multivariate statistical process monitoring (MSPM) 
where in this research, multiple linear regression method is used. The method will relate 
the variables of the process with the process itself and also it will relate certain variables 
on the controller in the system. The scopes of the study are: 
a) Mainly focus to select only certain variable. 
b) A continuous-stirred tank reactor with recycle (CSTRwR) system is used for 
demonstration, whereby the faults are consisting of abrupt and incipient. 
c) Shewhart control chart is chosen to show the progression of the monitoring 
statistics. 
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d) All algorithms are developed and run based on Matlab version 7 platform. 
 
 
1.6 Expected Outcomes 
 
By doing this research, the developed MSPM method will able to be justified 
that it is comparatively better than conventional PCA-based MSPM method in 
monitoring the multivariate of non-linear process. The research also will show the 
development of advanced multivariate way of process monitoring in terms of variables 
points besides of samples scores. 
 
 
1.7 Significance of Study 
 
This study produces a new idea on how to reduce the complexity of monitoring 
analysis by using MLR technique in modeling all the variables involved. The MLR 
method will lessen the number of variables used. As the number of variables used 
decrease, the number of principle component used is also decrease. The method is 
expected to have similar or improve the monitoring progressions especially in terms of 
fault detection sensitiveness.  
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1.8 Report Organization 
 
This thesis is divided into five chapters which are the introduction, literature 
review, methodology, result and discussion, and also conclusion and recommendation. 
The first chapter renders an overview of statistical process control (SPC), multivariate 
process and their use in process monitoring. This chapter also presents the objectives of 
the present work, scope, the expected outcome and significance of the research project. 
The second chapter emphasizes on fundamentals and theory of the study, limits and 
extension of PCA, inferential measurement and also multiple linear regression (MLR). 
In chapter three, multiple linear regression method will be presented. Chapter four 
discuss on the results and some discussion on the research. Finally, conclusion and 
recommendation will be discussed in chapter five. 
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CHAPTER 2 
 
 
LITERATURE REVIEW 
 
 
2.1 Introduction 
 
Since the last decade, design and development of data based model control has 
taken its momentum. This very trend owes an explanation. Identification and control of 
chemical process is a challenging task because of their multivariate, highly correlated 
and non-linear nature. Very often there are a large number of process variables are to be 
measured thus giving rise to a high dimensional data base characterizing the process of 
interest. To extract meaningful information from such a data base; meticulous 
preprocessing of data is mandatory. Otherwise those high dimensional dataset maybe 
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seen through a smaller window by projecting the data along some selected fewer 
dimensions of maximum variability. This chapter will emphasize on the fundamental 
and theory, limits and extension of PCA, inferential measurement and also about 
multiple linear regression. 
 
 
2.2 Fundamentals and Theory 
 
Research by Smith (2002) illustrated that Process Control Analysis is a way of 
identifying patterns in data, and expressing the data in such a way as to highlight their 
similarities and differences. Since pattern in data can be hard to find in data of high 
dimension, where the luxury of graphical representation is not available, PCA is a 
powerful tool for analyzing data. According to Bakshi (1998), PCA is a MSPC 
technique used for the purpose of data compression without losing any valuable 
information. Alvarez (n.d.) in his thesis mentions that PCA can be described as a method 
to project a high dimensional measurement space onto a space with significantly fewer 
dimensions. PCA finds linear combinations of variables that describe major trends in 
data set. Mathematically, PCA is based on an orthogonal decomposition of the 
covariance matrix of the process variables along the directions that explain the 
maximum variation of the data. 
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Principal components (PCs) are transformed set of coordinates orthogonal to 
each other. The first PC is the direction of largest variation in the data set. The 
projection of original data on the PCs produces the score data or transformed data as a 
linear combination of those fewer mutually orthogonal dimensions. PCA technique was 
applied on the auto-scaled data matrix to determine the principal eigenvectors, 
associated eigen values and scores or the transformed data along the principal 
components. The drawbacks are that the new latent variables often have no physical 
meaning and the user has a little control over the possible loss of information. Generally, 
PCA is a mathematical transform used to find correlations and explain variance in a data 
set. 
 
 
2.3 Limits and extension of PCA 
 
Although PCA is good for linear or almost linear problems, it fails to deal well 
with the significant intrinsic nonlinearity associated with real-world processes. Juricek 
et. al (n.d.) in their paper state most industrial processes, and almost all found in the 
chemical industry, are multivariable which has two or more inputs and outputs, 
nonlinear and are constantly responding to disturbances that are cannot be measured and 
occurring at unknown times. Hence, nonlinear extensions of PCA have been investigated 
by different researchers (Zhao and Xu, 2004).Both the strength and weakness of PCA is 
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that it is a non-parametric analysis. PCA is also commonly viewed as a Gaussian model; 
that is, the data is assumed to come from a Gaussian distribution. 
 
Figure 2.1 Data point which track a person on a Ferris wheel 
 
For example, from Shlens (2005) study, we can consider the recorded positions 
of a person on a Ferris wheel over time in Figure 2.1. The probability distributions along 
the axes are approximately Gaussian and thus PCA ﬁnds (p1, p2), however according to 
Shlens, this answer might not be optimal. The most concise form of dimensional 
reduction is to recognize that the phase or angle along the Ferris wheel contains all 
dynamic information. Thus, the appropriate parametric algorithms are to ﬁrst convert the 
data to the appropriately centered polar coordinates and then compute PCA. 
This prior non-linear transformation is sometimes termed a kernel transformation 
and the entire parametric algorithm is termed kernel PCA. Other common kernel 
transformations include Fourier and Gaussian transformations. This procedure is 
parametric because the user must incorporate prior knowledge of the structure in the 
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selection of the kernel but it is also more optimal in the sense that the structure is more 
concisely described. One might envision situations where the principal components need 
not be orthogonal. Furthermore, the distributions along each dimension (xi) need not be 
Gaussian. If we are using a probabilistic interpretation of PCA, we might want to 
assume that the data is Gaussian because uncorrelated Gaussian random variables are 
also independent. Because PCA decorrelates the data, the resulting encodings in the 
basis of the principal components are independent. The random processes generating the 
encodings might then be thought of as the underlying independent causes of the data. 
According to Nikolov (2010), in Independent Component Analysis (ICA), it is 
assumed that there are independent, non-Gaussian random variables which is 
traditionally called sources, and that they are transformed by a mixing matrix, for 
example matrix W, to give a measurement x = (x
1
, . . . , x
d
). This gives the relationship 
between the measurements x and the sources y: 
x = Wy     (2.1) 
The goal of ICA then is to recover W and y given x, only by looking at the statistical 
structure of x. There is a lot to be said about this problem, and there are many techniques 
for solving it including maximization of nongaussianity, maximum likelihood, 
minimization of mutual information between components of the encoding, maximization 
of mutual information between the data and the encodings, nonlinear decorrelation, and 
diagonalizing higher order cumulant tensors. Compared to indepedence, 
uncorrelatedness is a relatively weak statement to make about a set of random variables. 
However, uncorrelatedness can mean something stronger if we ﬁrst pass the transformed 
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data y through a nonlinearity and then decorrelate it. Whereas decorrelating the 
components of y involves only second-order statistics such as making the covariances 
zero, this nonlinearity brings higher order statistics into play when modeling the data. 
Multidimensional Scaling (MDS) is another technique popularly used for data 
exploratory purpose. The underlying concept of MDS is that it utilizes the inter-objects 
dissimilarity measures of a set of data to find a configuration that could represent the 
data as precisely as possible. One significant advantage of MDS over PCA is that it 
never looks on to identify a single model, whether linear or non-linear trend that could 
represent the data on the whole, but appreciate every single distance between those 
objects in the data set, in order to build the point configurations intended. 
 
 
2.4 Inferential Measurement 
 
Many chemical products are sold for their effect rather than their chemical 
composition. In these cases, it is often difficult to provide reliable, fast, on-line 
measurements to control product quality. The quality measure may only be available as 
a laboratory analysis or very infrequently on-line. This can lead to excessive off-
specification products, especially when changing from one operating region to another. 
Inferential Measurement is a powerful and increasingly used methodology that allows 
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process quality, or a difficult to measure process parameter, to be inferred from other 
easily made plant measurements such as pressure, flow or temperature. 
 
 
2.4.1 Benefits 
 
Inferential measurements have some benefits. First, there is faster return of 
information. What this means is that process upsets can be detected quicker and 
remedial action can be taken before it is too late. The inferential estimates usually carry 
a fair degree of feed forward information. For instance, disturbances affecting tray 
temperatures in a distillation column may show up much later in the product 
compositions because of the location of the tray and because of the dynamics of the 
system. However, if tray temperatures are used to estimate product compositions, then 
any disturbances on temperatures will immediately be reflected in the composition 
estimates. 
If the estimates can be generated at a reasonable accuracy and at a fast enough 
frequency, then it can be used as the feedback signal to an automatic feedback 
controller. By reducing human involvement in the control loop, more consistent 
production can be achieved. As a result of the improvements, better process regulation 
can be achieved which also means that there will be increased scope for process 
optimization. With better process regulation, the process operator’s time will be better 
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spent in carrying out higher level supervisory tasks. All these means that plant 
productivity is increased, leading to higher profitability. 
 
 
2.5 Multiple Linear Regressions 
 
In Wise (n.d.) research, he stating that multiple linear regression (MLR) is a 
multivariate statistical technique for identifying and determining the linear correlations 
between two or more independent variables and a single dependent variable. In addition, 
Nathans et. al (2012) stating that in MLR applications, independents variables often 
intercorrelated, resulting in a statistical phenomenon that is when correlation of 
predictors are high, means that associations when there are correlations between 
independent variable. This referred to as multicollinearity. For situations where the data 
are drawn from reasonably homogeneous populations and the response (Y) is a normally 
distributed, traditional method such as MLR can yield insightful analyses. The 
usefulness of MLR can breakdown quickly if these stringent assumptions are not met. 
According to Young et al (2008), MLR has three important assumptions which are: 
a) linearity of the coefficients 
b) normal or Gaussian distribution for the response errors 
c) the errors have a common distribution. In many industrial settings when 
modeling a quality characteristic, these assumptions may not be valid. 
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Quantile Regression (QR) is an approach that allows us to examine the behavior 
of the response variable (Y) beyond its average of the Gaussian distribution like median 
(50th percentile), 10th percentile, 80th percentile, 90th percentile, and so on. Examining 
the behavior of the regression curve for the response variable (Y) for different quantiles 
with respect to the independent variables (X) may result in very different conclusions 
relative to examining only the average of Y. Examining the lower percentiles using QR 
may be more important and be more beneficial for continuous improvement and cost 
savings.  
MLR and MSPC, both techniques involve huge number of variables in a system. 
MLR is one of multivariate statistical technique which simplifies the number of 
variables in the system by preserving the original process data. If MLR is applied into 
PCA which is used in MSPC, it produces less number of dimensions. This certainly 
improves and makes the calculation process easier which help boosting the process 
control and monitoring performance. By applying the multiple linear regressions in the 
system, the estimates of the unknown parameters obtained from linear least squares 
regression are the optimal. It uses data very eﬃciently. Good results can be obtained 
with relatively small data sets. The theory associated with linear regression is well-
understood and allows for construction of diﬀerent types of easily-interpretable 
statistical intervals for predictions, calibrations, and optimizations. 
 
