Physics experiments. They describe complete physics events on the basis of various underlying physical models.
Overview
In mid-1989 LEP, the largest electron-positron-collider to date, was put into operation at CERN, the European Laboratory for High Energy Particle Physics near Geneva, Switzerland.
In a subterranean tunnel with a circumference of 27 km, electrons and positrons -the latter consist of antimatter and are the counterparts of the electrons -are accelerated to almost the speed of light. Beams of electrons and positrons circulate in opposite orbits and are made to collide in the center of huge particle detectors. Every collision of these particles (a so-called event) releases energy up to an amount of 100 billion electronvolts. From an energy flash of that kind, several dozens of new elementary particles emerge which can be measured within those detectors.
The objective of the four LEP experiments ALEPH, OPAL, DELPHI, and L3, is to evaluate the standard model of elementary particle physics, as well to determine some important parameters of the theory with the utmost precision, such as the mass of the Z 0 boson, one of the fundamental interaction particles of the theory, which is generated in large numbers at the LEP collider. For a comprehensive overview of the LEP physics aims see Altarelli et al. (1989) .
Monte Carlo Generators
Monte Carlo (MC) generators are indispensable tools for the comparison of the data arising in the course of the LEP experiments, as well as all other accelerator experiments in High Energy Physics, with the theoretical predictions of the standard model. They are applied for the most diverse steps in the analysis chain, such as for the classification and the selection of particular events or for studies concerning the influence of detector effects on the measurement. MC generators are simulation programs, which describe the generation of complete physical events on the basis of the underlying physical models. The aim is to reflect as accurately as possible the experimental data in their wide variety and in the greatest detail, limited only by current knowledge of the underlying physical processes.
-2 - QCD, which can be described by various heuristic fragmentation models, (e.g. string fragmentation or cluster fragmentation). (IV) Decay of instable particles, which can either be described through experimentally measured branching ratios or by various specialized heuristic decay models.
For the complete event generation from the initial annihilation process to the final-state particles the program is divided into several stages. For most of these stages there is a choice between different models corresponding to the different theoretical approaches for the processes under consideration. (See figure 1 for a schematic view of an example of the event generation process in electron-positron-annihilation.) Every single reaction step proceeds indeterminable; that is, the physical models determine only the probability of the various processes that might happen at every moment of the event generation. A random number generator decides which of the possible alternatives will be chosen at a given point. A comprehensive overview about MC generators can be found in Bambah et al. (1989) or Sjöstrand (1989) .
For our studies we used the JETSET 7.3 partonshower generator, which was developed at Lund University (see Sjöstrand 1992) and is one of the most frequently used MC Generators for LEP physics.
-3 -2.1. The tuning task All current MC generators contain a number of free model parameters which cannot be predicted by theory. In order to determine their values, the simulated data have to be fitted to the measured distributions. If there is a good correspondence, the parameters may then be extracted from the generators.
For the measurement of the global event shape characteristics as well as for single-particle properties, a large number of specialized observables have been developed. Due to the indeterminism of the basic processes, one cannot compare the MC generator output with the measured data on an event-by-event basis, but instead must compare distributions of these observables, generated from a set of several thousand events. The similarity between experimental and simulated distributions is measured by their χ 2 value (per degree of freedom, d.f.) which is given by The event generation process is a very time-consuming task. For a sample of 50000 events, whose generation takes approximately 1 CPU hour on a DEC 3000 workstation, the relative statistical error of the χ 2 value is about 5 %. The statistical error decreases only very slowly with the number of generated events, as seen in figure 2 ; the error is still more than 2 %, even for a sample of 500000 events. Here one has to consider that the optimization procedure requires the evaluation of χ 2 values for several hundred different sets of parameters, depending on the number of parameters to be tuned.
The robustness of genetic algorithms (GAs) with respect to statistical fluctuations plays an important role for this optimization task. One major point is, that GAs permit the evaluation of individuals with different accuracy. That is because, for individuals with bad fitness values, it is not important for a GA to know exactly how bad they are, but it is only necessary to distinguish slight differences between those well-adapted individuals which determine the optimization process. This can be used in order to significantly reduce the computation time through a partial evaluation of the individuals; that is, the use of different levels of statistics depending on the individuals' quality. In this study we employed four different evaluation levels from 5000 up to 500000 events per individual, which were applied according to individual fitness values as well as the average fitness of the population.
One problem in this context is, that the selection procedure of a GA is biased to favor individuals with overestimated fitness values. Since there is a high probability that just the bestperforming individuals of a population are evaluated 'too good', this evaluation error would mislead the algorithm, if such individuals were to be propagated throughout the generations without an update of their fitness values. Therefore, every individual which has been taken into the new generation, without any modification, has to be evaluated again. The additional statistics can be used to update the individual's fitness value, so that potential evaluation errors decrease during the lifetime of an individual.
Tuning strategies for Monte Carlo Generators
Tuning seeks to determine of Monte Carlo model parameters that cannot be predicted by theory, in order to describe the experimental data as accurately as possible in their entire variety and in the greatest detail. This is done by a fit which minimizes the χ 2 value between generated and experimental distributions. The minimization is complicated by the fact that the models depend on probabilistic relations and thus have statistical fluctuations. Most of the model parameters are highly correlated and show multimodal behavior so that deterministic algorithms are likely to be misleaded.
Conventional fitting strategies
Several attempts to tune MC generators have been made by using different strategies. A conventional fitting method is the simplex algorithm (e.g. as used in Fürstenau 1993) from the program packet MINUIT (James 1994) which is known to be quite robust with respect to statistical fluctuations. Even so, it is not robust enough to tune more than one or two parameters simultaneously. Other methods use grids in the n-dimensional parameter space (see e.g. Up to now, none of these algorithms has been able to tune both parameters a and b of the LUND fragmentation function, since they are highly correlated. For an exact definition of the LUND fragmentation function see Sjöstrand (1992) . Therefore, only one of these parameters has been tuned while the other was set to a randomly chosen value. In contrast, the results of our study (see Hahn 1993) indicate that it is necessary to tune both parameters to get the best possible correspondence between the MC model and the measured data.
Genetic Algorithms
Since there is an evident lack of suitable conventional algorithms for tuning MC generator parameters, GAs seem to be an interesting alternative. GAs maintain a whole population of search points by exploiting correlations between the individual members, therefore they are very efficient, particularly for problems with high dimensionality. Due to the global character of the search strategy, GAs handle complicated multimodal problems with no restrictions on the parameter's fit range. GAs do not require any problem-specific expert knowledge and can therefore be seen as a nearly objective optimization method. In contrast to conventional deterministic algorithms, the 'weakness' of the probabilistic sampling method causes tolerance towards sampling errors and therefore robustness in regard to statistical fluctuations.
In a first approach, we tuned the five most important QCD and fragmentation parameters of the JETSET 7.3 Partonshower (PS) Generator (Sjöstrand 1992) Table 1 : Tuned parameters of the JETSET 7.3 Partonshower (PS) generator, fit range and default values of the program.
-7 -For a definition and description of their physical meaning see, for example, DELPHI Collab.
(1990), and for further details on the tuning prerequirements (preparation of experimental data, histogram binning, chosen options, etc.) see Hahn (1993) and Hahn et al (1994) . We performed a fit to the DELPHI data from 1992, using the eight distributions of global event shape and single particle variables listed in subsection 2.1.
Due to the statistical fluctuations in the quality function, only a limited accuracy can be achieved for the parameters to be tuned. Therefore, the number of bits allocated for the coding of each parameter in the individual's chromosome has to be chosen according to the desired resolution, thus preventing the algorithm from making too-small steps which would not change the related fitness values significantly.
First tests were performed using a C implementation of a simple GA as described in Goldberg It turned out, that the strategy described above was not capable of finding appropriate solutions to our optimization task. The algorithm lacked robustness with regard to statistical fluctuations; in particular, individuals which had been evaluated too good were misleading the algorithm, which then always resulted in premature convergence.
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Sharing Models
One method to improve the quality of convergence in the presence of noise is the enlargement of the population size (Goldberg et al 1991) . This was not considered here, since it was expected to impair the computational performance too much.
A quite natural way of maintaining the populations' diversity is the introduction of fitness sharing, in particular with respect to the multimodal structure of the search space. Here the fitness of each individual is scaled according to its mean distance to the whole population. In consequence, an increased competition takes place between individuals near by in the search space and less competition between individuals which are more 'unique' in comparison with the other members of the population. (For a detailed discussion of the sharing method, see, for example, Goldberg and Richardson 1987.) Applying this method, several advantages are to be observed. It helps to maintain a more diverse population without increasing the population size or introducing more random elements into the search, such as a higher mutation rate would do. Since the attractive potential of a single point in the search space is reduced, the search is more tolerant towards individuals with overestimated fitness and therefore more robust with respect to statistical fluctuations. Perhaps the most important effect is that the global character of the search procedure is reinforced; that is, several individuals, representing different (suboptimal) solutions of the optimization task can be maintained within the population, which may recombine to build globally optimal solutions.
In combination with an increased crossover and mutation rate (p c = 0.95, p m = 0.01), the population size can even be reduced to λ = 30, resulting in an additional performance increase.
For more details on the strategy parameters of the GA see Hahn et al (1992) .
Results
In the course of 12 optimization runs with partially different settings for the GA strategy parameters a total of 92 different solutions were found, which performed better than the parame- Listed are the values for the DELPHI tuning 1992 and the best parameter set found by the GA. Note that for the DELPHI tuning the Lund a parameter was not tuned but fixed to an arbitrary value.
4.1 Analyzing the structure of the parameter space
The fact that we have so many different solutions is really surprising and suggests further investigations. Figure 3 shows the distributions of the parameter σ q and the absolute difference of the Lund parameters |a-b|. Shown are the parameter values only of those individuals which where considered to be 'good' solution.
-10 - to first order, be independent of the center-of-mass energy. Therefore, our results agree more with the default values of the MC generator, which originate from a fit to lower-energy data.
In order to decide, which of these regions is the right one, we also look at correlations be- -13 -
Conclusions
We have sucessfully used a genetic algorithm for tuning Monte Carlo generator parameters.
The GA offers an automated procedure for this optimization task which does not require problem-specific expert knowledge.
A major challenge for the algorithm is the statistical fluctuation of the fitness function. Because of the extensive CPU time consumption the number of function evaluations has to be restricted to a minimum. A standard GA is not able to find an appropriate solution within a reasonable time limit. The implementation of a sharing model helps to maintain the populations´ diversity and reinforces the global character of the search procedure. The limited resolution of the fitness function can be taken into account by carefully choosing the number of allocated bits for the coding of each parameter.
Due to the global character of the search strategy, the whole range of possible parameter values can be incorporated into the search. The GA finds many different solutions and reveals the multimodal structure of the search space. Inspection of the parameters and their correlations yield additional useful information and allow the identification of the global optimum.
Considering its performance, a GA is competitive with standard optimization procedures. Partial, approximate evaluation of worse-performing individuals can significantly reduce computation time. Due to the inherent parallelism of the strategy, a GA should be especially effective in optimizing models that contain many free parameters.
Conventional optimization procedures always run the risk of subjective criteria influencing the results of the search, since on the basis of previous knowledge the human expert already has
an idea of what the results should be. In contrast, the decision mechanism of a GA, which uses the principles of evolution, can be regarded as almost objective.
