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Abstract
This paper is concerned with a long list of matrix products for partitioned and non-partitioned matrices, including Kronecker,
Khatri–Rao of first kind, Hadamard, Tracy–Singh, Khatri–Rao, block Kronecker, block Hadamard,and box products (sums). Our
contribution is to gather the most useful connections of the matrix products from various sources and present them in one place.
Several new attractive connections are also added to this collection. We give, as an example, two applications in order to show that
these connections play a central role in many applications. These applications are: A block diagonal least-squares problem and a
generalization of matrix inequalities involving Khatri–Rao products of positive definite matrices.
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1. Introduction
In addition to the usual matrix product, there has been a renewed interest in the non-partitioned matrix products
that are very useful in applications. These matrix products are the Kronecker product A ⊗ B, Kronecker sum A ⊕ B,
Khatri–Rao of first kind product A
∏
B, and Hadamard product A◦B, which are used in many fields and are almost as
important as the usual product. The definitions of the mentioned four matrix products can be found in [1–9]. Also, there
has been an upsurge of interest in the permutation matrix Pmn [10] that is used to reverse the order of the Kronecker
products and in the vector operator Vec(.) which transforms a matrix into a vector by stacking its column one beneath
the other. One of the principle reasons is that Kronecker products (sums) and vector-operators have affirmed their
capability of solving a wide range of problems and playing important tools in control theory, system theory, statistics,
physics, communication systems, optimization, economics, and many other fields in pure and applied mathematics.
These include signal processing, linear programming, matrix equations, matrix (convolution) differential equations,
fractional calculus, and many other applications [11–20]. Another reason is because these Kronecker products are
easy to understand, simple to use, and they have a rich and very pleasing algebra that supports a wide range of fast,
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elegant, and practical algorithms [21]. In fact, the Kronecker products have the rather remarkable properties in that, for
example, we can generate large matrices with known eigenvalues, eigenvectors, determinants, generalized inverses,
etc. This can be found in [3,9,22,23]. It has been known that A ◦ B is a (principal) submatrix of A⊗ B if A and B are
(square) of the same size [8,9,24]; also the Khatri–Rao product of the first kind consists of a subset of the columns of
the Kronecker product [4,6,25]. The Hadamard product is much simpler than the Kronecker and Khatri–Rao of the first
kind products, and it can be connected with isomorphic diagonal matrix representations that can have a certain interest
in many fields of pure and applied mathematics. For example, Tauber [19] applied the Hadamard product to solving
a partial differential equation coming from an air pollution problem, and Ando [26] presented various estimates for
Hadamard products by diagonal matrices. The Hadamard product is clearly commutative, associative, and distributive
with respect to addition. Liv-Ari [4] defined the so-called diagonal extraction operator Vec d(.), which forms a column
vector consisting of the diagonal elements of the square matrix, and established new relations between Kronecker,
Khatri–Rao of the first kind, and Hadamard products. This leads to a very efficient computational procedure for
solving the matrix least-squares problem.
In the last few years, there has also been an upsurge of interest in the partitioned matrix products and some
generalized permutation matrices that play an important role in matrix algebra, multivariate statistical analysis, linear
programming, signal processing, and many other subjects [11,12,20,21,27,28].
For partitioned matrices, the Khatri–Rao product A ∗ B, viewed as a generalized Hadamard product A ◦ B, is
introduced by Khatri and Rao [29], the Tracy–Singh product A2 B, viewed as a generalized Kronecker product
A ⊗ B, as introduced by Tracy and Singh [30], and the box product A♦B, viewed as a generalized of usual product
AB, is introduced by Johnson and Nylen [31]. Koning et al. [32] defined less restricted a Tracy–Singh product, and
will be called block Kronecker product A
b⊗ B. Whereas the product studied before is based on the partitioned of both
matrices A and B. In this case, we assume a partition of matrix B only. Both products A2 B and A
b⊗ B called block
Kronecker products. It is obvious that the matrix products A2 B and A
b⊗ B are different unless one does not partition
matrix A.
The generalization of permutation matrices was developed extensively by Magnus and Neudecker [33]. When
dealing with matrix products of partitioned matrices, one might like to keep the submatrices together, and when
dealing with the vecs (vector arrangements) of partitioned matrices, it may be desirable to keep the vecs of
the submatrices together. Tracy and Jinadasa [27] used some generalized permutation matrices to establish the
relationships between the Tracy–Singh product and the Kronecker product. Liu [34] defined two selection partitioned
matrices Z1 and Z2 of zeros and ones, and used these to establish the main connection between the Khatri–Rao
product and the Tracy–Singh product. These matrix products are used in [1,2,4,5,13,24,27,32,34]. For example, Al-
Zhour and Kilic¸man [2] gave extensions and generalization inequalities involving the Khatri–Rao product of several
positive matrices, Liu [5] established several inequalities involving Khatri–Rao products of positive definite matrices
with statistical applications, Ding and Chen [13] presented the iterative least squares solutions of general coupled
Sylvester matrix equations by using the box product, Xu et al. [24] applied the Tracy–Singh products to estimate the
unknown block diagonal regression coefficient matrix in the growth curve model, Tracy and Jinadasa [27] derived the
expectations and covariances of the Tracy–Singh product of random matrices with indicated statistical applications,
and Koning et al. [32] used the block Kronecker and Tracy–Singh products in the estimation of k-factorial covariance
structures.
In the present paper, we study a long list of matrix products for partitioned and non-partitioned matrices, and
gather the most useful connections of the matrix products from various sources and present them in one place.
Several new attractive connections are also added to this collection. We give, as an example, two applications in order
to show that these connections play a central role in many applications. These applications are: A block diagonal
least-squares problem, and a generalization of matrix inequalities involving Khatri–Rao products of positive definite
matrices.
We use the notation Mm,n to stand for the set of all m× n matrices over the complex number field C (when m = n,
we write Mm instead of Mm,m), the notation Hn stand for the space of n-square Hermitian matrices and H+n be the
space of n-square positive definite matrices, and the notation A∗ stand for the conjugate transpose of matrix A. For
Hermitian matrices A and B, the relation A > B means that A − B > 0 is a positive definite and the relation A ≥ B
means A − B ≥ 0 is a positive semi-definite.
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2. Matrix products and permutation matrices
In matrix products work, matrices are some times regarded as vectors and vectors are some times made in to
matrices. In this section, we introduce the several definitions of matrix products, permutation matrices, and vector-
operators for partitioned and non-partitioned (i.e., scalar) matrices.
Definition 2.1. Let A = [ai j ] ∈ Mm,n and B = [bkl ] ∈ Mp,q be scalar matrices. Then the Kronecker product of A
and B is defined as the partitioned matrix [3,5,6,8,9,34,35]
A ⊗ B = [ai j B]i j ∈ Mmp,nq , (2.1)
where ai j B ∈ Mp,q is the i j-th submatrix.
Definition 2.2. Let A = [a1 a2 · · · an] ∈ Mm,n and B = [b1 b2 · · · bn] ∈ Mp,n (ai and bi are the i-th
columns of A and B, respectively, i = 1, 2, . . . , n). The columns of the Kronecker product A ⊗ B are {ai ⊗ b j } for
all i, j combinations in lexicographic order namely
A ⊗ B = [a1 ⊗ b1 · · · a1 ⊗ bn a2 ⊗ b1 · · · a2 ⊗ bn · · · an ⊗ b1 · · · an ⊗ bn]
∈ Mmp,n2 . (2.2)
Thus, the Khatri–Rao of first kind product of A and B is defined by [4,6,25]
A
∏
B = [a1 ⊗ b1 a2 ⊗ b2 · · · an ⊗ bn] ∈ Mmp,n, (2.3)
consists of a subset of the columns of A ⊗ B.
Definition 2.3. Let A = [ai j ] and B = [bi j ] ∈ Mm,n be scalar matrices. Then the Hadamard product of A and B is
defined by [3,5,8,9,34]
A ◦ B = [ai jbi j ]i j = B ◦ A ∈ Mm,n . (2.4)
Note that if A = [Ai j ] and B = [Bi j ] ∈ Mm,n are partitioned, respectively, with Ai j and Bi j of order mi × n j as the
i j-th submatrix (m =∑ri=1 mi , n =∑sj=1 n j ), then
A ◦ B = [Ai j ◦ Bi j ]i j ∈ Mm,n, (2.5)
where Ai j ◦ Bi j is the i j-th submatrix of order mi × n j .
Definition 2.4. Let A = [ai j ] ∈ Mm and B = [bkl ] ∈ Mn be scalar matrices. Then the Kronecker sum of A and B is
defined by [1,3,7,9,25]
A ⊕ B = A ⊗ In + Im ⊗ B ∈ Mmn . (2.6)
Definition 2.5. Let A = [Ai j ] ∈ Mm,n be partitioned with Ai j of order mi × n j as the i j-th submatrix, and let
B = [Bkl ] ∈ Mp,q be partitioned with Bkl of order pk×ql , as the kl-th submatrix (m =∑ri=1 mi, n =∑sj=1 n j , p =∑t
k=1 pk, q =
∑h
l=1 ql). Then the Tracy–Singh product of A and B is defined by [1,2,5,27,30,34–38]
A2 B = [Ai j 2 B]i j = [[Ai j ⊗ Bkl ]kl ]i j ∈ Mmp,nq , (2.7)
where Ai j ⊗ Bkl is the kl-th submatrix of order mi pk × n jql and Ai j 2 B is the i j-th submatrix of order mi p × n jq.
Definition 2.6. Let A = [Ai j ] ∈ Mm,n and B = [Bi j ] ∈ Mp,q be partitioned with Ai j of order mi × n j and Bi j of
order pi ×q j , respectively, as the i j-th submatrix (m =∑ri=1 mi , n =∑sj=1 n j , p =∑ri=1 pi , q =∑sj=1 q j ). Then
the Khatri–Rao product of A and B is defined by [1,2,29,34,36–39]
A ∗ B = [Ai j ⊗ Bi j ]i j , (2.8)
where Ai j ⊗ Bi j is the i j-th submatrix of order mi pi × n jq j and A ∗ B of order M × N (M = ∑ri=1 mi pi , N =∑s
j=1 n jq j ).
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Definition 2.7. Let A = [Ai j ] ∈ Mmp,nq and B = [Bi j ] ∈ Mmq,nr be partitioned with Ai j and Bi j of order p× q and
q × r , respectively, as the i j-th submatrix. Then the box product of A and B is defined by [13,31]
A♦B = [Ai j Bi j ]i j ∈ Mmp,nr , (2.9)
where Ai j Bi j is the i j-th submatrix of order p × r .
In particular, if m = n = 1, then the box product is reduced to the usual product, while if p = q = r = 1, then the
box product is reduced to the Hadamard product.
Additionally, Liu [34] stated that the Khatri–Rao product can be viewed as a generalized Hadamard product and
the Tracy–Singh product as a generalized Kronecker product, as follows:
(i) For a non-partitioned matrices A and B, their A2 B is A ⊗ B, i.e.,
A2 B = [ai j 2 B]i j = [[ai j ⊗ Bkl ]kl ]i j = [[ai j Bkl ]kl ]i j = [ai j B]i j = A ⊗ B.
(ii) For non-partitioned matrices A and B of order m × n, their A ∗ B is A ◦ B, i.e.,
A ∗ B = [ai j ⊗ bi j ]i j = [ai jbi j ]i j = A ◦ B.
Definition 2.8. Let A ∈ Mm,n be a scalar matrix and B = [Bkl ] ∈ Mp,q be partitioned with Bkl as the kl-th submatrix
of order pk × ql (p =∑tk=1 pk, q =∑hl=1 ql). Then the block Kronecker product of A and B is defined by [32]
A
b⊗ B = [A ⊗ Bkl ]kl ∈ Mmp,nq , (2.10)
where A ⊗ Bkl is the kl-th submatrix of order mpk × nql .
Definition 2.9. Let A ∈ Mm be a scalar matrix and B = [Bi j ] ∈ Mn be partitioned with Bi j as the i j-th submatrix of
order nk × nk (n =∑tk=1 nk). Then the block Kronecker sum of A and B is defined by [32]
A
b⊗ In + Im
b⊗ B ∈ Mmn, (2.11)
where In = In1+n2+···+nt = blockdiag(In1 , In2 , . . . , Int ) is partitioned identity matrix, and Im is scalar (non-
partitioned) identity matrix.
Definition 2.10. A permutation matrix Pmn is a square mn ×mn matrix partitioned into m × n submatrices such that
the i j-th submatrix has a 1 in its j i-th position and zeros elsewhere [10,27], i.e.,
Pmn =
m∑
i=1
n∑
j=1
Ei j ⊗ ETi j , (2.12)
where Ei j = eieTj = ei ⊗ eTj is the elementary matrix of order m × n, and ei (e j ) is a column vector with a unity in
the i-th ( j-th) position and zeros elsewhere of order m × 1 (n × 1).
Among its properties, if A ∈ Mm,n one has
PmnVec AT = Vec A. (2.13)
Operationally, if u ∈ Mm,1 and v ∈ Mn,1 are scalar vectors, then we have
Pmn(u ⊗ v) = v ⊗ u; Pnm(v ⊗ u) = u ⊗ v. (2.14)
Clearly,
PmnPnm = Imn; PTmn = P−1mn = Pnm . (2.15)
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Definition 2.11. Let α = {i1, i2, . . . , ik} ⊆ {1, 2, . . . , n}, and associate α with a k × n matrix Sα of zeros and ones.
The j-th rows of Sα is the n-vector with 1 in the i j -th position and zeros elsewhere. Thus, Sα is so-called a partial
permutation matrix and [40]
[A]α,β ,= SαASTβ , (2.16)
where A ∈ Mm,n and [A]α,β , (simply [A]α if α = β) is the submatrix of A with rows α and columns β
(α ⊆ {1, 2, . . . ,m}, β ⊆ {1, 2, . . . , n}).
Definition 2.12. A linear mapΨ from Hn to Hm is said to be positive if it transforms H+n to H+m , and a positive linear
map is said to be normalized if it transforms the identity In to the identity matrix Im [26].
Definition 2.13. Let A = [ai j ] ∈ Mm,n be a scalar matrix. Then the vector-operator of A is defined by [3,7,9,14]
Vec A = [a11, a21, . . . , am1, a12, a22, . . . , am2, . . . , a1n, a2n, . . . , amn]T ∈ Mmn,1. (2.17)
Definition 2.14. Let A = [ai j ] ∈ Mm be a scalar matrix. Then the diagonal extraction-operator of A is defined by [4]
Vec d(A) = [a11, a22, . . . , amm]T ∈ Mm,1. (2.18)
Definition 2.15. Let A ∈ Mm,n (m =∑ri=1 mi , n =∑sj=1 n j ) be a matrix partitioned as:
A =
A11 . . . A1s... ...
Ar1 . . . Ars
 .
Then the vector row operator Vec r A (vector column operator Vec c A) is defined as the column vector obtained by
stacking Vec Ai j row wise (column wise) [27,32,37], i.e.,
Vec A
r
= [Vec A11 . . . Vec A1s . . . Vec Ar1 . . . Vec Ars]T ; (2.19)
Vec A
c
= [Vec A11 . . . Vec Ar1 . . . Vec As1 . . . Vec Ars]T . (2.20)
In what follows, we study some partitioned permutation matrices given by Tracy and Jinadasa [27], obtained by
permuting rows and columns of the identity matrix Imn = Im ⊗ In , or a permutation matrix Pmn .
Definition 2.16. Consider the block-diagonal matrix
blockdiag[Pm1n1 , . . . , Pm1ns , . . . , Pmrn1 , . . . , Pmrns ], (2.21)
where Pmin j is the min j ×min j permutation matrix. Rearrange its row blocks by taking every s-th block starting with
the first, then every s-th block starting with the second, and so on. Denote the resulting matrix by Qmn .
Operationally, if u ∈ Mm,1 and v ∈ Mn,1 are partitioned vectors, then we have
Qmn(u2v) = v 2 u; Qnm(v 2 u) = u2v. (2.22)
Clearly,
QmnQnm = Imn; QTmn = Q−1mn = Qnm . (2.23)
Definition 2.17. Write Imn as:
Imn = blockdiag[Im1n1 , . . . , Im1ns , . . . , Imrn1 , . . . , Imrns ]. (2.24)
Rearrange its blocks by taking every s-th block starting with the first, then every s-th block starting with the second
and so on. Denote the resulting matrix by Kmn .
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Operationally, if A = [Ai j ] ∈ Mm,n is partitioned matrix, then we have
Kmn Vec A
r
= Vec A
c
; Knm Vec A
c
= Vec A
r
. (2.25)
Clearly,
KmnKnm = Imn; KTmn = K−1mn = Knm . (2.26)
Definition 2.18. Write Imn as:
Imn = blockdiag[Im1 , . . . , Imr , . . . , Im1 , . . . , Imr ]. (2.27)
Rearrange its row blocks by taking every r -th row block starting with the first, then every row block starting with the
second and so on. Denote the resulting matrix by Gmn .
Operationally, if A ∈ Mm,n , then we have
GmnVec A = Vec A
r
; Gnm Vec A
r
= Vec A. (2.28)
Clearly,
GmnGnm = Imn; GTmn = G−1mn = Gnm . (2.29)
3. Basic connections
We gather the most useful connections of matrix products from various sources and present them in this section.
Theorem 3.1. Let A ∈ Mm,n be a partitioned (m =∑ri=1 mi , n =∑sj=1 n j ). Then [27]
(i) Vec A = GnmKnm Vec A
c
(ii) Vec A
c
= KmnGmnVec A (iii) Vec A
r
= GmnVec A. (3.1)
In general, A2 B 6= B2 A, A ⊗ B 6= B ⊗ A, A ⊕ B 6= B ⊕ A and A ∗ B 6= B ∗ A, but it is possible to relate
A2 B to B2 A, A ⊗ B to B ⊗ A, A ⊕ B to B ⊕ A and A ∗ B to B ∗ A by using (partitioned) permutation matrices
Pmn and Qmn . In what follows, each pair is permutation equivalent.
Theorem 3.2. Let A ∈ Mm,n be a scalar matrix and B = [Bkl ] ∈ Mp,q be partitioned with Bkl of order pk × ql as
kl-th submatrix (p =∑sk=1 pk, q =∑tl=1 ql). Then there exist permutation matrices K1 and K2 such that [32]
A
b⊗ B = K1(B ⊗ A)K2. (3.2)
Corollary 3.3. Let A ∈ Mm be a scalar matrix and B = [Bkl ] ∈ Mn be partitioned with Bkl of order nk × nk (n =∑s
k=1 nk). Then there exist permutation matrices K1 and K2 such that [32]
A
b⊕ B = K1(B ⊕ A)K2. (3.3)
Theorem 3.4. Let A = [Ai j ] ∈ Mm,n and B = [Bkl ] ∈ Mp,q be partitioned (m = ∑ri=1 mi , n = ∑sj=1 n j , p =∑t
k=1 pk, q =
∑h
l=1 ql). Then [27,35]
A2 B = Q pm(B2 A)Qnq or B2 A = Qmp(A2 B)Qqn . (3.4)
In particular, if A ∈ Mm,n, B ∈ Mp,q are scalar matrices, then we have
A ⊗ B = Ppm(B ⊗ A)Pnq or B ⊗ A = Pmp(A ⊗ B)Pqn . (3.5)
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Theorem 3.5. Let A = [Ai j ] ∈ Mm,n and B = [Bi j ] ∈ Mp,q be partitioned (m = ∑ti=1 mi , n = ∑sj=1 n j , p =∑t
i=1 pi , q =
∑s
j=1 q j ). Then [39]
(i) A ∗ B is a submatrix of A ⊗ B, (3.6)
(ii) A ∗ B and B ∗ A are permutation equivalent, i.e.,
A ∗ B = PT(B ∗ A)Q, (3.7)
for some block diagonal permutation matrices:
P = blockdiag(P1, . . . , Pt), Q = blockdiag(Q1, . . . , Qs), (3.8)
with each Pi ∈ Mmi pi and Q j ∈ Mn jq j , i = 1, . . . , t , j = 1, . . . , s.
In particular, suppose that t = s and that A and B are both square partitioned matrices such that the partitions of
A and B are balanced (i.e., all blocks are the same sizes). Then
(i) A ∗ B is a principal submatrix of A ⊗ B,
(ii) A ∗ B = PT(B ∗ A)P,
for some block diagonal permutation matrices P = blockdiag(P1, . . . , Pt ) with each Pi ∈ Mmi pi , i = 1, . . . , t .
Theorem 3.6. Let A ∈ Mm,n, B ∈ Mp,q and X ∈ Mn,p. Then [3]
Vec(AXB) = (BT ⊗ A)Vec X. (3.9)
Theorem 3.7. Let A = [ai j ] ∈ Mn be a scalar matrix. Then [4]
Vec d(A) = RTnVec A, (3.10)
and thus also for a diagonal scalar matrix X ∈ Mn , we have RTn Rn = In , and
Vec X = RnVec d(X), X is diagonal (3.11)
where
Rn =
[
e1 en+2 e2n+3 · · · en2
] ∈ Mn2,n, (3.12)
and ek is an n2 × 1 column vector with a unity element in the k-th position, and zeros elsewhere (1 ≤ k ≤ n2).
First, let us introduce some relations, which are given by Liv-Ari [4], related to the Kronecker, Khatri–Rao of first
kind and Hadamard products. Given matrices
A = [a1 a2 · · · an] ∈ Mm,n; B = [b1 b2 · · · bn] ∈ Mp,n
(ai and bi are the i-th columns of A and B, respectively, i = 1, 2, . . . , n.), one looks at the columns of the Khatri–Rao
of the first kind product A
∏
B that consists of a subset of the columns of the Kronecker product A ⊗ B. This
observation can be expressed in the following form:
(A ⊗ B)Rn = A
∏
B. (3.13)
In addition, we observe that for any matrices A and B ∈ Mn of the same size, we have
RTn
(
A
∏
B
)
= RTn (A ⊗ B)Rn = A ◦ B. (3.14)
Instead of the much longer column vector Vec X , Liv-Ari [4] noted that if A ∈ Mm,n and B ∈ Mp,n , we have
Vec(AXBT) =
(
B
∏
A
)
Vec d(X), X ∈ Mn is diagonal. (3.15)
In addition, the expression (3.15) can be extended for any matrix Y ∈ Mm,p as follows:
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Theorem 3.8. Let A ∈ Mm,n and B ∈ Mp,n . Then [4] for any matrix Y ∈ Mm,p
Vec d(ATY B) =
(
B
∏
A
)T
Vec Y. (3.16)
Theorem 3.9. Let A = [Ai j ] ∈ Mm,n be partitioned with Ai j of order mi × n j as the i j -th submatrix, B = [Bkl ] ∈
Mp,q be partitioned with Bkl of order pk × ql as the kl-th submatrix and X = [Xl j ] ∈ Mq,n be partitioned with Xl j
of order ql × n j as the l j -th submatrix (m =∑ri=1 mi , n =∑sj=1 n j , p =∑tk=1 pk, q =∑hl=1 ql). Then [27]
(i)
Vec
c
(BX AT) = (A2 B)Vec
c
X; (3.17)
(ii)
Vec
r
(BX AT) = Kmp(A2 B)Kqn Vec
c
X; (3.18)
(iii)
Vec(BX AT) = GmpKmp(A2 B)KqnGqnVec X. (3.19)
A restrictive feature of this approach is that all three matrices A, B, and X have to partitioned. However, by
vectorizing in a different manner, this problem can be avoided in the next result.
Theorem 3.10. Let A = [ai j ] ∈ Mm,n be a not necessarily partitioned matrix, and let B = [Bkl ] ∈ Mp,q be
partitioned with Bkl of order pk×ql and X = [Xl ] ∈ Mq,n , be partitioned with Xl of order ql×n(p =∑tk=1 pk, q =∑h
l=1 ql). Then [32]
(i)
Vec
r
(BX AT) = (A b⊗ B)Vec
r
X; (3.20)
(ii)
Vec(BX AT) = Gmp(A
b⊗ B)GqnVec X; (3.21)
(iii)
Vec
c
(BX AT) = K pmG pm(A
b⊗ B)GnqKnq Vec
c
X. (3.22)
Remark 3.11. It is evident from comparing Theorem 3.9 with Theorem 3.10 that the Tracy–Singh product A2 B and
block Kronecker product A
b⊗ B are different, unless one does not partition the matrix A. If one wants to partition A,
one can use the Tracy–Singh product and if one does not partition A, one can use the block Kronecker product.
Corollary 3.12. Let u and v be vectors of order m × 1 and n × 1, respectively. Then
(i) Vec (uvT) = v ⊗ u (ii) Vec
c
(uvT) = v 2 u (iii) Vec
r
(uvT) = v b⊗ u. (3.23)
Theorem 3.13. Let A = [Ai j ] ∈ Mm,n and B = [Bkl ] ∈ Mp,q be partitioned matrices (m = ∑ri=1 mi , n =∑s
j=1 n j , p =
∑t
k=1 pk, q =
∑h
l=1 ql). Then [27,35]
A ⊗ B = GmpKmp(A2 B)KqnGqn or A2 B = K pmG pm(A ⊗ B)GnqKnq . (3.24)
In particular, A2 B and A ⊗ B are permutation similar if A = [Ai j ] and B = [Bkl ] are both square, and each of
Ai i and Bkk is square.
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Corollary 3.14. Let A and B be column-wise partitioned matrices. Then [32]
A2 B = A ⊗ B. (3.25)
Let A and B ∈ Mm,n be matrices, and one looks at the entries of A ⊗ B that lie in the intersection of rows:
1,m + 2, 2m + 3, . . . , (m − 1)m +m with columns: 1, n+ 2, 2n+ 3, . . . , (n− 1)n+ n; one finds exactly the entries
of A ◦ B. Thus, the Hadamard product is a (principal) submatrix of the Kronecker product; that is, for any m × n
complex matrices A and B, we have [40]
A ◦ B = [A ⊗ B]α,β = Sα(A ⊗ B)STβ . (3.26)
In particular, if A and B ∈ Mm , then α = β and
A ◦ B = [A ⊗ B]α = Sα(A ⊗ B)STα (3.27)
where Sα and Sβ are partial permutation matrices as determined in Definition 2.11, and
α = {1,m + 2, 2m + 3, 3m + 4 . . . , (m − 1)m + m = m2}; (3.28)
β = {1, n + 2, 2n + 3, 3n + 4 . . . , (n − 1)n + n = n2}. (3.29)
Visick [8] gave a version of the relationship between the Hadamard and Kronecker products as follows:
Theorem 3.15. Let A and B ∈ Mm,n be scalar matrices. Then there exist two real matrices, Pm of order m2 × m,
and Pn of order n2 × n of zeros and ones such that PTm P = Im, PTn P = In and
A ◦ B = PTm (A ⊗ B)Pn, (3.30)
where
Pm =
(
E (m)11 E
(m)
22 · · · E (m)mm
)T ∈ Mm2,m (3.31)
and E (m)i j ∈ Mm is an elementary matrix (which has a 1 in the i j -th position and all other entries are zero).
Theorem 3.16. Let Ai (1 ≤ i ≤ k, k ≥ 2) be n× n matrices. Then there is a normalized positive linear map Ψk from
Hnk to Hn such that [26]
Ψk
(
k∏
i=1
⊗Ai
)
=
k∏
i=1
◦Ai . (3.32)
Theorem 3.17. Let A = [Ai j ] ∈ Mm,n and B = [Bkl ] ∈ Mp,q be partitioned with Ai j and Bkl of order mi × n j
and pk × ql , respectively (m = ∑ti mi , n = ∑dj=1 n j , p = ∑ti=1 pi , q = ∑dj=1 q j ). Then [34,36] there exist an
mp× r (r =∑ti=1 mi pi ) matrix Z1 of zeros and ones, and an nq × s (s =∑dj=1 n jq j ) matrix Z2 of zeros and ones,
such that ZT1 Z1 = Ir , ZT2 Z2 = Is (where Ir and Is are r × r and s × s identity matrices, respectively) and
A ∗ B = ZT1 (A2 B)Z2. (3.33)
In particular, if m = n and p = q, then there exists an mp × r (r = ∑ti=1 mi pi ) matrix Z of zeros and ones such
that ZTZ = Ir and
A ∗ B = ZT(A2 B)Z . (3.34)
Proof. The special case in (3.34) of Theorem 3.17 is proved in [36, Lemma 2.1]. We give a proof of the general case
in (3.33) of Theorem 3.17 for the sake of convenience. Let
L i =
[
0i1 · · · 0i i−1 Imi pi 0i i+1 · · · 0i t
]T
,
772 Z. Al Zhour, A. Kilic¸man / Computers and Mathematics with Applications 54 (2007) 763–784
where 0ik is a mi pi × mi pg zero matrix for any g 6= i and let
W j =
[
0 j1 · · · 0 j j−1 In jq j 0 j j+1 · · · 0 jd
]T
,
where 0ih is a n jq j × n jqh zero matrix for any h 6= j . Then LTi L i = I1,WTj W j = I2 (where I1 and I2 are identity
matrices) and for all i and j
LTi (Ai j 2 B)W j = LTi (Ai j ⊗ Bkl)klW j = Ai j ⊗ Bi j .
Letting
Z1 =
L1 . . .
L t
 , Z2 =
W1 . . .
Wd
 .
The lemma follows by a direct computation. 
4. New connections
In this section, we introduce some definitions which are related to some known matrix products, namely the: block
Hadamard product A • B, Hadamard sum A1B, Tracy–Singh sum A∇B, Khatri–Rao sum A∞ B, and partitioned
diagonal extraction-operator Vec dp(.). Some new connections and generalizations are also established in order to find
new applications of our results.
Definition 4.1. Let A ∈ Mm,n be a scalar matrix and B = [Bkl ] ∈ Mp,q be partitioned with Bkl as the kl-th submatrix
of order m × n = pk × ql(p =∑tk=1 pk, q =∑hl=1 ql). Then the block Hadamard product of A and B is defined by
A • B = [A ◦ Bkl ]kl ∈ Mp,q , (4.1)
where A ◦ Bkl is the kl-th submatrix of order m × n.
Definition 4.2. Let A = [ai j ] and B = [bi j ] ∈ Mn be scalar matrices. Then the Hadamard sum of A and B is defined
by
A1B = A ◦ In + In ◦ B
= (A + B) ◦ In = diag(a11 + b11, a22 + b22, . . . , ann + bnn) ∈ Mn . (4.2)
Definition 4.3. Let A = [Ai j ] ∈ Mm and B = [Bi j ] ∈ Mn be partitioned with Ai j and Bi j as the i j-th submatrix of
order mi ×mi and nk × nk , respectively (m =∑ri=1 mi , n =∑tk=1 nk). Then the Tracy–Singh and Khatri–Rao sums
are defined by
(i) Tracy–Singh sum
A∇B = A2 In + Im 2 B ∈ Mmn; (4.3)
(ii) Khatri–Rao sum
A∞ B = A ∗ In + Im ∗ B ∈ MM,N , (4.4)
where M =∑ri=1 mi pi , N =∑tk=1 nkqk , and
In = In1+n2+···+nt = blockdiag(In1 , In2 , . . . , Int ),
Im = Im1+m2+···+mr = blockdiag(Im1 , Im2 , . . . , Imr )
are partitioned identity matrices.
Note that, for non-partitioned matrices A and B, their A∞ B is A ⊕ B; and when m = n and for non-partitioned
matrices A, B, Im , their A∞ B is A1B.
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Definition 4.4. Let
X = blockdiag(X11, X22, . . . , Xnn) ∈ Mn
be partitioned (n =∑sj=1 n j ) with X j j ( j = 1, 2, . . . , s) of order n j × n j . Then the partitioned diagonal extraction
operator is defined by
Vec dp(X) =
[
Vec X11, Vec X22, . . . , Vec Xnn
]T
, (4.5)
where Vec dp(X) is of order N × 1(N =∑sj=1 n2j ).
First, let us find the connection between the blocks of the Tracy–Singh product A2 B, and the blocks of partitioned
matrices A = [Ai j ] ∈ Mm,n and B = [Bkl ] ∈ Mp,q . Then we have:
Case (1): To obtain any block of C = A2 B in terms the blocks of A and B, we use the notation C = [Cik, jl ],
where a row of C denoted by a dual symbol (ik) and a column of C denoted by a dual symbol ( jl) such that
Cik, jl = Ai j ⊗ Bkl . Now, the rows and the columns of C may be relabeled by two indices f and g such that:
Cik, jl = C f,g = Ai j ⊗ Bkl , (4.6)
where
f = (i − 1)p + k, 1 ≤ f ≤ mp; g = ( j − 1)q + l, 1 ≤ g ≤ nq, (4.7)
and i, j, k, l, f, g are positive integers.
For example, if m = n = 2, p = 3 and q = 2, then, for example, the block C23,21 can be obtained as follows:
C23,21 = C f,g , where
f = (i − 1)p + k = (2− 1)× 3+ 3 = 6; g = ( j − 1)q + l = (2− 1)× 2+ 1 = 3.
Hence,
C23,21 = C63 = A22 ⊗ B31.
Case (2): Conversely, to obtain the blocks of A and B in terms of the blocks of C = A2 B, we find i, j, k, l in terms
of f, g by using (4.7). The first part of (4.7) gives
k = f mod p, 1 ≤ k ≤ p. (4.8)
Note that, if k = 0, we take k = p and
i =
{
f − k
p
}
+ 1 : 1 ≤ f ≤ mp, 1 ≤ k ≤ p, 1 ≤ i ≤ m. (4.9)
The second part of (4.7) also gives
l = g mod q, 1 ≤ l ≤ q. (4.10)
Note also that, if l = 0, we take l = q and
j =
{
g − l
q
}
+ 1 : 1 ≤ g ≤ nq, 1 ≤ l ≤ q, 1 ≤ j ≤ n. (4.11)
For example, if m = n = 2, p = 3 and q = 2, then, for example, the two blocks Ai j and Bkl can be obtained from
block C63 by :
k = 6 mod 3 = 0⇒ k = 3, and i = [(6− 3)/3] + 1 = 2.
l = 3 mod 2 = 1⇒ l = 1, and j = [(3− 1)/2] + 1 = 2.
Since, C f,g = Cik, jl = Ai j ⊗ Bkl , then
C63 = C23,21 = A22 ⊗ B31.
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Remark 4.5. If A = [ai j ] ∈ Mm,n and B = [bkl ] ∈ Mp,q are scalar matrices, then any element of C = A ⊗ B
can easily be obtained in terms of the elements of A, B, and the elements of A, B can also obtained in terms of the
elements of C = A ⊗ B by replacing Ai j by ai j , Bi j by bi j and Ai j ⊗ Bkl by ai jbkl in the above two cases.
Theorem 4.6. Let Ai = (A(i)st ) ∈ Mm,n (1 ≤ i ≤ k, k ≥ 2) be partitioned matrices. Then
A(1)s1t1 ⊗ A(2)s2t2 ⊗ · · · ⊗ A(k)sk tk
lies in position(
k−1∑
j=1
mk− j (s j − 1)+ sk,
k−1∑
j=1
nk− j (t j − 1)+ tk
)
(4.12)
in the matrix
∏k
i=1 2 Ai .
Proof. The proof is by induction on k. When k = 2, then it is straightforward to check that A(1)s1t1 ⊗ A(2)s2t2 lies in
position
(m(s1 − 1)+ s2, n(t1 − 1)+ t2)
in the matrix A12 A2. Suppose that Theorem 4.6 holds for the Tracy–Singh product of k matrices; that is,
A(1)s1t1 ⊗ A(2)s2t2 ⊗ · · · ⊗ A(k)sk tk lies in position(
k−1∑
j=1
mk− j (s j − 1)+ sk,
k−1∑
j=1
nk− j (t j − 1)+ tk
)
in the matrix
∏k
i=1 2 Ai . By the definition of the Tracy–Singh product
∏k+1
i=1 2 Ai consists of blocks of the form:
(A(1)s1t1 ⊗ A(2)s2t2 ⊗ · · · ⊗ A(k)sk tk 2 Ak+1)
in the positions specified above. Hence
(A(1)s1t1 ⊗ A(2)s2t2 ⊗ · · · ⊗ A(k)sk tk ⊗ A(k+1)sk+1tk+1)
lies in position(
m
k∑
j=1
mk− j (s j − 1)+ sk+1, n
k∑
j=1
nk− j (t j − 1)+ tk+1
)
=
(
(k+1)−1∑
j=1
mk− j (s j − 1)+ sk+1,
(k+1)−1∑
j=1
nk− j (t j − 1)+ tk+1
)
in the matrix
∏k+1
i=1 2 Ai The inductive step is complete. 
For non-partitioned matrices Ai = [a(i)st ] ∈ Mm,n (1 ≤ i ≤ k, k ≥ 2), we obtain the following corollary.
Corollary 4.7. Let Ai = [a(i)st ] ∈ Mm,n (1 ≤ i ≤ k, k ≥ 2). Then
a(1)s1t1a
(2)
s2t2 · · · a(k)sk tk
lies in position(
k−1∑
j=1
mk− j (s j − 1)+ sk,
k−1∑
j=1
nk− j (t j − 1)+ tk
)
(4.13)
in the matrix
∏k
i=1⊗Ai .
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Corollary 4.8. Let A = [Ai j ] ∈ Mm and B = [Bi j ] ∈ Mn be partitioned symmetrically (m = ∑ri=1 mi , n =∑s
j=1 n j ). Then
A ⊕ B = GmnKmn(A∇B)KnmGnm or A∇B = KnmGnm(A ⊕ B)GmnKmn . (4.14)
Proof. Due to Theorem 3.13 we have
A2 In = KnmGnm(A ⊗ In)GmnKmn, Im 2 B = KnmGnm(Im ⊗ B)GmnKmn .
So
A∇B = A2 In + Im 2 B = KnmGnm(A ⊗ In)GmnKmn + KnmGnm(Im ⊗ B)GmnKmn
= KnmGnm(A ⊗ In + Im ⊗ B)GmnKmn = KnmGnm(A ⊕ B)GmnKmn
= KnmGnm(A ⊕ B)GmnKmn . 
Corollary 4.9. Let A = [Ai j ] ∈ Mm and B = [Bi j ] ∈ Mn be partitioned (m =∑ri=1 mi , n =∑sj=1 n j ). Then
A∇B = Qmn(B∇A)Qnm or B∇A = Qnm(A∇B)Qmn . (4.15)
In particular, if A ∈ Mm and B ∈ Mn are scalar matrices, we then have
A ⊕ B = Pmn(B ⊕ A)Pnm or B ⊕ A = Pnm(A ⊕ B)Pmn . (4.16)
Proof. By using Theorem 3.4 we have
A2 In = Qmn(In 2 A)Qnm, Im 2 B = Qmn(B ⊗ Im)Qnm .
So
A∇B = A2 In + Im 2 B = Qmn(In 2 A)Qnm + Qmn(B2 Im)Qnm = Qmn(In 2 A + B2 Im)Qnm
= Qmn(B∇A)Qnm . 
An interesting and important observation is that the Khatri–Rao product A ∗ B is contained in the Tracy–Singh
product A2 B as a (principal) partitioned submatrix if A and B are (square) partitioned matrices of the same size, as
follows:
Theorem 4.10. Let A = [Ai j ] and B = [Bi j ] ∈ Mm,n be partitioned matrices with Ai j and Bi j , respectively, of order
mi × n j as the i j -th submatrix (m =∑ri=1 mi , n =∑sj=1 n j ). Then
A ∗ B = [A2 B]α,β; (4.17)
A ◦ B = [A ∗ B]αi ,β j = [[A2 B]α,β ]αi ,β j = [[Ai j ⊗ Bi j ]]αi ,β j = [Ai j ◦ Bi j ] (4.18)
where
α = {1, r + 2, 2r + 3, . . . , r2} = {kr + (k + 1) : k = 0, 1, . . . , (r − 1)} (4.19)
β = {1, s + 2, 2s + 3, . . . , s2} = {ts + (t + 1) : t = 0, 1, . . . , (s − 1)} (4.20)
αi = {1,mi + 2, 2mi + 3, . . . ,m2i , i = 1, . . . , r}= {hmi + (h + 1) : h = 0, 1, . . . , (mi − 1), i = 1, . . . , r} (4.21)
j = {1, n j + 2, 2n j + 3, . . . , n2j , j = 1, . . . , s}
= {wn j + (w + 1) : w = 0, 1, . . . , (n j − 1), j = 1, . . . , s}. (4.22)
In particular, if A = [Ai j ] and B = [Bi j ] ∈ Mm are square partitioned matrices, then α = β and
A ∗ B = [A2 B]α. (4.23)
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Another interesting and important observation is that the block Hadamard product A • B is contained in the block
Kronecker product A
b⊗ B, as follows:
Theorem 4.11. Let A ∈ Mm,n be a scalar matrix and B = [Bkl ] ∈ Mp,q be partitioned with Bkl of order
m × n = pk × ql as kl-th submatrix (p =∑tk=1 pk, q =∑sl=1 ql). Then
A • B = [A b⊗ B]α,β = [A
b⊗ B]αk ,βl = [[A ⊗ Bkl ]]αk ,βl (4.24)
where
α = {1,m + 2, 2m + 3, . . . ,m2} = αk = {1, pk + 2, 2pk + 3, . . . , p2k , k = 1, . . . , t} (4.25)
β = {1, n + 2, 2n + 3, . . . , n2} = βk = {1, ql + 2, 2ql + 3, . . . , q2l , l = 1, . . . , s}. (4.26)
One can easily generalize Theorem 3.16 to the case of Tracy–Singh and Khatri–Rao products, as follows:
Corollary 4.12. Let Ai = [A(i)rs ] ∈ Mn (1 ≤ i ≤ k, k ≥ 2) be partitioned with A(i)rs of order nr × nr (n =∑tr=1 nr ).
Then there is a normalized positive linear map Ψk from Hnk to HN (N =
∑t
r=1 nkr ) such that
Ψk
(
k∏
i=1
2 Ai
)
=
k∏
i=1
∗Ai . (4.27)
We now extend Theorem 3.17 to the case of several finite numbers of matrices in the following corollary:
Corollary 4.13. Let Ai = [A(i)gh] ∈ Mm(i),n(i) (1 ≤ i ≤ k, k ≥ 2) be partitioned matrices with A(i)gh as the
gh-th submatrix (m = ∏ki=1 m(i), n = ∏ki=1 n(i), r = ∑tj=1∏ki=1 m j (i), s = ∑tj=1∏ki=1 n j (i),m(i) =∑t
j=1 m j (i), n(i) =
∑t
j=1 n j (i)). Then there exist two real matrices Z1 of order m × r and Z2 of order n × s
such that ZT1 Z1 = Ir , ZT2 Z2 = Is (Z1, Z2 are real matrices of zeros and ones) and
k∏
i=1
∗Ai = ZT1
(
k∏
i=1
2 Ai
)
Z2, k = 2, 3, . . . . (4.28)
In particular, if m(i) = n(i) (1 ≤ i ≤ k, k ≥ 2), then there exists an m × r matrix Z of zeros and ones such that
ZTZ = Ir ,
k∏
i=1
∗Ai = ZT
(
k∏
i=1
2 Ai
)
Z , k = 2, 3, . . . (4.29)
and Z ZT is an m × m diagonal matrix of zeros and ones, so
0 ≤ Z ZT ≤ Im, (4.30)
where m =∏ki=1 m(i).
Proof. The special case in (4.29) of Corollary 4.13 is proved in [36, Corollary 2.2], and (4.30) follows immediately
by the definition of matrix Z . We give a proof of the general case in (4.28) of Corollary 4.13. We proceed by induction
on k. If k = 2, then (4.28) is true by (3.33). Now suppose (4.28) holds for the Khatri–Rao product of k matrices; that
is there exists a m × r matrix Pkr of zeros and ones and a n × s matrix Rks of zeros and ones such that PTkr Pkr = Ir ,
RTksRks = Is , and
k∏
i=1
∗Ai = PTkr
(
k∏
i=1
2 Ai
)
Rks, k = 2, 3, . . . .
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We will prove that this is true for the Khatri–Rao product of k + 1 matrices. Then by (3.33), there exists a m(1)r × r
matrix Q1 of zeros and ones and a n(1)s × s matrix Q2 of zeros and ones such that QT1Q1 = Ir , QT2Q2 = Is and
k+1∏
i=1
∗Ai = A1 ∗
(
k+1∏
i=2
∗Ai
)
= QT1
(
A12
k+1∏
i=2
∗Ai
)
Q2
= QT1
{
A12
(
PTkr
(
k+1∏
i=2
2 Ai
)
Rks
)}
Q2
= QT1
{
(Im(1)A1 In(1))2
(
PTkr
(
k+1∏
i=2
2 Ai
)
Rks
)}
Q2
= QT1 (Im(1)2 PTkr )
{
A12
(
k+1∏
i=2
2 Ai
)}
(In(1)2 Rks)Q2
= QT1 (Im(1)2 PTkr )
(
k+1∏
i=1
2 Ai
)
(In(1)2 Rks)Q2.
Letting Z1 = (Im(1)2 Pkr )Q1 and Z2 = (In(1)2 Rks)Q2, the inductive step is complete. Here Q1 = P2r = Pr , Q1 =
R2s = Rs , and it is a simple matter to verify that
Z1 = (Im(1)2 Pkr )Pr = P(k+1)r , ZT1 = PTr (Im(1)2 PTkr ) = PT(k+1)r ,
Z2 = (In(1)2 Rks)Rs = R(k+1)s, ZT2 = RTs (In(1)2 RTks) = RT(k+1)s .
Note that
ZT1 Z1 = PTr (Im(1)2 PTkr )(Im(1)2 Pkr )Pr = QT1 (Im(1)2 PTkr )(Im(1)2 Pkr )Q1
= QT1 (Im(1) Im(1)2 PTkr Pkr )Q1
= QT1 (Im(1)2 Ir )Q1 (Im(1)2 Ir = Im(1)r )
= QT1 (Im(1)r )Q1 = QT1Q1 = Ir .
Similarly, it is easy to verify that ZT2 Z2 = Is . 
Corollary 4.14. Let A ∈ Mm and B ∈ Mp be partitioned matrices (m = ∑ri=1 mi , p = ∑tj=1 p j ), and let Z be a
real matrix of zeros and ones that satisfies (3.34). Then
A∞ B = ZT(A∇B)Z . (4.31)
Proof. Due to (3.34), we have
A ∗ I = ZT(A2 I )Z and I ∗ B = ZT(I 2 B)Z .
So
A∞ B = A ∗ I + I ∗ B = ZT(A2 I )Z + ZT(I 2 B)Z = ZT(A2 I + I 2 B)Z
= ZT(A∇B)Z . 
Now we can extend Theorem 3.15 to the case of any finite numbers of matrices as follows:
Corollary 4.15. Let Ai ∈ Mm,n (1 ≤ i ≤ k, k ≥ 2) be matrices. Then there exist two real matrices Pkm and Pkn of
order mk × m and nk × n, respectively, such that
k∏
i=1
◦Ai = PTkm
(
k∏
i=1
⊗Ai
)
Pkn, (4.32)
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where
PTkm =
(
E (m)11 0
(m) · · · 0(m) E (m)22 0(m) · · · 0(m) · · · 0(m) · · · 0(m) E (m)mm
)
(4.33)
is of order m × mk , 0(m) is m × m matrix with all entries equal to zero, E (m)i j is the m × m matrix of zeros except for
a one in ij -th position, and there are
∑k−2
s=1 ms zero matrices 0(m) between E
(m)
i i and E
(m)
i+1,i+1 (1 ≤ i ≤ m − 1).
Proof. The proof is similar to the proof of Corollary 4.13. 
Theorem 4.16. Let A = [Ai j ] ∈ Mmp,nq and B = [Bkl ] ∈ Mmq,nr be partitioned with Ai j and Bi j of order p × q
and q × r , respectively, as the i j -th submatrix. Then
A♦B = (C ◦W )⊗ (DT ), (4.34)
where C, W ∈ Mm,n , D ∈ Mp,q and T ∈ Mq,r are scalar matrices.
Proof. Let C = [ci j ], W = [wi j ] ∈ Mm,n and F = [γi j ] = [ci jwi j ] = C ◦W . Then A and B can be written as:
A = C ⊗ D = [ci jD]i j = [Ai j ]i j ; B = W ⊗ T = [wi jT ]i j = [Bi j ]i j .
So
A♦B = [Ai j Bi j ] = [ci jDwi jT ]i j = [ci jwi jDT ]i j = [γi jDT ]i j = F ⊗ DT
= (C ◦W )⊗ DT . 
As we have observed earlier, when the partitioned matrix X ∈ Mn is a diagonal in Theorem 3.9, applying the direct
vectorization transformation (3.17)–(3.19) to BX AT is a highly inefficient, because Vec
c
(.) or Vec
r
(.) are very sparse,
and most of the elements of X vanish. Instead, we establish the newer compact relationship between the Khatri–Rao
product and Vec dp(.) as follows:
Theorem 4.17. Let A = [Ai j ], B = [Bi j ] ∈ Mm,n be partitioned with Ai j and Bi j , respectively, of order mi × n j as
the i j -th submatrix, and let the partitioned diagonal matrix
X = blockdiag(X11, X22, . . . , Xss) ∈ Mn
be partitioned with X j j ( j = 1, 2, . . . , s) of order n j × n j (m =∑ri=1 mi , n =∑sj=1 n j ). Then
Vec dp(BX AT) = (A ∗ B)Vec dp(X). (4.35)
In particular, if A = [ai j ], B = [bi j ] ∈ Mm,n and X = diag(x11, x22, . . . , xnn) ∈ Mn are scalar matrices, then we
have a nice relation between the Hadamard product and diagonal extraction operator vec d(.) as:
Vec d(BX AT) = (B ◦ A)Vec d(X). (4.36)
Proof. Let A, B and X be partitioned as
A =
A11 . . . A1s... ...
Ar1 . . . Ars
 , B =
B11 . . . B1s... ...
Br1 . . . Brs
 , X =
X11 0. . .
0 Xnn
 ,
respectively. Consider the equation
Vec dp(BX AT) = YVec dp(X).
We will show that the solution of this equation is Y = A ∗ B. It can be easily verified that
Vec dp(BX AT) =

Vec{B11X11AT11 + B12X22AT12 + · · · + B1sXss AT1s}
Vec{B21X11AT21 + B22X22AT22 + · · · + B2sXss AT2s}
...
Vec{Br1X11ATr1 + Br2X22ATr2 + · · · + BrsXss ATrs}

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=

(A11 ⊗ B11)Vec X11 + (A12 ⊗ B12)Vec X22 + · · · + (A1s ⊗ B1s)Vec Xss
(A21 ⊗ B21)Vec X11 + (A22 ⊗ B22)Vec X22 + · · · + (A2s ⊗ B2s)Vec Xss
...
(Ar1 ⊗ Br1)Vec X11 + (Ar2 ⊗ Br2)Vec X22 + · · · + (Ars ⊗ Brs)Vec Xss

=

A11 ⊗ B11 A12 ⊗ B12 . . . A1s ⊗ B1s
A21 ⊗ B21 A22 ⊗ B22 . . . A2s ⊗ B2s
...
...
...
Ar1 ⊗ Br1 Ar2 ⊗ Br2 . . . Ars ⊗ Brs


Vec X11
Vec X22
...
Vec Xss

= (A ∗ B)Vec dp(X). 
5. Some applications
In this section, we will show that the connections studied and established in Sections 3 and 4 play a central role
in applications. For example, we will give two applications involving matrix equations and matrix inequalities. The
first application is to find a computationally-efficient matrix-vector expression for the solution of a partitioned matrix
linear least-squares problem:
min
X
‖Q − AXBT‖2F , (5.1)
where A = [Ai j ] ∈ Mm,n, B = [Bi j ] ∈ Mm,n and Q = [Qi j ] ∈ Mm are given partitioned matrices with
Ai j ∈ Mmi ,n j , Bi j ∈ Mmi ,n j and Qi j ∈ Mmi , respectively, as the i j-th submatrix, and the unknown matrix
X = blockdiag(X11, X22, . . . , Xss) ∈ Mn
are partitioned with X j j ∈ Mn j (m =
∑r
i=1 mi , n =
∑s
j=1 n j ). We also assume that n < m2, so that using the
identity (3.17) of Theorem 3.9, we can transform (5.1) into the vector least squares form
min
X
‖Vec
c
Q − (B2 A)Vec
c
X‖2F (5.2)
which has the well-known solution
Vec
c
X = ((B2 A)∗(B2 A))−1(B2 A)∗ Vec
c
Q (5.3)
provided (B2 A)∗(B2 A) is invertible.
Applying the direct vectorization transformation (3.17) to Q − AXBT results in a highly inefficient partitioned
least-squares problem, because Vec
c
X is very sparse. We have observed, when the unknown partitioned matrix X is
diagonal, that solving for Vec
c
X is highly inefficient, since most of the elements of X vanish.
Instead, we use the more compact vectorization identity (4.35) of Theorem 4.17 to rewrite the partitioned matrix
least-squares problem (5.1) in the reduced-order vector form:
min
X
‖Vec dp(Q)− (B ∗ A)Vec dp(X)‖2F . (5.4)
Note that Vec dd(X) consists of only the nontrivial (i.e., diagonal) blocks of matrix X . The explicit solution of (5.4) is
Vec dp(X) = ((B ∗ A)∗(B ∗ A))−1(B ∗ A)∗Vec dp(Q), (5.5)
provided (B ∗ A)∗(B ∗ A) is invertible. In particular, if
A = [a1 a2 · · · an] ∈ Mm,n, B = [b1 b2 · · · bn] ∈ Mm,n (5.6)
(ai and bi are the i th columns of A and B, respectively, i = 1, 2, . . . , n); Q ∈ Mm and the unknown diagonal matrix
X ∈ Mn are non-partitioned matrices, then (see, [4, p. 125]) the expression (5.5) can also be implemented using the
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Khatri–Rao of first kind and Hadamard products as follows:
Vec d(X) =
((
B
∏
A
)∗ (
B
∏
A
))−1 (
B
∏
A
)∗
Vec Q; (5.7)
Vec d(X) = ((B∗B ◦ A∗A))−1Vec d{A∗Qconj (B)} (5.8)
provided (B
∏
A)∗(B
∏
A) and B∗B ◦ A∗A are invertible.
Another application is to establish attractive inequalities for Khatri–Rao of positive definite matrices based on
Corollary 4.13. Since positive definite matrices are Hermitian matrices whose all eigenvalues are positive, it is easy to
extend the result given by Mic´ic´ et al. [28, Corollaries 6,14] as follows:
Lemma 5.1. Let X j > 0 ( j = 1, 2 . . . , k) of order n × n with eigenvalues in the interval [w,W ]. Also, let
U j ∈ Mr,n ( j = 1, 2 . . . , k) such that∑kj=1U jU∗j = I . Then, for any real numbers p > 1 and q > 1 or p < 0 and
q < 0, the following inequalities hold:
(i)
k∑
j=1
U j X
p
j U
∗
j ≤ α
(
k∑
j=1
U j X jU∗j
)q
, (5.9)
where
α =
(
wW p −Ww p
(q − 1)(W − w)
)(
(q − 1)(W p − w p)
q(wW p −Ww p)
)q
. (5.10)
(ii)
k∑
j=1
U j X
p
j U
∗
j −
(
k∑
j=1
U j X jU∗j
)q
≤ β I, (5.11)
where
β = Ww
p − wW p
W − w + (q − 1)
(
W p − w p
q(W − w)
) q
q−1
. (5.12)
Theorem 5.2. Let Ai > 0 be compatible partitioned matrices such that
∏k
i=1 2 Ai > 0 (1 ≤ i ≤ k, k ≥ 2). Let W
and w be the largest and smallest eigenvalues, respectively, of
∏k
i=1 2 Ai . Then
(i) For every pair of real numbers p > 1 and q > 1 or p < 0 and q < 0, we have
k∏
i=1
∗Api ≤ α
(
k∏
i=1
∗Ai
)q
, k = 2, 3, . . . (5.13)
where α is determined by (5.10).
Equality in (5.13) holds if and only if
k∏
i=1
∗Ai
(
q(wW p −Ww p)
(q − 1)(W p − w p)
)
I,
k∏
i=1
∗Api
(
wW p −Ww p
(q − 1)(W − w)
)
I. (5.14)
(ii) For every real pair of numbers p > 1 and q > 1 or p < 0 and q < 0, we have
k∏
i=1
∗Api −
(
k∏
i=1
∗Ai
)q
≤ β I, k = 2, 3, . . . (5.15)
where β is determined by (5.12).
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Equality in (5.15) holds if and only if
k∏
i=1
∗Ai = (1− q)
1
q
(
(W p − w p)
q(W − w)
) 1
q−1
I,
k∏
i=1
∗Api =
(
Ww p − wW p
W − w
)
I. (5.16)
Proof. (i) Set k = 1 in (5.9) and (5.11) of Lemma 5.1, and replace U by ZT, U∗ by Z and X by∏ki=1 2 Ai , where Z
is a selection matrix of zeros and ones that satisfy (4.29) of Corollary 4.13 and ZTZ = I . Then (5.13) can be obtained
as follows:
k∏
i=1
∗Api = ZT
(
k∏
i=1
2 Api
)
Z = ZT
(
k∏
i=1
2 Ai
)p
Z
≤ α
{
ZT
(
k∏
i=1
2 Ai
)
Z
}q
= α
(
k∏
i=1
∗Ai
)q
,
where α is determined by (5.10). The equality case in (5.14) can easily be obtained. Similarly, we can prove (ii). 
From Theorem 5.2, we have many special cases, such as:
(a) If we put p = q 6∈ [0, 1] in Theorem 5.2, we obtain the inequalities given by Al Zhour and Kilic¸man [2].
(b) If we put p = −1 and replace q by (−p) for p > 0 in Theorem 5.2, we have
(i) (
k∏
i=1
∗Ai
)p ( k∏
i=1
∗A−1i
)
≤ δ I, k = 2, 3, . . . (5.17)
where
δ = p
p
(p + 1)p+1
(
(w +W )p+1
wW
)
. (5.18)
Equality holds in (5.17) if and only if
k∏
i=1
∗Ai =
(
p
p + 1 (W + w)
)
I,
k∏
i=1
∗A−1i =
(
W + w
(p + 1)Ww
)
I. (5.19)
(ii) (
k∏
i=1
∗A−1i
)
−
(
k∏
i=1
∗Ai
)−p
≤ γ I, k = 2, 3, . . . (5.20)
where
γ =
(
w +W
wW
)
−
(
p + 1
(pwW )
p
p+1
)
. (5.21)
Equality holds in (5.20) if and only if
k∏
i=1
∗Ai =
 (pwW ) 1p+1
(p + 1) 1p
(W + w)
 I, k∏
i=1
∗A−1i =
(
1
W
+ 1
w
)
I. (5.22)
(c) If we put p = 2 and replace q by p + 1 for p > 0 in Theorem 5.2, we have
(i) (
k∏
i=1
∗A2i
)
≤ η
(
k∏
i=1
∗Ai
)p+1
, k = 2, 3, . . . (5.23)
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where
η = p
p
(p + 1)p+1
(
(w +W )p+1
(wW )p
)
. (5.24)
Equality holds in (5.23) if and only if
k∏
i=1
∗Ai =
(
(p + 1)
(
Ww
W + w
))
I,
k∏
i=1
∗A2i = {p pWw}I. (5.25)
(ii) (
k∏
i=1
∗A2i
)
−
(
k∏
i=1
∗Ai
)p+1
≤ ρ I, k = 2, 3, . . . (5.26)
where
ρ = p
(
w +W
p + 1
) p+1
p − wW. (5.27)
Equality holds in (5.26) if and only if
k∏
i=1
∗Ai =
(
(Ww)
1
p+1
)
I,
k∏
i=1
∗A2i =
p(w +W
p + 1
) p+1
p
 I. (5.28)
6. Concluding remarks
We have discussed a long list of connections between several matrix products for partitioned and non-partitioned
matrices with two applications in Sections 2–5. In addition to the several matrix products mentioned in Sections 2 and
4, we defined the so-called the restricted Khatri–Rao (box) product of A and B as follows:
A ∨ B = [ai j Bi j ]i j = B ∨ A ∈ Mp,q , (6.1)
where A = [ai j ] ∈ Mm,n is a scalar matrix and B = [Bi j ] ∈ Mp,q is a partitioned matrix with Bi j of order pi × q j as
the i j th submatrix (p =∑ri=1 pi , q =∑sj=1 q j ). In what follows, we make the following important observations:
(i) There is no restriction on the orders of A and B for Kronecker, Tracy–Singh, Khatri–Rao, block Kronecker and
restricted Khatri–Rao (box) products.
(ii) The usual and Hadamard products are not dependant on the partitioning of matrices A and B.
(iii) The Tracy–Singh, Khatri–Rao and box products are greatly defined based on the particular matrices partitioning
A and B; while the block Kronecker, block Hadamard, and restricted Khatri–Rao (box) products are dependant
on the partitioning matrix B only. Take, for example, the identity matrices I2 and I3 with partitioned I3 as (see,
[35]) 
1 0
... 0
. . . . . . . . . . . .
0 1
... 0
0 0
... 1
 .
Then I22 I3 6= I6. Note that I22 I3 is not even symmetric. On the other hand, for non-partitioned I2 and I3,
I22 I3 = I2 ⊗ I3 = I6.
(iv) The Tracy–Singh and Block Kronecker products are different unless one does not partition matrix A.
(v) The Khatri–Rao, box and restricted Khatri–Rao (box) products are different unless one does not partition matrix
A.
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(vi) In general, A2 B 6= B2 A, A⊗B 6= B⊗A, A⊕B 6= B⊕A, A∗B 6= B∗A, A b⊗ B 6= B b⊗ A, A b⊕ B 6= B b⊕ A,
A∇B 6= B∇A, A∞ B 6= B∞ A, but each pair is permutation equivalent.
(vii) A2 B is equivalent to A ⊗ B, A∇B is equivalent to A ⊕ B, A b⊗ B is equivalent to B ⊗ A, and A b⊕ B is
equivalent to B ⊕ A.
(viii) The Tracy–Singh, Khatri–Rao, and box products can be viewed as generalized Kronecker, generalized
Hadamard, and generalized usual products, respectively.
(ix) The box, restricted Khatri–Rao (box), and block Hadamard products can be also viewed as generalized
Hadamard products.
(x) The Tracy–Singh and Khatri–Rao sums can be viewed as generalized Kronecker and generalized Hadamard
sums, respectively.
(xi) All matrix products, viewed as generalized Hadamard products and sums are not commutative, but Hadamard
products and Hadamard sums are commutative.
(xii) The Khatri–Rao product is contained in the Tracy–Singh product as a (principal) partitioned submatrix.
(xiii) The Khatri–Rao product is a (principal) submatrix of the Kronecker product.
(xiv) The Hadamard product is a (principal) submatrix of the Kronecker product.
(xv) The Khatri–Rao of the first kind product consists of a subset of the columns of the Kronecker product.
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