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ABSTRACT
Bubbles are ubiquitous inuencing a multitude of biological processes in natural and
industrial environments; this inuence is especially relevant during and after bubble
rupture. Indeed, the inuence of a bubble can extend well beyond its lifetime via
the droplets produced when it ruptures. These droplets are known to eectively
transport nearby particulates including bacteria and viruses into the surroundings,
which in addition to aecting human health can inuence global climate by acting as
cloud condensation nuclei. Further, the bubble's rupture is a violent event that has
been linked to decreased cell viability in bioreactors. However, in all these applications
many of the studies have taken an empirical approach, making the results dicult to
generalize.
Here we combine theory and experiment to investigate the static and dynamic
interactions between bubbles and the surrounding microorganisms at a free interface.
vi
Our rst study focuses on the equilibrium shape a bubble forms after reaching the
surface of a liquid. Existing literature is limited to a bubble resting on a at interface;
for example, the surface of a pool or calm lake. However, there are instances where
this assumption no longer applies|a bubble bursting on a raindrop, for example.
By relaxing this assumption, we show how a curved boundary alters the nal shape
of the bubble. Our next study focuses on the enrichment of particulates in the cap
of a bursting bubble. As a bubble rises to a free surface, particulates in the bulk
liquid are frequently transported to the surface by attaching to the bubble's inter-
face. When the bubble ruptures, a fraction of these particulates are often ejected
into the surroundings in lm droplets with particulate concentrations higher than
the liquid from which originate. However, the precise mechanisms responsible for
this enrichment are unclear. By simultaneously recording the drainage and rupture
events with high-speed and standard photography, we directly measure the concen-
trations in a thin bubble lm. Based on our results, we develop a physical model
and provide evidence that the enrichment is due to a combination of scavenging and
lm drainage. Our next study focuses on the conditions necessary for a jet droplet
to be produced. Past research shows that droplet production is halted when either
gravitational or viscous eects are signicant. Through systematic experimentation
we uncover an intermediate region where both eects are signicant, leading to an
early end of droplet production. By numerically decoupling the gravitational eects
into before and after rupture, we nd that the equilibrium shape is responsible for
the existence of this intermediate region. Our last study focuses on quantifying the
localized stresses produced during spontaneous bubble bursting. Directly simulating
each bubble and its eect on the suspended cells in a bioreactor is currently infeasible.
Here we illustrate how the results of past works, which disagree by several orders of
magnitude for similarly sized bubbles, are primarily a result of the chosen numerical
vii
mesh, not the underlying physics. By implementing a particle tracking method, we
eliminate this mesh dependence and quantify the extent or volume eected by a single
bubble bursting event. Based on our results, we develop a generalizable framework
that could be integrated into existing models as a parameterization, removing the
need to simulate both phases.
viii
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Chapter 1
Moving with Bubbles: A review of the
interactions between bubbles and the
microorganisms that surround them
1.1 Introduction
[Reprinted (Adapted) from Walls, P. L. L., Bird, J. C., & Bourouiba, L. (2014). Mov-
ing with Bubbles: A Review of the Interactions between Bubbles and the Microor-
ganisms that Surround them. Integrative and Comparative Biology, 54(6), 1014-1025.
Copyright The Author 2014. Published by Oxford University Press on behalf of the
Society for Integrative and Comparative Biology]
The Red tide events associated with algal blooms are among the rst examples of
phenomena in which bioaerosols were linked to oceanic bursting bubbles. To form the
link, Woodcock (1948) sprayed aerosolized seawater containing marine microorgan-
isms into the nose and throat of volunteers, who subsequently developed symptoms
of respiratory irritation analogous to those observed in residents of shorelines. These
observations solidied the earlier hypothesis on the role of bubbles in the creation of
marine aerosols (Stuhlman, 1932; Jacobs, 1937; Woodcock et al., 1953).
In subsequent years, sea spray aerosols have been shown to originate mostly from
the bubbles within the foam generated by breaking waves (Boyce, 1951; Blanchard,
1963) (Figure 11A). Diseases associated with bursting bubbles are now linked to vari-
ous pathogen-bearing pools of water such as recreational swimming pools (Falkinham
1
2III, 2003), hot tubs (Parker et al., 1983; Embil et al., 1997), or wastewater treatment
plants (Laitinen et al., 1994; Bauer et al., 2002). Bubbles are, in fact, ubiquitous in
biology (Bourouiba and Bush, 2013), being responsible for mixing and aeration in
the upper layer of the ocean (Blanchard, 1989) and for cell mortality in bioreactors
from the direct injection (sparging) of aeration gas (Barbosa et al., 2003; Hu et al.,
2011; Murhammer and Goochee, 1990; Chisti, 2000) and rupture at the surface, for
example.
Although bubbles play an important role in a variety of biological systems, our
review highlights the physical processes shaping the life of a bubble and its interaction
with its biological environment: from its formation in the uid bulk to its rupture
at the uid surface. We pay particular attention to the contexts of open oceans
(Figure 11A) and closed biological environments (Figure 11B). In the ocean, the
breaking of waves is a ubiquitous process that entrains air and creates bubbles. These
bubbles are critical for the healthy functioning and mixing of the ecosystems of the
upper surface of the ocean. Similarly, direct and continuous injection of air is vital
to the aeration of most bioreactors so as to provide proper oxygenation of their
live content (cells or other living forms such as sh). However, the large stresses
induced by constant injection of gas can also be detrimental to the health of the cell
populations (e.g., Garcia-Briones and Chalmers (1994); Liu et al. (2014))
Once a bubble is formed (Figure 12A), it rises as a consequence of the gas in the
bubble being less dense than the surrounding liquid. While rising (Figure 12B), bub-
bles interact with the surrounding liquid (Bhaga and Weber, 1981). The bubble might
continue to rise until it reaches the free surface, or alternatively it might completely
dissolve into the ambient uid. Regardless, a rising bubble is an ecient biological
mixer. Not only is ambient uid transported in its wake, but the bubble can also mix
the water via the shedding of laterally spreading vortices (Magnaudet and Eames,
3Figure 11: Bubble formation by wave breaking and direct injection. (A) Wave
breaking illustrating the formation of a spectrum of bubbles commonly referred to as
white caps. (B) Bubbles may also be deliberately injected into a closed container to
aerate the liquid.
2000). A bubble can also scavenge microorganisms and particles (e.g., viruses, bac-
teria, cells, and toxins) onto its surface, resulting in their passive transport. Once at
the surface (Figure 12C), the thin lm that denes the bubble's boundary drains due
to gravitational and capillary forces, eventually becoming suciently thin for a nu-
cleating hole to grow, the lm then retracts, and the bubble ruptures (Figure 12D).
The retracting lm can fragment into numerous lm droplets (Figure 12E) that can
persist well after the bubble is gone. Finally, jet droplets are frequently created from a
jet that forms when the air cavity, previously dening the bubble, rapidly equilibrates
with its surroundings (Figure 12F).
Due to potential scavenging of particles during the bubble's rise through the water
column, the droplets that it produces can end up being enriched in their content of
microorganisms and particles, namely, containing a higher concentration of particu-
lates than that of the bulk uid that the bubble traversed (Blanchard and Syzdek,
1970). In turn, the presence of the particles or organisms, can change the dynamics
of a bubble by fundamentally altering its surface and hydrodynamic properties. Not
only can biomass inuence gas content of a bubble through consumption, but the
4Figure 12: Various stages in the life of a bubble: (A) formation, (B) rise and
dissolution, (C) drainage once at free surface, (D) hole nucleation and lm retraction,
(E) production of lm drops, and (F) production of a jet and jet drops.
particle's size, shape, and surface properties can also modify the surface energy and
dynamics of the bubble. We have structured this review by following a bubble from
production all the way to rupture at the surface and the role of residual droplets. We
aim at presenting these concepts to an audience that may be less familiar with surface
tension and uid mechanics in general and so start by introducing these concepts.
1.2 Origin and Relevance of Capillarity
When two uids are immiscible, such as water and air, the molecules in each uid
are more attracted to like molecules than to the other type. The consequence of this
dierence in attraction is that work is required to increase the surface area at the
interface of the two uids. The amount of energy E needed to increase the surface
area by A is determined by the surface tension , such that E = A. Therefore,
surface tension can be interpreted as energy per unit area, or force per unit length.
In this review, forces resulting from surface tension will be referred to as capillary
5forces, or capillarity.
A spherical bubble with radius R is schematically split apart in Figure 13. Surface
tension can be interpreted as the amount of tension being applied to the surface; thus,
when a force balance is drawn over half of the bubble, the surface tension manifests
itself as a tangential force per unit length acting along the bubble's perimeter (leftward
arrows in Figure 13). If the bubble is in mechanical equilibrium, the balance of forces
implies that there must be a pressure P pushing back against the internal face of the
bubble (rightward arrows in Figure 13). Specically, the product of the perimeter
2R and the average surface tension  must be equal to the product of the area R2
and this pressure P . This force balance leads to P = 2=R, highlighting that the
inner pressure of the bubble is higher than the outer pressure by a capillary pressure
value P that increases with surface tension and decreases with radius. In other words,
for the same surface tension  a small bubble would have a higher inner pressure than
a larger bubble. For the same radius R, a bubble made of an interface with a higher
surface tension would have a higher inner pressure than that with a lower surface
tension interface.
Surface tension can also vary spatially due to thermal or chemical gradients. For
example, certain bacteria are known to excrete surfactants that locally reduce surface
tension (e.g., Angelini et al. (2009)). A gradient of surface tension can thus be
generated, resulting in a reactive motion of the interface. This motion, referred to as
Marangoni ow (Marangoni, 1865; Scriven and Sternling, 1960), is directed from low
low to high high regions of surface tension in an eort to redistribute surfactants and
oppose the mechanism generating the gradient in surface tension (Berg et al., 1966;
Hosoi and Bush, 2001). In Figure 13 the concentration of surfactants is higher at
the bottom of the bubble than at the top. The force balance illustrates that a torque
or moment is then generated, resulting in a tangential stress (Clift et al., 1978). At
6Figure 13: Illustration of the balance of capillary force and internal pressure force.
 represents the interfacial stress acting on the bubble's surface resulting from the
uid's resistance to the bubble's motion. The imbalance of the surface tensions high
and low will cause a motion of the interface known as Marangoni ow in an attempt
to restore balance.
equilibrium, this Marangoni stress is countered by an equal and opposite applied
stress  (as shown Figure 13).
In general, elements of a bubble are dynamic rather than static. This motion
is governed by Newton's second law, which can be re-expressed in the form of the
classical Navier-Stokes equation:


@u
@t
+ u  ru

=  rp+ r2u+ g: (1.1)
Here u is the velocity, t is time, and g is the gravitational acceleration. Other
parameters include  and , which are the density and viscosity, respectively, and
vary with the phase of the uid.
When physically modeling drops or bubbles, surface tension enters into the pres-
sure gradient term on the right hand side. Specically, the surface tension and cur-
vature directly inuence the local pressure, as illustrated in Figure 13.
7It is often helpful in both physical and mathematical analysis to non-dimensionalize
the equations of motion. This is particularly true in uid dynamics where the use of di-
mensionless parameters can give insight into the physical processes taking place. The
relevant dimensionless groups naturally emerge when nondimensionalizing Eq. (1.1).
This process involves rst identifying a characteristic length-scale L, timescale or
velocity-scale uc. Each variable is then nondimensionalized. For example, the dimen-
sional length variable x (or y or z) can be normalized by a characteristic length-scale
L, leading to a nondimensional length variable x^ = x=L. A characteristic length scale
(time, pressure, or velocity, etc.) is that which is relevant to describe the physical
dynamics. It is important to start by identifying the characteristic length and velocity
scales of a problem in uids. Once identied, non-dimensional variables can be con-
structed. Here, we follow the convention of denoting non-dimensional variables with
a hat, we can construct a non-dimensional velocity u^ = u=uc and time t^ = tuc=L. As
surface tension inuences the pressure, a natural choice for the characteristic pressure
is the capillary pressure, such that p^ = pL=. Rewriting Eq. (1.1) in terms of these
non-dimensional variables with the pressure term pre-factor of unity leads to
We

@u^
@t^
+ u^  r^u^

=  r^p^+ Car^2u^+ Boz^ (1.2)
where three dimensionless parameters emerge. The Weber number We  u2cL=
quanties the relative importance of inertial and capillary forces. The capillary num-
ber Ca  uc= quanties the relative importance of viscous and capillary forces and
the Bond number Bo  gL2= quanties the relative importance of gravitational
and capillary forces. Furthermore, if one or more of these dimensionless parameters
is signicantly smaller than the others, those terms in Eq. (1.2) do not contribute
signicantly to the dynamics and may be ignored, thereby simplifying the rst-order
analysis.
8Perhaps, the best known dimensionless number in uid mechanics is the Reynolds
number, Re  ucL=, which quanties the relative balance of inertial and viscous
forces. Quick inspection reveals that the Weber and capillary numbers can be related
to the Reynolds number by We=Ca = Re.
In some capillary ows, the characteristic velocity is not imposed, but instead is
established, based on a balance of underlying forces. For example, when capillary
and inertial forces balance We = 1, the characteristic velocity becomes uc =
p
=L.
Substituting this characteristic velocity into Eq. (1.2) yields the Ohnesorge number
Oh  =pL, a number that quanties the relative importance of viscous and iner-
tial eects in capillary ows. In this case, Eq. (1.2) reduces to
@u^
@t^
+ u^  r^u^ =  r^p^+Ohr^2u^+ Boz (1.3)
Here, the ow dynamics are determined by two dimensionless parameters: Oh and
Bo.
The subsequent sections rely on the physical framework above to describe the
interactions between a bubble and its surrounding biological environment. Through-
out a bubble's life, the capillary forces can attract, stress, and disperse surrounding
biomaterial. Similarly, this biomaterial can modify the capillary forces through, for
example, producing or acting as a surfactant. When appropriate, our discussion
will incorporate the concepts outlined in Figure 13 and the dimensionless numbers
presented in this section.
1.3 Bubble Formation
Bubbles may be formed in any process that breaks the interface and entrains air
into the water, including rainfalls, snowfalls, and breaking waves (Blanchard, 1989).
Here, we focus on breaking waves, as they are more common than rainfalls and
9snowfalls around the globe. Waves not only break at the shore (Figure 11A), but
also in the middle of the ocean when wind speeds are high enough to destabilize
the surface waves (typically above 3 m s 1 (Blanchard, 1963; Monahan, 1971)). The
breaking and formation of whitecaps dissipate surface wave energy and generate the
mixing of gas and biomaterial via turbulence and bubble-entrainment (Melville, 1996).
Typically, whitecaps consist of a myriad of small bubbles rising to the surface. The
size of these bubbles is estimated to range from micrometers to centimeters (Blanchard
and Woodcock, 1957; Baldy S. and Bourguel, 1987). Recent studies examined the
spectrum of bubble-sizes (number of bubbles per meter cube per micrometer radius
increment) generated early in the breaking of a wave and found two distinct power law
scalings. The transition between these two scalings occurs at R  1 mm in seawater
and is related to the level of the rate of dissipation of turbulence. Small bubbles
are subject to the stabilization of surface tension and scale as R 3=2, whereas larger
bubbles are subject to turbulence and shear, leading to frequent breakups that scale
as R 10=3 (Deane and Stokes, 2002).
In articial bodies of water, bubbles are created for aeration. Although other
options for maintaining dissolved gas levels of oxygen and carbon dioxide (e.g., surface
aeration) are available in small-scale bioreactors, direct injection of gas is essential
when production scales are involved. Yet, there are some undesirable consequences;
sparging has been shown to have detrimental eects on cells near the region of bubble
formation (Barbosa et al., 2003; Zhu et al., 2008). A widely used scalar parameter for
quantifying cell damage in incompressible Newtonian uids is the energy dissipation
rate EDR (Liu et al., 2014). Ma et al. (2002) examined a variety of cells of industrial
relevance and found that energy-dissipation rates of 10  100 Wcm 3 caused up to
20% of the more sensitive cells to be damaged, specically the mammalian cells which
lack a protective cell wall. These dissipation values are orders of magnitude higher
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than those achieved in a mixed tank (Stahl Wernersson and Tragardh, 1999), but are
comparable with the energy dissipation of small bursting bubbles (Boulton-Stone and
Blake, 1993). Following the method of Cherry and Hulle (1992) we can estimate the
energy dissipation as:
EDR =
1
r2rim

23
h
1=2
where rrim is the radius of the retracting rim and h is the bubble lm thickness. For
example, a water bubble with a radius of 1 mm and lm thickness of 10 m yields an
energy dissipation of 52W cm 3, falling within the range of observed bubble damage.
In sparged systems, the formation of a bubble occurs at an orice via a complex
process depending on the uid's properties, the orice's geometry, and the conditions
of the surrounding ow (Kumar and Kuloor, 1970; Miyahara and Hayashino, 1995;
Thoroddsen et al., 2007). However, in the simple case of slow injection of gas into
a stagnant uid we can approximate the bubble's radius by balancing the capillary
Fc = 2ro and buoyancy forces Fb =
4
3
gR3. By setting Bo = 1, based on the
orice's radius ro, the resulting radius of the bubble becomes R = 1:14r0  lc; in which
lc =
p
=g is the capillary length. lc is the length scale at which gravitational and
capillary eects are eectively balanced. For air bubbles surrounded by water, or
alternatively water droplets surrounded by air, the capillary length is approximately
2 mm.
As in most environments, including stirred bioreactors, the uid is not stagnant
but instead ows over the bubble-generating orice. This cross-ow exerts an addi-
tional force on the bubble leading to a shift of its detachment from being buoyancy-
dominated to shear dominated. This shearing force will encourage early detachment
from the orice, resulting in smaller bubbles being produced more frequently than
in the case of stagnant uid. Not only does a cross-ow reduce the size of bubbles
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exiting from a single orice, but it also reduces the frequency of coalescence among
adjacent bubbles in closely spaced orices like those commonly found on spargers. Ul-
timately, a more uniform and predictable distribution of bubble sizes can be produced
(Ralston, Oliver C. and Maier, 1927; Sullivan et al., 1964).
1.4 Bubble Rise
The purpose of sparging and other types of aeration techniques is to control the
level of a dissolved gas in the life-supporting liquid medium. As a bubble rises,
mass transfer occurs at its interface. The mass transfer rate jb is driven by the
dierence in gas concentration between the inner and outer regions of the bubble,
with jb = 4R
2kL(cb   c1), where cb and c1 are the concentrations of gas in the
bubble and surrounding uid, and kL is the mean mass transfer coecient (Gong
et al., 2007). The concentration of dissolvable gas in the bubble is related to the
partial pressure of the gas inside pb through Henry's law:
pb = Hcb
Here, the Henry constant H has units of Latm
mg
and is experimentally determined for a
specied combination of liquid and gas at a xed temperature. The mass change inside
the bubble jb =
d
dt
 
4
3
R3g

can be simplied to jb  4R2g dRdt as the contribution
from the second term containing dg
dt
was shown experimentally to contribute < 2%
and can be neglected (Takemura and Yabe, 1999). Equating these relations and
utilizing the ideal gas law yields an expression for the rate at which a bubble shrinks
as it dissolves:
dR
dt
=
pb   p1
pb
RspecTkL
H
(1.4)
Here, p1 is the equivalent pressure of the dissolved gas in the liquid, Rspec is the
specic gas constant, and T is the absolute temperature.
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An interesting result of Eq. (1.4) is that a bubble will be driven to dissolve even
when the surrounding uid is saturated due to the capillary pressure increase. Al-
though small bubbles with high internal pressure favor dissolution, observations have
shown that bubbles with R < 60 m may persist indenitely in the ocean (Mulhearn,
1981). This phenomenon has been attributed to the bubbles being coated with nat-
ural surfactants, thereby inhibiting mass transfer (Czerski et al., 2011). The primary
source of these surfactants appears to be phytoplankton exudates (Z^utic et al., 1981;
Wurl et al., 2011).
The rise of a bubble through its surroundings is driven by the buoyancy force Fb
and is resisted by the uid drag. For example, a bubble dominated by viscosity and
surface tension, specically small Re and Bo numbers, rising in an ideally clean uid
will be approximately spherical and possess a mobile interface. The uid inside the
bubble will move toroidally while the surrounding uid will diverge and re-convergent
behind the bubble to allow its passage as shown in Figure 14. In this case, the
terminal rise velocity ut is given by the Hadamard{Rybczynski equation (Hadamard,
1911; Rybczynski, 1911):
ut
uc
=
2
9
Re

1  g
l
 1 + l
g
1 + 2
3
l
g
!
(1.5)
wherein the characteristic velocity uc =
p
gR is now given in terms of gravity, the
driving force behind the bubble's rise. For an air bubble in water Eq. (1.5) can
be simplied to ut=uc =
1
3
Re owing to the large density and viscosity dierences.
However, the liquid encountered during rise is rarely pure and is typically lled with
suspended material, such as particulates and microorganisms. These particulates are
frequently scavenged by the rising bubble leading to local changes of surface tension.
The Marangoni stresses induced by these gradients resist the motion of the interface
towards the back of the bubble, thus rendering the bubble's surface nearly immobile,
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Figure 14: The rise of a spherical bubble in a uid. (A) Illustrates on the right half
the rise of a bubble in a clean environment. The left half illustrates a rigid interface
with a particle contacting and adhering. (B) Close-up view of boxed particle in (A)
that has formed a three-phase contact angle.
behaving instead as a rigid surface. In this case, g  l and Eq. (1.5) limits to
the familiar Stoke's law ut=uc =
2
9
Re (Clift et al., 1978). Thus, smaller bubbles with
surface contamination dwell in the water  50% longer than surfactant free bubbles.
As a bubble approaches a suspended particle, the particle will either pass around,
or collide with, the bubble's surface (Figure 14A). In the event of a particle{bubble
collision, it is possible for the particle not to attach permanently to the free surface
(Miettinen et al., 2010). For attachment to occur, the liquid between the particle
and the thin bubble lm must completely drain to allow for a three{phase contact
line to develop (Figure 14B). The time required for this process to occur is known as
the induction time and must be less than the time required for the particle to simply
\slide" around and o the back of the bubble. The induction time is predominantly
inuenced by surface chemistry, although few experimental studies have thoroughly
examined this phenomenon as it naturally occurs (Verrelli et al., 2011).
In the event of attachment upon particle{bubble collision (Figure 14A), the con-
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centration of particles at the surface of the rising bubble will become enriched when
compared to the bulk uid (Blanchard and Syzdek, 1970, 1972, 1982; Wallace et al.,
1972; Burger and Bennett, 1985). This eect can be quantied with the collision
eciency and is dened as the ratio of particles attached to the bubble at the surface
to the total number of particles in the volume swept out by the bubble during its rise
Ecol =
# of particles attached
# of particles in volume swept
(1.6)
Numerous factors can inuence Ecol, including particle{bubble size ratio, the mo-
bility of the bubble's surface, and the hydrophobicity or hydrophilicity of the particle
(Yoon and Luttrell, 1989; Dai et al., 2000). Perhaps one of the simplest models of
bubble{particle collision assumes that the particle's inertia can be neglected owing
to their small size, thus allowing them to follow the ow streamlines, as illustrated in
Figure 14A, enabling estimation of the number of collisions. This model, referred to
as the Sutherland model, assumes that the Reynolds number of the bubble is su-
ciently high, to neglect any viscous or rotational eects, and a fully mobile interface
(Sutherland, 1948). This particular model applies when the Reynolds number based
the bubble's diameter is between 80 and 500. With these assumptions, a distance
from the bubble's center-line Rc below which all particles will collide and attach can
be derived Rc =
p
3aR (Figure 14A). The collision eciency Ecol can then be com-
puted. By taking the ratio of the collision tube's area 3aR to the projected area of
the bubble R2, the collision eciency simplies to Ecol = 3a=R.
Despite the numerous assumptions built into the Sutherland model, it has pro-
vided the foundation for many recent collision models (Dai et al., 2000). However,
numerous factors can lead to the breakdown of the most fundamental assumptions.
In particular, the mobility of the surface needs revision. In fact, an immobile surface
always results in a lower collision eciency owing to the uid streamlines being forced
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further from the interface (Schulze, 1992). More recent models of bubble{particle col-
lision relaxed some of Sutherland's (Sutherland, 1948) assumptions and were used to
rationalize the observed enrichment of cells and bacteria attached to rising bubbles
(Weber et al., 1983; Meier et al., 1999).
1.5 Bubble Drainage and Rupture
When a gas bubble rises to the surface of a liquid, it deforms the air-liquid interface.
Toba (1959) and Princen (1963) independently reasoned that, at the uid's interface,
these bubbles reach an equilibrium shape that depends on the relative eects of gravity
and surface tension, as quantied by the Bond number. The bubble in Figure 12C
illustrates a schematic for one of these equilibrium shapes. The thin lm separating
the gas in the bubble from the gas outside the bubble is assumed to be of uniform
thickness. The bubble's overall shape, that which minimizes surface energy, is close
to spherical and depends on the size of the bubble.
Once the bubble reaches its equilibrium surface shape, the liquid in its lm drains
back into the surrounding pool by a combination of gravitational draining and cap-
illary suction; the relative strength of these draining mechanisms again depends on
the Bond number or the size of the bubble. When small amounts of surfactant are
present|as is the case for uids containing biomass|the surfactant on the bubble's
cap drains along with the liquid, leading to a gradient in surface tension (Stein, 1993).
This gradient leads to Marangoni stresses which counteract the drainage (Figure 13)
and increase the persistence time of the bubble at the surface (Mysels et al., 1959).
Regardless of the draining mechanism, the lm eventually becomes thin enough for
molecular forces to become destabilizing and cause rupture. Indeed, the surface area
of a bubble's thin shell is signicantly greater than that of a spherical droplet of an
identical volume of liquid. Thus, thin lm caps are only local rather than global
16
surface energy minima. In other words, small perturbations to a bubble's lm sur-
face area are attenuated. Yet, suciently large geometrical perturbation can lead to
the development of a hole that will grow, resulting in rupturing of the bubble. In
particular, an initial hole can grow.
While the lm remains suciently thick, the initial hole can be induced by an
external force resulting from direct contact with solid objects or the deposition of
dust particles. As thinning progresses, spontaneous popping can occur when the
lm's thickness becomes on the order of tens of nanometers, a scale at which Van der
Waals forces are no longer negligible (Vrij, 1966). However, this thickness is much
smaller than that commonly observed prior to the burst of water bubbles with small
surfactant concentrations, which is on the order of 0:1  10m. Once formed, the hole
will grow if its size is larger than twice the thickness of the bubble lm (Taylor and
Michael, 1973). Although it is unclear what initiates the rupture in these instances,
experiments have demonstrated that the thickness of bubbles at burst decreases with
decreasing surface tension and increases with size of the bubble, specically h / R2
(e.g., Modini et al. (2013) and references therein).
When a hole nucleates, its growth|or more precisely the retraction of the lm|is
driven by capillary forces due to the decrease in surface energy (Figure 15). The dy-
namics of this retraction have been investigated for over a century. Dupre is credited
for initially recognizing that when a hole nucleates in a thin sheet of liquid, the lm
around the hole collects into a growing rim while the rest of the lm remains essen-
tially still (Dupre, 1867). By assuming that all of the surface energy released by the
decrease in surface area is converted into the kinetic energy of the retracting rim,
Dupre calculated that the lm would retract at a constant velocity. These results
were echoed later after by Rayleigh who carried out some of the earliest high-speed
visualization (Rayleigh et al., 1878), then again by de Vries (1958). Yet, more precise
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Figure 15: Thin lm retraction during bubble rupture. As a hole opens in the
rupturing bubble, the liquid lm is collected into a growing rim. Capillary driving
forces balance inertial forces in such a way that the velocity of the retracting rim is
nearly constant. As is seen in the boxed section, there are two liquid-gas interfaces
(indicated by  on the top and bottom).
experiments by Ranz (1959) suggested that Dupre's calculation overestimated the
velocity of retraction, motivating Culick (1960) to recognize that half of the surface
energy is dissipated in the rim. Meanwhile, Taylor independently arrived at the same
theoretical velocity while investigating retracting sheets (Taylor, 1959).
Figure 15 illustrates the interaction of the retracting lm with cells or other bi-
ologically relevant material. The relevant acceleration and the dissipation of energy
experienced by these cells can be calculated by considering a force balance on the
boundary of the retracting rim (dashed oval in Figure 15). Assuming that the sheet
is at with width w, the capillary force F pulling on the rim is 2w, where the factor
of 2 is the result of there being an interface both above and below the lm. This force
is balanced by the rim's time rate of change in momentum. For a given velocity of
retraction V , the mass of the rim increases at a rate of whV , where  is the uid's
density and h is the lm's thickness. Therefore, we arrive at the retraction velocity
V =
p
2=h. The retraction velocity is identical for a spherical thin lm geometry,
as illustrated by Pandit and Davidson (1990) using both experiments and calcula-
tions. For a 5m thick sheet of water, the retraction velocity exceeds 5 m s 1. If
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Figure 16: Droplets can be a vector for biomaterial. (A) Film drops and (B) jet
drops can be a vector for biomaterial.
particles are accelerated to this velocity over the distance of a 10 m rim, the acceler-
ation would be over 2 106 ms 2, or 200 000 g. While this intense acceleration might
be fatal for certain cells (Chalmers and Bavarian, 1991), recent research suggests that
many microorganisms can thrive under such conditions (Deguchi et al., 2011).
1.6 Bubble Produced Aerosols
Even following rupture, a bubble can still impact its surroundings. Specically, the
rupture process can generate and disperse particulate or pathogen lled droplets
(Figure 16) as well as create numerous smaller bubbles that themselves can rise to
the surface and rupture. These droplets can persist in the environment due to their
small size, and have been linked to the transfer of pathogens and disease (Parker
et al., 1983; Embil et al., 1997; Falkinham III, 2003; Bourouiba and Bush, 2013).
It was perhaps rst Plateau (1873), upon reviewing the results of Dupre (1867),
who recognized that the retracting rim of a bubble could become unstable and lead
to the generation of hundreds of drops. These drops are referred to as lm drops
as they originate from the bubble lm destabilization as illustrated in Figure 16A.
Attention has been given to the number and size of these lm drops (e.g., Mason
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(1954); Day (1964); Afeti and Resch (1990); Spiel (1998)) including when the lm
drops contained bacteria (Blanchard and Syzdek, 1982). Numerous analytical and
empirical relations have been proposed (Lewis and Schwartz, 2004). For example,
Mason (1954) reported 100-200 lm droplets from bubbles of 0:5  3 mm diameter,
whereas the number of lm droplets for a bubble < 0:5 mm quickly decays (Lewis
and Schwartz, 2004). Perhaps some of the most convincing relations were proposed
by Lhuissier and Villermaux (2012) who reasoned that the number N and size Rf
of lm drops should scale as N / (R=lc)2(R=h)7=8 and Rf / R3=8h5=8. Here R is the
radius of the bubble, lc is the capillary length, and h is the thickness of the bubble at
rupture, assumed to range from 10 to 1000 m. Surface tension and surfactants play
a role in setting both the capillary length and the thickness when the bubble bursts
(Modini et al., 2013).
After the lm has fully retracted, capillary forces rapidly close the remaining air
cavity, often leading to the formation of another type of droplet. Indeed, a jet rem-
iniscent of the classical Worthington jet (Worthington and Cole, 1897) rises upward
and can become unstable leading to the production of droplets (Figure 16B). These
droplets are referred to as jet drops and their size and composition are frequently
dierent from that of lm drops (Woodcock et al., 1953; MacIntyre, 1972; Blanchard,
1989).
Experimental results demonstrate that the size of these jet drops Rj is  5  20%
of the original bubble's radius R. For example, a so-called 10% rule was proposed by
Kientzler et al. (1954) when observing up to ve jet drops from bubbles of diameters
ranging from 0:2 to 1:8 mm. Subsequent experiments developed more precise empir-
ical relations between the sizes of jet droplets, their speeds and the original bubbles'
sizes (e.g., Blanchard (1989); Spiel (1994, 1998); Lewis and Schwartz (2004)). For a
water bubble with a radius > 3 mm (Bo > 1), capillary forces are not able to overcome
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gravitational forces, and jet drops are seldom formed. Smaller bubbles|typically of
< 0:5 mm diameter|are observed to have more; yet at suciently small scales,
viscous forces would eventually inhibit jet drops from forming. Indeed, recent ex-
periments using ultrafast X-ray imaging have suggested that jet drops stop being
produced at an Ohnesorge value of Oh  0:052, which would correspond to a water
bubble of 4 m in radius (Lee et al., 2011). Nevertheless, it has been argued that few
jet drops at this scale would actually be produced on the ocean's surface, and even
fewer would be dispersed into the atmosphere (Lewis and Schwartz, 2004). In the
event that a 5 m bubble were to pop at the surface, the maximum height reached by
its jet drops would be 400 m (Blanchard, 1989), thus limiting their ability to escape
the boundary layer created by wind moving across the ocean surface.
The potential for a single bubble to generate both lm drops and jet drops has
long been appreciated (Knelman et al., 1954). Yet, the relative number and sizes of
these droplets tend to be quite dierent. As suggested by the scaling relations, larger
bubbles (diameter > 3 mm) tend to be dominated by lm drops, whereas smaller
bubbles tend to be dominated by jet drops. Additionally, for a given bubble, lm
drops tend to be smaller than jet drops.
Finally, in addition to creating droplets, a bubble can also create smaller, daughter
bubbles as it ruptures (e.g., MacIntyre (1972); Herman and Mesler (1987); Bird et al.
(2010)). These daughter bubbles can follow a similar life to their parent, rising,
scavenging, and eventually rupturing; yet they carry out this progression while being
at a smaller size. Therefore, a bubble that may have been too large to create jet
drops may generate numerous smaller bubbles that each will propel numerous jet
drops (and their contents) into the atmosphere.
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1.7 Concluding Remarks
From the open ocean to the shores; from indoor pools to bioreactors, bubbles are
ubiquitous in bodies of water. As we see in this review, their role is multifaceted.
Whether their role is desirable (e.g., for aeration or for transport of biomaterial) or
harmful (e.g., outbreaks of disease along shores or indoors, or damage of cell cultures)
bubbles deeply connect physics to biology through subtle interfacial uid dynamics.
Despite a relatively old identication of bubbles as physical and biological mixers and
as creators of droplets, a range of fundamental questions pertaining to their interac-
tion with the microorganismal world remain widely open. For example, the response
of cells to subcellular level hydrodynamic forces is not understood; as bioreactor per-
formance is increased, non-lethal, negative eects may emerge (Hu et al., 2011). At
the air-ocean interface, it is still unclear whether the stress of bubble rupture dam-
ages certain organisms as observed in bioreactors, thereby emitting certain types or
sizes selectively or more readily than others. Indoors, the subtle role of bubbles at
the interface of contaminated water (e.g., in hospitals, therapeutic, or care facilities)
in selecting certain pathogens for new routes of disease transmission remain unclear.
In this brief review, we hope to have guided the reader through the rich life of a
bubble and highlighted the many areas in which uid dynamics can be of help in
understanding bubbles and their role in biology.
1.8 Dissertation Outline
In this dissertation we study several of the areas outlined in this review. We begin by
investigating the shape of a bubble resting at a free surface. The existing literature
is limited to a bubble resting on a at surface, such as a pool or calm lake. However
there are instances where this assumption is violated; for example, a bubble bursting
on a raindrop. In Chapter 2, we relax this long-held assumption and allow for nearby
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curvatures to inuence the equilibrium bubble shape. Further, we experimentally
demonstrate how this technique can be used to measure the surface tension of a
bubble conned in a meniscus.
In Chapter 3, we investigate the conditions that inuence the enrichment of par-
ticulates in lm droplets from bursting bubbles. Past studies have relied on collecting
lm droplets after rupture to determine the enrichment factor. Instead, we directly
measure the lm contents before rupture. Based on our results we develop a simple
physically based model that allows us to predict the expected concentration enrich-
ments for particulates in a draining bubble lm.
In Chapter 4, we focus on the conditions that lead to the production of jet droplets
(Walls et al., 2015). Past studies demonstrate that suciently large bubbles will no
longer produce jet droplets due to gravitational eects while suciently small bubbles
will be inhibited by viscous eects. Here we demonstrate that a region between these
two limits exists where both eects couple to prevent jet droplets from being produced
earlier than anticipated.
In Chapter 5, we revisit the potential for rupturing bubbles to damage microorgan-
isms, specically the Chinese Hamster Ovary cells widely used in the biotechnology
industry. Earlier numerical studies have suggested that the smallest bubbles have
the largest potential to damage cells and should be avoided. However, these studies
are limited in that they do not provide any predictive capacity for the amount or
extent of volume damaged. Here we provide new insight by presenting a generalized
framework to predict the amount of liquid damaged by a bubble for various levels of
cell resilience.
In Chapter 6, we conclude with an overview of the results from each study and
discuss opportunities for future studies. Additionally, Appendix A and B present a
study that provides new insight into the classic problem of capillary rise (Walls et al.,
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2016). We demonstrate that when the displaced uid is a viscous liquid, the resulting
dynamics are reshaped by a combination of gravitational and viscous forces in an
unexpected way.
Chapter 2
The equilibrium shape of bubbles on
curved interfaces
2.1 Introduction
The accurate calculation of equilibrium shapes for a bubble resting at a free surface
is important to several areas of study including: gas transfer across the thin lm
cap (Princen and Mason, 1965), coalescence dynamics with the free surface (Gillespie
and Rideal, 1956; Allan et al., 1961), and the production of jet and lm droplets
(Duchemin et al., 2002; Lhuissier and Villermaux, 2012). The shape of a bubble
resting at a at interface was rst numerically calculated and experimentally veried
by Toba (1959). Toba found the bubble shape is uniquely determined by the Bond
number Bo  gR2t =, a dimensionless ratio that quanties the balance of surface
tension and gravitational forces. Here, Rt is the spherical cap radius,  is density
dierence between the two phases, g is the acceleration due to gravity, and  is the
surface tension. However, unaware of the work by Toba, Princen published equivalent
calculations in 1963 using a dierent dimensionless grouping   gR2b=, where
Rb is the radius at the bottom of the bubble (Princen, 1963). Less than ten years
later, Medrow and Chao (1971) published results for an extended range of bubble
sizes. As illustrated in Figure 21a, the equilibrium shape varies between approxi-
mating a sphere for the smallest bubbles and a hemisphere for the largest. Recently,
we demonstrated how this deviation from a spherical cavity gives rise to an inter-
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mediate regime where viscous and gravitational forces couple to halt the production
of jet drops earlier than previously predicted (see Chapter 4) (Walls et al., 2015).
The previous calculations were derived for a bubble resting on a at interface; yet
there are many instances where this constraint is not appropriate. A few examples
include the bursting of bubbles on the surfaces of rain droplets (Joung and Buie, 2015;
Joung et al., 2017), molten metal in reworks (Inoue et al., 2017), and the ejection
of molten cellulose during biofuel production (Teixeira et al., 2011). In all of these
examples, the curvature of the bubble is often comparable to the curvature of the
surrounding droplet. Because past studies have exclusively focused on at interfaces,
it is unclear how the equilibrium shape is inuenced by the far-eld liquid curvature.
Here we investigate the role of far-eld liquid curvature on the bubble shape through
a combination of experiments and numerical modeling.
Figure 21b shows a Rt = 4:5 mm water bubble resting at the surface of a curved
interface. If we were to estimate the bubble shape based on the existing literature, we
traditionally have two options: measure the radius of the spherical cap and calculate
the Bond number based on known uid properties, or match the shape based on the
exposed spherical cap. Relying on the rst method and assuming the surface tension
is that of clean water  = 72 mNm 1 we calculate a Bond number of Bo = 2:8.
Alternatively, matching the shape to the bubble cap results in a Bond number of
Bo = 4:6 The red and blue curves in Figure 21 demonstrate that neither of the
calculated shapes match the bubble geometry. The second method, while providing a
better visual match, requires a surface tension of  = 43 mNm 1; signicantly lower
than even dirty tap water. Instead, we develop a method to match the shape that
accounts for the nearby curvature.
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Figure 21: Equilibrium shape of bubbles resting at an interface. (a) The equilib-
rium shape of a bubble resting at a at interface is uniquely determined by the Bond
number. This shape transitions from spherical at small Bond numbers to hemispher-
ical for large Bond numbers. (b) However, when there is an additional curvature
introduced, the shape of the bubble becomes less clear and is not determined by a
single Bond number.
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Figure 22: Bubble geometry used to develop the model for calculating equilibrium
shape. A bubble that is symmetric around the z-axis with cap radius Rt rests between
two immiscible uids with densities 1 and 2.
2.2 Methods
Here, as in past works, we consider an axisymmetric bubble and neglect the thickness
of the cap. We may safely ignore the inuence of the cap thickness h as surface tension
forces far exceed those of gravity ghRt=  1 until the bubble is on the meter scale
Rt  1 m (Cohen et al., 2017). With these assumptions, only two governing equations
are required, as the bubble's cap will always be a portion of a sphere due to surface
tension forces. The rst of these equations describes the submerged portion of the
bubble and is integrated from the axis of symmetry (r = 0) to the point where the
meniscus connects to the bubble (indicated as (rc; zc) in Figure 22). The second
describes the meniscus and is integrated until the angle boundary condition at a
specied distance from the axis is met, i.e. (r).
To derive the equation for the submerged portion of the bubble, we equate the
pressures at points P1 and P2 (Figure 22). Because we are only concerned with static
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bubbles, any two points within the same uid at equal elevation will also be at equal
pressure. The rst pressure may be written as
P1 = 

4
Rt
  2
Rb

+ 1gH + 2gL
where 1 and 2 are the densities of both uids, H is the total bubble height, and L
is an arbitrary distance from the bottom of the bubble that cancels out exactly when
the pressures are equated. Similarly, the second pressure
P2 = 

4
Rt
  1
R1
  1
R2

+ 1g(H   z) + 2g(L+ z)
is written in terms of the distance to the bottom of the bubble z and the rst R1
and second R2 principal radii of the interface. Equating these pressures P1 = P2 and
rescaling all length scales by the bottom radius Rb results in
1
R^1
+
1
R^2
= z^ + 2 (2.1)
where we recall that  = gR2b= is simply a Bond number based on the radius at
the bottom of the bubble. Following the same procedure for the meniscus portion,
we equate the rst pressure P1 and the pressure under the meniscus region
P3 = 1g(H   z) + 2g(z + L)  

1
R1
+
1
R2

and after simplication arrive at
1
R^1
+
1
R^2
= z^   4
R^t
+ 2: (2.2)
Integration of Eqs. (2.1) and (2.2), subject to the imposed boundary conditions,
yields the equilibrium bubble shape, yet expressions for the principle radii R^1 and R^2
are still needed to carry out this integration. In general, R^1 and R^2 are functions of
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z^ and its derivatives (dz^
dz^
; d
2z^
dr^2
). For a surface of revolution they can be expressed as
1
R^1
=
d2z^
dr^2h
1 +
 
dz^
dr^
2i3=2 and 1R^2 =
dz^
dr^
r^
q
1 +
 
dz^
dr^
2
To outline the numerical solution method, we return to the original limiting case of a
bubble resting at a at interface. Numerical integration of the submerged portion of
the bubble dened by Eq. (2.1) is straightforward with the initial condition z^ = dz^
dr^
= 0
at r^ = 0. The solution for the meniscus portion of the bubble, given by Eq. (2.2),
requires a shooting method to ensure a match to the imposed boundary condition.
The nal portion of the bubble, the spherical cap, is calculated based on the point
where the submerged and meniscus portions connect (rc; zc).
In the case of a at interface, the boundary condition for the meniscus far from the
bubble is dz^=dr^ = 0 at r^ !1. When this condition is met, the height of the meniscus
above the bottom of the bubble becomes a constant value, z^ =  1(4=R^t   2). As
expected, this expression is equivalent to the imposed boundary condition from the
previous studies (Toba, 1959; Princen, 1963; Medrow and Chao, 1971) and is readily
seen by setting both principal curvatures in Eq. (2.2) to zero (i.e. R^ 11 = R^
 1
2 = 0).
Further, the angle at the point of connection c between the bubble and the meniscus
must be equal as there are only two phases and a contact angle cannot be imposed.
To solve for the meniscus portion of the bubble, the initial conditions are iterated
upon until these conditions are met. Specically, because the meniscus must originate
from a point on the submerged portion, only the angle c is iterated upon until
matched. Finally, since the cap is assumed spherical, its radius is simply equal to
R^t = r^c= sinc intersecting at the connection point in Figure 22. Once these three
sections are computed, the full equilibrium shape of the bubble is known. When
the curvature of the interface near the bubble is allowed to be non-zero, the same
solution method applies, that is the meniscus shape is solved iteratively until the
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imposed boundary conditions are met.
2.3 Results and Discussion
Figure 23 illustrates the bubble shapes calculated when the Bond number  is held
constant and the connecting angle c is varied. Here  = 10 and the angle cor-
responding to a at interface is c  47. All values of c lower than c  47
result in an unstable solution as indicated by the dashed line in Figure 23 for the
c = 45
 case. While this solution is physical, any perturbation will cause the bubble
to break symmetry and rise up the meniscus due to buoyancy forces. Values larger
than c  47 correspond to a bubble resting at the top of a curved interface. Now,
instead of breaking symmetry and rising up the meniscus, the buoyancy force causes
the bubble to maintain symmetry and move to the highest point in the liquid. This
can be advantageous and at times necessary as it ensures the bubble stays in focus
during lming (Modini et al., 2013).
Figure 23 also illustrates how changing the connecting angle c changes the re-
sulting spherical cap radius R^t. Recalling that R^t = r^c= sinc, it becomes apparent
that increasing c will tend to decrease the radius of the spherical bubble cap R^t.
This trend is captured in Figure 23. In general, for each xed value of  there are an
innite number of solutions; each corresponding to a unique Bond number based on
the cap radius determined by shape of the meniscus. This one change, allowing the
meniscus to have a curvature, enables us to calculate the equilibrium bubble shape
in a large variety of geometries.
2.3.1 Contact Line Boundary Conditions
Figure 24 illustrates that a single solution, truncated at dierent distances from the
bubble, may apply to several geometries. In the rst example, shown in Figure 24a,
we see a bubble contained within a droplet resting on a hydrophilic surface. Here
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Figure 23: The angle c that the meniscus intersects with the bubble determines
both the radius and portion of the spherical bubble cap positioned about the surface
of the liquid. For a known bottom curvature, i.e. value of , there are many solutions
corresponding to varying levels of curvature near the bubble.
Figure 24: A single bubble solution may apply to several instances depending
on when the solution to the meniscus is truncated. (a) In this conguration, the
solution is truncated just before the meniscus far from the bubble becomes vertical,
representing a droplet resting on a hydrophylic surface. (b) If the solution is truncated
close to the bubble, this solution is equivalent to a bubble conned in a smaller
container.
the contact angle that the liquid forms with the solid surface becomes the boundary
condition when solving for the equilibrium shape. However, the same solution also
applies to a bubble resting in a small container. The dashed rectangle in Figure 24a
indicates the truncated geometry illustrated in Figure 24b. In the droplet case, the
hydrostatic pressure is balanced by the nite contact angle at the droplets bound-
ary, while in the container, a smaller contact angle is required to balance the same
hydrostatic pressure because the wall of the container is balancing the remaining
pressure.
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Figure 25: Equal volume bubbles in various congurations. (a) The resulting bub-
ble prole when a container size is held constant and an increasing amount of liquid
is added. (b) In contrast, the container size must increase if a xed contact angle is
imposed at the boundary. (c) Increasing the distance of the imposed boundary angle
acts to lift the entire bubble in relation to the container.
Another series of commonly encountered geometries are displayed in Figure 25.
In all of these examples, the volume of the bubble is xed with an equivalent radius
of Rs = 2:5 mm, i.e. if the bubble were spherical. Here the bubble is injected into a
cylinder of varying levels of liquid, a conguration often seen in experiments studying
bubble bursting dynamics. As the liquid level is increased the corresponding contact
angle at the wall of the container must increase to balance the increased hydrostatic
pressure. Alternatively, we x the contact angle at the container wall and adjust the
container size as seen in Figure 25b. In both instances, the bubble is required to
move vertically if the volume of the bubble is required to be xed. This tendency to
rise is especially clear in Figure 25c, where the bubble outlines are superimposed on
each other.
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Figure 26: Bubble within small water droplet on hydrophobic surface. (a), (b), and
(c) show an approximately equal volume droplet containing a bubble of decreasing
volume.
2.3.2 Closed Droplets
Figure 26 illustrates that this technique applies beyond bubbles in a container or a
hydrophilic surface where the outer boundary condition is equivalent to being con-
ned. Here we have injected bubbles of varying size into a millimeter scale water
droplet. As we can see in Figure 26a the solution works quite well for bubbles near-
ing the scale of the droplet containing it. Progressing from Figure 26a to c, we see
that the solution transitions closer to that of a at droplet. If we were to take this
progression further to much smaller bubbles, eventually the solution would match the
at interface case. Figure 26 illustrates that it is the relative magnitude of the curva-
tures dening the bubble and its boundaries that determine how much of a correction
is required.
2.3.3 Surface Tension Measurements
Beyond simply matching a prole based on known uid properties, the technique
outlined in this chapter may also be used to extract the value of the surface tension in
a similar manner as the popular pendant drop technique (Stauer, 1965). A potential
advantage of the technique presented here, when compared to the pendant drop, are
the size scales involved in the measurement. For example, to measure the surface
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Figure 27: Measuring surface tension of a bubble resting at a curved interface.
When the radius and portion of the cap is held constant, the surface tension may be
measured by adjusting the value of  to match the nearby curvature.
tension of the commonly used silicone oil with the pendant drop technique the droplet
must be smaller than approximately
q

g
=
q
19:7 mNm 1
9 kNm 3  1:48 mm, making it more
challenging to clearly visualize. If the droplet is larger than this scale, then it will
detach from the needle. However, this diculty is mitigated with extracting the
surface tension from the bubble prole.
An example of this method is shown in Figure 27 where we show the bubble
prole from Figure 21. Here, several proles equating to dierent surface tensions
are shown varying from 50 to 70 mNm 1. We can see from the image that the best
match is for the case equalling a surface tension of 65 mNm 1, which is a reasonable
value for the tap water used in this example. For comparison, the surface tension
measured in Figure 26 for the ltered water is equal to 70 mNm 1. In this example,
instead of xing  and adjusting the connecting angle c, we x the upper radius Rt
and c while varying . This adjustment is done because it is rare, in practice, to
have access to the prole at the bottom of the bubble.
2.4 Conclusions
Here we have presented a method to calculate equilibrium bubble shapes where a at
interface cannot be assumed. As we illustrate throughout, curvature near a bubble can
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arise in a variety of congurations, especially when performing experiments involving
the dynamics of bubbles. Further, we believe this technique can be a useful alternative
to the popular pendant drop method for measuring surface tension.
Chapter 3
Enriching particles on a bubble through
drainage: Measuring and modeling the
concentration of Saccharomyces
cerevisiae on a bubble cap before rupture
3.1 Introduction
Covering more than 70% of the Earth's surface, the sea surface microlayer (SML)
is critical to a range of local and global transport processes such as climate change
and human health (Cunlie et al., 2013; Despres et al., 2012). For example, bacteria
from the SML have been found in the upper atmosphere where they may serve as ice
and cloud condensation nuclei, and toxins originating from red tide events are linked
to respiratory irritation experienced by coastal residents (Bauer et al., 2003; Despres
et al., 2012; Woodcock, 1948; Kirkpatrick et al., 2004). In both of these cases, the
particulates are transferred by the jet and lm droplets formed from the rupture of
bubbles entrained by breaking waves (Lewis and Schwartz, 2004; Grythe et al., 2014;
Deane and Stokes, 2002; Veron, 2015). Furthermore, it has been observed that the
particulate concentration in these droplets is often higher than the concentration in
either the bulk or SML, which amplies the inuence of these particulates (Angenent
et al., 2005; Aller et al., 2005). Yet, for lm drops, it is unclear how large of an
enrichment to expect; one previous study reports an enrichment factor between 10
and 20 (Blanchard and Syzdek, 1982), whereas another reports an enrichment factor
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of over 100 (Wangwongwatana et al., 1990).
Before reaching the ocean surface, entrained air bubbles scavenge particulates
from the subsurface water during their rise, ultimately leading to the enrichment that
denes the SML (Weber et al., 1983; Aller et al., 2005). As the bubble approaches
the surface, it deforms it into a spherical cap (Toba, 1959). The shape of this cap
remains constant until the bubble spontaneously ruptures, often fragmenting into
lm droplets. It is tacitly assumed that the concentration in the enriched lm drops
is the same as the concentration in the bubble lm cap when it is freshly formed.
However because of natural surfactants, the bubble continues to evolve, draining
and thinning until rupture (Lhuissier and Villermaux, 2012). Therefore during this
formation process, many of the particles initially contained in the bubble cap likely
drain back into the bulk liquid. This combination of draining and thinning makes it
dicult to assess the impact of each factor on the nal enrichment by solely collecting
the lm droplets produced, as has typically been done in the past (Blanchard and
Syzdek, 1982; Wangwongwatana et al., 1990). Instead, our approach is to investigate
the lm contents immediately before rupture. Based on our ndings, we develop a
physical model highlighting the roles of bubble scavenging and drainage in the lm
as it is rupturing and demonstrate that our model is quantitatively consistent with
the enrichment measurements from lms drops collected in earlier studies.
3.2 Methods
To better understand the transition from freshly formed to enriched bubble lm,
we perform a series of single bubble scavenging experiments. The experimental
setup used to investigate this process is outlined in Figure 31. A cylindrical con-
tainer is lled with a suspension of common yeast cells, Saccharomyces cerevisiae,
prepared at various bulk concentrations Cb ranging from Cb  107 cellsmL 1 to
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Figure 31: Overview of experimental scavenging procedure. a) An air bubble is
injected at the bottom of a plastic tube and rises through a column of suspended
yeast of height H forming a spherical bubble cap at the top surface. b)The bubble's
surface is visualized with a microscope objective mounted on a standard camera. c)
Yeast appear as small dark spots on the lm. d) The lm thickness at rupture is
calculated from the retraction speed recorded with a high-speed camera.
Cb  8  107 cellsmL 1. We inject an air bubble of radius rb  2:5 mm (circled in
Figure 31a) at the bottom of the yeast cell suspension. The newly formed bubble
rises a distance H = 70 mm and establishes a spherical cap after reaching the free
surface (identied with a dotted rectangle near the top of Figure 31a). The drainage
and subsequent rupture processes are recorded simultaneously with high-speed and
traditional cameras. To ensure that we are able to focus each camera on the bubble
and its surface, we overll the plastic tube containing the suspension to form a convex
meniscus at the top. This technique exploits the natural tendency of the bubble to
\self center" in the tube under the inuence of gravity.
Before the bubble ruptures, the lm thins and a fraction of the yeast cells initially
contained in the bubble cap returns back to the bulk liquid by a combination of
gravitational and surface tension forces. We capture this drainage, typically occurring
over a time span of seconds, with a standard camera that is tted with a microscope
objective and records images at a rate of 30 frames per second. Figure 31b shows
a segment of a bubble cap as it forms, rests on the interface for nearly two seconds,
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and then spontaneously pops. Note that the speckles in the images are the yeast
cells. These images are taken at a high enough resolution (1.3 microns per pixel) that
the number of yeast cells per unit area, N , can be counted immediately before the
lm ruptures (Figure 31c). Because the lm is curved, there is a strip of the bubble
surface that is in focus with the regions directly above and below out of focus, as
they are behind and in front of the focal plane respectively. Cell counts are carried
out for only the region in focus.
The bubble rupture occurs when a small hole spontaneously initiates and rapidly
expands (see Figure 31d). The entire rupturing process, often occurring in less than
t = 2 ms, is captured with a Photron FASTCAM SA5 high-speed camera at a rate of
60,000 frames per second.
Our choice in using yeast cells rather than other microbial particulates is delib-
erate. Yeast cells are widely available, simple to handle, and large enough to easily
visualize within the lm. In addition, Serratia marcescens, which has been used in
the past (Blanchard and Syzdek, 1982), is now classied as a human pathogen that
requires specialized handling procedures, especially when aerosolized (Yu, 1979). Fur-
thermore, the yeast cells have a particle size of approximately rp  3 m, which is
signicantly larger than the previously used bacteria, and allows for easier visualiza-
tion.
3.3 Results and Discussion
As might be expected, the number of yeast cells per area, N , counted in the region of
interest at the time of rupture (Figure 31c) depends on the bulk concentration Cb,
with higher bulk concentrations leading to higher number counts N (Figure 32a).
In contrast, the lm thickness at rupture h appears to be independent of the bulk
yeast concentration Cb over the range of concentrations tested (Figure 32b). Here we
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Figure 32: Compilation of individual bubble scavenging experimental results. a)
The number of yeast cells per area of bubble lm at rupture increases with bulk
concentration Cb. b) The thickness at rupture h is independent of Cb. c) The
volumetric concentration of yeast at rupture Cf is also independent of Cb. Data
points above the solid line indicate an enriched lm (Cf > Cb). d) The enhancement
factor of the yeast in the thin lm EF = Cf=Cb tends to increase with decreasing lm
thickness.
calculate the thickness h by recognizing that the lm retraction speed acquired from
the high-speed images can be related to the lm thickness. For a uniform lm, the
surface-tension driven retraction is regulated by inertia and is well approximated by
the Taylor-Culick velocity,
p
2=h, where  is the surface tension and  is the liquid
density (Taylor, 1959; Culick, 1960). This technique is routinely used as an indirect
measure of the thickness of bubble lms at rupture (Lhuissier and Villermaux, 2012).
The thicknesses at rupture that we measure range from h = 5 m to h = 60 m.
These values are larger than what might be expected in particulate-free bubble lms
(Spiel, 1998; Lhuissier and Villermaux, 2012), and we suspect that the presence of
particulates may act as nucleation sites that initiate rupture earlier in the drainage
process.
By measuring both the particle surface concentration (N in cells cm 2) and lm
thickness h at rupture, we can calculate the volumetric cell concentration in the
thin lm Cf = N=h, which we report in cells per milliliter. There are two points that
become clear when the lm concentration at rupture Cf is plotted as a function of the
bulk concentration Cb (Figure 32c). First, there is not a clear relationship between
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the two concentrations, and second, the lm concentrations Cf is categorically larger
than the bulk concentrating Cb. Specically, the points in Figure 32c are all above
the line denoting equivalence, indicating that the lm has become enriched.
The ratio of lm concentration Cf to the bulk concentration Cb is dened as the
enrichment factor EF at rupture. Further insight is gained by plotting this enrichment
factor as a function of the rupture lm thickness h (Figure 32d). For bubble lms
that are thick when they rupture, the lm concentration Cf is only slightly larger
than the bulk concentrating Cb, and the enrichment factor is near one. However, if
the bubble lm is thinner when it ruptures, the enrichment factor appears to increase.
For the thinnest lms in our experiments, we measure enrichment factors of around
25 (Figure 32d). When thin bubble caps of water drain, it is known that minus-
cule amounts of indigenous surfactants can rigidify the interface through Marangoni
stresses due to surface tension gradients (Scriven and Sternling, 1960). This rigidity
of the inner and outer surfaces may lead to the interior of the bubble draining at a
faster rate. Indeed, we see evidence of this phenomenon in our experiments where,
by taking advantage of our limited visual depth of eld, we can see the interior of
the lm draining downwards while the inner and outer interfaces are, by comparison,
stationary. In our experiments, these semi-rigid interfaces are likely caused by the
natural surfactants introduced by the yeast.
To develop a model for the enrichment factor in the spherical cap, we combine
the scavenging principle of a collision eciency Ecol with the measured values of lm
thickness at rupture. The appropriate model for Ecol, here dened as the fraction of
particles contained in the volume swept out by the bubble that attach to it surface, is
determined by the system's particle size and Reynolds number Re  ubrb=, where
ub is the bubble rise velocity, rb is the bubble radius, and  is the viscosity of the
liquid (See Figure 33 for model geometry). In all of our experiments, Re  200
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Figure 33: Overview of model geometry. a) Small particles follow the streamlines
as the eects of inertia are negligible. Particles suciently far away (left hand side)
avoid contacting the bubble. In contrast, the particles close enough for the particle
to intercept the bubble (right hand side) will be carried to the surface. b) Once a
particle attaches to the bubble's interface a three-phase contact line is formed with an
intermediate contact angle c. c) The bubble forms a thin spherical cap of area (Af )
containing a number of particles (Nf ) at the liquid surface. d) The concentration of
particulates in the lm (Cf ) has contributions from the particles scavenged and from
particles in the bulk liquid.
allowing us to utilize the Sutherland potential ow model that results in a collision
eciency of Ecol = 3rp=rb (Sutherland, 1948). An additional requirement of the
Sutherland model is that the particles follow the streamlines around the bubble and
must therefore be larger than rp > 0:1 m for diusive eects to be negligible, a
condition that is satised by our yeast cells (rp  3m). For simplicity, we assume
that any particle colliding with the rising bubble attaches (Figure 33a,b) and remains
attached until bursting at the free surface. Although there are more complex collision
models that incorporate a large number of parameters, such as particle wettability,
density mismatch, and the detaching of particles, our aim is to develop the simplest
model that is able to capture the physics of the enrichment process.
For simplicity, our model assumes that once the bubble creates a spherical cap, the
scavenged particles are evenly spread across the lm area Af = 4r
2
b , an assumption
that is consistent with our observations during data collection (see Figure 31b,c). We
account for two contributions to the total number of particles Nf in the spherical lm
cap. The rst contribution is from the bulk liquid constituting the majority of the
43
lm when the bubble is initially formed AfhCb; the second contribution is from the
particles scavenged during the bubble's rise that are attached to the interface Natt
(Figure 33d). The number of particles scavenged by the bubble is determined by
multiplying the chosen model for the collision eciency by the number of particles
encountered during the bubble's rise Natt = Ecolr2bH Cb = 3rprbHCb. Dividing the
total number of particles in the lm (Natt+AfhCb) by the lm volume at rupture Afh
yields the lm concentration Cf . Introducing a dimensionless grouping of parameters
 = h
H
rb
rp
, that we have chosen to scale with the thickness, we nally normalize the
lm concentration Cf by the original bath concentration Cb, resulting in a prediction
for the enhancement factor:
Cf
Cb
=
3
4
+ 1: (3.1)
Re-plotting each of our individual yeast scavenging experiments from Figure 32 in
terms of  = h
H
rb
rp
and the enrichment factor Cf=Cb results in a reasonable agreement
with our model (Figure 34). However, like all models there are limitations and we
anticipate instances where our model may not yield good agreement. For example,
the biotechnology industry routinely takes measures to prevent cells from attaching
to bubbles, as rupturing bubbles are known to be the largest cause of damage to the
cells being grown in production scale bioreactors (Hu et al., 2011). In this example,
we would anticipate the lm concentration to be approximately equal to the bulk
as the primary method of initially trapping cells in the lm has been inhibited, ef-
fectively reducing the collision eciency to zero. Furthermore, in our experiments,
the scavenged yeast are unable to completely drain as they are attached to the inter-
face during drainage; however, if the interface is suciently mobile and stable, the
particles may have sucient time to fully drain (Modini et al., 2013).
Because we make the assumption that the yeast cells act as passive particles, we
would anticipate similar results for inert, non-biological particles. To test this predic-
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Figure 34: Enrichment factor predicted by our model versus our experimental data.
The trend in the enrichment for both sets of data is captured. The thinnest bubbles
tend to result in the highest enrichment factors. Error bars indicate a 95% condence
interval of the mean enrichment factor.
tion, we run a separate series of experiments using Polystyrene beads of rp = 3 m.
The same experimental procedure outlined in the Methods section is repeated. The
Polystyrene beads also follow the model reasonably well (Figure 34, blue squares).
We note that our model tends to underestimate the observed enrichment factors mea-
sured in our setup. This underestimation may be due, in part, to the centering of the
bubbles with a convex meniscus at the top of our cylindrical container. Specically,
the free surface is not continuously refreshed, leading to the concentration in the
upper most layer of the suspension likely being higher than the bulk concentration
(Blanchard and Syzdek, 1982).
We conclude our discussion by comparing our proposed model with two lm
droplet experiments reported in the literature. Because the thickness at rupture
was not measured in either of these studies, we additionally assume that the value
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of thickness is equal to the particle size. The rst study, by Blanchard and Syzdek
(1982), injects air bubbles with radius rb = 0:85 mm that rise a height H = 19 mm
through a suspension of Serratia marcescens bacteria. Because the bacteria are rod-
like we use their equivalent radius rp = 0:65 m (Weber et al., 1983) and assume
the bubble ruptures at a thickness h = 1 m, the bacteria's larger dimension. Based
on these estimations, we nd reasonable agreement between the reported value of
enrichment factor EF = 18 and our predicted value of EF = 12.
The second comparison study uses latex spheres with particle radius rp = 0:28 m
(Wangwongwatana et al., 1990). Because of the particle size, this example approaches
the applicability of our model, specically that the particles are suciently large to
ignore diusive eects. Here the authors inject air bubbles of radius rb = 1:29 mm
that rise a height ofH = 450 mm to the free surface. Although the value of enrichment
is not explicitly reported in the study, the authors state that the enrichment factor
is well over 100, compared to our expected value of 132.
Finally, we apply the same approximations to our data presented in Figure 34.
Specically, we compare the average enrichment factor over the course of our experi-
ments, ignoring the variation between cases. Based on the assumption of the bubble
rupturing at the thickness of the particle, h = 6 m, and accounting for the rise
distance in our experiments H = 70 mm, our model estimates an approximate overall
enrichment factor of EF = 10 versus our measured average value of EF = 9. Taken to-
gether, these examples illustrate that our model provides a reasonable approximation
for the expected enrichment for a wide range of scavenging conditions.
3.4 Conclusions
The ndings presented here suggest that a combination of both scavenging and
drainage concentrate suspended particulates within a bubble cap prior to rupture
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and thus provide a more detailed mechanism of lm drop enrichment. Specically,
we provide a framework of the enrichment process as a combination of two steps.
First, the bubble transports particles that attach to its interface during its rise to the
surface. Second, after forming a spherical cap at the surface, the bubble drains and
thins returning a portion of the scavenged particles back to the bulk. We nd that the
interior of the bubble cap lm drains faster than the inner and outer surfaces. This
dierence in drainage increases the enrichment factor as the bubble thins. Beyond
our bench-scale setup, we compare our model to previous studies and nd quantita-
tive agreement between the reported values and the values predicted by our model,
supporting the notion that the processes contributing most to particle enrichment
occur before the bubble ruptures. On a larger scale, we anticipate our results may
be important to processes involving enriched lm drops such as climate and disease
transfer. Previous studies have demonstrated that bubbles with thinner caps produce
a larger number of lm drops than thicker caps. Additionally, the lm drops that
these thinner caps produce tend to be smaller and persist longer in the atmosphere
(Lhuissier and Villermaux, 2012; Lewis and Schwartz, 2004; Veron, 2015). Our results
suggest that these large number of persistent droplets are also likely to be the most
enriched.
Chapter 4
Jet drops from bursting bubbles: How
gravity and viscosity couple to inhibit
droplet production
[Reprinted with permission from Walls, P. L. L., Henaux, L., & Bird, J. C. (2015).
Jet drops from bursting bubbles: How gravity and viscosity couple to inhibit droplet
production. Physical Review E, 92(2), 21002(R). Copyright 2015 American Physical
Society. http://dx.doi.org/10.1103/PhysRevE.92.021002]
Droplet production from bursting bubbles is ubiquitous and has been studied for
over 80 years owing to its importance in elds ranging from disease transfer (Blan-
chard and Syzdek, 1970, 1972; Baylor et al., 1977b,a; Parker et al., 1983) to earth
science (Woodcock, 1948; Boyce, 1951; Kientzler et al., 1954; Blanchard, 1963; Lewis
and Schwartz, 2004). Over the ocean, it has been estimated that between 1018 and
1020 bubbles burst per second (MacIntyre, 1972). The droplets produced by these
bubbles are a signicant source of particulates, such as sea salt, in the atmosphere
(Blanchard, 1963; MacIntyre, 1972; Lewis and Schwartz, 2004). Similarly over land,
the aroma that often accompanies rain fall has been linked to chemicals in droplets
aerosolized by small bubbles bursting on a rain droplet's surface (Bear and Thomas,
1964; Joung and Buie, 2015). Whenever a bubble ruptures there are two mecha-
nisms for droplet formation: the retracting thin lm can fragment into lm drops
(Blanchard and Syzdek, 1988; Spiel, 1998; Lhuissier and Villermaux, 2012) and the
column of water rising from the center can break up into jet droplets (Knelman et al.,
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Figure 41: High speed series of images showing the evolution of two rupturing
air bubbles in glycerol-water mixtures. (a) Under certain conditions (cap radius of
curvature R = 1:7mm, viscosity ` = 3:5mPa s) a central jet rises and produces one
or more jet droplets. (b) Under other conditions (R = 2:7mm; ` = 9:9mPa s), a
central jet rises but no droplets are produced. The absence of jetting in this case can
not be explained by gravitational or viscous eects alone.
1954; Stuhlman, 1932; Duchemin et al., 2002; Ghabache et al., 2014; Blanchard, 1954,
1989; Spiel, 1994). Our paper examines the conditions necessary for a jet droplet to
be produced.
The jetting phenomenon is illustrated in Figure 41. Here, we have injected air
into the bottom of a water-glycerol solution with known viscosity `, density `, and
surface tension . The air bubble rises to the surface and establishes an equilibrium
shape with cap radius R. We lm the spontaneous rupture of the bubble and sub-
sequent jetting phenomenon with a high-speed camera at frame rates ranging from
50,000 to 100,000 frames per second. In the rst moments after rupture, capillary
waves travel down the side of the bubble, and upon colliding create a region of high
curvature at the bottom of the bubble (MacIntyre, 1972; Duchemin et al., 2002). The
capillary pressure associated with this curvature creates an upward swell, or jet, of
liquid (Ze et al., 2000). Under certain conditions, the jet will break up into one or
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more jet drops (Figure 41a). Under other conditions, a jet may form, but does not
emit a droplet before returning to the interface (Figure 41b).
For a jet drop to form, the size of the bubbles need to lie in a certain range.
Previous studies show that under conditions in which the Ohnesorge number, Oh 
`=
p
`R, exceeds a critical value Ohc  0:037, jet drops are not produced because
the inertial capillary waves driving the motion are damped out by viscous stresses (Lee
et al., 2011; Ghabache et al., 2014). Similarly, under conditions in which the Bond
number, Bo  `gR2= exceeds a critical value Boc  3, jet drops are not produced
because of the inuence of gravity on the equilibrium bubble shape and on the upward
motion of the jet (Georgescu et al., 2002). Thus, we expect air bubbles in water to
produce jet droplets when the size (cap radius) is between R = 8m (Oh < Ohc)
and R = 4:2mm (Bo < Boc). Since jet drops were not observed in Figure 41b, it is
tempting to assume that either gravity or viscosity is preventing droplet formation;
yet both Oh < Ohc and Bo < Boc are well within the jet drop regime. Therefore,
relying on current theory, it is not immediately obvious why droplets are absent in
Figure 41b.
To explore the extent of this phenomenon, we carry out a series of experiments in
which we systematically vary the bubble size R and range of the liquid viscosity `. We
control the viscosity, measured with a vibrating-plate viscometer (Woodward, 1951),
over an order of magnitude by adjusting the weight percentage of glycerol in a water
bath (Table 4.1). Surface tension, measured by the pendant drop method (Stauer,
1965), and density also vary with glycerol concentration, but to a signicantly smaller
degree than viscosity. It is important to note that for a bubble to form a stable
equilibrium shape, surfactants resulting in marginal regeneration must be present
(Lhuissier and Villermaux, 2012). These naturally occurring surfactants, adsorbed
onto the liquid interface from the surroundings, tend to produce a surface pressure of
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Table 4.1: Measured values of density `, dynamic viscosity `, and surface tension
 for the various water-glycerol solutions used in our experiments.
  1mNm 1. In fact, even a minuscule amount of natural surfactant is sucient to
prevent bubbles from rupturing immediately upon reaching the free surface. Indeed,
comparing our value of surface tension for pure water ( = 70mNm 1) with tabulated
values ( = 72mNm 1) we see that the expected surface pressure is consistent with
our measured values (Glycerine Producers' Association, 1963).
Figure 42a depicts the size R and viscosity ` of each bubble used in our exper-
iments. The dash-dot lines denoting the critical Ohc and Boc numbers (Figure 42a)
are calculated using the average liquid properties (Table 4.1). As expected, bubbles
do not produce jet drops (closed symbols) within either region exceeding the critical
values (shaded regions in Figure 42a). However, while points A and B (correspond-
ing to Figure 41a, b) fall within the region of droplet production (unshaded region),
only A produces droplets (open symbols). In fact, we nd that a number of our exper-
iments falling inside the unshaded region do not produce any droplets; a result that
contradicts our expectation. Replotting our data in dimensionless terms (Bo and Oh)
reveals an intermediate region wherein the limit on droplet production is not solely
determined by either the value of Bond or Ohnesorge number (Figure 42b). Instead,
our experimental data suggests that viscosity and gravity couple in this region pre-
venting droplet production earlier than anticipated. To test this hypothesis, we turn
to simulation.
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Figure 42: Compilation of individual bubble bursting experiments that lead to jet
drops (open symbols) and no jet drops (closed symbols). The regimes in which viscos-
ity or gravity alone would prevent jet drops from forming are indicated with shading.
(a) Jet drops are expected only for a certain range of bubble sizes (as measured by
cap radius R), and this range decreases as the viscosity increases (unshaded region).
Yet, jet drops are not observed in much of this region. Here, the symbols indicate the
particular liquid represented by the same symbol in Table 4.1. (b) The experimental
data is replotted in terms of the Ohnesorge number, Oh = `=
p
`R and the Bond
number, Bo = `gR
2=, on a logarithmic scale. The dotted line is a guide for the eye
separating the observation of droplets from no droplets. The dash-dot lines denoting
the critical Boc and Ohc are calculated using the average property values in Table
4.1.
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We model a collapsing bubble using conservation of mass and momentum, assum-
ing an incompressible ow for both the liquid and gas phases. Our approach is to
use a Volume-of-Fluid (VOF) method solving for both phases simultaneously while
varying density and viscosity smoothly across the interface, which has a constant
surface tension (Scardovelli and Zaleski, 1999). To develop the model, we rescale
the two-phase Navier-Stokes equations by the cap radius R and the inertio-capillary
time scale  = t=
p
R3`=. With these scalings, the eects of gravity and viscosity
are quantied solely by the Bo and Oh numbers (Walls et al., 2014). While surface
tension gradients and boundary eects are present in our experiments, we focus on
the eects of viscosity and gravity by removing the thin lm cap and modeling the
remaining cavity in a large domain (16R  16R) to minimize the inuence of the
container. To solve our proposed model we utilize the open source ow solver Gerris
(Popinet, 2003, 2009). We choose to numerically solve the model using Gerris because
of its proven accuracy in surface tension driven problems and ability to adaptively
mesh over nearly 5 orders of magnitude in spatial scale (Fuster et al., 2009; Agbaglah
et al., 2011; Tripathi et al., 2015).
The simulation results corresponding to our two initial experiments (Figure 41)
are shown in Figure 43. The evolution of the collapse is shown at the dimension-
less times ( = t=
p
`R3=) corresponding to the time of each image in Figure 41.
Our simulations predict both the production of jet droplets (Figure 43a) and the
phenomenon of no droplets being produced in the intermediate region (Figure 43b),
consistent with our observations (Figure 41). Therefore it appears that the lack of
jet drops in our experiments is not a consequence of boundary eects or surfactant
gradients, and instead can be rationalized solely by a combination of gravitational
and viscous eects.
We perform a series of simulations extending the previously determined boundaries
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Figure 43: A series of simulation results matching the experimental series shown
in Figure 41. Each series is matched by the Bond and Ohnesorge numbers aligned
with the inertio-capillary time  = t=
p
`R3=. (a) The simulations predict that a jet
drop forms when Oh = 0:01, Bo = 0:5, as expected. (b) The simulations predict that
no jet drops are formed when Oh = 0:02, Bo = 1:3, consistent with our experiments.
for droplet production into a continuous boundary valid for all combinations of Bond
and Ohnesorge numbers. Figure 44 illustrates that we recover the existing constant
value limits on the Ohnesorge ( ) (Lee et al., 2011) and Bond ( ) (Georgescu et al.,
2002) numbers when gravity and viscosity can be neglected, respectively. To account
for the variation in the viscosity ratios in our experiments, we calculate the boundary
for g=` = 10
 3 and 10 2, where g is the viscosity of the gas phase. We see that this
order of magnitude change in the viscosity ratio has a minimal eect on the location
of the boundary for jet droplet production (Figure 44). Moreover, the numerically
predicted intermediate region follows an approximate power law Bo / Oh 3 and
aligns well with our experimental data from Figure 42.
It is unsurprising that the previous works investigating the limits of droplet pro-
duction did not observe this region. In the numerical work concerning the upper size
limit, Bo  3:0 ( ), viscosity is largely neglected in the modeling (Georgescu et al.,
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Figure 44: Simulation boundary of jet droplet production illustrating the extent of
the intermediate region where gravity and viscosity are signicant. The surrounding
gas has a minimal inuence in determining the limits on droplet formation in the
viscosity ratio range g=` = 10
 3 to 10 2. The predicted boundaries are in agree-
ment with both our experimental results (data from Figure 42a) and those results of
previous studies (Bond ( ) (Georgescu et al., 2002) and Ohnesorge ( ) (Lee et al.,
2011)). The vertical dotted line at Oh = 0:02 indicates the location of the simulations
used to investigate the role of gravity in the jetting process (Figure 45).
2002). Similarly, the experimental work concerning the lower size limit, Oh  0:037
( ), was conducted in an area in which Bo 1 (Lee et al., 2011). Indeed, Figure 44
conrms that neglecting the eects of gravity is justied when Bo . 0:01.
To understand why gravity inuences the viscous limit on jet droplet production
when Bo & 0:01, we decouple the eects of the Bond number to before and after
bubble rupture. Before rupture, the Bond number determines the equilibrium shape
for the bubble at the free surface (Toba, 1959). Equilibrium shapes normalized by the
cap radius R are shown for several values of Bond number in Figure 45a. As the Bond
number increases, the equilibrium shape transitions from a spherical bubble (Bo! 0)
to a hemispherical cap (Bo ! 1). After rupture, the Bond number determines the
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magnitude of the deceleration acting on the rising liquid jet. For larger bubbles,
the resulting jet typically experiences a larger decelerating force from gravity than
smaller bubbles experience as the jet contains a larger mass of liquid and hence a
larger weight. Regardless of which eect is dominating the dynamics, we have found
that it becomes insignicant when Bo . 0:01 (Figure 44). It is worth noting that
Bo = 0:01 and Bo = 0:001 are indistinguishable on the scale of the cap radius R
(Figure 45a), leading us to hypothesize that the dominant role of gravity in jet drop
formation is setting up the bubble shape.
To test if the transition to the intermediate region can be understood in terms
of the bubble shape alone, we perform a series of simulations in which we indepen-
dently adjust the Bond number before (Bo ) and after (Bo+) the bubble ruptures.
Specically, the value of Bo  determines the initial bubble shape (Figure 45a) and
Bo+ determines the relative strength of gravity in the subsequent jetting. We rst
begin with the initial non-droplet producing case shown in Figures 41b and 43b
(Oh = 0:02, Bo = 1:3). In this simulation (Figure 45b, top right), the Bond num-
bers before and after rupture are set equal to represent the experimental conditions
(Bo  = Bo+ = 1:3). The liquid jet rises vertically without pinching o, here shown
at the dimensionless time where droplets are typically observed ( = 0:2; 3:6ms in
Figure 41b). We next reduce both Bond numbers to 0:01 while holding the Ohne-
sorge number constant at 0:02 (vertical dotted line in Figure 44). As expected from
Figure 44, jet drops are produced under these conditions (Figure 45b, bottom left).
However, since both Bond numbers were changed simultaneously, two additional sim-
ulations are needed to decouple the eects of Bo  and Bo+ and determine which
dominates the jetting process.
We again begin with our non-droplet producing case (Figure 45b, top right).
However, instead of keeping the inuence of gravity constant, we decrease the Bond
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Figure 45: Results of a series of simulations designed to probe the role of gravity
in the production of jet droplets. The eects of Bond number (gravity) in the jetting
process are divided into those occurring before (Bo ) and after (Bo+) the bubble
bursts. (a) The shape of a bubble in equilibrium is uniquely determined by the value
of Bo , tending to atten out as gravity becomes increasingly important. (b) When
Bo  = Bo+, the result is equivalent to experimental observation (vertical dashed line
in Figure 44). The simulations show that a 100x increase in Bo+ = 0:01! 1:3 for the
Bo  = 0:01 case has little eect on droplet production. Likewise, a 100x decrease,
Bo+ = 1:3! 0:01 for the Bo  = 1:3 case does not encourage jet droplets to form.
Yet, a change in Bo  (the shape of the bubble) completely accounts for the change
in jet production.
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number used for calculating the evolution of the jet to 0:01 (Bo+ = 0:01) the instant
the simulation starts (Figure 45b, top right ! top left). Even, with this large re-
duction in Bo+, droplets are still not produced. Now, beginning with the droplet
producing case (Figure 45b, bottom left), we increase the Bond number used for
calculating the evolution of the jet to 1:3 (Bo+ = 1:3) as the simulation begins (Fig-
ure 45b, bottom left ! bottom right). Again, we see that a large change in Bo+
is insucient to cause any signicant change in the production of jet droplets. In
fact, when comparing the two Bo+ = 0:01 cases (Figure 45b, left side) with the two
Bo+ = 1:3 cases (Figure 45b, right side), we see that increasing Bo+ increases, rather
than decreases, the height of the resulting jet. As changes in the surface tension are
accounted for by the inertio-capillary time ( = t=
p
R3`=), the increased jet height
at time  = 0:2 can be attributed to the increase in the hydrostatic (gravitational)
pressure. Because the simulations demonstrate that the presence of jet-drops depends
on the Bond number before rupture (Bo ), rather than the Bond number after rup-
ture (Bo+), we believe that the dominant role that gravity has in this jetting process
is setting up the initial bubble shape (Figure 45a).
By connecting the viscous and gravitational limits on jet drop formation, we reveal
the existence of an intermediate regime. We expect to encounter this phenomenon in
a variety of applications ranging from metalworking uid (Bernstein et al., 1995) to
sea slicks, both natural (Carlson, 1987; Seuront et al., 2006) and anthropogenic (Asl
et al., 2016). Further, through simulation we show how the existence of this region
can be rationalized as a coupling between the equilibrium bubble shape and viscous
eects.
Chapter 5
Revisiting the potential for bursting
bubbles to damage cells below the free
surface
5.1 Introduction
The biotechnology industry has long recognized the potential for excessive hydrody-
namic stresses to damage animal cell cultures grown in suspension (Augenstein et al.,
1971; Glacken et al., 1983; Cherry and Papoutsakis, 1986; Hu et al., 2011; Papout-
sakis, 1991). While hydrodynamic stresses are required to homogenize the conditions
in a bioreactor, exposure to excessive hydrodynamic stresses is known to reduce the
viable concentration of cells (Ma et al., 2002; Mollet et al., 2008; Godoy-Silva et al.,
2009b). In addition, sub-lethal stresses have been shown to negatively impact a cell's
production of protein (Hu et al., 2011; Godoy-Silva et al., 2009a). Controlling and
understanding the magnitude of these stresses is of special concern for mammalian
cells, where their relatively large size and lack of cell wall provide little protection
from their environment. In order to optimize production processes, many studies
have attempted to link the hydrodynamic stresses originating from impeller agita-
tion and sparger aeration to cell viability (See Figure 51b for bioreactor schematic)
(Chalmers, 2015). The results of these studies show the majority of damage to cells
grown in suspension is caused by the high stresses originating from bubbles bursting
at the free surface (Figure 51 a,b) (Chalmers and Bavarian, 1991; Cherry and Hulle,
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1992; Boulton-Stone and Blake, 1993; Meier et al., 1999; Tharmalingam et al., 2008;
Hu et al., 2011). In fact, studies have shown that mammalian cells can thrive in high
levels of agitation (Oh et al., 1992). Before the widespread use of protective addi-
tives, such as Pluronic F-68, cells would readily attach to the bubbles as they rose to
the surface. These cells, now entrained in the thin lm of the bubble cap, would be
damaged as the lm violently retracted to the liquid surface (Cherry and Hulle, 1992;
Hariadi et al., 2015). The use of additives has mostly remedied these concerns as
cells are remaining in the bulk liquid (Tharmalingam et al., 2008). However, there is
evidence that the upper layers contain large amounts of cells, regardless if additives
fully prevent bubble-cell attachment (Al-Rubeai, 2015). This reality, coupled with
the demand to continually increase cell concentrations in the bioreactor means there
is still concern regarding the stresses from the collapsing cavity in the vicinity of the
bubble.
It takes less than a millisecond for the cavity of a bubble with an initial radius
R  0:5 mm to return to equilibrium after spontaneously rupturing (Figure 51a).
Within this fraction of a millisecond, surface tension driven capillary waves travel
down the side of the bubble, collide at the bottom and produce upward and down-
ward traveling jets (MacIntyre, 1972; Duchemin et al., 2002). The speed of this rapid
rearrangement results in the high stresses known to damage cells in suspension, ex-
ceeding those found near the impeller by several orders of magnitude. Past numerical
studies have sought to provide guidance for the size of bubbles that should be avoided
to minimize damage (Boulton-Stone and Blake, 1993; Garcia-Briones et al., 1994).
This potential for damage is typically quantied in terms of an Energy Dissipation
Rate (EDR); a scalar term that quanties the rate of work done on a uid volume
that accounts for all potential uid stresses and has long been used in the chemical
mixing and biotechnology communities (Chalmers, 2015). We see in Figure 51c that
60
0.0 0.5 1.0 1.5 2.0 2.5 3.0
10
3
10
5
10
7
10
9
10
11
10
13
10
15
Figure 51: The spontaneous rupture of bubbles is known to cause damage to
cells grown in bioreactors. (a) Immediately after the bubble ruptures, capillary waves
travel down the sides of the bubble in approximately t = 571 s for a bubble of radius
R = 0:5 mm. Upon colliding at the base of the bubble, the focusing of the capillary
waves produce upward and downward traveling jets. (b) Bubbles on the millimeter
and smaller scale are commonly injected directly near the base of the bioreactors to
continually oxygenate the cells and remove excess CO2. (c) Past numerical studies
have concluded that the smallest bubbles tend to produce the highest levels of maxi-
mum energy dissipation rate (EDRmax). Mammalian CHO cells that experience EDR
levels higher than 108 Wm 3 (dashed line) have been observed to exhibit a lethal
response (necrosis including lactate dehydrogenase release).
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two widely cited studies conclude that as the initial size of the bubble decreases the
maximum EDR that it produces over the course of its rupture increases by orders
of magnitude. For reference, the commonly used Chinese Hamster Ovary (CHO)
cell is typically damaged at EDR levels higher than approximately 108 Wm 3, when
grown in suspension (Hu et al., 2011). Based on the results of Boulton-Stone (1993),
bubbles less than approximately R  1:0 mm should be avoided, while the results of
Garcia-Briones (1994) indicate that bubbles as small as R  0:39 mm are below the
threshold for damaging CHO cells (Figure 51c). However, experiments evaluating
the impact of bursting bubbles indicate that bubbles as large as R = 2 mm may lead
to cell death (Trinh et al., 1994; Wu and Goosen, 1995). A further limitation of these
numerical studies, aside from their large disagreement, is that they do not enable a
prediction for the amount or extent of damage and only indicate when damage may
be expected. Here, we demonstrate why the past numerical studies disagree to such
an extent in the reported values of maximum EDR and illustrate why relying on a
single maximum value of EDR can be misleading. Further, we implement a numer-
ical particle tracking method to quantify the amount of volume a single bubble can
be expected to damage for a given threshold of EDR. We conclude by presenting
our results in a non-dimensionalized manner enabling predictions for a wide range of
bubble sizes and uid properties.
5.2 Computational Method
The spontaneous collapse of a bubble at a free surface conserves mass and momentum
and is governed by the Navier-Stokes equations (See Chapter 1). Further, we assume
both the liquid and gas phases are incompressible. To initialize the bubble geometry,
we rst solve for the equilibrium bubble shape based on a balance of the gravitational
and surface tension forces as outlined in Chapter 2. The resulting shape is unique
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Figure 52: A direct comparison between our high-speed bubble bursting experiment
and the corresponding simulation. (a) The interface predicted by the simulations is
overlayed (black dashed line) onto the experimental prole from Figure 51a. (b) A
side-by-side comparison demonstrates that the ne features of the capillary waves im-
mediately before colliding at the bottom are well dened. (c) Upward and downward
traveling jets are formed immediately after the capillary waves collide and focus the
ow. Here the magnitude of the downward velocity is plotted.
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and quantied in terms of the dimensionless Bond number Bo  gR2=, where  is
the liquid density, g is the acceleration due to gravity, and  is the surface tension.
The bubble shape for small Bond numbers approximates a sphere that is mostly
submerged (See Figure 51a), while the shape for larger Bond numbers approaches
that of a hemisphere that rests above the liquid surface (Figure 21) (Toba, 1959).
To simplify our model, we remove the thin lm of the spherical cap, leaving just the
bubble cavity. This numerical approach has been shown to provide good agreement
with experiments (Walls et al., 2015) and is commonly done when simulating bubble
rupture (Duchemin et al., 2002; Boulton-Stone and Blake, 1993; Garcia-Briones et al.,
1994). The removal of the spherical cap can also be justied by dividing the timescale
of the lm retraction
p
R2h=2 by the timescale of the bubble collapsing
p
R3=
resulting in
p
h=2R, where h is the thickness of the bubble cap at rupture. For
example, the h = 10 m cap of a R = 500 m bubble retracts in a tenth of the time
the cavity takes to collapse and may safely be ignored. Once the geometry has been
initialized, the simulation begins and the force of surface tension drives the motion
of the collapse. While gravitational forces are present in our simulations, it plays a
negligible role after rupture begins with its primary role being the setup of the initial
bubble shape (Walls et al., 2015) (see Chapter 4).
To solve our model, we use Gerris (Popinet, 2003, 2009). Gerris is an open-source
ow solver that uses a volume-of-uid method to solve the complete set of multiphase
Navier-Stokes equations with adaptive grid renement that allows for nearly ve or-
ders of magnitude in spatial resolution (Popinet, 2009). In the 20 years since the two
primary numerical studies, there have been signicant advances in the modeling of
surface tension driven ows. Increased processing power coupled with increased spa-
tial resolutions has allowed for a relaxation of the approximations previously relied
upon for modeling such ows. Specically, we solve the complete set of Navier-Stokes
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equations with no approximation of the viscous eects. This improved spatial resolu-
tion is especially important for modeling surface-tension driven ows as they tend to
produce complex geometries spanning several orders of magnitude (Popinet, 2009).
Finally, Gerris has been shown to outperform other available numerical simulations of
capillary waves, making it the most appropriate tool to simulate these surface tension
driven phenomena (Fuster et al., 2009; Tripathi et al., 2015).
5.2.1 Experimental Benchmarking
To ensure that our simulations accurately capture the bubble rupture physics, we
directly compare our numerical results with high speed video of the bubble bursting
process. Here we have injected air through a micropipette into a water bath that has
been seeded with micron sized beads to allow for some basic particle tracking. Shortly
after rising to the surface and establishing the equilibrium shape seen in Figure 52a,
the bubble spontaneously ruptures. We record the bursting process of theR = 520 m
water bubble at 7,000 frames per second. To compare the bubble rupture dynamics
we overlay our experimental result with the interface extracted from the numerical
result (dashed line) at the shown times after rupture t (Figure 52a). Further, if we do
a side-by-side comparison, as shown in Figure 52b, we can see that our simulations
capture the ne details of the capillary waves that development near the bottom
of the bubble. Finally, comparison of the velocity magnitude of the downward jet
(Figure 52c) with our particle tracking result also shows good agreement between
the numerical and experimental result. Collectively, these results demonstrate that
our simulations are accurately capturing the dynamics of the bubble rupture process.
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5.3 Results and Discussion
5.3.1 Revisiting Past Numerical Studies
A preliminary series of simulations were performed to determine why the previous
numerical studies of Boulton-Stone and Blake (1993) and Garcia-Briones et al. (1994),
while having similar solution approaches, disagree to such a large extent. A total of
27 simulations were carried out|three levels of renement for each of the nine bubble
sizes reported in the original studies. Here our base mesh resolution corresponds to
1024 cells per bubble radius R or equivalently a mesh size of 0:38 m for the smallest
bubble simulated R = 385 m. In addition to the base resolution, we compare the
results with mesh resolutions of 2 and 4 the base resolution. In order to enable a
direct comparison, we follow the methods of the previous two studies and record the
absolute largest value of EDR in regions where the phase is wholly liquid. That is, we
ignore any region that is too near or directly on the interface. Once the simulation has
completed, i.e. the free surface has returned to equilibrium, we report the maximum
energy dissipation rate value recorded from the full duration as EDRmax.
Figure 53a displays the calculated maximum energy dissipation rate for each of
the bubble sizes and corresponding mesh resolution. One striking result is that all
of our simulations predict an EDRmax value several orders of magnitude higher than
the previous works. Therefore, contrary to earlier numerical studies, we predict that
all of the bubbles simulated would have regions lethal to CHO cells entrained in
the ow (Hu et al., 2011). This result, that larger bubbles are also lethal, is in
agreement with experimental observations. Experiments performed with 1:75 mm
radius water bubbles measured death rates exceeding 70% for SF-9 cells (Trinh et al.,
1994), another suspension grown cell with a similar resilience to the CHO cell (Mollet
et al., 2008), when they measured the viability of the cells contained in the upward
traveling jet drops. Upon closer inspection of Figure 53a, we see that the value of
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Figure 53: Compilation of individual bubble bursting simulations. (a) In contrast
to previous numerical studies (red squares and blue circles) we nd that all bubbles
produce high levels of EDR (> 109 Wm 3) with the absolute maximum being de-
pendent on the level of mesh renement. (b) Here we plot EDRmax vs. time since
initial rupture t for the 385 m water bubble highlighted in (a) with a focus on the
short period of time near the maximum value. The maximum EDR for the dierent
levels of mesh renement are in good agreement and diverge only at the maximum.
(c) At the time of the maximum EDR ( 369 s) the capillary waves come together
and form a region of arbitrarily high curvature. (d) The local features and corre-
sponding EDRmax depend on the level of mesh renement, characteristic of singular
like dynamics.
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EDRmax is not converging, but is instead increasing with mesh renement. In general,
solution divergence is undesirable when performing numerical simulations. However,
we will demonstrate that this particular divergence is not a aw with the simulations,
but is inherent to the geometry of the problem itself.
To illustrate why the maximums diverge for increasing mesh resolutions we com-
pare the three simulations for the R = 385m case in further detail (circled in Fig-
ure 53a). When we plot the maximum EDR versus time from rupture, we see that
all three mesh resolutions plotted in Figure 53b agree on the value of EDRmax until
approximately 369 s after the beginning of the simulation. When the time from
bubble rupture is near t  369 the value of EDRmax diverges sharply with increased
mesh renement leading to the orders of magnitude higher values of EDRmax reported
in Figure 53a. The cause of this divergence is shown in Figure 53c,d. Whenever a
bubble ruptures, capillary waves travel down the side leading to a region of high
curvature where they meet at the bottom. This region of high curvature and the
corresponding large pressures lead to jetting (Ze et al., 2000). However, extracting
meaningful values of the EDR from this region can prove problematic during simula-
tion as the scales involved can become arbitrarily small as the waves approach each
other.
We see in Figure 53d that the geometry of this region resembles a \pinch-o" or
singularity in the ow. Increasing the level of mesh renement simply acts to reduce
the smallest local length scale  to the corresponding smallest mesh size. From this
observation, we can estimate how much of an increase in EDR should result from
doubling the mesh renement. Since the energy dissipation rate is proportional to
the square of the strain rate of the uid (EDR / (ruc)2 / t 2c ), we may estimate
how much of an increase in EDR should result from doubling the mesh resolution,
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i.e.  ! =2, as follows:
EDR2x
EDRbase
 (t
 2
c )2x
(t 2c )base
=
=(=2)3
=3
= 8
where we use the inertial-capillary time
p
3= based on the length scale of the pinch-
o (See Chapter 4). From this simple scaling argument see that each time the mesh
resolution is doubled we should anticipate the EDR to increase by approximately
one order of magnitude. Indeed, Figure 53b agrees with this estimation for each
resolution increase up to our maximum mesh resolution of 8. It is important to
note that the formation of this small bubble is not merely a numerical artifact and is
observed in experiments (MacIntyre, 1972).
This mesh resolution dependence is, we believe, the primary reason that past
studies (Boulton-Stone and Blake, 1993; Garcia-Briones et al., 1994) disagreed to
such a large extent in their reported values of EDRmax. While this region may in fact
be where the maximum value of EDR is occurring, leading to the conclusion that
all bubble sizes are equally damaging, the damage occurs over an exceedingly small
volume. Therefore, we propose to move away from using a single maximum energy
dissipation rate as the main metric and adopt an approach that considers the amount
of volume aected to quantify the damage caused by rupturing bubbles. To develop
this new metric, we utilize a particle tracking method.
5.3.2 Numerical Particle Tracking
Since it is generally agreed upon that smaller bubbles are the most damaging to
cells in bioreactors, we focus our study on the limit of a spherical bubble. While
the actual shape of the bubble will deviate from a fully submerged sphere, there is
minimal deviation for bubbles with a Bond number less than 1, or equivalently water
bubbles with radii less than R  2:5 mm. For the present study, we focus on bubbles
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Figure 54: Overview of numerical tracking method. (a) At t = 0, the liquid
phase of the simulation is seeded with a grid of numerical particles. (b) As the
simulation progresses the position of each particle is tracked. As an example, we plot
the trajectory of two particles that are initially pulled upwards before being propelled
downwards in the liquid jet shown earlier in Fig. 52c. (c) Along with the position
of each particle, the EDR experienced at each point is also logged. We see that the
particles experience EDR values ranging over several orders of magnitude.
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ranging in size from R = 100m ! 1:5 mm, below the size where signicant shape
deviations are encountered. Further, the spherical bubble shape is likely to be the
most harmful in terms of potential for damaging the surrounding volume as it is the
geometry with the largest portion of the bubble submerged below the free surface.
Figure 54 presents an overview of the particle tracking method that is imple-
mented to quantify the amount of volume eected by a single bubble rupture. Prior
to starting the simulation, we introduce a uniform grid of passive particles into the liq-
uid phase surrounding the bubble. A representative grid is illustrated by the red dots
in Figure 54a. The grid implemented in our simulations consists of nearly 500; 000
particles to ensure sucient spacial resolution. For the 100 m bubble shown in
Figure 54a this equates to a particle for every 0:5 m step in the axial and radial
directions.
Once the simulation begins, the path of each particle is recorded for the full
duration. To illustrate this method, the results of two particles being tracked are
presented in Figure 54b. At t = 0 both particles are positioned immediately below
the bubble near z = 0. As the simulation progresses both particles are pulled upwards
in the positive z direction before being propelled downwards on their respective paths
by the jet seen earlier in Figure 52c. While each particle is traveling throughout
the simulation domain, the EDR experienced by the particle at every time step is
also recorded. Figure 54c demonstrates that the maximum EDR experienced by the
particle occurs at approximately t = 60 s coinciding with the particle being near
its peak position in z. This result suggests that the maximum EDR experienced by
cells originating near the bottom of the bubble occurs in the focusing region of the
jet. Once this method is applied to each particle in the original grid, the maximum
EDR experienced by a particle or cell originating at any known position around the
bubble can be quantied. This will ultimately allow us to quantify the total volume
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or extent of liquid damaged for a known cell resilience.
5.3.3 Quantifying the Extent of Damage
We use the data acquired by the particle tracking method to visualize the amount of
volume damaged by a 100 m water bubble in Figure 55. Here we plot the initial
position of each particle along with the corresponding maximum EDR experienced
during the simulation. This contour plot illustrates the regions most likely to cause
damage to a nearby cell based on their resilience. For example, our results indicate
that cells initially positioned in the thin shell surrounding a 100 m bubble will
experience energy dissipation rates in excess of 108 Wm 3, likely leading to cell
death for CHO cells. This conclusion is in agreement with past experimental work
demonstrating that a thin layer surrounding the bubble is swept up into the jet drop
region (MacIntyre, 1972) and experiences lethal levels of stress (Trinh et al., 1994). We
also see that increasing the simulation mesh resolution by 4 from the base resolution
does not inuence the resulting contour plot. While the large values of EDR shown
in Figure 53 are still present in our simulations, the value occurs over such a small
amount of volume that its overall impact balances out. We can now visualize, as
is anticipated, that increasing the cell's initial distance from the bubble's interface
reduces the EDR signicantly. However, in the region immediately below the bubble,
the distance from the interface that is still damaging is increased. This highlights
the impact of the downward jet and its focusing eect on the cells positioned directly
below.
Based on the values plotted in Figure 55, we numerically integrate the amount of
volume in each region. For example, when the threshold of cell death is 108 Wm 3,
we integrate the volume contained in the thin shell nearest to the bubble resulting in
a total damaged volume of Vd = 0:63 nL. While this value is exceedingly small in
absolute terms, in terms of the original bubble volume Vb = 4:2 nL this amounts to
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Figure 55: Maximum EDR experienced by a particle over the duration of the bubble
rupture based on its initial position. We see that the region immediately adjacent
to the bubble experiences EDR levels in excess of 108 Wm 3. Further, the region
of high EDR values extends further into the surroundings near the bottom of the
bubble, demonstrating the inuence of the downward jet. In contrast to the previous
method of extracting a single maximum EDR value, increasing the mesh resolution
by 4 does not alter the results.
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over a tenth (Vd=Vb = 0:15); not an insignicant amount. If we lower the threshold
by an order of magnitude to 107 Wm 3, then this fraction increases to nearly half
the original bubble volume (Vd=Vb = 0:49).
To generalize our results, we repeat these procedures for an additional set of
spherical bubbles ranging from R = 200 m to R = 1500 m. Figure 56a illustrates
that larger bubbles in general damage a larger volume of the surrounding liquid for
each of the chosen damage thresholds ranging from 106  108 Wm 3. However, since
aeration processes are typically controlled by injecting a pre-determined amount of
oxygen per unit time, it is more useful to recast all of the results in terms of a volume
fraction Vd=Vb. Next, we non-dimensionalize the bubble radius by a visco-inertial
capillary length scale Rv = 
2=. This dimensionless radius is known as the Laplace
number La  R=2. Replotting our data for a bubble bursting in water in terms
of Vd=Vb and La, reveals that while larger bubbles damage a larger absolute volume,
they damage orders of magnitude less volume in terms of the original bubble.
Finally, we rescale the EDR thresholds by a characteristic EDR, that depends
solely on the liquid properties EDRc = 
42=5, to enable predictions of the volume
damaged for a range of liquid properties, such as surface tension and viscosity, along
with a varying bubble size. We illustrate this principle by directly comparing three
dierent cases when the cell resilience or the threshold is 107 Wm 3. The rst is
the case of a R = 500 m water bubble and is indicated as A in Figure 56b, which
corresponds to a damage percentage of 3:8%. We next examine how the volume
fraction damaged changes when the viscosity of the liquid is increased from 1mPas
to 1:58mPas while holding all other uid properties and the bubble size constant. To
calculate the dimensionless EDR required for comparison we divide our threshold by
our characteristic energy dissipation rate and nd (107 Wm 3)=EDRc = 3:66 10 9,
which corresponds approximately to the bottom curve in Figure 56b. Next, after
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Figure 56: Volume of surrounding liquid damaged for several thresholds based
on initial bubble size. (a) The amount of volume damaged increases as the size of a
bubble in water increases, regardless of the threshold. (b) However, for a given liquid,
the fraction of the surrounding volume Vd=Vb damaged reduces with increasing size
La.
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calculating the Laplace number La = 1:4  104, we see that increasing the viscosity
is approximately equal to point B in Figure 56b with a damage percentage of 3:5%.
Finally, we want to evaluate how the addition of a surfactant would aect the volume
fraction damaged. In the last case, the surface tension is reduced from 72 mNm 1
to 40:5 mNm 1. Again, we calculate the dimensionless EDR value 3:7  10 9 and
the Laplace number La = 2  104 which corresponds approximately to point C in
Figure 56b. In this last case, unlike in the previous case of increased viscosity, there
is a signicant reduction in the damage percentage from 3:8% for water to 1:4% when
the surface tension has been reduced.
5.4 Conclusions
The results we have presented, for the rst time, provide a quantiable prediction
for the amount of volume damaged by a bursting bubble. Specically, given a distri-
bution of bubble sizes, a prediction for the total amount of liquid volume damaged
can be estimated for a variety of cell resiliences. Because of the widespread use of
additives, the assumption of pure water properties used is past numerical studies is
often inaccurate, especially for properties such as surface tension. Lowering the sur-
face tension, while reducing the initial available energy for a given bubble size leads
to a reduction in the damaged fraction as shown in our example case, also may lead
to smaller bubbles in an agitated bioreactor as the restoring force against breakup
is lowered making its overall impact less clear (Deane and Stokes, 2002). Therefore,
we anticipate these generalized results will be an integral step towards developing
more holistic models for the impact of aeration and bubble rupture on cell viability
in bioreactors.
Chapter 6
Conclusions
In this dissertation we carry out a series of studies relating to the dynamics of bub-
ble rupture with implications ranging from damaging the surrounding microbiology
to impacting climate change through lm and jet droplet formation. We employ a
combination of high-speed and standard photography, numerical simulation, and the-
oretical modeling to provide insight into several of the areas outlined in Chapter 1.
Below we provide a summary of each chapter and discuss some opportunities for
future work.
In Chapter 2, we present a numerical method, supported by simple experiments,
that demonstrates the inuence of nearby curvature on the equilibrium shape of
a bubble. We show that by removing the restriction of the bubble resting at a at
interface enables us to match the shape of any bubble resting at a symmetric interface.
Using the principles presented in this chapter, we illustrate that matching the bubble
shape may prove to be a viable alternative to the commonly used pendant drop
method for measuring the liquid's surface tension.
In Chapter 3, we present experimental measurements that suggest a combination
of scavenging and drainage are responsible for the concentration enrichments ob-
served in the lm droplets produced by bursting bubbles. Through a combination of
high-speed and standard photography, we, for the rst time, directly measure the con-
centration of particulates in the thin lm of a bubble cap immediately before rupture.
We nd that the thinnest bubbles tend to have the largest increase in concentration
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when compared with the bulk concentration. Based on our ndings, we develop a
physical model that is consistent with our observations. A natural extension of this
study would be to investigate the precise role that lm mobility and specically sur-
factants play in the drainage and resulting enrichment. We anticipate that lms with
mobilities above what we investigate here may have signicantly dierent enrichment
outcomes. Additionally, to further test our predictions, we believe it would be valu-
able to test a variety of particle sizes to determine its inuence on the thickness at
which a bubble ruptures; ultimately inuencing the resulting enrichment factors.
In Chapter 4, we demonstrate how the production of jet droplets is inhibited by a
coupling between viscous and gravitational eects. Specically we nd that the role
of gravity is primarily to establish the initial bubble shape. The tendency for larger
bubbles to deviate from a spherical cavity couples with the viscous eects slowing the
jetting motion to prevent the production of jet droplets. Before the production of
droplets is halted, we anticipate that this coupling may also inuence the production
of jet droplets in other ways. For example, we anticipate that these eects may
inuence the number and size of the resulting droplets. A study investigating both
of these eects would be a valuable addition to the jet droplet literature and an
important step towards better determining the mass ux from the ocean interface
due to bursting bubbles.
In Chapter 5, we develop a series of simulations that, for the rst time, quantify
the extent or volume damaged by a single bursting bubble. Even though previous
numerical studies illustrate that bubbles bursting at a free surface can be damaging,
they provide little to no predictive capabilities. Further, due to the limitations out-
lined in this chapter relating to the dependence of the maximum energy dissipation
rate on the chosen mesh size, there is a signicant disagreement as to the size of
bubbles that are damaging. Here, by implementing a particle tracking method, we
78
eliminate this dependence on mesh resolution and provide a generalized framework to
predict the potential for bubbles to damage the surrounding liquid volume. We envi-
sion that these results, coupled with a complete bioreactor model, will lead to a more
holistic approach for optimizing the gas injection required to sustain the growth of
the cells in suspension. Beyond bioreactors, we believe it would be valuable to inves-
tigate the stresses experienced by the particulates that are ejected as jet droplets. If
carried out, the results may provide insight into the selectivity and origin of microbes
surrounding bursting bubbles that eventually end up aerosolized.
We see from our studies that bubbles inuence a variety of natural and industrial
processes. We further hope that our results have provided novel insight that motivates
new studies into the dynamics of static bubbles.
Appendix A
Capillary displacement of viscous liquids
A.1 Introduction
[Reprinted with permission from Walls, P. L. L., Dequidt, G., & Bird, J. C. (2016).
Capillary Displacement of Viscous Liquids. Langmuir, 32(13), 3186-3190. Copyright
2016 American Chemical Society.]
The spontaneous imbibition of liquid into a tube has been studied for centuries
with some of the earliest documented experiments carried out by Hooke and Boyle
in the mid-1600s (Hooke, 1661; Boyle, 1676). Classical understanding of capillary
rise dynamics is often credited to Lucas and Washburn who, 250 years later, noted
that the advancement of the meniscus in time z(t) is diusive (z / t1=2) (Lucas,
1918; Washburn, 1921). This proportionality is commonly referred to as the Lucas-
Washburn law. Continued interest in the study of capillary rise derives from its
importance in applications such as hydrology (Bell and Cameron, 1906; Richards,
1931; Horton, 1933), paper-based deposition (Kim et al., 2011) and microuidics (Li
et al., 2008, 2012; Yetisen et al., 2013), and oil recovery (Mattax and Kyte, 1962;
Morrow and Mason, 2001; Alava et al., 2004). Our paper examines the capillary rise
dynamics when a liquid is being displaced.
The capillary rise phenomenon is illustrated in Figure A1. Here we have inserted
a glass tube of length L and radius a into a bath of silicone oil with known den-
sity 1, viscosity 1, and surface tension . By using a relatively viscous silicone
oil (1 = 97 mPa s), the dynamics of the rise can be seen with the unaided eye and
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Figure A1: The spontaneous displacement of air by silicone oil. (a) When a
capillary tube of length L and radius a is brought into contact with a wetting uid, the
imbibing uid (1) overcomes viscous and gravitational forces displacing the original
uid (2). (b) The rise of the wetting uid follows the classical Lucas-Washburn law
when the viscosity of the displaced uid is negligible (a = 0:2 mm). In the early
stages of rise, increases in viscous stresses cause the meniscus to decelerate. In the
late stages of rise, gravitational forces become signicant, leading to an equilibrium
height h.
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captured with a standard camera. Provided that the imbibing liquid wets the inner
surface of the tube, surface tension forces will draw in oil, displacing the air (2; 2).
As liquid continues to enter the tube, the constant capillary forces driving the mo-
tion must overcome an increasing viscous resistance, resulting in a decelerating ow.
Eventually, gravitational forces become signicant, leading to a rise that asymptotes
to the familiar equilibrium height h = 2 cos 
ga
, where  = 1   2,  is the equilibrium
contact angle, and g is the acceleration due to gravity (Jurin, 1717).
Less clear are the rise dynamics that occur for two immiscible liquids. Relatively
few authors consider the role of the displaced phase during spontaneous imbibition
(Lim et al., 2014; Hultmark et al., 2011), and even fewer have explored the displace-
ment of a liquid in the presence of gravity because of the associated experimental
challenges (Eley and Pepper, 1946; Mumley et al., 1986). Intuitively, displacing a
liquid may alter the rise dynamics in several ways, dependent on its viscosity. If
the viscosity of the displaced liquid is equal to the imbibing liquid, one might antic-
ipate an initially constant rise speed as any increase in the viscous resistance from
the incoming liquid is exactly oset by the decrease in resistance from displacing the
original liquid. Similarly, if the viscosity of the displaced liquid is greater than the
imbibing liquid, one might anticipate an acceleration in the rise speed as any increase
in the viscous resistance from the incoming liquid is small compared to the decrease
in resistance from displacing the original liquid (Mason and Morrow, 2013).
These predictions have been experimentally tested in both a capillary tube and
the more complex case of porous media (Eley and Pepper, 1946; Mumley et al.,
1986). It was found that the meniscus does advance with a constant speed for equal
viscosities in a horizontal capillary tube, as anticipated. Similarly, acceleration of the
meniscus was observed when displacing a more viscous liquid in both horizontal and
vertical setups (Eley and Pepper, 1946). However, there have also been documented
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cases in which matched viscosities in a vertical tube have resulted in diusive-like
rise dynamics, suggesting that the displaced uid had little to no eect on the overall
dynamics (Mumley et al., 1986). Relying on the published literature, the eects of
the displaced liquid and gravity on the rise dynamics are unclear. Here, we untangle
these seemingly conicting observations in a generalized manner.
A.2 Experimental Section
We perform a series of experiments in which we vary the properties of both the im-
bibing and draining uids (Table A.1). Each experiment where a liquid displaces
another liquid is carried out in a transparent acrylic container (HWD in mm:
280  150  45). A 70 mm high column of the displacing liquid (water or a water-
glycerol mixture) sits below a 200 mm high column of the displaced silicone oil. A
borosilicate capillary tube is rst fully submerged in the 200 mm deep column of sili-
cone oil. Next, the tube is slowly brought into contact with the wetting liquid, spon-
taneous imbibition occurs and is captured with a SLR camera. The radius and length
of the capillary tube varies between a = 0:2 mm to a = 3:0 mm and L = 30 mm to
L = 115 mm, respectively. The density of the glycerol-water mixture (1 = 97 mPa s)
is determined from a standard table of glycerol properties based on the weight per-
centage of glycerol ( 85%) (Glycerine Producers' Association, 1963). We measure
the uid-pair surface tension using the pendant drop method (Stauer, 1965) and the
liquid viscosity with a SV-10 vibrating plate viscometer (A & D Company, Japan)
(Woodward, 1951). The contact angle  is extracted from the equilibrium height
h, recognizing that cos  = gah
2
. To eliminate the inuence of charge eects and
surface inconsistencies noted by previous researchers, we pre-wet the capillary tubes
with a thin layer of glycerol (Zhmud et al., 2000; Washburn, 1921).
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Table A.1: Measured value of the densities 1, 2, surface tension , contact angle
, and viscosities 1, 2 for each of the uid combinations used in our experiments.
A.3 Results and Discussion
A series of images showing the rise prole when the viscosity of the displaced liquid
equals and exceeds that of the imbibing liquid (1=2 = 1 and 1=2 = 10
 2, respec-
tively) are shown in Figures A2a and b. We see that the rise prole in the vertically
oriented tube is non-linear when 1 = 2 (Figure A2a). The prole also appears to
deviate from the Lucas-Washburn law in the early stages of rise. Contrary to earlier
ndings and predictions, further increasing the viscosity of the displaced liquid does
not result in an acceleration as the more viscous uid is expelled, but instead the rise
appears linear in time (Figure A2b).
To compare the dynamics of each case, we plot the individual experiments from
Figures A1 and A2 on a log-log plot and extract the scaling of the rise height in
time (z / tn). Here, we have rescaled the measured rise heights (Figure A3 inset) by
the equilibrium height h and the time by the visco-gravitational time 8ch
ga2
, where c
is the larger of the two viscosities (Figure A3) (Zhmud et al., 2000). As anticipated,
the capillary rise of oil displacing air (1  2, green square) is accurately described
by the Lucas-Washburn law (n = 1
2
) at early times. At the later stages of rise, the
dynamics transition from scaling as z / t1=2 or \early viscous" to z / (1  e t) or
\late viscous" dynamics as gravitational forces become signicant. By contrast, when
the rising oil displaces an equally viscous liquid (1 = 2, red circle), the behavior
deviates from the Lucas-Washburn law. Finally, when the viscosity of the imbibing
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Figure A2: Series of images showing the displacement of viscous silicone oil
by water and a water-glycerol mixture. (a) When the viscosity of the liquids
match (1=2 = 1), the rising interface prole deviates from the Lucas-Washburn
law (a = 0:9 mm). (b) When the viscosity of the displaced liquid is larger than the
imbibing liquid (1=2 = 10
 2), the rising interface initially follows a linear trend.
(a = 1:2 mm)
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Figure A3: Compilation of individual capillary displacement experiments from
Figures A1 and A2. Here the rise in time (inset) for each experiment is rescaled
by the equilibrium height h and a characteristic timescale 8ch=ga
2, where c is
the larger of the two viscosities. When 1=2  1, the initial rise, denoted as early
viscous, follows the anticipated z / t1=2 relationship. Whereas when 1=2  1, the
early viscous regime dynamics are linear z / t.
uid is signicantly less than the displaced uid (1  2, blue triangle), the rise of
the meniscus in the \early viscous" regime scales linearly with time (n = 1). We see
no evidence of acceleration when displacing a more viscous liquid in a vertical tube.
To rationalize this counterintuitive result, we turn to theory.
The force balance on the rising meniscus, extended to include the displaced uid,
can be expressed as
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

2

Lz + zz + _z2

=
2 cos 
a
  8
a2
[1z + 2 (L  z)] _z  gz; (A.1)
where we have assumed a constant contact angle  and a poiseuille velocity prole
throughout the tube (see AppendixB for derivation) (Zhmud et al., 2000). We again
rescale all lengths by the equilibrium height h = 2 cos 
ga
and times by the characteristic
time  = 82h
ga2
, where we now choose c = 2. Furthermore, whenever the character-
istic acceleration of the system is suciently small, i.e. h
2g
[ 2

L
h
+1] 1, the inertial
terms are negligible. In our setup, typical values of the dimensionless ratio h
2g
are
 10 5   10 7  1, leaving a simplied governing equation
0 = 1 

L
h
+

1
2
  1

z
h


h
_z   z
h
(A.2)
that can be solved analytically. With the initial condition z(t = 0) = 0, we nd that

1  1
2

z
h
+

1  1
2
  L
h

ln

1  z
h

=
t

: (A.3)
It is noteworthy that Eq. (A.3) contains both a linear and logarithmic contribution
with prefactors that depend solely on the physical parameters in the setup. In this
form, the governing equation has two degeneracies corresponding to when each of
these prefactors equals zero. In one limiting case (1
2
= 1), the rise dynamics are
described by an exponential decay z = h[1  exp( ga2
82L
t)]. In the other limiting
case (1
2
+ L
h
= 1), the rise dynamics are described by a linear ascent z = ga
2
8(2 1)t.
Returning to the experimental results in Figure A2, we nd that the displacement
proles correspond to these two degenerate cases. When the viscosities are equal
(Figure A2a), we observe the exponential decay predicted by our model. Similarly,
when 1=2  1 and L=h  1 (Figure A2b), we observe the predicted linear rise,
thus rationalizing our seemingly counterintuitive results.
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There are two other natural limits to consider: 1  2 and 1  2 when
L  O(h)|the case in our experiments. When the incoming liquid dominates (1 
2), Eq. (A.3) simplies to the conventional form of the Lucas-Washburn equation
z = (a cos 
21
t)1=2, after expanding the logarithmic term in the early stages of rise
(z  h) . By contrast, when the displaced liquid dominates (1  2), Eq. (A.3)
simplies to a linear ascent, z = 1
4
a
L
 cos 
2
t, in the early stages of rise (z  h). Indeed,
as demonstrated in Figure A3 the \early viscous" dynamics are accurately described
by these two power laws.
If the assumptions used to develop our model for displacing a viscous liquid are
appropriate, the velocity in the early stages (v0 =
1
4
a
L
 cos 
2
) should be constant and
decrease with increasing tube length. Indeed, the time series in Figure A4a supports
this prediction when water (1 = 1 mPa s) displaces oil (2 = 97 mPa s). The con-
verse, when 1  2, is also veried in Figure A4b. Here, we see the rise velocity
is unaected by changes in tube length, when the oil (1 = 97 mPa s) displaces air
(2 = 0:02 mPa s), as expected. To further test our prediction, we perform a series of
experiments in which the length and radius of the capillary tube are independently
varied. Plotting each test case (Figure A4c inset) in terms of 2v0
 cos 
and a=L collapses
our data reasonably well to a line with slope 1
4
(Figure A4c). Since it has been shown
that the dynamic contact angle tends to increase with meniscus motion, it is plausible
that the data falls below our prediction for this reason (Gennes et al., 1990; Heshmati
and Piri, 2014).
In all of our experiments with 1  2, the velocity is initially constant and
decreases only in the moments before coming to rest at h. In fact, we have seen
no evidence of acceleration, as was reported 60 years ago by Eley and Pepper for
vertically oriented imbibition (Eley and Pepper, 1946). However, their results are
completely consistent with our model. To recover their observations, we consider the
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Figure A4: Comparison of rise speeds for several dierent lengths L and radii a
of capillary tube. (a) A time series of images illustrating that the constant speed of
early rise depends on the tube length L when the viscosity of the displaced liquid is
more viscous than the displacing liquid (2  1; a = 3:0 mm). (b) By contrast, the
speed of rise is independent of the tube length L when the viscosity of the displaced
liquid is negligible (2  1; a = 0:2 mm). (c) For 1  2, constant early velocities
from each experiment (inset) collapse to a line when plotted in terms of a dimenionless
velocity 2v0= cos  and aspect ratio a=L.
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case when z  L h, which allows us to expand the logarithmic term in Eq. (A.3).
After multiplying all terms by ( h
L
)2 we arrive at
z
L
  1
2

1  1
2
 z
L
2
=
a cos 
42L2
t: (A.4)
This limit is reached in one of two ways: either the tube is oriented horizontally or the
system is much smaller than the equilibrium rise height if oriented vertically, the latter
being the case for Eley and Pepper's experiments. Quick inspection of Eq. (A.4), re-
veals the proles that one might anticipate from viscous resistance arguments. Specif-
ically, if 1  2, we recover the Lucas-Washburn relation z = (a cos 21 t)1=2; whereas if
1 = 2, the prole becomes linear (z =
a cos 
42L
t) for all times. Finally if 1  2, the
entire rise prole is parabolic z
L
= a cos 
42L2
t+ 1
2
z2
L2
. Indeed, this result illustrates how a
short bead pack with micron scale pores (z; L h), such as that used in Eley and
Pepper's experiments, would manifest in a noticeable acceleration. It is noteworthy
that the early rise velocities in Figure A4c (1  2) are identical to the velocities of
a horizontal tube when 1 = 2. For this linear ascent to occur, gravity must be play-
ing a signicant role in shaping the prole of the \early viscous" regime. Although
gravity is not explicitly contained in the expression for the early velocity v0, it is clear
upon returning to Eq. (A.3) that gravity, quantied by L=h, plays an analogous role
to 1=2 in determining the inuence of the logarithmic term.
A.4 Conclusions
Through a combination of experimentation and modeling, we uncover how viscosity
and gravity reshape the dynamics of spontaneous displacement in the viscous regime.
Our results are relevant whenever a viscous liquid is spontaneously displaced in the
presence of gravity. Particular applications include: carbon sequestration, especially
local capillary trapping (Saadatpoor et al., 2010), spontaneous imbibition oil recov-
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ery (Morrow and Mason, 2001), and the migration of pollutants into groundwater
(Schwille, 1981). Although our experiments focus on capillary rise, our results are
equally valid for capillary descent|a term we use to denote capillarity opposing buoy-
ancy. For example, in the case of pollution migration into groundwater, to displace
the groundwater, the less dense hydrocarbons must overcome gravity in the form of
buoyancy while moving downward (Fine et al., 1997). It is known that variations in
porosity can modify the Lucas-Washburn scaling (Reyssat et al., 2008; Gorce et al.,
2016); our experiments and model indicate that changes in scaling may instead result
from viscous and gravitational eects, even in the earliest stages of rise.
Appendix B
Derivation of governing equation for
Capillary displacement of viscous liquids
To derive the governing equation, Eq. A.1 in AppendixA, we perform a force balance
on the capillary tube as outlined in Figure B1. The change in momentum d
dt
(m _z), in
terms of the mass m and the imbibition velocity _z, is balanced by the forces of surface
tension or capillarity Fcap, the external hydrostatic pressure Fext press, the force due
to gravity Fgrav, and the viscous force Fvisc.
d
dt
(m _z) = Fcap + Fext press   Fgrav   Fvisc (B.1)
We next expand the change in momentum
d
dt
(m _z) = _m _z +mz
to be given in terms of the mass [m = a2z1 + a
2(L  z)2] and the rate of change
of mass ( _m = a2 _z) where  = 1   2. Simplifying results in
d
dt
(m _z) = a2 _z2 + a2zz + a22Lz:
Now we sum all of the forces acting on the capillary tube. The driving capillary force
(Fcap = 2a cos ) and external pressure force
Fext press = a2Pbot   a2Ptop = a2(Pbot   Ptop) Pbot Ptop=2gL         ! Fext press = a22gL
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Figure B1: Schematic of experimental setup.
are resisted by the gravitational force (Fgrav = mg = a
2z1g + a
2(L   z)2g) and
the viscous force
Fvisc = 2az
41 _z
a
+ 2a(L  z)42 _z
a
:
Here we have assumed a poiseuille velocity prole across the tube radius r [u(r) =
2 _z(1   r2
a2
)], to derive the viscous stress  du
dr
jr=a = 4 _za . Next we substitute each of
the terms in Eq. (B.1) and divide through by the cross sectional area of the capillary
tube a2 resulting in
 _z2 +zz + 2Lz =
2 cos 
a
  8
a2
(z1 _z + (L  z)2 _z) gz:
Further simplication results in Eq. A.1 from the main text of AppendixA.


2

Lz + zz + _z2

=
2 cos 
a
  8
a2
[1z + 2(L  z)] _z  gz (B.2)
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Now, we want to nondimensionalize Eq. (B.2). We rescale all lengths by the equi-
librium height h = 2 cos 
ga
and times by the characteristic time  = 82h
ga2
. The
dimensionless position Z, velocity _Z, and acceleration Z are as follows
Z =
z
h
; _Z = _z

h
; Z = z
 2
h
:
Initial rescaling results in


2

L Z
h
 2
+ Zh Z
h
 2
+ ( _Z
h

)2

=
2 cos 
a
  8
a2
[1Zh+2(L Zh)] _Zh

 gZh:
Further simplication results in the full dimensionless form of our governing equation
h
 2g

2

L
h
Z + Z Z + _Z2

= 1 

L
h
+

1
2
  1

Z

_Z   Z: (B.3)
A typical value for  is:
 =
82h
ga2
=
8(97 mPa s)(100 mm)
(35 kg m 3)(9:81 m s 2)(1:2 mm)2
= 157 s (B.4)
and a typical acceleration h
2
= 4:1 10 6 m s 2 leaving us with a simplied form as
1 

L
h
+

1
2
  1

Z

_Z   Z = 0: (B.5)
We may now directly integrate each term from Z(0) = 0 to Z(T ) = Z where T = t=
L
h
ZZ
0
1
1  Z dZ +

1
2
  1
 ZZ
0
Z
1  Z dZ =
TZ
0
dT (B.6)
resulting in
 L
h
ln

1  z
h

+
 
1  1
2
!"
z
h
+ ln

1  z
h
#
=
t

(B.7)
94
when written in dimensional terms. Lastly, we simplify and collect terms to yield our
governing equation Eq.A.3 seen in AppendixA. 
1  1
2
!
z
h
+
 
1  1
2
  L
h
!
ln

1  z
h

=
t

(B.8)
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