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Formulating the Kramers problem in field theory
Arjun Berera,1 Joe¨l Mabillard,1 Bruno W. Mintz,2 and Rudnei O. Ramos2
1School of Physics and Astronomy, University of Edinburgh, Edinburgh, EH9 3FD, United Kingdom
2Departamento de F´ısica Teo´rica, Universidade do Estado do Rio de Janeiro, 20550-013 Rio de Janeiro, RJ, Brazil
The escape problem is defined in the context of quantum field theory. The escape rate is explic-
itly derived for a scalar field governed by fluctuation-dissipation dynamics, through generalizing the
standard Kramers problem. In the presence of thermal fluctuations, there is a nonvanishing proba-
bility for a classical background field to escape from the well. Different from nucleation or quantum
tunneling processes, the escape problem does not require the minimum of the potential, where the
field is initially located in a homogeneous configuration, to be a false vacuum. The simple and
well-known related problem of the escape of a classical point particle due to random forces is first
reviewed. We then discuss the difficulties associated with a well-defined formulation of an escape
rate for a scalar field and how these can be overcome. A definition of the Kramers problem for a
scalar field and a method to obtain the rate are provided. Finally, we discuss some of the potential
applications of our results, which can range from condensed matter systems, i.e., nonrelativistic
fields, to applications in high-energy physics, like for cosmological phase transitions.
I. INTRODUCTION
The problem of escaping a potential well has been an
active field of research over the last century and has appli-
cations in several scientific disciplines, such as in physics
and chemistry. Classically, a particle put at rest at the
bottom of a potential well stays there if left undisturbed.
However, in any realistic physical system, we expect the
presence of fluctuation and dissipation dynamics, which,
for example, naturally emerge through the interactions of
the system with a thermal bath. Under these conditions,
an escape from the potential well might be allowed. The
derivation of the escape rate is called the Kramers prob-
lem [1] and is, to a large extent, well understood for the
simplest systems, such as a classical point particle. One
should note that, in its original zero-dimensional (usual
field theory nomenclature for a point particle as a zero
space and one time dimensional field) formulation, the es-
cape problem is defined regardless of what is beyond the
top of the energy barrier. That is, one is interested in the
probability per unit time for the particle to escape the
potential well, independently of what happens after this
escape. To our knowledge, however, no explicit extension
of this problem to a relativistic field has been done so far.
Such an extension would be very welcome for several pos-
sible applications in high-energy physics and cosmology.
For example, in the physics of the early Universe, one
is interested in describing cosmological fields immersed
in a hot medium. Fluctuation-dissipation dynamics has
been shown to have interesting applications in the early
Universe such as the warm inflation paradigm [2, 3] and
during a cosmological phase transition [4]. It, therefore,
follows to try to define and understand precisely the rate
of escape of such fields due to thermal fluctuations.
Computing the probability for a classical particle to
diffuse has always been of great interest, in particular
in the context of stochastic dynamics. Several methods
have been proposed over the years. Kramers, a pioneer in
the field, derived the so-called Kramers rate [1] using the
flux-over-population method based on ideas originally de-
veloped by Farkas in Ref. [5]. Another way to obtain
the escape rate is achieved with the mean-first-passage-
time (MFPT) formalism using the adjoint Fokker-Planck
(FP) operator [6, 7]. However, this approach is more del-
icate to handle due to complex boundary conditions. A
third method consists of finding the smallest positive,
nonvanishing, eigenvalue of the FP operator. It has been
shown that this eigenvalue is directly related to the es-
cape rate [8]. A comprehensive review of these methods
can be found in [9]. More recently, in [10], it was shown
that there is a universal equivalence between these dif-
ferent approaches.
When regarding a field instead of a particle, the situ-
ation changes significantly. A somewhat related problem
in quantum physics is that of the study of quantum tun-
neling. The decay rate of a field has been derived by
Callan and Coleman at zero temperature [11, 12] and ex-
tended to finite temperature by Linde [13] (also known
as the nucleation problem in finite temperature quantum
field theory [14]). The inclusion of gravitational effects
has been studied by Coleman and de Luccia in Ref. [15].
The formalism describing a field subject to random forces
is a developed topic called stochastic field theory [16, 17],
but in spite of this there has never been a precise and
complete discussion of the escape problem. One of the
main difficulties is the identification of the most suitable
approach to be generalized to a scalar field. Zinn-Justin
in Ref. [17] briefly states the problem and suggests de-
riving the smallest eigenvalue and the use of instantons.
This is indeed a possibility but, unfortunately, it faces
some analytical limitations when deriving the rate. We
find that the work of Langer [18, 19] in extending the
flux-over-population method to a 2N -dimensional system
appears as the most promising approach to be used with
a field.
The field theory aspect of the problem renders the def-
inition of an escape more difficult and less intuitive than
for a single point particle. In particular, the actual shape
of the potential beyond the potential well plays a role in
the computation of the rate for the field. However, as in
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2the zero-dimensional case, the Kramers problem can be
defined for both an initial true or false vacuum. Using
the ideas and the formalism of the flux-over-population
method extended to a field, we will propose in this work
a definition of the Kramers problem and explicitly eval-
uate the rate. Along the way in this derivation, we will
encounter some familiar situations, such as the Hawk-
ing and Moss solution [20]. We will also compare our
final result for the escape rate with the known result of
nucleation rate due to thermal fluctuations [13, 14]. In
particular, considering the well-known result of Linde for
the quantum tunneling rate at finite temperature [13],
we will show that, in the limit where the temperature is
sufficiently high for the thermal fluctuations to dominate
over the quantum fluctuations, the nucleation rate is pro-
portional to the escape rate. This is remarkable since the
two results are based on completely different approaches.
This result shows that, when the system is initially in a
false vacuum, the nucleation rate is indeed a special case
of the escape rate.
Apart from the formal interest in the computation of
an escape rate for a scalar field, the result has potentially
many applications. The process helps to give a thorough
understanding of out-of-equilibrium situations, for exam-
ple during phase transitions. In particular, this process
can influence the formation of topological defects and
potentially alter the stability of the embedded configura-
tions. In addition, the escape rate is a well-suited mecha-
nism for situations where the field needs to probe several
local minima. Such a situation appears in string theory,
with the string landscape, and, also, in condensed matter
physics, in the context of the glass transition, just to cite
some of the potential applications. Another interesting
application can be to stochastic inflation. Moreover, our
derivation is formally identical to the stochastic quanti-
zation, used in particular in lattice field theory, where the
origin of the stochastic forces is quantum instead of ther-
mal. A precise knowledge of a transition rate is therefore
of great interest in this context.
The aim of this paper is, therefore, to formulate a
known problem, the definition and the derivation of the
Kramers escape rate, to a physical situation where it has
not been applied yet, a scalar field theory. For this, we
first need to define the escape problem consistently in the
context of field theory. We then will obtain an explicit
expression for the escape rate in field theory. For our
derivation we have identified an already known method,
the flux-over-population method [1, 18, 19], which we
show can be generalized to attain the result we seek.
The main result for the escape rate in field theory is
Eq. (3.69). Unsurprisingly, it has many similarities to
the expression for the particle case, but there are also
distinct differences, as will be evident from our derivation
and summarized below this main result. Once a general
expression for the rate is obtained, we also discuss some
techniques, such as the thin-wall approximation, in or-
der to obtain an analytical expression for the rate, when
a potential is specified. Beyond the actual result, the
method itself suggests an approach for several applica-
tions which is, after all, as essential as the actual result
for the rate.
The present paper is organized as follows. Section II
gives a brief review of the Kramers problem and the
methods necessary to compute the escape rate in the
simplest case of a point particle. We will focus on one of
the main approaches for the computation of the Kramers
rate, the flux-over-population method, which is the best
candidate to be generalized to a scalar field. Another ap-
proach, the MFPT, not used here, is however discussed in
the Appendix. The MFPT provides a simple interpreta-
tion of the escape rate as we will see. We also present the
proof of the equivalence of the two methods. Section III
first states the difficulties in the formulation of an escape
problem for a scalar field. We then review some basics
of stochastic field theory with the Langevin and the as-
sociated FP equation. We then define and derive the es-
cape rate for a scalar field using the flux-over-population
method. This is the main result of this work. In Sec. IV
we compare our result for the escape rate with a closely
related problem, that of quantum tunneling dominated
by thermal fluctuations and outline some of the similar-
ities and fundamental differences between the two cases.
Section V discusses some potential applications for our
results. Finally, Sec. VI has some concluding remarks.
II. RATE OF ESCAPE OF A CLASSICAL
POINT PARTICLE
To introduce the escape problem and the associated
computations, we consider the simplest and well-known
example of a classical point particle in a metastable po-
tential, whose dynamics is subject to both a dissipative
and a stochastic force. The two equivalent formalisms,
based on the Langevin and the FP equations, are re-
viewed. We then also review the flux-over-population and
the mean-first-passage-time methods, which are used to
obtain the escape rate, that is, the probability per unit
time that the particle crosses the top of the potential
energy barrier (and, therefore, escapes the metastable
minimum).
A. Point particle in a metastable potential
We consider a classical point particle of mass m ini-
tially located at a local minimum xA of the potential
V (x). For simplicity, we assume only one direction of es-
cape, which may happen through the closest local max-
imum located at xB on the right of xA. On the left of
the local minimum, the potential is assumed to rise and
not to have any additional extrema. The situation is de-
picted in Fig. 1. Beyond the local maximum at xB , to
the right the potential might have another local or global
minimum or be unbounded from below, it does not mat-
ter. The height of the barrier is ∆V . In particular, the
3�� �� �
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FIG. 1: Potential corresponding to the escape problem. The
position xA is the local minimum, where the point particle
sits initially, and xB the local maximum of the potential. The
barrier height is denoted by ∆V .
escape rate should be independent of the shape of the
potential beyond the top of the barrier to the right of
xB .
In a classical deterministic description, the particle sit-
ting at the local minimum stays there forever and an es-
cape from the potential well is not allowed. Its dynamics
is governed by Newton’s second law
m
d2x
dt2
= −V ′(x), (2.1)
where the prime denotes a derivative with respect to x.
The position xA at the local minimum of the potential is
stable. In other words, xA is an attractor. Under a small
perturbation, the particle comes back to the original po-
sition.
In the presence of a thermal bath or a fluid, in which
the particle is placed, the situation is altered by the two
competing effects intrinsic to fluctuation and dissipation
dynamics. The random forces, originating from the ther-
mal fluctuations, push the particle away from the initial
position and allow it to eventually climb the potential
barrier. In addition, the damping tends to slow down the
particle and makes the return to the equilibrium point xA
more difficult. Due to the combined effect of fluctuation
and dissipation, the system is not stable anymore and
there is a nonzero probability for the particle to escape
from the well. In particular, after a sufficiently long time,
it is reasonable to expect that the particle has almost
surely (i.e., it has a nonvanishing probability to have)
passed over the barrier.
We are interested in the rate at which the particle es-
capes from the potential well. The escape rate is closely
related to the inverse of the average time needed to pass,
for the first time, the local maximum of the potential.
This time is known in the literature as the “mean first
passage time” [6, 7]. A naive inspection indicates that
the escape rate should only depend on the damping co-
efficient, the strength of the noise, the temperature, and
the potential. In regards to the latter, in particular, the
rate depends on the height of the barrier and the cur-
vature at the minimum and at the maximum. Since the
escape is defined from the first passage at the top of the
barrier, the characteristics of the potential beyond the
maximum should not play any role.
One clarification on terminology is worth stating here.
For a classical point particle, the escape rate is different
from and should not be confused with a diffusion rate to
the next minimum. The diffusion rate is typically smaller
than the escape rate since, once the particle has passed
over the top, it must then go down the potential on the
other side and, eventually, reach the minimum. If the
next minimum is at lower energy, the diffusion rate is a
decay rate. Let us now formulate the escape problem.
B. Langevin and Fokker-Planck descriptions
The Langevin and the FP formalisms are two equiv-
alent approaches used to describe a particle subject to
random forces that follow a Markov process. Both ap-
proaches are presented here with a discussion of their
strengths and limitations.
1. The Langevin equation
The Langevin equation is obtained by the inclusion of
the random force, parametrized with a stochastic noise
ξ(t), and the damping term, all in the form of Newton’s
second law,
m
d2x
dt2
= −η dx
dt
− V ′(x) + ξ(t), (2.2)
where η is the damping coefficient. For simplicity, the
noise will always be assumed to be Gaussian throughout
this work. The average over the noise of an operator
O(x) is defined as
〈O(x)〉ξ ≡
∫
d[ξ]O(xξ) exp
{
− 1
2Ω
∫ tf
t0
dt′ξ2(t′)
}
,
(2.3)
where xξ is the solution of the Langevin equation (2.2)
for a given realization ξ of the noise. Here, t0 and tf are
the initial and final times. The noise here satisfies the
following relations:
〈ξ(t)〉ξ = 0, 〈ξ(t)ξ(t′)〉ξ = Ωδ(t− t′), (2.4)
where Ω parametrizes the strength of the noise. The
damping coefficient η is related to Ω by the Einstein re-
lation Ω = 2ηkBT .
The Langevin equation is a stochastic differential equa-
tion for the random variable xξ and is, therefore, not de-
terministic. Given that the randomness of the stochas-
tic force actually follows a well-defined probability dis-
tribution (in our case, a Gaussian white noise Markovian
process), the random variable xξ should also obey some
probability distribution ρ(x). The FP equation is the
4equation whose solution is precisely this probability dis-
tribution ρ(x). In practice, given that it is a partial differ-
ential equation with well-defined coefficients and bound-
ary conditions, the FP equation is better suited for an
analytical treatment than the Langevin equation.
2. The Fokker-Planck equation
The idea behind the FP description is to consider the
evolution of the probability distribution of the quantities
of interest, in our case, the position and the velocity of
the particle. Due to the presence of random forces, each
realization is achieved with a certain probability. Even
though each individual particle dynamics realization is
nondeterministic, the evolution of the probability distri-
bution is deterministic.
We are interested in the position and the velocity of
the particle as a function of time. The Langevin equation
gives a set of two first-order differential equations for the
position x(t) and velocity v(t),
dx
dt
= v, (2.5)
m
dv
dt
= −ηv − V ′(x) + ξ(t). (2.6)
The FP probability distribution is defined as
P (x, v, t | x0, v0, t0) ≡ 〈δ[xξ(t)− x]δ[vξ(t)− v]〉ξ , (2.7)
where the arguments xξ(t) and vξ(t) of the Dirac delta-
functions on the right are the solutions of the Langevin
equation (in the presence of the random force ξ(t)) and x
and v the arguments of the probability distribution. P is
the averaged probability to find the particle at position
x with velocity v at time t, knowing the initial position
x0 and velocity v0 at time t0.
The probability distribution satisfies the FP equation1
∂
∂t
P (x, v, t | x0, v0, t0) = −LFPP (x, v, t | x0, v0, t0),
(2.8)
where LFP is the FP operator defined as
LFP ≡ ∂
∂x
v − 1
m
∂
∂v
[ηv + V ′(x)]− Ω
2m2
∂2
∂v2
. (2.9)
The FP equation is an ordinary differential equation for
the probability distribution P and, therefore, analytical
methods can be applied.
In the large time limit, the system is expected to reach
equilibrium. The equilibrium probability distribution P0
1 Explicit details on the derivation and a discussion about the
properties of this equation can be found in Refs. [8, 17].
is a time-independent solution of the FP equation given
by
P0(x, v) =
1
Z exp
{
−β
(
1
2
mv2 + V (x)
)}
=
1
Z exp {−βE(x, v)} , (2.10)
where E is the energy of the nondissipative system and
the partition function Z is the normalization. Note
that the equilibrium distribution always formally exists
as a solution of the FP equation, however, it does not
necessarily imply that the system possesses an equilib-
rium state. The equilibrium distribution can be non-
normalizable, in particular, if the potential is unbounded
from below. The FP formalism is fully equivalent to the
Langevin approach and provides the tools needed for an
analytical derivation of the escape rate.
C. Computation of the escape rate
Over the last century, several methods have been pro-
posed to estimate the escape rate.2 Since our final goal
is to consider a relativistic scalar field, we focus on the
flux-over-population method that appears as the most
promising candidate for such a generalization. For a bet-
ter interpretation of the escape problem, we introduce, in
the Appendix, the framework of the MFPT and show its
formal equivalence with the flux-over-population method,
which proves that the escape rate is indeed the inverse of
the MFPT.
1. Flux-over-population method
The flux-over-population method has been introduced
in Ref. [5] and the explicit computation of the rate has
been achieved by Kramers in Ref. [1].
Let us consider the situation shown in Fig. 2. For illus-
trative purposes, we have chosen an asymmetric double-
well potential. Similar reasoning applies to any kind
of potential as long as it possesses a local minimum in
the vicinity of a local maximum.3 The particle is ini-
tially located at the minimum xA and the FP probability
distribution at time t0 is a product of two Dirac delta-
functions,
P (x, v, t0 | xA, 0, t0) = δ(x− xA)δ(v). (2.11)
The position-dependent parts of the initial and equilib-
rium probability distributions are shown in Fig. 2, with
2 For a comprehensive review of these methods, see, e.g., Ref. [9].
3 The shape of the potential influences the form of the equilibrium
distribution, however, the existence of a probability flux at the
top of the potential is guaranteed.
5V(x)
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FIG. 2: Example case studied with the flux-over-population
method. The blue solid line is the potential V (x). The red
dashed-dotted line is the particle’s initial position and the
green dotted line is the equilibrium FP probability distribu-
tion for the position. The position xA is the initial location of
the particle, xB the local maximum, xC a second local min-
imum, xSo and xSi the positions of the source and the sink
respectively.
the red dashed-dotted line and the green dotted line, re-
spectively. During the time evolution, given by the FP
equation (2.8), the probability distribution goes from the
red dashed-dotted line to the green dotted line. In the
large time limit, the system has reached equilibrium and
the probability distribution is given by Eq. (2.10). There-
fore, there must be a flux of probability at the maximum
of the well. The origin of this flux of probability is pre-
cisely the fluctuation and dissipation dynamics discussed
previously.
The idea behind the flux-over-population method re-
lies on the construction of a steady-state solution. The
inclusion of sources and sinks maintains a constant prob-
ability current across the well. The role of the sources,
located to the left of the minimum at xSo in Fig. 2, is to
supply particles to the “A-well” and maintain a constant
number density inside the well. The particles thermal-
ize and eventually leave the well before being removed
by the sinks, located on the right of the maximum at
xSi. Since the total probability flux j is equal to the rate
of escape k times the population of the A-well, nA, the
flux-over-population method predicts
k ≡ j
nA
, (2.12)
as a solution for the escape rate.
The population of the A-well is given by the integration
over the probability density,
nA =
∫
A−well
dxdv P (x, v), (2.13)
which corresponds to the probability to be in the well,
with x ∈ (−∞, xB ] and v ∈ (−∞,+∞). The flux at the
barrier is
j =
∫ +∞
−∞
dv vP (xB , v), (2.14)
which is the probability to pass over the maximum with
some velocity.
The derivation of the rate requires two steps. First, the
probability distribution is obtained and then second the
flux and the number density are computed. The prob-
ability density P is a solution of the FP equation (2.8)
with the particular boundary conditions dictated by the
specific steady-state situation under consideration. The
ensemble of particles is in equilibrium inside the A-well
and the probability density is given by Eq. (2.10). Since
the sinks remove the particles once they have passed the
maximum, we impose
P (x > xSi, v) ' 0. (2.15)
Finally, at the top of the barrier, there are no sources or
sinks and the potential V (x) is approximated as
V (x) ' V (xB)− 1
2
|V ′′(xB)|(x− xB)2 +O[(x− xB)3],
(2.16)
and, therefore, the steady-state FP equation (2.8) be-
comes {
− ∂
∂x
v +
1
m
∂
∂v
[ηv − |V ′′(xB)|(x− xB)]
+
Ω
2m2
∂2
∂v2
}
P (x, v) = 0, (2.17)
at the vicinity of the top of the barrier xB .
The construction of P (x, v) relies on the Kramers
ansatz [1],
P (x, v) = ζ(x, v)P0(x, v), (2.18)
where P0 is the equilibrium distribution and ζ is chosen
to satisfy the boundary conditions:
lim
x→xA
ζ(x, v) = 1, ζ(x > xSi, v) = 0. (2.19)
Applying the FP operator on the ansatz and using the
equilibrium distribution Eq. (2.10), we obtain the equa-
tion for ζ,{
−v ∂
∂x
− 1
m
[ηv + |V ′′(xB)|(x− xB)] ∂
∂v
+
Ω
2m2
∂2
∂v2
}
ζ(x, v) = 0, (2.20)
where we identify the adjoint FP equation
L†FP ζ(x, v) = 0. (2.21)
In order to solve this equation, Kramers made the fur-
ther assumption in [1] that ζ depends only on u, a linear
combination of x and v, such that
u ≡ (x− xB) + av. (2.22)
6From a purely mathematical point of view, this assump-
tion allows finding a solution of the differential equa-
tion (2.20) that satisfies the boundary conditions (2.19).
According to Ref. [19], it can be shown that the form of
solution ζ(u) is unique.
A physical interpretation for adopting the
ansatz (2.20) can be obtained by looking at the function
ζ(x, v). From its definition (2.18), ζ parametrizes the
deviation from equilibrium due to thermal activation in
the vicinity of the saddle point. The second boundary
condition in (2.19) implies that ζ(x, v) should go to
zero in the region of phase space away from the saddle
point (the ”probability sink” at x  xB) and also
should quickly vanish in the region of positive velocities.
Away from the saddle point, it is fair to expect that the
vanishing of the function ζ(x, v) is controlled by either
(x − xB) or v. The linear combination in the Kramers
assumption (2.22) is the simplest and most straightfor-
ward way to implement this idea. The equation for ζ(u)
then becomes
−
[
(1 +
a
m
η)v +
a
m
|V ′′(xB)|(x− xB)
]
ζ ′ + a2
Ω
2m2
ζ ′′ = 0,
(2.23)
where the prime denotes a u-derivative. For consistency
with the assumption that ζ is a function of u only and
in order to obtain the correct behavior at the boundary,
the factor in front of ζ ′ must be a linear function of u.
Imposing that
λu ≡ −
[
(1 +
a
m
η)v +
a
m
|V ′′(xB)|(x− xB)
]
, (2.24)
the constants a and λ are found to be given, respectively,
by
λ± = − η
2m
±
√
|V ′′(xB)|
m
+
( η
2m
)2
, (2.25)
a = − m
V ′′(xB)
λ±, (2.26)
where the two solutions for λ have opposite signs.
Solving for ζ(u) by inserting Eq. (2.24) in the differen-
tial equation and integrating twice gives
ζ(u) =
√
β[V ′′(xB)]2
2piηλ+
∫ ∞
u
dz exp
{
−β [V
′′(xB)]2
2ηλ+
z2
}
,
(2.27)
where λ+ has been chosen to have an overall negative
exponent and, therefore, ζ to vanish for large positive x.
The factor in front of ζ has been chosen to satisfy the
condition that ζ goes to unity inside the A-well.
Having all elements at our disposal to compute the
probability flux j, we obtain the result
j =
1
Z
(
λ+
β
)
1√
m|V ′′(xB)|
exp {−βV (xB)} , (2.28)
where we have used integration by parts. The population
nA of the A-well is simply
nA ' 1Z
√
2pi
βm
√
2pi
βV ′′(xA)
exp {−βV (xA)} , (2.29)
where the potential has been expanded around the local
minimum in xA and the limit of integration for x safely
extended to infinity.
Taking the ratio of j and nA, the escape rate is found
to be
k =
√
|V ′′(xB)|
m +
(
η
2m
)2 − η2m
2pi
√
V ′′(xA)
|V ′′(xB)|
× exp {−β [V (xB)− V (xA)]} , (2.30)
which is the famous result of Kramers. As expected, the
rate depends only on the parameters η (or equivalently
Ω), the temperature, the curvature of the potential at
the initial local minimum and the nearby maximum and
the height of the barrier. The height of the barrier ∆V =
V (xB)− V (xA) can be seen as the activation energy.
It is important to notice that the shape of the potential
on the other side of the well does not influence the final
result. This is a consequence of the absorbing boundary
condition (2.15). Notice that this feature is crucial for
a sound definition of the escape problem. Indeed, for a
potential well such as the one shown in Fig. 2, there is
a minimum at xC , which has a higher potential energy
compared to the starting well at xA. In this case, the to-
tal probability flow over the barrier at xB will be made up
of a sum of two contributions: one escaping contribution
(from xA to xC) and a returning contribution (from xC
back to xA). The absorbing boundary condition (2.15) is
a way to disentangle the two contributions, keeping only
the escaping part of the probability flux over the barrier.
An alternative method to derive the escape rate is
achieved with the formalism of the mean first passage
time. This approach provides a simple interpretation of
the escape problem; it corresponds to the average time
needed to leave for the first time a specified domain. In
practice, it is difficult to solve for the MFPT; this is due,
in particular, to nontrivial boundary conditions. In the
Appendix, we provide more details on the formalism of
the MFPT and show the formal equivalence with the flux-
over-population method.
III. ESCAPE RATE FOR A SCALAR FIELD
The main objective of this work is the definition of the
Kramers problem in field theory. Using the knowledge
gathered from the classical point particle case, we first
describe the escape problem for a scalar field and then
show that the formulation of a meaningful definition is
not straightforward.
We introduce the two usual formulations for dealing
with the Kramers problem. The first is based on the
7Langevin equation, which has a direct interpretation but
is limited in its analytical treatment. The second for-
mulation is the one based on the FP approach, whose
derivation is more involved, but is much more amenable
to analytic treatment. In this section we will also use
ideas from the flux-over-population method to define the
Kramers problem, derive explicitly the escape rate for a
scalar field and then interpret the results.
A. Defining the escape problem for a background
scalar field configuration
FIG. 3: Potentials corresponding to the escape problem. φA
is the initial local minimum. φB corresponds to the local
maximum of the potential. On the right-hand side of the
maximum, there are several possibilities, a false vacuum at
φFV (dashed line), a true vacuum at φTV (dotted line) or a
potential that is unbounded from below (dashed-dotted line)
with V (φU0) = V (φA).
Let us consider a scalar field with a self-interaction
potential as shown in Fig. 3. We assume, for simplicity,
that the initial configuration is a homogeneous field sit-
ting at a local minimum φA. The interactions with extra
degrees of freedom, for example a thermal bath, lead to
fluctuation and dissipation dynamics and potentially al-
low for an escape from the potential well. Our goal is to
compute the rate per unit volume for the field to escape
from the well, due to thermal fluctuations.
Involving a field renders the definition of an escape
more difficult and less intuitive than treating the point
particle, zero-dimensional case, discussed previously. At
equilibrium, the field populates both sides of the well
(or has completely decayed if the potential is unbounded
from below beyond the well). Comparing with the initial
situation, where the field configuration is homogeneously
located at φA, it is reasonable to assume the existence
of a flow of the probability density across the potential
well. For this reason, the flux-over-population method
should apply. The naive generalization of the point par-
ticle case would be to estimate the average time needed
for the field to reach the top of the potential φB for the
first time at each point in space. As we will learn, this
case can be related to the Hawking-Moss solution [20] in
the early Universe. However, in our case, where we are
considering a Minkowski spacetime and the volume can
be infinite, this solution would lead to a vanishing rate.
We should, therefore, seek for another definition of the
escape configuration.
Before going into the details of our calculations, it is
important to comment on the difference between the es-
cape problem treated in this work with two other closely
related problems, the quantum tunneling and the nu-
cleation problem. Quantum tunneling, as its name im-
plies, is a consequence of the quantum fluctuations of the
field. Such fluctuations can connect two classically dis-
connected values of the field, through a forbidden region
in potential energy, without giving the field any energy.
This is what happens in a quantum first-order phase
transition. Nucleation, on the other hand, is the mecha-
nism that drives first-order phase transitions with small
degrees of metastability (for example, small supercool-
ing). It corresponds to the formation (or “nucleation”) of
bubbles of the stable phase inside the metastable phase.
Such bubbles grow and complete the phase conversion.
Differently from tunneling, the process of nucleation is
typically driven by thermal fluctuations (even though
for many systems quantum fluctuations may also play
a role). In this sense, it can be said that, in nucleation,
the potential energy barrier is overcome with energy ab-
sorbed from the heat reservoir, in contrast to tunneling.
Lastly, the problem treated in this work, the escape prob-
lem, does not necessarily require the presence of an initial
false vacuum. If it is the case, the escape problem can be
seen as the first stage of the nucleation problem, i.e., the
generation of domains of field configurations outside the
initial minimum. In general, the Kramers problem for a
scalar field, defined in this work, should be understood as
the derivation of the probability for the field to pass over
the potential barrier in a finite region of space. Due to
thermal fluctuations (quantum fluctuations could also be
eventually be considered in a future work), a field start-
ing at a low minimum of potential energy can gain energy
from the heat reservoir and then “climb” the potential
well to reach and surmount an energy barrier. Another
distinctive feature of the escape problem is that it does
not regard the dynamics of the field after it finds itself
outside of the starting well. However, this issue is more
subtle for a field than for a point particle system, as we
will discuss below.
As stated in Ref. [17], it is sufficient that a finite part of
space has passed the barrier. At first sight, this statement
would give some freedom in the precise definition of the
escape problem. In particular, once the field has reached
the top at a spatial location, it can fall on the other side
and attract the neighboring points, with a gain in poten-
tial energy, likely accompanied by an energy cost due to
inhomogeneities, i.e., a nonzero gradient term. This is a
crucial difference with the zero-dimensional, one-particle
case of the previous section. When considering a field, the
form of the potential beyond the maximum plays a role
in the escape problem. Indeed, the Laplacian term in the
field equation of motion connects neighboring points of
8space, which tend to have close values of the field and are
thus not independent of each other. Therefore, if a given
point of space acquires a field value beyond the maximum
of the potential, this is in a way of saying it “communi-
cated” to its neighboring points. This is a distinctive
trait of the field system’s dynamics that differs from the
single particle case. It is then fair to expect that the two
cases, where the initial minimum is a true or a false vac-
uum, must be treated separately. As we will learn shortly,
these features naturally emerge along the computation in
a generalized flux-over-population method and this ap-
proach allows for a satisfactory definition of the escape
problem. In particular, a critical volume of space that ex-
periences hopping is precisely defined by the formalism.
To perform this analysis, we should first introduce some
of the necessary ingredients from stochastic field theory.
B. Stochastic field theory
Let us review here some of the basics of stochastic field
theory and introduce the relevant quantities needed for
the derivation of the escape rate.
1. The Langevin and Fokker-Planck equations
The dynamics of a classical field configuration under
random fluctuations and dissipation is an extremely im-
portant subject in many different branches in modern
physics as far as the description of nonequilibrium fields
is concerned (for a thorough introduction and review, see,
e.g., Ref. [21]). A natural characteristic when studying
the evolution of a system in interaction with an environ-
ment is the presence of both dissipative and stochastic
terms. For instance, in the context of quantum fields,
we might be interested in the derivation of an effective
equation of motion for a given field background con-
figuration which represents some relevant characteristic
of the system under study (e.g., a vacuum expectation
value taking the role of an order parameter important
in a phase transition problem). Typically, this involves
a selection of a relevant field mode, in which we are in-
terested in the dynamics and will represent the physi-
cal system, while the remaining degrees of freedom are
taken as an environment. The degrees of freedom that
are regarded as environment can also include any other
fields in the original model Lagrangian (see for instance
Ref. [21] for a review and discussion about these types
of equations and their derivation in the context of quan-
tum field theory). In quantum field theory, the preferred
methodology used to study dynamical effects in general is
the closed time path formalism [22]. The effective equa-
tion of motion for an interacting scalar field is Langevin-
like, and includes an explicit fluctuation-dissipation re-
lation (see, e.g., Refs. [23–27]). Generically, the usual
relativistic Klein-Gordon equation describing the dynam-
ics of the scalar field in a potential V (φ) is modified to
take the thermal fluctuations into account and becomes
a Langevin equation,
(∂2t −∇2)φ(~x, t) +
∂V (φ)
∂φ
+ ηφ˙(~x, t) = ξ(~x, t), (3.1)
where η is the dissipation coefficient and ξ is a Gaussian
white noise satisfying
〈ξ(~x, t)〉 = 0,
〈ξ(~x, t)ξ(~x′, t′)〉 = Ωδ3(~x− ~x′)δ(t− t′), (3.2)
where Ω parametrizes the strength of the noise and sat-
isfies the Einstein relation Ω = 2η/β = 2ηkBT . In the
quantum field theory context, both the potential and the
dissipation coefficient in Eq. (3.1) can be functions of
the temperature and on the details of the interactions in
the full original microscopic Lagrangian density, carry-
ing, for example, information on the interactions of the
scalar field φ with other field degrees of freedom. In the
following, we will assume a particular fixed form for the
potential and the dissipation coefficient. It is straight-
forward to generalize the analysis for other forms, for
example, that include the dependence on the tempera-
ture. Exploring the full quantum origin of the Langevin
equation for the expectation value of a field goes beyond
the scope of this work. We refer the interested reader
to [21] and references therein. Thus, for the rest of this
work, we will simply assume the existence of a Langevin
equation of the form of Eq (3.1).
As an important point of detail, when dealing with
integrals over the field space, we discretize the space by
adopting the following conventions,
φ(~x, t)→ φ(xi, t) = φi(t),∫
d3~x→ a3
N3∑
i=1
,
δ(~x− ~y)→ δij
a3
, (3.3)
such that ∫
d3~x δ(~x− ~y) = a3
N3∑
i=1
δij
a3
= 1, (3.4)
where the volume V = L3 = (N · a)3, with N being the
number of discrete sites in each direction and a the spac-
ing between two adjacent points. Taking into account the
field and its conjugate momentum, in a space of three di-
mensions, we are considering a 2N3-dimensional system.
For simplicity, we have labeled the spatial points in the
three spatial directions with a single label i instead of ijk.
For the sake of clarity, we will also denote the Laplacian
as ∇2ijφj . The actual definition in discrete space is given
by
∇2φijk = 1
a2
[φi+1,j,k + φi−1,j,k + φi,j+1,k
9+φi,j−1,k + φi,j,k+1 + φi,j,k−1 − 6φi,j,k] , (3.5)
where each direction of space has been explicitly labeled.
As usual when working with the Langevin equation like
in Eq. (3.1), the analytical treatment is limited by the
stochastic character of the equation. There is, therefore,
a need to introduce the FP formalism for the scalar field.
The Langevin equation (3.1) implies the following set of
equations for the field φ and the conjugate momentum
pi,
∂tφi(t) = pii(t),
∂tpii(t) = −ηpii(t) +∇2ijφj(t)− V ′(φi) + ξi(t), (3.6)
where the prime denotes a derivative with respect to the
field. The FP probability density is defined as
P (φ, pi, t | φ0, pi0, t0) ≡
〈
N3∏
i=1
δ[pˆii(t)− pii] · δ[φˆi(t)− φi]
〉
ξ
,
(3.7)
where φˆi(t) and pˆii(t) are solutions of the Langevin equa-
tion (3.6) for a given noise realization ξ and φi and pii
are the arguments of the probability distribution P . The
stochastic average of an operator O(φˆ, pˆi) is defined as
〈
O(φˆ, pˆi)
〉
ξ
≡
∫ N3∏
i=1
d[ξ(t)]iO(φˆ, pˆi)
× exp
− a32Ω
N3∑
j=1
∫
dt′ξ2j (t
′)
 , (3.8)
where the integration measure is normalized to give
〈1〉ξ = 1. The probability density is a solution of the
FP equation,
∂
∂t
P (φ, pi, t | φ0, pi0, t0) = −LFPP (φ, pi, t | φ0, pi0, t0),
(3.9)
where the FP operator is defined as
LFP ≡− a3
N3∑
i=1
{
−pii ∂
a3∂φi
+
∂
a3∂pii
[
ηpii −∇2ijφj + V ′(φi)
]
+
Ω
2
∂2
a6∂pi2i
}
.
(3.10)
2. The probability density current
Due to the conservation of probability, the FP equation
can be written in terms of a probability density current
J ,
∂tP (φ, pi, t) = −a3
N3∑
i=1
∂
a3∂φi
Ji − a3
N3∑
i=1
∂
a3∂pii
J¯i,
(3.11)
where the components Ji and J¯i of the current are defined
as
Ji ≡ −
{
−pii − kBT ∂
a3∂pii
}
P (φ, pi, t | φ0, pi0, t), (3.12)
and
J¯i ≡−
{[
ηpii −∇2ijφj + V ′(φi)
]
+ kBT
∂
a3∂φi
+
Ω
2
∂
a3∂pii
}
P (φ, pi, t | φ0, pi0, t), (3.13)
for i ∈ [1, N3]. The validity of this equation can be shown
explicitly by substituting in Eq. (3.11).
3. The equilibrium distribution
The FP equation admits an equilibrium solution P0
given by
P0(φ, pi) = Z−1 exp {−βE[φ, pi]} , (3.14)
where Z is the normalization given by the partition func-
tion
Z =
∫ N3∏
i=1
dφidpii exp {−βE[φ, pi]} , (3.15)
and E[φ, pi] is
E[φ, pi] = a3
N3∑
i=1
[
1
2
pi2i +
1
2
(∇φi)2 + V (φi)
]
, (3.16)
which corresponds to the energy function of the system
in the nondissipative limit.
4. The vector-matrix notation
Following the work of Langer [19], it is useful to intro-
duce a vector-matrix notation. The field and its conju-
gate momentum are written in a 2N3-dimensional vector
as (
φ
pi
)
=
(
φi(t)
pii(t)
)
, where i ∈ [1, N3]. (3.17)
The deterministic limit of the Langevin equation is ex-
pressed as
∂
∂t
(
φ
pi
)
= −M ·
(
∂
a3∂φ
∂
a3∂pi
)
E[φ, pi], (3.18)
with M = (Mij) being the 2N
3 × 2N3 block matrix de-
fined as
M =
1
a3
(
0 −1
1 η1
)
, (3.19)
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where 1 is the N3-dimensional unit matrix and the mul-
tiplication · between two 2N3 × 2N3 matrices is defined
as
(A ·B)ij ≡ a3
2N3∑
k=1
AikBkj . (3.20)
A similar rule applies to the scalar product. The FP
equation is given as
∂tP (φ, pi, t) = −
(
1
a3
∂
∂φ
1
a3
∂
∂pi
)T
·
(
J
J¯
)
, (3.21)
where (J J¯)T is the 2N3-dimensional vector correspond-
ing to the probability current(
J
J¯
)
= −M ·
(
1
a3
∂E
∂φ +
kBT
a3
∂
∂φ
1
a3
∂E
∂pi +
kBT
a3
∂
∂pi
)
P (φ, pi, t | φ0, pi0, t).
(3.22)
5. The continuum limit
We have been working in discrete space to simplify the
analytical computations. However, the continuum limit
can be taken at any stage of the derivation. For com-
pleteness, let us state the main quantities as expressed in
the continuum limit. The FP equation reads
∂
∂t
P (φ, pi, t | φ0, pi0, t0) = −LFPP (φ, pi, t | φ0, pi0, t0),
(3.23)
with
LFP ≡ −
∫
d3~x
{
−pi(~x) δ
δφ(~x)
+
δ
δpi(~x)
[
ηpi(~x)−∇2φ(~x) + V ′(φ)]+ Ω
2
δ2
δpi(~x)2
}
,
(3.24)
and the equilibrium distribution is given by
P0(φ, pi) = Z−1 exp {−βE[φ, pi]} , (3.25)
with
Z =
∫
DφDpi exp {−βE[φ, pi]} , (3.26)
and
E[φ, pi] =
∫
d3~x
[
1
2
pi(~x)2 +
1
2
(∇φ(~x))2 + V (φ)
]
,
(3.27)
is the energy functional.
C. Computation of the rate
The computation of the escape rate for the scalar
field is a generalization of the zero-dimensional flux-over-
population method to stochastic field theory. The origi-
nal extension of the method to a 2N -dimensional system
has been performed by Langer in Refs. [18, 19].
1. Setting up the problem
The flux-over-population method relies on similar ideas
as in the zero-dimensional case. The initial configuration
is a homogeneous and static field located at the local
minimum of the potential,
φi(t0) = φ
A
i , pii(t0) = 0, ∀i. (3.28)
We assume that, for large negative values of the field,
the potential is diverging and, on the other side, there
is a local maximum located at φB , as shown in Fig. 3.
The probability density at time t0 is a product of Dirac
delta-functions peaked at φ = φA and pi = 0,
P (φ, pi, t0 | φ0, pi0, t0) =
N3∏
i=1
δ[pii] · δ[φi − φA]. (3.29)
After a sufficiently long time, the system is expected
to be described by the equilibrium distribution given in
Eq. (3.14). At its early stages, the evolution of the sys-
tem implies an increasing probability to find the field on
the other side of the potential and, therefore, a flux of
probability at the barrier.
The probability current is expected to go along the
configuration with the minimal energy on the barrier
ridge. This defines the saddle-point configuration, which
is found by taking the variation of the energy function
δE = a3
N3∑
i=1
piiδpii +
[−∇2φi + V ′(φi)] δφi. (3.30)
We directly observe that the initial configuration is an
extremum of the energy. The next configuration that
extremizes the energy is given by piSi = 0 and φ
S
i that
satisfies the saddle-point equation,
∇2φSi = V ′(φSi ), (3.31)
and defines the saddle-point configuration. The exact
form of the solution φS is a priori not obvious. As stated
in Sec. III A, a simple solution is the homogeneous case
where the field is at the top of the potential φB , at each
point of space. This trivial solution of the saddle-point
equation is relevant in a situation where the volume of
space in consideration is finite. An example is the early
Universe where this solution corresponds to the Hawking-
Moss instanton [20], and the volume is a sphere of Hub-
ble radius. In our case, the volume of space might be
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arbitrarily large. It is fair to assume that the rate of
escape, which has an exponential dependence on the vol-
ume of space that experiences hopping, will be strongly
suppressed when considering a large or even infinite vol-
ume. We, therefore, seek for a solution of the saddle-
point equation where only a finite region of the space
escapes, as already suggested in Ref. [17].
We might try to find a solution of Eq. (3.31) where the
field is homogeneously sitting at the initial position φA
everywhere except in some finite part, where it is climb-
ing the potential well. Using the rotational symmetry
and writing the saddle-point equation in spherical coor-
dinates, we obtain
∂2
∂r2
φS +
2
r
∂
∂r
φS = V ′(φS), (3.32)
where, for simplicity, we are working in the continuum
limit. The boundary conditions are
lim
r→∞φ
S(r) = φA,
∂
∂r
φS
∣∣∣∣
r=0
= 0, (3.33)
where the second condition has been introduced to make
sure the left-hand side of the saddle-point equation (3.32)
is finite at the center of the coordinates. The equation
can be interpreted as the equation of motion of a fic-
titious point particle, in an inverted potential −V and
with a damping term. The overshoot/undershoot tech-
nique of Coleman [11] shows that a solution only exists if
the original minimum is a false vacuum. We should then
consider separately the cases where the initial minimum
is a false (given by the dotted and dashed-dotted lines
shown in Fig. 3) or a true (e.g., the dashed line shown in
Fig. 3) vacuum.
In the case of a false vacuum at φA, the saddle-point
solution satisfying Eq. (3.32) exists and it is well under-
stood. Let us consider the two limiting cases. If the
potential is unbounded from below, by continuity, there
must be a field value φ0 > φU0, where the fictitious
particle starts at r = 0 with zero velocity and reaches
φA at infinite radius. Moreover, it has been shown in
Ref. [28] that φ0 is of the order of φU0. In the pres-
ence of a true vacuum at φTV , the existence of a solu-
tion is ensured by the overshoot/undershoot argument.
If V (φ(r = 0)) > V (φA), the fictitious particle does not
have enough potential energy to climb the inverted poten-
tial up to φA, this is an undershoot. On the other hand,
if φ(r = 0) is close enough to φTV , the fictitious particle
can stay near the true minimum until the damping term
becomes negligible, since it is suppressed by r, and then
it will overshoot. By continuity, there is a field value
to start at r = 0 that satisfies V (φ(r = 0)) < V (φA)
and φ(r = 0) < φTV such that the fictitious particle
ends at φA at infinite radius. By these arguments, the
saddle-point configuration is uniquely defined as well as
the region of space that experiences hopping. Moreover,
it has been shown by Coleman in Ref. [29] that the Hes-
sian matrix of the energy evaluated for this configuration
has only one negative eigenvalue. In the presence of an
initial false vacuum, the escape rate is therefore analo-
gous to the rate of nucleation of a critical bubble of true
vacuum, due to thermal fluctuations, but now with in
addition the damping explicitly taken into account.
One of the main differences with nucleation is that the
escape problem can be defined for an initial true vacuum
at φA. However, a proper definition of the escape rate in
this case requires additional care. On the one hand, by
comparing the initial and the equilibrium distributions,
it is fair to assume that there is a probability flow at
the potential barrier and, therefore, it should be possi-
ble to define an escape. On the other hand, the under-
shoot argument forbids the existence of a solution of the
saddle-point equation. We will come back to this issue
at the end of this section, in Sec. III C 7, and make some
propositions for a well-defined escape problem. For the
moment, we simply assume that the initial position φA
is a false vacuum and proceed with the computation of
the escape rate. Note that the fact that the escape rate
depends on the initial minimum being global or local is a
clear difference with the point particle case discussed in
Sec. II. For a field, the shape of the potential beyond the
barrier plays a role in the evaluation of the escape rate.
The flux-over-population method relies on the follow-
ing assumptions:
• No sources or sinks lie in the neighborhood of the
saddle-point configuration. This allows us to write
the FP equation (3.9) near the saddle point as
a3
N3∑
i=1
−pii ∂a3∂φi + ∂a3∂pii
ηpii + a3 N3∑
k=1
[
−∇
2
ik
a3
+
V ′′(φSk )δik
a3
]
(φk − φSk )
+ Ω
2
∂2
a6∂pi2i
P (φ, pi) = 0, (3.34)
using the expansion of the energy near the saddle
point
E[φ, pi] = E[φS , piS ]
+
1
2
a6
N3∑
i,j=1
(φi − φSi )
[
−∇
2
ij
a3
+
V ′′(φSi )δij
a3
]
(φj − φSj )
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+
1
2
a6
N3∑
ij=1
(pii − piSi )
δij
a3
(pij − piSj ) + . . . . (3.35)
In the spirit of the vector-matrix notation defined
above, we introduce the matrix (eSij)
(eSij) = −
1
a3
( −∇2ij + V ′′(φSk )δij 0
0 1
)
, (3.36)
which corresponds to the negative of the Hessian
matrix of the energy evaluated at the saddle-point
configuration. In the context of field theory, the
Hessian matrix is usually referred to as a fluctua-
tion operator.
• Inside the well, near the minimum where the field
is located initially, the system is thermalized,
P (φ ' φA, pi ' piA) ' P0(φ, pi), (3.37)
where P0 is the equilibrium distribution.
• Beyond the saddle point, the probability density
is strongly suppressed due to the presence of the
sinks.
2. The derivation of the probability density
The computation of the flow of the probability current
and the number density relies on the solution P (φ, pi)
of the FP equation with the boundary conditions given
above. This solution is derived using the Kramers ansatz,
P (φ, pi) = ζ(φ, pi)P0(φ, pi), (3.38)
where ζ(φ, pi) must be fixed to satisfy the boundary con-
ditions,
ζ(φ ' φA, pi ' piA) = 1, ζ(φ > φS , pi)→ 0. (3.39)
The equation for ζ(φ, pi) is found by insertion in the FP
equation. In particular, near the saddle point, one finds
a3
N3∑
i=1
−pii ∂a3∂φi +
−ηpii + a3 N3∑
k=1
[
−∇
2
ik
a3
+
V ′′(φSk )δik
a3
]
(φk − φSk )
 ∂
a3∂pii
+
Ω
2
∂2
a6∂pi2i
 ζ(φ, pi) = 0. (3.40)
With the same arguments as in the zero-dimensional
point particle case and following the Kramers original
proposal, it is assumed that ζ(φ, pi) depends on a linear
combination u of the φi and pii,
ζ(φ, pi) = ζ(u), (3.41)
with
u = a3
N3∑
i=1
[
Ui(φi − φSi ) + U¯i(pii − piSi )
]
, (3.42)
where Ui and U¯i are the coefficients associated with φi
and pii, respectively. Similar arguments as the ones stated
after Eq.(2.22) for the zero-dimensional point particle
case justify this form of solution ζ(u). The following
ansatz for ζ(u),
ζ(u) =
1√
2pikBT
∫ ∞
u
dz exp
{
− z
2
2kBT
}
, (3.43)
satisfies the boundary conditions. To compute the coef-
ficients Ui and U¯i, we substitute ζ(u) in Eq. (3.40) and
obtain
a3
N3∑
i=1
(Ui + ηU¯i)pii − U¯ia3
N3∑
k=1
[
−∇
2
ik
a3
+
V ′′(φSk )δik
a3
]
(φk − φSk )
+ ηU¯2i a
3
N3∑
k=1
Uk(φk − φSk ) + ηU¯2i a3
N3∑
k=1
U¯k(pik − piSk )
 = 0. (3.44)
At first sight, this equation seems unpromising. Fortu-
nately, it can be written in a simple form using the vector-
matrix notation that has been introduced previously.
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Defining the (2N3) vectors (U U¯)T and (φ−φS pi−piS)T
such that
u = (U U¯) ·
(
φ− φS
pi − piS
)
= a3
N3∑
i=1
[
Ui(φi − φSi ) + U¯i(pii − piSi )
]
, (3.45)
with the scalar product being defined as in Eq. (3.20),
the equation for the parameters Ui and U¯i becomes
(U U¯) ·MT · (eSij) ·
(
φ− φS
pi − piS
)
= λ(U U¯) ·
(
φ− φS
pi − piS
)
, (3.46)
where the scalar λ is defined as
λ ≡ (U U¯) ·M ·
(
U
U¯
)
= a3
N3∑
i=1
ηU¯iU¯i. (3.47)
The matrix equation (3.46) leads to the eigenvalue equa-
tion for (U U¯),
(U U¯) ·MT · (eSij) = λ(U U¯), (3.48)
and the other term (U U¯)T is a left eigenvector of the
matrix MT · (eSij) with eigenvalue λ. Combining the defi-
nition of λ and the eigenvalue equation, we find the nor-
malization condition
1 = (U U¯) · (eSij)−1 ·
(
U
U¯
)
. (3.49)
The eigenvalue λ is positive by definition. The positivity
is, in fact, a direct consequence of the overall negativ-
ity of the exponent of ζ(u). This negative exponent has
been chosen in order to satisfy the boundary condition
imposed by the method, namely the suppression of the
probability distribution beyond the saddle point, and λ
is the only positive eigenvalue of the matrix MT · (eSij).
Recall that (eSij) is defined as the negative of the Hessian
of the energy, evaluated exactly at the saddle point.
3. The probability density current and flux
Once we have obtained the probability density P =
ζP0 we are ready to compute the associated probability
density current defined in Eqs. (3.12) and (3.13). After
some algebra, we find
JζP0 =
√
kBT
2pi
M ·
(
U
U¯
)
exp
{
− u
2
2kBT
}
P0, (3.50)
and the probability flux j is given by
j = a3
2N3∑
i=1
∫
u=0
dSi Ji(φ, pi)
=
λ
2piZ
√
kBT
2pi
exp
{−βE[φS , piS ]}
×
∫
DφDpi
∫
dk exp
{
ik(U U¯) ·
(
φ− φS
pi − piS
)}
× exp
{
β
2
(
φ− φS
pi − piS
)T
· (eSij) ·
(
φ− φS
pi − piS
)}
.
(3.51)
We can diagonalize the matrix (eSij) by introducing the
rotation S = (Sij) in field space to obtain(
φ− φS
pi − piS
)
= S · ξ, (3.52)
iku = ik(U U¯) · S† · S ·
(
φ− φS
pi − piS
)
= ikU˜ · ξ, (3.53)
where we have defined the vector U˜ as S · (U U¯)T and
(
φ− φS
pi − piS
)T
· (eSij) ·
(
φ− φS
pi − piS
)
= a3µ1ξ
2
1 − a3
2N3∑
l=2
µlξ
2
l ,
(3.54)
where all the scalars µl are defined as positive.
4 The only
positive eigenvalue of (eSij) is µ1, all the other eigenvalues
are −µl. Hence, we finally can write the flux j as
j =
λ
2piZ e
−βE[φS ,piS ]|det(2pi/β)−1E(S)|− 12 , (3.55)
where the matrix E(S) = −(eSij) is the Hessian of the
energy at the saddle point, and that has only one negative
eigenvalue. Since this negative eigenvalue appears with
a negative sign, it is the magnitude of the determinant
that enters the formula. The successive integrations have
been performed in the following order, first over all the
modes l larger than 1, then over k and finally over ξ1.
4. The zero modes
Due to the translation invariance of the saddle-point
solution, there are three eigenvalues in the associated de-
terminant that are exactly zero and, therefore, must be
treated separately upon the Gaussian integration. For
simplicity and in order to agree with the literature, we
perform the analysis in the continuum space. First of all,
let us show that ∂~xφ
S , ∂~yφ
S and ∂~zφ
S are zero-modes.
Considering ∂~xφ
S we have
[−∇2 + V ′′(φS)]∂~xφS
= −∂~x∇2φS + V ′′(φS)∂~xφS
4 For the moment, we ignore the possibility of vanishing eigenval-
ues. We shall come back to them shortly.
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= −∂~xV ′(φS) + V ′′(φS)∂~xφS
= −V ′′(φS)∂~xφS + V ′′(φS)∂~xφS = 0. (3.56)
To remove the zero-modes, we follow the procedure de-
scribed in [19] and [12]. First of all, the determinant
has its zero-eigenvalues removed and becomes
|det(2pi/β)−1[−∇2 + V ′′(φSi )]|
→ |det′(2pi/β)−1[−∇2 + V ′′(φSi )]|, (3.57)
with the prime denoting the removal of the vanishing
eigenvalues. Then, the integration over the zero-modes
∂~xφ
S , ∂~yφ
S and ∂~zφ
S becomes an integration over d~x, d~y
and d~z, giving an overall volume factor V. Finally each
change of variable from the zero-modes to ∂~xφ
S , ∂~yφ
S
and ∂~zφ
S to d~x, d~y and d~z leads to a Jacobian. For
example, for the mode ∂~xφ
S we have[∫
d3~x
(
∂φS
∂x
)2]1/2
. (3.58)
The Jacobian is identical for each zero-mode since∫
d3~x
(
∂φS
∂x
)2
=
∫
d3~x
(
∂φS
∂y
)2
=
∫
d3~x
(
∂φS
∂z
)2
,
(3.59)
where we used the rotation-symmetry of the saddle-point
solution. We then have∫
d3~x
(
∂φS
∂x
)2
=
1
3
∫
d3~x
(∇φS)2 . (3.60)
Hence, there is an overall factor multiplying the rate com-
ing from the Jacobian and given by[
1
3
∫
d3~x
(∇φS)2]3/2 . (3.61)
A quick dimensional check tells us that removing the
three eigenvalues from the determinant increases the di-
mension by 3/2. The overall volume factor has a dimen-
sion of −3 and the Jacobian 3/2, exactly compensating
the removal of the zero-eigenvalues.
5. Population inside the well
The last missing piece is to account for the population
inside the well. This is obtained using the condition that
the system be thermalized near the minimum of the po-
tential and by expanding the energy function around the
configuration (φA, piA),
E[φ, pi] = E[φA, piA] (3.62)
+
1
2
a6
N3∑
i,j=1
(φi − φAi )
[
−∇
2
ij
a3
+
V ′′(φSi )δij
a3
]
(φj − φAj )
+
1
2
a6
N3∑
ij=1
(pii − piAi )
δij
a3
(pij − piAj ) + . . . . (3.63)
The population nA inside the well is found to be given
by
nA =
∫
DφDpiP0
=
1
Z e
−βE[φA,piA][det(2pi/β)−1E(A)]−
1
2 , (3.64)
where the matrix E(A) is the Hessian of the energy of
the initial configuration at φA and all eigenvalues are
positive.
6. The escape rate expression
The ratio of the flux j over the number density nA,
taking into account the zero-modes, gives the escape rate
k for a scalar field per unit volume,
k
V =
λ
2pi
1
3
a3
N3∑
i=1
(∇φSi )2
3/2
×
[
det[(2pi/β)−1E(A)]
|det′[(2pi/β)−1E(S)]|
]1/2
e−β[E(φ
S ,piS)−E(φA,piA)].
(3.65)
Let us consider the different contributions to the rate. In
the exponent in Eq. (3.65) we have
E(φS , piS)− E(φA, piA)
= a3
N3∑
i=1
1
2
(∇φSi )2 + V (φSi )− V (φAi ), (3.66)
which corresponds to the activation energy, i.e., the dif-
ference between the energy of the saddle-point configu-
ration with respect to the initial configuration. Since the
initial configuration is homogeneous and only a difference
of potential energy enters the rate formula, we can safely
shift the potential to have V (φAi ) = 0. The determinants
in Eq. (3.65) can be written as
det[(2pi/β)−1E(A)] = det[(2pi/β)−1(−∇2 + V ′′A )],
(3.67)
where V ′′A is the second derivative of the potential at the
initial minimum and
|det′[(2pi/β)−1E(S)]| = |det′(2pi/β)−1[−∇2 + V ′′(φS)]|,
(3.68)
where the field configuration entering the operator is the
saddle-point solution.
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Substituting the above equations into Eq. (3.65), we
then find that the escape rate per unit volume in the
continuum limit is
k
V =
λ
2pi
[
β
6pi
∫
d3~x
(∇φS)2] 32
×
[
det[−∇2 + V ′′A ]
|det′[−∇2 + V ′′(φS)]|
] 1
2
e−β
∫
d3~x[ 12 (∇φS)2+V (φS)],
(3.69)
which, in conjunction with our derivation, is the main
result of this paper. The constant λ appearing in the
above result is sometimes referred to as the dynamical
prefactor and the ratio of determinants as the statisti-
cal prefactor [9, 14, 19, 30]. The explicit expressions of
these factors depend on the saddle-point configuration
φS . It should be noted that Eq. (3.69) has many simi-
larities to the corresponding expression for the particle
case Eq. (2.30). This should not be too surprising since
escape rates are usually in the form of a statistical and
a dynamical prefactor multiplying an exponential of the
free energy associated with the escape. The difficulty lies
in specifying the different prefactors and the free energy
of the escape configuration. In particular, the dynami-
cal prefactor λ in Eq. (3.69) does not take such a simple
form as in Eq. (2.25). The ratio of determinants and
the Jacobian associated with the zero modes, which both
form the statistical prefactor, are common in field theo-
ries. Finally, it of course must be kept in mind that the
expression in the exponential arises from an integral over
the whole field configuration. Methods specific to such a
system and not just a point particle need to be utilized
when evaluating, as is evidenced by the saddle-point con-
figuration used above, which would not be possible for the
point particle case.
We choose to present here the most general form of the
escape rate. An explicit estimation of the rate, in par-
ticular the prefactors and the exponent, is possible once
a potential has been specified. A discussion about the
methods to estimate the rate in a practical case, for ex-
ample the thin-wall approximation, is given in Sec. IV B.
7. The initial stable minimum
The last case left to consider is when φA in Fig. 3 is a
true vacuum. As described above, the saddle-point equa-
tion (3.32) does not have any solution. However, in the
presence of fluctuation and dissipation dynamics, it is fair
to assume, in any given realization of the noise, that the
field starts to climb the potential and probes the other
side of the well, even if it will likely come back to the
original side. Moreover, as noted already, the compar-
ison between the initial probability distribution, which
is a Dirac delta function peaked at φA at each point in
space, and the equilibrium distribution, that probes both
sides of the well, implies a flow of probability through the
maximum of the potential. These two arguments suggest
that the escape problem for an initial true vacuum might
still be defined. The rate will simply indicate how likely
it is to have a region of space that passes the barrier. Let
us formulate some propositions for a meaningful defini-
tion for this case.
The first possibility for treating the present case is to
consider a finite volume V of space and use the saddle-
point solution φS = φB at each point in the volume. The
activation energy will be given by E = V∆V . This is the
simplest generalization of the zero-dimensional case but
it is dependent on the volume in consideration. Moreover,
it can lead to an underestimate of the rate since, instead
of waiting at the top of the potential, the field can fall on
the other side and attract the neighboring points without
any additional energy.
The method of reactive flux, described, for example, in
the review [9], might be helpful in the derivation of the
escape rate for an initially true minimum. At equilib-
rium, the ratio of particle densities in the wells is equal
to the ratio of the rates between the two minima. Since
the equilibrium distribution and the rate from a false to
a true vacuum are known, the transition rate from an
initial true vacuum can be extracted. It is reasonable to
assume that, at equilibrium, the activation rate derived
with the method of reactive flux will be smaller than the
true escape rate. However, this method also allows to
study further the approach to equilibrium by defining a
relaxation rate, from an initial out-of-equilibrium distri-
bution.
Alternatively, we can consider an approximated case,
where, in Fig. 3, the false minimum on the right-hand
side is replaced by a true minimum, due to a modification
of the potential beyond the maximum. For example, a
minimal situation could be a new true minimum, almost
degenerate with V (φA). A saddle-point configuration is
well defined and the rate is given by Eq. (3.69). More-
over, the saddle-point configuration will naturally define
the typical size of the region of space that experiences
hopping. As in the previous case, the escape rate might
be underestimated. However, it is fair to expect that
the main contribution to the escape time is given by the
climbing of the potential well, which corresponds to the
part of the potential that is not modified.
The last possibility is the construction of a saddle-point
configuration using an analytic continuation. It was not
possible to obtain a solution of Eq. (3.32), where the field
is at φFV at r = 0 and respecting the boundary condi-
tion (3.33). One can imagine giving an initial imaginary
velocity to the field, which would then allow for the climb.
This kind of solution has been studied in the context of
tunneling [31–35]. However, this goes beyond the scope
of this work, and we leave it for a future analysis.
IV. DISCUSSION OF THE RESULT
Let us present here a comparison between the result
we have obtained for the escape rate, given by Eq. (3.69),
16
and the related problem of quantum tunneling at a suf-
ficiently high temperature, where thermal effects domi-
nate. The similarities between the two results provide
some insights about the methods needed for an explicit
evaluation of the escape rate, once a potential has been
specified.
A. Comparison with quantum tunneling at finite
temperature
Quantum tunneling of a scalar field is a well-studied
problem and plays a significant role in the study of first-
order phase transitions and in the stability of false vacua.
The problem has been solved for quantum field theory
by Callan and Coleman at zero temperature [11, 12]
and later extended to finite temperatures by Linde [13].
The result of Ref. [13] is particularly interesting for the
current analysis since, for sufficiently high temperatures
where the thermal fluctuations dominate over the quan-
tum fluctuations, it recovers the result of Langer for clas-
sical nucleation [18, 19]. In this regime, it is fair to expect
some similarities between the tunneling and the escape
rates.
The quantum tunneling rate per unit volume, at finite
temperature and when thermal fluctuations are domi-
nant, is given by
Γ(T )
V = T
(S3(φS , T )
2piT
) 3
2
[
det[−∇2 + V ′′A ]
|det′[−∇2 + V ′′(φS)]|
] 1
2
× exp{−S3(φS , T )/T} , (4.1)
where the action S3 is defined as
S3(φ, T ) ≡
∫
d3~x
[
1
2
(∇φ)2 + V (φ, T )
]
, (4.2)
and φS is a solution of
∂2
∂r2
φS +
2
r
∂
∂r
φS = V ′(φS , T ), (4.3)
where V (φ, T ) is the temperature-dependent effective po-
tential.
Comparing with the escape problem, and assuming
identical potentials,5 we immediately notice that the
field configurations entering the two rates are the same,
Eq. (3.32) for the case of the escape problem and Eq. (4.3)
given above. This similarity implies that the ratio of de-
terminants and the exponential term are identical in the
escape rate Eq. (3.69) and in the tunneling rate Eq. (4.1),
respectively. Using the argument of Coleman [11, 36],
5 To be more precise, we assume that the potential of the escape
rate V (φ) is equal to the effective potential V (φ, T ) at a fixed
value of T .
that the action S3 is invariant under an infinitesimal scale
transformation of the solution φS , we obtain
S3(φ, T ) = 1
3
∫
d3~x (∇φ)2, (4.4)
which is precisely the term given by the Jacobian in the
escape rate problem.
The crucial difference between the escape and the
quantum tunneling rates lies in the prefactors. In par-
ticular, the escape rate predicts a factor of λ/2pi replac-
ing the temperature. We interpret this difference as fol-
lows. First of all, the escape problem, even if closely
related, is not defined exactly as the transition rate due
to tunneling effects. A comparable, but not identical,
rate should emerge. Moreover, to derive the escape rate,
we used the framework of stochastic field theory, where
the strength of the noise and the damping appear ex-
plicitly. One naturally expects the damping to play a
role in the final result, in particular within the dynami-
cal prefactor λ in Eq. (3.69). On the contrary, the tem-
perature that appears in the prefactor of (4.1) is an ap-
proximation which relies on dimensional grounds. In the
approach of Ref. [13], the properties characterizing the
medium, for example the viscosities, are not taken into
account. When the properties of the medium are consid-
ered [14, 37, 38], a dynamical prefactor is expected in the
rate.
It is however remarkable that the two rates computed
with different methods, the stochastic field theory for the
escape problem and the path integral formalism of quan-
tum field theory for tunneling, have so much in common.
The escape rate only takes into account the thermal fluc-
tuations and is valid for arbitrarily small temperatures.
It is a strong support for Eq. (3.69) that the tunneling
rate, in the limit where the thermal fluctuations domi-
nate, mostly recovers the escape rate.
B. Towards an explicit evaluation of the escape
rate
In general, once a potential has been specified, a com-
plete derivation of the escape rate, Eq. (3.69), requires
numerical methods, as for example in Ref. [39]. However,
exploiting the similarities with the quantum tunneling
rate, we can use the techniques developed for the latter
to provide some guidance on the explicit derivation of the
escape rate. This holds even if the derivations of both
rates, as stated before, are based on completely different
methods, path integrals for tunneling and a stochastic ap-
proach for the escape rate. Let us consider the exponent,
the dynamical and statistical prefactor terms appearing
in our final result Eq. (3.69), separately. Recall that, in
general, it is sufficient to know the order of magnitude
of the prefactors, the rate being mainly dictated by the
exponential.
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1. The exponent term
The evaluation of the exponent term in Eq. (3.69) re-
quires the solution of the saddle-point equation (3.32),
which, in general, is obtained numerically. However, two
cases have been identified where an analytical treatment
is possible [13, 28]. In the thin-wall approximation, the
potential has two minima that are almost degenerate.
The saddle-point configuration has the form of a bubble
of true vacuum. Going along the radial direction, φS(r)
is initially almost constant and close to φTV . This cor-
responds to the interior of the bubble. The field solution
then bounces to φA, which defines the wall of the bubble.
The critical radius of the bubble is found by minimizing
the energy. It has been shown in [13, 28] that the expo-
nent becomes
∫
d3~x
[
1
2
(∇φS)2 + V (φS)
]
=
16pi
32
(∫ φA
φTV
dφ
√
2V (φ)
)3
,
(4.5)
where  is the difference between the false and true vacua,
and the integral on the right-hand side is evaluated in
the limit where  vanishes. The other situation where an
analytical treatment is possible is when the potential dif-
ference between the false and true vacua is much larger
than the barrier height. The potential can be approxi-
mated by a cubic or a quartic polynomial function in the
field, leading to exact solutions.
2. The statistical prefactor
The exact evaluation of ratios of determinants in field
theory is, in general, an involved task. Recent discussions
on some analytical approaches to this problem can be
found in [40–42]. For the evaluation of the escape rate
just as for the tunneling case, as stated in [13, 28], it is
sufficient to have only a rough estimate of this prefactor.
Dimensional analysis shows that the square root of the
ratio of determinants has dimension m3 corresponding to
the removal of the three eigenvalues in the denominator.
Therefore, we can write
[
det[−∇2 + V ′′A ]
|det′[−∇2 + V ′′(φS)]|
] 1
2
∼ O
(
φ3, (V ′′)3/2, r−3, T 3
)
,
(4.6)
where the quantities on the right-hand side (apart from
the temperature) should be understood as mean values.
In general, φ3, (V ′′)3/2, and r−3 are of the same order of
magnitude and should be compared with the temperature
to find the dominant contribution. This is different from
the case of quantum tunneling at a finite temperature,
where the temperature is expected to dominate in the
statistical prefactor.
3. The dynamical prefactor
The dynamical prefactor λ has been defined in
Eq. (3.48) as the unique positive eigenvalue of the matrix
MT · (eSij). The eigenvalue equation for λ can be written
as [
∂2
∂r2
+
2
r
∂
∂r
− V ′′(φS)
]
v(r) = λ(λ+ η)v(r). (4.7)
We observe that λ has a dependence on the dissipa-
tion coefficient η. As usual, an analytical solution of
the eigenvalue equation is not possible, in particular,
since it requires the knowledge of the saddle-point con-
figuration φS(r). There exists, however, certain situa-
tions where an approximate result might be obtained,
for example in the thin-wall approximation discussed
above. Useful discussions on this problem can be found
in Refs. [14, 30, 37, 38].
V. POSSIBLE APPLICATIONS
Here we will identify some suggested applications for
the derived result for the escape problem in field theory.
In fact, there can be applications in any situation involv-
ing a phase transition. In high-energy physics this could
be in the context of cosmology as well as in heavy-ion
collision experiments, and at low energy in condensed
matter systems. In all these cases one can find appli-
cations where the escape problem defined here plays a
relevant role. A particular interest is to look at scenarios
where the escape rate provides an alternative mechanism
to quantum tunneling. We also identify problems where
the methods, developed here in order to derive the escape
rate, provide an alternative approach. Since the aim of
the current analysis is a formal definition and a solution
of the Kramers problem, we restrict to a general descrip-
tion of these applications. A deeper analysis is left for
future works.
a. Phase transitions and topological defects: A con-
crete situation where the escape rate becomes significant
is in the study of out-of-equilibrium systems, in partic-
ular, during a first-order phase transition. Our analysis
is well suited to investigate the approach to equilibrium.
We can imagine, for example, the situation of an ini-
tially quadratic effective potential that is developing an-
other local minimum. The second minimum is, at first,
a false vacuum before becoming the true vacuum of the
potential. The escape rate provides the necessary tools
to study the evolution of the FP probability distribution
between the old and the new equilibrium distributions.
Phase transitions are often associated with the forma-
tion of topological defects [43, 44]. Fluctuation and dis-
sipation dynamics can influence their creation, in partic-
ular in a second-order phase transition, where the height
of the potential barrier is suppressed at the beginning of
the transition. These effects might also play an impor-
tant role in crossover transitions. In the special case of
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embedded defects [45–48], the possibility for the field to
escape would have some consequences on the stability of
the configuration. Examples of realistic stable embedded
defects are known [49]. The escape rate should, there-
fore, be related to the destruction probability of such a
stable embedded configuration.
b. Landscape of metastable minima: One of the
most interesting features of the escape problem is the
hopping of the field over the potential barrier. Naively,
considering a potential with two minima that are almost
degenerate, the escape rate between the false and the
true vacua should not be sensibly different from the rate
between the true and the false vacua. For these reasons,
the escape rate could be relevant in theories that con-
tain several nondegenerate minima, in particular, in or-
der to compute the probability for a finite part of space to
evolve from one minimum to the next. One can imagine,
for example, a situation with two possible directions to
diffuse. In one of them, there is a large potential barrier
but a minimum at a lower energy beyond the well. In the
other direction, the potential barrier is smaller but the
next minimum is at a higher energy. Quantum tunnel-
ing could only be applied to the first case but the escape
mechanism is applicable in both cases.
Such a situation arises in string theories, which contain
many metastable vacua [50]. This framework is called
the string landscape [51]. The question of how a vac-
uum is selected is of particular interest. Our mechanism
precisely allows for the hopping from one vacuum to the
next one. Moreover, the Hagedorn temperature [52, 53],
usually associated with string theories, could be the ori-
gin of the fluctuation and dissipation dynamics. Such
an analysis might require a generalization of our work to
take into account gravitational effects.
An active field of research in condensed matter physics
concerns the glass transition [54], corresponding to a
phase transition between a liquid and a glassy state. The
phenomenology of glassy systems can be described by an
N -body system in a potential with several metastable
minima, called the potential energy landscape [55, 56].
The escape rate provides a mechanism to probe the dif-
ferent minima. A generalization of our analysis to a non-
relativistic field would be needed in this case.
c. Stochastic inflation: The stochastic formulation
of inflation was introduced by Starobinsky [57, 58] as a
framework to study the dynamics of a quantum scalar
field during inflation. The field is split into two parts,
the long-wavelength part (coarse grained) and short-
wavelength quantum fluctuations. The backreaction of
the quantum fluctuations on the coarse grained part is
parametrized as a stochastic noise. The equation of mo-
tion of the inflaton becomes a Langevin equation. The
framework is particularly relevant in the computation of
correlation functions of the inflaton field [59].
In general, the noise is assumed to be homogeneous
and the problem reduces to the zero-dimensional case
described in Sec. II. This approach considers only the
fluctuations that can lift an entire Hubble sphere. If, on
the other hand, we imagine that the backreaction coming
from the quantum fluctuations is inhomogeneous, the for-
malism developed for the escape rate is particularly use-
ful. One can also think about different regions of space
that evolve along different directions in the inflationary
potential.
d. Stochastic quantization: The stochastic approach
of quantum mechanics was first proposed by Nelson in
[60] and then extended to fields by Parisi and Wu in
[61]. The main idea relies on the fact that the generat-
ing functional of Euclidean field theories is related to the
equilibrium limit of a statistical system coupled to a heat
reservoir. The temperature of the heat bath is chosen to
match the Planck constant. The evolution of the system
plus reservoir is in a fictitious time and the equilibrium
is reached when this extra time direction goes to infin-
ity. This method for modeling quantum field theory is
particularly useful for numerical simulations, such as in
lattice field theory [62].
The stochastic field theory introduced for the deriva-
tion of the escape rate is formally equivalent to the for-
malism describing stochastic quantization. The only dif-
ference is the dimension of space. The formalism de-
scribed in Sec. III B can be seen as a three-dimensional
Euclidean field theory coupled to a heat bath, whereas
the stochastic quantization considers a four-dimensional
Euclidean field theory and an extra time dimension. In
the language of stochastic quantization, in particular, us-
ing the identification ~ = kBT , we can directly write the
escape rate as
k
V =
λ
2pi
[ S4
2pi~
]2 [
det[−+ V ′′A ]
|det′[−+ V ′′(φS)]|
] 1
2
e−S4(φ
S)/~,
(5.1)
where
S4(φ) ≡
∫
d4~x
[
1
2
(∇φ)2 + V (φ)
]
, (5.2)
and φS is the saddle-point configuration. If the system is
initially in a false vacuum, the quantum escape rate (5.1)
defined for quantum fluctuations gives a quantum nucle-
ation rate, which should be equivalent to quantum tun-
neling in the usual quantization. A similar treatment as
in Sec. IV A should be performed to compare this result
with the quantum tunneling rate at zero-temperature,
computed in Refs. [11, 12], and to study how the two re-
sults agree. We leave the analysis of the quantum escape
rate open for future works.
VI. CONCLUSION
In this work, we have proposed a definition and a so-
lution of the Kramers problem for a scalar field theory.
Using the framework of stochastic field theory, we have
studied the probability for a scalar field to escape a po-
tential well due to thermal fluctuations. The field theory
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character of the problem complicates the definition of the
escape configuration. Unlike the zero-dimensional point
particle case, we have learned that the shape of the poten-
tial, beyond the local maximum, influences the rate. Two
situations have been identified that need to be treated
separately, when the initial minimum corresponds to a
true or a false vacuum. Using a generalization of the
flux-over-population method to a field, we have derived
a full solution of the escape problem from a metastable
vacuum and stated some directions to address the case
of an initial true vacuum.
The main result of our analysis is the expression of the
escape rate, Eq. (3.69). A comparison with the quantum
tunneling rate, in the limit where the thermal fluctua-
tions dominate, shows that the two rates have much in
common. These similarities provide strong support for
our result, in particular, since both rates are computed
from different approaches. The rates are, however, not
identical. This is not surprising, since the two problems,
even if related, are not exactly the same. In particular,
the escape rate explicitly takes damping effects into ac-
count. Nevertheless, the well-studied framework of quan-
tum tunneling provides some useful techniques for an ex-
plicit evaluation of the escape rate, once a potential is
fixed. In this work, we have taken specific advantage of
that. It is remarkable that the derivation presented in
this paper also encompasses the Hawking-Moss instan-
ton. This solution naturally emerges from the flux-over-
population method and can be studied within the frame-
work presented here.
Beyond the formal interest of the Kramers problem
in field theory, we have identified several concrete sit-
uations, in cosmology, particle physics and condensed
matter physics, where the escape rate is relevant. Out-
of-equilibrium scenarios, for example during a transition
between two nondegenerate vacua are natural candidates.
In cosmology, phase transitions and the formation of
topological defects, as well as stochastic inflation are var-
ious applications. The string landscape and the glass
transition present a favorable environment for an escape
mechanism. On a more formal level, the analogy with the
stochastic quantization might shed new light on both the
interpretation of the escape problem and on the mean-
ing of the stochastic approach of quantum mechanics.
A deeper analysis of these directions will require further
work.
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Appendix A: Mean first passage time
1. Definition of the MFPT over the barrier
An alternative derivation of the escape rate is achieved
with the method of the mean first passage time. The first
passage time (FPT) is defined as the time the particle
takes to leave a domain D for the first time. In our case,
it corresponds to the time needed for the particle initially
at xA, to pass over the maximum at xB as depicted in
Fig. 1. Since the forces acting on the particle are random
and the dynamics not deterministic, the FPT is different
for each realization. One can, however, define the MFPT
as the average of the FPT and estimate the escape rate
as its inverse.
A formal definition of the problem relies on the intro-
duction of the survival probability S(t | x0, v0, t0). It
corresponds to the probability that the particle is still in
D after a time (t − t0), while being initially at position
x0 with velocity v0. In our case, the domain is the A-
well where x ∈ (−∞, xSi], where the upper limit of the
domain, xSi, is a point chosen to be near, but beyond,
the maximum, to ensure the passing of the particle. The
survival probability is defined as
S(t | x0, v0, t0) =
∫
D
dxdv P (x, v, t | x0, v0, t0)
= Prob [T (x0, v0) > (t− t0)]
=
∫ ∞
(t−t0)
dt f(t | x0, v0), (A1)
where T (x0, v0) is the FPT starting at x0 with initial
velocity v0 and f(t | x0, v0) is the probability distribution
for T (x0, v0). The above relation is motivated by the
following reasoning. The probability to be in the domain
at time t is the same as the probability of having a first
passage time larger than (t− t0).
From Eq. (A1), we deduce the following relation be-
tween S(t | x0, v0, t0) and f(t | x0, v0),
f(t | x0, v0) = −∂S(t | x0, v0, t0)
∂t
. (A2)
The moments 〈Tn〉 of the FPT are defined as
〈Tn〉 ≡
∫ ∞
t0
dt (t− t0)nf(t | x0, v0)
= n
∫ ∞
t0
dt (t− t0)n−1S(t | x0, v0, t0), (A3)
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and, in particular, the MFPT τ reads
τ ≡ 〈T 〉 =
∫ ∞
t0
dt S(t | x0, v0, t0)
=
∫ ∞
t0
dt
∫
D
dxdv P (x, v, t | x0, v0, t0). (A4)
We understand this expression for τ in the following way.
The averaged first passage time is the sum of all the prob-
abilities to be in the domain D at any time t larger than
t0. If the particle is never in D, the integrand vanishes
and so does the MFPT. If, on the other hand, the particle
is always in the domain, the integral over the probabil-
ity distribution is normalized to 1 and the time integral
diverges, leading to an infinite MFPT.
Using the adjoint FP equation, it is possible to find an
explicit solution for the MFPT,
L†FP τ =
∫ ∞
t0
∫
D
dxdv L†FPP (x, v, t | x0, v0, t0)
= −
∫
D
dxdvP (x, v, t | x0, v0, t0)
∣∣∣∞
t=t0
= 1, (A5)
where we assumed that the probability to be in the
domain for t going to infinity vanishes, and we used
P (x, v, t0 | x0, v0, t0) = δ(x − x0)δ(v − v0). To find the
mean first passage time, it is sufficient to solve L†FP τ = 1
with the boundary condition τ = 0 on ∂D. Despite
the apparent simplicity of the equation describing the
MFPT, the computation turns out to be rather involved
in practice.
2. Formal equivalence between the MFPT and the
flux-over-population method
A formal relationship between the flux-over-population
and the MFPT methods has been shown in Refs. [9, 10].
We have learned in the previous section that the MFPT
τD(x0, v0) is defined by the equation
L†FP τD(x0, v0) = 1 , (x0, v0) ∈ D, (A6)
and the boundary condition τD(x0, v0) = 0 for x0 ∈ ∂D.
The Green’s function g(x, vx | y, vy) for the FP operator
on D is defined as
LFP (x, vx)g(x, vx | y, vy) = kδ(x− y)δ(vx − vy), (A7)
for (x, vx) ∈ D, and
g(x, vx | y, vy) = 0, x ∈ ∂D. (A8)
The Green’s function might be interpreted as a stationary
probability distribution, since it is a time-independent
solution of the FP equation at every point of the phase
space but (y, vy). This point might be seen as an addi-
tional point source of strength k. Moreover, the bound-
ary D acts as a sink. The conservation of probability
implies that the source strength is related to the proba-
bility to be absorbed per unit time, i.e.,
k =
∫
D
dxdv LFP (x, vx)g(x, vx | y, vy)
=
∫
∂D
dSi Ji(x, vx | y, vy), (A9)
where Ji is the probability current density defined from
the FP equation
LFP (x, vx)g(x, vx | y, vy) = ∂
∂x
Jx +
∂
∂vx
Jv. (A10)
After a multiplication of the Green’s function with the
MFPT and the integration over the domain D, we obtain∫
D
dxdv τD(x,vx)LFP (x, vx)g(x, vx | y, vy)
= k
∫
D
dxdv τD(x,vx)δ(x− y)δ(vx − vy), (A11)
and ∫
D
dxdv [L†FP (x, vx)τD(x, vx)]g(x, vx | y, vy)
= kτD(y,vy). (A12)
Hence, the MFPT becomes
τD(y, vy) =
∫
D dxdv g(x, vx | y, vy)∫
∂D dSi Ji(x, vx | y, vy)
, (A13)
which is precisely the inverse of the flux-over-population
formula for the escape rate (2.12), with a source located
at y inside the well.
The escape rate derived with the flux-over-population
method is formally equivalent to the inverse of the
MFPT. The latter provides a simple interpretation of the
escape problem. The escape time, given by the inverse of
the escape rate, is similar to the average time needed for
a particle to leave a domain. However, the MFPT faces
some practical difficulties when solving for the rate, in
particular, beyond the overdamped limit. The flux-over-
population method is better suited to obtain an analyti-
cal solution.
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