We discuss several combinatorial problems that arise when one looks at computational algorithms for highly symmetric networks of processors. More specifically, we are interested in minimal times associated with four communication tasks (defined more precisely below): universal broadcast, every processor has a vector that it wishes to broadcast to all the others; universal accumulation, every processor wishes to receive the sum of all the vectors being sent to it by all the other processors; universal exchange, every processor wishes to exchange a vector with each other processor; and global summation, every processor wants the sum of the vectors in all the processors . §1. Introduction. We discuss several combinatorial problems that arise when one looks at computational algorithms for highly symmetric networks of processors. More specifically, we are interested in minimal times associated with three communication tasks (defined more precisely below): universal broadcast, every processor has a vector that it wishes to broadcast to all the others; universal accumulation, every processor wishes to receive the sum of all the vectors being sent to it by all the other processors; and universal exchange, every processor wishes to exchange a vector with each other processor. Our general model of a network is a directed graph with processors as vertices and the connections between them as edges. The case has been made elsewhere that a multiprocessor network should be homogeneous; that is, the network should appear the same from any processor. This means that the graph is vertex transitive. Sabiduissi [6] has shown that a graph is vertex transitive if and only if it is the Cayley coset graph of a group. If the coset is the identity group, the graph is called a Cayley graph. Our main intent is to create methods for scheduling highly symmetric global communication tasks on vertex symmetric networks. We discuss the notion of a regular order on a group of order P with d generators and we show that possessing a regular order is sufficient to
ensure that if we have a network on the corresponding Cayley graph and we can use all the wires simultaneously on every time step, then the time for universal broadcast will be optimal,   d P / ) 1 ( − . We show that the hypercube has these conditions.
We also discuss the difficulties that arise when wires exist in both directions between any two connected processors but both cannot be used simultaneously. In this case, proving any general theorems seems daunting.
As an example, we analyze the case of the hypercube. We show that if all the wires on a d dimensional hypercube can be used simultaneously on every time step but only in one direction then universal broadcast and universal accumulation take  
time steps while universal exchange takes P time steps.
Finally, we can show that if the graph is distance transitive (see [12] and defined more precisely below), then global summation can be accomplished in the number of steps equal to the diameter of the graph. So in the d dimensional hypercube, for example, we can take each step to be the set of wires in a fixed coordinate direction. After d of these steps, all the processors have the sum of all the data. §2. Definitions and examples.
Definition (Cayley coset graph).
Let Γ be a finite group, H be a subgroup, and ∆ be a set of distinct nonidentity coset representatives of H in Γ with the properties
We define a Cayley coset graph ) , , ( .)
The hypercube is a Cayley coset graph. The group is 2 2 Z Z × × = Γ K , where 2 Z is the two-element group; H is the identity group; ∆ is the set of canonical generators
. Since the square of each generator is the identity, the hypercube has wires in both directions between any two connected processors. We shall say more about Cayley coset graphs in Section 4. Note that a task graph is a labeled digraph. As such, we can refer to it by its adjacency matrix or we might want to utilize one adjacency matrix for each of its τ time steps. 1 4 e e < , we do not require ) ( ) ( 1 4 e t e t < . Fig 2) . We use a simple model that assumes that when a word of data gets to a processor, it takes no time to store it, retrieve it, or operate on it. The only time that counts is the time to move one word of data across a wire (a fixed constant throughout the network). The task graph represents the time step in which a given piece of data transfers between two processors. In [9] , more realistic models are discussed.
Definition. A task graph T is a sequence of directed edges { }

Example (see Fig 1).
Example (see
Example.
The task graph for moving one word of data from a single processor 0 to all others in the cube 3 Q might be a directed tree that spans all processors. See Figure 3 . 2.10. Theorem. If T is a task graph, the graph T ′ formed by reversing all arrows and times is a task graph. 
Proof
Theorem (Duality).
T is a task graph for moving one word from one processor 1 P to all the others (a broadcast from 1 P ) if and only if T ′ is a task graph for accumulating one word from each processor and storing it in 1 P (an accumulation to 1 P ).
Proof. T will move one word from 1 P to all the others if and only if it has a directed path from 1 P to each of the others. This is equivalent to saying that T ′ has a directed path from each processor to 1 P . The condition in T ′ that the sum of two (or more) incoming words cannot exit a processor before each summand has arrived is equivalent to the condition in T that a word cannot be sent out to two (or more) processors before it arrives.
2.12. Discussion. Not every communication task can be represented as a task graph. Essentially, we have forced a task graph to pass only one word of information.. (It may be in slightly different form at different times.) For this reason, we need a more general definition. For example, in a hypercube if we were allowed to use the wires in both directions between processors simultaneously, the tasks in Figure 3 and Figure 4 could proceed simultaneously.
Definition.
A communication graph C is a collection of task graphs having the property that no directed edge in C can have a given label more than once.
A universal broadcast is a communication graph consisting of a broadcast from each processor.
A universal exchange is a communication graph consisting of a directed path from each vertex to each other.
Example.
A communication graph for universal broadcast in a 2-cube (see Figure  5 ): 
Definition.
The time for a communication graph is the maximum of the times for each of its tasks,
2.18. Discussion (one-way communication). In our model of communications, we have specified that when there are edges in both directions between two processors, they both can be used on a single time step.. In some networks, both of these edges share the same physical wire and cannot be used in both directions at once. With this in mind, we make the following definition.
A one-way communication graph C is a collection of task graphs having the property that edges between the same two vertices in C cannot have the same label. To distinguish this model and the original one, we put the words "one-way" in front of the previous definitions.
2.20. Definition. One task graph for global sum is two spanning trees rooted in a single vertex. One tree has edges directed in to the vertex and the other out from the vertex. Times start on the leaves of the first tree and increase towards the root. The times then continue to increase on the second tree from the root to the leaves. §3. Lower bounds.
Theorem.
For a universal broadcast,
where Q is the number of edges in G which can be used simultaneously.
Proof. Each task graph has at least 1 − P edges. There are P task graphs, so we need 
Thus it is possible that the minimum can be achieved.
(i) For a universal broadcast on a regular bi-directed graph,
where Q is the number of bi-directed edges in G.
(ii) For a universal broadcast on a regular directed graph with both in-degree and outdegree d,
Proof. Left to the reader. §4. Universal broadcast on Cayley coset graphs. In this section, we describe a property possessed by many Cayley coset graphs that is a sufficient condition for optimal universal broadcast on graphs of groups. 
The main strength of regular ordering is that, as we shall now show, it is a sufficient condition in Cayley graphs for the existence of an optimal two-way universal broadcast.
In a Cayley graph that has a regular order with degree d and P vertices, the optimal time for universal broadcast is
Proof. The lower bound is the content of Theorem 3.5(ii). Using the labeling in 
Do all Cayley coset graphs admit optimal universal broadcast? If a vertex symmetric graph can be regularly ordered, then clearly
Example 4.7 below shows that is not the case. Can all vertex transitive graphs with
Perhaps the time for universal broadcast on a vertex symmetric graph is the maximum of
We have not been successful dealing with Cayley coset graphs whether they can be regularly ordered or not. In [10] , we specified an additional property of Cayley coset graphs that we claimed would be sufficient for optimal universal broadcast but Ken Blaha [11] showed that the Petersen Graph had a regular order with this additional property but the task graphs produced by the algorithm had identical edges assigned the same time. It is easy to see that universal broadcast on the Petersen Graph can be done in the time predicted by Theorem 4.5 (three time steps) so perhaps there is still some way to apply this theory for Cayley coset graphs. 
Example. Take the abelian group
We recover the global sum at each processor by scaling µ by the predetermined factor. 
Corollary. If all the edges in a distance
time steps by Theorem 4.5. Since there are edges in both directions between every pair of connected vertices in the hypercube, we can split the edges into two sets with oppositely directed edges in different sets. For each time t in the universal broadcast, we assign a new time 1 2 − t to an edge if it was in the first set and t 2 if it was in the second set. This produces a one-way universal broadcast with time
This differs from the optimum by at most one depending on the remainder inside the floor function. It is quite complicated to deal with this small difference. At any rate, we do not know how to approach universal exchange in a general Cayley graph so specialized proofs are required for the hypercube in that case. Here are the theorems that we shall prove in the next section.
6.1. Theorem. For the d-cube, let τ be the time for a one-way universal broadcast to all but the point farthest away. Then
Theorem. The time for a one-way universal broadcast in a
In fact, the time for a broadcast from each vertex to all those within distance l is
In addition, on odd time steps, the edges can be directed arbitrarily, with the opposite direction used on the next time step.
Remark.
Reference [7] has basically the same algorithm, but seems to avoid all the complications by restricting attention only to cubes whose dimensions are prime numbers and then the fraction is an integer. 
Proof. Let it is easy to order the elements of the class so that
To order all of ] [s D correctly, we proceed through the classes ordering each one as above with k taken in each instance to be the next (modulo d) after the last index used in the previous step. 
Proof. Obvious.
Definition.
We say that the edges ) , 
.
It is easily seen that if 0
T is a task graph, then so is x T . We claim that the collection of T connects all vertices of distance l from vertex 0 to vertex 0 by a spanning tree and since x u + is the same distance from x as u is from 0, C is a communication graph for universal broadcast to distance l . T by adding x when x is odd. We would like to label these latter edges with 1 − α also; however, they are exactly the same edges since they use the same r directions. To fix this, we need to have the last r subsets, . We shall leave the proof of the possibility of an ordering of this type to a technical lemma (Lemma 7.6) given below. Suppose the ordering we are using to construct 0 T has this property. Let
We need to have our ordering possess one additional property.
If we form 0 T ′ from 0 T by removing the edges ) , ( , we need to have 0 T ′ be a task graph. This is related to the problem of having 0 T itself be a task graph, so we discuss both of these problems in a moment. Now . In this case, i u cannot be one of the i v since it is associated with a set with fewer elements. In rare cases, however, the number of elements in the i S may vary by 1. We need an additional constraint on the ordering constructed in Lemma 7.2. Not only do we need to have 7.7. Lemma.. The non-empty subsets of D with at most l elements can be ordered
, and if
, then we do not have . We order the l -element subsets as in Lemma 7.1 by using the list ) , , , , they cannot be satisfied since they say that we must have 1 1 , , , 
Proof. In other words, we are assigning to each special class a set of 
This is what we shall show. 
. In these cases, Eq. S , in a manner which will satisfy the incomparability parts (i) and (ii) of the definition of task graph. This is fairly simple: we order the times so that they increase with increasing level. The only problem arises when we come to the "seam" between two levels. This scheme might assign the same time to an edge in one level as an edge in the next level which forms a directed path in one of the task graphs which makes up C. To remedy this, we make sure that the times on the seam are assigned to groups which come from n distinct tasks; then we assign times to the remaining groups at each level. To make this more precise, let us reorganize the ) 1 ( − × n n groups } { which must be assigned a time at this level. We assign the times so that a collection k C is kept as contiguous as possible; every group in the collection is assigned one of two neighboring times. In addition, i S is inserted on the seam after all of the } { . The full time list is given in Table 1 (after n levels, we repeat the whole process; this happens t times).
Let us summarize what we have done. We have made 0 C a communication graph with t s n + − ) 1 ( times, which we can assume are consecutive odd integers starting with 1. Thus by the device of assigning the same times to x C , when x is even and assigning the following even times to x C when x is odd, we can, by Lemma 7.4 The algorithm for communicating simultaneously to vertices at distance 1 − d and d is a specialization of the method used above, but n is set to 1. Details of the proof of this and the last statement of the theorem are left to the reader. (ii) the time for broadcast from each vertex to all vertices of distance l is
