We introduce in this paper a new class of transformed symmetric models to extend the Box and Cox (1964) models to more general symmetric models. This class of models includes all symmetric continuous distributions with a possible nonlinear structure for the mean and enables the fitting of a wide range of models to several data types. We derive an iterative process for fitting these models by maximum likelihood. We give simple formulae to estimate the parameter that index the transformation of the response variable and to estimate the rth moment of the original dependent variable which generalize previous published results. We discuss inference on the parameters. The usefulness of the new class of models is illustrated in one application to a real data set.
Introduction
We introduce a new class of transformed symmetric models (TSMs) with symmetric distributions for the response variable and a possible nonlinear link function for the mean response. This class of models extend the classical Box and Cox (1964) models to cope with several other symmetric continuous distributions with heavier and lighter tails than the normal tails. We use a family of symmetric distributions to ensure that the homoscedasticity of the dispersion parameter holds since this is a common assumption in linear and nonlinear models.
The use of transformations in regression analysis is very common and may be helpful when the original model does not satisfy the usual assumptions. The power transformation family proposed by Box and Cox is often used for transforming to a normal linear model. Box-Cox models add useful tools for applied statistics, pertaining to the separable aspects of variance homogeneity, model additivity and normality. This article considers the problem of extending the Box-Cox models to a non-Gaussian framework although symmetric with homoscedasticity and a possible nonlinear function for the regression parameters.
The power transformation has been widely used but one thing is clear: that seldom does this transformation fulfill the basic assumptions of linearity, normality and homoscedasticity simultaneously. Moreover, the normality assumption of the response variable for the model is questionable when the data contain outliers and estimates of the parameters may be misleading. In view of this, we work with a general family of monotonic transformations (which is data based) and combine the idea in Box-Cox models of transforming the response variable with the systematic component of the generalized linear model (GLM), although we assume a general family of symmetric distributions for the response. The key motivation is to extend the Box-Cox idea to a more general family of symmetric distributions which maintain the homoscedasticity assumption with a possible nonlinear function for the parameters.
The symmetric family of distributions allows an extension of the normal distribution for statistical modeling of real data involving distributions with heavier and lighter tails than the ones of the normal distribution. This family covers the normal, Student t, generalized Student t, power exponential, logistics I and II, generalized Kotz and contaminated normal, among others. Cambanis et al. (1981) and Chmielewski (1981) presented a systematic treatment for symmetric distributions.
The t linear regression model was introduced by Lange et al. (1989) as a robust extension of the classical normal model, since the t distribution is not as sensitive to outliers as the normal distribution. They provide a rich illustration on the use of the univariate and multivariate t regression models and give a number of practical applications. The t regression models now constitutes a flexible framework for robust data analysis and provides a useful extension of the normal for statistical modeling of data involving errors with longer-than-normal tails. The degrees of freedom parameter of the t distribution is very convenient for achieving robust statistical inference, with moderate increases in computational complexity.
In Section 2 we define the TSMs and give a summary of key results. The maximum likelihood process for fitting these models is discussed in Section 3. In Section 4 we derive formulae to predict the mean of the untransformed observations. Inference and some goodness of fit statistics are discussed in Section 5. In Section 6, we analyze a real data set to illustrate the application of the new class of models and, finally, concluding remarks are given in Section 7.
Model Definition
We work with a general parametric family of transformations from the response variable
where λ is a scalar parameter defining a particular transformation. We further assume that for each λ, Y
is a monotonic function of Y . Usually, we consider the Box and Cox (1964) 
= log(Y ) when λ = 0, and assume that there exists a λ value for the response variable such that Y (λ) follows a linear regression model µ = Xβ with normal error and constant variance. In practice this will rarely be true. It is frequently assumed in connection with the power transformation that Y is positive; if Y could be negative many values of λ would be clearly inadmissible. Manly (1976) proposed the exponential transformation to be used with negative Y s of the form: Y = Y when λ = 0. This transformation seems to be effective at turning skew unimodal distributions into nearly symmetric normal-like distributions. Alternative transformations to the power transformation are reviewed by Sakia (1992) .
We consider transformed random variables Y
from (1) which are independent and each Y (λ) i follows a continuous symmetric distribution with mean parameter µ i ∈ and dispersion parameter φ > 0 of the form
where the function f (.) (known as the density generator) is such that
. The probability density function of the standardized random variable Z
∼ S(0, 1). The symmetric family (2) retains the structure of the normal distribution, but eliminates the specific form of the normal density to include symmetric densities that have shorter or longer than normal tails.
The characteristic function of f (x) is integrable. In order to introduce a regression structure in the family of distributions (2), we take the systematic component of the GLM for the mean vector µ = E(Y (λ) ) given by
where g(·) is a known one-to-one continuously twice-differentiable function, η is the linear predictor, X is a specified n × p model matrix of full rank p < n and β = (β 1 , . . . , β p )
T is a set of unknown linear parameters to be estimated. We define the TSM by the families of transformations (1) and symmetric distributions (2) and the systematic component (3). Then, the TSMs assume tentatively that there exists some λ value in (1) such that the transformed random variables Y
can be treated as independently distributed following the random component (2) and the systematic component (3).
The exactness of the above assumptions may not be important in the applications. The generalized form (1) is used to determine the specific form within a particular family of transformation functions which is optimal by reference to a maximum likelihood criterion. In the TSMs we maintain the hypothesis of homoscedastic variance of the Box-Cox model, but the possibility of a more general family of symmetric distributions for the response variable and a nonlinear function for the regression parameters represent less restrictive assumptions than the strong assumptions of the Box-Cox models that the power transformation may lead to a more nearly normal linear model. The optimal value of λ is obtained in order to produce a more nearly symmetric model fitted to the transformed data.
Special cases of the TSMs are: Box-Cox models for which the transformation (1) is the power family, the distribution in (2) is normal and the systematic component is µ = η = Xβ; power symmetric models (PSMs) defined by the Box-Cox transformation or the simple power transformation in (1) with (2) and (3).
Model Fitting
We observe the model matrix X and the raw data y = (y 1 , . . . , y n ) T and assume that the transformed observations y
T for some unknown transformation parameter λ in (1) satisfy the assumptions (2) and (3). The main objective in the analysis of the TSMs is to make likelihood inference on the vector parameter β and the scalars φ and λ. Let J(λ, y) be the Jacobian of the transformation from y to y (λ) . The log-likelihood for the model parameters can be expressed as
where
The PSMs with the Box-Cox transformation yield J(λ,
. We can maximize (4) unconditionally, for example, by using any software such as SAS, Matlab, R or Ox. Alternatively, we can assume λ fixed and then obtain the conditioned log-likelihood equations to estimate β and φ. Let β (λ) , η
) and φ (λ) be the maximum likelihood estimates (MLEs) of β, η, µ and φ, respectively, for given λ. The conditional estimates β (λ) and φ (λ) can be obtained easily by iteratively weighted least squares.
We now define the function t(x) = log{f (x)} and its first derivative t (x), the n × n diagonal matrices H = diag{µ i } and D
is the square of the ith standardized transformed observation y
− µ). The score functions for the parameter vector β and dispersion parameter φ for given λ are
Conditioning on λ, we can easily see that the parameters β and φ are globally orthogonal and then the MLEs β (λ) and φ (λ) are asymptotically independent due to their asymptotic normality and the block diagonal structure of the joint information matrix, i.e.
) are the information matrices for β and φ, respectively. Here a and b are constants independent on µ and φ which can be obtained from the random variable Z
}.
We can use the Fisher scoring method to solve U 
and
where δ
is a working variate. These equations show that any software with a linear regression routine can be used to calculate β (λ) and φ (λ) by regressing iteratively the modified dependent variable δ (λ) on the model matrix X with H . Then, we update µ (λ) (2) and Q(µ
, y (λ) ) to find φ (λ) (2) from (6), and so the iterations continue until the estimates β (λ) and φ (λ) are obtained. The above quantities D (λ) , a and b are easily derived for the most important symmetric distributions in (2) and the reader is referred to Table 1 of Cordeiro et al. (2000) and Cysneiros and Paula (2005) . For example, for the normal distribution, D (λ) = I, where I is the identity matrix, a = 1/4 and b = 3/4 in agreement with some well known results. For the Student's t distribution with ν degrees of freedom,
and b = 3(ν + 1) 4(ν + 3) , whereas for the type I logistic distribution,
, a = 0.369310044 and b = 1.003445984.
Substituting the MLEs β (λ) and φ (λ) obtained from the see-saw algorithm (5 )-(6) in (4) yields the profile log-likelihood for λ
} and define the geometric means
Then, the profile log-likelihood for λ reduces to
The profile log-likelihood p (λ) in (7) plotted against λ for a trial series of values determines numerically the value of the MLE λ which maximizes (7). To maximize the profile log-likelihood (7), we only need to find a λ value that minimizes the ratio below
For PSMs with the Box-Cox transformation, J
, where y is the geometric mean of the raw data and, in particular, for Box-Cox models, equation (8) yields a result given by Yang and Abeysinghe (2002) .
Once the MLE λ is obtained from the plot, it can be substituted into equations (5) and (6) to produce the unrestricted estimates β = β(
and then the maximized log-likelihood = p ( λ) follows from (7) for the model considered.
Prediction
We now estimate the mean of the untransformed dependent variable Y i using a method analogous to the small-θ method given in Draper and Cox (1969) . When λ = 0 we can write
. Using the binomial expansion we obtain
Since the odd central moments of Y (λ)
vanish, we have
where a 2i = . The even central moments of the symmetric distributions are easily obtained from their characteristic functions. Equation (9) generalizes the expansion given by Pankratz and Dudley (1987) for the non-biasing factor obtained when λ −1 is a positive integer and the transformed data is normal. If we consider only the first term in (9) we obtain the approximate formula
Equation (10) is a generalization of the expressions given in Taylor (1986) and Guerrero (1993) which are valid only for transformed normal data. The correction factor in braces is larger than one if λ < 1 and smaller than one if λ > 1. Further, we can obtain the rth ordinary moment of Y by expanding the binomial
in the same way. We have
where b
2i = a 2i . Combining (11) and (9) we can obtain all moments of Y up to any order of (1 + λµ) is given by 4 .
An obvious estimate of E(Y r
) follows using the MLEs of the parameters λ, µ and φ.
Then, the variance of Y is
For well fitted models, the quantities µ 2i for i > 2 will usually be small. , λ) be its inverse. By expanding F in Taylor series we obtain
(µ, λ) is the (2i)th derivative of F with respect to µ. Analogously, the rth moment of Y follows from
r with respect to µ.
Inference
We essentially make inference about β and φ conditioning on λ = λ. Then, the estimated λ is viewed as known, and confidence intervals for the parameters β, η, µ and φ, hypothesis tests, residuals and diagnostics can be carried out in a similar context of GLMs from the fitted values β, η, µ and φ. The estimated asymptotic covariances of β and φ given by (4a)
and (4 φ 2 )/n(4b − 1) can be used to obtain asymptotic normal intervals for these parameters.
It could be of interest to test whether the parameter of the transformation family (1) conforms to a hypothesized value. We can easily obtain from (7) and (8) 
)} for testing λ = λ (0) which has the asymptotic χ 2 1 distribution. We can construct a large sample confidence interval for the transformation parameter by inverting the LR test and then an approximate interval for λ is readily obtained from {λ | l P (λ) > l P ( λ) − to make inference about λ, which is asymptotically standard normal with absolute error typically of order n −1/2 . The Akaike information criterion is a well-known statistic of easy interpretation to select regression models. In order to compare all untransformed and transformed models fitted to the data, we can use this criterion defined by AIC = −2 + 2r, where is the maximized log likelihood under the considered model and r = p + 1 or r = p + 2 for the untransformed and transformed models, respectively. The model with the smallest value for AIC, among all fitted models, can be taken as the best model to explain the data.
Approximately, we can also compare models with different variance functions using the extended quasi-likelihood function Q + proposed by Nelder and Pregibon (1987) . We justify the use of the statistic Q + to compare models in the fully parametric setting (2) since this statistic has the form of the normal log-likelihood and approximates all symmetric models under investigation. The true extended quasi-likelihood function Q
with mean µ i and variance k 2 φ is given by
A distribution can be formed from Q
i , µ i , φ)} with a suitable constant to make the integral equal to unity. We compute the extended quasilikelihood function for a given TSM by summing over the individual contributions and by substituting the unknown parameters by their estimates
The unnormalized extended quasi-likelihood function (12) 
where E(y i ) and var(y i ) are the estimated mean and variance functions for the model concerned. This statistic (13) could in principle be used to compare TSMs by calculating the mean and the variance of the untransformed observations. Equation (10) yields the estimate of the mean and the approximate variance of y i is var(
. However, the statistic (13) is not informative for untransformed normal models since it reduces to X 2 = n. Except for this case, this statistic can be approximated by a χ 2 distribution with n − r degrees of freedom when n → ∞. We can in principle use X 2 to compare symmetric models (except Gaussian models with λ = 1) on the grounds that very suitable models will have small values for X 2 . However, the statistic (13) could be almost constant and hence almost useless for some fitted models very close to the normal. For these cases, some numerical work seem to be necessary in a future research to reassure how good is the usual chi-squared approximation.
Application
In this section we will reanalyze the study by Ramanathan (1993) in which seven variables were observed in 40 metropolitan areas. The response variable is the number (in thousands) of subscribers with cable TV (Y ) and the explanatory variables are the number (in thousands) of homes in the area (X 1 ), the per capita income for each television market with cable (X 2 ), the installation fee (X 3 ), the monthly service charge (X 4 ), the number of television signals carried by each cable system (X 5 ) and the number of television signals received with good quality without cable (X 6 ). Because Y corresponds to count data, Cysneiros and Paula (2005) used a square root transformation in order to try to stabilize the variance.
We propose some TSMs with identity link function and estimate the parameter λ in the Box-Cox transformation using the profile log-likelihood. We fit the following transformed models: normal, Student t with ν = 4 degrees of freedom and logistic type I and II models. The coefficient β 3 was not significant in all fitted models and hence the installation fee does not contain much information about the response variable and was excluded in the analysis. Tables 1 and 2 give the MLEs of the linear parameters and dispersion parameter (with their corresponding standard errors in parentheses) conditioning on λ fixed or estimated from the fitting of the eight models. When the transformation parameter λ is estimated we also give approximate 95% confidence intervals for this parameter. Based on these asymptotic intervals, we note that the untransformed symmetric models are not accepted for the four cases tested, since one is outside of these intervals. They also show appreciable ranges of compatible values for λ, excluding zero and one, although λ = 0.5 belongs to all of them.
In order to compare the fitted models we give in Table 3 the maximized log-likelihood for the corresponding λ value (fixed or estimated) and the statistics AIC, Q + and X
2
. The maximized log-likelihood assumes a maximum value of −133.1056 for the Student t 4 model. The column labeled w in Table 3 gives the values of the LR statistic w = 2 { p ( λ) − P (1)} for testing λ = 1 suggesting the rejection of the null hypothesis λ = 1 at the 5% significance level for all four transformed models. In other words, the values of w indicate that the transformed models should be chosen for all fitted models.
Based for the transformed models are much less than those of the untransformed models. The generalized Pearson statistic supports the choice of the untransformed type I logistic model since it corresponds to the smallest value among the seven fitted models. However, the graphical analyzes of the Pearson residuals show that the transformed Student t 4 model has a small number of outliers. Moreover, the transformed Student t 4 model seems to be less influenced by the outlying observation 14 than the other three models. We compute the mean absolute percentile error (MAPE) given by
for the eight models. Figure 1 shows the profile log-likelihood curve plotted against the transformation parameter λ. Its maximum of −133.1056 occurs near λ = 0.521 supporting the square root transformation. In Figure  2 we give the plots of the transformed observations versus the fitted values and the original observations versus the predicted means from (10), respectively. These figures show that the transformed Student t 4 model is well fitted. Finally, Figure 3 
Conclusions
This paper introduces a new class of so-called transformed symmetric models, in which Box-Cox or similar transforms are combined with a link function and the response distribution is transformed to symmetry. The transformed symmetric models extend the Box-Cox models to accommodate other symmetric distributions than the normal one and the possibility of nonlinear parameters to explain the mean of the transformed response. Model-fitting, prediction of the mean response on the original scale and some goodness-offit statistics and other aspects of inference are discussed. We estimate the transformation parameter by maximum likelihood. Then, the estimated transformation is viewed as known and the inference analysis is carried out in the usual fashion. We give an example of application of our class of models to a real data set in which the transformed t 4 model gives the best fit to the data, among the models considered.
