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This paper presents the analytic solution together with two ﬁnite element formulations to obtain the
dynamic response of an exponentially damped solid rod. The analysis is carried out in time domain,
the material being modeled by the standard linear viscoelastic solid model. On the one hand, the analytic
solution is reached by means of modal superposition by two different ways: with and without internal
variables. On the other hand, two different ﬁnite element formulations are proposed: the ﬁrst one is con-
ceived for direct integration methods, and the other one is developed to apply modal superposition. The
interest of modal superposition method lies on investigating the inﬂuence of non-viscous modes.
 2011 Elsevier Ltd. All rights reserved.1. Introduction
Viscoelastic materials are widely applied in automotive and
aeronautic industries as effective vibration control passive method
(Watrnaka, 1968). Mechanical behavior of viscoelastic materials is
not only related to instantaneous stress, but it is a consequence of
the past history of stress (Ferry, 1980). This is the reason why these
kinds of materials are said to have memory. To analyze damped
structural systems, viscoelastic behavior of materials may be rep-
resented by means of mathematical models. These models can be
classiﬁed into differential models, hereditary models and fractional
derivative models (see, e.g., Cortés (2006) for details).
Differential models may be represented by different combina-
tions of dashpot and springs. The simplest ones are those of Max-
well, Kelvin–Voight and Zener’s (Bert, 1973). Zener model, also
known as standard linear viscoelastic solid model, is represented
in Fig. 1. This model is capable of representing the real behavior
of some viscoelastic materials (Gaul and Schmidt, 2007).
The constitutive equation for this model is
rðtÞ þ c1
E1
drðtÞ
dt
¼ E0eðtÞ þ c1 1þ E0E1
 
deðtÞ
dt
; ð1Þll rights reserved.
+34 943796944.
ruetabeña), fernando.cortes@
bete).where r denotes the stress, e the strain, c1 represents the damping
coefﬁcient, t is the current time and E1 and E0 are stiffness
parameters.
Hereditary models are also used to represent the viscoelastic
behavior. Speciﬁcally, using the Boltzmann superposition principle
(Boltzmann, 1876), the memory of a viscoelastic material can be
properly modeled. Therefore, the stress r(t) can be evaluated using
relaxation functions R(t) through convolution integrals given by
rðtÞ ¼
Z t
0
Eðt  sÞ _eðsÞds ¼ E0eðtÞ þ
Z t
0
Rðt  sÞ _eðsÞds; ð2Þ
where E(t) is the relaxation modulus of the material, s corresponds
to the retardation time and ð_Þ represents time derivative. A relaxa-
tion function widely used in the literature (Adhikari, 2000, 2001,
2008) is the exponential model
RðtÞ ¼ clelt ; ð3Þ
where l is the relaxation parameter and c represents the damping
coefﬁcient. This model, whose representation is in Fig. 2, is equiva-
lent to the Zener one (García-Barruetabeña et al., 2011).
In this context, the classical governing equations of structural
dynamics (Nashif et al., 1985) are not reached and direct methods
or internal variables should be employed. Nevertheless, direct
methods do not provide any information about the contribution
of each vibration mode, information of main importance for engi-
neering applications. Hence, to apply modal superposition internal
variables are needed and the size of the problem is enlarged. While
in frequency domain there are plenty of methods available in the
Fig. 1. Representation of standard linear viscoelastic solid model or Zener model.
Fig. 2. Representation of a viscoelastic material model using relaxation functions.
Fig. 3. Representation of a continuous and homogeneous rod: (a) continuous rod,
(b) material representation with internal variable.
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time domain only few authors have developed relevant methods,
for example, the Golla, Hughes and McTavis or GHMmethod (Golla
and Hughes, 1985; McTavis and Hughes, 1993.) and the anelastic
displacement ﬁelds or ADF method (Lesieutre, 1995), which use
internal variables. More recently, using also internal variables,
Wagner and Adhikari (2003) proposed a method to extend the
space-state approach to linear systems with an exponential damp-
ing model. Regarding direct methods, both Cortés et al. (2008) and
Adhikari and Wagner (2004) have developed schemes for non-vis-
cously damped systems using exponential functions. On the one
hand, the method presented by Cortés et al. (2008) consists in
transforming the resulting matrix equation in a second order dif-
ferential equation with constant coefﬁcients in order to be solved
using traditional numerical schemes as the Newmark one. This
has the advantage of avoiding the need of solving internal variables
and it allows the use of standard direct integration schemes. On the
other hand, the direct integration procedure proposed by Adhikari
and Wagner (2004) eliminates the need for explicit calculation of
the velocities and, therefore a large number of internal variables
at each time step.
As direct methods do not provide any information about mode
participation, this work explores different ways to obtain the timeresponse by means of modal superposition in order to put into evi-
dence the inﬂuence of non-viscous modes.
In the context of modal superposition, the number of modes r of
a non-viscous system satisﬁes
r ¼ 2N þ p; ð4Þ
where N is the number of degrees-of-freedom (dof), and p is the
number of extra modes related to the existing damping mecha-
nisms. This way, 2N elastic modes and p non-viscous modes are
found (Adhikari, 2002, 2005): the former are related to the oscilla-
tory behavior of the system, and the latter are real implying that
these modes are overdamped, so they do not present an oscillatory
character.
In short, the main objective of this paper is to present the solu-
tion of the dynamics of an exponentially damped rod by means of
analytical and numerical methods. On the one hand, the analytic
solution is reached by means of modal superposition, a solution
with internal variables and another without using internal vari-
ables being presented. On the other hand, two different ﬁnite ele-
ment formulations are proposed: the ﬁrst one is conceived for
direct integration methods, and the other one is developed to apply
modal superposition. The interest of modal superposition methods
lies on investigating the inﬂuence of non-viscous modes. This fact
is put into evidence by means of a numerical application.
2. Analytical solution
In this section, the solid homogeneous rod represented in
Fig. 3(a) is analyzed, the material being modeled by means of a
standard viscoelastic solid model. First, internal variables are em-
ployed (see Fig. 3(b)) and classical modal superposition is applied.
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and a ﬁeld equation with third order time derivatives is reached.
Therefore, the conditions to solve this ﬁeld equation are proposed
and applied. Finally, a system equation equivalent to that obtained
using internal variables is reached and consequently, modal super-
position can be applied in the same means.
2.1. Solution using internal variables
To solve the displacement ﬁeld u(x, t) of the rod, the material
behavior law (1) has to be taken into account, where eðx; tÞ ¼ @uðx;tÞ
@x
represents the strain ﬁeld. The governing equations are obtained
using an internal variable ﬁeld y(x, t). To satisfy the internal force
equilibrium between the springs and the dashpot, see Fig. 3(b),
the gradient of the internal variable y(x, t) given by eyðx; tÞ ¼ @yðx;tÞ@x ,
must be related with its time derivative _eyðx; tÞ and with the strain
rate _eðx; tÞ as
E1eyðx; tÞ ¼ c1 _eðx; tÞ  _eyðx; tÞ
 
: ð5Þ
Besides, the force equilibrium equation satisﬁes
rðx; tÞ  c1 _eðx; tÞ  _eyðx; tÞ
  E0eðx; tÞ ¼ 0: ð6Þ
Thus, the ﬁeld equation can be written in matrix form yielding
qS 0
0 0
 
€uðx; tÞ
€yðx; tÞ
 	
 c1S c1Sc1S c1S
 
@2
@x2
_uðx; tÞ
_yðx; tÞ
 	
 E0S 0
0 E1S
 
@2
@x2
uðx; tÞ
yðx; tÞ
 	
¼ 0
0
 	
; ð7Þ
where q is material density and S denotes cross-sectional area. It
should be remarked the correspondence between Eqs. (5)–(7) to
those relating the 1 dof case (García-Barruetabeña et al., 2011).
Thus, applying variable separation for u(x, t) and y(x, t) as
zðx; tÞ ¼ uðx; tÞ
yðx; tÞ
 	
¼ UðxÞ
YðxÞ
 	
est ; ð8Þ
U(x) being the spatial component, Y(x) the component for the inter-
nal variable y and s a complex variable, the time dependence can be
eliminated yielding
s2
q 0
0 0
 
UðxÞ
YðxÞ
 	
þ sc1E0 sc1sc1 sc1þE1
 
d2
dx2
UðxÞ
YðxÞ
 	
¼ 0
0
 	
: ð9Þ
The solution of the eigenproblem (9) provides the eigenfuntions
UjðxÞ YjðxÞf gT and the eigenvalues kj, given by
UjðxÞ
YjðxÞ
 	
¼ qj
1
Aj
 	
sinðkjxÞ ð10Þ
and
kj ¼ p2‘ ð2j 1Þ; ð11Þ
respectively, j being the mode number, qj the modal participation
factor, Aj the amplitude relationship, and ‘ the rod length. From
Eq. (11), it should be remarked that all eigenvalues kj are real. In fact,
reminding the homogeneity of the material, the rod may be consid-
ered as a proportionally damped system presenting normal modes.
Therefore, the eigenfunctions Uj(x) are those of the undamped one
(see, e.g., Benaroya (2004) for the solution of an undamped rod).
Therefore, using eigenfuntions UjðxÞ YjðxÞf gT and the eigen-
values kj, the characteristic equation for Eq. (9) yields
s3 þ s2 E1
c1
þ s E0 þ E1
q
k2j þ
E0E1
c1q
k2j ¼ 0; ð12Þ
which is a third order equation, analogous to that of 1 dof case (Gar-
cía-Barruetabeña et al., in press). Consequently, the solution is con-ﬁgured by inﬁnite groups of 3 roots sj;1; s

j;2 and sj,3, associated to
each eigenfunction UjðxÞ YjðxÞf gT and eigenvalue kj; sj;1 and sj;2
being complex conjugate roots, and sj,3 real negative roots. Thus,
in each vibration mode, two elastics and one non-viscous compo-
nents are involved.
Analysing the convergence of Eq. (12) for j?1, see Appendix
A, these roots satisfy
sj;1; s

j;2 ! 
E1
2c1ð1þ E0=E1Þ  i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E0 þ E1
q
s
kj; when j!1 ð13Þ
and
sj;3 !  E0c1ð1þ E0=E1Þ ; when j!1: ð14Þ
Once the roots have been solved, the time response by means of
modal superposition can be written as
zðx; tÞ ¼
X1
j¼1
qj;1Zj;1 e
s
j;1
t þ qj;2Zj;2 es

j;2
t þ qj;3Zj;3 esj;3t
 
sinðkjxÞ; ð15Þ
where qj,k (k = 1,2,3) are the modal participation factors and Zj,k are
eigenvectors given by
Zj;k ¼
1
Aj;k
 	
¼
1
1
1þ E1sj;kc1
8<
:
9=
;: ð16Þ
It should be noted that the resulting expression for the eigenvectors
of the continuous system hold in Eq. (16) is analogous to the one
corresponding to the 1 dof case (García-Barruetabeña et al., 2011).
Thus, to solve the time response by means of modal superposition,
the modal participation factors qj,k must be solved for each jth
mode. Nevertheless, from the equations provided by the initial con-
ditions z0(x) and _z0ðxÞ,
z0ðxÞ ¼
X1
j¼1
ðqj;1Zj;1 þ qj;2Zj;2 þ qj;3Zj;3Þ sinðkjxÞ ð17Þ
and
_z0ðxÞ ¼
X1
j¼1
sj;1qj;1Zj;1 þ sj;2qj;2Zj;2 þ sj;3qj;3Zj;3
 
sinðkjxÞ; ð18Þ
these qj,k cannot be directly solved because of inﬁnite unknowns are
present.Hence, reminding that the rodpossesses proportional damp-
ing, the eigenfunctionsUj(x) have to be orthogonalwith respect to the
mass and stiffness operators. Consequently, themodes can be decou-
pled according to (see, e.g., Meirovitch (1989) for details)Z
‘
UiðxÞqSUjðxÞdx ¼ 0; for i– j: ð19Þ
In this context, applying (19) on (17) and (18), it is obtainedZ
‘
z0ðxÞsinðkjxÞdx¼ðqj;1Zj;1þqj;2Zj;2þqj;3Zj;3Þ
Z
‘
sin2ðkjxÞdx ð20Þ
andZ
‘
_z0ðxÞsinðkjxÞdx¼ sj;1qj;1Zj;1þsj;2qj;2Zj;2þsj;3qj;3Zj;3
 Z
‘
sin2ðkjxÞdx;
ð21Þ
which constitute a 4 equation and 3 unknowns system. Neverthe-
less, it should be reminded (see Eq. (5)) that the internal variable
y(x, t) and its time derivative _yðx; tÞ are linearly combined together
with the displacement u(x, t). Consequently, the rank of the equa-
tion system is 3. Thus, the initial conditions u0(x) and _u0ðxÞ must
be employed, together with the initial value for the internal variable
ﬁeld y0(x) or together with its time derivative _y0ðxÞ. The initial con-
dition for y0(x) and its time derivative _y0ðxÞ have to satisfy
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and
_y0ðxÞ ¼ _u0ðxÞ; ð23Þ
respectively, in order to introduce no extra energy into the system.
Hence, the equation to resolve each group qj,1,qj,2 and qj,3 of modal
participation factors is given by
2
‘
Z
‘
u0ðxÞ
_u0ðxÞ
0
8><
>:
9>=
>; sinðkjxÞdx ¼
1 1 1
sj;1 s

j;2 sj;3
Aj;1 Aj;2 Aj;3
2
64
3
75
qj;1
qj;2
qj;3
8><
>:
9>=
>;: ð24Þ
Thus, once the modal participation factors are solved for each mode,
the transient response by modal superposition can be achieved,
giving
uðx; tÞ ¼
X1
j¼1
qj;1 e
s
j;1
t þ qj;2 es

j;2
t þ qj;3 esj;3t
 
sinðkjxÞ: ð25Þ2.2. Solution without using internal variables
Next, the analytical solution for the displacement ﬁeld u(x, t) of
the rod is reached without introducing internal variables. Thus,
recalling the material behavior law (1), the ﬁeld equation can be
written as
c1
E1
qS€uðx;tÞþqS€uðx;tÞc1S 1þE0E1
 
@2 _uðx;tÞ
@x2
E0S@
2uðx;tÞ
@x2
¼0: ð26Þ
Eq. (26) is a third order equation in time, analogous to the one relat-
ing the 1 dof case (García-Barruetabeña et al., 2011). Applying var-
iable separation for u(x, t) as
uðx; tÞ ¼ UðxÞest; ð27Þ
it yields
 s3q c1
E1
þ s2q
 
UðxÞ þ sc1 1þ E0E1
 
þ E0
 
@2UðxÞ
@x2
¼ 0: ð28Þ
The solution of the eigenproblem (28) provides the eigenfunctions
Uj (x), given by
UjðxÞ ¼ Bj sinðkjxÞ; ð29Þ
where the eigenvalues kj are those of Eq. (11), j being the mode
number and Bj the amplitude. Therefore, the characteristic equation
hold in (12) is reached also.
Consequently, the solution without using internal variables is
also conﬁgured by inﬁnite groups of 3 roots sj;1; s

j;2 and sj,3, associ-
ated to each eigenfunction Uj (x) and eigenvalue kj. Nevertheless,
to solve Eq. (26), three initial conditions are needed. These are the
initial displacement u(x,0) = u0(x), the initial velocity _uðx;0Þ ¼
_u0ðxÞ, and the initial acceleration €uðx;0Þ ¼ €u0ðxÞ. Commonly, in
structural dynamics no more than two initial conditions are used,
namelydisplacement andvelocity.Nevertheless, in thepresent case,
the initial acceleration is needed also. However, it can be veriﬁed
that this initial acceleration €u0ðxÞ can be written in terms of the ini-
tial displacement u0(x).
In fact, recalling Eq. (2) and writing the force equilibrium for the
continuous rod, it is obtained
q€uðx; tÞ ¼ E0 @
2uðx; tÞ
@x2
þ
Z t
0
Rðt  sÞ @
2uðx; tÞ
@x2
ds: ð30Þ
Assuming causality, the material presents no memory prior to ini-
tial conditions and therefore, the initial acceleration €u0ðxÞ can be
written as€u0ðxÞ ¼ E0q
@2uðx;0Þ
@x2
: ð31Þ
Hence, recalling Eq. (28), from Eq. (31) the initial acceleration yields
€u0ðxÞ ¼  E0q k
2u0ðxÞ: ð32Þ
Thus, the time response can be written also as
uðx; tÞ ¼
X1
j¼1
Bj;1 e
s
j;1t þ Bj;2 es

j;2t þ Bj;3 esj;3t
 
sinðkjxÞ; ð33Þ
where Bj,k (k = 1,2,3) are the modal participation factors. Therefore,
to solve the time response by means of modal superposition, the
modal participation factors Bj,k must be solved for each jth mode.
Hence, from the equations provided by the initial conditions
u0ðxÞ; _u0ðxÞ and €u0ðxÞ
u0ðxÞ ¼
X1
j¼1
ðBj;1 þ Bj;2 þ Bj;3Þ sinðkjxÞ; ð34Þ
_u0ðxÞ ¼
X1
j¼1
sj;1Bj;1 þ sj;2Bj;2 þ sj;3Bj;3
 
sinðkjxÞ ð35Þ
and
€u0ðxÞ ¼
X1
j¼1
sj;1
 2
Bj;1 þ sj;2
 2
Bj;2 þ sj;3
 2Bj;3
 
sinðkjxÞ; ð36Þ
these Bj,k cannot be either directly solved because of inﬁnite un-
knowns are present. Hence, applying the orthogonality conditions,
the modes can be decoupled according to Eq. (19) where Eqs. (29)
and (11) are needed. Consequently, it is obtainedZ
‘
u0ðxÞ sinðkjxÞdx ¼ ðBj;1 þ Bj;2 þ Bj;3Þ
Z
‘
sin2ðkjxÞdx; ð37ÞZ
‘
_u0ðxÞ sinðkjxÞdx ¼ sj;1Bj;1 þ sj;2Bj;2 þ sj;3Bj;3
 Z
‘
sin2ðkjxÞdx ð38Þ
andZ
‘
€u0ðxÞsinðkjxÞdx¼ sj;1
 2
Bj;1þ sj;2
 2
Bj;2þ sj;3
 2Bj;3
 Z
‘
sin2ðkjxÞdx
ð39Þ
which constitute a 3 equation and 3 unknowns system. Hence, the
equation to solve each group Bj,1, Bj,2 and Bj,3 of modal participation
factors is given by
2
‘
Z
‘
u0ðxÞ
_u0ðxÞ
€u0ðxÞ
8><
>:
9>=
>; sinðkjxÞdx ¼
1 1 1
sj;1 s

j;2 sj;3
sj;1
 2
sj;2
 2
sj;3
 2
2
664
3
775
Bj;1
Bj;2
Bj;3
8><
>:
9>=
>;;
ð40Þ
or taking into account Eq. (30), it can be also written as
2
‘
Z
‘
u0ðxÞ
_u0ðxÞ
E0q k2j u0ðxÞ
8><
>:
9>=
>;sinðkjxÞdx¼
1 1 1
sj;1 s

j;2 sj;3
sj;1
 2
sj;2
 2
sj;3
 2
2
664
3
775
Bj;1
Bj;2
Bj;3
8><
>:
9>=
>;:
ð41Þ
It should be remarked that the system equations provided in (24) to
solve the modal participation factors qj,1, qj,2 and qj,3 is equivalent to
that provided in (39) to solve those of the system without internal
variables Bj,1, Bj,2 and Bj,3. In fact, it can be veriﬁed that the third row
of Eq. (39) is a linear combination of the third and ﬁrst rows of Eq.
(24) as
row3;39 ¼ aj  row1;22 þ bj  row3;22; ð42Þ
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aj ¼  E0q k
2
j ð43Þ
and
bj ¼ 
E1
q
k2j : ð44Þ
Thus, it can be concluded that the system equation reached without
using internal variables (40) is equivalent to that obtained introduc-
ing internal variables (24) and therefore the response of (26) can be
obtained by modal superposition trough Eq. (25).
Concluding, the governing equations for a non-viscously
damped rod have been obtained, introducing and without intro-
ducing internal variables. On the one hand, introducing and solving
internal variables, the response has been reached analytically by
traditional modal superposition. On the other hand, a third order
equation system in time is reached without using internal vari-
ables. Consequently, the three initial conditions needed to solve
Eq. (26) are proposed where the initial acceleration €u0ðxÞ is a func-
tion of the initial displacement u0(x). Besides, the equivalence be-
tween the equation systems (40) and (24) has been veriﬁed and
consequently the response has been obtained by modal superposi-
tion in the same way.
3. Finite element formulations
Next, two ﬁnite element formulations are presented, which al-
low to compute the response of continuous rods with exponential
damping whose motion is described by Eq. (7) or (26). One of them
is developed to apply modal superposition and the other is con-
ceived for direct integration methods.
Concerning the one conceived for modal superposition, one
solves two internal variables per ﬁnite element allowing to com-
pute the time response (7). Relating the one developed for direct
integration, it is conceived to solve Eq. (26) by direct methods,
and therefore provides accurate results being computationally efﬁ-
cient due to the need of solving internal variables is avoided.
3.1. Finite element formulation solving internal variables
A two nodes ﬁnite element formulation to solve Eq. (7) is pre-
sented next. Subsequently, the four dof nodal displacement vector
ze(t) is constructed with the nodal displacements u1(t) and u2(t)
and with two internal variables y1(t) and y2(t), accordingly to
zeðtÞ ¼ u1ðtÞ y1ðtÞ u2ðtÞ y2ðtÞf gT. Thus, the approximate dis-
placement ze(x, t) can be written as
zeðx; tÞ ¼ NðxÞzeðtÞ ¼
N1ðxÞ 0 N2ðxÞ 0
0 N1ðxÞ 0 N2ðxÞ
  u1ðtÞ
y1ðtÞ
u2ðtÞ
y2ðtÞ
8>><
>>:
9>>=
>>;
;
ð45Þ
where N(x) is the matrix of interpolation functions, in which linear
interpolation ones are employed (see, e.g., Meirovitch (1989) or
Hughes (1987) for details about the ﬁnite element method). Thus,
theweighted residual technique fromtheGalerkinpointof viewgivesZ
‘e
NTðxÞ qS 0
0 0
 
€zeðx; tÞdx
Z
‘e
NTðxÞ c1S c1Sc1S c1S
 
@2 _zeðx; tÞ
@x2
dx

Z
‘e
NTðxÞ E0S 0
0 E1S
 
@2zeðx; tÞ
@x2
dx ¼ 0: ð46Þ
Therefore, solving by parts the second and the third integrals, Eq.
(46) yieldsZ
‘e
NTðxÞ qS 0
0 0
 
NðxÞdx€zeðtÞþ
Z
‘e
dNTðxÞ
dx
c1S c1S
c1S c1S
 
dNðxÞ
dx
dx _zeðtÞ
þ
Z
‘e
dNTðxÞ
dx
E0S 0
0 E1S
 
dNðxÞ
dx
dxzeðtÞ¼FeðtÞ: ð47Þ
Therefore, a classical second order equation with constant
coefﬁcients
Me€zeðtÞ þ Ce _zeðtÞ þ Ke _zeðtÞ ¼ FeðtÞ ð48Þ
is reached. Consequently the mass, damping and stiffness elemen-
tary matrices yield
Me ¼ qS‘e6
2 0 1 0
0 0 0 0
1 0 2 0
0 0 0 0
2
6664
3
7775; ð49Þ
Ce ¼ c1S
‘e
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
2
6664
3
7775 ð50Þ
and
Ke ¼ S
‘e
E0 0 E0 0
0 E1 0 E1
E0 0 E0 0
0 E1 0 E1
2
6664
3
7775: ð51Þ
Assembling the elementary matrices and applying boundary condi-
tions, the state-space equation
C M
M 0
 
_zðtÞ
€zðtÞ
 	
¼ FðtÞ
0
 	
þ K 0
0 M
 
zðtÞ
_zðtÞ
 	
; ð52Þ
is reached. It should be remarked that the size of the eigenproblem
obtained from Eq. (52) becomes 4N. Nevertheless, this size incre-
ment is justiﬁed due to modal superposition can be applied. How-
ever, reminding that the extra degrees-of-freedom have no
associated mass, the rank of the matrix system is 3N. In this context,
to solve the eigenvalue problem, the complete solution may be ob-
tained by means of the QZ decomposition method, see, e.g., Golub
and Van Loan (1996). On the contrary, if only few eigenvalues are de-
sired, the IRAM method (Implicity Restarted Arnoldi Method) (Le-
houcq et al., 1980) can be applied. For that, to avoid the singularity
of the leftmatrix of Eq. (52) after eliminating zero rows and columns,
the system can be transformed as it is described in Appendix B.
Once the eigenproblem is solved, the response yields
zðtÞ ¼
X3N
j¼1
qjZj e
sjt ; ð53Þ
where qj are the modal participation factors, Zj the system eigenvec-
tors, sj the system eigenvalues. To resolve the 3N modal participa-
tion factors, 2N equations can be obtained from the initial
conditions according to u0 = u(0) and _u0 ¼ _uð0Þ, where the N
remaining equations can be written from the initial values for the
internal variables, satisfying y0 = y(0) = 0 or _y0 ¼ _yð0Þ ¼ _u0. There-
fore, once the modal participation factors qj are solved, the response
can be computed by modal superposition through Eq. (53).
3.2. Finite element formulation without solving internal variables
Next, a ﬁnite element formulation to solve Eq. (26) is presented.
For that, the rod is discretized in 2 nodes ﬁnite elements of length
‘e with linear interpolation functions. The weighted residual tech-
nique from the Galerkin point of view gives
Table 1
Eigenvalues employed for the analytical and numerical responses.
Mode Eigenvalues (103 s1)
Analytical Numerical
1. Elastic 0.1945 ± 1.2109i 0.1948 ± 1.2437i
Non-viscous 0.2109 0.2103
2. Elastic 0.1994 ± 3.7624i 0.1995 ± 3.8595i
Non-viscous 0.2011 0.2011
3. Elastic 0.1998 ± 6.2877i 0.1998 ± 6.4557i
Non-viscous 0.2004 0.2004
4. Elastic 0.1999 ± 8.8093i 0.1999 ± 9.0583i
Non-viscous 0.2002 0.2002
5. Elastic 0.1999 ± 11.330i 0.1999 ± 11.674i
Non-viscous 0.2001 0.2001
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‘e
NTðxÞ c1
E1
qSNðxÞdxu...eðtÞ þ
Z
‘e
NTðxÞqSNðxÞdx€ueðtÞ

Z
‘e
NTðxÞc1S 1þ E0E1
 
@2 _ueðx; tÞ
@x2
dx

Z
‘e
NTðxÞE0S @
2ueðx; tÞ
@x2
dx ¼ 0; ð54Þ
where ()T denotes the transposition operator, N(x) is the matrix of
interpolation functions, and ueðtÞ ¼ u1ðtÞ u2ðtÞf gT is the nodal dis-
placement vector. Solving by parts the third and the fourth integrals
of Eq. (54), it givesZ
‘e
NTðxÞc1
E1
qSNðxÞdxu...eðtÞþ
Z
‘e
NTðxÞqSNðxÞdx€ueðtÞ
þ
Z
‘e
dNTðxÞ
dx
c1S 1þE0E1
 
dNðxÞ
dx
dx _ueðtÞ
þ
Z
‘e
dNTðxÞ
dx
E0S
dNðxÞ
dx
dxueðtÞ¼FeðtÞ; ð55Þ
where Fe(t) represents the external forces nodal vector. Thus, the
third order in time matrix system
JeueðtÞ þMe€ueðtÞ þ Ce _ueðtÞ þ KeueðtÞ ¼ FeðtÞ ð56Þ
is reached, in which the elementary matrices to be assembled are
Je ¼
qS‘e
6
c1
E1
2 1
1 2
 
; ð57Þ
Me ¼ qS‘e6
2 1
1 2
 
; ð58Þ
Ce ¼ c1S
‘e
1þ E0
E1
 
1 1
1 1
 
ð59Þ
and
Ke ¼ E0S
‘e
1 1
1 1
 
: ð60Þ
It should be remarked that the fact that J andM are proportional can
greatly simplify the calculations. Assembling all the ﬁnite element
matrices, Eq. (56) yields
Ju
...ðtÞ þM€uðtÞ þ C _uðtÞ þ KuðtÞ ¼ FðtÞ: ð61Þ
To solve Eq. (61) bymeans of traditional direct methods of structural
dynamics, the procedure employed in the CMEmethod (Cortés et al.,
2008) is used next. For that, Eq. (61) is considered at the time tn+1,
Ju
...
nþ1 þM€unþ1 þ C _unþ1 þ Kunþ1 ¼ Fnþ1 ð62Þ
and the backward description of the third derivative u
v
nþ1 can be
approximated as
u
...
nþ1 ¼
€unþ1  €un
Dt
; ð63Þ
where Dt = tn+1  tn is a ﬁnite time step. Hence, Eq. (61) yields
Meq€unþ1 þ C _unþ1 þ Kunþ1 ¼ Feq;nþ1; ð64Þ
with
Meq ¼Mþ 1Dt J ð65Þ
and
Feq;nþ1 ¼ Fnþ1 þ 1Dt J€un; ð66Þ
which represents an equivalent second-order forced system whose
response can be obtained through traditional implicit direct inte-
gration schemes as for example, the Newmark method.Nevertheless, it should be remarked that assuming causality,
there is no memory prior the initial conditions are applied and con-
sequently, the system initial acceleration €u0 ¼ €uð0Þ is solved from
M€u0 þ Ku0 ¼ F0: ð67Þ4. Application example
Next, the transient response for a continuous rod is computed.
On the one hand, the analytical response is reached. On the other
hand, two numerical responses are derived using the two ﬁnite ele-
ment formulations previously described.
For the numerical application, it has been assumed that q =
1400 kg m3, E1 = 6  106 Nm2, c1 = 1  104 Nsm2 and E0 = 3 
106 Nm2, the length of the bar and the cross-sectional area being
‘ = 0.1 m and A = 1  104 m2, respectively. As boundary conditions,
the side for x = 0 is ﬁxed, and the side for x = ‘ free. The simulations
have been fulﬁlled for t = 2  102 s, the initial conditions being
u0ðxÞ ¼ U0‘ xwithU0 = 1  103 mand _u0ðxÞ ¼ 0. For the analytical re-
sponse 5 modes have been taken into account. For the numerical
ones, 40 ﬁnite elements have been employed and the ﬁve modes
with the lowest real part have been considered also (see Table 1).
The time stepused for all numerical schemes isDt = 2  104 s in or-
der to ﬁnd small differences among the numerical methods. Never-
theless, it should be noted that the proposed direct scheme
formulation converges to the analytic solution for smaller time steps
and for a higher numberof ﬁnite elements. Accordingly, the one con-
ceived for modal superposition converges for smaller time steps.
From the results of this table, it can be veriﬁed that Eqs. (13)
and (14) tend to be satisﬁed as mode order grows up.
Fig. 4 shows three curves for the response of the free edge of the
rod, one computed analytically, and the other two by numerical
methods. Concretely, Fig. 4(a) shows the global response u(‘, t),
whereas Fig. 4(b) and (c) show the contribution of the elastics
modes ue,1(‘, t) and ue,2(‘, t), respectively, and Fig. 4(d) that of the
non-viscous modes, unv(‘, t). The FE-DI curve corresponds to the
formulation developed for direct integration, the FE-MS represent-
ing the formulation for modal superposition.
From Fig. 4 relevant observations should be made. Concerning
the global response shown in Fig. 4(a), it should be remarked that
both ﬁnite element formulations are able to accurately reproduce
the analytic response. It should be highlighted also that the re-
sponse is overdamped implying that the rod does not vibrate. On
the contrary, it should be pointed out that the elastic responses
shown in Fig. 4(b) and (c), are underdamped and therefore they
are oscillatory (besides, it should be noted that both responses
are exactly the same, because they correspond to two complex
conjugate roots). Concerning the accuracy, the FE-MS formulation
matches the analytical solution but a slight time delay between
both responses can be appreciated. Relating Fig. 4(d), it should be
Fig. 4. Response u(‘, t) of the free edge of the rod: (a) global response, (b) and (c)
contribution of the ﬁve conjugate elastic modes with lower real part, and (d)
contribution of their respective non-viscous modes.
Table 2
MSE and computational time for both ﬁnite element formulations.
Mean quadratic error Computational cost (s)
FE-DI 4.992  105 1.65
FE-MS 4.987  105 1.75
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that of the non-viscous modes. Accordingly, the FE-MS formulation
is able to precisely reproduce the analytic response.
Therefore, it can be concluded, that non-viscous modes can
have a relevant inﬂuence over the system response and conse-
quently, they have to be taken into account.
Finally, both the accuracy and the computational cost of both
proposed numerical formulations are compared. Hence, Table 2
shows the mean squared error (MSE) for the numerical results with
respect the analytic one, and the computational time for both
numerical procedures.
From Table 2, it can be veriﬁed that the FE-MS formulation, for
the applied time step Dt, presents a slightly better accuracy (the
error is 1.8% lower), at the expense of using 3.5 times the a compu-
tational time used for the FE-DI formulation.
5. Concluding remarks
A non-viscously damped continuous rod has been analyzed in
this paper. An analytical solution by means of modal superposition
and two numeric responses using two different ﬁnite element for-
mulations have been derived. For the numeric ones, one has been
resolved by modal superposition and the other by direct integra-
tion trough a speciﬁcally developed procedure together with the
Newmark method. An application example has been derived in or-
der to put into evidence the inﬂuence of the non-viscous modes
into the global response. Accordingly, the accuracy of the devel-
oped ﬁnite element formulations has been explored.
Acknowledgment
The work presented in this paper has been carried out with the
generous ﬁnancial support of ORONA EIC in Spain.
Appendix A. Convergence analysis of the characteristic equation
(12) roots
In this Appendix, the convergence of the roots of Eq. (12) for
j?1 is analyzed. First, the analysis is carried out on the real sj,3
roots, and then on the complex conjugate sj;1 and s

j;2.
First, concerning the non-viscous root sj,3, one can suppose that
its tends to inﬁnity as kj, thus it should be established that, at the
limit for j?1,
s2j;3 þ
E0 þ E1
q
k2j ¼ 0; ðA1Þ
which actually cannot be satisﬁed because the roots associated to
non-viscous modes of Eq. (12) have to be negative. Thus, Eq. (12)
does not have to depend on j when j?1, implying that sj,3 has
to be solved from
sj;3
E0 þ E1
q
k2j þ
E0E1
c1q
k2j ¼ 0; for j!1; ðA2Þ
yielding
sj;3 !  E0c1ð1þ E0=E1Þ ; when j!1: ðA3Þ
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ing into account the real a and imaginary b components of the root
sj;1 ¼ aþ ib, giving the two following equations,
a3  3ab2 þ ða2  b2Þ E1
c1
þ a E0 þ E1
q
k2j þ
E0E1
c1q
k2j ¼ 0 ðA4Þ
and
3a2b b3 þ 2ab E1
c1
þ b E0 þ E1
q
k2j ¼ 0: ðA5Þ
When j?1, different hypotheses can be made: both components a
and b tend to inﬁnity as j, both components converge to a ﬁnite va-
lue, only the imaginary component b converges to a ﬁnite value and
the real a tends to inﬁnity, or on the contrary, a converges to a ﬁnite
value and b tends to inﬁnity as j. Next, it is demonstrated that the
latter option is the valid one.
Hypothesis 1. Both components tend to inﬁnity.
For this case, when j?1, Eqs. (A4) and (A5) derive in
a2  3b2 þ E0 þ E1
q
k2j ¼ 0 ðA6Þ
and
3a2  b2 þ E0 þ E1
q
k2j ¼ 0; ðA7Þ
wherefrom it can be deduced that
a2 þ b2 ¼ 0; ðA8Þ
which cannot be satisﬁed for real values of a and b different to zero,
contradicting the hypothesis of both values tend to inﬁnity.Hypothesis 2. Both components converge to a ﬁnite value.
From Eq. (A5), it should be deduced that b has to tend to zero if
j?1. Then, Eq. (A4) results in
a3 þ a2 E1
c1
þ a E0 þ E1
q
k2j þ
E0E1
c1q
k2j ¼ 0; ðA9Þ
which cannot be satisﬁed for any ﬁnite value of a, kj tending to
inﬁnity.Hypothesis 3. The real part tend to inﬁnity and the imaginary one
remains ﬁnite.
Under this assumption, Eq. (A4) gives
a2 þ E0 þ E1
q
k2j ¼ 0; ðA10Þ
which cannot be satisﬁed for real values of a.Hypothesis 4. The real part converges to a ﬁnite value and the
imaginary one tends to inﬁnity.
For this case, for j?1, Eq. (A5) can be immediately solved for
the imaginary component b, yielding
b ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E0 þ E1
q
s
kj: ðA11Þ
The double solution of b has sense because both correspond to the
complex conjugate roots sj;1 and s

j;2. Thus, Eq. (A4) becomes
a3 þ a2 E1
c1
 2a E0 þ E1
q
k2j 
E0 þ E1
q
E1
c1
k2j þ
E0E1
c1q
k2j ¼ 0: ðA12Þ
For j?1, this equation has solution if2a E0 þ E1
q
k2j 
E0 þ E1
q
E1
c1
k2j þ
E0E1
c1q
k2j ¼ 0; ðA13Þ
whose solution for a is
a ¼  E1
2c1ð1þ E0=E1Þ : ðA14ÞAppendix B. Elimination of zero (or inﬁnity) eigenvalues
This appendix presents the transformations to eliminate even-
tual zero (or inﬁnite) eigenvalues k of a system of the type
Av ¼ kBv; ðB1Þ
where the squared matrices A and B are of order n, and v is a right
eigenvector. First, let us suppose that this system has r zero eigen-
values, which signiﬁes that the rank of the A matrix is n  r. In this
context, the matrices can be rewritten as
a11 a12
a21 a22
 
v1
v2
 	
¼ k b11 b12
b21 b22
 
v1
v2
 	
; ðB2Þ
in which the vectors v1 and v2 have n  r and r components, respec-
tively, the matrix a11 being no singular. Thus, for a zero eigenvalue
k, Eq. (B2) results in
a11 a12
a21 a22
 
v1;0
v2;0
 	
¼ 0
0
 	
; ðB3Þ
wherefrom a relation matrix T12 can be deduced such that
v1;0 ¼ T12v2;0; ðB4Þ
so that
T12 ¼ ða11Þ1a12: ðB5Þ
Thus, the associated eigenvector can be written as
v0 ¼
v1;0
v2;0
 	
¼ T12
I22
 	
v2;0; ðB6Þ
where I22 is the identity matrix of order r. Hence, for k = 0, Eq. (B2)
becomes
a11 a12
a21 a22
 
T12
I22
 	
v2;0 ¼ k
b11 b12
b21 b22
 
T12
I22
 	
v2;0; for k ¼ 0;
ðB7Þ
wherefrom it can be deduced
a11 a12
a21 a22
 
T12
I22
 	
¼ 0
0
 	
; ðB8Þ
or, by transposing,
TT12 I22
 
A ¼ 0: ðB9Þ
For another eigenvalue different to zero, k– 0, the multiplication of
Eq. (B1) by the left by TT12 I22
 
,
TT12 I22
 
Av ¼ k TT12 I22
 
Bv; ðB10Þ
becomes 0 zero in virtue of Eq. (B9), so
TT12 I22
  b11 b12
b21 b22
 
v1
v2
 	
¼ 0: ðB11Þ
In this context, the components v1 and v2 of an eigenvector associ-
ated to a non-zero eigenvalue are related by
v2 ¼ Rv1; ðB12Þ
in which the relation matrix R is given by
598 J. García-Barruetabeña et al. / International Journal of Solids and Structures 49 (2012) 590–598R ¼  TT12b12 þ b22
h i1
TT12b11 þ b21
h i
: ðB13Þ
Thus, the eigenvector v can be written as
v ¼ I11
R
 	
v1 ¼ Cv1; ðB14Þ
where I11 is the identity matrix of order n  r, and C being a rectan-
gular matrix of n  (n  r). Then, the eigenvalue problem (66) can
be written as
ACv1 ¼ kBCv1; ðB15Þ
or, to symmetrise, one can pre-multiply by CT, yielding the new
eigenvalue problem of order n  r, equivalent to the original (B1),
but in which the zero eigenvalues have been removed,
CTACv1 ¼ kCTBCv1: ðB16Þ
Finally, to conclude, it can be remarked that, if the original system
(B1) has a singular matrix B (instead of A) its rank being n  r, i.e.
the system has r eigenvalues equal to inﬁnity, a similar procedure
can be carried out exchanging the role of matrices A and B. If fact,
Eq. (B1) could be also written as
Bv ¼ k1Av; ðB17Þ
in which k being inﬁnity, k1 = 0. In this context, the matrices T12
and R should be
T12 ¼ ðb11Þ1b12 ðB18Þ
and
R ¼  TT12a12 þ a22
h i1
TT12a11 þ a21
h i
; ðB19Þ
respectively.
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