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РОЗДІЛ 27 
МЕТОДЫ ПОВЫШЕНИЯ КАЧЕСТВА КЛАССИФИКАЦИИ 
СИМВОЛОВ ПРИ ОБРАБОТКЕ ТЕКСТОВЫХ 
ИЗОБРАЖЕНИЙ 
Аннотация. В работе рассматриваются методы классификации, 
применяемые при сжатии файла с битональным изображением текста, полученным 
сканированием или цифровым фотографированием. Особое внимание обращается на 
используемые при этом меры различия двух изображений символов, выделенных из 
изображения текста. Эти меры различия позволяют с той или иной степенью 
уверенности считать символы на сравниваемых изображениях или совпадающими, 
или различными. Для известных на сегодняшний день алгоритмов классификации, 
включая хорошо известный алгоритм JB2, приведены количественные 
характеристики классификации – число классов, получаемых этими алгоритмами 
для изображения стандартной страницы текста. Чем меньше это число, тем 
качество классификации считается выше, так как дает лучшее сжатие файла с 
изображением текста. Рассмотрены также методы ускорения алгоритмов, 
классифицирующих изображения символов, и повышения удобочитаемости 
восстановленного после сжатия изображения текста.  
Ключевые слова: изображение текста, методы классификации, сжатие 
данных. 
Abstract. Methods are in-process examined classifications, applied at the 
compression of file with the bi-tonal image of photo-typograph got scan-out or digital 
photographing. The special attention applies on the in-use here measures of distinction of 
two images of characters, abstracted from the image of text. These measures of distinction 
allow with one or another degree of confidence to count characters on the compared images 
or consilient, or different. For the algorithms of classification known to date, including the 
known algorithm of JB2 well, quantitative descriptions of classification – number of classes, 
got these algorithms for the image of standard page of text are resulted. What less than it is 
a number, quality of classification is considered that higher, because gives the best 
compression of file with the image of text. The methods of acceleration of algorithms, 
classifying the images of characters, and increases of easy-to-readness of the text recovered 
after the compression of image are considered also.  
Keywords: image of text, methods of classification, compression of data. 
Введение и постановка задачи. Высокие результаты, которые 
демонстрирует алгоритмом JB2 (формат DjVu), объясняются тем, что он 
использует классификацию символов. Вообще идея сжатия информации с 
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помощью классификации очень проста и идеально подходит для сжатия 
изображений текста. 
Пусть необходимо сжать некую информацию, которую можно разбить 
каким-то образом на элементы. Если эти элементы информации объединить в 
классы так, чтобы в каждом классе находились тождественные (pattern 
matching) или почти тождественные (soft pattern matching) элементы, то нет 
нужды хранить все элементы информации – достаточно хранить только по 
одному элементу из каждого класса. Совокупность таких элементов – 
представителей классов – называется словарем. Кроме того для восстановления 
информации нужно еще иметь таблицу, называемую «картой размещения 
классов», которая для каждого класса указывает, в каком месте исходной 
информации находятся его элементы. 
Ясно, что степень сжатия информации с помощью классификации тем 
выше, чем меньше классов образуется при классификации и чем больше 
элементов в каждом классе. 
В случае сжатия изображения бинарного (далее черно-белого) текста 
естественным элементом информации является изображение отдельного 
символа (буквы, цифры, знака препинания и т.п.). Выделение символов не 
представляет собой особо трудную задачу. Во всех известных алгоритмах, 
включая алгоритм JB2, символы выделяются как связные области, состоящие 
из черных точек.  
Следует заметить, что при этом некоторые грамматические символы 
распадаются на части (например, буква “ё” дает три символа), а некоторые 
(например, сочетания вида “fh”) объединяются в один. Кроме того метод 
непригоден для текстов с псевдо рукописным шрифтом. Сжатие таких текстов 
алгоритмом JB2 и другими катастрофически низкое.  
Однако не это представляет собой главную трудность при классификации 
уже разделенных символов.  
Цель настоящей статьи – дать обзор идей и методов, на которых 
основаны эти алгоритмы, и провести сравнение достигнутых с их помощью 
результатов по сжатию изображений текста. 
На рис. 27.1, взятом из работы [32], представлены три случайно 
выбранные изображения буквы “n” из различных 257, входящих в изображение 




Рис. 27.1. Влияние шумов печати и сканирования на изображение символа «n» 
 
Легко верится, и это действительно так, что на странице не найдется ни 
одной пары символов “n”, полностью совпадающих друг с другом. То же, за 
редким исключением, относится и к другим символам, даже точкам. Причиной 
этого явления являются шумы (то есть случайные искажения), возникающие 
при печати страницы и ее последующем сканировании. Шумы печати в 
основном вызваны диффузией краски, жидкой или твердой, вдоль хаотически 
расположенных капилляров бумаги. Шумы сканирования – несовпадением 
контуров символа с матрицей сканера, подобно тому, как прямая наклонная 
линия на экране монитора отображается “ступеньками”. 
Человеку легко заметить, что все три изображения, приведенные на 
рис. 27.1, представляют собой букву “n”. Однако пока не существует 
алгоритма, который мог бы установить тождественность этих символов с той 
же достоверностью, что и человек. Это и есть главная трудность, не 
позволяющая разбить изображения символов на классы, так чтобы 
одновременно выполнялись два условия: 
Условие 1. В каждом классе находятся изображения только одного и того 
же символа; 
Условие 2. Все изображения какого-либо символа находятся в одном 
классе. 
Все алгоритмы классификации являются тем или иным компромиссом 
между этими условиями, причем условие 1 должно выполняться достаточно 
жестко, иначе в восстановленном тексте будут перепутаны символы, чем 
иногда грешит алгоритм JB2. Например, иногда путает между собой буквы «b» 
и «h». 
Соблюдение условия 1 влечет за собой ужесточение алгоритма сравнения 
изображений символов, так что условие 2, практически, невыполнимо. Это 
приводит к появлению значительно большего числа классов, чем количество 
символов, изображенных на странице, так как практически все символы дают 
по нескольку классов своих изображений. Чем больше при классификации 
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образуется классов, тем больше словарь и (логарифмически) больше карта 
размещения классов. Как следствие, понижается степень сжатия. И хотя 
алгоритм JB2 и другие используют те или иные методы дополнительного 
сжатия словаря и карты, эффективность алгоритма в целом определяется 
качеством классификации, то есть количеством получившихся классов, которое 
в идеале (условие 2) должно совпадать с количеством символов, 
присутствующих в тексте, чье изображение сжимается. 
 
Таблица 27.1 























600 dpi 3558 197 72 314 
500 dpi 3557 137 72 259 
400 dpi 3557 130 71 199 
300 dpi 3545 122 95 235 
200 dpi 3890 237 148 451 
 
В табл. 27.1 из работы [32] для различных разрешений сканирования 
показано количество классов, полученных предлагаемым алгоритмом 
классификации (предпоследний столбец) и алгоритмом JB2 (последний 
столбец). Первый столбец показывает разрешение, использованное при 
сканировании одной и той же страницы формата A4 с черно-белым текстом, 
набранным шрифтом Times New Roman, 12 pt. Второй столбец – количество 
классов при тождественной классификации, то есть классов, состоящих из 
полностью совпадающих изображений символов.  
Из таблицы следует несомненное превосходство алгоритма ИЛЛ – будем 
для краткости называть так алгоритм, предложенный в упомянутой работе [32], – 
над алгоритмом JB2. Словарь ИЛЛ получается почти в три раза короче, чем 
словарь JB2. Отсюда вытекает и превосходство в степени сжатия той же 
страницы, что показывает следующая таблица, относящаяся к той же странице, 
что и табл. 27.1. 
Не слишком существенное различие между коэффициентами сжатия, 
продемонстрированными алгоритмами ИЛЛ и JB2, объясняется тем, что авторы 
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алгоритма ИЛЛ интересовались только классификацией выделенных 
изображений символов и не оптимизировали алгоритм дополнительного сжатия 
словаря и карты размещения классов (использовался универсальный алгоритм 
без потерь 7z). 
Кроме того табл. 27.2 показывает, что применение лучшего для сжатия 
размытых изображений алгоритма JPEG 2000 мало что дает при сжатии 
изображения черно-белого текста без иллюстраций. 
Таблица 27.2 
Сравнительная степень сжатия изображения текста  
Разрешение сканирования (dpi) 200 300 400 500 600 
Исходный размер файла (kb) 505,3 1080,2 2003,9 3111,2 4498,0 
Методы Коэффициент сжатия  
JPEG 2000 3,8 3,74 3,76 3,75 3,75 
JBIG2 8,2 11,2 16,7 20,9 25,1 
JB2 52,6 124,1 202,4 272,9 330,7 
ИЛЛ 62,3 135,0 250,4 353,5 436,7 
 
Дополнительные меры повышения качества классификации символов. 
Своей высокой эффективностью алгоритм ИЛЛ обязан не только удачно 
выбранной и легко вычисляемой мере отличия [32], но и в большей степени 
тому, что он использует процедуру статистического усреднения. Это означает, 
что после проведения классификации для каждого класса находится 
усредненное изображение. Процедура усреднения состоит в наложении друг на 
друга всех изображений класса, совмещающем их “центры тяжести”, и 
вычисления среднего значения яркости для каждой точки с последующим 
округлением. На рис. 27.2 иллюстрируется процесс усреднения для трех 
классов изображений одного и того же символа “n”. Черные точки означают, 
что среднее значение яркости в них равно 0, серые – что среднее значение 




Рис. 27.2. Суммарные изображения трех различных классов символа «n» 
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При округлении черные и серые точки превращаются в черные, а светлые – 




Рис. 27.3. Изображения средних символов в трех классах символа «n» 
 
Совокупность полученных средних изображений в алгоритме ИЛЛ 
используется как промежуточный словарь, то есть все исходные изображения 
символов более не используются. Легко видеть (см. рис. 27.3), что благодаря 
процедуре усреднения искажения, вызванные шумами печати и сканирования, 
заметно меньше, чем в исходных изображениях (см. рис. 27.1).  
Однако в полученном промежуточном словаре усредненных изображений 
по-прежнему присутствуют разные изображения одних и тех же символов, хотя 
и в значительно меньшем количестве, чем до классификации. Их количество 
для тестовой страницы указано в третьем столбце табл. 27.1. 
Качество классификации можно улучшить, применив еще одну 
классификацию, призванную объединить в один класс изображения одного и 
того же символа. Для этой классификации, как и для предыдущей, используется 
нечувствительная к контурным шумам мера отличия  с тем же порогом opt , 
но алгоритм классификации выбирается другим.  
Дело в том, что теперь разные изображения одного того же символа очень 
близки друг к другу – случайная компонента изображений в значительной мере 
подавлена. Поэтому существенно меньше опасность спутать изображения двух 
разных символов.  
После получения новых классов, изображения в каждом из них снова 
усредняются, и получившийся набор изображений представляет собой 
окончательный словарь. На рис. 27.4 показано теперь единственное 
изображение символа “n”, вошедшее в словарь. Эффективность повторной 







Рис. 27.4. Представитель класса изображения символа «n», который попадает в 
словарь символов 
 
Сравнивая рис. 27.4 с рис. 27.1, можно утверждать, что контурные шумы 
практически отсутствуют и внешний вид символа значительно улучшился, по 
сравнению с вариантами его изображения в исходном тексте. Таким образом, 
качество восстановленного изображения текста в алгоритме ИЛЛ значительно 
выше исходного. В принципе так и должно быть, потому что значительная 
часть избыточной информация, которую устраняют алгоритмы сжатия 
изображений текста, состоит из случайных шумов печати и сканирования. 
Методы ускорения классификации символов 
В алгоритме ИЛЛ предварительная классификация проводится методом 
«просеивания»,  также с помощью очень быстро вычисляемой дополнительной 
меры различия. Изображению каждого символа сопоставляется трехмерный 
вектор, и мера различия между двумя изображениями символов – расстояние 
между соответствующими векторами, нормированными так, чтобы порог не 
зависел от размера шрифта и разрешения сканирования. 
Вектор параметров каждого изображения символа, на сравнении которых 
проводится классификация, состоит из следующих величин: H – высота 
символа, то есть высота прямоугольника, в который вписано изображение 
символа; W – аналогично определенная ширина символа; P – периметр 
изображения символа, подсчитанный в пикселях вдоль внешних и внутренних 
его границ.  
При сравнении размеров двух символов вычисляется разность их 




HHH  , 
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где 1H , 2H  – высоты первого и второго сравниваемых символов в пикселях,  
и )(dpiras  – разрешение сканирования, измеряемое в точках на дюйм. 
Таким образом, разность высот выражается в сотых частях дюйма. 
Аналогично вычисляется разность ширин W  сравниваемых символов.  
Переход к физическим линейным размерам оправдан тем, что на 
отклонения высоты и ширины изображений одного и того же символа в 
основном влияют шумы печати, а не сканирования. Последние могут изменить 
линейный размер не более, чем на 1 пиксель. Экспериментально установлено, 
что отклонение в линейных размерах, вызванное расплыванием краски, 
находится в пределах 0.01 дюйма. Поэтому линейные размеры символов вне 
зависимости от разрешения и размера шрифта можно считать значительно 
отличающимися, если 1H  и 1W . 
Длина периметра, определяемая как число граничных пикселей в 
изображении символа, мало искажается шумами печати и сканирования. В 
основном она выражает индивидуальные особенности символов, то есть 
гарантированно различает, например, такие буквы, как “n” и “r”. Поэтому для 
их сравнения вводится в рассмотрение безразмерная, то есть не зависящая ни от 









где 1P  и 2P  – периметры сравниваемых символов. 
Периметры символов считаются далекими, если %10P . Если этому 
сопутствует значительное различие в линейных размерах: 1H  и 1W , то 
можно с уверенностью утверждать, что сравниваемые изображения относятся к 
разным символам. Такая классификация, с одной стороны, имеет небольшое 
число классов, каждый из которых содержит изображения близких по 
начертанию символов. С другой стороны, выполнено условие 2, то есть все 
изображения одного и того же символа попадают в один и тот же класс. 
Дополнительное сжатие словаря и карты размещения классов. 
Размер графического файла, который сжат каким-либо алгоритмом, 
основанным на классификации, грубо говоря, состоит из размера словаря, и 
размера соответствующей карты размещения классов. Этот размер можно 
уменьшить, если дополнительно сжать каким-либо стандартным алгоритмом 
сжатия без потерь, например, алгоритмами RLE, Хаффмана, LZW и другими  
[3; 97]. Или их комбинациями. И хотя при создании стандартного формата 
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сжатия изображений текста на эти вопросы требуется обратить самое серьезное 
внимание, здесь мы на этом останавливаться не будем. Отметим только, что 
размер словаря во много раз превышает размер отвечающей ему карты (для 
одной страницы текста) и представляет собой набор изображений символов, 
для сжатия которых методы компрессии без потерь не являются самыми 
эффективными.  
Рассмотрим предложенный в работе [33] алгоритм – будем называть его 
алгоритмом ИЛЛ2 – который сжимает словарь, рассматривая его не как 
последовательность бит, а как изображение, составленное из отдельных 
изображений входящих в него символов. Идея этого алгоритма состоит в 
следующем. 
Если представить себе строку в изображении текста как прямоугольник с 
горизонтальным основанием, охватывающий строку, то вертикальным 
элементом строки называется пересечение этого прямоугольника с любой 
вертикальной линией шириной в один пиксель. На рис. 27.5 из работы [33] 




Рис. 27.5. Изображение символа «е» и составляющие его вертикальные элементы 
строки 
 
Таким образом, все символы в строке, включая пробелы, можно 
представить как объединение ее вертикальных элементов одного и того же 
размера.  
Алгоритм ИЛЛ2 рассматривает словарь как изображение строки, 
составленной из изображений всех входящих в него символов. (Фрагмент 
такого словаря показан на рис. 27.6.). Эта строка разбивается на вертикальные 
элементы, совокупность которых классифицируется отдельным способом.  
В результате получается новый словарь, состоящий из вертикальных элементов 
строки, и карта размещения соответствующих ему классов. Смысл этих 
процедур заключается в том, что новый словарь занимает намного меньше 
427 





Рис. 27.6. Изображение фрагмента словаря для изображения текста 300 dpi: 
вверху – словарь до сжатия; внизу – восстановленный словарь 
 
Внизу, на рис. 27.6  показан словарь символов, восстановленный с 
помощью словаря вертикальных элементов строки и соответствующей ему 
карты расположения классов. Некоторое незначительное ухудшение качества 
заметно только при большом увеличении, которое используется на этом 
рисунке. 
Таким образом, алгоритм ИЛЛ2 работает в два этапа, как это 
схематически изображено на рис. 27.7. На первом этапе (переход с первого 
уровня на второй) он совпадает с алгоритмом ИЛЛ, и отличается от последнего 
наличием еще одного этапа (переходом со второго уровня на третий), на 
котором сжимается словарь, полученный на первом этапе.  
 
                        
Рис. 27.7. Схема двухэтапной обработки изображения текста алгоритмом ИЛЛ2 
 
Фрагмент словаря вертикальных элементов строки для изображения текста 


















наглядности как разделители между представителями отдельных классов 




Рис. 27.8. Фрагмент словаря вертикальних элементов строки, полученный 
после автоматической классификации 
 
Перейдем к описанию алгоритма классификации вертикальных элементов 
строки, который базируется на автоматической классификации (алгоритме k-
средних [3; 31]).  
Вертикальные элементы строки, совокупность которых обозначим через 
X , рассматриваются как векторы с бинарными координатами (0 – черный цвет, 
1 – белый). Единственным параметром классификации является k – число 
классов. 
Некоторым образом из множества X  выбирается элементов kee ,...1  – 
центров класса (в первом приближении). Все элементы изображения 
разбиваются на  классов kSSS ,..., 21  по правилу: для каждого элемента x  
находится ближайший в евклидовой метрике центр класса, после чего в один 
класс объединяются все элементы, имеющие один и тот же ближайший центр 
класса. Далее в каждом классе находятся новые центры класса (во втором 








где iN  – число элементов в классе iS , и ki ,...,2,1 , и последующим 
округлением до 0 или 1). 
После этого процедура повторяется, исходя из новых центров классов. 
Алгоритм заканчивает работу, когда центры классов перестают изменяться. Их 
совокупность – словарь вертикальных элементов строки. 
Автоматическая классификация – очень быстрый алгоритм, дающий 
классификацию высокого качества, если правильно выбраны число классов k  и 
набор центров первого приближения. В алгоритме ИЛЛ2 и то, и другое 
k
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определяется с помощью алгоритма просеивания, с мерой отличия, 
учитывающей контурный характер искажений, вносимых шумами печати и 
сканирования. 
 
а)                                            б) 
Рис. 27.9. Возможные варианты близких связных компонент вертикальных 
элементов строки: а)  =1; б)  = 2 
 
Эта мера отличия   двух вертикальных элементов строки равна 
бесконечности во всех случаях кроме тех, когда каждой связной компоненте 
множества черных пикселей одного из них взаимно однозначно отвечает 
компонента другого так, что эти компоненты могут отличаться на один пиксель 
только на своих концах. Возможные варианты показаны на рис. 27.9. Во всех 
этих случая мера отличия  равна максимальному по каждой компоненте 
числу несовпадений. Иначе говоря, 0 , если вертикальные элементы строки 
полностью совпадают, 1 , если все пары отвечающих друг другу компонент 
совпадают кроме некоторой, отличающихся на один пиксель на одном из 
концов, верхнем или нижнем, и 2 , если найдутся пары компонент, 
отличающихся на один пиксель и на нижнем, и на верхнем концах. Во всех 
остальных случаях opt . 
Выбор такой меры отличия объясняется тем, что контурные шумы печати 
и сканирования могут, как правило, изменить черную компоненту 




После разбиения всей совокупности вертикальных элементов на классы 
методом просеивания с порогом 2max  opt  в качестве центров нулевого 
приближения для алгоритма автоматической классификации выбираются 
средние в каждом из полученных классов за исключением тех классов, которые 
содержат 1–2 элемента. 
Последнее объясняется тем, что шумы печати и сканирования порождают 
новые, как правило, многокомпонентные вертикальные элементы, смежные с 
вертикальными границами символов. А также сильно искажают соседние 
элементы, принадлежащие изображению символа. (См., например, рис. 27.1.) 
Такие элементы при просеивании дают классы, состоящие из одного-двух 
элементов (для стандартной страницы текста) и не выбираются в качестве 
центров класса. При автоматической классификации благодаря проводимому на 
каждой итерации усреднению, они не оказывают никакого влияния на 
конечный результат. Это обстоятельство оправдывает выбор автоматической 
классификации. 
Отметим также, что предварительное применение алгоритма просеивания 
значительно улучшает сходимость автоматической классификации по 
сравнению со случайным выбором центров первого приближения и, 
следовательно, сокращает вычислительное время. Это объясняется тем, что уже 
на первой итерации центры нулевого приближения хорошо аппроксимируют 
члены своего класса с точностью, не меньшей, чем n2 , где n  – число черных 
компонент. 
Размер файла, который сжат каким-либо алгоритмом, основанным на 
классификации, в основном состоит из размера словаря и размера карты 
размещения классов. Причем при классификации выделенных изображений 
символов размер словаря весьма значителен. Поэтому предложенный в 
рассматриваемой работе алгоритм автоматической классификации 
вертикальных элементов строки, уменьшающий размер словаря, обеспечивает 
более высокую степень компрессии исходного изображения текста. 
В табл. 27.3 для тестовой страницы А4, шрифт Times New Roman 12 pt 
представлены объемы словаря символов, словаря вертикальных элементов 
строки, а также общего объема словаря вертикальных элементов строки и 
соответствующей ему карты расположения классов. Параллельно приведены те 
же характеристики после дополнительного сжатия без потерь с использованием 
алгоритма 7z, который является модификацией словарного метода компрессии 
LZ77– LZMA.  
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Отметим, что полученный на втором этапе алгоритма ИЛЛ2 словарь 
вертикальных элементов строки в 20–30 раз меньше словаря символов, 
полученного на первом этапе. Однако после дополнительного сжатия результат 
не такой впечатляющий – в 2 – 4 раза (хотя это тоже очень хороший результат). 
Это объясняется тем, что словарь вертикальных элементов практически не 
содержит избыточную информацию, так что «дожимать» по сравнению с 
исходным словарем символов фактически нечего. 
Карта расположения классов вертикальных элементов строки, по сути, 
аналогична обычному тексту, скажем, в ASCII кодировке, и при 
дополнительном сжатии уменьшается всего в 2–3 раза. Это в значительной 
мере уменьшает эффективность второго этапа алгоритма ИЛЛ2. 
 
Таблица 27.3 
Объем словаря символов 
 
Таблица 27.4 
Выигрыш в сжатии изображения текста в результате компрессии словаря 
символов на втором этапе обработки 
Разрешение изображения текста (dpi) 200 300 400 500 600 
Коэффициент сжатия словаря символов  
(ИЛЛ = 1-й этап алгоритма ИЛЛ2) 
7,9 9,28 14,4 17,51 20,92 
Коэффициент сжатия словаря 
вертикальных элементов вместе с 
соответствующей ему картой размещения 
классов (II этап алгоритма ИЛЛ2) 
11,6 13,64 16,11 18,19 21,24 
 
Как показывает табл. 27.4, выигрыш в сжатии, полученный на втором этапе, 
существенен при разрешениях 200 и 300 dpi, что является неплохим 
результатом, так как эти разрешения наиболее популярны. При 400 dpi  
Разрешение сканирования (dpi) 200 300 400 500 600 
Размер словаря символов/ 
после дополнительного сжатия(kb) 34,8/4,4 46,4/5,0 67,7/4,7 94,6/5,4 140,2/6,7 
Размер словаря вертикальных 
элементов строки / после 
дополнительного сжатия (kb) 
1,2/1,0 2,5/1,5 4,4/2,1 7,3/3,0 10,8/3,8 
Словарь вертикальных 
элементов строки + карта 
размещения их классов / после 
дополнительного сжатия (kb) 
7,3/3,0 8,7/3,4 10,1/4,2 13,7/5,2 18,8/6,6 
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выигрыш не столь заметен и практически отсутствует при больших 
разрешениях. Это объясняется тем, что с повышением разрешения 
увеличивается число вертикальных элементов строки на каждый символ, и 
карта расположения классов вертикальных элементов строки возрастает. Так 
как она сжимается слабо, то суммарный объем словаря вертикальных 
элементов строки и соответствующей ему карты с ростом разрешения 
сжимается все хуже и хуже. 
Таблица 27.5 
Выигрыш в степени сжатия двухэтапного алгоритма в сравнении с 
алгоритмом JB2 (DjVu) 
Разрешение изображения текста (dpi) 200 300 400 500 600 
Алгоритм ИЛЛ (или 1-й этап алгоритма 
ИЛЛ2) 
62,38 135 250,48 353,54 436,7 
Алгоритм ИЛЛ2 74,3 166,18 267,18 361,76 445,34 
Преимуществoв сжатии алгоритма ИЛЛ2 
над алгоритмом ИЛЛ в (%) 
16% 19% 6% 3% 2% 
Алгоритм JB2 (DjVu) 52,63 124,16 202,41 272,91 330,73 
Преимущество в сжатии ИЛЛ2над 
алгоритмом JB2 в (%) 
29% 25% 24% 24,5% 25,5% 
 
В табл. 27.5 приведены значения коэффициентов сжатия изображения 
стандартной страницы текста алгоритмом ИЛЛ (или, что то же самое, после 1-
го этапа алгоритма ИЛЛ2), алгоритмом ИЛЛ2 и алгоритмом JB2, а также 
преимущество в сжатии алгоритма ИЛЛ2 над алгоритмами ИЛЛ и JB2 в 
процентном соотношении. 
Главный вывод, который можно сделать из этой таблицы, такой. 
Алгоритм ИЛЛ2 благодаря второму этапу повышает степень сжатия алгоритма 
ИЛЛ в основном при разрешениях сканирования в 200 и 300 dpi и, таким 
образом обеспечивает сжатие примерно на 25% лучшее, чем алгоритм JB2 при 
всех разрешениях сканирования в диапазоне 200 – 600 dpi.  
Выводы. В настоящее время самыми мощными алгоритмами сжатия 
двуцветного изображения текста являются те, которые используют 
классификацию выделенных символов. При этом конечный результат – степень 
сжатия изображения – больше всего зависит от качества классификации, то есть 
количества полученных классов при непременном условии, что в каждый класс 
входят изображения только одного символа. Еще один аспект при обсуждении 
любого метода сжатия – качество восстановленного изображения по сравнению 
с исходным сжимаемым оригиналом. Обычно, чем выше степень сжатия, тем 
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это качество хуже. Методы сжатия сканированных изображений текста, 
основанные на классификации выделенных символов, позволяют получать 
восстановленные изображения символов более высокого качества, чем 
оригинальные. Причем, чем лучше проведена классификация, тем больше 
сжатие и тем лучше качество изображения символов. Этот парадоксальный 
факт объясняется очень просто. Подходящая статистическая обработка этого 
класса позволяет избавиться от искажений, привнесенных при печати и 
сканировании и имеющих случайный характер. 
Описанные выше меры отличия, учитывающие контурный характер шумов 
печати и сканирования, являются достаточно сложными. Но все же есть 
уверенность, что они будут существенно улучшены, так чтобы проводимая с их 
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