"Scientists have endowed computers with eyes to see, thanks to digital cameras, and ears to hear via microphones and sophisticated recognition software" Until now, one of the human senses not yet implemented in a robot was the sense of smell. With Invention of Electronic Nose (Enose) this is also achieved.
INTRODUCTION
Olfaction (also known as olfactics or smell) refers to the sense of smell. This sense is mediated by specialized sensory cells of the nasal cavity of vertebrates, and by analogy, sensory cells of the antennae of invertebrates. For air-breathing animals, the olfactory system detects volatile or, in the case of the accessory olfactory system, fluid-phase chemicals. For water-dwelling organisms, e.g., fish or crustaceans, the chemicals are present in the surrounding aqueous medium. Olfaction, along with taste, is a form of chemoreception. The chemicals themselves which activate the olfactory system, generally at very low concentrations, are called odors.
Each odor activates multiple receptors and this pattern of activation creates a signature that the brain can recognize as a particular scent.
Figure 1. Major Olfaction Sensing Components in Humans.
Over the last decade, "electronic sensing" or "e-sensing" technologies have undergone important developments from a technical and commercial point of view. The expression "electronic sensing" refers to the capability of reproducing human senses using sensor arrays and pattern recognition systems. Since 1982, research has been conducted to develop technologies, commonly referred to as electronic noses that could detect and recognize odors. The stages of the recognition process are similar to human olfaction and are performed for identification, comparison, quantification and other applications. In 1982 by Dodd and Persaud from the Warwick Olfaction Research Group, UK introduced the concept of an electronic nose. They proposed a system, comprising an array of essentially non-selective sensors and an appropriate pattern recognition system, often called "e-nose".
There are a variety of electronic e-nose models, all of which consist of an array of olfactory sensors that are activated in unique patterns when exposed to different aromas.Software identifies each odor and its source by analyzing the patterns. (The human brain uses this same pattern-recognition process to identify smells), the artificial noses are faster and cheaper.
COMPONENTS OF ENOSE
Electronic Noses include three major parts: a sample delivery system, a detection system, a computing system. The sample delivery system enables the generation of the headspace (volatile compounds) of a sample, which is the fraction analyzed. The system then injects this headspace into the detection system of the electronic nose. The sample delivery system is essential to guarantee constant operating conditions.
The detection system, which consists of a sensor set, is the "reactive" part of the instrument. When in contact with volatile compounds, the sensors react, which means they experience a change of electrical properties. Each sensor is sensititive to all volatile molecules but each in their specific way. Most electronic noses use sensor-arrays that react to volatile compounds on contact: the adsorption of volatile compounds on the sensor surface causes a physical change of the sensor. A specific response is recorded by the electronic interface transforming the signal into a digital value. Recorded data are then computed based on statistical models. In recent years, other types of electronic noses have been developed that utilize mass spectrometry or ultra fast gas chromatography as a detection system.
The computing system works to combine the responses of all of the sensors, which represents the input for the data treatment. This part of the instrument performs global fingerprint analysis and provides results and representations that can be easily interpreted. Each chemical vapor presented to the sensor array produces a signature or pattern characteristic of the vapor. By presenting many different chemicals to the sensor array, a database of signatures is built up. This database of labeled signatures is used to train the pattern recognition system. The goal of this training process is to configure the recognition system to produce unique classifications of each chemical so that an automated identification can be implemented.
ENose uses a collection of different polymer films as shown in Fig.3 .These films are specially designed to conduct electricity. When a substance such as the stray molecules from a glass of soda is absorbed into these films, the films expand slightly, and that changes how much electricity they conduct. Because each film is made of a different polymer, each one reacts to each substance, or analyte, in a slightly different way. And, while the changes in conductivity in a single polymer film wouldn't be enough to identify an analyte, the varied changes in films produce a distinctive, identifiable pattern.
The relationship between sensor resistance and the concentration of detected odor can be expressed by the by an Equation 1 over a predetermined range of odor concentrations.
Where: 
APPLICATIONS OF ENOSE

PROBLEM WITH EXISTING ENOSE
Even though technology for identifying the smell is very advanced, the accuracy in classifying the smell when two different smells are given at a time is not good. In many situations it is necessary to differentiate or identify a particular smell when many smells are present. Example in case of a Smellbot-a robot as shown in Fig. 5 which moves toward smelling agent, there may arise ambiguity in determining the path if more than one smelling agents are present. So there is need to solve this problem so that Enose can recognize in all possible situations. 
INTEGRATION OF VISION SYSTEM INTO ENOSE
Out of 5 senses, vision stands first. Technology is far ahead and vision has already been implemented technically which is nothing but a camera with image processing unit. Such vision system have already been implemented in robots, face recognition systems etc.The idea here is to combine the output of Enose and vision system to classify the substance accurately. It can be compared with humans where they use both vision and olfaction is used to identify the substance accurately when there is ambiguity when many smelling agents are present simultaneously. An association map is prepared, which is used to classify the substances based on both smell and the image. If the substance match is found based on smell itself then there is no need to consider the image or vice versa but if the input pattern can not matched then both smell and image are considered and only if both patterns in the mapping for a particular substance is found to be matched that pattern is said to be classified, so with both parameters considered it can be assured that the pattern can be classified accurately. Same classification technique like neural networks can be used for both smell and image. 
ARTIFICIAL NEURAL NETWORKS (ANN)
Computation in the human brain is much different from the concept of programmed computuing.The computations are massively distributed and parallel. Learning replaces a priori program development .Taking these cues from nature the new and biologically motivated paradigm of artificial neural networks (ANNs) has raised. ANN technology has the potential to be dominant computing architecture, and artificial neurons may become the ultimate RISC buliding block.
Vision system
Definition: A structure composed of a number of interconnected units (artificial neurons) as shown in Fig.7 .Each unit has an I/O characteristic and implements a local computation or function. The output of any unit is determined by the I/O characteristic, its interconnection to other units and external inputs.The network usually develops an overall functionality through one or more forms of training. ANNs offer solutions to problems that involve human sensory input, such as speech, vision hand writing recognition etc. An ANN is inspired by the way biological nervous systems such as the human brain process information. An ANN, like a human, learns from experience and examples, with each ANN configured for a specific application such as data classification or pattern recognition. In an ANN information is processed in parallel and the speed and performance is substantial once the ANN is trained by repetitive presentations of data from a known source. This is known as the back propagation technique, and during the training process known odors is compared to the ANN output. Initial weightings are given and modified as the training process progresses. The difference between the targeted output and the actual output is sent back through the network and the magnitudes of the weightings are changed. This is continuous until the difference between the ANN output and the actual value is minimal .Identification time for an odor in a trained ANN is simply the time it takes for the movement of data through the system. Training will be stopped at the point of the smallest error in the validation set. This allowed to avoid overtraining .It learns using an algorithm called backpropagation with an adaptive learning rate and momentum of 0.01 and 0.70 respectively. 
BACKPROPAGATION ALGORITHM
Backpropagation, or propagation of error, is a common method of teaching artificial neural networks how to perform a given task. It was first described by Paul Werbos in 1974, but it wasn't until 1986, through the work of David E. Rumelhart, Geoffrey E. Hinton and Ronald J. Williams, that it gained recognition, and it led to a "renaissance" in the field of artificial neural network research.
It is a supervised learning method, and is an implementation of the Delta rule. It requires a teacher that knows, or can calculate, the desired output for any given input. It is most useful for feedforward networks (networks that have no feedback, or simply, that have no connections that loop). The term is an abbreviation for "backwards propagation of errors". Backpropagation requires that the activation function used by the artificial neurons (or "nodes") is differentiable
Summary of the Backpropagation Technique
1. Present a training sample to the neural network.
2. Compare the network's output to the desired output from that sample. Calculate the error in each output neuron.
3. For each neuron, calculate what the output should have been, and a scaling factor, how much lower or higher the output must be adjusted to match the desired output. This is the local error.
4. Adjust the weights of each neuron to lower the local error.
5. Assign "blame" for the local error to neurons at the previous level, giving greater responsibility to neurons connected by stronger weights.
6. Repeat from step 3 on the neurons at the previous level, using each one's "blame" as its error. 
Algorithm
Actual algorithm for a 3-layer network (only one hidden layer) s shown in Fig.9 Initialize the weights in the network (often randomly)
Do
For each example e in the training set O= neural-net-output(network, e) ; forward pass T = teacher output for e
Calculate error (T -O) at the output units
Compute delta_wi for all weights from hidden layer to output layer; backward pass
Compute delta_wi for all weights from input layer to hidden layer; backward pass continued Update the weights in the network until all examples classified correctly or stopping criterion satisfied
Return the network
As the algorithm's name implies, the errors (and therefore the learning) propagate backwards from the output nodes to the inner nodes. So technically speaking, backpropagation is used to calculate the gradient of the error of the network with respect to the network's modifiable weights. This gradient is almost always then used in a simple stochastic gradient descent algorithm to find weights that minimize the error. Often the term "backpropagation" is used in a more general sense, to refer to the entire procedure encompassing both the calculation of the gradient and its use in stochastic gradient descent. Backpropagation usually allows quick convergence on satisfactory local minima for error in the kind of networks to which it is suited.
CONCLUSION
We use a very sensitive and powerful instrument to detect odorsour noses! We also have a very powerful computer to interpret all of the data we receive -our brains! The problem with using our nose and brain, as an analytical tool is that they provide a subjective analysis. The electronic nose mimics some of the characteristics of the human nose but is not subjective.
There is problem in classification when more than one substance is given at a time, So by integrating vision along with olfaction will enhance the classification. By combining many senses, the performance will be enhanced and will give chance for newer applications. The vision and olfaction have already been technically implemented successfully; with the adoption of the proposed idea the existing problem can be easily solved thereby giving a better system.
Enose has several advantages for real-world applications including compactness, portability, real-time analysis, and automation. Further work will involve comparing neural network sensor analysis to more conventional techniques, exploring other neural network paradigms, and evolving the preliminary prototypes to field systems.
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