In the existing evidential networks applicable to belief functions, the relations among the variables are always represented by joint belief functions on the product space of the involved variables. In this paper, we use conditional belief functions to represent such relations in the network and show some relations between these two kinds of representations. We also present a propagation algorithm for such networks. By analyzing the properties of some special networks with conditional belief functions, called the network with partial dependency, we show that the computation for reasoning can be simpli ed.
Introduction
Network-based approaches have been widely used for knowledge representation and reasoning with uncertainties. Bayesian networks 3] and valuation-based systems 7] are two of well-known frameworks. Bayesian networks are implemented for the probabilistic inference, while Valuation-based systems can represent several uncertainty formalisms in a uni ed framework. Graphically, a Bayesian network is a directed acyclic graph, a valuation-based system is a hypergraph. Nodes in the networks represent random variables where A vacuous belief function is a belief function such that m( )=1 and m(A)=0 for all A 6 = , which represents total ignorance. The value bel(A) quanti es the strength of the belief that the event A occurs. It measures the same concept as P(A) does in classical probability theory, but bel is not an additive measure. The value m(A) represents the part of belief that supports the fact that A occurs and cannot support any more speci c event (due to the lack of information). Note that m is not the counterpart of a probability distribution function p 14] . Both bel and P are de ned on 2 , but m is de ned on 2 whereas p is de ned on .
Given a belief function, we can de ne a plausibility function pl: If a second information concerning the same issue is now available from a di erent source, we need to integrate this information with 2 We use \k" in place of \j" to emphasize the non-normalization of our conditioning. The meaning of these two rules is given in 16]. Suppose m 1 and m 2 are the bba induced by two distinct pieces of evidence E 1 and E 2 , respectively. Suppose an agent who would hold belief m 1 (m 2 ) if he knows that E 1 (E 2 ) prevails. If the agent knows that both E 1 and E 2 prevail, then his belief would be represented by m 1 ^m 2 . If the agent knows only that at least one of E 1 and E 2 prevails without knowing which one, his belief would be represented by m 1 _ m 2 .
The justi cation of these two rules, called conjuctive and disjunctive rules of combination, can be found in 12] and 16], respectively.
Since m (basic belief mass), bel (belief function), pl (plausibility function) and q (commonality function) are in one-to-one correspondence with each other, the above rules can also be represented by using any of these functions. Details can be found in 16]. 5 Note that all the de nitions above are for the non-normalized case.
As for the case of normalized belief functions, which means m(;)=0, the normalization factor K=1-m(;) should be considered in those rules, and the conditioning rule and the conjunctive combination rule turn out to be Dempster's rule of conditioning and of combination. The (unnormalized) bel(AkB) turns out to be the (normalized) bel(AjB) and ^be 4, 16] . _ doesn't have a counterpart in Shafer's presentation. To be consistent with convention, we will use instead of ^, but the computation is unnormalized.
Let's consider two spaces and X, we use bel X ( k ) to represent the belief function induced on the space X given . Suppose all we know about X is initially represented by the set fbel X ( k i ): i 2 g. We only know the beliefs on X when we know which element of (1 ? pl X (xk i ))
Note that pl ( kx) = pl X (xk ) and translates the fact that in general pl(AkB) = pl(BkA), an equality unsatis ed once normalization is introduced. This can be seen from the above two theorems. From the example, it can be found that the latter representation is often more \natural" and \easy" for the users to provide and to In the following, we will show some relations between the belief functions represented in conditional form and in joint form. By using the rules of conditioning, every joint belief function can induce a family of conditional belief functions, but not every family of conditional belief functions is compatible with a joint one. This occurs when the set of conditional belief functions can not be obtained by conditioning some underlying joint belief function. We say that those sets of conditional belief functions that are not compatible with a joint belief function are invalid. The joint belief functions that could underlie a family of conditional beliefs are not always unique. The ballooning extension of a conditional belief function over X given y Y in the belief function over X Y means that the bba m(xjy)(x X) is allocated to the set x "X Y y "X Y , i.e., the largest subset of X Y such that its intersetion with x "X Y is x "X Y .
The belief function so built is the least committed belief function on X Y among all belief functions on X Y which conditioning on y "X Y is equal to bel( jy). Formally, we have the following de nition: Note that in a BN, there is a joint probability distribution for the network, and the local conditional probabilities can be computed by projecting the global probability on the subset of the variables involved. And for each node in BN, there is only one conditional probability for it given its parents. In an ENC, we can have knowledge about the relations between two nodes from di erent sources (we call them local conditional beliefs). Then the global belief for an ENC can be computed from all those local conditional beliefs. However, from the global belief, we cannot reconstruct each local conditional belief any more. This distinction results from the different natures of the two model 13]. Also, once an ENC has been constructed, we can add new knowledge by conjunctive rule of combination for some variables at any time supposing the new knowledge is from the independent source. While a BN is always constructed from some underlying joint probability distribution.
Propagating Beliefs in ENC
Given any ENC, one could transform each conditional belief function bel Y (:jx); x X into a joint belief on X Y by building its balooning extension on X Y . Then the ENC becomes a calssical network on which the VBS algorithm 6, 7] could be directly applied. Such a strategy would be ine cient and we present hereafter more e cient algorithms that pro t from the particular nature of the belief fucntion encountered in the ENC.
It has been shown that one main objective of reasoning process in evidential network is to compute the marginals of the global belief functions for some variables. For two disjoint subsets X and Y of U, knowing bel X Y or pl X Y (x; y) 4 : x X , y Y is equivalent for what concerns propagation to compute the marginal beliefs for the variables. We use BEL X and bel 0X to denote the marginal and 4 We use pl X Y (x;y) to denote pl X Y (x "X Y \ y "X Y ) for the sake of simplicity. It has been shown that pl X Y (x;y) = pl X (xky) = pl Y (ykx) for x X, y Y 16]. Given an ENC represented by G=(M, E), Case1: Suppose G is a polytree, i.e., there is only one (undirected) path between any of two nodes in the network.
The propagation algorithm can be regarded as a message-passing scheme: for each node X in the network, its marginal BEL X is computed by combining all the messages from its neighbors ne(X) and its own a priori bel 0X . i.e., From the above propagation scheme, it can be found that, in an ENC, any computations involving two connected variables (or merged nodes), say X and Y , are processed on the space X or Y , while in the network with joint beliefs, such computations are always on the product space X Y . Thus the computation in ENC needs fewer set-comparisons and multiplications than that in the latter one. Although the above representation and propagation algorithm are for the networks which only have binary relations between the nodes, it could be generalized to the case where relations are for any number of nodes by using the graphical representation such as directed valuation networks 8].
E cient Computation for the ENC with Partial Dependency
In the previous section, we have proposed some ideas to solve the problem where there are loops in the network. For the case where there are very complicated loops, the computation is not quite obvious. In this section, we show that for some ENC with complicated structure but with some special properties called partial dependency, we can reduce the computation by simplifying the structure. 16 
ENC with Partial Dependency
In this subsection, we give the de nition for the ENC with partial dependency and show some properties of such networks. The following two lemmas state the properties of the simplest ENC with partial dependency where there are only two variables in the networks. 
Computation in the ENC with Partial Dependency
From the properties of the ENC with partial dependency (lemma 5.1 and 5.2) described above, we can simplify the computation for some cases of such ENC. Consider the network shown in gure 5.1, where in 5.1.a, G i is a set of variables and suppose I G i A is irrelevant to G i . Now suppose we have some prior beliefs on X and Z: m 0X (+) = :8, m 0X ( X )=.2; m 0Z (?)=1. To compute the marginal for A, if we use the joint belief for the relation A and X, then the combination is performed on the product space A X and A Z ; if we use the conditional beliefs represented in the table 5.1 and the propagation scheme described above, the computation is performed on the frame A , which is more e cient. Moreover, if we use the result of lemma 5.2, the computation can be simpli ed further. The following steps illustrate such computation: The above theorems and the corollaries are only for a network with three variables. However, the results can be extended to more general cases. bel 0X 1 bel 0X 1 b a Figure 5 .6. Another case of an ENC whose computation could be simpli ed.
An example of e cient computation in ENC
The following example shows how to use the theorems in the previous subsection to reduce the computation for a complicated ENC with partial dependency. In order to solve the problem, we need the following computations:
1. The belief on diagnosis given that we know the result of each test;
2. Suppose we have the result of some test, we need to compute the belief on diagnosis given that we also know the result of another test; Simpli ed graph for case 2.
Conclusions
We have presented an evidential network (ENC) which uses conditional belief functions for the knowledge representation and reasoning. By comparing some relations between the representation by joint belief and by conditional belief, it can be found that the conditional form is more natural and it takes less space. We also provided an algorithm for reasoning in ENCs. The presented algorithm of reasoning is only for the network where all the relations are binary, the extension of the algorithm to a general case will be studied in the future work. We have shown that the computation of ENC can be simpli ed due to the property of partial dependency. Further studies are still needed to systemize this simpli cation process, and it could be conjectured that one possible solution is to represent the knowledge in several local networks instead of in one global network.
