The intention of this paper is to estimate a Bayesian distribution-free chain ladder (DFCL) model using approximate Bayesian computation (ABC) methodology. We demonstrate how to estimate quantities of interest in claims reserving and compare the estimates to those obtained from classical and credibility approaches. In this context, a novel numerical procedure utilising Markov chain Monte Carlo (MCMC), ABC and a Bayesian bootstrap procedure was developed in a truly distribution-free setting. The ABC methodology arises because we work in a distributionfree setting in which we make no parametric assumptions, meaning we can not evaluate the likelihood point-wise or in this case simulate directly from the likelihood model. The use of a bootstrap procedure allows us to generate samples from the intractable likelihood without the requirement of distributional assumptions, this is crucial to the ABC framework. The developed methodology is used to obtain the empirical distribution of the DFCL model parameters and the predictive distribution of the outstanding loss liabilities conditional on the observed claims.
Motivation
The distribution-free chain ladder model (DFCL) of Mack [14] is a popular model for stochastic claims reserving. In this paper we use a time series formulation of the DFCL model which allows for bootstrapping the claims reserves. An important aspect of this model is that it can provide a justification for the classical deterministic chain ladder (CL) algorithm which originally was not founded on an underlying stochastic model. Moreover, it allows for the study of prediction uncertainties. Note that there are different stochastic models that lead to the CL reserves (see for example Wüthrich-Merz [30] , Section 3.2). In the present paper we use the DFCL formulation to reproduce the CL reserves.
The paper presents a novel methodology for estimating a Bayesian DFCL model utilising a framework of approximate Bayesian computation (ABC) in a non-standard manner. A methodology utilising Markov chain Monte Carlo (MCMC), ABC and a Bayesian bootstrap procedure is developed in a distribution-free setting. The ABC framework is required because we work in a distribution-free setting in which we make no parametric assumptions about the form of the likelihood. Effectively, the ABC methodology allows us to overcome the fact that we cannot evaluate the likelihood point-wise in the DFCL model. Typically, ABC methodology circumvents likelihood evaluations by simulation from the likelihood. However, in this case simulation from the likelihood model is not directly available because no parametric assumption is made.
We combine ABC methodology with bootstrap to overcome this additional complexity that the DFCL model presents in the ABC framework. Then, by using an MCMC numerical sampling algorithm combined with the novel version of ABC that has the embedded bootstrap procedure, we are able to obtain samples from the intractable posterior distribution of the DFCL model parameters.
This allows us to utilise this methodology to obtain the Bayesian posterior distribution of the DFCL model parameters empirically. Then we demonstrate two approaches in which we can utilise the posterior samples for the DFCL model parameters to obtain the Bayesian predictive distribution of the claims. The first approach involves using each posterior sample to numerically estimate the full predictive claims distribution given the observed claims. The alternative approach involves using the posterior samples for the DFCL model parameters to form Bayesian point estimators. Then, conditional on these point estimators, we can obtain the Bayesian conditional predictive distribution for the claims. The second approach will be relevant for comparisons with the classical and credibility approaches. The first approach has the benefit that it integrates out of the Bayesian predictive claims distribution the parameter uncertainty associated with estimation of the DFCL chain ladder parameters.
The paper then analyses the parameter estimates in the DFCL model, the associated claims reserves and the mean square errors of prediction (MSEP) from both the frequentist perspective and a contrasting Bayesian view. In doing so we analyse CL point estimators for parameters of the DFCL model, the resulting estimated reserves and the associated MSEP from the classical perspective. These include non-parametric bootstrap estimated prediction errors which can be obtained via one of two possible bootstrap procedures, conditional or unconditional. In this paper we consider the process of conditional back propagation; see [30] for in-depth discussion.
These classical frequentist estimators are then compared to Bayesian point estimators. The Bayesian estimates considered are the maximum a posteriori (MAP) and the minimum mean square error (MMSE) estimators. For comparison with the classical frequentist reserve estimates, we also obtain the associated Bayesian estimated reserves conditional upon the Bayesian point estimators.
In addition, since in the Bayesian setting we obtain samples from the posterior for the parameters we use these along with the MSEP obtained by the estimated Bayesian point estimators to obtain associated posterior predictive intervals to be compared with the classical bootstrap procedures.
We then robustify the prediction of reserves by Rao-Blackwellization, that is, we integrate out the influence of the unknown variance parameters in the DFCL model. Having done this, we analyse the resultant MSEP. This is again only achievable since in the Bayesian setting we obtain samples from the joint posterior for the CL factors and the variances.
To summarize our contribution, the novelty within this paper involves the development and comparison of a new estimation methodology to work with the Bayesian CL model for the DFCL model which makes no parametric assumptions on the form of the likelihood function; see also . This is unlike the works of Yao [31] and Peters et al. [21] that assume explicit distributions in order to construct the posterior distributions in the Bayesian context. Instead we demonstrate how to work directly with the intractable likelihood functions and the resulting intractable posterior distribution, using novel ABC methodology. In this regard we demonstrate that we do not need to make any parametric assumptions to perform posterior inference, avoiding potentially poor model assumptions made, as for example in the paper of Yao [31] . Outline of this paper. The paper begins with a presentation of the claims reserving problem and then presents the model we shall consider. This is followed by the description of the classical CL algorithm and the construction of a Bayesian model that can be used to estimate the parameters of the model. The Bayesian model is constructed in a distribution-free setting. This is followed by a discussion on classical versus Bayesian parameter estimators along with a bootstrap based procedure for the estimation of the parameter uncertainty in the classical setting. The next section presents the methodology of ABC coupled with a novel bootstrap based sampling procedure which will allow us to work directly with the distribution-free Bayesian model. We then illustrate the developed algorithm on a synthetic data set and the real data set, comparing performance to the classical results and those obtained via credibility theory.
Claims development triangle and DFCL model
We briefly outline the claims development triangle structure we utilise in the formulation of our models. Assume there is a run-off triangle containing claims development data with the structure given in Table 1 .
Assume that C i,j are cumulative claims with indices i ∈ {0, . . . , I} and j ∈ {0, . . . , J}, where i denotes the accident year and j denotes the development year (cumulative claims can refer to payments, claims incurred, etc). We make the simplifying assumption that the number of accident years is equal to the number of observed development periods, that is, I = J. At time I, we have observations
and for claims reserving at time I we need to predict the future claims Table 1 .
Classical chain ladder algorithm
In the classical (deterministic) chain ladder algorithm there is no underlying stochastic model.
It is rather a recursive algorithm that is used to estimate the claims reserves and which has proved to give good practical results. It simply involves the following recursive steps to predict unobserved cumulative claims in D c I . Set C i,I−i = C i,I−i and for j > I − i
Since this is a deterministic algorithm it does not allow for quantification of the uncertainty associated with the predicted reserves. To analyse the associated uncertainty there are several stochastic models that reproduce the CL reserves; for example Mack's distribution-free chain ladder model [14] , the over-dispersed Poisson model (see ) or the Bayesian chain ladder model (see ). We use a time series formulation of the Bayesian chain ladder model in order to use bootstrap methods and Bayesian inference.
Bayesian DFCL model
We use an additive time series version of the Bayes chain ladder model (Model Assumptions 3.1
in Gisler-Wüthrich [12] ).
Model Assumptions 2.1.
1. We define the CL factors by F = (F 0 , . . . , F J−1 ) and the standard deviation parameters by Ξ = (Ξ 0 , . . . , Ξ J−1 ). We assume independence between all these parameters, i.e. the prior density of (F, Ξ) is given by
where π(f j ) denotes the density of F j and π(σ j ) denotes the density of Ξ j .
2. Conditionally, given F = f = (f 0 , . . . , f J−1 ) and Ξ = σ = (σ 0 , . . . , σ J−1 ), we have:
• Cumulative claims C i,j in different accident years i are independent.
• Cumulative claims satisfy the following time series representation
where conditionally, given B 0 , we have that the residuals ε i,j are i.i.d. satisfying
and
Remark. Note that the assumptions on the residuals are slightly involved in order to guarantee that cumulative claims C i,j are positive P -a.s.
Corollary 2.2. Under Model Assumptions 2.1 we have that conditionally, given D I , the random variables (F 0 , Ξ 0 ), . . . , (F J−1 , Ξ J−1 ) are independent. Thus, we obtain the following posterior distribution for (F , Ξ), given D I ,
This result follows from Theorem 3.2 in Gisler-Wüthrich [12] ; from prior independence of the parameters; and the fact that C i,j+1 only depends on F j , Ξ j and C i,j (Markov property). This has important implications for the ABC sampling algorithm developed below.
In order to perform the Bayesian analysis we make explicit assumptions on the prior distributions of (F , Ξ).
Model Assumptions 2.3.
In addition to Model Assumptions 2.1 we assume that the prior model for all parameters j ∈ {0, . . . , J − 1} is given by:
3)) and large variance to have diffuse priors.
• The variances Ξ 2 j ∼ IG (a j , b j ), where IG (a j , b j ) is an inverse gamma distribution with mean E Ξ 2 j = b j /(a j − 1) = σ 2(CL) j (see (3.1) below) and large variance.
Remarks
1. The likelihood model is intractable, meaning that no density can be written down analytically in the DFCL model. In formulating the Bayesian model we have only made distributional assumptions on the priors for the parameters (F , Ξ) but not on the observable cumulative claims C i,j . Though we make distributional assumptions for the priors, the model is distribution-free because no distributional assumptions on the cumulative claims are made. As a result of only making assumptions on the priors, a standard Bayesian analysis using analytic posterior distributions cannot be performed. One way out of this dilemma would be to re-formulate the Bayesian model by making distributional assumptions (for example, this is done in Yao [31] ) but then the model is no longer distributionfree. Another approach would be to use credibility methods (see Gisler-Wüthrich [12] ) but this only gives statements for the first two moments. In the present set up we develop ABC methods that allow for a full distributional answer for the posterior distributions without making explicit distributional assumptions for the cumulative claims C i,j .
2. Our priors are chosen as diffuse priors with large variances. This again highlights the differences between specification of the prior distributions and making distributional assumptions for the actual likelihood model, these are mutually exclusive ideas.
3. We select the priors to ensure that we maintain several relevant aspects of the DFCL model. In particular, it is important to utilise priors that enforce the strict positivity of the parameters f j , σ j > 0. We note here that the parametric Bayesian model developed in Yao [31] failed in this aspect when it came to prior specification. Therefore we develop an alternative prior structure that satisfies these required properties of the DFCL model.
DFCL model parameter estimators
This section considers both classical and Bayesian estimators for the chain ladder framework, including both the chain ladder factors and the variance parameters.
Classical
In the classical CL method, the CL factors are estimated by f 
(3.1) see (3.4) in Wüthrich-Merz [30] .
Note that this estimator is only well-defined for j < I − 1. There is a vast literature and discussion on the estimation of tail parameters. We do not enter this discussion here but we simply choose the estimator given in Mack [14] for the last variance parameter which is defined by σ 2(CL)
Bayesian
In a Bayesian inference context one calculates the posterior distribution of the parameters, given D I . As in (2.7) we denote this posterior by π (f , σ|D I ). Since the MCMC-ABC bootstrap procedure will allow us to obtain samples from the posterior distribution of the Bayesian DFCL model presented, we can now consider estimating CL point estimators using these samples.
There are two commonly used point estimators in Bayesian analysis that correspond to the posterior mode (MAP) and the posterior mean (MMSE), respectively:
In the case in which f j is not independent of σ j , the MAP estimators obtained through joint maximization are optimal. However, in practice one often works with marginal estimators for simplicity. Additionally, note that for diffuse priors we find (see Corollary 5.1 in Gisler-Wüthrich
Hence, using Corollary 2.2, we obtain the approximation
where on the last line we have an equality if the diffusivity of the priors π(f j ) tends to infinity. This is exactly the argument why the Bayesian CL model can be used to justify the CL predictors;
see Gisler-Wüthrich [12] .
Full predictive distribution and VaR
In addition, the posterior samples for the DFCL model parameters, obtained via the MCMC-ABC bootstrap procedure, will allow us to obtain the predictive distribution of the claims in two ways. The first is the full predictive distribution of the claims obtained after integrating out the posterior uncertainty associated with the Bayesian DFCL model parameters to empirically These results can then be applied to estimate any risk measures. For example, if we fix a security level 95% we can calculate the VaR on that level, which is defined by
Bootstrap and mean square error of prediction
Assume that we have calculated the Bayesian predictor or the CL predictor given in (3.7).
Then we would like to determine the prediction uncertainty, that is, we would like to study the deviation of C i,J around its predictor. If one is only interested in second moments, the so-called conditional mean square error of prediction (MSEP), one can often estimate the error terms analytically. However, other uncertainty measures like Value-at-Risk (VaR) can only be determined numerically; see (3.9).
A popular numerical method is the bootstrap method. The bootstrap technique was developed by Efron [3] and extended by Efron-Tibshirani [4] and Davison-Hinkley [1] . In the actuarial literature the development of bootstrap procedures includes the work of Taylor [27] , Taylor- McGuire [28] , [29] , England-Verrall [5] , [7] and Pinheiro et al. [19] .
This procedure allows one to obtain information regarding an aggregated distribution given a single realisation of the data. To apply the bootstrap procedure one introduces a minimal amount of model structure such that resampling observations can be achieved using observed samples of the data.
In this section we present a bootstrap algorithm in the classical frequentist approach. That is, we assume that the CL factors F = f and the standard deviation parameters Ξ = σ given in Model Assumptions 2.1 are unknown constants. The bootstrap then generates synthetic data denoted by D * I that allow for the study of the fluctuations of f (CL) and σ 2(CL) (for details see Section 7.4 in Wüthrich-Merz [30] ). In the presented text we restrict ourselves to the conditional resampling approach presented in Section 7.4.2 of Wüthrich-Merz [30] .
Non-parametric classical bootstrap (conditional version)
1. Calculate estimated residuals ε i,j for i + j ≤ I, j > 0, conditional on the estimators f 
2. These residuals ( ε i,j ) i+j≤I give the empirical bootstrap distribution F D I .
Generate bootstrap observations (conditional resampling)
). Note that for the unconditional version of bootstrap we should generate C * i,j = f (CL)
For a discussion on this approach, see Section 7.4.1 of [30] .
5.
Calculate bootstrapped CL parameters f * j and σ 2 * j by
6. Repeat steps 3-5 and obtain empirical distributions from the bootstrap samples C * i,J , f * j and σ 2 * j . These are then used to quantify the parameter estimation uncertainty.
This non-parametric classical bootstrap method can be seen as a frequentist approach. This means that we do not express our parameter uncertainty by the choice of an appropriate prior distribution. We rather use a point estimator for the unknown parameters and then study the possible fluctuations of this point estimator.
The main difficulty now is that the non-parametric bootstrap method, as described above, underestimates the "true" uncertainty. This comes from the fact that the estimated residuals ε i,j , in general, have variance smaller than 1 (see formula (7.23) in Wüthrich-Merz [30] ). This means that our estimated residuals are not appropriately scaled. Therefore, frequentists use several different scalings to correct this fact (see formula (7.24) in Wüthrich-Merz [30] or England-Verrall [6] ). Here, we use a different approach by introducing the novel Bayesian bootstrap method embedded within an MCMC-ABC algorithm to obtain empirically the posterior distribution of the Bayesian DFCL model, described below. Having obtained this, we can then calculate all required Bayesian parameter estimates, capital reserve estimates and associated risk measures such as VaR. Before presenting the methodology for this novel MCMC-ABC algorithm we will finalize this section with the decompositions of the MSEP under frequentist, Bayesian and credibility approaches.
Frequentist bootstrap estimates
Let us for the time-being concentrate on the conditional MSEP given by
The first term is known as the conditional process variance and the second term as the parameter estimation uncertainty. In the frequentist approach (i.e. for given deterministic F = f and Ξ = σ) these terms can be calculated as
The process variance (4.2) is estimated by replacing the parameters by its estimators,
The parameter estimation error is more involved and there we need the bootstrap algorithm. Assume that the bootstrap method gives T bootstrap samples f 
Bayesian estimates
In the Bayesian setup, (i.e. choosing prior distributions for the unknown parameters F and Ξ)
we obtain a natural decomposition of the conditional MSEP:
The average process variance is given by (see Wüthrich-Merz [30] , Lemma 3.6)
where we have used posterior independence (2.7). The parameter estimation error is given by
where we have used (3.7). Using (2.7), we obtain for the last term
In order to calculate these two terms given in (4.6) and (4.8), we need to calculate the posterior distribution of (F , Ξ), given D I . Since we do not have a full distributional model, we cannot write down the likelihood function, which would allow for analytical solutions or Markov chain Monte Carlo (MCMC) simulations. Therefore we introduce the ABC framework which allows for distribution-free simulations using appropriate bootstrap samples and a distance metric. This will be discussed in Section 5.
Credibility Estimates
As mentioned previously, we can also consider the credibility estimates given in Gisler-Wüthrich [12] . As long as we are only interested in the second moments (i.e. conditional MSEP) we can also use credibility estimators, which are minimum variance estimators that are linear in the observations. For diffuse priors we obtain the approximation given in Corollary 7.2 of Gisler-
where Γ cred
In the results section we compare the frequentist bootstrap approach, the credibility approach and the ABC bootstrap approach that is described below (see Table 7 below).
ABC for intractable likelihoods and numerical Markov chain sampler
To estimate numerically the parameters, predicted claims and associated uncertainty measures such as the MSEP presented in the previous sections, the Bayesian approach requires the ability to sample from the posterior distribution of the DFCL model parameters. Obtaining samples
:T which are realisations of a random vector distributed with a posterior distribution π (f , σ|D I ) in the DFCL model is difficult since the likelihood is intractable. Hence, standard numerical approaches such as Markov chain Monte Carlo (MCMC) algorithms (see Gilks et al. [11] ) cannot be directly used since they all require explicit repeated evaluation of the likelihood function at each stage of the Markov chain sampling algorithm. It is common to avoid this difficulty by making distributional assumptions for the form of the likelihood. This then violates the DFCL model assumption but allows for relatively standard sampling procedures to be applied. In this regard, one possible approach involves making a specific Gaussian assumption for the likelihood. One problem with this assumption, which is evident immediately, is that it precludes skewness in the model. Here, we do not make any such assumptions and instead we work in a truly distribution-free model using ABC to facilitate sampling from an intractable posterior distribution.
There is an additional complexity in the DFCL model not typically encountered when working with ABC methodology. Typically, ABC methodology is developed in the case in which the model likelihood cannot be evaluated point-wise, but conditional on parameter values, synthetic data is easily simulated from the model; see examples in Peters-Sisson [16] and Peters et al. [22] . This is not the case in the Bayesian DFCL model. Under the DFCL model the likelihood is only expressed by moment conditions, hence we cannot evaluate the likelihood point-wise and also the simulation from the likelihood cannot be performed directly. This is why we introduce the novel concept of the Bayesian bootstrap which is embedded within the ABC methodological framework.
Hence, to sample from the posterior in our DFCL model we develop a novel formulation of the ABC methodology based on the bootstrap and conditional back transformation procedure, similar to that discussed in Section 4.
ABC methods aim to sample from posterior distributions in the presence of computationally intractable likelihood functions. For an application in risk modelling of ABC methodology, see Peters-Sisson [16] . In this article we present a novel MCMC-ABC algorithm. Before presenting some details of the numerical MCMC procedure, we note that alternative numerical algorithms could be considered in the ABC context. For example, a sequential Monte Carlo (SMC) based algorithms which can improve simulation efficiency can be found in Del Moral et al. [2] , Sisson et al. [25] , Peters et al. [17] , [18] and Marjoram et al. [15] .
ABC methodology
In this section we provide a brief description of ABC methodology, which describes a suite of methods developed specifically for working with models in which the likelihood is computationally intractable. Here we work with a Bayesian model and consider the likelihood intractability to arise in the sense that we may not evaluate the likelihood point-wise.
The ABC method we consider here embeds an intractable target posterior distribution, in our case denoted by π (f , σ|D I ), into a general augmented model
where D * I is an auxiliary vector on the same space as D I . In this augmented Bayesian model, the weighting function π (D I |D * I , f , σ) weights the intractable posterior. In this paper we consider the hierarchical model assumption, where we work with π (D I |D * I , f , σ) = g (D I |D * I ); see Reeves and Pettitt [24] .
The mechanism in the ABC framework which allows one to avoid the evaluation of the intractable likelihood involves replacing this evaluation with data simulation from the likelihood. That is, given a realisation of the parameters of the model, a synthetic data set D * I is generated and compared to the original data set. This is a key aspect of the novel methodology we develop in this paper, since we utilise a bootstrap procedure to perform this simulation in the DFCL model setting.
Then summary statistics S(D * I ) derived from this data are compared to summary statistics of the observed data S(D I ) and a distance ρ (S(D * I ), S(D I )) is calculated. Finally, a weight is given to these parameters according to the weighting function g (D I |D * I ), which may give greater weight when S(D * I ) and S(D I ) are close (i.e. where ρ (S(D * I ), S(D I )) is small).
For example, under the "Hard Decision" (HD) weighting given by
a reward is given to summary statistics of the augmented auxiliary variables S (D * I ) within an ǫ-tolerance of the summary statistic of the actual observed data S (D I ), as measured by distance metric ρ.
Hence, in the ABC context, an approximation to the intractable target posterior marginal distribution π (f , σ|D I ), for which we are interested in formulating an empirical estimate, is given by
As briefly mentioned, obtaining samples from the ABC posterior can be achieved using a number of numerical procedures, in this paper we consider an MCMC approach. The MCMC class of likelihood-free algorithm is justified on a joint space formulation, in which the stationary distribution of the Markov chain is given by π ABC (f , σ, D * I |D I , ǫ). The corresponding target distribution for the marginal distribution π ABC (f , σ|D I , ǫ) is then obtained via numerical integration. Note that the marginal posterior distribution π ABC (f , σ|D I , ǫ) → π (f , σ|D I ) as ǫ → 0, recovering the "true" (intractable) posterior, assuming that S (D I ) are sufficient statistics and that the weighting function converges to a point mass on S (D I ) as ǫ → 0; see Peters-Sisson [16] and references therein for detailed discussion. Accordingly, the tolerance ǫ is typically set as low as possible for a given computational budget. In this paper we focus on the class of MCMC-based sampling algorithms.
The ABC methodology is novel both in the statistics literature and in the actuarial literature.
It is informative to clearly provide the justification for this approach both theoretically and numerically. The simplest understanding of ABC is achieved by considering a rejection algorithm, therefore we provide a basic argument for how the ABC methodology works in simple rejection sampling in Appendix A. The actuarial DFCL model considered in this paper requires the more sophisticated MCMC-ABC methodology described below.
Technical justification for MCMC-ABC algorithm
For given observations D I we want to sample from π ABC (f , σ|D I ) with an intractable likelihood function. We assume that S(D I ) is either the data itself or a summary of the data such as a sufficient statistic for the model from which we assume data D I is a realisation. We assume that, given a set of parameters values (f , σ), we can generate from the DFCL model (via a conditional bootstrap procedure) a synthetic data set denoted D * I . We define a hard decision .
(5.4)
In the next step the numerator of (5.4) is approximated using the empirical distribution:
∼ π(D * I |f , σ). Finally, we need to consider the denominator E [g(X|y)]. In general this has a non-trivial form that cannot be calculated analytically. However, since we use an MCMC based method the denominators cancel in the accept-reject stage of the algorithm.
Therefore, the intractability of the denominator does not impede sampling from the posterior.
Thus we use
in order to obtain samples from π ABC (f , σ|D I , ǫ). Almost universally, L = 1 is adopted to reduce computation but on the other hand this will slow down the rate of convergence to the stationary distribution.
Note that sometimes one also uses softer decision functions for g(·|·). The role of the distance measure ρ is evaluated by Peters et al. [22] . We further extend this analysis to the class of models considered in this paper. We analyse several choices for the distance measure ρ such as Mahlanobis distance, scaled Euclidean distance and the Manhattan "City Block" distance. Fan et al. [8] demonstrate that it is not efficient to utilise the standard Euclidean distance, especially when summary statistics considered are on different scales.
Additionally, using an MCMC-ABC algorithm, it is important to assess convergence diagnostics.
Particularly when using MCMC-ABC where serial correlation in the Markov chain samples can be significant if the sampler is not designed carefully. We assess autocorrelation of the simulated Markov chain, the Geweke [10] time series statistic and the Gelman-Rubin [9] Rstatistic convergence diagnostic in an ABC setting.
Concluding:
We apply three different techniques in order to treat the intractable likelihood:
1. ABC is used to get a handle on the likelihood and therefore the intractable posterior.
2. As a result of using ABC we need to be able to generate synthetic data samples from the DFCL model given realisations of the parameters. These data samples come from the bootstrap algorithm.
3. We use a well understood MCMC based sampling algorithm that does not require calculation of the non-analytic normalizing constants for the target distribution π ABC (f , σ|D I , ǫ).
The reason for this is that in the acceptance probability of the MCMC algorithm, the normalizing constant for the target posterior appears both in the numerator and denominator, resulting in cancellation.
The specific details of the MCMC algorithm and ABC choices are provided in the Appendix B.
Example 1: Analysis of MCMC-ABC bootstrap methodology on synthetic data
To test the accuracy of the methodology, first we use synthetic data generated with known parameter values. The tuning of the proposal distribution in this study is done for the simplest "base" distance metric, the weighted Euclidean distance. To study the effect of the distance metric in a comparative fashion we shall keep the proposal distribution unchanged.
The first example we present has a claims triangle of size I = J = 9. In this example we fix the true model parameters, denoted by f = (f 0 , . . . , f J−1 ) and σ 2 = σ 2 0 , . . . , σ 2 J−1 and given in Table 2 , used to generate the synthetic data set.
Generation of synthetic data
To generate the synthetic observations for D I , we generate randomly the first column (i.e. B 0 ).
Then conditional on this realisation of B 0 we make use of the model given in (2.1) to generate the remaining columns of D I , ensuring the model assumptions are satisfied. This requires setting C i,0 sufficiently large (for appropriate choices of f and σ 2 ) and then sampling i.i.d. realisations of ε i,j ∼ U − √ 3, √ 3 used to obtain D I ; see the observations in Table 2 .
Sensitivity analysis and convergence assessment
We perform a sensitivity analysis, studying the impact of the distance metric on the mixing of the Markov chain in the case of joint estimation of the chain ladder factors and the variance parameters.
The pre-tuned coefficient of variation of the Gamma proposal distribution for each parameter of the posterior was performed using the following settings; T b = 50, 000,T = 200, 000, ǫ min = 0.1
and initial values γ j = 1 for all j ∈ {1, . . . , 2J}. Additionally, the prior parameters for the chain ladder factors F j were set as (α, β) = (2, 1.2/2) and the parameters for the variance parameters Ξ −2 j were set as (a, b) = (2, 1/2).
After tuning the proposal distributions during burn-in and rounding the shape parameters, we found that γ j = 10 for all j ∈ {1, . . . , 2J} produced average acceptance probabilities for each parameter between 0.3 and 0.5. This is a range typically used in practice when designing MCMC sampling algorithms.
Then, keeping the proposal distribution constant and using a common data set D I , we ran three versions of the MCMC-ABC algorithm for 200,000 samples corresponding to:
1. scaled Euclidean distance and joint estimation of posterior for F , Ξ 2 ;
2. Mahlanobis distance (modified) and joint estimation of posterior for F , Ξ 2 ; and 3. Manhattan "City Block" distance and joint estimation of posterior for F , Ξ 2 .
Convergence diagnostics
We estimate the three convergence diagnostics given in Appendix B. The results of this analysis are presented as a function of Markov chain iteration t post burn-in of 50,000 samples.
Autocorrelation Function: Figure 1 shows the estimated autocorrelation functions for the Markov chains of the random variables F 0 and Ξ 2 0 . We analyze the marginal parameters to get a reasonable estimate of the mixing behavior of the MCMC-ABC algorithm. The results demonstrate the degree of serial correlation in the Markov chains generated for these parameters as a function of lag time τ . The higher the decay rate in the tail of the estimated ACF as a function of τ , the better the mixing of the MCMC algorithm. Due to the independence properties of this model there is little difference between results obtained for Scaled Euclidean and Mahlanobis distances. As shown in Appendix C, the estimate of the covariance matrix is diagonal on all but the right lower 2 × 2 block. Hence, we recommend using the simple Scaled Euclidean distance metric as it provided the best trade-off between simplicity and mixing performance.
Geweke Time Series Diagnostic: Figure 2 shows results for the Geweke time series diagnostic. Again, we present the results for the random variables F 0 and Ξ 2 0 . Note, we used the posterior mean as the sample function and a set of increasing values for T from T b + 5, 000 increasing in steps of 5,000 samples to T . In each case we split the chain in each "window" given by {θ i } t=T * : T according to recommendations from Geweke et al. [10] . We then calculate the convergence diagnostic Z T which is the difference between these two means divided by the asymptotic standard error of their difference. As the chain length increases T → ∞, the sampling distribution of Z → N (0, 1) if the chain has converged. Hence values of Z T in the tails of a standard normal distribution suggest that the chain was not fully converged early on (i.e. during the 1st window). Hence, we plot Z T scores versus increasing T and monitor if they lie within a 95% confidence interval Z T ∈ [−1.96, 1.96]. The results in Figure 2 clearly demonstrate the convergence properties of the distance functions differ. Again this is more material in the Markov chain for the variance parameter when compared to the Markov chain results for the chain ladder factor. The main point we note is that again one would advise against use of the "City block" distance metric.
Gelman and Rubin R statistic: Figure 3 presents the Gelman and Rubin convergence diagnostic. To calculate this we ran 20 chains in parallel, each of length 10,000 samples and for each chain we discarded 250 samples as burn-in. We then estimated the R statistic as a function of simulation time post burn-in. Figure 3 shows the convergence rate of the R statistic to 1 for each distance metric on increasing blocks of 200 samples. Using this summary statistic, all three distance metrics are very similar in terms of convergence rate of the R statistic to 1.
Overall, these three convergence diagnostics demonstrate that the simple scaled Euclidean distance metric is the superior choice. Secondly, we see appropriate convergence of the Markov chains under three convergence diagnostics which tests different aspects of the mixing of the Markov chains, giving confidence in the performance of the MCMC-ABC algorithm for this model.
Bayesian parameter estimates
In this section we present results for the scaled Euclidean distance metric, with a Markov chain of length 200,000 samples discarding the first 50,000 samples as burn-in. Table 4 shows the CL parameter estimates for the DFCL model and the associated parameter estimation error. We define the following quantities: 
Example 2: Real Claims Reserving data
In this example we consider estimation using real claims reserving data from Wüthrich-Merz [30] , see Table 3 . This yearly loss data is turned into annual cumulative claims and divided by 10,000 for the analysis in this example. We use the analysis from the previous study to justify use of the joint MCMC-ABC simulation algorithm with a scaled Euclidean distance metric.
We pre-tuned the coefficient of variation of the Gamma proposal distribution for each parameter of the posterior. This was performed using the following settings: T b = 50, 000, T = 200, 000, ǫ min = 10 −5 and initial values γ j = 1 for all j ∈ {1, . . . , 2J}. Here we make a strict requirement of the tolerance level to ensure we have accurate results from our ABC approximation. Additionally, the prior parameters for the chain ladder factors F j were set as (α j , β j ) = 1, f After tuning the proposal distributions during burn-in we obtained rounded shape parameters γ 1:9 = [50; 100; 500; 500; 5, 000; 20, 000; 100, 000; 2, 000, 000; 3, 000, 000] provided average acceptance probabilities between 0.3 and 0.5. Figure 5 shows the Bayesian MCMC-ABC empirical distributions of the ultimate claims, C i,J for i = 1, . . . , I. In Table 5 we present the predicted cumulative claims for each year along with the estimates for the chain ladder factors and chain ladder variances under both the classical approach and the Bayesian model. We see that with this fairly vague prior specified, we do indeed obtain convergence Dependence on tolerance ǫ for the chain being artificially high, resulting in estimates of the posterior which reflect the prior distribution used (in this case a vague prior). As ǫ min is reduced, we notice that the changes in the estimate of the posterior distribution also reduces. The aim of this study is to demonstrate that once ǫ min reaches a small enough level, the effect of reducing it further is minimal on the posterior distribution. We see that changing ǫ min from 10 −4 to 10 −5 has not had a material impact on the posterior mean or variance, the change is less than 10%. As a result, reducing ǫ min past this point cannot be justified relative to the significant increase in computational effort required to achieve such a further reduction in ǫ min .
Estimates of f and σ
Ultimately, we would like an algorithm which could work well for any ǫ min , the smaller the better.
However, we note that with a decreasing ǫ min in the sampler we present in this paper, one must take additional care to ensure the Markov chain is still mixing and not "stuck" in a particular state, as is observed to be the case in all MCMC-ABC algorithms. To avoid this acknowledged difficulty with MCMC-ABC, one should run much longer MCMC chains or alternatively use of more sophisticated sampling algorithms such as SMC Samplers PRC-ABC based algorithms; see
Sisson et al. [25] .
The conclusion of these findings is that a value of ǫ min = 10 −5 , which was used for the analysis of the data in this paper, is suitable numerically and computationally.
VaR and MSEP.
In Table 6 we present the predictive VaR at 95% and 99% levels for the ultimate predicted claims, obtained from the MCMC-ABC algorithm. These are easily obtained under the Bayesian setting, using the MCMC-ABC posterior samples to explicitly obtain samples from the full predictive distribution of the cumulative claims after integrating out the parameter uncertainty numerically. In addition to this, we present the analysis of the MSEP under the bootstrap frequentist procedure and the Bayesian MCMC-ABC and credibility estimates for the total predicted cumulative claims for each accident year i. We also present results for the sum of the total cumulative claims for each accident year, and the associated parameter uncertainty and process variance (see Section 4 for details).
We can make the following conclusions from these results:
1. The estimates of process variance for each C i,J demonstrate that the frequentist bootstrap and the credibility estimates are very close for all accident years i. The Bayesian results compare favorably with the credibility results.
2. The results for the parameter estimation error for the predicted cumulative claims C i,J demonstrate for small i that the Bayesian approach results in a smaller estimation error compared to the frequentist approach. For large i, the Bayesian approach produces larger estimation error relative to the credibility approach.
3. The total results for the process variance for C = i C i,J demonstrate that the frequentist and credibility results are very close. Additionally, Bayesian total results are largest followed by credibility and then frequentist estimates which is in agreement with theoretical bounds.
4. The total results for the parameter estimation error for C = i C i,J demonstrate that frequentist unconditional bootstrap procedure results in the lowest total error. The Bayesian approach and credibility total parameter errors are close. Additionally, we note that the results in Table 7 .1 of Wüthrich-Merz [30] , for the total parameter estimation error under an unconditional frequentist bootstrap with unscaled residuals is also very close to the total obtained under the frequentist approach.
Discussion
This paper has presented a distribution-free claims reserving model under a Bayesian paradigm.
A novel advanced MCMC-ABC algorithm was developed to obtain estimates from the resulting intractable posterior distribution of the chain ladder factors and chain ladder variances. We assessed several aspects of this algorithm, including the properties of the convergence of the MCMC algorithm as a function of the distance metric approximation in the ABC component.
The methodologies performance was demonstrated on a synthetic data set generated from known parameters. Next, it was applied to a real claims reserving data set. The results we obtained for predicted cumulative ultimate claims were compared to those obtained via classical chain ladder methods and via credibility theory. This clearly demonstrated that the algorithm is working accurately and provides us not only with the ability to obtain point estimates for the first and second moments of the ultimate cumulative claims, but also with an accurate empirical approximation of the entire distribution of the ultimate claims. This is valuable for many reasons, including prediction of reserves which are not based on centrality measures such as the tail based VaR results we present.
A. ABC algorithm
The ABC algorithm is typically justified in the simple rejection sampling framework. This then extends in a straightforward manner to other sampling frameworks such as the MCMC algorithm we utilise in this paper. We denote the posterior density from which we wish to draw samples by π (θ|y) ∝ π (y|θ) π (θ) with θ ∈ Ω, where Ω denotes support of the posterior distribution and Y is the support for y.
The ABC method aims to draw from this posterior density π (θ|y) without the requirement of evaluating the computationally expensive or in our setting intractable likelihood π (y|θ). The cost of avoiding this calculation is that we obtain an "approximation".
1st case. We assume that the support Y is discrete. Given an observation y ∈ Y, we would like to sample from π (θ|y). Then the original rejection sampling algorithm reads as follows:
Rejection Sampling ABC Henceforth, this algorithm generates samples θ (t) ∼ π(θ|y), for t = 1, . . . , T .
2nd case. For more general supports Y one replaces the strict equality x = y with a tolerance ǫ > 0 and a measure of discrepancy or a distance metric ρ(x, y) ≤ ǫ. In this case the poste-rior distribution is given by π(θ, x|y, ρ(x, y) < ǫ). Implementing this algorithm in a rejection sampling framework gives the following:
Rejection Sampling ABC 1. Sample θ ′ from prior π (θ); 2. Simulate synthetic data set of auxiliary variables x|θ ′ ∼ π (x|θ ′ );
3. ABC Rejection Condition 2: If ρ(x, y) < ǫ then accept sample θ ′ , else reject sample and return to step 1.
In this case the joint density of (θ ′ , x), conditional on {y, ρ(x, y) < ǫ}, is given by
Note that for appropriate choices of the distance metric ρ and assuming the necessary continuity properties for the densities we obtain that lim ǫ→0 Y π(θ, x|y, ρ(x, y) < ǫ)dx = π(θ|y).
(A.4)
This concept was taken further with the intention of improving the simulation efficiency by reducing the number of rejected samples. To achieve this, sufficient statistics were used to replace the comparison between the auxiliary variables ("synthetic data") x and the observations y.
Denoting the sufficient statistics by S(y) and S(x), allows one to decompose the likelihood under the Fisher-Neyman factorization theorem into π(y|θ) = f (y)g(S(y)|θ) for appropriate functions f and g. In the ABC context presented above, the consequence of this decomposition is that when ρ(S(y), S(x)) < ǫ the obtained samples are from the posterior density π(θ, x|y, ρ(S(y), S(x)) < ǫ) similar to (A.3). In general, summary statistics will be used when sufficient statistics are not attainable.
B. MCMC-ABC to sample from π ABC (f , σ|D I )
We develop an MCMC-ABC algorithm which has an adaptive proposal mechanism and annealing of the tolerance during burn-in of the Markov chain. Having reached the final tolerance post annealing, denoted ǫ min , we utilise the remaining burn-in samples to tune the proposal distribution to ensure an acceptance probability between the range of 0.3 and 0.5 is achieved.
The optimal acceptance probability when posterior parameters are i.i.d. Gaussian was proven to be at 0.234; see Roberts et al. [20] . Though our problem does not match the required conditions for this proof, it provides a practical guide. To achieve this, we tune the coefficient of variation of the proposal, in our case it is the shape parameter of the Gamma proposal distribution. We impose an additional constraint that the minimum shape parameter value is set at γ min j for j ∈ {1, . . . , 2J}.
MCMC-ABC algorithm using bootstrap samples.
1. For t = 0 initialize the parameter vector randomly, this gives θ j /γ j )-distribution. We denote the Gamma proposal density by K θ * j ; γ j , θ (t) j /γ j . This gives proposed parameter vector θ * = θ (t)
j+1:2J , generate synthetic bootstrap data set D * I = D * I (θ * ) using the bootstrap procedure detailed in Section 4 where we replace the CL parameter estimates ( f (CL) , σ (CL) ) by the parameters θ * .
iii. Evaluate summary statistics S (D I ; 0, 1) and S (D * I ; µ * ; s * ) and corresponding decision function g(D I |D * I ) as described in Section 5. iv. Accept proposal with ABC acceptance probability
That is, simulate U ∼ U (0, 1) and set θ 
Then set the proposal shape parameter as γ j = max{γ * j , γ min j }.
The MCMC-ABC algorithm presented can be enhanced by utilising an idea of Gramacy et al. [13] in an ABC setting. This involves a combination of tempering the tolerance {ǫ t } t=1:T and importance sampling corrections.
B.1. ABC algorithmic choices for the time series DFCL model
We start with the choices of the ABC components.
• Generation of a synthetic data set: Note that in this setting not only is the likelihood intractable but also the generation of a synthetic data set D * I given the current parameter values F , Ξ is not straightforward. The synthetic data set D * I is generated using the bootstrap procedure described in Section 4. Note that both the bootstrap residual ε i,j and the bootstrap samples D * I are functions of the parameter choices; see Section 4.1. Therefore we generate for given F = f and Ξ = σ the bootstrap residuals ε i,j = ε i,j (f j−1 , σ j−1 ) and the bootstrap samples D * I = D * I (f , σ) according to the non-parametric bootstrap (see Section 4.1) where we replace the CL parameter estimates ( f (CL) , σ (CL) ) by the parameters θ = (F , Ξ).
• Summary statistics: We introduce summary statistics to replace sufficient statistics when they are not attainable for a given model. Then, in order to define the decision function g, we introduce summary statistics; see Appendix A. For the observed data D I we define the vector S (D I ; 0, 1) = (S 1 , . . . , S n+2 ) = (C 0,1 , . . . , C 0,J , C 1,1 , . . . , C 0,J−1 , . . . , C I−2,1 , C I−2,2 , C I−1,1 ; 0, 1) , where n denotes the number of residuals ε i,j . For given θ = (F , Ξ), we generate the bootstrap sample D * I = D * I (F , Ξ) as described above. The corresponding residuals ε i,j = ε i,j (F j−1 , Ξ j−1 ) should also be close to the standardized observations. Therefore, we define its empirical mean and standard deviation by
Hence, the summary statistics for the synthetic data is given by S (D * I ; µ * , s * ) = C * 0,1 , . . . , C * 0,J , C * 1,1 , . . . , C * 0,J−1 , . . . , C * I−2,1 , C * I−2,2 , C * I−1,1 ; µ * , s * .
• Distance metrics:
-Mahlanobis distance and scaled Euclidean distance
Here we draw on the analysis of Sisson et al. [8] that proposes the use of the • Tolerance schedule: We use the sequence ǫ t = max 20, 000 − 10t, ǫ min .
Note, the use of an MCMC-ABC algorithm can result in "sticking" of the chain for extended periods. Therefore, one should carefully monitor convergence diagnostics of the resulting Markov chain for a given tolerance schedule. There is a trade-off between the length of the Markov chain required for samples approximately from the stationary distribution and the bias introduced by non zero tolerance. In this paper we set ǫ min via preliminary analysis of the Markov chain sampler mixing rates for a transition kernel with coefficient of variation set to one.
We note that in general, practitioners will have a required precision in posterior estimates that can be directly used to determine, for a given computational budget, a suitable tolerance ǫ min .
• Convergence diagnostics: We stress that when using an MCMC-ABC algorithm, it is crucial to carefully monitor the convergence diagnostics of the Markov chain. This is more important in the ABC context than in the general MCMC context due to the possibility of extended rejections where the Markov chain can stick in a given state for long periods. This can be combatted in several ways which will be discussed once the algorithm is presented.
The convergence diagnostics we consider are evaluated only on samples post annealing of the tolerance threshold and after an initial burn-in period once tolerance of ǫ min is reached. If the total chain has length T , the initial burn-in stage will correspond to the first T b samples and we define T = T − T b . We denote by {θ 
where µ (θ i ) andσ (θ i ) are the estimated mean and standard deviation of θ i . 3. Evaluate consistent spectral density estimates for each sub sequence, at frequency 0, denoted SD(0; T 1 , θ i ) and SD(0; T 2 , θ i ). The spectral density estimator considered in this paper is the classical non-parametric periodogram or power spectral density estimator. We use Welch's method with a Hanning window; for details see Appendix D.
Evaluate convergence diagnostic given by
.
According to the central limit theorem, as T → ∞ one has that Z T → N (0, 1) if the sequence {θ (t) i } t=1: T is stationary.
-Gelman-Rubin [9] R-statistic diagnostic. This approach to convergence analysis requires that one runs multiple parallel independent Markov chains each starting at randomly selected initial starting points (we run five chains). For comparison purposes we split the total computational budget of T into T 1 = T 2 = . . . = T 5 = T 5 . The convergence diagnostic for parameter θ i is calculated using the following steps:
1. Generate five independent Markov chain sequences, producing the chains for parameter θ i denoted {θ = W i . 6. Estimate the target posterior variance for parameter θ i by the weighted linear
This estimate is unbiased for samples which are from the stationary distribution. In the case in which not all sub chains have reached stationarity, this overestimates the posterior variance for a finite T but asymptotically, T → ∞, it converges to the posterior variance. 7. Improve on the Gaussian estimate of the target posterior given by N ( µ θ T i , σ 2 θ T i ) by accounting for sampling variability in the estimates of the posterior mean and variance. This can be achieved by making a Student-t approximation with location µ θ T i , scale V i and degrees of freedom df i , each given respectively by:
, where the variance is estimated as
Note, the covariance terms are estimated empirically using the within sequence estimates of the mean and variance obtained for each sequence.
Calculate the convergence diagnostic
, where as T → ∞ one can prove that R → 1. This convergence diagnostic monitors the scale factor by which the current distribution for θ i may be reduced if simulations are continued for T → ∞.
C. Scaling of statistics in distance metrics
In the Mahlanobis distance metric, estimation of the scaling weights is given by the covariance
where µ and s are the sample mean and standard deviation of n i.i.d. residuals ε i,j (see also (B.1)-(B.2)). Next we outline the estimation of Σ D I by a matrix Σ CL D I .
• Starting with the elements Σ CL D I (k, l) with k, l ∈ {1, . . . , n}, we obtain from the conditional resampling bootstrap
• Considering the elements k ∈ {n + 1, n + 2}, l ∈ {1, . . . , n} and also k ∈ {1, . . . , n}, l ∈ {n + 1, n + 2} of the covariance matrix Σ D I , for simplicity we set Σ CL D I (k, l) = 0.
• Considering elements k, l ∈ {n + 1, n + 2}, we assess now Cov( µ, s) either analytically or numerically by simulation of appropriate i.i.d. residuals.
Parametric Approximation
-In approximatingμ ands we assume i.i.d. samples ε i,j ∼N (0, 1).
-Using the assumptions we know that:
-Under these assumptions:
1. If the distribution of ε i,j is skewed then it is more appropriate to do a numerical approximation with the observed residuals from the bootstrap algorithm.
2. The precision ǫ t from the MCMC-ABC algorithm should depend on the size of the claims triangle, that is, the number of residuals n.
D. Estimating the Spectral Density
This is calculated via a modified technique using Welch's method; see Proakis-Manolakis [23] , 910-913 . This involves performing the following steps:
• Split each sequence {θ 
