[1] Underdense meteor echoes observed using very high frequency (VHF) radar can be 7 accurately modeled as a single complex damped sinusoid in additive white Gaussian 8 noise. The normalized damping coefficient is expected to be between 0 and 0.3 for a VHF 9 meteor return based on the modeled ambipolar diffusion rates near 90 km and a radar 10 operating between 30 and 50 MHz. Current meteor echo detection routines operate either 11 in the frequency domain, where it is difficult to detect highly damped signals, or in the 12 time domain, where it is difficult to detect narrow band signals. An added difficulty is that 13 typical approaches require a priori knowledge of the noise variance which can bias the 14 performance of these estimators. In this paper, a time-frequency waveform detector is 15 proposed to address these problems. By normalizing the signal power and power spectral 16 density in the time and frequency domains, respectively, a detector that is invariant to the 17 noise variance can be implemented. The characteristics of a damped sinusoid in the time 18 and frequency domains are exploited to construct the detector. The threshold for the 19 proposed detector is only a function of of the time series length, and is stable with respect 20 to a range of damping coefficients and noise levels. The time-frequency waveform 21 detector exhibits superior performance to the conventional energy or power detectors 22 when the signal of interest is highly damped or the noise variance is unknown. A 23 derivation of the time-frequency waveform detector, comparison with the energy and 24 power detectors and numerical results demonstrating the effectiveness of this detector are 25 presented. [2] Every day millions of small particles enter the 32 Earth's atmosphere from space. These small particles 33 or meteoroids are traveling at speeds ranging from 10 to 34 70 km/s and ablate near 100 km. This ablation process is 35 a result of the frictional heating that occurs when these 36 meteors impact the increasingly dense atmosphere. Dur-37 ing the ablation process, the meteoroid collides with the 38 neutral gas molecules creating a long plasma trail in the 39 wake of the meteoroid. This plasma trail is orders of 40 magnitude more dense than the background ionosphere, 41 and will typically persist for less than half of a second. 42 During the short time while this trail exists, it can be 43 probed using a very high frequency (VHF) radar. Atmo- 
[4] The discriminator plays an important role in meteor 79 radar systems as it is used to detect underdense meteor 80 echoes while discriminating against clutter and interfer-81 ence derived from other signals, such as overdense 82 meteor echoes, noise spikes, ionospheric E-region echoes, 83 aircraft and lightning interference [e.g., Holdsworth et 84 al., 2004] , which can account for more than 50% of the 85 total signals detected [Valentic, 1996] with a simple 86 energy thresholding algorithm. After passing the discrim-87 ination stage, the meteor echo can be saved for later 88 offline processing to extract the direction of arrival 89 (DOA) [Jones et al., 1998 ], range, decay time [Hocking 90 et al., 1997; Hocking, 1999; Dyrud et al., 2001] , and the 91 Doppler frequency [Cervera et al., 1997] . The overall 92 meteor radar system performance is directly dependent 93 upon the successful identification of underdense meteor 94 echoes in the background noise and clutter environment.
95
[5] While the role of the detector and discriminator 96 play an important function in meteor radar systems, very 97 few details can be found in the literature about how these 98 algorithms are implemented. In fact, it is often the case 99 that the detector and discriminator are developed using 100 an ad-hoc, heuristic trial and error approach. One case 101 where details about the detector and discriminator can be 102 found is in Hocking [2001] . The performance of the 103 detector and discriminator is flexible and can be adjusted 104 providing a range of performance from ''strict'' to 105 ''loose''. However, the detector performance is not 106 evaluated in terms of measurable metrics, such as the 107 probability of false alarm (P fa ) and the probability of 108 detection (P d ). As a result, the impact of adjusting the 109 detector and discriminator performance cannot be objec-110 tively assessed.
111
[6] In this paper a time-frequency detection and dis-112 crimination method is proposed. This method could be 113 implemented either as the real-time detection algorithm, 114 or as the off-line discriminator following a simple energy 115 detector with a very low detection threshold. The result 116 of the simple detector with a low-threshold is to provide 117 a very high probability of detection but at a cost of a high 118 probability of false alarm. The off-line discrimination 119 will significantly decrease the probability of false alarm 120 without significantly impacting the detection perfor-121 mance. Given current data storage capabilities, such an 122 approach could be implemented either on-line or off-line.
123
[7] Underdense meteor echoes can be modeled as a 124 single complex damped sinusoid in complex additive 125 white Gaussian noise [McKinley, 1961] [12] The radar equation representing the power 185 received from an underdense meteor trail in a back-186 scatter configuration is [Sugar, 1965] 
188 where P R and P T are the transmitted and received power (W ), G T and G R are the power gains of the transmitting and receiving antennas, l is radar operating wavelength (m), R is the distance between the transmitter and the meteor trail (m), r e = 2.8178e
À15
m is the classical radius of an electron, q is the electron line density of the meteor trail (e À m À1 ), r 0 is the initial radius of the trail (m), and D is the ambipolar diffusion coefficient m 2 s À1 [Kaiser, 1954] .
212
[13] An empirical relationship between the ambipolar 213 diffusion coefficient D and altitude in the region between 214 H = 80 km and H = 110 km is [McKinley, 1961] log 10 D ¼ 0:067H À 5:6: ð2Þ
217
[14] Equation 1 shows that the received signal power, 218 in the absence of noise, is exponentially decaying with 219 time, and this expression can be simplified to
221 where A 2 is the maximum received power, measured at 222 t = 0, and a = 16p 2 D/l 2 is the decay rate.
223
[15] In the presence of additive noise the received 224 signal can be expressed as y(t) = s R (t) + n(t), where 225 s R (t) is the received signal with P R (t) = js R (t)j 2 and n(t) is the sampling normalized decay rate and frequency.
247
[17] The received noise, w(n), is parameterized as a 248 complex white Gaussian noise process, formance is dependent upon the damping rate, more 269 highly damped signals (larger a N ) are more difficult to 270 detect, the analysis presented herein will be limited to a 271 normalized damping coefficient between 0 and 0.3.
272
[19] Figure 2 shows how the damping rate affects the 273 structure of the received meteor echo signal in both in the 274 time and frequency domains. A narrowband sinusoidal 275 signal with a small damping coefficient, will be broad in 276 time domain while having a sharp peak in the frequency 277 domain. Conversely a highly damped sinusoidal signal is 278 localized in the time domain but broad in the frequency 279 domain. As a result simply picking the highest power or 280 highest energy signal will result in a failure to detect 281 either highly damped signals in the frequency domain or 282 narrow band signals in the time domain. To address this 283 issue, a time-frequency waveform detector is proposed 284 that makes use of information in both the time and 285 frequency domain. [20] In this section a time-frequency waveform detec-288 tor is described that can be used to detect a single 289 damped sinusoidal signal in an unknown additive white 290 Gaussian noise background. This time-frequency wave-291 form detector has better performance than either a simple 292 power or energy detector.
293
[21] In the absence of a signal the received waveform 294 possesses a Gaussian distribution in the time domain and 295 a chi-squared distribution in the frequency domain. 296 Additionally the statistical distribution of the signal 297 energy in the time domain also possesses a chi-square 298 distribution. The mean and variance of these distribu-299 tions can be utilized in the time and frequency domains 300 to develop an effective detector. The derivation of this 301 time-frequency waveform detector is outlined below.
302
[22] The power of an echo can be written as
304 and the power spectral density of the echo is expression for these terms can be written as
311 where z(m) is either y(n) or Y(k). Next normalize (11) by 312 the sum over all N points. 317 m = 0,Á Á Á, N À 1 can be written as a series of symmetric 318 samples m = ÀL, Á Á Á, L. Accordingly P(m) can be 319 rewritten as
322
[23] Notice that P(m) is invariant to scaling of z(m). In 323 this case, scaling jz(m)j 2 by the noise variance s 2 , as is 324 done for Fisher's g-test, results in no change for P(m). 325 From the definition of P(m) in (13), it can be shown that 326 P L m¼ÀL P(m) = 1, and therefore P(m) can be interpreted 327 as a probability density function. The mean and variance 328 of m can be written as
332 where m m and d m 2 are the basic statistical components that 333 are used to form the hypothesis test described herein.
334
[24] Under the null hypothesis (H 0 ) when only noise is 335 present, P(m) can be approximately modeled as a uni-336 form distribution. This is because for white Gaussian 337 noise w(n), no specific point m is more probable than any 338 others and hence m is a uniformly distributed random 339 variable. If m is further normalized by dividing by the 340 sample number (N), the mean and variance of m can be 341 expressed as 
360
[26] Substituting (14) and (15) frequency waveform detector which can be expressed as In all cases where a signal is present the SNR is 3dB. The detection threshold was chosen for a P fa = 1% while the time series are all 51 points long.
403 null hypothesis (H 0 ) the semi-major axes a and b are 404 defined as follows 
411
[30] Figure 5 shows the threshold curves for different 412 false alarm probabilities (P fa ). A false alarm occurs when 413 the null hypothesis (noise only) is in effect but the 414 alternative hypothesis (signal present) is chosen because 415 the detection statistic exceeds the detection threshold. 416 The results in Figure 5 are computed for 1000 time series 417 of length N = 15 which only contain noise. Points falling 418 outside of the 1% threshold (11 of 1000) are plotted as 419 circles, between the 1% and 2% threshold as asterisks 420 (9 of 1000) and between the 2% and 5% thresholds as 
434
[32] Figure 7 shows an example of the detector per- 441 the time series length was fixed to N = 51 points, the 442 false alarm probability was set to 1% and 1000 realiza-443 tions were utilized. It can be seen from Figure 7 that the 444 detector can easily discriminate between noise and 445 signals that are strongly damped (a N = 0.3) at moderate 446 frequencies ( f N = 0.2), which lay far from the detection 447 threshold and are denoted by crosses. The undamped 448 signals (a N = 0) for a range of frequencies lay closer to 449 the detection threshold and hence exhibit a higher 450 probability of missed detection than do the highly 451 damped signals. Also indicated in the figure are the 452 detections from noise which lay outside of the detection 453 threshold and are classified as false alarms. The overall 454 performance of the detector will improve with fewer 455 missed detections for stronger echoes (larger signal-to-456 noise ratio) because the separation between the noise and 457 the signal plus noise distributions increases.
458
[33] To provide some idea about how the time-459 frequency waveform detector performs we have included 460 results from three selected meteor echoes collected using 461 the South Pole meteor radar system [Lau, 2005] Figure 8 . The South Pole meteor 466 radar uses an energy detector with a very low threshold 467 as the real-time detector where the noise level is com-468 puted continuously when a meteor echo is not present. If 469 the SNR of an echo exceeds a predefined threshold, the 470 data is saved starting from the time where the signal 471 exceed the threshold until the time where the power 472 decays to 3dB above the noise floor. Using a low 473 threshold this initial detector misses few significant 474 meteor signals but at the cost of many false alarms.
475
The time-frequency waveform detector runs as an off- [35] The energy detector selects the alternative hypoth-505 esis (H 1 ), that a signal is present, if
507 where g is the detection threshold. Provided a probability 508 of false alarm is specified a priori, the detection threshold 509 can be computed analytically as [Kay, 1993] 
511 where d 2 is the variance of the background complex 512 Gaussian noise distribution. The probability of detection 513 then follows as
, and Q is the error function for 516 computing the upper-tail probability of the Gaussian 517 distribution. Figure 11 . Characteristics of a noise-like echo are shown. This echo was rejected by the timefrequency waveform detector but accepted by the energy detector due to an underestimation of the noise variance. The detector threshold was set for a P fa 1%.
[38] Herein we propose a method that utilizes all of the 544 available data. First the time series is transformed into 545 the frequency domain, the average power is computed 546 (P avg (0)) and the frequency of maximum power is 547 determined. Next M data points around the frequency 548 of maximum power are removed from the spectrum and 549 then the average power is again computed (P avg (1)). If 550 (P avg (0) À P avg (1))/P avg (0) < 0.1 then d 2 = P avg (1) 551 otherwise this process continues recursively. The idea 552 here is that any narrow-band signals are eliminated from 553 the frequency domain and the remaining data are used to 554 compute the noise level. By utilizing as many observa-555 tions as possible the precision of the noise estimate is 556 improved. The value of M is adjustable and will depend 557 on the expected damping rates, however a value of 3 is a 558 reasonable choice.
559
[39] Figure 10 shows the relative errors in estimating 560 the noise level for white Gaussian noise using our 561 proposed maximum data set method and the 5-point 562 sliding window method. The results for the pre-t0 563 method have not be included because the number of 564 points used in this approach is variable, but always less 565 that the proposed maximum data set method. Therefore Figure 12 . Characteristics of a second noise-like echo are shown. This echo was rejected by the time-frequency waveform detector but accepted by the energy detector due to an underestimation of the noise variance. The detector threshold was set for a P fa = 1%. Figure 13 . Detection probability as a function of SNR for the power and time-frequency waveform detectors in the presence of a damped sinusoid with a fixed probability of false alarm (P fa = 5%).
566 the results for the pre-t0 method are expected to fall 567 between the two curves shown in Figure 10 . It is clear 568 from this figure that the maximum data set method has a 569 much better accuracy and precision than the sliding 570 window particularly for longer time series. However 571 both methods tend to under-estimate the noise level. 572 This error is in excess of 10% for time series less than 573 30 points.
574
[40] Figures 11 and 12 both show examples of echoes 575 that were rejected by the time-frequency waveform 576 detector but accepted by the energy detector. In both 577 cases the detector thresholds were computed using 578 P fa = 1%. Because the noise floor was underestimated 579 the energy detector incorrectly identified these echoes as 580 signals rather than noise. As a result of this underesti-581 mation, the energy detector will have far more false 582 alarms than the design value of 1%, a problem that is 583 not encountered by the time-frequency waveform detec-584 tor. However the time-frequency waveform detector is 585 more computationally intensive than the energy detector. 586 Therefore one prudent approach is to implement a real-587 time energy detector with a high P fa followed by an off- 
where Y (p) (k) is the periodogram of y(n).
597
[42] The value g can be interpreted as the ratio of the 598 peak power to the total power in the power spectrum. given by [Percival and Walden, 1993] Figure 14 . Characteristics of moderately damped echo (a N = 0.173). This echo was accepted by the time-frequency waveform detector but rejected by the power detector due to a broadening of the signal in the frequency domain. 605 where M is the largest integer satisfying both M < 1/g 0 606 and M L. By using only the first term of the 607 summation, the threshold g 0 can be derived
609 where a is the significance value. This detector is very 610 effective for detecting narrowband signals which have 611 low damping but fails to detect highly damped signals. 612 The reason for this failure is that highly damped signals 613 are broadband in nature and the spreading of power 614 across the frequency spectrum significantly reduces the 615 effectiveness of the power detector.
616
[43] Figure 13 compares the performance of the power 617 detector and the time-frequency waveform detector for 618 normalized damping coefficients ranging from a N = 0.0 619 to a N = 0, 3. The performance metric is the probability of 620 detection and it is evaluated as a function of SNR. From 621 this figure it is clear that the power and frequency 622 waveform detectors exhibit similar performance for a 623 normalized damping coefficient of 0.1. However for 624 normalized damping coefficients in excess of 0.1 the 625 time-frequency waveform detector is superior and for a 
636
However the probability of detection is nearly 100% for less damped signals which could bias the atmospheric Figure 15 . Characteristics of a highly damped echo (a N = 0.297). This echo was accepted by the time-frequency waveform detector but rejected by the power detector due to a broadening of the signal in the frequency domain.
