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Abstract
In recent years, significant improvements have been achieved in statistical machine transla-
tion (MT), but still even the best machine translation technology is far from replacing or
even competing with human translators. However, an MT system helps to increase the pro-
ductivity of human translators. Usually, human translators edit the MT system output to
correct the errors, or they may edit the source text to limit vocabulary. A way of increasing
the productivity of the whole translation process (MT plus human work) is to incorporate
the human correction activities in the translation process, thereby shifting the MT paradigm
to that of computer-assisted translation (CAT). In a CAT system, the human translator be-
gins to type the translation of a given source text; by typing each character the MT system
interactively offers and enhances the completion of the translation. Human translator may
continue typing or accept the whole completion or part of it. Here, we will use a fully fledged
translation system, phrase-based MT, to develop computer-assisted translation systems. An
important factor in a CAT system is the response time of the MT system. We will describe
an efficient search space representation using word hypotheses graphs, so as to guarantee a
fast response time. The experiments will be done on a small and a large standard task.
Skilled human translators are faster in dictating than typing the translations, therefore a
desired feature of a CAT system is the integration of human speech into the CAT system. In
a CAT system with integrated speech, two sources of information are available to recognize
the speech input: the target language speech and the given source language text. The
target language speech is a human-produced translation of the source language text. The
main challenge in the integration of the automatic speech recognition (ASR) and the MT
models in a CAT system, is the search. The search in the MT and in the ASR systems are
already very complex, therefore a full single search to combine the ASR and the MT models
will considerably increase the complexity. In addition, a full single search becomes more
complex since there is not any specific model nor any appropriate training data. In this
work, we study different methods to integrate the ASR and the MT models. We propose
several new integration methods based on N -best list and word graph rescoring strategies.
We study the integration of both single-word based MT and phrase-based MT with ASR
models. The experiments are performed on a standard large task, namely the European
parliament plenary sessions.
A CAT system might be equipped with a memory-based module that does not actually
translate, but find the translation from a large database of exact or similar matches from
sentences or phrases that are already known. Such a database, known as bilingual corpora
are also essential in training the statistical machine translation models. Therefore, having
a larger database means a more accurate and faster translation system. In this thesis, we
will also investigate the efficient ways to compile bilingual sentence-aligned corpora from the
Internet. We propose two new methods for sentence alignment. The first one is a typical
extension of the existing methods in the field of sentence alignment for parallel texts. We will
show how we can employ sentence-length based models, word-to-word translation models,
cognates, bilingual lexica, and any other features in an efficient way. In the second method,
we propose a new method for aligning sentences based on bipartite graph matching. We
show that this new algorithm has a competitive performance with other methods for parallel
corpora, and at the same time it is very useful in handling different order of sentences in a
source text and its corresponding translation text. Further, we propose an efficient way to
recognize and filter out wrong sentence pairs from the bilingual corpora.
Zusammenfassung
In den vergangenen Jahren konnte die maschinelle U¨bersetzung mit statistischen Methoden
(engl. Statistical Machine Translation, MT) signifikante Verbesserungen erzielen, jedoch
ist auch die beste maschinelle U¨bersetzung einem menschlichen U¨bersetzer noch deutlich
unterlegen. Dennoch kann ein MT-System die Produktivita¨t einer menschlichen Arbeit-
skraft steigern. U¨blicherweise bearbeiten menschliche U¨bersetzer die MT-Systemausgabe zur
Fehlerkorrektur, oder sie bearbeiten den Quelltext, um das Vokabular einzuschra¨nken. Eine
Mo¨glichkeit, die Produktivita¨t des gesamten U¨bersetzungsprozesses (MT und menschliche
Arbeit) zu erho¨hen, ist, die menschlichen Korrekturarbeiten in den U¨bersetzungsprozess
mit einzubeziehen. So wandelt sich das MT-Modell zu rechnerunterstu¨tzter U¨bersetzung
(engl. Computer-Assisted Translation, CAT). Beginnt der menschliche U¨bersetzer mit der
Eingabe seiner U¨bersetzung eines gegebenen Quelltextes, so wird von einem solchen CAT-
System beim Tippen jedes Buchstabens eine interaktive Vervollsta¨ndigung der U¨bersetzung
angeboten. Der U¨bersetzer kann dann die Eingabe fortsetzen oder die Vervollsta¨ndigung in-
sgesamt oder teilweise u¨bernehmen. Dazu verwenden wir ein vollwertiges, phrasenbasiertes
U¨bersetzungssystem als Teil eines gesamten CAT-Systems. Wichtig fu¨r ein solches System
ist eine schnelle Reaktionszeit des MT-Systems, die durch eine effiziente Darstellung des
Suchraums mit Wortgraphen gewa¨hrleistet wird. Die Experimente werden auf einer kleinen
und einer großen Standardaufgabe durchgefu¨hrt.
Ausgebildete U¨bersetzer ko¨nnen schneller diktieren als eine U¨bersetzung manuell
einzugeben, deswegen ist die Einbindung gesprochener Sprache eine oft gewu¨nschte Eigen-
schaft eines CAT-Systems. Zwei Informationsquellen sind dabei verfu¨gbar, um die
Spracheingabe zu erkennen: die gesprochene Sprache der Zielsprache und der gegebene Text
in der Ausgangssprache. Die gesprochene Sprache, die in der Zielsprache vorliegt, wurde
von menschlichen U¨bersetzern aus dem Text der Ausgangssprache produziert. Dabei ist die
Suche die wesentliche Herausforderung bei der Einbindung der automatischen Spracherken-
nung (engl. Automatic Speech Recognition, ASR) und der MT-Modelle in ein CAT-System.
Da die Suche sowohl in MT als auch in ASR bereits sehr komplex ist, wird die vollsta¨ndige,
einfache Suche zur Kombination der MT- und ASR-Modelle die Komplexita¨t betra¨chtlich
erho¨hen. Zusa¨tzlich wird diese Suche nochmals komplexer, weil weder ein spezifisches Modell
noch angemessene Trainingsdaten existieren. In dieser Arbeit untersuchen wir deshalb ver-
schiedene Methoden, um ASR- und MT-Modelle zu integrieren. Wir stellen verschiedene Ver-
fahren vor, die auf der N-Bestenliste und Rescoringstrategien fu¨r Wortgraphen basieren. Wir
betrachten hier sowohl die Integration von einzelwort-basierter MT und phrasenbasierter MT
mit ASR-Modellen, wobei die Experimente auf einer großen Standardaufgabe, den Aufze-
ichnungen der Plenarsitzungen des europa¨ischen Parlaments, durchgefu¨hrt werden.
Ein CAT-System kann auch mit einem speicherbasierten Modul ausgestattet sein, das
nicht automatisch u¨bersetzt, sondern die U¨bersetzungen aus einer großen Datenbank von
gleichen oder a¨hnlichen Sa¨tzen und Phrasen ausliest. Eine solche Datenbank, auch bilin-
gualer Korpus genannt, ist auch beim Training eines MT-Systems erforderlich, deswegen
bedeutet eine gro¨ßere Datenbank auch bessere und akuratere U¨bersetzungen. In dieser Ar-
beit werden außerdem noch zwei effizientere Methoden zur Erstellung bilingualer Korpora
mit abgeglichenen Satzpaaren aus Internetseiten untersucht. Die erste Methode ist eine
typische Erweiterung der existierenden Verfahren bei der Angleichung von Satzpaaren fu¨r
parallele Texte. Dabei werden wir zeigen, wie satzla¨ngenbasierte Modelle, Wort-zu-Wort-
U¨bersetzungsmodelle, verwandte Wo¨rter, zweisprachige Lexika und andere Eigenschaften
effizient angewendet werden ko¨nnen. In der zweiten Methode schlagen wir ein neues Ver-
fahren fu¨r die Angleichung von Sa¨tzen basierend auf der U¨berpru¨fung bipartiter Graphen
vor. Wir zeigen, dass dieser neue Algorithmus konkurrenzfa¨hige Ergebnisse vergleichbar mit
anderen Methoden fu¨r parallele Korpora vorweisen kann. Zugleich ist er sehr nu¨tzlich bei
der Bearbeitung verschiedener Satzreihenfolgen in einem Quelltext und einem entsprechen-
den U¨bersetzungstext. Des Weiteren wird ein effizientes Verfahren vorgestellt, um falsche
Satzpaare in den bilingualen Korpora zu erkennen und herauszufiltern.
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1 Introduction
In this thesis, we study the use of different statistical approaches as companion tools to
assist skilled human translators. The idea of assisting human translators by machines was
first introduced by Martin Kay [Kay 80], where he stated:
Translation is a fine and exacting art, but there is much about it that is me-
chanical and routine and, if this were given over to a machine, the productivity
of the translator would not only be magnified but his work would become more
rewarding, more exciting, more human.
In a computer-assisted translation (CAT)1 system, the software supports the translator,
who translates the text by himself, making all the essential decisions involved. Whereas
in machine translation, the translator supports the machine, i.e., the software translates
the text, which is then edited by the translator. Thus, the user has to post-edit the text
translated by the machine, if a high quality translations is required. Although significant
improvements have been achieved in statistical machine translation, the translation quality
of machine translation (MT) systems is still not very high in general.
A CAT system may include a wide range of tools and applications such as spell checkers,
grammar checkers, terminology databases, monolingual or bilingual dictionaries, personal
translator terminology managers, full-text search tools for bilingual or multilingual parallel
texts, and translation memory. Among these tools, the translation memory is the most
desired tool in CAT systems. The translation memory programs store previously translated
source texts and their equivalent target texts in a database and retrieve related segments
during the translation of new texts. Such programs split the source text into manageable
units known as segments. A source-text sentence or sentence-like unit (headings, titles or
elements in a list) may be considered as a segment. Translation memory translates a source
sentence by performing a matching between the segments of the source text and the source
of the database entries, the target side of the matched entry is the translation. The matching
can be performed by using a fuzzy algorithm to allow slight variations between the matching
pairs.
As the translator works through a document, the software displays each source segment
in turn and provides a previous translation for re-use, if the program finds a matching
source segment in its database. If it does not, the program allows the translator to enter
a translation for the new segment. After the translation for a segment is completed, the
program stores the new translation and moves onto the next segment.
Inspired by the idea of translation memory, in the TransType project a new idea was
proposed. The idea was to embed data driven MT techniques within an interactive transla-
tion environment. The goal was to combine the best of both paradigms: CAT, in which
1in some literatures, it is called computer-aided translation
1
1 Introduction
the human translator ensures the high-quality output, and MT, in which the machine
ensures a significant gain of productivity [Foster & Isabelle+ 97, Langlais & Foster+ 00b,
Langlais & Foster+ 00a, Foster 02, Foster & Langlais+ 02].
In this work, we further investigate the idea of TransType project in two main direc-
tions. First, we show how fully fledged statistical MT systems can be extended to work
in an interactive CAT environment. The MT systems always produce complete sentence
hypotheses on which the human translator can work. This is an important difference to
previous work, in which the use of basic MT techniques only allowed the prediction of single
tokens. Second, using fully fledged statistical MT systems, we have performed systematic
off-line experiments, and we have participated in several field trials with professional trans-
lators [Macklovitch & Nguyen+ 05, Macklovitch 06]. In Figure 1.1, an interactive session of
a CAT system is depicted for translating the Spanish sentence “e´stos son los retos cruciales
a los que se enfrentan el parlamento el consejo y la comisio´n europea” to the English lan-
guage. In the first iteration, the system provides the complete translation of the sentence,
which can be accepted in total or a prefix of it. Then, the user types the correct translation.
After each key-stroke, the MT system offers potentially improved suggestions by using the
correct prefix as additional information in its translation process. More specifically, in each
iteration, a prefix is fixed by the human translator and, in the next iteration, the system
predicts a best translation suffix to complete this prefix. The symbol in the figure makes
the distinction between the already accepted prefix and the new typed characters.
Skilled human translators are faster in dictating than typing the transla-
tions [Brown & Chen+ 94]. Therefore, a desired feature of a computer-assisted translation
system is to provide an environment to accept the translators speech signal of the target
language to speed up the translation process. In a CAT system with integrated speech,
two sources of information are available to recognize the speech input: the target language
speech and the given source language text. The target language speech is a human-produced
translation of the source language text. Machine translation models can be used to take into
account the source text in order to increase the speech recognition accuracy. The overall
schematic of a speech-enabled CAT system is depicted in Figure 1.2. In this research, we
will also investigate the efficient ways to integrate automatic speech recognition (ASR) and
statistical machine translation (MT) models so that an increase of the overall CAT system
performance is achieved.
A larger bilingual corpus will improve the training of statistical machine translation
models, and also a translation memory program can profit from a larger bilingual database.
On the other hand, multilingual texts are widely available on the Internet in different
languages, e.g., the archived transcripts of United Nations debates. Therefore, an effi-
cient approach for compiling a bilingual corpus is mining the Internet for parallel text
[Resnik 99, Chen & Nie 00], and then align the corresponding sentences in both halves of
the parallel text using an automatic method. In this work, we will also investigate different
methods and challenges for automatic bilingual corpus generation.
In the following parts of this chapter, we describe the basic system components that we
use in this thesis, namely the ASR and the MT systems.
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prefix:
extension: These are the key challenges facing the parliament,
the council and the European commission
prefix: These are k
extension: ey challenges facing the parliament, the
council and the European commission
prefix: These are key challenges n
extension: ot
prefix: These are key challenges now
extension:
prefix: These are key challenges now f
extension: acing the parliament,
the council and the European commission
prefix: These are key challenges now facing the parliament,
the council and the European commission
extension:
source: e´stos son los retos cruciales a los que
se enfrentan el parlamento el consejo y la
comisio´n europea
reference: These are key challenges now facing the
parliament, the council and the European
commission
Figure 1.1: An example of an interactive session for a Spanish-English CAT system.
Language Text
ASR + MT E: Target
F: Source
Language Text
X: Target
Language Speech
Human Translator
Figure 1.2: Schematic of automatic text dictation in computer-assisted translation.
1.1 Machine Translation System
In statistical machine translation, we are given a source language (‘French’) sentence F =
fJ1 = f1 . . . fj . . . fJ , which is to be translated into a target language (‘English’) sentence
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E = eI1 = e1 . . . ei . . . eI . Among all possible target language sentences, we will choose the
sentence with the highest probability:
Eˆ = argmax
E
{Pr(E|F )} (1.1)
= argmax
E
{Pr(E) · Pr(F |E)} (1.2)
The decomposition into two knowledge sources in Equation 1.2 is known as the source-
channel approach to statistical machine translation [Brown & Cocke+ 90]. It allows an inde-
pendent modeling of the target language model Pr(eI1) and the translation model Pr(f
J
1 |eI1)2.
The target language model describes the well-formedness of the target language sentence.
The translation model links the source language sentence to the target language sentence.
It can be further decomposed into the alignment and the lexicon models. The argmax op-
eration denotes the search problem, i.e. the generation of the output sentence in the target
language. We have to maximize over all possible target language sentences.
The resulting architecture for the statistical translation approach is shown in Fig. 1.3
with the translation model further decomposed into lexicon and alignment model.
Source Language Text
Transformation
 Lexicon Model
Language Model
Global Search:
 
 
Target Language Text
 
over
 
 Pr(f1  
J
 |e1I )
 
 
 Pr(   e1I )
 
 
 Pr(f1  
J
 |e1I )   Pr(   e1I )
  
e1
I
f1 
J
maximize
 Alignment Model
Transformation
Figure 1.3: Architecture of the translation approach based on Bayes’ decision rule.
2The notational convention will be as follows: we use the symbol Pr(·) to denote general probability
distributions with (nearly) no specific assumptions. In contrast, for model-based probability distributions,
we use the generic symbol p(·).
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Figure 1.4: An example of a word aligned sentence pair.
If the input is a spoken sentence, instead of a written text, the problem be-
comes more complex and we will not deal with it here. For more information,
you may refer to [Ney & Nießen+ 00, Amengual & Bened´ı+ 00, Casacuberta & Ney+ 04a,
Casacuberta & Vidal+ 04b], for instance.
1.1.1 Single Word-based Translation Models
A key issue in modeling the string translation probability Pr(fJ1 |eI1) is the question of how
we define the correspondence between the words of the target sentence and the words of the
source sentence. In typical cases, we can assume a sort of pair-wise dependence by considering
all word pairs (fj, ei) for a given sentence pair (f
J
1 , e
I
1). Figure 1.4 shows an example of word
alignment for the language pair German-English. Models describing these types of depen-
dencies are referred to as alignment models [Brown & Della Pietra+ 93, Vogel & Ney+ 96].
Basic Alignment Models
A key issue in modeling the string translation probability P (F |E) is the question of how we
define the correspondence between the words of the target sentence and the words of the
source sentence. In typical cases, we can assume a sort of pairwise dependence by considering
all word pairs (fj, ei) for a given sentence pair (F ;E). A family of such alignment models
(IBM-1,...,IBM-5) was developed in [Brown & Della Pietra+ 93]. Using similar principles
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as in Hidden Markov models (HMM) for ASR, we re-write the translation probability by
introducing the hidden alignments A for each sentence pair (F ;E):
P (F |E) =
∑
A
P (F,A|E).
IBM-1,2 and Hidden Markov Models
The first type of alignment models is virtually identical to HMMs and is based on a mapping
j → i = aj, which assigns a source position j to a target position i = aj . Using suitable
modeling assumptions [Brown & Della Pietra+ 93, Och & Ney 03], we can decompose the
probability P (F,A|E) with A = aJ1 :
P (fJ1 , a
J
1 |eI1) = p(J |I) ·
J∏
j=1
[p(aj|aj−1, I, J) · p(fj|eaj)]
with the length model p(J |I), the alignment model p(i|i′, I, J) and the lexicon model p(fj|ei).
The alignment models IBM-1 and IBM-2 are obtained in a similar way by allowing only zero-
order dependencies.
IBM-3,4 and 5 Models
For the generation of the target sentence, it is more appropriate to use the concept of inverted
alignments which perform a mapping from a target position i to a set of source positions j,
i.e. we consider mappings B of the form:
B : i→ Bi ⊂ {1, . . . , j, . . . , J}
with the constraint that each source position j is covered exactly once. Using such an
alignment A = BI1 , we re-write the probability P (F,A|E):
P (fJ1 , B
I
1 |eI1) = p(J |I) ·
I∏
i=1
[
p(Bi|Bi−11 ) ·
∏
j∈Bi
p(fj|ei)
]
By making suitable assumptions, in particular first-order dependencies for the inverted align-
ment model p(Bi|Bi−11 ), we arrive at what is more or less equivalent to the alignment models
IBM-3, 4 and 5 [Brown & Della Pietra+ 93, Och & Ney 03].
Training
The unknown parameters of the alignment and the lexicon models are estimated from a
corpus of bilingual sentence pairs. The training criterion is the maximum likelihood criterion.
As usual, the training algorithms can guarantee only local convergence.
In order to mitigate the problems with poor local optima, we apply the following strategy
[Brown & Della Pietra+ 93]. The training procedure is started with a simple model for which
the problem of local optima does not occur or is not critical. The parameters of the simple
model are then used to initialize the training procedure of a more complex model, in such a
way that a series of models with increasing complexity can be trained [Och & Ney 03]. To
train the above models, we use the GIZA++ software [Och & Ney 03].
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1.1.2 Phrase-based MT Models
In all the above models, single words are taken into account. Moreover, in practice the
summation operator is replaced with the maximization operator, which in turn reduces the
contribution of each individual source word in generating a target word. On the other
hand, modeling word sequences rather than single words in both the alignment and lexicon
models cause significant improvement in translation quality [Och & Ney 04]. In this work, we
use two closely related models: alignment templates (AT) [Och & Ney 04] and phrase-based
models (PB) [Toma´s & Casacuberta 01, Koehn & Och+ 03, Zens & Ney 04]. Both models
are based on bilingual phrases3 (pairs of segments or word sequences) in which all words
within the source-language phrase are aligned only to words of the target-language phrase
and vice versa. Note that at least one word in the source-language phrase must be aligned
to one word of the target-language phrase, i.e. there are no empty phrases. In addition, no
gaps and no overlaps between phrases are allowed.
We introduce some notation to deal with phrases: as before, f denotes a source-language
sentence; f˜ denotes a generic phrase in f , and f˜k the k-th phrase in f . fj denotes the j-th
source word in f ; f j
′
j denotes the contiguous sequence of words in s beginning at position
j and ending at position j′ (inclusive); obviously, if f has J words, fJ1 denotes the whole
sentence f . An analogous notation is used for target words, phrases and sequences in target
sentence e.
Alignment Templates
The ATs are based on the bilingual phrases but they are generalized by replacing words with
word classes and by storing the alignment information for each phrase pair. Formally, an
alignment template Z is a triple (S, T, a˜), where S and T are a source class sequence and
a target class sequence, respectively, and a˜ is an alignment from the set of positions in S
to the set of positions in T 4. Mapping of source and target words to bilingual word classes
is automatically trained using the method described in [Och 99]. The method is actually
an un-supervised clustering method which partitions the source and target vocabularies, so
that assigning words to classes is a deterministic operation. It is also possible to employ
parts-of-speech or semantic categories instead of the un-supervised clustering method used
here.
To arrive to our translation model, we first perform a segmentation of the source and
target sentences into K blocks:
k −→ dk ≡ (ik; bk, jk), for k = 1 · · ·K.
Here, ik denotes the last position of the k
th target phrase; we set i0 := 0. The pair (bk, jk)
denotes the start and end positions of the source phrase that is aligned to the kth target
phrase; we set j0 := 0. Phrases are defined as nonempty contiguous sequences of words.
and that there are no gaps, i.e., all words in the source and the target sentence are covered
by exactly one phrase. We constrain the segmentations so that all words in the source and
3Although the term “phrase” has a more restricted meaning, in this work, it refers to a word sequence.
4Note that the phrases in an AT are sequences of word classes rather than words, which motivates the use
of a different notation.
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Figure 1.5: Illustration of the phrase segmentation.
the target sentence are covered by exactly one phrase. Thus, there are no gaps and there is
no overlap. For a given sentence pair (fJ1 , e
I
1), and a given segmentation d
K
1 , we define the
bilingual phrases (f˜k, e˜k) as [Och & Ney 03]:
f˜k := fbk . . . fjk (1.3)
e˜k := eik−1+1 . . . eik (1.4)
The alignment template Zk = (Sk, Tk, a˜k) associated to the above k-th bilingual segment
is: Sk the sequence of word classes in f˜k; Tk the sequence of word classes in e˜k and a˜k the
alignment between positions in a source class sequence S and positions in a target class
sequence T .
Note that the segmentation dK1 contains the information on the phrase-level reordering.
The segmentation dK1 is introduced as a hidden variable in the translation model. Therefore,
it would be theoretically correct to sum over all possible segmentations. In practice, we use
the maximum approximation for this sum.
For translating a given source sentence f we use the following decision rule as an ap-
proximation to Equation 1.1:
(Iˆ , eˆIˆ1) = argmax
I,tI1
{
max
K,dK1 ,eaK1 logPAT (f
J
1 , e
I
1; d
K
1 , a˜
K
1 )
}
. (1.5)
8
1.1 Machine Translation System
We use a log-linear model combination:
logPAT (f
J
1 , e
I
1; d
K
1 , a˜
K
1 ) =
I∑
i=1
[
λ1 + λ2 · log p(ei|ei−1i−n+1) + λ3 · log p(Ti|T i−1i−4 )
]
+
K∑
k=1
[ λ4 + λ5 · log p(Tk, a˜k|Sk) +
ik∑
i=ik−1+1
λ6 · log p(ei|f˜k, a˜k) +
λ7 · log q(bk|jk−1)] + λ7 · (J − jK), (1.6)
with weights λi, i = 1 · · · 7. The weights λ1 and λ4 play a special role and are used to control
the number I of words and number K of segments for the target sentence to be generated,
respectively. The log-linear combination uses the following set of models:
• p(ei|ei−1i−n+1): word-based n-gram language model,
• p(Ti|T i−1i−4 ): class-based five-gram language model,
• p(Tk, a˜k|Sk): alignment template at class level, model parameters are estimated directly
from frequency counts in a training corpus,
• p(ei|f˜k, a˜k): single word model based on a statistical dictionary and a˜k. As in the
preceding model, the model parameters are estimated by using frequency counts,
• q(bk|jk−1) = e|bk−jk−1−1| and (J − jK): re-ordering model using absolute j distance of
the phrases.
As can be observed, all models are implemented as feature functions which depend on the
source and the target language sentences, as well as on the two hidden variables (a˜K1 , b
K
1 ).
Other feature functions can be added to this sort of model as needed. For a more detailed
description the reader is referred to [Och & Ney 04].
Learning alignment templates
To learn the probability of applying an alignment template, p(Z = (S, T, a˜)|f˜ ), all bilingual
phrases are extracted from the training corpus that are consistent with the segmentation
together with the alignment within these phrases. Thus, we obtain a count N(Z) of how
often an alignment template occurred in the aligned training corpus. Using the relative
frequency:
p(Z) = (S, T, a˜)|f˜) = N(Z) · δ(S,C(f˜))
N(C(f˜))
, (1.7)
we estimate the probability of applying an alignment template Z to translate the source
language phrase f˜ , in which δ is the Kronecker delta function. The class function C maps
words onto their classes. To reduce the memory requirements, only probabilities for phrases
up to a maximal length are estimated, and phrases with a probability estimate below a
certain threshold are discarded.
The weights λi in Equation 1.6 are usually estimated using held-out data with respect
to the automatic evaluation metric employed using the downhill simplex algorithm from
[Press & Teukolsky+ 02].
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Phrase-based MT
A simple alternative to AT has been introduced in recent works: The phrase-
based (PB) approach [Toma´s & Casacuberta 01, Marcu & Wong 02, Zens & Och+ 02,
Toma´s & Casacuberta 03, Zens & Ney 04, Zens & Bender+ 05]. These methods learn the
probability that a sequence of contiguous words –source phrase– (as a whole unit) in a
source sentence is a translation of another sequence of contiguous words –target phrase– (as
a whole unit) in the target sentence. In this case, the statistical dictionaries of single word
pairs are substituted by statistical dictionaries of bilingual phrases or bilingual segments.
These models are simpler than ATs, since no alignments are assumed between word posi-
tions inside a bilingual segment and word classes are not used in the definition of a bilingual
phrase.
Here, we make use of the RWTH phrase-based statistical MT sys-
tem [Zens & Bender+ 05], which is a state-of-the-art phrase-based MT system. This
system directly models the posterior probability P (E|F ) using a log-linear combination of
several models [Och & Ney 02]. To arrive at our MT model, we first perform a segmentation
of the source and target sentences into K blocks k −→ dk ≡ (ik; bk, jk), for k = 1 · · ·K.
Here, ik denotes the last position of the k
th target phrase; we set i0 := 0. The pair (bk, jk)
denotes the start and end positions of the source phrase which is aligned to the kth target
phrase; we set j0 := 0. Phrases are defined as nonempty contiguous sequences of words.
We constrain the segmentations so that all words in the source and the target sentence are
covered by exactly one phrase. Thus, there are no gaps and there is no overlap. For a given
sentence pair (fJ1 , e
I
1), and a given segmentation d
K
1 , we define the bilingual phrases (f˜k, f˜k)
as [Och & Ney 04]:
f˜k := fbk . . . fjk , e˜k := eik−1+1 . . . eik
Note that the segmentation dK1 contains the information on the phrase-level reordering. The
segmentation dK1 is introduced as a hidden variable in the MT model. Therefore, it would
be theoretically correct to sum over all possible segmentations. In practice, we use the
maximum approximation for this sum.
The decision rule of this MT system can be written as:
F → Eˆ(F ) = argmax
I,eI1
{
max
K,dK1
logPPB(f
J
1 , e
I
1; d
K
1 )
}
logPPB(f
J
1 , e
I
1; d
K
1 ) =
I∑
i=1
(
λ1 + λ2 · log p(ei|ei−1i−n+1)
)
+
K∑
k=1
(
λ3 + λ4 · log p(e˜k|f˜k) + λ5 · log p(f˜k|e˜k)
+ λ6 · log
jk∏
j=bk
ik∑
i=ik−1+1
p(fj|ei)+
λ7 · log
ik∏
i=ik−1+1
jk∑
j=bk
p(ei|fj) + λ8 · log q(bk|jk−1)
)
(1.8)
10
1.1 Machine Translation System
with weights λi, i = 1 · · · 8. The weights λ1 and λ3 play a special role and are respectively
used to control the number I of words (word penalty) and number K of segments (phrase
penalty) for the target sentence to be generated. In addition to the word penalty and the
phrase penalty, the following models are used in the phrase-based MT:
• p(ei|ei−1i−n+1): word-based n-gram language model,
• p(e˜k|f˜k) and p(f˜k|e˜k): phrase-based models in both directions, model parameters are
estimated directly from frequency counts in a training corpus,
• p(fj|ei) and p(ei|fj): single word models based on a statistical dictionary. As in the
preceding models, the model parameters are estimated by using frequency counts,
• q(bk|jk−1) = e|bk−jk−1−1|: re-ordering model is based on the distance from the end
position of a phrase to the start position of the next phrase.
As it is shown in Equation 1.8, the phrase-based and AT model are very similar, and
only the following differences are exist:
• We do not use any kind of word classes in PB, then we do not have class-based language
model and we use the surface form of words in the phrases instead of their classes.
• PB is symmetric, we have the phrase-based model and single word model in both
directions.
• The calculation of the single word model in PB is different from AT. In AT the single
word model is calculated using the best alignment between source and target words.
But in PB the sum over all possible alignments is used to calculate the single word
model, similar to the IBM Model 1 method.
Learning phrase-based alignment models
The parameters of each model and the weights λi in Equation 1.8 has to be es-
timated. There are different approaches to estimate the parameters of each model
[Zens & Bender+ 05, Toma´s & Casacuberta 07]. Some of these techniques correspond to
a direct learning of the parameters from a sentence-aligned corpus using a maximum likeli-
hood approach [Toma´s & Casacuberta 01, Marcu & Wong 02]. There are other techniques
which we use are based on previous computation of word alignments in the training cor-
pus [Zens & Och+ 02, Koehn & Och+ 03]. On the other hand, as for AT, the weights λi in
equation (1.8) are usually optimized using held-out data.
Generation of word graph
This phrase-based MT can produce word graphs as the output of the translation in-
stead of a single-best translation. The MT word graph is a recorded track of the MT
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search [Ueffing & Och+ 02]. We can formalize the MT search using this dynamic program-
ming equations:
Q(φ, 0, $) = 1
Q(C, j, e) = max
j,I
{
Q(C\{j′ · · · j}, j”, e′) · PLM(e˜|e′)
· PTM(f jj′|e˜) · PDist(j′|j”)
}
Q∗ = max
e,j
{
Q({1 · · · j}, j, e) · PLM($|e) · PDist(J + 1|j)
}
where
• C it the set of covered positions in the source sentence,
• j is the end position of the current phrase,
• e˜ is the target word group, and
• e′ is the language model history.
As it is seen from the dynamic programming equation the entities employed here
are phrases, then these equations can record a phrase graph with states (j, e) and arcs
((j′, e′), (j, e), e˜, Q(C, j, e)/Q(C ′, j′, e′)). We obtain a MT word graph, if we split each arc in
the phrase graph into a sequence of word arcs, and assign the probability to the first arc in
this sequence.
1.2 Automatic Speech Recognition System
In this thesis, we work with two languages as target language: German and English. Both
the German and the English ASR systems are state-of-the-art systems. The German ASR
system was mainly developed within the Verbmobil project [Sixtus & Molau+ 00], and was
further developed and optimized for the specific domain of this work, which is different from
the Verbmobil domain. The English ASR system is the system that is used and developed
within the TC-Star project. In this work, we used the system which has been used in TC-Star
2006 evaluation [Lo¨o¨f & Bisani+ 06].
The ASR systems employed here produce word graphs in which arcs are labeled with
start and end time, the recognized entity (word, noise, hesitation, silence), the probability
of acoustic vectors between start and end time given the entity, and the language model
probability. We define the ASR word graph as a weighted digraph with a set of states
S = (t, wm−11 ), and arcs e = (Sfrom, Sto,W, PAM, PLM); where
Sfrom = (τ(t;w
m
1 : wm = W );w
m−1
1 )
Sto = (t;w
m
2 : wm = W )
PAM = h(τ(t;w
m
1 : wm = W ), t;W )
PLM = p(W |wm−11 ).
12
1.3 Evaluation Metrics
Here, τ and t are start and end time, respectively. The dynamic programming equation to
generate the ASR word graph is:
Q(S) = max
e=(S′
from
,S′to,W ′,P ′AM,P
′
LM
):
S′to=S
{P ′AM · P ′LM ·Q(S ′from)} (1.9)
We can obtain the probability of the best word sequence in the word graph G, using this
equation:
max
wn1∈Π(G)
{
pˆ(wn1 ) · pˆ(xt1|wn1 )
}
= max
S′=(t′,w′m2 :t′=t)
Q(S) (1.10)
where Π(G) is the set of all possible paths through G.
We have further post-processed the ASR word graph. First, we mapped all entities
that were not spoken words onto the empty arc label ε. As the time information is not
used in our approach, we removed it from the word graphs and compressed the structure by
applying ε-removal, determinization, and minimization. We have also merged the LM and
the AM scores to one score by using the log-linear combination method. This means the
ratio of λAM/λLM in Equation 4.7 is a constant value, which is determined in the ASR opti-
mization process. For all of these operations, we have employed the finite-state transducer
toolkit of [Kanthak & Ney 04] which efficiently implemented them on demand. This step
significantly reduces the runtime without changing the results.
1.3 Evaluation Metrics
This section briefly describes the common evaluation metrics used for assessment of trans-
lation quality in the MT community. A detailed description of these metrics are presented
in [Leusch & Ueffing+ 05].
WER (Word error rate):
The word error rate (WER) is the minimum Levenshtein distance [Levenshtein 66] be-
tween a translation system output and a reference translation. Then, it is the minimum
number of substitution, insertion and deletion operations needed to convert the word
strings produced by the translation system into the corresponding single reference word
strings. WER is normalized by the overall number of words in the reference sentences.
If there exist multiple references for each sentence, the minimum Levenshtein distance
to the most similar reference is measured [Nießen & Och+ 00].
PER (Position-independent word error rate):
The word order of an acceptable sentence can be different from that of the target
sentence. To alleviate this problem, the position-independent word error rate proposed
by [Tillmann & Vogel+ 97] ignores the the word order in comparing two sentences.
TER (Translation Error Rate):
Translation Error Rate measures the number of edits required to change a system
output into one of the references [Snover & Dorr+ 06]. The edits include insertions,
deletions, substitutions and shifts.
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BLEU (Bilingual evaluation understudy):
This evaluation measure has been proposed by [Papineni & Roukos+ 02]. This met-
ric calculates the weighted geometric mean of the n-grams (with n ∈ {1, . . . , 4}) co-
occurrences between a given translation and the set of reference translations. Then,
this geometric mean is multiplied with an exponential brevity penalty factor to penalize
translations which are too short. BLEU is an accuracy measure.
NIST (NIST score):
the NIST metric ([Doddington 02]) is an enhanced variant of the BLEU metric, by con-
sidering n-gram information weights, and using a different n-gram averaging scheme
and a different brevity penalty. The NIST measure weights each n-gram by the infor-
mation gain of the n-gram itself and its (n−1)-prefix. Like BLEU, it is an accuracy
measure.
Evaluation metrics for interactive MT
KSR (Key-stroke ratio):
The KSR is the number of key-strokes required to produce the single reference trans-
lation using the interactive machine translation system divided by the number of key-
strokes needed to type the reference translation. Hence, the KSR is inversely related to
the productivity increase which the system bring for the user. A KSR of 1 means that
the interactive machine translation has never suggested an appropriate completion to
the use sentence prefix, while a KSR value close to 0 means that the system has often
suggested perfect completions.
MAR (Mouse-action ratio):
It is similar to KSR, but it measures the number of mouse pointer movements plus
one more count per sentence (the user action needed to accept the final translation),
divided by the total number of reference characters.
KSMR (Key-stroke and mouse-action ratio):
It is the summation of KSR and MAR, which is the amount of all required actions either
by keyboard or by mouse to generate the reference translations using the interactive
machine translation system divided by the total number of reference characters.
Structure of this document
The work is organized as follows: The following chapter briefly summarizes the scientific
goals which address the main contributions of this work. Chapter 3 will explain the meth-
ods which are used to compile a bilingual corpus from the web. There, two new sentence
alignment methods will be described, followed by presenting an efficient method for filtering
incorrect sentence pairs in an automatically generated corpus. This chapter will be finished
by assessing the sentence alignment and corpus filtering methods by using different evalua-
tion methods. Chapter 4 will describe various approaches to integrate MT and ASR models
in the framework of a CAT system. There, two main approaches based on the N -best list
rescoring and the word graph rescoring will be investigated. At the end of the chapter,
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the recognition/translation results will be reported and discussed. In Chapter 5, we will
study how to use fully fledged machine translation methods to develop computer-assisted
translation systems. Then, we will explain the proposed method to adapt the search of full-
sentence machine translation to the new interactive-predictive scenario. We will also report
and discuss the system results in a real user trial and in a human-simulated (laboratory)
conditions. Chapter 6 will summarize the scientific contributions of this thesis.
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The goal of this work is to study different statistical approaches to improve the state-of-the-
art computer-assisted translation systems. In particular, the following three main scientific
goals are pursued:
1. Corpus compilation: How to provide more training data to bootstrap a CAT perfor-
mance?
2. Speech-enabled CAT system: How to use and improve an ASR system in a CAT
environment to increase productivity of a human translator?
3. Interactive-predictive machine translation: How to assist a human translator by using
a state-of-the-art MT system?
1. Corpus compilation: Bilingual corpora are essential for training the statistical machine
translation models. Therefore, having a larger database usually results in a more accurate
translation system. The website of the European Union provides a large resource of mul-
tilingual data in all official European languages, which is a valuable resource to generate
bilingual data. The main contributions of this work in the field of corpus compilation are as
follows:
• We will compile a Spanish-English bilingual corpus from the European Union website,
as a special case of compiling language independent bilingual corpora for the official
European languages. This is the first step to build a CAT for an arbitrary pair of the
European Union language pairs.
• The sentence alignment is the core algorithm in the generation of bilingual corpora.
There is vast literature on this topic representing different ideas and features to find
corresponding sentences. Here, we will extend them in two directions:
1. We will develop a sentence alignment algorithm to include the most promising
features presented so far, to have a more efficient sentence aligner with a higher
level of flexibility in the selection of features.
2. The existing sentence aligner methods are not able to handle different translation
orders in the input documents. Although assuming the monotonicity between
two documents is true for most of the available resources including the European
Union website, it is required for a general sentence aligner to manage different
translation orders. We will introduce a new sentence alignment method that
will be able to take into account the different translation orders of the input
documents.
17
2 Scientific Goals
• In an automatically generated corpus, we may have incorrect sentence pairs, i.e., the
sentences that have not been aligned correctly. We will study a rule-based method and
an efficient statistical method to identify incorrect sentence pairs. We will also study
how harmful these sentence pairs are for a statistical machine translation system.
2. Speech-enabled CAT: A desired feature of CAT systems is the integration of hu-
man speech, as skilled human translators are faster in dictating than typing the transla-
tions [Brown & Chen+ 94]. In a CAT system with integrated speech, two sources of in-
formation are available to recognize the speech input: the target language speech and the
given source language text. The target language speech is a human-produced translation
of the source language text. Using of speech in a CAT system is an unexplored research
area in comparison to the large amount of works done on integrating them in series, i.e.,
speech-to-speech translation. The main contributions of this work are as follows:
• We will systematically study a number of different translation models in the context
of the N -best list rescoring.
• As an alternative to the N -best list rescoring, we use ASR word graphs in order to
arrive at a tighter integration of ASR and MT models. There, we will investigate
several new techniques to integrate ASR and MT systems.
• In all previous works, a phrase-based MT had the least impact on improving the ASR
system baseline. In this research, we will study the reason for this failure concluding
in a solution for this problem.
• The experiments will be carried out on two tasks, English-to-German with an ASR
vocabulary size of 17K words, and Spanish-to-English with an ASR vocabulary of 58K
words.
3. Interactive-predictive machine translation: Here, we study how to embed
a statistical machine translation engine within an interactive translation environ-
ment [Foster & Isabelle+ 97, Och & Zens+ 03]. In this way, the system combines the best
of two paradigms: the CAT paradigm, in which the human translator ensures high-quality
output; and the MT paradigm, in which the machine ensures significant productivity gains.
The main contribution of this work in this field are as follows:
• An important factor in a CAT system is the response time of the MT system. We
will describe an efficient search space representation using word hypotheses graphs, to
guarantee a fast response time.
• We will show how we can use a language model to predict words not present in the
word graph, i.e., the word graph size is artificially increased on the fly. We will show
the effect of this method on increasing human productivity.
• We will conduct a sequence of systematic experiments along with two other research
centers in two industrial translation agencies in order to see the problems and require-
ments in real life environments. This type of experiments requires considerable amount
of software engineering to make the system usable in real life situations.
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• We will systematically analyze the performance of an interactive-predictive CAT sys-
tem in off-line mode, where the human-machine interactions are simulated. The ex-
periments will be done on a small and a large standard task.
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In this chapter, we propose two new methods for sentence alignment. This first one is an
extension of the existing methods in the field of sentence alignment for parallel texts. We
measure the translation likelihood of a sentence pair by using a linear combination of various
features proposed in the literature. We will show how we can employ sentence-length based
models, word-to-word translation models, cognates, bilingual lexica, and any other additional
features in an efficient way. The second method is a novel method that transfers the sentence
alignment problem to a bipartite graph matching task and uses the well studied algorithm
developed there to find the best sentence alignment. We show that this new algorithm has
a competitive performance with other methods for parallel corpora, and at the same time
its very useful in handling different order of sentences in a source text and its corresponding
translation text. Therefore, it can also be used for comparable corpora. We also present an
efficient approach for corpus filtering to increase the quality of a bilingual corpus.
3.1 Introduction
Bilingual sentence-aligned corpora are very important for data-driven machine transla-
tion [Brown & Della Pietra+ 93] as well as other multilingual natural language processing
systems like cross-language information retrieval, or bilingual lexicography.
A parallel text is a text in one language together with its translation in another language.
The term bitext also refers to parallel text. Parallel texts are widely available in the Internet
in different languages, e.g., the archived transcripts of United Nations debates. On the other
hand, the manual compilation of bilingual corpora is a very expensive process. Therefore,
an efficient approach for compiling a bilingual corpus is mining the Internet for parallel text
[Resnik 99, Chen & Nie 00] and then align the corresponding sentences in both halves of the
parallel text using an automatic method.
Sentence alignment or bitext correspondence problem is the identification of the corre-
sponding sentences in both halves of the parallel text. Sentence alignment of a parallel text
is a non-trivial task as in practice inconsistencies between a source text and its translation
are quite common. The inconsistencies include differences in layout, omissions, insertions,
inversions, etc. Similar to other natural language problems, there is always a level of uncer-
tainty in sentence alignment so that making a decision is not straightforward. On the other
hand, the sentence alignment problem is just one instance of the more general translation
analysis problem which is known to be AI-complete [Isabelle & Dymetman+ 93]. It means
solving the bitext correspondence problem is not easier than solving any other significant AI
problem [Simard & Plamondon 98].
Due to the importance of bilingual corpora in various fields of natural language process-
ing, many researchers were interested in sentence alignment algorithms. During the 1980s,
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finding the correspondence between parallel texts began to absorb the researchers’ interest
when the large amount of text were available. The early works on sentence alignment
are the works presented in [Kay & Ro¨scheisen 88, Gale & Church 91, Brown & Lai+ 91,
Kay & Ro¨scheisen 93]. The early success in sentence alignment methods are reported
in [Gale & Church 91] and [Brown & Lai+ 91], where both make use of sentence length
statistics at the character level or at the word level, respectively. In [Simard & Foster+ 92],
the simple length-based model of [Gale & Church 91] is extended by using cognates to in-
corporate the sentence contents in the alignment process. In [Chen 93], the length-based
approach is extended by using a simple statistical word-to-word translation model in the
alignment process. In [Wu 94], the length-based model of [Gale & Church 91] is enhanced by
using a translation lexicon and/or using the cognates. [Melamed 99] employs a geometric-
based algorithm to find the best path through a set of points-of-correspondence between
two parallel texts, the path represents the alignment between two texts. The points-of-
correspondence between two texts are generated using a bilingual lexicon or the cognates.
Melamed’s approach is also distinguished from other described sentence aligners as it does
not use dynamic programming in the search.
After Chen [Chen 93], a few other approaches based on a statistical word-to-word trans-
lation models were introduced [Moore 02, Zhao & Zechner+ 03]. In [Moore 02], first a bilin-
gual corpus is generated based on a length-based model, then the alignment quality is boot-
strapped by using the translation model that is trained on the initial sentence alignments.
In [Zhao & Zechner+ 03], the translation model is trained on an already sentence-aligned
corpus, the authors use two lexical features and three length-based features, these features
are combined using a regression model. Champollion [Ma 06], the sentence aligner of the
Linguistic Data Consortium (LDC), is also based on a bilingual lexicon in addition to the
standard sentence length model. The lexical score of a candidate sentence pair is computed
using a widely-used method in information retrieval. The concept behind the method is to
assign greater weights to less frequent word pairs. In [Fattah & Bracewell+ 07], the authors
use two classification approaches to solve the sentence alignment problem: the first one is
based on probabilistic neural networks, and the second one is based on a Gaussian mixture
model.
Early results of Gale and Church show a high accuracy of their method on a part of
the Canadian Hansard corpus, this may imply that the sentence alignment is an easy task.
But, it is not true as in practice parallel text are noisy. In other words, depending on the
level of parallelism between two texts, the problem may become much more complicated.
In [Fung & Cheung 04], different levels of parallelism are described ranging from parallel,
noisy parallel, comparable, and very non-parallel. All above methods that are briefly intro-
duced are in the domain of parallel corpora to noisy parallel corpora.
Comparable corpora are largely available on the Internet for a wide range of languages.
Examples of comparable corpora are the daily news of different news agencies around the
world, where their contents are about similar topics, but maybe with different structure at
different levels of detail. Several researchers [Zhao & Vogel 02, Vogel 03, Resnik & Smith 03,
Fung & Cheung 04, Wu & Fung 05, Munteanu & Marcu 05] have studied different ways to
extract parallel sentence pairs form comparable corpora. There are also some papers in ex-
tracting word translations from comparable corpora [Rapp 95, Fung 98, Koehn & Knight 00,
Gaussier & Renders+ 04].
22
3.2 Improved Gale and Church (IGC) Method
The research in finding the correspondence between parallel texts has been also ex-
tended to align sub-sentences (chunks) to each other [Xu & Zens+ 05, Deng & Kumar+ 07].
The aim of these works is to find a more fine-grained alignment between two parallel texts
to reduce the memory requirement, and to increase the speed and quality of the word align-
ment process. Both methods use a non-monotonic procedure to find the corresponding
sub-sentences (chunks) in a sentence pair, where the sentence pairs are generated using a
dynamic programming procedure. A similar idea in the domain of comparable and non-
parallel corpora is studied in [Munteanu & Marcu 06].
In this chapter, we propose two new methods for sentence alignment. This first one is
an extension of the existing methods in the field of sentence alignment for parallel texts.
We shall show how we can employ sentence-length based models, word-to-word translation
models, cognates, and bilingual lexica, and any other features in an efficient way. In the
second method, we propose a new method based on bipartite graph matching problem for
aligning sentences in parallel corpora. We show that this new algorithm has a competitive
performance with other methods for parallel corpora, and at the same time is very useful in
handling different order of sentences in a source text and its corresponding translation text.
In the following, we propose a method for removing the noise from an automatically sentence-
aligned corpus based on advanced word alignment models [Brown & Della Pietra+ 93].
3.2 Improved Gale and Church (IGC) Method
In automatic sentence alignment, we are given a source language document S and a target
language document T . Each document contains a sequence of sentences:
S : sM1 = s1, s2, · · · sm · · · sM
T : tN1 = t1, t2, · · · tn · · · tN
where m and n are the index of a sentence in the source and in the target document, respec-
tively. The output of a sentence alignment algorithm is the alignment A, which describes
a mapping from each source index m to a target index n. The goal in statistical sentence
alignment, is to find the most probable alignment A between two documents. Then, Bayes’
decision rule for sentence alignment is:
Aˆ = argmax
A
P (A|S, T ) = argmax
A
P (A, S, T ) (3.1)
Assuming monotonic order between the sentences of two documents S and T , the align-
ment A between S and T can be represented as a sequence of mappings. As it is shown in
Figure 3.1, a mapping is a possible correspondence in content between a group of sentences
in the source document s˜ to a group of sentences in the target document t˜. A 2-1 mapping
aligns two sentences in S to one sentence in T . If we do not assume any dependency among
the mappings, P (A, S, T ) can be modeled as:
P (A, S, T ) =
K∏
k=1
P (s˜k, t˜k)
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TS
0−1
1−1
1−2
2−1
2−2
1−0
2−1
Figure 3.1: Sentence alignment between two parallel texts as a monotone sequence of map-
pings between source text S and target text T .
where s˜k and t˜k, which form the kth mapping, are a group of zero or more sentences in the
source and in the target document, respectively. Later in this section, we will describe how
to compute P (s˜k, t˜k), the translation likelihood probability of the source sentences s˜k and
the target sentences t˜k.
The argmax operator in Equation 3.1 denotes the search problem that can be solved
using dynamic programing [Bellman 57]. Dynamic programing equation can be defined as
follows:
D(0, 0) = 0
D(m,n) = min
0≤a≤amax;0≤b≤bmax
{D(m− a, n− b)− logP (smm−a+1, tnn−b+1)} (3.2)
where amax and bmax are the maximum sentence group lengths allowed, and s
m
m−a+1 and t
n
n−b+1
are sentence groups in the source and in the target document, respectively. In practice, amax
and bmax are not larger than four. The complexity of the dynamic programming equation of
Equation 3.2 is O(max[M,N ]2), where M and N are the number of sentences in the source
and in the target document, respectively.
The translation likelihood probability P (.) can be measured in different ways using
various types of knowledge represented in the two portions of text under consideration. In
this work, to estimate this probability, we employ a linear combination of several features
functions:
− logP (smm−a+1, tnn−b+1) =
L∑
l=1
λlhl(s
m
m−a+1, t
n
n−b+1) (3.3)
where λl is the scaling factor of model hl(s
m
m−a+1, t
n
n−b+1). The model scaling factors are
trained on a development corpus according to the minimum sentence alignment error rate,
similar to the method that is used in machine translation [Och 03]. For further simplicity
in defining the hl models, we represent the sentence groups s
m
m−a+1 and t
n
n−b+1 by their
words as smm−a+1 = f1 . . . fj . . . fJ = F and t
n
n−b+1 = e1 . . . ei . . . eI = E, respectively. Then,
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Equation 3.3 can be rewritten as:
− logP (smm−a+1, tnn−b+1) =
L∑
l=1
λlhl(F,E) (3.4)
In the following, we present a list of feature functions that we may use for sentence
alignment.
Length-based feature: The idea behind this category of features is the fact that longer
sentences in the source document tend to be translated into longer sentences in the target
language, and that shorter sentences tend to be translated into shorter sentences. The
length of a sentence can be measured at the character [Gale & Church 93] or at the word
level [Brown & Lai+ 91]. Here we describe the basic model presented in [Gale & Church 93]
to estimate the translation likelihood probability. It is a probabilistic model to measure
the distance between the length of two sentences in the source and the target language.
Assuming each character on one language causes a random number of characters appear in
the other language, and these random variables are independent and identically distributed
with a normal distribution, then, a new random variable θ is defined as:
θ = (|E| − |F |) · c/
√
|F | · s2
where |E| gives the character length of E, c and s2 are the expected value and the variance of
the ratio length(E)/length(F ). Therefore, θ has the standard normal distribution; at least
when the two portions of text under consideration are the translation of each other. The
parameters c and s2 are empirically determined from the data. Then, the distance between
F and E is defined as:
hlen(F,E) = − logP (a− b mapping|θ)
where a−b mappingmeans the mapping of a source sentence(s) to b target sentence(s). Using
Bayes’ theorem and ignoring the resulting constant value, the equation can be rewritten as
hlen(F,E) = − logP (a− b mapping)− logP (θ|a− b mapping)
Then, the conditional probability P (θ|a− b mapping) can be estimated by:
P (θ|a− b mapping) = 2(1− P (|θ|))
where P (|θ|) has the standard normal distribution:
P (|θ|) = 1√
2pi
∫ θ
−∞
e−z
2/2dz.
The prior probability of an a − b mapping are heuristically determined based on the
expected evidence of the mapping which depends on the task, the source language, and the
target language. For instance, if the source document is noisy then the probability of 1-0
mapping will be high. Usually, for clean parallel corpora, 1-1 mapping happens about 90%
of the cases.
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Anchor point features: Two tokens in the two languages are anchor points if their
occurrences in a parallel text are highly correlated, like month names in two languages.
We employ a small dictionary of anchor points in the sentence aligner. Each entry in this
dictionary tells the sentence alignment algorithm if the source word(s) of a given entry exists
in the source sentence then the target word(s) will be in the target sentence. To each entry
of the dictionary, two values have been assigned: presence bonus and absence (mismatch)
penalty. By introducing these two values, the dictionary entries can be taken into account
in alignment algorithm more easily and efficiently.
Binary features: We also introduce several binary features to the algorithm,
• If the source sentence starts with a digit or a list symbol, it is very likely that the
target sentence starts with the same digit or symbol:
hitem(F,E) = δ(f1, e1)
• The number of numerical sequences in both sides of a sentence pair must not differ
largely:
hnum diff(F,E) = |Nnumber(F )−Nnumber(E)| > 4
where function NX(·) returns the number of tokens of type X in the function argument.
• The number of occurrences of numerical sequences, dates, URLs, and e-mails in both
sides of a sentence pair shall be equal to each other:
hnumber(F,E) = δ(Nnumber(F ), Nnumber(E))
hdate(F,E) = δ(Ndate(F ), Ndate(E))
hURL(F,E) = δ(NURL(F ), NURL(E))
he-mail(F,E) = δ(Ne-mail(F ), Ne-mail(E))
Translation likelihood: The translation likelihood of a sentence pair is estimated by
using statistical translation models [Brown & Della Pietra+ 93]. To employ the transla-
tion likelihood feature, we need a two-step process. In the first step, the sentences are
aligned without using the translation likelihood model. In the second step, a statistical
translation model is trained using the maximum likelihood algorithm on the bilingual data
obtained from the first step. Then, the statistical translation model is used to compute
the translation likelihood of each sentence pair [Chen 93, Moore 02]. Here, we use IBM
Model 1 [Brown & Della Pietra+ 93] to estimate the translation likelihood of a given sen-
tence pair. For a source language sentence fJ1 = f1 . . . fj . . . fJ , and a target language
sentence eI1 = e1 . . . ei . . . eI , the IBM Model 1 is defined as
PIBM-1(e
I
1|fJ1 ) =
1
(J + 1)I
I∏
i=1
J∑
j=0
p(ei|fj)
where I and J are the source and the target sentence length in words, respectively. To have
a symmetry model, IBM Model 1 is used in both directions, from source to target and from
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target to source. Hence, for each sentence pair we have two probabilities: PIBM-1(e
I
1|fJ1 ) and
PIBM-1(f
J
1 |eI1). Then, we add the negated logarithm of the length-normalized probability of
IBM Model 1 in both directions as two new features to Equation 3.4:
hIBM-1 = − logPIBM-1(eI1|fJ1 )
hIBM-1-INV = − logPIBM-1(fJ1 |eI1)
Cognate feature: Two tokens are (orthographic) cognates if they have the same meaning
and similar spelling, e.g. government/gouvernement or error/erreur [Simard & Foster+ 92,
Melamed 99]. Two tokens are cognates, if their Longest Common Subsequence Ratio (LCSR)
is larger than a threshold [Melamed 99]. The LCSR of two tokens is the ratio of the length
of their longest (not necessarily contiguous) common subsequence (LCS) and the length of
the longer token:
LCSR(f, e) =
|LCS(f, e)|
max[|f |, |e|]
Then, we define the level of cognateness between the source and the target segments of a
sentence pair as the ratio of the maximum number of cognate token pairs and the number
of tokens in the longer sentence:
hcognate(F,E) =
Ncognate(F,E)
max[I, J ]
The cognate words are more common between language pairs from the same family
and similar writing systems, like English and French, and from text genres where more
word borrowing occurs, such as technical texts. It is also possible to find phonetic cognates
even between languages with different writing systems, e.g. Arabic and English, if we back-
transliterate English loan words, locations, or person names in Arabic into their original
English form [Knight & Graehl 98, Freitag & Khadivi 07].
Bilingual lexicon feature: If a bilingual lexicon is available for a language pair, then the
number of coincidences of the source and target sides of an entry in the bilingual lexicon, is
a clue to find the corresponding sentence pairs in a bitext [Melamed 99, Ma 06]. We define
the bilingual lexicon feature as the ratio of the maximum number of lexicon entries occurred
in a sentence pair and the number of tokens in the longer segment:
hlex(F,E) =
Nlex(F,E)
max[I, J ]
In addition to the above features, we can extract more sophisticated features to esti-
mate the correspondence between the source and the target sentences, like different features
extracted from the word alignment matrix of a sentence pair [Munteanu & Marcu 05].
The scaling factors of binary features and anchor point features are heuristically selected
and added to the baseline length-based feature. Then, the scaling factors of this augmented
length-based feature along with translation likelihood features, cognate feature, and bilingual
lexicon feature can be optimized for minimum sentence misalignment rate by using simulated
annealing [Kirkpatrick & Gelatt+ 83], if a reference alignment is available.
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3.3 Bipartite Graph Matching (BGM) Sentence Alignment
method
The sentence alignment between two parallel documents can be seen as an assignment prob-
lem, where each sentence in the source document has to be assigned to at least one target
sentence or alternatively to an empty sentence and each target sentence in the target docu-
ment has to be assigned to at least one source sentence or alternatively to an empty sentence.
In this definition of the problem, we can use the solutions proposed for the assignment prob-
lem which is one of the fundamental combinatorial optimization problems in mathematics.
The assignment problem is to find a maximum weight matching in a weighted bipartite
graph.
The bipartite graph between the source and target documents can be represented by a
cost matrix C. The element cmn of the matrix is the cost of aligning the source sentence sm
to the target sentence tn. The cost of an arbitrary alignment A ⊆ M × N between source
document S and the target document T is the sum over all alignment points:
cost(A) =
∑
(m,n)∈A
cmn (3.5)
In Figure 3.2, the sentence alignment problem between two documents S and T is shown in
the form of a complete bipartite graph. Each vertex represented by a filled circle denotes
a sentence in the source or in the target document, the vertices represented by an empty
circle denotes an empty sentence which we have artificially added to the source and target
documents. Later in this section, we will describe how to compute the weights of the arcs,
i.e., the cost matrix C. When the cost matrix is defined, we have to find the minimum cost
matching solution which represents the best alignment between the sentences in the source
document to the sentences in the target document.
A weighted bipartite graph, G = (V1+V2, E), is a set of graph vertices decomposed into
two disjoint sets, V1 and V2, so that no two graph vertices within the same set are adjacent,
and there is a weight on each arc e ∈ E. The Hungarian algorithm is one of many algorithms
that have been proposed to solve the linear assignment problem, to find maximum weight
matching (or minimum cost matching) solution. Most of the other algorithms are developed
for a special case of the bipartite graph structure. The Hungarian algorithm1 finds the
global optimum in polynomial time O(|V |3), where |V | is the number of nodes in a complete
bipartite graph.
The Hungarian algorithm is based on three observations [Knuth 94]:
• Adding a constant to any row of the matrix does not change the solution.
• Adding a constant to any column of the matrix does not change the solution.
• If cmn ≥ 0 for allm and n, and A is an alignment with the property that
∑
(m,n)∈A cmn =
0, then A solves the alignment (assignment) problem.
1The first version of the algorithm, known as the Hungarian method, was published in [Kuhn 55] and
then revised in [Munkres 57] and has been known since as the Hungarian algorithm. The algorithm
in [Kuhn 55] was mainly based on the earlier works of two other Hungarian mathematicians: D. Ko¨nig
(1936) and J. Egerva`ry (1931).
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TS
Figure 3.2: Sentence alignment between two parallel texts as a complete bipartite graph
between source text S and target text T . The empty circle denotes an empty
sentence which has been inserted at the beginning of the source and the target
documents.
Algorithm 1 Calculate the minimum cost matching in a bipartite graph.
Require: Given an M ×N cost matrix C
if C is not square then
artificially extend matrix C with zero elements until it is square
end if
set K = min(M,N) and K∗ = 0
from each line (row or column) subtract its minimum element
while K∗ 6= K do
find a maximum set of K∗ mutually independent zeroes (Algorithm 2)
if K∗ 6= K then
cover all zeroes in C with K∗ lines
find the minimum value of uncovered elements, min
subtract min from all uncovered elements
add min to all doubly covered elements
end if
end while
K∗ represents the optimal solution
The important point is that these observations are sufficient to find the optimum matching,
the proof is given in [Knuth 94]. The overall sketch of the Hungarian algorithm is presented
in Algorithm 1. Two zeroes of C are called independent if they appear in different rows and
columns; this means that the corresponding edges have no vertices in common. A set of
mutually independent zeroes of the matrix are called matching between rows and columns.
An important step in Algorithm 1 is to find a maximum set of mutually independent
zeroes, which needs more description to understand how the algorithm finds the correct
solution and terminates. This step is roughly described in Algorithm 2, for a more detailed
29
3 Corpus Compilation
Algorithm 2 Find a maximum set of mutually independent zeroes
Require: Given an M ×N cost matrix C
choose an initial set of independent zeroes, S
cover rows containing one of the zeroes in S, and mark the other rows
while exist a marked row do
choose the next marked row
for each zero in the row that is not in a covered column do
if the column has a zero in S in another row ρ then
cover the column and uncover and mark ρ
else
add zero to S
end if
end for
unmark the row
end while
Algorithm 3 Minimum-weight edge cover algorithm.
for every node v ∈ V do
let ev := argmin{ω(e)|e incident with v}, and µ(v) = ω(ev)
end for
for every arc e = (u, v) ∈ E do
ω(e) = ω(e)− µ(v)− µ(u)
end for
ensure that all weights are non-negative by adding a constant value to all weights
apply the Hungarian algorithm to obtain the minimum weight matching, A
A ∪ {ev|v not covered by A} is the minimum-weight edge cover
description refer to [Knuth 94]. The algorithm terminates in a bounded iteration because
in each step of the while loop, the number of covered columns or the number of mutually
independent zeroes is increased, then the number of iterations will be at most K. Therefore
the computational complexity of the Hungarian algorithm is O(K3).
The Hungarian algorithm finds the best solution to assign one source sentence to exactly
one target sentence. But, in aligning two parallel texts, different types of mappings in
addition to one-to-one mapping exist between the sentences. This task is identical to find
minimum-weight edge cover (MWEC) in a complete bipartite graph that allows 1×n orm×1
mappings [Keijsper & Pendavingh 98]. To solve the MWEC problem, a reduction to the one-
to-one matching problem is needed. The reduction is linear in the graph size, and as we know
the algorithm to solve the one-to-one matching in a complete bipartite graph is the Hungarian
algorithm. The outline of the MWEC algorithm presented in [Keijsper & Pendavingh 98] is
shown in Algorithm 3, where ω(e) is the weight assigned to edge e.
In [Matusov & Zens+ 04], a method based on the MWEC algorithm is proposed to solve
the word alignment problem in machine translation.
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3.3.1 Cost Matrix Definition
In the bipartite matching method for sentence alignment, we used two assumptions: the
total cost of alignment can be computed as the sum of local costs, and the features have to
be static (they cannot be changed during the alignment process). The second assumption
implies restriction on the selection of the features that can be used to construct the cost
matrix. To complete the process of sentence alignment using the MWEC algorithm, we need
to define the cost matrix. Each element in the cost matrix cmn specifies the cost of assigning
sentence m in document S to sentence n of document T .
We should emphasize that in the MWEC algorithm, the cost of a 1 × n mapping is
computed by sum over the costs of all involved one-to-one mappings. The same argument is
also true for a m× 1 mapping. For instance, assume the source sentence m is aligned to the
target sentences n and h, then the cost of this alignment is cmn+cmh, i.e. cost(Sm, Tn+Th) =
cost(Sm, Tn) + cost(Sm, Th). Thus, to have a good approximation of the cost of 1 × n and
m × 1 mappings, the features that are used in the cost matrix should fulfill the following
properties:
cost(Sm, Tn + Th) ∼= cost(Sm, Tn) + cost(Sm, Th) (3.6)
cost(Sm + Sh, Tn) ∼= cost(Sm, Tn) + cost(Sh, Tn). (3.7)
These properties are not valid for every feature that we have described in the preced-
ing section. For example, the length-based feature does not fulfill these properties, as
Plen(Sm, Tn + Th) could be very different from Plen(Sm, Tn) + Plen(Sm, Th), e.g. consider
Sm, Tn and Th have the same length.
The property of Equation 3.6 is valid for the IBM Model 1 translation likelihood, and
the property of Equation 3.7 is valid for the inverted IBM Model 1 translation likelihood.
Now, we show the property of Equation 3.6 for the IBM Model 1 translation likelihood,
assume Sm = f
J
1 , Tn = e
I
1 and Th = e
L
I+1, then we have:
cost(Sm, Tn + Th) = − logPIBM-1(eI+L1 |fJ1 )
= − log 1
(J + 1)I
I∏
i=1
J∑
j=0
p(ei|fj)
− log 1
(J + 1)L
L∏
i=I+1
J∑
j=0
p(ei|fj)
= − logPIBM-1(eI1|fJ1 )− logPIBM-1(eLI+1|fJ1 )
= cost(Sm, Tn) + cost(Sm, Th)
These properties are also satisfied partly for the cognate and bilingual lexicon features de-
scribed in the previous section. In addition to the length-based feature, we are also not able
to use the binary features in this method because we need the final alignment to extract
these features. Therefore, in this method, we employ the following features: translation
likelihood, cognate and bilingual lexicon.
However, if only one-to-one mapping is required for a task, the Hungarian algorithm
provides the optimum and most efficient solution. In such a case, we can employ all features
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Input U.S. president, 50,000.00 75% 18/7/2002 Y2K 8th 11kb 5.30pm
I’ll e-mail text-based R&D
Output U.S. president , 50,000.00 75% 18/7/2002 Y2K 8 th 11 kb 5.30 pm
I ’ll e-mail text-based R&D
Figure 3.3: Some examples of tokenization.
described in preceding section. Please note that we then need to change the bipartite struc-
ture of Figure 3.2. We need to add a number of empty sentences equal to the number of
sentences in the shorter document, to the longer document. This allows all sentences in the
shorter document to be aligned to empty sentence, if the algorithm does not find a better
matching.
The scaling factors of different features can be optimized for a minimum sentence mis-
alignment rate by using simulated annealing algorithm [Kirkpatrick & Gelatt+ 83], if a ref-
erence alignment is available.
3.4 Parallel Text Preparation
Parallel texts exist in a wide varieties of formats, writing styles, and writing conventions.
They include substantial amount of noise. Thus, the pre-processing of the parallel docu-
ments is a prerequisite step in sentence alignment. In the following, we review the required
preprocessing steps to prepare the input text before the sentence alignment. We use the
following components in our pre-processing sequence:
• Junk filtering : removing various formatting and content that we do not deal with
in HTML files, like document headers and separators, typesetter codes, tables and
diagrams, and garbled data.
• Tokenization: Here, the input text is divided into units called tokens where each is
either a true word or a pseudo word like a number or punctuation marks. In this step,
for example the punctuation marks are separated from words, and sentence boundaries
are detected. To do this in a generic, language independent way, we specify those
character sequences that form words, numbers or abbreviations. Another benefit of
tokenization in addition to easy sentence end detection is lexicon size reduction. Some
examples of tokenization are shown in Table 3.3.
• Categorization: There are some tokens in a language pair that have the same meaning
and the same orthographic form in both languages like e-mail addresses, URLs, and
person names in European languages (the person names in languages with different
writing system have similar phonetic form, where we can use the transliteration meth-
ods to relate them to each other). Numerical sequences also occur in the same form in
the two languages or there is some small differences between the two languages that
can be managed by a set of simple rules. In addition, token sequences representing a
date or hour can be translated by a relative simple rule-based system from a source
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language to a target language. We identify and mark all of these types of tokens in
both source and target language texts using a rule-based system.
3.5 Corpus Filtering
Automatic methods for corpus compilation are noise-prone. The main reasons are sentence
alignment errors and the existence of the noise in the original source and target documents.
The latter is very obvious in comparable corpora which makes the task of finding the bilin-
gual sentence pairs more complicated. But also in parallel documents, two corresponding
documents may not be fully appropriate for a bilingual corpus extraction due to free trans-
lation or summarization of the original text, selective translation of important parts of the
original document, or existence of useless data like tables in the parallel documents. An
additional type of noise is caused by the use of a third language in the original documents.
For example, in the EU-bulletin Spanish corpus, we may have a sequence of words in French.
Thus, there is a high probability that an automatically aligned corpus contains many
noisy sentence pairs which might be not useful or even harmful for statistical machine trans-
lation. Therefore, we need a filtering scheme to remove the noisy sentence pairs from the
corpus. We will describe two different methods for corpus filtering:
• a length-based filtering which makes use of length constraints of sentence pairs,
• a translation likelihood-based filtering which makes use of the translation likelihood
measure for the given sentence pairs.
3.5.1 Length-Based Filtering
We develop a length-based filtering algorithm to remove presumably harmful or worthless
sentence pairs. The rules are based upon the length of the source and target sentences and
work as follows:
1. The lengths of source sentence and target sentence must not differ largely. When I
and J denote the lengths of target and source sentences, respectively, this rule can be
expressed by the following detailed rules:
• (6 · I > J ∧ I < 6 · J)
• (I < 3 ∨ J < 3 ∨ (I < 2.2 · J ∧ J < 2.2 · I))
• (I < 10 ∨ J < 10 ∨ (I < 2 · J ∧ J < 2 · I))
2. At least one alphabetical character must occur in each sentence of a sentence pair.
3. The sentence end symbols in source sentence and target sentence must be similar.
4. The source sentence and the target sentence must not be empty.
In addition, we also identify the language of the source and target sentences to be in
the language which is assumed. The developed language identification system is a maximum
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entropy based language classifier for identifying the language of each text line trained us-
ing the YASMET toolkit [Och 01]. The maximum entropy features are the most frequent
character trigrams of each language.
The main problem of this filtering scheme is that it also removes many correct or useful
sentence pairs from the corpus. In other words, the length-based method can clean the
corpus with a high precision but with a low recall.
3.5.2 Translation Likelihood-Based Filtering
In order to filter out worthless or harmful sentence pairs from the compiled bilingual corpus
in a more systematic scheme, we make use of the translation probability of each sentence pair
which is produced by word alignment models [Brown & Della Pietra+ 93, Vogel & Ney+ 96].
For this purpose, we train IBM model 1, hidden Markov alignment model, and IBM model
4 in a successive manner using the expected maximization (EM) algorithm on the whole
corpus (unclean corpus). The final parameter values of a simpler model serve as starting
point for a more complex model. We train these models in both directions, from source to
target and from target to source. Hence, for each sentence pair we have two probabilities:
p(fJ1 |eI1) =
∑
aJ1
p(fJ1 , a
J
1 |eI1)
p(eI1|fJ1 ) =
∑
bI1
p(eI1, b
I
1|fJ1 )
where aJ1/b
I
1 is an alignment which describes a mapping from the source/target position j/i
to the target/source position aj/bi. By scaling these probabilities with the source and target
sentence lengths, we arrive at the following score for each sentence pair (fJ1 , e
I
1) in the corpus:
Score(fJ1 , e
I
1) =
1
J
log
∑
aJ1
p(fJ1 , a
J
1 |eI1) +
1
I
log
∑
bI1
p(eI1, b
I
1|fJ1 ) (3.8)
A very good approximation and computationally efficient variation of Equation 3.8 is
achieved by calculating the Viterbi alignment instead of the summation over all alignments,
Score(fJ1 , e
I
1) =
1
J
logmax
aJ1
p(fJ1 , a
J
1 |eI1) +
1
I
logmax
bI1
p(eI1, b
I
1|fJ1 ) (3.9)
Now, we have a score for each sentence pair. We empirically determine the threshold
value for discriminating correct sentence pairs from incorrect sentence pairs.
The translation likelihood scores can also be utilized for corpus weighting instead of
corpus filtering. It means that the sentence pairs with a better score will get a higher
weight. It reduces the impact of noisy sentence pairs on training the statistical machine
translation models.
In a sentence aligner, we may use IBM model 1 to estimate the translation likelihood
score for a candidate sentence pair, but using a more complicated word alignment model like
IBM Model 4 is very expensive. However, the basic idea behind the translation likelihood
filtering method is to increase the precision and the recall of a bilingual corpus by using an
advanced word alignment model.
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3.5.3 Related Work
Automatically generated bilingual corpora usually contain a considerable number of noisy
sentence pairs. These noisy sentence pairs may have a negative impact on the training of
statistical machine translation systems or bilingual information retrieval systems. Due to
this problem, various researchers have investigated different methods for corpus filtering.
Here, we give a brief overview of the important works done in this field.
In [Nie & Cai 01], the authors remove parallel documents for which their respective file
size differ largely or for which, after applying sentence alignment, a relatively large number
of empty alignments appear. They also make use of the length similarity between sentence
pairs as well as the existence of bilingual dictionary entries in a sentence pair.
In [Imamura & Sumita 02, Imamura & Sumita 03], the authors make use of a literalness
criterion for each sentence pair to filter a noisy Japanese-English corpus. They measure the
literalness between source and target sentences by referring to a translation dictionary and
by counting the number of times that the translation dictionary entries occurred in the
source sentence, in the target sentence, or in both source and target sentences.
In [Vogel 03], the author studies the use of a noisy corpus in addition to a large clean
training corpus in order to improve the translation quality. The noisy sentence pairs are
identified by accumulating five alignment scores for each sentence pair based on the following
features: three different sentence length features and two lexical features based on IBMmodel
1 score. The sentence pairs which have a score less than a threshold are considered as noise.
In [Munteanu & Marcu 05], the effect of parallel sentence extraction from in-domain
comparable corpora on the machine translation performance has been studied. They consider
all alignments between each sentence in a source document to all possible target sentences in
several associated target documents. The associated target documents are the most similar
documents to the source document among a relatively large number of documents. Then,
they filter out noisy sentences by using two classifiers: a simple rule-based classifier and
a maximum entropy based classifier. In maximum entropy based classifier, besides four
length-based features and two lexical features, they extract several features from the word
alignment matrix that is generated by a modified IBM 1. Then, one of the main difference of
translation likelihood-based filtering method with their method is that we use IBM Model 4
instead of their extracted features from the word alignment matrix of modified IBM Model
1. They show a significant improvement of the end-to-end translation quality, when the
extracted corpus is added to the baseline out-of-domain corpus.
All of the above authors have investigated different methods for corpus filtering and
have showed the positive effect of corpus filtering on their statistical machine translation
systems. But, the impact of the level of corpus noise on training the statistical machine
translation models has not been specifically investigated. Using the experiment section of
this chapter, we study the effect of different levels of corpus noise on an end-to-end statistical
machine translation system. We also show which specific model among different models of
a statistical machine translation system needs to be trained on the filtered corpus.
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3.6 Evaluation Methods
In this section, we introduce different approaches to evaluate a sentence aligner method. The
standard method is to compare the sentence aligner’s output with the reference alignment.
The second method is to compare different sentence aligners by measuring the impact of
their outputs on improving a machine translation system. Obviously, this type of evaluation
is MT application dependent. The third method deals with how to measure the quality of
a bilingual corpus independently regarding any application. This method is useful when we
want to measure the quality of an available bilingual corpus. But, if we aim to generate
a bilingual corpus from the parallel corpora, then we may need to iteratively calculate the
corpus quality for optimization purposes. In this case, this method will not be applicable.
3.6.1 Reference Alignment
In this method, a relatively small parallel corpus is manually aligned to sentence pairs. Then,
to evaluate the performance of a sentence aligner, we compare the output of the sentence
aligner system with the manually aligned sentence pairs. To compare the system output
with the reference corpus, we calculate recall and precision values:
recall =
# of correct words
total # of reference words
, precision =
# of correct words
total # of system words
(3.10)
The combination of precision and recall using the harmonic mean yields the F-measure:
F = 2× precision× recall
precision+recall
(3.11)
Another method to evaluate the sentence alignment error rate is to count the
number of aligned sentences in the reference that is missing from the test align-
ment [Simard & Foster+ 92, Melamed 99].
3.6.2 MT Evaluation
In this method, we evaluate a bilingual corpus with its usage in a machine translation
system. As we know, to develop a statistical machine translation system, we need to have
a bilingual training corpus, and the aim of this chapter is to provide the bilingual corpus
for MT applications. Then, a reasonable method to assess a bilingual corpus, is to measure
its positive impact on translating a specified test corpus. To evaluate the MT system, we
calculate WER, and TER error rates or NIST, and BLEU accuracies. However, we should
note that in this type of evaluation the bilingual corpus which needs to be generated has to
be in the same domain as the test corpus, otherwise it might not improve the translation
quality of the test corpus.
3.6.3 Sub-sampling
It seems hardly practical to evaluate the alignment quality by providing a human judgment on
all sentence pairs, even for a relatively small corpus. We therefore use the standard approach
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Figure 3.4: Comparison of the posterior distributions of the misalignment rates on two
aligned corpora. On corpus 1 (solid line), 50 sentence pairs have been sampled,
and 3 were incorrect. On corpus 2 (dashed), 500 sentence pairs were judged and
35 were incorrect. The small vertical bars around 0.10 and 0.17 indicate the 99%
quantiles.
of sub-sampling the corpus: a small random sample of the entire corpus is generated, then
evaluated by a human. The alignment quality must then be inferred from this limited human
evaluation result. This approach is introduced and studied in [Khadivi & Goutte 03].
In the following, we will concentrate on the alignment error. We use the term “mis-
alignment rate” for the true, population misalignment error, and “(sample) error rate” for
the observed error on a small sample.
We use a relatively simple probabilistic model. First of all, notice that our evaluation is a
typical urn problem: We have a large collection of sentence pairs (the urn) containing correct
alignments (white balls) and incorrect alignments (black balls). By judging relatively few
sentences (drawing few balls from the urn), we wish to estimate the proportion of incorrect
sentences (the proportion of black balls). Whether the random sampling is done with or
without replacement is debatable, but in the limit where the population is much larger than
the sample size, the distinction is practically irrelevant. We will therefore consider that
sampling is done with replacement, which leads to a binomial model.
Figure 3.4 illustrates a comparison between the evaluations of two corpora, where S+
and S− stand for the number of correct and incorrect alignments, respectively. Corpus 1 is
evaluated by sampling 50 sentence pairs, out of which 3 turn out incorrect, hence a sample
error rate of 6%. Corpus 2 is evaluated by sampling 500 sentences out of which 35 are aligned
incorrectly, hence a sample error rate of 7%. Based on the error rate, corpus 1 seems better
aligned than corpus 2. However, due to the different sample sizes, the reliability of both
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estimates are vastly different, as Figure 3.4 shows. Although the expected misalignment
rate for corpus 1 (solid line) is clearly lower than for corpus 2 (dashed line), the standard
deviation is 3.5 times larger for corpus 1. The 99% quantiles are indicated by the small
vertical lines at 0.10 (for corpus 2) and 0.17 (for corpus 1). This indicates that the actual
misalignment rate is almost surely below 10% for corpus 2, while it might be much higher
for corpus 1 with a reasonable probability. If the quality of the aligned corpus is crucially
important, the safest choice is corpus 2, despite a worse apparent error rate. Alternatively,
the user may want to spend additional resources on evaluating additional alignments for
corpus 1, therefore enhancing the precision of the estimate of the misalignment rate.
3.7 Results
We use the European Union website2 as a large repository of documents which exists in
all official languages of the European Union, to obtain a bilingual parallel corpus. The
documents are already aligned at the document level.
After extracting the plain text from HTML documents, we apply a hierarchical rule-
based method for text tokenization. Then, by using an automatic sentence aligner program,
we form a bilingual corpus.
We make use of a two-step alignment process: paragraph and sentence alignment. We
use the same module to perform paragraph and sentence alignment, but only on different
granularities: paragraph and sentence. We have developed two sentence aligners:
• IGC: Improved variant of Gale and Church algorithm [Gale & Church 93]
• BGM: Bipartite graph matching sentence alignment
3.7.1 Evaluation with Reference Alignment
In [Simard & Foster+ 92], two small subset of Canadian hansard corpus were selected and
manually aligned in the level of paragraph and sentence. They marked these two subsets
as easy and hard based on their impression on the difficulty of the two sets for an auto-
matic sentence aligner. The easy and the hard sets include 7,123 and 2,693 aligned sentence
pairs, respectively. Using these two sets, the results of our developed methods can be eas-
ily compared to other methods in the literature that use these sets on their evaluations
like [Melamed 99].
Here, we use these two sets to evaluate the sentence aligners developed in this work:
• IGC: Improved variant of Gale and Church algorithm [Gale & Church 93]
• BGM: Bipartite Graph matching Sentence Aligner
with three other sentence aligners that are publicly available3:
2http://europa.eu.int
3Microsoft research center has also made available another sentence aligner [Moore 02]. We do not include
this tool because it allows only one-to-one mapping and also it has a low recall value (in the expense of
a high precision value).
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Table 3.1: Sentence alignment accuracy[%] on Canadian Hansard corpus.
Method
easy hard
Recall Precision F-measure Recall Precision F-measure
GC 98.71 99.56 99.13 98.94 99.25 99.40
Melamed 99.44 99.67 99.55 99.42 99.55 99.48
Champollion 99.46 99.59 99.52 99.61 99.46 99.53
BGM 99.12 99.32 99.22 99.13 99.68 99.40
IGC 99.43 99.49 99.46 99.77 99.66 99.71
Table 3.2: Sentence alignment error rate on Canadian Hansard corpus.
Method
easy hard
missing pairs error rate [%] missing pairs error rate [%]
GC 121 1.7 77 2.9
Melamed 92 1.3 59 2.2
Champollion 108 1.5 63 2.3
BGM 131 1.8 64 2.4
IGC 110 1.5 53 2.0
• GC: an implementation of Gale and Church algorithm [Koehn 02]
• Melamed: sentence alignment via pattern recognition [Melamed 99]
• Champollion: the sentence aligner of the Linguistic Data Consortium [Ma 06]
Each method aligns the source and the target sentences of manual paragraph-aligned corpus.
Table 3.1 shows the sentence alignment results for different sentence aligners in terms of
recall, precision, and F-measure. The IGC method has obtained the best results on the
hard task, where its result on the easy task is competitive with the Champollion sentence
aligner, and is behind the Melamed. The BGM method is behind the IGC, the Melamed,
and Champollion methods in competition with GC method. The main advantage of the
BGM method is its ability to handle the different order of corresponding sentences in the
source and the target document, while the other methods allow re-ordering in a distance of
one by using a 2-2 mapping. Actually, different order of sentences is not frequent in many
parallel corpora including the Canadian hansard corpus. However, we see that the BGM
method has an acceptable performance to align monotonous parallel corpora as well.
In Table 3.2, the sentence alignment error rate of different methods are shown. We
calculate the error rates of other methods ourselves. In [Melamed 99], the Melamed error
rates on the same condition as here are reported as 1.5 and 1.9 for the easy and the hard
sets, respectively.
In most of the parallel texts (e.g., the archived transcripts of the debates of the United
Nations, and the European Union Parliament) the order of sentences in the source and
the target texts are the same, except for some rare cases that can be handled by n −
m mapping. Therefore, according to our knowledge, all sentence aligners developed for
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Figure 3.5: Different sentence order in comparable texts [Munteanu & Marcu 06].
aligning parallel texts are based on the monotonicity assumption between the two texts.
However, if we move from parallel texts towards comparable corpora in which different order
of corresponding sentences between two texts is usual, then these sentence aligners are not
useful. In Figure 3.5, different order of segments between two comparable text are shown,
the image is provided in [Munteanu & Marcu 06].
As we have already mentioned, the BGM method is capable to handle different sentence
orders in parallel documents. To show the capability of the BGM method in handling
different sentence orders, we artificially introduce different sentence order into the target
side of easy and hard data sets. To do this we exchange the position of two non-adjacent
sentences in the target side of a paragraph. The results are shown in 3.3. With no surprise,
we see a considerable reduction in accuracy for all methods except of the BGM because the
other methods assume the monotonicity between the source and the target sentences. The
sentence alignment error rate for the BGM method for the easy and the hard sets are a little
bit deteriorated because in 1 − m or m − 1 mappings the different order of the sentences
between the aligner’s output and the reference alignment are not taken into account. If we
allow the different order of sentences of the reference alignment in the aligner’s output, then
we obtain the same results as in Table 3.1.
The comparison of the BGM method with other sentence alignment methods is not
fair, when we have a non-monotonicity between the order of corresponding sentences in the
source and the target document. But, the results of the other sentence aligners show how
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Table 3.3: Sentence alignment accuracy[%] on Canadian Hansard corpus after introducing
artificial non-monotonicity.
easy hard
Recall Precision F-measure Recall Precision F-measure
GC 84.99 88.46 86.69 84.34 87.61 85.94
Melamed 85.38 88.56 86.94 83.97 87.34 85.62
Champollion 86.10 85.11 85.60 85.09 83.76 84.42
BGM 98.63 98.99 98.81 98.50 99.37 98.94
IGC 86.67 88.11 87.38 85.22 87.61 86.40
hard the task becomes.
3.7.2 Evaluation with MT Quality
In machine translation, the value of each component is measured by its effect on the overall
MT system quality, which is often an automatic evaluation measure like BLEU, TER, NIST,
WER, etc. The bilingual corpus provided by an automatic sentence aligner is used to train
the MT models, then one possible way to evaluate different sentence aligners is to see the
effect of corresponding generated bilingual corpus on the overall MT quality.
In the TC-Star project, the European Parliament Plenary Sessions (EPPS) of European
Union website have been selected to extract and compile a large bilingual Spanish-English
corpus. This corpus has served as the training corpus for developing the MT systems of
several participants in the TC-Star project. A bilingual sentence-aligned version of the
Spanish-English EPPS corpus for duration of April 1996 to September 2003 is available
in the Europarl corpus [Koehn 02]. The Europarl corpus has also been generated in an
automatic way by using an implementation of the Gale and Church algorithm.
We conduct a series of experiments to evaluate different sentence aligners discussed in
this chapter to construct a Spanish-English corpus. To compare with the Europarl version of
the Gale and Church algorithm, we use the bilingual corpus provided in the Europarl data set.
We employ the other sentence aligners in two steps: aligning the paragraphs of documents,
and aligning the sentences within the two aligned paragraphs. We use a phrase-based MT
system developed in the RWTH Aachen University of Germany which is a state-of-the-art
system [Zens & Bender+ 05], to evaluate each MT system trained on different variants of
the bilingual corpus. To assess each MT system, we use the EPPS part of the TC-Star 2006
evaluation set, which consists of 894 sentences, 25K words, and for each source sentence two
reference sentences exist. The model scaling factors are optimized on the development set of
the TC-Star 2006 evaluation. In Table 3.4, the results of different MT systems are shown,
each MT system is trained on a different variant of the bilingual corpus that is aligned by a
different sentence aligner.
There is no significant differences between different MT systems, i.e. the bilingual corpus
provided by different sentence aligners are about the same quality for an MT application.
However, the IGC method is better than other methods in ranking. When the BLEU scores
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Table 3.4: Effect of different sentence alignment methods on the translation results for the
EPPS part of TCSTAR 2006 evaluation set.
mWER [%] mPER [%] TER [%] BLEU [%] NIST
GC 37.15 26.88 34.94 51.19 10.56
Melamed 36.67 26.45 34.45 51.77 10.62
Champollion 36.83 26.75 34.66 51.25 10.58
BGM 37.05 26.73 34.91 51.41 10.57
IGC 36.59 26.42 34.36 51.86 10.64
Table 3.5: Pairwise distribution rate of the better translation between each two sentence
alignment methods.
GC Melamed Champollion BGM IGC
GC - 4.4 69.3 35.8 0.7
Melamed 95.6 - 99.7 92.9 23.4
Champollion 30.7 0.3 - 18.9 0.0
BGM 64.2 7.1 81.1 - 0.4
IGC 99.3 76.6 100 99.6 -
of several systems are very close to each other, the significance test is required [Koehn 04,
Koehn & Monz 06] to draw a better comparison among different systems. We employ a
significance analysis tool, which is kindly provided to us by the National Research Council
of Canada, to analyze our different MT systems established upon different variants of the
training corpus. In Table 3.5, pairwise comparison results between each two systems are
shown for the test set. Each item in the table shows in how many percent of the hypotheses
the system in the corresponding row is better than the system in the corresponding column.
As we see the IGC method is better than the other methods, while the second rank is reserved
for the Melamed method. These results also show that the Europarl task is fairly easy for
sentence aligners due to its high quality and monotonicity. We continue our analysis by
calculating the distribution of the best translation among our five MT systems, the results
are shown in Table 3.6. The IGC method is the winner and the Melamed method placed in
the second rank.
The results of Table 3.5 and Table 3.6 also show that the BGM method has the least
performance among all other methods. One of the reason for this problem can be found in
the statistics of the bilingual corpora obtained by the different sentence alignment methods,
such statistics are presented in Table 3.7. The number of running words as well as other
statistics in all methods are about the same, except the number of sentences in the BGM
method that is significantly less than the other methods. This means the average sentence
length in the corpus obtained by the BGM method is larger than the other methods, or in
other words the BGM method tends to align larger portions of the text to each other.
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Table 3.6: Distribution of the best translation among all sentence alignment methods.
Method Best Translation Share [%]
GC 0.4
Melamed 23.0
Champollion 0.0
BGM 0.2
IGC 76.4
Table 3.7: Statistics of the corpora obtained through different sentence alignment methods.
Spanish/English
Method GC Melamed Champollion BGM IGC
Sentences (K) 1009 1036 1033 826 1036
Running Words (M) 29.6/28.4 29.8/28.6 29.8/28.6 29.9/28.7 29.9/28.7
Vocabulary (K) 140/88 135/90 135/90 135/90 135/90
Singletons (K) 54/34 51/36 51/36 51/36 51/36
Table 3.8: Statistics of the EPPS Spanish-English corpus.
Spanish English
Train: Sentences 1 167 627
Running Words 35 320 646 33 945 468
Vocabulary 159 080 110 636
Singletons 63 045 46 121
3.7.3 Evaluation Using Sub-sampling
In the sub-sampling method, a small random sample of the entire corpus is extracted, then
evaluated by a human. Finally, the alignment quality of the entire corpus is inferred from
this limited human evaluation result. We use this method to evaluate the quality of the
training corpora that are used in this thesis.
For the TC-Star project, we have compiled a Spanish-English bilingual corpus from the
EPPS section of European Union website in the duration of April 1996 to May 2005. This
corpus is used in the next chapters of this thesis. We now use the sub-sampling method
to assess the quality of the generated corpus (after removing un-aligned and noisy sentence
pairs, refer to the corpus filtering section). The corpus statistics of this corpus is shown in
Table 3.8.
We have applied the sampling approach to the EPPS Spanish-English corpus. We
randomly sampled 400 aligned sentence pairs from the corpus. The Spanish-English pairs
were evaluated by a native Spanish speaker who has a very good knowledge of English.
In Table 3.9, the evaluation results at sentence, word and character level are shown.
The misaligned sentence/word/character rates evaluate the proportion of misaligned sen-
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Table 3.9: Evaluation on Spanish-English EPPS corpus.
Sentences Words Characters
source target source target source target
Correct 390 390 10581 10151 53580 49141
Incorrect 10 10 189 189 902 857
Total 400 400 10770 10340 54482 49998
Error rate [%] 2.5 2.5 1.8 1.8 1.7 1.7
Exp. error [%] 2.62 2.62 1.88 1.95 1.78 1.83
95% quantile [%] 4.05 4.05 3.11 3.20 2.98 3.06
tences/words/characters. We calculate these because arguably, misaligning a long sentence
(i.e. with many words) will hurt the model more than misaligning a short sentence. Accord-
ingly, the word misalignment rate may be more informative than the sentence misalignment
rate. In each case, we report the sample error rate, which is the ratio of misaligned sentence
pairs in the sample, the expected misalignment rate, which is the expected value of m in
the posterior given by the model, and the 99% quantile. In Table 3.9, we see that both
the apparent error rate and the expected error rate are around 2.5% at the sentence level.
At the word level, the misalignment rate is expected to be slightly less than 2%. The 99%
quantiles indicate that we can be almost certain that at any rate, the actual misalignment
rate will be below 4.05% at the sentence level.
3.7.4 Corpus Filtering Results
In this section, we study the impact of corpus noise on machine translation, and we investi-
gate whether our proposed method are useful to improve the bilingual corpus quality and/or
machine translation performance.
Here we will present the results of the corpus filtering for three tasks: the Xerox English-
German speech task, the EPPS Spanish-English task, and the EU-bulletin Spanish-English
task.. The Xerox corpus is a clean corpus which has been semi-automatically aligned, it is
composed of technical manuals describing various aspects of Xerox hardware and software
installation, administration, usage, etc. The sentence-level misalignment rate for this corpus
is below 1% [Khadivi & Goutte 03].
The EPPS Spanish-English corpus is the corpus that we have automatically obtained us-
ing the IGC method from the European Parliament Plenary Sessions (April 1996 to Septem-
ber 2003) of European Union website in the previous section. The EU-bulletin corpus has
been automatically aligned by using the GC method. from another section of European
Union website4. This section of the website assumed to be noisier than the EPPS corpus
mainly because EPPS data are very well structured in a report form with additional useful
knowledge for sentence aligner like speaker name that facilitate the sentence alignment task.
However, the documents of the EU-bulletin are more free in structure and variations, e.g. it
is possible to find a sentence from another language in a document. We have prepared the
4http://europa.eu.int/abc/doc/off/bull/en/welcome.htm
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Table 3.10: Statistics of the corpora that are used for corpus filtering experiments.
Task Xerox EPPS EU-bulletin
language pair English-German Spanish-English Spanish-English
Train: Sentences 47 619 1036 K 975 K
Running words 529 K 468 K 29.9 M 28.7 M 19 M 22 M
Vocabulary size 9.8 K 16.7 K 135 K 90 K 73 K 94 K
Singletons 2 K 6 K 51 K 35 K 25 K 32 K
Test: Sentences 862 894 2000
Running words 11 K 10 K 25 K 26 K 48K 54K
EU-bulletin corpus in three language pairs including English-French, English-German, and
English-Spanish for the TransType2 project. The EU-bulletin Spanish-English corpus used
here is a superset of the corpus provided for the TransType2 project. The EU-bulletin and
the EPPS corpora are noisy due to the use of an automatic sentence alignment method. The
corpus statistics of these three corpora are presented in Table 3.10.
We evaluate the proposed filtering scheme by using sentence alignment evaluation on
the EU-bulletin task. To study the effects of noise on an end-to-end statistical machine
translation, we first use the Xerox corpus. We introduce artificial noise on this corpus to
investigate the effect of noise on statistical machine translation. We make use of the EPPS
corpus as a real case study for analyzing the effect of noise on statistical machine translation.
Sentence Alignment Evaluation
To evaluate the sentence alignment quality, we select the EU-bulletin corpus as a noisy
corpus. We generate two clean corpora by applying each of the two corpus filtering methods
to the noisy corpus. In each corpus, we keep just one instance per sentence pair to make
the sentence alignment evaluation more accurate. We randomly selected 400 sentence pairs
from each corpus. Then, we asked an expert to judge sentence alignment accuracy in all
sentence pairs by assigning correct or incorrect to each pair. The details of sentence alignment
evaluation for the length-based filtered corpus and translation likelihood-based filtered corpus
are shown in in Table 3.11 and Table 3.12, respectively.
The results show that the translation likelihood-based filtering is better than the length-
based filtering in removing incorrectly aligned sentence pairs. At the same time, we observed
that the number of filtered sentence pairs in the translation likelihood-based filtering is less
than the length-based filtering. This observation along with the significance test confirm the
superiority of translation likelihood-based filtering over length-based filtering.
In order to measure the efficiency of translation likelihood-based filtering, we perform
another experiment on the Xerox corpus. We introduce different levels of noise to the clean
Xerox corpus, by randomly scrambling a specified amount of the sentence pairs, i.e. we
randomly select two sentence pairs with about the same length and then we make them
noisy by exchanging their target parts. After making the corpus noisy, we apply the trans-
lation likelihood-based filtering to the corpus and measure its accuracy in identifying the
noisy sentence pairs. This type of noise can not be identified by any length-based filtering
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Table 3.11: Sentence alignment evaluation on the EU-bulletin English-Spanish corpus (rule-
based filtering).
Sentences Words Characters
source target source target source target
Correct 380 380 5934 6983 32496 37157
Incorrect 20 20 260 305 1350 1553
Total 400 400 6194 7288 33846 38710
Error rate [%] 5.0 5.0 4.2 4.2 4.0 4.0
Exp. error [%] 5.1 5.1 4.3 4.3 4.1 4.1
99% quantile [%] 8.0 8.0 7.0 7.0 6.7 6.8
Table 3.12: Sentence alignment evaluation on the EU-bulletin English-Spanish corpus (trans-
lation likelihood filtering).
Sentences Words Characters
source target source target source target
Correct 387 387 8158 9182 43421 48897
Incorrect 13 13 326 345 1731 1834
Total 400 400 8484 9527 45152 50731
Error rate [%] 3.2 3.2 3.8 3.6 3.8 3.6
Exp. error [%] 3.4 3.4 4.0 3.7 3.9 3.7
99% quantile [%] 5.8 5.8 6.5 6.3 6.5 6.2
approaches. Table 3.13 shows the results of this experiment, the first column is the level of
introduced artificial noise to the clean corpus and the next three columns are recall, preci-
sion, and F-measure of identifying the noisy sentence pairs, respectively. The results show
even with 80% noise in the corpus the translation likelihood-based filtering is able to identify
the noisy sentence pairs with the precision near to 90%.
Translation Results
In this section, we study the effect of corpus noise on the translation quality of an end-to-end
statistical machine translation. We make use of a phrase-based machine translation system
[Zens & Bender+ 05]. In all translation experiments, we will report the baseline translation
results in BLEU score [Papineni & Roukos+ 01] and TER [Snover & Dorr+ 06].
There exist three important models in training our statistical machine translation sys-
tem. They are word alignment model(s) (WA), bilingual-phrase model (BP), and language
model (LM). The bilingual-phrase model must be trained on the clean part of a corpus, as
there is no useful bilingual information assumed to be in the noisy sentence pairs. But, the
effect of noise in training the word alignment model (WA) and its impact on the translation
quality is unclear. The language model (LM) is trained by using monolingual data, which
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Table 3.13: Sentence alignment evaluation of the Xerox English-German artificial noisy cor-
pus.
Noise ratio [%] recall [%] precision [%] F-measure
1 99.5 98.9 0.992
2 99.1 98.3 0.987
3 98.9 97.8 0.983
4 98.7 97.4 0.980
5 98.4 96.9 0.976
10 97.4 95.0 0.962
20 93.9 88.5 0.911
30 90.4 82.5 0.862
40 85.8 75.1 0.801
50 79.4 65.9 0.720
60 70.4 54.3 0.613
70 57.4 40.3 0.473
80 40.0 25.0 0.308
90 17.8 9.8 0.126
is the target side of the training corpus. Therefore, the noise of a bilingual corpus has no
effect on the LM training, and in all following experiments the LM is trained on the whole
available monolingual data.
In the first experiment, we study the effect of different levels of corpus noise on the
translation quality. Again, we use the Xerox corpus which is a clean corpus, and introduce
different levels of artificial noise to the corpus with the same method as described in the last
section. Then, we train the statistical machine translation models on each of the artificially
noisy corpora. The translation results are shown in Table 3.14. The first column shows the
percentage of noisy sentence pairs in the corpus. The second and third columns show the
translation results in TER and BLEU when the full corpus is utilized for training the system,
i.e. without applying any filtering rules. The next two columns show the translation results
when only the clean part of the corpus is used for the training. Finally, the last two columns
show the translation results when the clean corpus is used to train only the bilingual-phrase
model (BP).
As we expect, the translation quality decreases by decreasing the amount of clean data,
i.e., larger amount of clean data is always helpful. Another important observation of this
table is the difference between the translation results if we use the whole corpus or only
the clean part. Even with about 10% of noise, the difference in BLEU score is about 0.4%.
The last two columns of Table 3.14 show the effect of noise in training the word alignment
model (WA). According to the results, it seems that the corpus noise does not deteriorate
the training of the word alignment model, if the amount of the noisy sentence pairs are less
than the clean sentence pairs. To have a better view on the effect of corpus noise on the
translation quality, Table 3.14 is projected to Figure 3.6 and Figure 3.7 for the translation
results in BLEU and in TER, respectively.
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Figure 3.6: The impact of bilingual corpus noise on the translation BLEU score for the Xerox
English-German corpus.
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Figure 3.7: The impact of bilingual corpus noise on the translation TER for the Xerox
English-German corpus.
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Table 3.14: Translation results ([%]) on the Xerox English-German corpus with artificial
noise.
Noise without with filtering
ratio [%] filtering on WA+BP only on BP
TER BLEU TER BLEU TER BLEU
0 53.3 32.6 53.3 32.6 53.3 32.6
1 53.8 32.4 53.3 32.8 53.4 32.8
2 53.4 32.2 53.6 32.4 53.7 32.2
3 54.1 31.9 54.0 32.1 54.1 32.0
4 54.6 31.8 54.0 32.1 53.9 32.2
5 55.0 31.7 54.5 31.7 54.3 31.8
6 54.5 31.9 54.0 32.0 54.4 31.8
7 54.8 31.4 54.7 31.3 54.2 31.6
8 55.2 31.4 54.5 31.4 54.1 31.9
9 56.1 30.7 54.5 31.4 54.6 31.5
10 56.0 30.9 54.7 31.2 54.7 31.3
20 56.9 30.3 55.1 31.1 55.0 31.1
30 57.5 29.4 56.5 30.1 55.8 30.1
40 59.3 28.2 57.2 29.0 57.0 29.2
50 62.3 25.8 59.7 26.7 58.9 26.9
60 65.3 23.1 60.9 25.1 62.2 24.3
70 69.7 20.3 62.1 23.9 65.7 22.2
80 77.0 16.5 64.6 21.5 68.0 19.5
90 83.4 12.1 69.3 16.9 73.7 14.4
To draw the final conclusion on the impact of bilingual corpus noise on the translation
results. We have to answer how the corpus noise in the experiments are related to the
evaluation corpus. This means if the corpus noise has no overlap with the evaluation corpus,
then we should not expect any significant impact on the translation results due to the corpus
noise. In Figure 3.8, n-gram coverage between the evaluation corpus and the noisy part of
the training corpus are shown for different amount of artificial noise in the Xerox English-
German corpus. As it is shown in the figure, the n-gram coverage is increased with the
amount of the noise and the n-gram coverage is relevant to the amount of the corpus noise.
A conclusion of these experiments is that the small amount of corpus noise, e.g, less than
10%, does not deteriorate the translation results.
We continue the experiments with a real noisy corpus, the EPPS corpus. We reorder
the sentence pairs in the corpus based on the translation likelihood-based filtering score.
A human expert estimates about 0.8% (high precision) to 5.0% (high recall) sentence mis-
alignment rate in the corpus, depending on the accuracy of judgment. We performed a set
of experiments to study the effect of noise on the translation results and also its effect on
different models, as shown in Table 3.15.
No significant changes are observed among different filtering setting nor different filtering
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Figure 3.8: n-gram coverage of the evaluation set on different amount of artificial noise in
the Xerox English-German corpus.
Table 3.15: Translation results using corpus filtering on the EPPS Spanish-English corpus.
Noise ratio ]%] Filtering on mWER [%] mPER [%] TER [%] BLEU [%] NIST
baseline (w/o filtering) 36.59 26.42 34.36 51.86 10.64
Rule-based filtering 36.75 26.60 34.59 51.52 10.62
0.8 BP 36.62 26.42 34.41 51.97 10.63
(high precision) WA+BP 36.76 26.55 34.55 51.48 10.61
2.5
BP 36.66 26.42 34.42 51.83 10.63
WA+BP 36.89 26.54 34.66 51.54 10.59
5.0 BP 36.59 26.49 34.43 51.84 10.64
(high recall) WA+BP 37.09 26.56 34.77 51.44 10.58
methods, the translation results are all about the same range. However, the best translation
results are achieved for the very conservative translation likelihood filtering, when the word
alignment models are trained on the whole corpus. The results also show that it is always
better to keep the noisy sentence pairs for the training of word alignment models, but remove
those sentence pairs in training the bilingual phrase models.
These results are in accordance with the previous results on the EU-bulletin task that we
have reported in [Khadivi & Ney 05]. We have shown there that the difference between the
best filtering case and the whole corpus is about 0.4% in BLEU score. More experiments were
carried out by including new models to the Equation 3.9. We have considered the following
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models: normalized source language model ( 1
J
log p(fJ1 )), normalized target language model
(1
I
log p(eI1)), and sentence length-difference penalty model (log(1/(1.0+|I−J |)). The concept
behind using the language models was to filter those sentences which are from another
language than the language of the corpus. The sentence-length difference penalty model
explicitly penalizes the dissimilarity between source and target lengths. The translation
experiments did not show any translation quality improvement when we made use of these
extended models over the word alignment models. We have also studied the idea of corpus
weighting instead of corpus filtering by using translation likelihood filtering. The translation
result when we have utilized the weighted corpus for training the system was about the same
as the whole-unweighted corpus.
Although no remarkable improvements were achieved using the corpus filtering on the
machine translation experiments, we are certain that the corpus noise has a negative impact
on the MT quality. For instance, if the test corpus had consisted of the source side of noisy
sentence pairs, we could have obtained a notable improvement using the corpus filtering.
This means, the corpus filtering is necessary to make a robust MT system.
3.8 Summary
In this chapter, we presented two new bilingual sentence aligners IGC and BGM. The former
is not really a new sentence aligner but is an extension of the existing methods in the
framework of discriminative training when we extract and use as many features as exist
for a candidate sentence pair. The second method is a novel method that transfers the
sentence alignment problem to a bipartite graph matching task and uses the well studied
algorithm developed there to find the best sentence alignment. The main advantages of
the BGM method is the guarantee to find the global optimum, no restriction on 1 ×m or
n × 1 alignments, and its robustness against different order of sentences in the source and
the target document. The main disadvantage of the BGM algorithm is that the feature
functions have to be static, i.e. they cannot get changed for a sentence pair during the
aligning process.
We conducted a series of experiments to evaluate different sentence aligners. We showed
that the BGM method has a comparable performance with the other sentence aligners, and
it is superior when the order of the sentences in the source and the target documents are
different. However, it is hard to say which sentence aligner is the best since the performance
of different sentence aligners investigated in this work are very close to each other. In
[Caseli & Nunes 03], there is an evaluation on different sentence alignment methods on the
task of Portuguese and English parallel texts. They also reported that due to the very
similar performance of the methods, choosing the best sentence aligner is not an easy task.
In addition, they found that the performance of the sentence aligners vary for different tasks.
We have also presented an efficient approach for corpus filtering to increase the precision
of a bilingual corpus. The experiments have shown that translation likelihood-based filtering
is a robust method for removing noise from the bilingual corpora. It improves the sentence
alignment quality of the corpus and at the same time keeps the corpus size as large as
possible. It has also been shown that the translation likelihood-based filtering enhances the
training corpus for the translation task.
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4 Speech-Enabled CAT System
Parallel integration of automatic speech recognition models and statistical machine trans-
lation models is an unexplored research area in comparison to the large amount of works
done on integrating them in series, i.e., speech-to-speech translation. Parallel integration of
these models is possible when we have access to the speech of a target language text and to
its corresponding source language text, like in a computer-assisted translation system. To
our knowledge, only a few methods for integrating ASR models with MT models in parallel
have been studied. In this research, we systematically study a number of different trans-
lation models in the context of the N -best list rescoring. As an alternative to the N -best
list rescoring, we use ASR word graphs in order to arrive at a tighter integration of ASR
and MT models. The experiments are carried out on two tasks, English-to-German with
an ASR vocabulary size of 17K words, and Spanish-to-English with an ASR vocabulary of
58K words. For the best method, the MT models reduce the ASR word error rate by a
relative of 18% and 29% on the 17K and the 58K tasks, respectively. The structure and
the content of this chapter is very similar to our journal paper on speech-enabled CAT
systems [Khadivi & Ney 08].
4.1 Introduction
The goal of developing a computer-assisted translation system is to meet the growing de-
mand for high-quality translation. A desired feature of CAT systems is the integration of
human speech, as skilled human translators are faster in dictating than typing the trans-
lations [Brown & Chen+ 94]. In this chapter, we investigate the efficient ways to integrate
automatic speech recognition and MT models so as to increase the overall CAT system
performance.
In a CAT system with integrated speech, two sources of information are available to
recognize the speech input: the target language speech and the given source language text.
The target language speech is a human-produced translation of the source language text.
The overall schematic of a speech-enabled computer-assisted translation system is depicted
in Figure 1.2 (in Chapter 1 on page 3).
The idea of incorporating ASR and MT models in a CAT system has been early stud-
ied by researchers involved in the TransTalk project [Dymetman & Brousseau+ 94,
Brousseau & Drouin+ 95], and researchers at IBM [Brown & Chen+ 94].
In [Brown & Chen+ 94], the authors proposed a method to integrate the IBM trans-
lation model 2 [Brown & Della Pietra+ 93] with an ASR system. The main idea was to
design a language model which combines the trigram language model probability with the
translation probability for each target word. They reported a perplexity reduction, but no
recognition results. In the TransTalk project , the authors improved the ASR performance
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by rescoring the ASR N -best lists with a translation model. They also introduced the idea
of a dynamic vocabulary in an ASR system, where the dynamic vocabulary was derived
from a MT system for each source language sentence. The better performing of the two is
the N -best rescoring.
Recently, [Khadivi & Zolnay+ 05] and [Paulik & Stu¨ker+ 05, Paulik & Fu¨gen+ 05] have
studied the integration of ASR and MT models. In the first paper, we showed a detailed
analysis of the effect of different MT models on rescoring the ASRN -best lists. The other two
papers considered two parallel N -best lists, generated by MT and ASR systems, respectively.
They showed improvement in the ASR N -best rescoring when several features are extracted
from the MT N -best list. The main concept among all features was to generate different
kinds of language models from the MT N -best list. All of the above methods were based on
an N -best rescoring approach. In [Khadivi & Zens+ 06], we studied different methods for
integrating MT models by using ASR word graphs instead of the N -best list.
In [Vidal & Casacuberta+ 06], the integration of speech into a CAT system is studied
from a different point of view. To facilitate the human and machine interaction, the speech is
used to determine the acceptable partial translations by reading parts of the target sentence
offered by the system in addition to keyboard and mouse. In this scenario, the ASR output
is constrained to the translation provided by the MT system, i.e., the ASR language model
has to be adapted to the MT output.
The main contributions of this work are as follows:
1. We systematically study a number of different translation models in the context of the
N -best list rescoring.
2. All previous methods have employed an N -best rescoring strategy to integrate ASR
and MT models. Here, we will take another step towards a full single search for the
integration of ASR and MT models by using ASR word graphs. A full single search
means to generate the most likely hypothesis based on ASR and MT models in a single
pass without any search constraints.
3. Furthermore, we will investigate several new techniques to integrate ASR and MT
systems.
4. In all previous works, a phrase-based MT system had the least impact on improving
the ASR baseline. In this research, we will study the reason for this failure concluding
with a solution for this problem.
5. To our knowledge, up to now no experiments have been reported in this field on a
large task. Here, we will perform our experiments using the N -best rescoring method
and the word graph rescoring method on a standard large task, namely the European
parliament plenary sessions.
The remaining part of this chapter is structured as follows: in Section 4.2, a general
model for parallel integration of ASR and MT systems is described. In Section 4.3, different
methods for integrating MT models into ASR models are described, and in Section 4.4 the
experimental results are discussed.
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4.2 Combining ASR and MT Models
In parallel integration of ASR and MT systems, we are given a source language sentence
F = fJ1 = f1 . . . fj . . . fJ , which is to be translated into a target language sentence E =
eI1 = e1 . . . ei . . . eI , and an acoustic signal X = x
T
1 = x1 . . . xt . . . xT , which is the spoken
target language sentence. Among all possible target language sentences, we will choose the
sentence Eˆ(X,F ) with the highest probability:
(X,F )→ Eˆ(X,F ) = argmax
E
{P (E|X,F )} (4.1)
= argmax
E
{P (E,F,X)} (4.2)
= argmax
E
{P (E,F ) · P (X|E)} (4.3)
= argmax
E
{P (E) · P (F |E) · P (X|E)} (4.4)
Equation 4.2 is decomposed into Equation 4.3 by assuming no conditional dependency be-
tween X and F . The decomposition into three knowledge sources allows for an independent
modeling of the target language model P (E), the translation model P (F |E) and the acoustic
model P (X|E). The general decision rule for the (pure) ASR and the (pure) MT system are
as follows:
ASR: X → Eˆ(X) = argmax
E
{P (E) · P (X|E)}
MT: F → Eˆ(F ) = argmax
E
{P (E) · P (F |E)}
Then, the integrated model can be described as introducing the acoustic model into the MT
system or as introducing the MT model into the ASR system.
Another approach for modeling the posterior probability P (E|F,X) is direct modeling
by using a log-linear combination of different models:
P (E|F,X) = exp[
∑M
m=1 λmhm(E,F,X)]∑
E′ exp[
∑M
m=1 λmhm(E
′, F,X)]
(4.5)
then the decision rule can be written as:
Eˆ(F,X) = argmax
E
{ M∑
m=1
λmhm(E,F,X)
}
. (4.6)
Each of the terms hm(E,F,X) denotes one of the various models which are involved in the
recognition procedure. Each individual model is weighted by its scaling factor λm. The direct
modeling has the advantage that additional models can be easily integrated into the overall
system. The model scaling factors λM1 are trained on a development corpus according to the
final recognition quality measured by the word error rate (WER)[Och 03]. This approach has
been suggested by [Papineni & Roukos+ 97, Papineni & Roukos+ 98] for a natural language
understanding task, by [Beyerlein 98] for an ASR task, and by [Och & Ney 02] for a MT
task.
55
4 Speech-Enabled CAT System
In a CAT system, by assuming no direct dependence between F and X, we have the
following three main models:
h1(E,F,X)=hLM(E) = logP (E) = log
∏
i
p(ei|ei−1i−n+1)
h2(E,F,X)=hAM(E,X) = logP (X|E) = log
∏
i
p(“x′′i |ei)
h3(E,F,X)=hMT(E,F )
In these equations, p(ei|ei−1i−n+1) is a language model (LM) n-gram probability and p(”xi”|ei)
represents an acoustic model (AM) probability, where ”xi” is the most likely segment of
X corresponding to ei. The definition of the machine translation (MT) model hMT(E,F )
is intentionally left open, as it will be later defined in different ways, e.g., as a log-linear
combination of several sub-models.
The argmax operator in Equation 4.6 denotes the search. The search is the main
challenge in the integration of the ASR and the MT models in a CAT system. The search
algorithms in the MT and in the ASR systems are already very complex, therefore a full single
search to combine the ASR and the MT models will considerably increase the complexity.
In addition, a full single search becomes more complex since there is no any specific model
nor any training data to learn the alignment between F and X.
To reduce the complexity of the search, the recognition process is performed in two steps.
At first, the baseline ASR system generates a large word graph for a given target language
speech X. Second, the MT model rescores each word graph based on the associated source
language sentence. Thus, for each target language speech, the decision regarding the most
likely target sentence is based on the ASR and the MT models. It is also possible to rescore
a MT word graph by using ASR models, but in practice the ASR system results in a much
better output accuracy than the MT system, therefore the rescoring of the ASR word graphs
with MT models is more reasonable.
We can make the integration process even simpler, if we extract the N -best list from
the ASR word graph, and then rescore the N -best list by using a log-linear combination of
the ASR and the MT models.
Finally, the general decision rule for a CAT system can be written as:
Eˆ(F,X) = argmax
E∈E
{
λLMhLM(E) + λAMhAM(E,X) + λMThMT(E,F )
}
(4.7)
where E is a set of possible target sentences. In a full single search, the set E includes all
possible sentences in the target language. In the word graph rescoring approach, the set
E includes all possible paths through the ASR word graph. And in the N -best rescoring
approach, the set E is limited to the ASR N -best hypotheses. In this research, we study
different ways to model hMT(F,E) under different search constraints, i.e., different definitions
of E .
4.3 ASR and MT Integration
In this section, we introduce several approaches to integrate the MT models with the ASR
models. The common assumption through all methods described in this section is that we
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are given a large word graph generated by the ASR system for the input target language
speech.
4.3.1 Word Graphs Product
At the first glance, a practical method to combine the ASR and the MT systems is to combine
them at the level of word graphs. This means the ASR system generates a large word graph
for the input target language speech, and the MT system also generates a large word graph
for the source language text.
As both MT and ASR word graphs are generated independently, the general decision
rule of Equation 4.7 can be tailored for this method by defining:
hMT(E,F ) = hPB(E,F ) = max
K,dK1
logPPB(f
J
1 , e
I
1; d
K
1 ) (4.8)
E = Π(WGASR) ∩ Π(WGMT)
where Π(WGASR) and Π(WGMT) are the set of all possible paths through the ASR and the
MT word graphs, respectively; and logPPB(f
J
1 , e
I
1; d
K
1 ) is modeled with the phrase-based MT
(Equation 1.8, on page 10):
logPPB(f
J
1 , e
I
1; d
K
1 ) =
I∑
i=1
(
λ1 + λ2 · log p(ei|ei−1i−n+1)
)
+
K∑
k=1
(
λ3 + λ4 · log p(e˜k|f˜k) + λ5 · log p(f˜k|e˜k)
+ λ6 · log
jk∏
j=bk
ik∑
i=ik−1+1
p(fj|ei)
+ λ7 · log
ik∏
i=ik−1+1
jk∑
j=bk
p(ei|fj) + λ8 · log q(bk|jk−1)
)
.
If the intersection of (the existing paths in) the two word graphs is empty, then the most
likely hypothesis is selected only based on the language and the acoustic models; since the
WER of the ASR system is usually much lower than the WER of the MT system. We call
this integration method word graphs product. A block diagram representation of this method
is shown in Figure 4.1.
The ASR and the MT word graphs can be represented as two finite-state automata
(FSA), then using FSA theory, we can implement the word graphs product method by
using the composition operation. To do this, we use the finite-state transducer toolkit
of [Kanthak & Ney 04] which is an efficient implementation of the FSA operations on de-
mand.
In the integration of the ASR and the MT models, we define the term of success rate
(SR). SR gives the percentage of the cases where the MT models are successfully integrated
with the ASR models; e.g., in this method, the intersection of the ASR and MT word graphs
is not empty. When talking about SR, it must be kept in mind that we perform a beam
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Figure 4.1: Schematic of the word graphs product method.
search rather than full search both for MT and ASR. Thus, the beam search pruning affects
the SR.
In Section 4.4, it will be shown that the intersection of the ASR and the MT word
graphs is empty for a large fraction of sentences. This means the SR of this method is much
smaller than one. A reason of the low SR for this method might be due to the word graph
size, i.e., if we increase the word graph size, the integration success rate of this method will
be increased. In the next section a solution for this problem is introduced.
4.3.2 ASR-constrained Search
Instead of integrating the ASR and the MT word graphs which are generated independently,
here the ASR word graph is integrated into the search of the MT system. To adjust the
general decision rule of Equation 4.7, we define:
hMT(E,F ) = hPB(E,F ) = max
K,dK1
logPPB(f
J
1 , e
I
1; d
K
1 ) (4.9)
E = Π(WGASR)
where Π(WGASR) is the set of all possible paths through the ASR word graph, and hMT
is modeled with the phrase-based MT (Equation 1.8 on page 10) where the n-gram LM is
excluded, i.e., λ2 = 0. Thus, the decision rule implies that the MT system is forced to
generate only those hypotheses which exist in the ASR word graph. This results in a higher
overlap between the ASR word graph and the MT word graph compared to the previous
word graphs product method. It is also possible to integrate the MT word graph into the
recognition process of the ASR system. But as it will be shown in Section 4.4, the ASR
system is able to produce much better results than the MT system. Therefore, integration
of ASR word graphs into the generation process of the MT system is more reasonable.
To implement this method, we replace the n-gram language model of the phrase-based
MT with the ASR word graph, and the MT search is appropriately modified to be adapted
with the ASR word graph as a LM, Figure 4.2.
The experimental results show that this integration method also fails for a large number
of sentences, since the MT system is not able to generate any target sentence that exists in
a particular ASR word graph. A possible reason that needs to be investigated is the large
difference of WERs between the ASR and the MT systems. The question is whether we can
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Figure 4.2: Schematic of the ASR-constrained search method.
achieve better results if the MT and ASR systems have much closer WERs to each other or
not.
4.3.3 Adapted LM
To answer the question initiated in the previous subsection, we need to modify the MT
system to generate better results. Since we know that the accuracy of the ASR system is
higher than the MT system, the MT system can be improved by adapting its language model
to the ASR system output. To do this, we derive an n-gram LM from each ASR word graph,
then we have a specific n-gram LM for each source sentence and we use these n-gram LMs
in the MT system. To derive an n-gram LM from an ASR word graph, we first extract
a large list of best hypotheses from the word graph, and then we build an n-gram LM on
these hypotheses, by using the SRI language modeling toolkit [Stolcke 02]. In the next step,
the MT word graph is generated by using this sentence specific LM. Finally, this MT word
graph, which has much lower WER compared to the standard MT system, is integrated
with the ASR word graph by using the word graphs product method. We adjust the general
decision rule of Equation 4.7 by setting E = Π(WGASR) ∩ Π(WGMT) and defining hMT as:
hMT(E,F ) = max
K,dK1
logPPBALM(f
J
1 , e
I
1; d
K
1 )
where PPBALM has the same definition as phrase-based MT (Equation 1.8 on page 10) but
the term log p(ei|ei−1i−n+1) is replaced with log p(ei|ei−1i−n+1, X):
logPPBALM(f
J
1 , e
I
1; d
K
1 ) =
I∑
i=1
(
λ1 + λ2 · log p(ei|ei−1i−n+1, X)
)
+
K∑
k=1
(
λ3 + λ4 · log p(e˜k|f˜k) + λ5 · log p(f˜k|e˜k) + λ6 · log
jk∏
j=bk
ik∑
i=ik−1+1
p(fj|ei)
+ λ7 · log
ik∏
i=ik−1+1
jk∑
j=bk
p(ei|fj) + λ8 · log q(bk|jk−1)
)
.
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Figure 4.3: Schematic of the adapted LM method.
We call this method adapted LM. The overall schematic of this method is depicted in Fig-
ure 4.3.
In Section 4.4, the MT results will show a considerable reduction in the WER by using
the adapted LM method, although they are not better than the ASR results. In addition,
the experiments will show that the SR of this method is lower than the SR of the ASR-
constrained search method. All three methods, which have been introduced so far, will have
the same SR if we do not apply any pruning in the MT search.
4.3.4 MT-derived LM
Another integration method for the MT and the ASR models is to rescore the ASR word
graph with a language model that is derived from the MT N -best list. It is similar to the
idea of the preceding subsection. There, only the LM derived from ASR is used in the MT
search, but here we use the LM derived from MT as a secondary LM in the ASR system
since the MT output quality is much lower than the ASR output quality.
In the past, the ASR systems were based on a two-pass approach, where a bigram LM
was used during the search and the generation of the word graph and in the next step a
trigram LM was used to rescore the generated word graph [Ortmanns & Ney+ 97]. We use
the MT-derived LM in a similar way. The general decision rule of Equation 4.7 can be
adjusted for this method by defining E = Π(WGASR) and hMT as follows:
hMT(E,F ) = log
I∏
i=1
p(ei|ei−1i−2, F )
A schematic representation of this method is represented in Figure 4.4.
To implement this method, we represent a trigram MT-derived LM in the FSA format.
Therefore, the rescoring of the ASR word graph using this LM can be implemented by
using the composition operation. A similar method is presented in [Paulik & Stu¨ker+ 05,
Paulik & Fu¨gen+ 05], in which the MT-derived LM is interpolated with their standard ASR
LM and then the interpolated LM is used during the ASR search.
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Figure 4.4: Schematic of the ASR word graph rescoring using MT-derived LM method.
4.3.5 Phrase-Based with Relaxed Constraints (PBRC)
A reason for the failure of all previous methods to efficiently integrate ASR and MT models
is the existence of unknown words (with respect to MT vocabulary) or phrases in a sentence
pair. The basic assumptions in the phrase-based MT system is that all source words have to
be covered, and each target phrase corresponds to at least one source phrase, and a source
phrase is at least one word. Thus, the reason of the failure for the case of unknown words
is obvious. In addition, the phrase-based MT system might not find a set of phrases that
cover both source and target sentences, even if there will be no unknown words neither in the
source nor in the target side. This means, it is not possible to find any sequence of phrase
pairs that covers all words only once in the source and target sentences, even if we do not
apply any pruning in the MT search. It is important to understand that the phrase-based
MT system is able to handle any input sequence, but it is not able to produce each possible
target sentence, e.g., the sentence which the user has intended.
In this section, we tailor the standard phrase-based MT system in several ways to make
it usable for our task. First, the target phrases are assumed to correspond to all source
words instead of only one source phrase. Second, the requirement of the source sentence
word coverage is removed. Finally, if there are still some words that cannot be covered with
the set of target phrases, we assign the probability of p(e|F ) to those words, the probability
can be estimated by using a more general translation model like IBM Model 1. We adjust
the general decision rule of Equation 4.7 for this method by defining E = Π(WGASR) and
hMT as follows:
hMT(E,F ) = max
K,eK1
{ K∑
k=1
log p(e˜k|fJ1 )
}
where e˜K1 is a segmentation of a target sentence into K blocks. To estimate p(e˜|fJ1 ), we use
the following smoothing principle: For a target phrase e˜ in the target sentence, if there is any
phrase pair (f˜ , e˜) in the phrase table that the source side f˜ exists in the source sentence fJ1 ,
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then the highest probability of such a phrase pair is assigned to p(e˜|fJ1 ), otherwise p(e˜|fJ1 )
is estimated using IBM Model 1 translation model. Thus, log p(e˜|fJ1 ) can be defined as:
log p(e˜|fJ1 ) =

(1− ν) · log 1
(J + 1)|e|
|e|∏
i=1
J∑
j=0
p(e|fj) ifp(f˜ , e˜) = 0
ν ·maxef∈F
{
λ1 · log p(e˜|f˜) + λ2 · log p(f˜ |e˜)+ otherwise
λ3 log
∏| ef |
j=1
∑|e|
i=0 p(fj|ei) + λ4 log
∏|e|
i=1
∑| ef |
j=0 p(ei|fj)
}
where ν is a number close to one, e.g., 0.99.
To implement this method, we design a transducer to rescore the ASR word graph. For
each source language sentence, we extract all possible phrase pairs from the word-aligned
training corpus. The transducer is formed by one node and a number of self loops for
each individual target side of the phrase pairs e˜. The weight of each arc is log p(e˜|fJ1 ). To
implement the back off term, we add the ASR vocabulary to this transducer with the score
of (1 − ν) log 1/(J + 1)∑Jj=0 p(e|fj), more details about the estimation of IBM Model 1 by
using a transducer is given in the next subsection.
This transducer is an approximation of a non-monotone phrase-based MT system. Using
the designed transducer it is possible that some parts of the source texts are not covered
or covered more than once. Then, this model can be compared to the IBM-3 and IBM-4
models, as they also have the same characteristic in covering the source words.
4.3.6 IBM Model 1: Dynamic Lexical Weighting
The idea of a dynamic vocabulary, restricting and weighting the word lexicon of the
ASR was first introduced in [Brousseau & Drouin+ 95]. The idea was also seen later
in [Paulik & Fu¨gen+ 05]; they extract the words of the MT N -best list to restrict the vocab-
ulary of the ASR system. However both reported a negative effect resulting from this method
on the recognition accuracy. Here, we extend the dynamic vocabulary idea by weighting the
ASR vocabulary based on the source language text and the MT models. We use the lexicon
model of the HMM and the IBM MT alignment models. Based on these lexicon models,
we assign to each possible target word e the probability P (e|F ). One way to compute this
probability is inspired by IBM Model 1:
pIBM1(e|F ) = 1
J + 1
J∑
j=0
p(e|fj)
The general decision rule of Equation 4.7 can be tailored for this method by defining E =
Π(WGASR) and hMT as follows:
hMT(E,F )=log pIBM1(E|F )=log 1
(J + 1)I
I∏
i=1
J∑
j=0
p(ei|fj)
To implement this integration method, we design a simple automaton to efficiently
rescore all paths (hypotheses) in the ASR word graph by using IBM Model 1. The transducer
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Figure 4.5: Transducer-based implementation of IBM Model 1 for a given source language
text.
is formed by one node and a number of self loops for each target language word. In each arc
of this transducer, the input label is a target word e and the weight is w = log pIBM1(e|F ).
Figure 4.5 shows the general form of this transducer. Due to its simplicity, this model can
be easily integrated into the ASR search. It is a sentence specific unigram LM.
The overall schematic of this integration model is the same as the ASR-constrained
search method, Figure 4.2, if the MT models are limited to only the lexicon model.
4.3.7 IBM Model 3 Clone: Single Word-based MT
In this section, we follow the idea of Brown et al. [Brown & Chen+ 94] to integrate ASR and
IBM Model 2, but here we employ a more complex model, IBM Model 3. It is also true to say
that we follow the concept of the ASR-constrained search introduced in Section 4.3.2, but
here we use a single word-based (SWB) MT instead of phrase-based MT. Thus, the overall
schematic of this method is depicted in Figure 4.2, with this note that the MT models are
all single word-based MT models.
In [Brown & Della Pietra+ 93], three alignment models are described which include fer-
tility models, these are IBM Models 3, 4, and 5. The fertility-based alignment models have a
more complicated structure than the simple IBM Model 1. The fertility model estimates the
probability distribution for aligning multiple source words to a single target word. The fer-
tility model provides the probabilities p(φ|e) for aligning a target word e to φ source words.
Here, we make use of IBM Model 3 that is defined as:
pIBM3(F |E) =max
aJ1
{(
J − ϕ0
ϕ0
)
· Pϕ01 · P J−2ϕ00 ·
I∏
i=1
P (ϕi|ei) ·
I∏
i=0
ϕ! ·
J∏
j=1
P (fj|eaj) ·
1
J !
}
'max
BI0
{
I∏
i=1
[
P (ϕi|ei) ·
ϕi∏
v=1
P (fbiv |ei)
]
· p
(
ϕ0|e0; J −
I∑
i=1
ϕi
)
·
ϕ0∏
v=1
(
p(fbiv |e0)
)}
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where P0 is nonnegative and P0 = 1− P1, P1 is null word probability, and B is the inverted
alignments:
Bi := bi1, ..., biv, ..., biϕi
ϕi := |Bi|
biv ∈ {1, ..., j, ..., J}
biv < bi(v+1)
The term inverted alignments, B, comes with fertility-based alignment models, which is a
mapping from target to source positions. Now, we have to adjust the general decision rule
of Equation 4.7 by defining E = Π(WGASR) and hMT(E,F ) = log pIBM3(F |E).
To implement the IBM Model 3, we follow the idea introduced
in [Knight & Al-Onaizan 98] to make a SWB MT, which is a finite-state implemen-
tation of the IBM Model 3. This MT system consists of a cascade of several simple
transducers: lexicon, null-emitter, and fertility. The lexicon transducer is formed by one
node and a number of self loops for each target language word. On each arc of the lexicon
transducer, there is a lexicon entry: the input label is a source word f , the output label is a
target word e, and the weight is log p(f |e). The null-emitter transducer, as its name states,
emits the null word with a pre-defined probability after each target word. The fertility
transducer is also a simple transducer to map zero or several instances of a target word to
one instance of the source word.
The search in this MT system can be then implemented by successive application of the
described transducers to the source language text, as depicted in Figure 4.6. As a part of the
search, the source language text is first permuted and then it is successively composed with
the lexicon, the null-emitter, the fertility transducers and finally with the ASR word graph.
In practice, especially for long sentences, a full (global) permutation of the source sentence
text considerably increases the computation time and memory consumption. Therefore, to
reduce the number of permutations, we need to apply some reordering constraints. Here, we
use the IBM reordering [Berger & Brown+ 96], or the local reordering [Kanthak & Vilar+ 05]
constraints. The idea behind the IBM constraints is to postpone the translations of a limited
number of words. This means, at each state we can translate any of the first l yet uncovered
word positions. In local reordering, the next word for the translation is selected from a
window of l positions (covered or uncovered) counting from the first yet uncovered position.
The permutations obtained by the local constraints are a subset of the permutations defined
by the IBM constraints.
Due to the higher degree of generation power (larger freedom) of the single word-based
MT compared to the phrase-based MT, the integration of the ASR system with this model
is usually successful. In the case of the integration failure, which is less than 6% of the
sentences in our experiments, we use the ASR output.
Inverted IBM Model 3 Clone
We may also apply the SWB MT in the target-to-source direction, by modeling the transla-
tion of the target language into the source language. This means to translate the ASR word
graph into the source language text. In this approach, the best recognition result is the best
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Figure 4.6: Sequence of finite-state transducers to form the search in the IBM Model 3 clone.
path in the input ASR word graph which has the highest translation likelihood to the source
language text. The general decision rule of Equation 4.7 for the inverted IBM Model 3 is
specified by defining E = Π(WGASR) and hMT(E,F ) = log pIBM3(E|F ). To implement this
method by using the cascade of finite-state transducers, we need some re-organization in the
search compared to the standard translation direction as shown in Figure 4.7. The main
difference is that the source input, which is the ASR word graph, is not permuted, i.e., the
translation is monotone in respect to the source input. This is because the permutation of
words in the ASR word graph will introduce new incorrect hypotheses to the word graph,
which might be selected as the result of the integration with the MT models. However, to
model the non-monotonicity between the source sentence F and its corresponding transla-
tion E, we permute the words in the source sentence F by using IBM or local reordering
constraints, although the source sentence F is treated here as the target language sentence.
As the permutation in the inverted IBM Model 3 clone is done on the wrong side, this may
result in a rough approximation of the IBM Model 3 for the inverted direction.
An interesting point concerning the inverted model, when we model P (E|F ), is the
similarity of the decision rule to the speech translation, where the word graph is used as the
interface between ASR and MT systems. The decision rule in a speech translation system
(to translate the target spoken language to the source language text) is as follows:
Fˆ (X) = argmax
F
{
λAMhAM(E,X) + λLMhSLM(E)+
λMThMT(E,F ) + λTLMhTLM(F )
}
where the first two terms form the ASR system, the second two terms form the MT system,
hMT(E,F ) is usually defined as logP (E|F ), and SLM and TLM refer to source and target
LM, respectively. Therefore, we can describe the parallel integration of the ASR and the MT
systems as similar to a speech translation system, except that we aim to get the best ASR
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Figure 4.7: Sequence of finite-state transducers to form the search in the inverted IBM Model
3 clone.
output (the best path in the ASR word graph) rather than the best translation. Since the
best translation is already given, we do not need a language model for the target language
(here F ), i.e., λTLM = 0.
4.3.8 ASR and MT Integration: N-best List Approach
Here, we aim to rescore theN -best lists that are extracted from the ASR word graphs, instead
of rescoring the ASR word graphs directly. To rescore a word graph we have some limitations
in implementing the rescoring models, e.g., a rescoring model needs to be implemented in a
form of a transducer. However, to rescore an N -best list, we can use any model to rescore a
pair of source and target sentences.
The decision rule for N -best rescoring approach can be derived from Equation 4.7, by
specifying E as all hypotheses in the ASR N -best list and hMT(E,F ) can be a single MT
model or a combination of MT models including single-word based, or phrase-based MT
models.
Single-word Based MT Models
Here, we rescore the ASR N -best lists with the standard HMM [Vogel & Ney+ 96] and
IBM [Brown & Della Pietra+ 93] MT models. To rescore a source-target sentence pair, spe-
cially when the target side is produced by the ASR system, we should carefully take into
account the unknown words – unseen words in MT models. In the case of single-word based
MT models, we assume a uniform probability distribution for unknown words.
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Phrase-based MT Model
We can rescore the ASRN -best list with the phrase-based MT system described in Chapter 1.
We should note that the PB MT system is able to rescore a sentence pair only if it is able to
generate the target sentence from the source sentence. Therefore, when we use phrase-based
MT models in rescoring, there is a specific problem that we have to take into account. As
described in Section 4.3.5, the phrase-based models are able to match any source sentence
but not to generate any target sentence. As we will show in Section 4.4, the SR of all previous
methods built upon phrase-based MT have a SR much lower than one. The reason is that the
PB MT models used in the rescoring do not have a non-zero probability for all hypotheses in
the ASR word graph. An efficient way to solve this problem is to introduce a model which is
able to penalize and omit the words, either in the source or in the target side of a sentence
pair, which cannot be covered by any sequence of phrases from the phrase table. With such a
model, the system would prefer the hypothesis with a minimum number of uncovered words.
The number of uncovered words can be used as another model in addition to the current
models of the phrase-based MT system. Using this method, PB MT with omission, every
sentence pair can be successfully rescored. We will show the results of the ASR N -best list
rescoring with standard PB MT and with PB MT with omission in Section 4.4.
Each of the models described above assigns at least one score to each entry of the ASR
N -best list. These models are integrated with the existing ASR score (acoustic model score
plus scaled language model score) by using the log-linear approach. The scaling factors of all
models are optimized on a development corpus with respect to the WER, the optimization
algorithm is Downhill Simplex [Press & Teukolsky+ 02].
4.4 Results
The ASR and MT integration experiments are carried out on two different tasks: English-
German Xerox manual translation which is a small domain task, and a large vocabulary task
which is the Spanish-English European parliamentary speech translation (EPPS).
The English-German Xerox task consists of technical manuals describing various as-
pects of Xerox hardware and software installation, administration, usage, etc. The German
pronunciation lexicon was derived from the VerbMobil II corpus [Sixtus & Molau+ 00]. The
language and MT models are trained on the part of the English-German Xerox corpus which
was not used in the ASR test corpus [Khadivi & Zolnay+ 05]. A bilingual test corpus in-
cluding 1562 sentences was randomly extracted, and the target side of these sentences were
read by 10 native German speakers where every speaker uttered on average 16 minutes of
test data. Recording sessions were carried out in a quiet office room. We divided this ASR
test corpus into two parts, the first 700 utterances as the development corpus and the rest as
the evaluation corpus. The hardware used for recording the utterances consists of a Laptop
with a ESS Technology ES1978 Maestro 2E (rev 10) sound card and of a high quality Shure
SM58 microphone. The data was recorded at a sampling rate of 16kHz and at a resolution
of 16 bits. The acoustic model of the German ASR system can be characterized as follows:
• 3-state-HMM topology with skip;
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Table 4.1: Statistics of the speech recognition training corpus.
Task Xerox EPPS
Language German English
Acoustic data [h] 61.5 87.5
# Running words 701 K 705 K
Vocabulary size 17 K 58 K
# Segments 36 K 67 K
# Speakers 857 154
• 2500 decision tree based generalized within-word triphone states including noise plus
one state for silence;
• 237k gender independent Gaussian densities with global pooled diagonal covariance;
• 16 MFCC features;
• 33 acoustic features after applying LDA;
• LDA is fed with 11 subsequent MFCC vectors;
• Viterbi approximation of maximum likelihood training;
• trigram language model.
We also tested the integration methods on a large vocabulary task, namely the Eu-
ropean Parliament Plenary Sessions (EPPS) task. The training corpus for this task has
been collected in the framework of the European research project TC-Star. In this project,
an open speech-to-speech translation evaluation was conducted in March 2006, including
Spanish-to-English and English-to-Spanish language pairs. Here, we use the RWTH sys-
tems of the English ASR [Lo¨o¨f & Bisani+ 06] and the Spanish-to-English MT systems that
were employed in TC-Star 2006 evaluation campaign. The English pronunciation lexicon
was derived from the British English Example Pronunciations Dictionary (BEEP), and the
acoustic model of the English ASR system is trained on the transcribed recordings from
the EPPS [Lo¨o¨f & Bisani+ 06]. The statistics of the training data are shown in Table 4.1.
TC-Star evaluation results show that the RWTH systems (ASR and MT) have a very good
performance among other state-of-the-art systems. The statistics of the training set for both
Xerox and EPPS tasks are presented in Table 4.1.
The acoustic model of the English ASR system (EPPS task) can be characterized as
follows:
• 6-state-HMM topology with skip;
• 4500 decision tree based generalized within word triphone states
including noise plus one state for silence;
• 900k Gaussian mixture models – globally pooled diagonal covariance;
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Table 4.2: Statistics of the ASR test sets.
Xerox Test EPPS Dev EPPS Eval
acoustic data [h] 2.6 h 3.7 h 3.5 h
silence fraction[%] 20% 13.5% 14%
# speakers 10 16 36
# sentences 1 562 2 555 1 445
# running words 18 144 34 862 33 512
# avg. phonemes per word 6.2 3.8 3.9
• 16 MFCC features and voicing features;
• 45 acoustic features after applying LDA;
• LDA applied on 9 subsequent feature vectors;
• minimum classification error training;
• vocal tract length normalization;
• two-pass system;
• speaker adaptive training (using feature transformation, and using constrained maxi-
mum likelihood linear regression);
• MLLR adaptation;
• 4-gram language model.
In Table 4.2, some statistics of the Xerox test set, and the EPPS ASR development and
evaluation sets are given. We should note that the EPPS task is originally a speech-to-speech
translation task. Thus, we need to modify the speech-to-speech experiment conditions in
order to be appropriate for the experiments of this research. For this purpose, we only
need to change the MT direction. This means, in order to have the English speech in the
target language, we have to use the Spanish-to-English MT system. Thus, the development
and evaluation sets also need to be switched, and as we have two reference translations, we
assume the first reference as the source language sentence. The development and evaluation
sets of the EPPS task are taken from the TC-Star 2005 evaluation campaign, since only for
this evaluation an explicit segmentation of the speech signal corresponding to the target text
sentences is given. This explicit segmentation is useful in our experiments as the implicit
segmentation will introduce another source of errors into the parallel integration system.
Please note that a subset of the EPPS ASR development and evaluation sets were used for
the speech-to-speech translation in TC-Star 2005 evaluation, 1750 sentences for development
set and 792 sentences for the evaluation set.
In general, the ASR system of the EPPS task is very well optimized and is stronger than
the Xerox ASR system. As the EPPS ASR system was part of an international evaluation
organized by the TC-STAR project in 2006
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Table 4.3: Machine translation corpus statistics: the Xerox English-German speech task and
the EPPS Spanish-English task.
Xerox EPPS
English German Spanish English
T
ra
in
Sentences 47 619 1 167 627
Running words 529 K 468 K 35.3 M 33.9 M
Vocabulary size 9 816 16 716 159 080 110 636
Singletons 2 302 6 064 63 045 46 121
D
ev
Sentences 700 1 750
Running words 8 823 8 050 22 174 23 429
OOVs 56 108 64 83
E
va
l Sentences 862 792
Running words 11 019 10 094 19 081 19 306
OOVs 58 100 43 45
The statistics of both Xerox and EPPS bilingual corpora for MT are depicted in Ta-
ble 4.3. The term OOVs in the table denotes the total number of occurrences of unknown
words, the words which were not seen in the training corpus. In both tasks, we make use
of a back off n-gram language model using the SRI language modeling toolkit [Stolcke 02].
We use a 3-gram LM in the German ASR system and a 4-gram LM in the English ASR
system as well as in both Xerox and EPPS MT systems. The applied smoothing is mod-
ified Kneser-Ney discounting with interpolation. To train the LMs, the target side of the
bilingual corpora (Table 4.3) are used, but for the English ASR, the transcriptions of the
acoustic training data are also included into the training corpus [Lo¨o¨f & Bisani+ 06].
4.4.1 Word Graph-based Approach Results
Here, we study the performance of different word graph rescoring methods proposed in this
research. Table 4.4 shows the statistics of both MT and ASR word graphs for both Xerox
and EPPS tasks, where adapted LM refers to the MT word graphs generated with the adapted
LM integration method. BLEU is a translation accuracy measure which is widely used in the
MT community [Papineni & Roukos+ 02]. The graph error rate (GER) is the oracle WER
of the word graph. This means, it can be computed by determining the sentence in the word
graph that has the minimum Levenshtein distance to a given reference. Thus, it is a lower
bound on the WER that can be obtained by rescoring the word graph.
The recognition results using word graph rescoring methods are shown in Table 4.5,
where the results corresponding to the EPPS task are case-insensitive. In Table 4.6 the
integration success rate of the ASR and the MT models are shown.
The ASR system generates much better results than the MT system. Thus, the baseline
recognition/translation WERs are 21.3% and 11.5% on the evaluation sets of the Xerox and
the EPPS tasks, respectively. Now we discuss the experimental results of word graph-based
methods. First, we conducted a set of experiments to integrate the ASR and the MT systems
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Table 4.4: Development and evaluation word graphs statistics.
Task
Xerox EPPS
Dev Eval Dev Eval
ASR
WER[%] 19.3 21.3 14.6 11.5
BLEU[%] 74.7 71.9 77.0 81.3
avg. density 18 32 1 908 1 249
graph error rate 10.9 11.8 4.0 2.6
MT
Standard
WER[%] 46.9 49.9 43.9 48.5
BLEU[%] 47.6 45.2 38.3 34.5
avg. density 1 017 1 038 1 120 1 389
graph error rate 28.3 29.7 18.2 20.8
adapted LM
WER[%] 33.7 36.1 21.1 21.0
BLEU[%] 61.0 58.6 69.2 69.6
avg. density 859 906 713 711
graph error rate 23.0 24.7 10.9 11.6
Table 4.5: Recognition WER [%] using word graph rescoring method.
Task Xerox EPPS
Models Dev Eval Dev Eval
PB MT 46.9 49.9 43.9 48.5
ASR (baseline) 19.3 21.3 14.6 11.5
word graphs product 19.0 20.9 14.0 11.4
ASR ASR-constrained search 19.0 20.7 13.7 11.3
+ adapted LM 19.0 20.8 12.9 10.9
PB MT MT-derived LM 18.8 20.8 13.4 11.3
PBRC 18.6 20.3 13.7 10.9
ASR IBM Model 1, INV 17.3 19.0 13.8 10.9
+ IBM Model 3 STD 17.9 20.1 13.3 10.7
SWB MT clone INV 17.5 18.5 12.9 10.3
by using the word graphs product method. We obtain a WER of 20.9% and 11.4% for the
evaluation sets of the Xerox and the EPPS tasks, respectively. A detailed analysis, as shown
in Table 4.6, reveals that only 28.2% and 13.5% of sentences in the Xerox and the EPPS
evaluation sets have identical paths in the two ASR and MT word graphs, respectively. The
SR of this method is directly related to the word graph size, i.e., if we increase the word
graph size, the SR of this method will be increased. We study the effect of the MT word
graph size on the SR using the ASR-constrained search method, in which the ASR word
graph is integrated into the MT search and we allow a large search space for the MT. Thus,
it is equivalent to using a very large MT word graph in the word graphs product method.
Using the ASR-constrained search method, the number of identical paths in MT and
ASR word graphs increases to 41.6% and 49.1% of the sentences in the evaluation set of the
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Table 4.6: Recognition success rate (SR) [%] on the word graph rescoring method.
Task Xerox EPPS
Models Dev Eval Dev Eval
word graphs product 33.4 28.2 36.3 13.5
ASR ASR-constrained search 45.8 41.6 74.0 49.1
+ adapted LM 38.0 33.9 61.2 36.4
PB MT MT-derived LM 52.7 50.0 56.9 30.0
PBRC 100 100
ASR IBM Model 1, INV 100 100
+ IBM Model 3 STD 93.4 94.0 95.7 95.4
SWB MT clone INV 93.4 94.0 95.5 95.3
Xerox and the EPPS tasks, respectively. The results show that this integration method also
fails for more than half of the sentences on the evaluation sets, even with a large search space.
A possible reason that needs to be investigated is the large difference of WERs between the
ASR and the MT systems.
Now we study whether we can achieve better integration results if the MT and the
ASR word graphs have less difference in WER. Using the adapted LM method, we first
generate the MT word graphs for all source sentences which are all non-empty. We obtain a
relative 27.6% and 56.7% WER reduction on the Xerox and the EPPS MT tasks (Table 4.4),
respectively. Second, we integrate these MT word graphs with the ASR word graphs using
the word graphs product method. We obtain a significant improvements over the baseline
system in the EPPS task. The results also show that the adapted LM method is able to
generate more compact and more accurate word graphs.
We do not obtain better recognition results using theMT-derived LM method compared
to the previous methods. The PBRC method results in WER of 20.3% and 10.9% for the
evaluation sets of the Xerox and the EPPS tasks, respectively. The PBRC method is a fairly
simplified version of the phrase-based MT system, and therefore the main advantage of this
method is its simplicity. The SR of this method is one, as this method is always able to
rescore the ASR word graphs.
The PBRC and the adapted LM methods are the best performing methods among those
which are based on phrase-based MT. Although the improvements achieved over the ASR
baseline are statistically significant at the 99% level [Bisani & Ney 04], they are not large in
terms of the WER. Looking at the results, we can also see that a higher SR does not neces-
sarily mean a better WER, although a high SR is a prerequisite for a successful integration.
So far, all these integration methods are based on phrase-based MT; now we study
the integration results using single word-based MT. First, we conduct experiments using
the IBM Model 1 method. The results are shown in Table 4.5, where STD and INV mean
different translation directions, p(F |E) and p(E|F ), respectively. The results are promising,
especially regarding the simplicity of the model. The IBM Model 3 clone and its inverted
variant perform well in integrating MT and ASR models. We did not observe significant
changes in the recognition results by using different methods and settings to permute the
source text. The results reported here are achieved by using the local reordering method with
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Table 4.7: Development and evaluation N -best lists statistics.
Task
Xerox EPPS
Dev Eval Dev Eval
# utterances 700 862 1 750 792
ave. N per utterance 1 534 1 904 5 599 8 463
max N per utterance 5 000 5 000 10 000 10 000
single best WER[%] 19.3 21.3 14.6 11.5
oracle recognition WER[%] 11.2 12.4 5.1 4.1
a window size of 4. It is possible to use the sub-models, i.e., lexicon and fertility models, of the
more complex alignment models (IBM Model 4 and 5) in the IBM Model 3 clone method,
since more complex alignment models can provide a better estimate of their sub-models
including those which are in common with IBM Model 3. We conduct a set of experiments
to investigate the effect of using the sub-models of more complex alignment models on the
recognition quality. The experiment results do not show any remarkable differences from
the results of the table for the INV direction. However, for the STD direction, we observe
the WER of 18.9% and 9.8% for the evaluation set of the Xerox and the EPPS tasks,
respectively.
The SR in the SWB models are significantly higher than the phrase-based MT models,
it is mainly due to the higher degree of freedom in the generation process of the SWB models
compared to the usual phrase-based MT.
4.4.2 N-best Rescoring Results
Here, we present the results of the N -best list approach to integrate the ASR and the MT
models. Table 4.7 shows the statistics of the Xerox and the EPPS N -best lists. The best
possible hypothesis achievable from the N -best list has the WER (oracle WER) of 12.4%
and 4.1% for the evaluation set of Xerox and EPPS tasks, respectively.
The N -best list recognition results are summarized in Table 4.8, where the size of the
N -best is limited to 50 hypotheses per source sentence (N=50). For each MT model, the
N -best lists are rescored by using standard direction p(F |E) (STD), and inverted direction
p(E|F ) (INV) translation probabilities of the specific model and the probabilities of the
acoustic and the language models. The scaling factors of all models are optimized on a
development corpus.
To rescore the ASR N -best list by using the PB MT and the PB MT with omis-
sion methods, we employ all phrase-based models described in Chapter 1, and for the
latter, we also use the number of uncovered words in the sentence pair. In previous
works [Khadivi & Zolnay+ 05, Khadivi & Zens+ 06], only the results of the PB MT were
reported. The significant improvements of the PB MT with omission method over the PB
MT method is due to the use of a more flexible model which allows the existence of uncovered
words (by all possible entries in the phrase table) either in the source or in the target side
of a sentence pair. However, this flexibility results in a higher computational requirements,
which is critical to rescore a large N -best list.
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Table 4.8: Recognition WER [%] using N -best rescoring (N = 50) method.
Task
Xerox EPPS
Dev Eval Dev Eval
PB MT 46.9 49.9 43.9 48.5
ASR (baseline) 19.3 21.3 14.6 11.5
oracle recognition WER 12.9 14.4 7.4 6.6
A
S
R
+
M
T
IBM1
STD 17.4 19.3 11.9 9.4
INV 17.8 19.3 13.8 10.9
BOTH 17.1 18.7 11.9 9.4
HMM
STD 17.4 19.3 11.9 9.4
INV 17.8 19.3 13.8 10.9
BOTH 17.1 18.7 11.9 9.4
IBM3
STD 18.3 20.1 13.5 10.9
INV 17.3 18.2 13.0 10.3
BOTH 17.4 18.6 12.6 10.2
IBM4
STD 16.9 18.9 11.1 9.1
INV 17.2 18.3 12.4 9.8
BOTH 16.4 17.8 11.0 9.0
IBM5
STD 17.0 19.0 11.4 9.2
INV 17.3 18.3 12.4 9.8
BOTH 16.6 18.1 11.2 9.1
PB MT 18.7 20.6 14.0 11.4
PB MT with omission 16.8 18.5 11.6 10.2
To study the effect of the N -best list size on the integration results, we repeat the N -
best rescoring experiments with much larger N -best lists, a maximum of 5,000 hypotheses
per sentence for the Xerox task and 10,000 for the EPPS task. The results are shown in
Table 4.9. In this table, the results of the PB MT with omission method for the EPPS task
are missing due to a high computational requirement.
Comparing Table 4.8 to Table 4.9, we observe some improvements by using a very
large N -best list. However, a larger N -best list needs more processing time. To find the
optimum N -best list size, we conduct a sequence of experiments with different sizes of N -
best list. The integration results are depicted in Figure 4.8 and 4.9 for the Xerox and the
EPPS tasks, respectively. The optimum N -best list size depends on the rescoring model,
more sophisticated models like IBM-4 and IBM-5 models are able to profit from a larger
N -best list. The maximum size of the N -best list for the EPPS task is 10000. We do not
go beyond 10000 hypotheses because the experiments are computationally very expensive.
In addition, as shown in Figure 4.9, when the maximum size of the N-best list is increased
from 5,000 to 10,000, the absolute improvement is only 0.1% and 0.05% for IBM Model 4
and 5, respectively.
In general, N -best rescoring is a simplification of word graph rescoring. As the size
of the N -best list is increased, the results obtained by N -best list rescoring converge to
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Table 4.9: Recognition WER [%] using N -best rescoring method (N=5K for the Xerox and
N=10K for the EPPS tasks).
Task
Xerox EPPS
Dev Eval Dev Eval
PB MT 46.9 49.9 43.9 48.5
ASR (baseline) 19.3 21.3 14.6 11.5
oracle recognition WER 11.2 12.4 5.1 4.1
A
S
R
+
M
T
IBM1
STD 17.1 19.0 11.5 9.2
INV 17.4 18.9 13.7 10.9
BOTH 16.7 18.3 11.5 9.2
HMM
STD 18.1 19.5 12.3 9.5
INV 18.1 19.2 13.6 10.7
BOTH 17.4 18.5 12.1 9.3
IBM3
STD 18.1 20.0 13.4 10.8
INV 17.1 18.1 12.8 10.0
BOTH 16.9 18.4 12.4 9.9
IBM4
STD 16.6 18.7 10.5 8.2
INV 16.8 17.9 12.3 9.5
BOTH 16.0 17.4 10.4 8.1
IBM5
STD 16.7 18.7 10.9 8.4
INV 16.8 18.0 12.2 9.3
BOTH 16.1 17.8 10.5 8.3
PB MT 18.7 20.6 13.9 11.4
PB MT with omission 16.5 17.8 N/A N/A
the results of the word graph rescoring. However, we should note that this statement is
correct only when we use exactly the same model and the same implementation to rescore
the N -best list and word graph. In this work, this is true for the PB MT and the inverted
IBM Model 1 methods and, to certain approximation, for the standard and the inverted
IBM Model 3. Table 4.10 summarizes the results of these models for which we can directly
compare the word graph rescoring and the N -best rescoring methods. In the table, the
methods built upon PB MT in word graph rescoring approach are compared with the PB
MT method in N -best rescoring, while PB MT with omission employs a smoothing method
which has not been used in none of the word graph rescoring methods. The differences
between the N -best list and word graph approaches are not statistically significant at the
99% level [Bisani & Ney 04], except for the inverted IBM Model 3 clone. The reason why
the inverted IBM Model 3 clone is an exception here, might be that its implementation for
word graphs is not a good approximation of IBM Model 3, as pointed out in Section 4.3.7.
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Figure 4.8: The N -best rescoring results for different N -best sizes on the Xerox evaluation
set.
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Figure 4.9: The N -best rescoring results for different N -best sizes on the EPPS evaluation
set.
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Table 4.10: Recognition WER [%] on the evaluation corpus of the Xerox and the EPPS tasks
by using comparable methods of the N -best rescoring approach and the word
graph rescoring approach.
Approach word graph N -best
Task Xerox EPPS Xerox EPPS
ASR + PB MT
word graphs product 20.9 11.4
20.6 11.4ASR-constrained search 20.7 11.3
MT-derived LM 20.8 11.3
ASR + SWB MT
IBM Model 1, INV 19.0 10.9 18.9 10.9
IBM Model 3 STD 20.1 10.7 20.0 10.8
clone INV 18.5 10.3 18.1 10.0
4.5 Summary
In this chapter, we have studied different approaches to integrate the MT and ASR models
into a CAT system at the level of word graphs and N -best lists. One of the main goals in this
research was to take another step towards a full single search for the integration of ASR and
MT models; to extend the work presented in [Brown & Chen+ 94], where ASR models were
integrated to the IBM translation model 2 and only the perplexity reduction was reported.
As the word graph is a real representation of the search space in the ASR, the rescoring of
the ASR word graph with the MT models would be an acceptable simulation of a full single
search. We have proposed several new methods to rescore the ASR word graphs with IBM
translation model 1 and 3, and phrase-based MT. All improvements of the combined models
are statistically significant at the 99% level with respect to the ASR baseline system.
The best integration results are obtained by using the N -best list rescoring approach
because of the flexibility of the N -best list approach to use more complex models like IBM
Model 4 or 5 in an accurate and efficient way. However, an advantage of the word graph
rescoring is the confidence of achieving the best possible results based on a given rescoring
model. Another advantage of working with ASR word graphs is the capability to pass on
the word graphs for further processing.
We have also shown that the phrase-based MT system can also be effectively integrated
with the ASR system, whereas in the previous works, phrase-based MT had only a small
impact on improving the ASR baseline. We showed that smoothing of the phrase-based MT
is necessary in order to effectively integrate it to the ASR models. The rescoring of the
ASR N -best list with smoothed phrase-based MT, PB MT with omission, outperforms all
phrase-based MT rescoring methods in the word graph rescoring approach, even when the
size of N -best list is small (N=50).
We conducted the experiments on the Xerox task and on a standard large task, the EPPS
task. To our knowledge, these are the first experiments that have been done on a large task
so far. We have obtained a relative 18% and 29% error rate reduction respectively on the
Xerox and the EPPS tasks using IBM Model 4 (in both directions) in the N -best rescoring
approach. The largest improvements obtained by the word graph rescoring approach for
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Xerox and EPPS tasks were a relative 13% and 10% respectively using IBM Model 3 in
inverted direction for the Xerox task and in standard direction for the EPPS task.
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Translation
The research in the field of machine translation aims to develop computer systems which
are able to translate text or speech without human intervention. However, present trans-
lation technology has not been able to deliver fully automated high-quality translations
(FAHQT). Typical solutions to improve the quality of the translations supplied by an MT
system require manual post-editing. This serial process prevents the MT system from tak-
ing advantage of the knowledge of the human translator and the human translator can not
take advantage of the adapting ability of the MT system. An alternative way to profit from
the existing MT technologies is to employ them for assisting human translators within a
computer-assisted translation framework [Isabelle & Church 97]. In this chapter, we will
study how to use fully-fledged machine translation methods to develop computer-assisted
translation systems. The structure of this chapter is very similar to the joint paper of
TransType2 [Barrachina & Bender+ 08], but here we present only our works with more de-
tails and experiments. Some common parts like the section of introduction is the same as in
the paper.
5.1 Introduction
Historically, CAT and MT have been considered as different but close technolo-
gies [Craciunescu & Gerding-Salas+ 04] and more so for one of the most popular CAT
technologies, namely, translation memories [Carl & Way 03]. In the TransType project,
a new idea was proposed to combine CAT and MT technologies [Foster & Isabelle+ 97,
Langlais & Foster+ 00b, Langlais & Foster+ 00a, Foster 02, Foster & Langlais+ 02]. The
idea was to embed data-driven MT techniques within an interactive translation environment.
The goal was to combine the best of both paradigms: CAT, in which the human translator
ensures the high-quality output, and MT, in which the machine ensures a significant gain of
productivity.
Following these ideas, the innovative embedding proposed here consists in using a com-
plete MT system to produce full target sentence hypotheses, or portions thereof, which can
be accepted or amended by a human translator. Each correct text segment is then used
by the MT system as additional information to achieve further, potentially improved sug-
gestions. More specifically, in each iteration, a prefix is fixed by the human translator and,
in the next iteration, the system predicts a best (or N -best) translation suffix(es) to com-
plete this prefix. We will refer to this process as interactive-predictive machine translation
(IPMT).
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This approach raises two important requirements: First, the models have to provide
adequate completions and, second, this has to happen efficiently. Taking these require-
ments into account, alignment templates (AT) and phrase-based (PB) models are com-
pared in this work. In previous works these models have proven adequate for conventional
MT [Och & Ney 02, Zens & Bender+ 05, Mauser & Zens+ 06]. In this chapter, we show that
existing efficient searching algorithms can also be adapted in order to provide completions
(rather than full translations) in an efficient way.
The work related to the AT models has been carried out in the TransType2 project
[SchlumbergerSema S.A. & Instituto Tecnolo´gico de Informa´tica+ 01], which is considered
as a follow-up of the interactive machine translation concepts introduced in the precursory
TransType project cited above.
We should emphasize the novel contributions of the present work with respect to
TransType. First, we show how fully-fledged statistical MT systems can be extended to
handle IPMT. In particular, the TransType2 systems always produce complete sentence
hypotheses on which the human translator can work. This is an important difference to
previous work, in which the use of basic MT techniques only allowed the prediction of sin-
gle tokens (c.f., Section 5.2). Second, using fully-fledged statistical MT systems, we have
performed systematic offline experiments to simulate the specific conditions of interactive
translation and we report and study the results of these experiments. Third, one of the IPMT
systems presented in this work was successfully used in several field trials with professional
translators [Macklovitch & Nguyen+ 05, Macklovitch 06].
The rest of this chapter is structured as follows. The next section introduces the general
setting for statistical MT and IPMT. In Section 5.3, general search procedures in MT models
are outlined and a detailed description of the extension to IPMT scenarios is presented.
Section 5.4 is devoted to introducing the tasks used for the assessment of the proposal
presented: The pair of languages, corpora and evaluation methods. The results are reported
in Section 5.5. A discussion of these results and the conclusions which can be drawn from
this work are presented in the final section.
5.2 Statistical Framework
The so-called statistical or pattern recognition framework constitutes a very successful frame-
work for MT. As we will see here, this framework also proves to be adequate for the
interactive-predictive approach to MT.
Current MT models and therefore the systems which can be built based on them are
still far from perfect. This implies that, in order to achieve good, or even acceptable, trans-
lations, manual post-editing is needed. An alternative to this serial approach (first machine
translation, then manual correction) is given by the IPMT paradigm. Under this paradigm,
translation is considered as an iterative process where human and computer activity are in-
terwoven. This way, the models take into account both the input sentence and the corrections
of the user.
The idea of the IPMT paradigm was originally proposed in the TransType
project [Foster & Isabelle+ 97, Langlais & Foster+ 00b, Langlais & Lapalme+ 02]. In the
systems developed in this project, the final translation was the result of a series of alter-
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ITER-0 (Ep) ( )
ITER-1
(Eˆs) (These are the key challenges facing the parliament the council and the european commission)
(a) (These are)
(k) (key)
(Ep) (These are key)
ITER-2
(Eˆs) (challenges facing the parliament the council and the european commission)
(a) (challenges)
(k) (now f)
(Ep) (These are key challenges now f)
FINAL
(Eˆs) (acing the parliament the council and the european commission)
(a) (acing the parliament the council and the european commission)
(k) ()
(Ep ≡ E) (These are key challenges now facing the parliament the council and the european commission)
Figure 5.1: A typical example of IPMT with keyboard interaction.
nating contributions by a human translator and the machine which proposes parts of the
target text. The parts proposed by the TransType systems were produced using a linear
combination of a target language model (trigrams) and a lexicon model (so-called IBM-1 or
-2) [Langlais & Lapalme+ 02]. As a result, TransType allowed only single-token completions,
where a token could be either a word or a short sequence of words from a predefined set of
sequences. This proposal was extended to complete full target sentences in this work.
The approach taken in this thesis is exemplified in Figure 5.1. In this figure, the aim
is to translate the Spanish sentence “e´stos son los retos cruciales a los que se enfrentan el
parlamento el consejo y la comisio´n europea” into English. Initially, the system provides
a possible translation. From this translation, the user marks a prefix as correct and types
the beginning of the rest of the translation. Each step starts with a previously fixed target
language prefix Ep, from which the system suggests a suffix Eˆs. Then the user accepts a part
of this suffix (a) and types some key-strokes (k), possibly to amend the remaining part of
Es. This produces a new prefix, composed by the prefix from the previous iteration and the
accepted and typed text, (a) (k), to be used as Ep in the next step. System suggestions are
printed in italics and user input in boldface typewriter font. In the final translation E, text
that has been typed by the user is underlined. The cycle continues with a new validation
and typing from the user until the translation is completed. This justifies our choice of the
term “interactive-predictive machine translation” (IPMT) for this approach.
The crucial step of the process is the production of the suffix. Again, decision theory
tells us to maximize the probability of the suffix given the available information. That is,
the best suffix will be
Eˆs = argmax
Es
Pr(Es|F,Ep). (5.1)
which can be straightforwardly rewritten as
Eˆs = argmax
Es
Pr(Ep, Es|F ). (5.2)
Note that, since EpEs = E, this equation is very similar to equation (1.1). The main
difference is that the argmax search now is performed over the set of suffixes Es that complete
Ep instead of complete sentences (E in equation (1.1)). This implies that we can use the
same models if the search procedures are adequately modified [Och & Zens+ 03].
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5.3 Searching
Searching is an important computational problem in SMT. Algorithmic solutions developed
for SMT can be adapted to the IPMT framework. The main general search procedures for
AT and PB models described in Chapter 1 are presented in the following subsections, each
followed by a detailed description of the necessary adaptations to the interactive framework.
5.3.1 Searching with Alignment Templates
In offline MT, the generation of the best translation for a given source sentence F is carried
out by producing the target sentence in left-to-right order using the model of Equation 1.5
on page 9,
(Iˆ , eˆIˆ1) = argmax
I,tI1
{
max
K,dK1 ,eaK1 logPAT (f
J
1 , e
I
1; d
K
1 , a˜
K
1 )
}
.
with
logPAT (f
J
1 , e
I
1; d
K
1 , a˜
K
1 ) =
I∑
i=1
[
λ1 + λ2 · log p(ei|ei−1i−n+1) + λ3 · log p(Ti|T i−1i−4 )
]
+
K∑
k=1
[ λ4 + λ5 · log p(Tk, a˜k|Sk) +
ik∑
i=ik−1+1
λ6 · log p(ei|f˜k, a˜k) +
λ7 · log q(bk|jk−1)] + λ7 · (J − jK).
At each step of the generation algorithm, we maintain a set of active hypotheses and choose
one of them for extension. A word of the target language is then added to the chosen
hypothesis and its costs get updated. This kind of generation fits nicely into a dynamic
programming (DP) framework, as hypotheses which are indistinguishable by both language
and translation models (and that have covered the same source positions) can be recombined.
Because the DP search space grows exponentially with the size of the input, standard DP
search is prohibitive, and we resort to a beam-search heuristic.
Adaptation to the Interactive-predictive Scenario
The most important modification is to rely on a word graph that represents possible trans-
lations of the given source sentence. A word graph is a weighted directed acyclic graph, in
which each node represents a partial translation hypothesis and each edge is labeled with
a word of the target sentence and is weighted according to the language and translation
model scores. This word graph is generated beforehand for each source sentence. During
the process of human-machine interaction the system makes use of this word graph in order
to complete the prefixes accepted by the human translator. In other words, after the human
translator has accepted a prefix string, the system finds the best path in the word graph
associated with this prefix string so that it is able to complete the target sentence. Using
the word graph in such a way, the system is able to interact with the human translator in
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a time efficient way. In [Och & Zens+ 03], an efficient algorithm for interactive generation
using word graphs was presented. In [Ueffing & Och+ 02], the authors give a more detailed
description of word graphs and show how they can be easily produced as a sub-product of
the search process. An example of a word graph is shown in Figure 5.2.
what
how
have
did
do
do
are
you
you
you
say
said
say
say
said
just
have
.
?
said
?
Figure 5.2: Example of a word graph for the German sentence “was hast du gesagt?” (En-
glish reference translation: “what did you say?”).
The computational cost of this approach is relatively low, as the whole search for the
translation must be carried out only once, and the generated word graph can be reused for
further completion requests.
For a fixed source sentence, if no pruning is applied in the production of the word
graph, it represents all possible sequences of target words for which the posterior probabil-
ity is greater than zero, according to the models used. However, because of the pruning
generally needed to make the problem computationally feasible, the resulting word graph
only represents a subset of the possible translations. Therefore, it may happen that the user
sets prefixes which can not be found in the word graph. To circumvent this problem some
heuristics need to be implemented.
First, we look for the node with minimum edit distance to the prefix except of its last
(partial) word.1 Then, we select the completion path which starts with the last (partial) word
of the prefix and has the best backward score - this is the score associated with a path going
from the node to the final node. Now, since the original word graph may not be consistent
with the new information provided by the prefix, it might be impossible to find a completion
in this word graph due to incompatibility with the last (partial) word in the prefix. This
problem can be solved to a certain degree by searching for a completion of the last word
with the highest probability using only the language model. This supplementary heuristic
to the usual search, which is called a language model predictor, increases the performance of
1The edit distance concept for finding the prefix string in a word graph could be refined by casting the edit
distance operations into a suitable probabilistic model.
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the system, since some of the rejected words in the pruning process can be recovered. The
experimental results will be shown later in this chapter (Table 5.8).
A desirable feature of the IPMT system is the possibility of producing a list of alternative
target suffixes, instead of only one. This feature can be added by computing the N -best
hypotheses. These N -best hypotheses do not refer to the whole target sentence, but only
to the suffixes. However, the problem is that in many cases the sentence hypotheses in the
N -best list differ in only one or two words. Thus, for human translators it might be easier
to type the correct translation than reading a few hypotheses and finding the differences
among them. Therefore, we introduce the additional requirement that the first four words
of the N -best hypotheses must be different.
5.3.2 Searching with Phrase-based Models
The generation of the best translation with PB models is similar to the one described in the
previous section. For interactive search, we also use a similar methodology as described in
the previous section.
The main difference between AT and PB methods in the interactive search is in the
way that they generate the word graph. In AT, the search graph is constructed first, which
is then used to find the best translation, and finally is used to generate a word graph. The
transformation of search graph to word graph results only in removing pruned paths and a
different data structure. In phrase-based method, the search graph and the word graph are
simultaneously constructed. Actually, it is done by adding a forward link to each node while
expanding the search graph. Therefore, the only difference between the interactive search in
AT and PB methods is the different implementation of generating word graphs.
5.4 Experimental Results
The MT models introduced in Chapter 1, and the search procedure introduced in the pre-
ceding sections were assessed through a series of IPMT experiments with different corpora.
These corpora, along with the corresponding pre- and post-processing and assessment pro-
cedures are presented in this section.
5.4.1 Pre- and Post-processing
In general, MT models are trained on a pre-processed version of an original corpus. Pre-
processing provides a simpler representation of the training corpus which is more consistent
on the level of tokens or word forms. Thereby, the automatic training of the MT models is
boosted, while the amount of computations decreases.
Formally, pre-processing and post-processing can be described by functions Tf and Te,
which transform the source and target language sentences:
f ′J
′
1 = Tf (f
J
1 )
e′I
′
1 = Te(e
I
1)
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where fJ1 and e
I
1 are external word representation (as seen by the human translator) and
f ′J
′
1 and e
′I′
1 are internal word representation (as seen by the machine). We use the internal
word representation to train the translation and language models.
From the theoretical point of view, we expect the preprocessing algorithms to increase
the likelihood of the training corpus or equivalently reduce training corpus perplexity. Hence,
as criterion of the preprocessing quality, we may use:
∆PP(Te, Tf ) = Pr(f
J
1 |eI1)−1/J − Pr(f ′J
′
1 |e′I
′
1 )
−1/J ′
Applied to the whole training corpus, this criterion can be used to assess the overall effect of
a certain preprocessing. Applied to every single sentence of the training corpus, this criterion
reveals the sentences where preprocessing makes sentences easier or even harder based on
the specific statistical translation model that is used. Hence, this criterion can be used to
perform a detailed analysis of the effect of certain preprocessing steps.
To use the preprocessing in an interactive translation, we need an inverse transfor-
mation or post-processing step denoted as T−1e , to transform the internal target language
representation e′I
′
1 to the external representation e
I
1. We obtain the following translation
process:
f ′J
′
1
translation // e′I
′
1
T−1e

internal symbols
fJ1
Tf
OO
eI1 external symbols
The transformation T−1e is not necessarily the exact inverse function of Te. It is only im-
portant that the sentences eI1 and T
−1
e (Te(e
I
1)) have identical meaning. Hence, for training,
we need Tf and Te and for the final machine translation system, we need Tf and T
−1
e . The
transformation T−1f is not needed.
In this work, the pre-processing steps are: tokenization, removing unnecessary case
information, and tagging some special tokens like numerical sequences, e-mail addresses and
URLs (“categorization”). For more information, please refer to Section 3.4 on page 32.
Post-processing takes place after the translation in order to hide the internal represen-
tation of the text from the user. Thus, the user will only work with an output which is very
similar to human generated texts. In detail, the post-processing steps are: de-tokenization,
true-casing, and replacing the tags with their corresponding words.
In an IPMT scenario, the pre-/post-processing must be running in real-time and should
be reversible as much as possible. In each man-machine interaction, the current prefix has
to be pre-processed for the interactive-predictive engine and then the generated completion
has to be post-processed for the user. It is crucial that the pre-processing of prefixes is fully
compatible with the training corpus.
5.4.2 Tasks
Six bilingual corpora were used for two different tasks and three dif-
ferent language pairs in the framework of the TransType-2 (TT2)
project [SchlumbergerSema S.A. & Instituto Tecnolo´gico de Informa´tica+ 01]. The
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Table 5.1: Machine translation corpus statistics: the Xerox corpora. Trigram models were
used to compute the test word perplexity. (K and M denote thousands and
millions, respectively).
English Spanish English German English French
T
ra
in
Sentences 55 430 49 308 53 046
Running words 663 938 749 305 573 321 530 456 628 100 680 796
Vocabulary size 13 475 17 089 13 105 24 296 13 342 15 632
Singletons 3 703 5 480 3 684 9 843 3 752 4 789
D
ev
.
Sentences 1 012 964 994
Running words 14 352 15 999 10 642 10 462 10 903 11 674
OOVs 57 96 30 150 139 184
Perplexity 21 19 32 45 49 38
T
es
t
Sentences 1 125 996 984
Running words 8 521 10 226 12 298 11 704 11 177 11 709
OOVs 222 250 142 463 178 204
Perplexity 72 46 49 81 84 60
language pairs involved were English–Spanish, English–French and English–
German [Khadivi & Goutte 03], and the tasks were Xerox (Xerox printer manuals)
and EU-bulletin (the bulletin of the European Union).
The three Xerox corpora were obtained from several user manuals for Xerox printers.
The corpora statistics of this task are shown in Table 5.1. Dividing the corpora into training
and test sets was performed by randomly selecting (without replacement) a specified amount
of test sentences and leaving the remaining ones for training. It is worth noting that the
manuals were not the same in each pair of languages. Even though all training and test
sets have similar size, this probably explains why the perplexity varies abruptly over the
different language pairs. The vocabulary sizes were computed using the tokenized and true-
cased corpora.
The three bilingual EU-bulletin corpora were extracted from the bulletin of
the European Union, which exists in all official languages of the European
Union [Khadivi & Goutte 03] and is publicly available on the Internet. The corpora used in
the experiments which are described below were again acquired and processed in the frame-
work of the TT2 project. The corpora statistics for this task are shown in Table 5.2. The
vocabulary sizes and the training and test set partitions were obtained in a similar way as
with the Xerox corpora.
We will also report the interactive MT results on the corpora that are used in Chapter 4,
i.e., integration of the ASR into the CAT system.
5.4.3 Assessment
In all the experiments, system performance is assessed by comparing translations of the test
set produced by the translation systems with the corresponding target language references of
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Table 5.2: Machine translation corpus statistics: the EU-bulletin corpora. Trigram models
were used to compute the test word perplexity. (K and M denote thousands and
millions, respectively).
English Spanish English German English French
T
ra
in
Sentences 212 779 221 069 215 215
Running words (K) 5 196 5 838 5 678 5 341 5 301 5 951
Vocabulary size 83 211 96 937 85 676 151 870 83 736 91 297
Singletons 37 422 42 519 38 418 74 348 37 669 39 659
D
ev
.
Sentences 400
Running words 10 100 11 522 10 100 9 704 10 100 11 528
OOVs 75 82 65 131 72 64
Perplexity 47 39 46 67 47 36
T
es
t
Sentences 800
Running words 20 015 22 753 20 015 18 867 20 015 22 556
OOVs 111 145 110 231 116 124
Perplexity 49 39 48 71 49 38
the test set. Some of the computed assessment figures measure the quality of the translation
engines without any system-user interactivity, like WER, PER, TER, BLEU or NIST.
Other assessment figures are aimed to estimate the effort needed by a human translator
to produce correct translations using the interactive system. To this end, the target trans-
lations that a human translator would have in mind are assumed to be the given references.
The first translation hypothesis for each given source sentence is compared with a single
reference translation and the longest common character prefix (LCP) is obtained. The first
non-matching character is replaced by the corresponding reference character and then a new
system hypothesis is produced. This process is iterated until a full match with the reference
is obtained.
Each computation of the LCP would correspond to the user looking for the next error
and moving the pointer to the corresponding position of the translation hypothesis. Each
character replacement, on the other hand, would correspond to a key-stroke of the user. If
the first non-matching character is the first character of the new system hypothesis in a given
iteration, no LCP computation is needed; that is, no pointer movement would be made by
the user. Bearing this in mind, we define the following interactive-predictive performance
measures:
• Key-stroke ratio (KSR): Number of key-strokes divided by the total number of reference
characters.
• Mouse-action ratio (MAR): Number of pointer movements plus one more count per
sentence (aimed at simulating the user action needed to accept the final translation),
divided by the total number of reference characters.
• Key-stroke and mouse-action ratio (KSMR): KSR plus MAR.
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Note that KSR estimates only the user’s actions on the keyboard while MAR estimates
actions for which the user would typically use the mouse. From a user point of view both
types of actions are different and require different types of effort [Macklovitch & Nguyen+ 05,
Macklovitch 06]. In any case, as an approximation, KSMR accounts for both KSR and MAR,
pretending that both actions require a similar effort. In the tables of the next subsection,
MAR values are not explicitly shown as they can be obtained from the corresponding KSR
and KSMR values.
For offline MT, it is well known that an automatically computed quality measure like
BLEU correlates well with human judgment. In the case of IPMT, we should keep in
mind that the main goal of the automatic measure is to estimate the effort of the human
translator. Moreover, translation quality is not an issue here, because the (simulated) human
intervention ensures perfect translation results. The important question here is whether the
(estimated) productivity of the human translator can be really increased or not by the IPMT
approach. In order to answer this question, the KSR and KSMR measures will be used in
the IPMT experiments to be reported in the next section.
5.5 Results
Two types of results are reported for each corpus and for each translation approach. The
first type consists of conventional MT results, obtained as a reference to give an idea of
the classical MT difficulty of the selected tasks. The second type aims to assess the IPMT
approach proposed in this work.
The results are presented in different subsections. The first two subsections present the
MT and IPMT results for the 1-best translation obtained by the different techniques in the
Xerox and EU-bulletin tasks, respectively. The third subsection presents further MT and
IPMT results for the 5-best translations, only on one pair of languages.
Some of these results may differ from results presented in previous works such
as [Och & Zens+ 03, Hasan & Khadivi+ 06]. The differences are due to variations in the
pre/post processing procedures and/or recent improvements of the search technique.
5.5.1 Experiments with the Xerox Corpora
In this section, the translation results obtained using the AT models for all six language pairs
of the Xerox corpus are reported. In all experiments, word-based trigram and class-based
five-gram target-language models were used. The parameters of the log-linear model are
tuned so as to minimize WER on a development corpus.
To determine the usefulness of the AT system within the proposed interactive environ-
ment, the system has been run on the different Xerox corpora and the performance has been
measured in terms of keystroke and mouse-action ratios (KSR and KSMR). The interac-
tive MT results as well as offline MT results are shown in Table 5.3. The English-Spanish
language pair is the one for which the best translations can be produced.
According to these results, a human translator assisted by an AT-based interactive
system would only need an effort equivalent to typing about 25% of the characters in order
to produce the correct translations for the Spanish to English task.
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Table 5.3: Translation results (%) for the Xerox corpus using AT method.
Corpus BLEU WER KSR KSMR
English – Spanish 51.4 38.8 15.4 23.6
Spanish – English 47.9 39.8 15.0 24.6
English – French 28.5 63.1 25.9 38.2
French – English 27.2 58.7 28.5 42.6
English – German 20.1 70.7 29.5 43.1
German – English 24.7 68.4 29.1 43.6
Table 5.4: Translation results (%) for the EU-bulletin corpus using AT method.
Corpus BLEU WER KSR KSMR
English – Spanish 40.2 49.6 19.7 29.5
Spanish – English 42.9 47.4 19.8 29.7
English – French 43.6 45.9 18.9 27.8
French – English 44.1 45.0 18.0 27.1
English – German 29.7 60.3 23.3 33.8
German – English 34.6 56.3 24.0 35.0
For the Xerox task, there is a clear correlation between offline MT performance and
IPMT results. However, there is a low correlation between BLEU and KSMR for English-to-
German and German-to-English systems, that we will discuss it later. The best results were
achieved for the Spanish-English language pair followed by French-English and German-
English.
The computing times needed by AT system were well within the range of the on-line
operation requirements. The average initial time for each source test sentence was about
772 ms on a 2 Ghz AMD machine. This included the time required for the generation of
the initial word-graph of each sentence. Moreover, the most critical times incurred in the
successive IPMT iterations were very low: on average 18 ms per extension.
5.5.2 Experiments with the EU-bulletin Corpora
The translation results using the AT approach for all six language pairs of the EU-bulletin
corpus are reported in this section. As for the Xerox corpora, in the AT experiments, word-
based trigram and class-based five-gram target-language models were used.
Table 5.4 shows the performance of the AT system in terms of keystroke and mouse-
action ratios (KSR and KSMR), as well as offline MT results within an interactive environ-
ment.
In general, the results are comparable to those obtained on the Xerox corpus with the
exception of the English-Spanish language pair. With these corpora, the best translation
direction was French-to-English.
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Table 5.5: Translation results (%) for the EPPS Spanish-English and the Xerox English-
German Speech tasks using AT method.
Corpus BLEU WER KSR KSMR
Xerox English–German 32.5 60.0 20.1 32.6
EPPS Spanish–English 30.7 53.7 25.8 39.3
Although EU-bulletin is a more open-domain task, the results demonstrate again the
potential benefit of computer-assisted translation systems. Using a French-to-English inter-
active system, a human translator would only need an effort equivalent to typing about 30%
of the characters in order to produce the correct translations. For the other language pairs,
the efforts would be about 35% of the characters.
The system-wise correlation between MT and IPMT results on this corpus is less than
on the Xerox task. One possible reason comes from the much larger size of the EU-bulletin
corpus compared to the Xerox corpus. In order to run the EU-bulletin experiments within
reasonable time limits, all the systems have required the use of beam-search pruning tech-
niques, while this was not necessary for the Xerox corpus. Clearly, the pruning effects are
different in the offline (MT) and the interactive (IPMT) search processes and the differences
may lead to wide performance variations. We will systematically study the effect of the
pruning on the offline and the interactive evaluation measures in Section 5.5.6.
5.5.3 Experiments with the EPPS and the Xerox Speech Corpora
We continue the experiments with the EPPS task and the Xerox English-German speech
corpora, the corpora that were already used in Chapter 4, i.e., speech-enabled CAT. Here, we
also use similar setting for the AT method as for the Xerox and the EU-bulletin experiments:
Word-based trigram and class-based five-gram target-language models.
Table 5.5 shows the performance of the AT system in terms of offline and interactive
evaluation measures. The average time per extension is 33 ms for the Xerox task, and 29 ms
for the EPPS task. Note that the figures in this table for the Xerox task are not comparable
with the results in Table 5.3 due to a different segmentation, and pre-processing that was
required for the ASR system.
Now, we will demonstrate the way the AT-based IPMT system works for two sentences
from the Xerox Spanish-English and from the EPPS Spanish-English tasks. In Figure 5.3,
an interactive session is depicted for translating the Spanish sentence “La Utilidad de ad-
ministracio´n de fuentes queda eliminada del sistema.”, which is selected from the Xerox
corpus, to the English language. On the right side of the figure, two numbers separated by
a slash represent the number of required mouse actions (ma) and keystrokes (ks) in each
step, respectively. In total, the system results in a KSMR of 8
56
= 0.143 for this example.
In Figure 5.4, an interactive session is shown for the same language pair, but for a sentence
taken from the EPPS corpus: “un tema clave aqu´ı es la cuestio´n de la reforma pol´ıtica”.
In total, we need five mouse actions and eight keystrokes to generate the target translation
with 54 characters, which results in a KSMR of 13
54
= 0.241.
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prefix:
extension: The Font Management Utility is deleted from the system.
prefix: The Font Management Utility is r 1/1
extension: emoved from the system.
prefix: The Font Management Utility is removed from yo 1/2
extension: ur
prefix: The Font Management Utility is removed from your 1/0
extension: the system.
prefix: The Font Management Utility is removed from your s 0/1
extension: ystem.
prefix: The Font Management Utility is removed from your system. 1/0
extension:
source: La Utilidad de administracio´n de fuentes queda
eliminada del sistema.
reference: The Font Management Utility is removed from
your system.
Figure 5.3: Typical example of IPMT with keyboard and mouse interactions for a sentence
of the Spanish-English XRCE test set. The numbers to the right denote mouse
actions (ma) and keystrokes (ks). In total, the system results in a KSMR of
8
56
= 0.143.
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prefix:
extension: A key issue here is the issue of the reform policy
prefix: O 0/1
extension: ne key issue here is the question of the reform policy
prefix: One c 1/1
extension: rucial issue here is the question of the reform policy
prefix: One crucial a 1/1
extension: rea here is the question of the reform policy
prefix: One crucial area here is the question of p 1/1
extension: olitical reform
prefix: One crucial area here is the question of polic 1/1
extension: y reform
prefix: One crucial area here is the question of police 0/1
extension:
prefix: One crucial area here is the question of police r 0/2
extension: eform
prefix: One crucial area here is the question of police reform 1/0
extension:
source: un tema clave aquı´ es la cuestio´n de la
reforma polı´tica
reference: One crucial area here is the question of
police reform
Figure 5.4: Typical example of IPMT with keyboard and mouse interactions for a sentence
of the Spanish-English XRCE test set. The numbers to the right denote mouse
actions (ma) and keystrokes (ks). In total, the system results in a KSMR of
13
54
= 0.241.
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Table 5.6: IPMT results (%) for the Xerox English-German Speech task using AT models
for N -best hypothesis.
N KSR KSMR
1 20.1 32.6
2 19.9 32.3
3 19.7 32.0
4 19.6 31.8
5 19.5 31.7
Table 5.7: IPMT results (%) for the EPPS Spanish-English task using AT models for N -best
hypothesis.
N KSR KSMR
1 25.8 39.3
2 24.6 37.7
3 23.9 36.6
4 23.5 36.1
5 23.4 35.8
5.5.4 Results with N-best Hypotheses
Further experiments were carried out to study the usefulness of N -best hypotheses in the
interactive framework. In this scenario, the user can choose one out ofN proposed translation
suffixes and then proceed as in the usual IPMT paradigm. As with the previous experiments,
the automated evaluation is based on a target sentence selected that best matches a prefix
of the reference translation in each IPMT iteration (therefore KSR is minimized).
Here, IPMT results for the EPPS English-to-Spanish and the Xerox English-German
Speech tasks are reported. These results are shown in Table 5.6 and Table 5.7 for the Xerox
and the EPPS tasks, respectively.
In both cases there is a clear and significant accuracy improvement when moving from
single-best to N -best translations. This gain in translation quality diminishes in a log-wise
fashion as we increase the number of best translations. From a practical point of view,
the improvements provided by using N -best completions would come at the cost of the
user having to ponder which of these completions is more suitable. In a real operation, this
additional user effort may or may not outweigh the benefits of the N -best increased accuracy.
Consequently, this feature should be offered to the users as an option.
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Table 5.8: The impact of the language model prediction on the interactive MT results for the
EPPS Spanish-English and for the Xerox English-German Speech Corpus using
AT method.
Corpus LM Pred. KSR KSMR
Xerox English–German with 20.1 32.6
without 38.6 48.9
EPPS Spanish–English with 25.8 39.3
without 37.5 50.1
5.5.5 The Effect of the Language Model Prediction
As it is described in Section 5.3.1, the language model prediction is used only if it is not
possible to generate a completion for a prefix by using only the word graph. The reason
is due to an essential hard constraint that we apply to generate a completion for a prefix
from the word graph. The hard constraint is the matching of the last uncompleted word of
the prefix with the beginning of a potential completion in the MT word graph. Therefore,
we can interpret that the language model predictor artificially increases the size of the MT
word graph. I.e., when the MT word graph is not able to produce any completion for a
given prefix, the LM predictor artificially expands the MT word graph to produce some
completion.
The influence of the language model prediction module on the IPMT results are shown
in Table 5.8. As we can see, the language model predictor significantly reduces the KSR and
the KSMR results in both the EPPS and the Xerox task.
5.5.6 Correlation of Offline MT and Interactive MT Evaluation
Measures
We have mentioned before that the system-wise correlation between MT and IPMT results
specially on the EU-bulletin corpus is weak. As a possible reason, we discussed about
different impact of the pruning of the search on offline and interactive MT performance.
Now, we investigate the reason of this weak correlation through a set of experiments. We
study the impact of the beam search pruning on MT and IPMT results.
In Table 5.9 and Table 5.10, the offline MT and IPMT results are shown for different
sizes of the word graphs for the EPPS Spanish-English and the Xerox English-German tasks,
respectively. The first column represents the word graph density (WGD) which is the average
number of arcs per source word. The second column shows the average extension time. In
both tables, the larger word graph size leads to improvements on all evaluation measures.
The offline evaluation measures converge to their optimum value for the WGD larger than
10, but the interactive evaluation measures continue to decrease even for the WGD larger
than 30,000. This means that offline evaluation measures have a faster convergence to their
optimum values than interactive evaluation measures with respect to the WGD, i.e., the
interactive measures are more sensitive to the beam search pruning than offline measures.
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Table 5.9: Consistency of the offline and interactive evaluation metrics for the XEROX
English-German task using AT, where the MT model scaling factors are opti-
mized for the WER.
WGD time [ms] KSR KSMR WER BLEU
1.9 2.6 22.0 35.7 63.5 28.4
3.5 1.2 21.6 34.9 62.7 29.8
7.0 1.3 21.0 33.9 61.5 31.1
14.2 3.4 20.6 33.4 60.7 31.2
27.5 3.7 20.5 33.1 60.2 31.4
51.7 4.3 20.3 32.9 59.7 31.4
95.8 5.2 20.0 32.5 59.5 31.4
173.2 6.6 19.8 32.2 59.5 31.2
306.2 9.1 19.7 32.1 59.5 31.2
526.9 12.7 19.6 31.9 59.4 31.2
849.6 17.6 19.4 31.8 59.4 31.2
1264.9 24.1 19.2 31.5 59.4 31.2
1740.4 30.9 19.1 31.3 59.4 31.2
2258.4 39.3 18.9 31.1 59.3 31.3
2789.6 45.8 18.8 30.9 59.3 31.3
3312.6 51.8 18.7 30.8 59.3 31.3
3808.1 57.3 18.6 30.7 59.3 31.3
4270.2 61.8 18.5 30.7 59.3 31.3
4687.6 65.0 18.5 30.6 59.3 31.3
5061.7 66.0 18.5 30.6 59.3 31.3
5400.7 58.2 18.5 30.6 59.3 31.3
5699.9 61.4 18.5 30.6 59.3 31.3
5964.6 63.4 18.5 30.6 59.3 31.3
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Table 5.10: Consistency of the offline and interactive evaluation metrics for the EPPS
Spanish-English task using AT, where the MT model scaling factors are opti-
mized for the WER.
WGD time [ms] KSR KSMR WER BLEU
1.4 25.9 30.0 45.1 54.5 27.0
2.0 25.8 29.5 44.4 53.6 28.1
2.8 26.0 28.9 43.6 53.2 28.8
4.2 25.9 28.5 43.0 52.8 29.4
6.1 25.9 28.2 42.5 52.5 29.8
9.1 26.0 27.8 42.1 52.2 30.0
13.9 25.9 27.4 41.5 52.1 30.2
21.6 26.0 27.0 41.0 52.2 30.3
32.9 26.3 26.7 40.5 52.2 30.2
49.6 26.8 26.4 40.1 52.1 30.3
74.4 27.2 26.1 39.8 52.1 30.3
110.4 28.1 26.0 39.6 52.2 30.3
161.4 29.1 25.9 39.5 52.1 30.4
236.4 30.2 25.7 39.2 52.1 30.4
337.7 31.5 25.5 38.8 52.1 30.4
481.5 33.4 25.4 38.8 52.1 30.4
673.5 35.4 25.4 38.6 52.1 30.4
929.7 37.4 25.4 38.6 52.2 30.4
1259.2 40.2 25.2 38.5 52.2 30.4
1667.9 43.6 25.2 38.5 52.2 30.4
2164.6 47.2 25.2 38.4 52.2 30.4
2738.2 53.1 25.2 38.4 52.2 30.4
3385.1 58.7 25.1 38.3 52.2 30.4
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These experiments show the different effect of the word graph size on the offline and
interactive MT results. In order to show a better representation of these different effects,
we draw the changes of the offline and the interactive MT evaluation measures with respect
to the word graph density. Figure 5.5 and Figure 5.6 show the curve of the KSMR changes
with respect to the word graph density for the Xerox and the EPPS tasks, respectively. In
each figure, different curves are shown, where each curve is obtained by optimizing the MT
model scaling factors on different evaluation measures. The evaluation measures include
WER, PER, TER, NIST and BLEU. We clearly see that the KSMR is always decreasing
by the growth of the word graph size on both the Xerox and the EPPS tasks. While there
is no remarkable difference on the KSMR values obtained by different sets of model scaling
factors on the EPPS task, we observe that optimizing the MT scaling factors on the BLEU
score produces better interactive translation results.
Now, we discuss the effect of the word graph size on the offline evaluation measures.
Figure 5.7 and Figure 5.8 show the corresponding curves for the Xerox and the EPPS tasks,
respectively. In these figures, the offline MT evaluation measures converge to their final
values for relatively small word graph size.
The preceding experiments indicate that the quality of the offline MT is much less
sensitive to the pruning parameter values than for interactive MT. We should also note that
the relevance of the pruning parameters and the magnitude of the optimized scaling factors
has to be taken into account more seriously in the development of an IPMT system. This
means that the same pruning parameters may generate different sizes of the search space on
different tasks, and on the different sets of the MT scaling factors.
A few more words: The KSMR provides a good estimate of the amount of human effort
required to produce a correct target text using an IPMT system. Similarly, the WER is a
good estimate of the human effort needed to post-edit the results of a non-interactive MT
system. As KSMR is defined at the character level, the system can take advantage of lexicon
constraints to predict correct word completions; in contrast, WER is defined at the whole-
word level for offline MT and therefore cannot benefit from these constraints. Consequently,
WER is a significantly more pessimistic estimate of the required post-editing human effort
in comparison to the KSMR which estimates the corresponding interactive work load. In
TransType2 project, to decrease the gap between the KSMR and the WER values, we have
also used two other evaluation criteria: ‘character error rate’ (CER) for offline evaluation
and ‘word-stroke ratio’ (WSR) for interactive evaluation:
• CER is the minimum Levenshtein distance between the hypothesis and the reference
translation at the character level. However, it is not still fair to compare this CER
with KSR (or KSMR) unless lexical knowledge (i.e., a character-prefix structured dic-
tionary) is used to compute CER. This means, to calculate CER, we have to simulate
offline human post-editing task when the translator is assisted by a character-predictive
dictionary, as it is typically available in most word processors.
• WSR estimates the number of human interactions (in terms of whole typed words),
which are necessary to reach the reference translation. The basic idea behind WSR is
to provide an interactive MT metric more similar to WER than KSR or KSMR. WSR
97
5 Interactive-predictive Machine Translation
 30
 31
 32
 33
 34
 35
 36
 1  10  100  1000  10000
 10
 20
 30
 40
 50
 60
 70
K S
M
R  
[ %
]
t i m
e  
[ m
s ]
Average word graph density
mWER
mPER
TER
NIST
BLEU
time for BLEU
Figure 5.5: Effect of the evaluation metric of MT optimization and the word graph density
on the performance of interactive MT for the Xerox English-German Speech task.
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Figure 5.6: Effect of the evaluation metric of MT optimization and the word graph density
on the performance of interactive MT for the EPPS Spanish-English task.
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Figure 5.7: Effect of the word graph size on the offline evaluation measures for the Xerox
English-German Speech task.
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Figure 5.8: Effect of the word graph size on the offline evaluation measures for the EPPS
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is a more comprehensive metric than KSR (or KSMR) to estimate human effort. This
is because a unit of WSR encapsulates both a “unit of thinking effort” (to decide which
word to type or correct) and a “unit of typing effort”. In contrast, KSR only accounts
directly for typing effort, which is negligible for professional translators in comparison
to the “thinking effort”. Mouse-action ratio (MAR) may be considered related with
this “thinking effort”, but the WSR offers a single measure where both types of efforts
are properly integrated; at least more properly than using the naive combination of
KSR and MAR (KSMR).
We do not report the CER or the WSR results in this chapter because they are not typical
evaluation metrics in offline and interactive MT and also because they did not show a clear
superiority over the WER or the KSMR metrics in terms of correlation.
Another discrepancy between WER and KSMR metrics, is the capability of KSMR to
adapt with the non-monotonicity in the translation process. If there is a non-monotonicity
between the offline MT output and the reference translation, WER will consider many of
correct words as errors, while KSMR can adapt itself to the non-monotone translation within
a few interactions. The TER (translation edit rate) [Snover & Dorr+ 06] and its human-
targeted variant, HTER, are also offline evaluation metrics which have a high correlation
with human judgment and also take into account the non-monotonicity between the offline
MT output and the reference translation. In HTER, human translators apply minimum
necessary post-edits to the MT output to make it a correct translation, and then they use
the TER metric to measure the edit rate. Therefore, HTER is a lower bound for TER with
an arbitrary reference translation. The idea of HTER seems to be interesting for interactive
MT, if we use this post-edited MT output as a reference to calculate the KSMR metric, then
HTER and KSMR will be more realistic and more comparable. However, the discrepancy
between offline and interactive MT evaluation metrics is a central issue for the empirical
study of IPMT systems, and is a good direction for the future research in this area. The
goal could be introducing a new metric that can be computed for both offline and interactive
systems.
5.5.7 Interactive MT Results Using PB Method
In this work, we have described two phrase-based translation systems: AT and PB. In
Chapter 1, we expressed that the PB system and the AT system are very similar in principle,
the main differences in PB method with respect to the AT method are the omission of the
class-based language model, the use of surface form of words in the phrases instead of their
classes, symmetrization of the phrase-based model and single word model, and different way
of single word model estimation. In general, phrase-based MT outperforms the AT method
in the offline mode [Zens & Ney 04].
In [Hasan & Khadivi+ 06], the interactive search using phrase-based models is de-
scribed. The search is very similar to the interactive search using the AT models, but
the word graph generation was improved. In the phrase-based IPMT, the search graph and
the word graph are simultaneously constructed, by adding a forward link to each node in
expanding the search graph.
The offline and interactive translation results for the EPPS Spanish-English and the
Xerox English-German Speech task are shown in Table 5.11. The translation results of the
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Table 5.11: The translation results (%) of the phrase-based MT system on the EPPS Spanish-
English and the Xerox English-German speech tasks.
Corpus method time [ms] BLEU WER KSR KSMR
Xerox English – German AT 33.4 32.5 60.0 20.1 32.6
PB 15.1 42.0 49.6 17.2 27.2
EPPS Spanish – English AT 29.1 30.7 53.7 25.8 39.3
PB 25.2 34.2 48.8 23.4 34.9
AT method are also added to the table to facilitate the comparison of the two MT systems.
The phrase-based MT system clearly improves the translation quality and the time efficiency
compared to the AT system.
5.6 Practical Issues
IPMT results reported in the previous sections provide reasonable estimations of potential
savings of human translator effort, assuming that the goal is to obtain high quality transla-
tions. In real work, however, several practical issues exist that may significantly affect the
actual system usability and overall user productivity.
One of the most obvious issues is that a carefully designed graphical user interface
(GUI) is needed to let the user actually be in command of the translation process, so that
the user really feels assisted by the system rather than the other way around. In addition, an
adequate GUI has to provide adequate means for the user to easily and intuitively change on
the fly those IPMT engine parameters that may have an impact on his way of working with
the system. To name just a few: The maximum length of system hypotheses, the value of
N for N -best suggestions, or the “interaction step granularity”; that is, whether the system
should react at each user key-stroke, or at the end of each complete typed word, or after a
sufficiently long typing pause, etc.
In the TransType2 project, a complete prototype based on the AT approach, includ-
ing the necessary GUI, was implemented and thoroughly evaluated by professional human
translators in their work environment [Macklovitch & Nguyen+ 05, Macklovitch 06]. In this
project, in addition to the AT approach another interactive MT system based on stochastic
finite-state transducers (SFST) [Vidal 97, Vidal & Casacuberta 04] was also employed. The
SFST approach is also a statistical MT system similar to the AT approach. The comparison
of the MT approaches was not intended in the project, rather the aim was to study the
actual system usability and overall user productivity.
In TransType2, five evaluation rounds were designed. The first two rounds were basically
preparatory, to introduce the prototype to the translators and collect their feedbacks to make
the GUI more user-friendly. In third, fourth and fifth evaluation rounds actual software
prototypes were used in translation agencies: Celer Soluciones S.L. in Spain for English-to-
Spanish translation, and Socie´te´ Gamma in Canada for English-to-French translation. In all
three rounds the Xerox corpora were used to build MT systems to translate English Xerox
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manuals to Spanish and French languages. For each language pair, two different statistical
MT approaches were used: AT approach, and SFST approach.
In each evaluation round several documents of about the same size were given to the
translators to translate them to the target language using the CAT prototype. To measure
the impact of the CAT system on the productivity gain, the translators were asked to
translate the first document without the MT system but with the prototype (i.e., turn
the interactive MT off) to record the dry-run productivity of each translator. In the fifth
evaluation round, a second dry-run was scheduled at the end of the trial (on the second last
document). To study the effect of the translators familiarity with the translation domain on
their productivity. In other words, the second dry-run was designed to answer this question:
whether the increase of the productivity is due to the interactive MT systems or due to the
higher level of the human familiarity with the translation domain. The fifth evaluation round
was different from the others also because of the selection of the test documents. There was
no overlap between the full sentences in the test corpus and the training corpus. While in
the fourth evaluation round, about 40% of sentences in the test corpus appeared verbatim
in the training corpus. In addition, the domain of the test corpus in the fifth evaluation
round was slightly different from the training corpus, still consisting of Xerox manuals but
for different devices (e.g., Fax) than the devices in the training corpus.
Here, we report the experimental results of the fifth evaluation, where the methodology
of the experiments was correct, and the test corpus had no overlap with the training corpus
at the sentence level. The evaluation was carried out on the Xerox English-Spanish task
at Celer, and the Xerox English-French task at Gamma. At each site, Celer and Gamma,
three translators were assigned to work with the prototype. For both tasks, ten English
documents were selected for the trial to be translated to Spanish and French, the number
of words in the source side varied from 1766 to 2600 words. Here, we index the documents
from 0 to 9, at the same order that they have been shown to the translators. The documents
indexed 0 and 8 were reserved to measure the dry-run productivity of each translator. In
Figure 5.9, and Figure 5.10, the human translator productivity for each document is shown
for English-Spanish and English-French tasks, respectively. The (a) and (b) segments of each
figure represents the results when only the AT system was used and when both the AT and
the SFST systems were used, respectively. As we have already mentioned, the evaluation
was not designed for comparison of different MT systems rather for the usability of IPMT
systems. In addition, we are not able to compare these two IPMT systems, as we do not
have the human productivity of the same translator on the same documents.
The results in Figure 5.9 and Figure 5.10 do not show a clear productivity gain by using
an IPMT system. However, we should note that these results were achieved under some
strong constraints: no full sentence share between test and training corpora, and selection
of test corpus not from the in-domain data. In the fourth evaluation round, where the above
constraints were not applied a clear productivity gain using the IPMT systems was recorded.
In study of the results in Figure 5.9 and Figure 5.10, an important missing feature is
the learning curve of the human translators. In our opinion, for future research in this area,
it would be very useful to measure the human productivity on each document. If the GUI
deactivates the IPMT on some (predefined or random) sentences, the learning curve of the
translators can be easily depicted.
Systematic evaluation on the use of the N -best suggestions was not done on the
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Figure 5.9: TransType2 human evaluation results on the fifth round for the Xerox English-
Spanish task, (a) the results only on AT-based approach, (b) the results on both
AT- and SFST-based approaches.
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Figure 5.10: TransType2 human evaluation results on the fifth round for the Xerox English-
French task, (a) the results only on AT-based approach, (b) the results on both
AT- and SFST-based approaches.
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TransType2 evaluation rounds. However, in the third evaluation the translators mentioned
that the reading through five alternative suggestions is too time-consuming, specially when
the differences among suggestions are minimal. Thus, it means, the translators spend more
time reading the N -best suggestions than actually correcting the sentence. Due to the above
comments of the translators, we applied a new condition on the generation of the N -best
suggestions. Based on this condition, all N -best suggestions have to differ from each other
on the first four words.
As a general conclusion from the results of these field tests, we see that the actual
productivity depended not only on the individual translators, but also on the given test texts.
In cases where these texts were quite uncorrelated with the training data, the system did
not significantly help the human translators to increase their productivity. However, when
the test texts were reasonably well correlated with the training data, high productivity gains
were registered – close to what could be expected according to the KSR/MAR empirical
results.
5.7 Summary
The interactive-predictive machine translation (IPMT) paradigm proposed in this chapter
allows for a close collaboration between a human translator and a machine translation system.
This paradigm entails an iterative process where, in each iteration, a data-driven machine
translation engine suggests a completion for the current prefix of a target sentence which
human translators can accept, modify or ignore.
This idea was originally proposed in the TransType project [Langlais & Foster+ 00b],
where a simple engine was used which only supported single-
word suggestions. Furthering these ideas, in the TransType2
project [SchlumbergerSema S.A. & Instituto Tecnolo´gico de Informa´tica+ 01], state-of-
the-art phrase-based machine translation systems have been developed and integrated in the
IPMT framework. Two different techniques have been compared; namely, alignment tem-
plates, and phrase-based models. The corresponding search algorithms, originally developed
for full-sentence machine translation, have been adapted to the new interactive-predictive
scenario. As a result, full-suffix suggestions are now supported.
Three different tasks; EPPS, Xerox and EU-bulletin; have been considered to assess
the proposed approaches to IPMT. These tasks involve the translation of European plenary
sessions, printer user manuals and the bulletin of the European Union, respectively. The
results suggest that the proposed techniques can reduce the number of keystrokes needed to
produce the translation of a given source text by up to 75% with respect to the number of
keystrokes needed to simply type the whole translation.
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In this thesis, we have studied different statistical approaches to facilitate and improve the
performance of computer-assisted translation systems. The contributions of this work can
be summarized in three categories:
1. Corpus compilation
2. Speech-enabled CAT system
3. Interactive-predictive machine translation
In particular, the following scientific contributions have been achieved.
1. Corpus compilation:
• We have presented two new sentence aligners: the improved Gale and Church (IGC)
method and the bipartite graph matching (BGM) sentence alignment method. In the
first method, the alignment decisions were based on all promising features that can
be extracted for a candidate sentence pair, most of these features were already intro-
duced in the literature. The search of this method was based on beam-search pruning
technique. In the second method, the sentence alignment problem was interpreted
as an assignment problem. The assignment problem is to find a maximum weight
matching in a weighted bipartite graph, which is one of the fundamental combinatorial
optimization problems in mathematics and where the optimum algorithm exists.
• We have conducted a series of experiments to evaluate a set of five different sentence
aligners. We have shown that the IGC and the BGM methods have a comparable
performance with the other sentence aligners. The BGMmethod was superior when the
order of the sentences in the source and the target documents are different. However,
it is hard to say which sentence aligner is the best since the performance of different
sentence aligners investigated in this work are very close. In [Caseli & Nunes 03],
an evaluation of different sentence alignment methods was reported on the task of
Portuguese and English parallel texts. They also reported that due to the very similar
performance of the methods, choosing the best sentence aligner is not an easy task. In
addition, they found that the performance of the sentence aligners vary for different
tasks.
• One of the outcomes of this work is the automatic generation of bilingual training
corpora for two European projects: TransType2 and TC-Star. The European Union
website was selected for both projects as the resource of parallel texts, while different
sections of the website were used for each: the bulletin of the European Union for
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TransType2 and the European parliament plenary sessions of the European Union for
TC-Star.
• We have also presented an efficient approach for corpus filtering to increase the precision
of a bilingual corpus. The experiments have shown that translation likelihood-based
filtering is a robust method for removing noise from the bilingual corpora. It improves
the sentence alignment quality of the corpus and at the same time keeps the corpus
size as large as possible. It has also been shown that the translation likelihood-based
filtering enhances the training corpus for the translation task.
2. Speech-enabled CAT system:
• In this research, we have studied different approaches to integrate MT and ASR models
into a CAT system at the level of word graphs and N -best lists. One of the main goals
in this research was to take another step towards a full single search for the integration
of ASR and MT models; to extend the work presented in [Brown & Chen+ 94], where
ASR models were integrated to the IBM translation Model 2 and only the perplexity
reduction was reported. As the word graph is a real representation of the search space
in the ASR, the rescoring of the ASR word graph with the MT models would be an
acceptable simulation of a full single search. We have proposed several new methods to
rescore the ASR word graphs with IBM translation Model 1 and 3, and phrase-based
MT. All improvements of the combined models are statistically significant at the 99%
level with respect to the ASR baseline system.
• The best ASR and MT integration results are obtained by using the N -best list rescor-
ing approach because of the flexibility of the N -best list approach to use more complex
models like IBM Model 4 or 5 in an accurate and efficient way. However, an advantage
of the word graph rescoring is the confidence of achieving the best possible results based
on a given rescoring model. Another advantage of working with ASR word graphs is
the capability to pass on the word graphs for further processing.
• We have also shown that the phrase-based MT system can also be effectively integrated
to the ASR models in a CAT system, whereas in the previous works, phrase-based MT
had only a small impact on improving the ASR baseline. We showed that smoothing
of the phrase-based MT is necessary in order to effectively integrate it with the ASR
models. The rescoring of the ASR N -best list with smoothed phrase-based MT, PB
MT with omission, outperforms all phrase-based MT rescoring methods in the word
graph rescoring approach, even when the N -best list size is small (N=50).
• We conducted the experiments on the Xerox task and on a standard large task, the
EPPS task. To our knowledge, these are the first experiments that have been done
on a large task so far. We have obtained a relative 18% and 29% error rate reduction
respectively on the Xerox and the EPPS tasks using IBM Model 4 (in both directions)
in the N -best rescoring approach. The largest improvements obtained by the word
graph rescoring approach for Xerox and EPPS tasks were a relative 13% and 10%
respectively using IBMModel 3 in inverted direction for the Xerox task and in standard
direction for the EPPS task.
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3. Interactive-predictive machine translation:
• We have proposed an interactive-predictive machine translation paradigm which allows
for a close collaboration between a human translator and a machine translation system.
This paradigm entails an iterative process where, in each iteration, a data driven
machine translation engine suggests a completion for the current prefix of a target
sentence which human translators can accept, modify or ignore.
• Two state-of-the-art phrase-based machine translation systems, alignment templates
and phrase-based models, have been developed and integrated in the IPMT framework.
The corresponding search algorithms, originally developed for full-sentence machine
translation, have been adapted to the new interactive-predictive scenario. As a result,
full-suffix suggestions are now supported.
• Three different tasks, EPPS, Xerox and EU-bulletin, have been considered to assess the
proposed approaches to IPMT. These tasks involve the translation of European plenary
sessions, printer user manuals and the bulletin of the European Union, respectively.
The results suggest that the proposed techniques can reduce the number of keystrokes
needed to produce the translation of a given source text by up to 75% with respect to
the number of keystrokes needed to simply type the whole translation.
• We have obtained large improvements in interactive evaluation measures by using a
language model prediction on all tasks.
• A sequence of systematic field tests along with two other research centers and two
industrial translation agencies, have been conducted. As a general conclusion from the
results of these field tests, we see that the actual productivity depended not only on
the individual translators, but also on the given test texts. In cases where these texts
were quite uncorrelated with the training data, the system did not significantly help
the human translators to increase their productivity. However, when the test texts
were reasonably well correlated with the training data, high productivity gains were
registered.
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6 Conclusion
108
A Notation
F = fJ1 = f1, · · · , fj, · · · , fJ source language sentence
E = eI1 = e1, · · · , ei, · · · , eI target language sentence
X = xT1 = x1, · · · , xt, · · · , xT target language speech
S = sM1 = s1, s2, · · · sm · · · sM source language document
T = tN1 = t1, t2, · · · tn · · · tN target language document
Pr(·) general probability distribution with no specific assumptions
p(·) model-based probability distribution
λ model scaling factor
h(·) component of log-linear model
δ(·, ·) Kronecker delta
δ(·) extension of Kronecker delta: δ(a) =
{
1 if a is true
0 otherwise
G a word graph
Π(G) the set of all possible path in word graph G
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A Notation
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List of Acronyms
ANN Artificial Neural Network
ASR Automatic Speech Recognition
AT Alignment Template
BGM Bipartite Graph Matching
BLEU BiLingual Evaluation Understudy;
a Method for Automatic Evaluation of Machine Translation
CAT Computer-assisted Translation
DP Dynamic Programming
GC Gale and Church
GIS Generalized Iterative Scaling
GMD Gaussian Mixture Density
GWER Graph Word Error Rate
EM Expectation-Maximization
EPPS European Parliament Plenary Sessions
EU European Union
FSA Finite State Automata
FST Finite State Transducer
HDM Hungarian Distortion Model
HMM Hidden Markov Model
HTER Human Translation Edit Rate
i6 Chair of Computer Science VI (Lehrstuhl fu¨r Informatik VI)
of RWTH Aachen University
IGC Improved Gale and Church
IPMT Interactive-Predictive Machine Translation
ISI Information Sciences Institute at University of Southern California
IWSLT International Workshop on Spoken Language Translation
KSR Key-Stroke Ratio
KSMR Key-Stroke and Mouse-action Ratio
L1O Leaving-One-Out
LCP Longest Common-character Prefix
LDA Linear Discriminant Analysis
LM Language Model
MAR Mouse-Action Ratio
ME Maximum Entropy
MFCC Mel Frequency Cepstral Coefficients
ML Maximum Likelihood
MLRR Maximum-Likelihood Linear Regression
MMI Maximum Mutual Information
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List of Acronyms
mPER multi-reference Position independent word Error Rate
MT Machine Translation
mWER multi-reference Word Error Rate
NIST a Method for Automatic Evaluation of Machine Translation
proposed by National Institute of Standards and Technology
NLP Natural Language Processing
NN Nearest Neighbor
OOV Out of Vocabulary
PBRC Phrase-Based with Relaxed Constraints
PBT Phrase-based Translation
PCA Principal Components Analysis
PDA Penalized Discriminant Analysis
PER Position-independent word Error Rate
RWTH Rheinisch-Westfa¨lische Technische Hochschule Aachen
(RWTH Aachen University)
SWB MT Single Word-Based Machine Translation
SMT Statistical Machine Translation
TER Translation Edit Rate
TM Translation Memory
TT2 TransType2
TC-STAR Technology and Corpora for Speech to Speech Translation
WER Word Error Rate
WGD Word Graph Density
WSR Word-Stroke Ratio
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