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Energy gaps are crucial aspects of the electronic structure of finite and extended systems. Whereas much is
known about how to define and calculate charge gaps in density-functional theory DFT, and about the
relation between these gaps and derivative discontinuities of the exchange-correlation functional, much less is
known about spin gaps. In this paper we give density-functional definitions of spin-conserving gaps, spin-flip
gaps and the spin stiffness in terms of many-body energies and in terms of single-particle Kohn-Sham
energies. Our definitions are as analogous as possible to those commonly made in the charge case, but
important differences between spin and charge gaps emerge already on the single-particle level because unlike
the fundamental charge gap spin gaps involve excited-state energies. Kohn-Sham and many-body spin gaps are
predicted to differ, and the difference is related to derivative discontinuities that are similar to, but distinct
from, those usually considered in the case of charge gaps. Both ensemble DFT and time-dependent DFT
TDDFT can be used to calculate these spin discontinuities from a suitable functional. We illustrate our
findings by evaluating our definitions for the Lithium atom, for which we calculate spin gaps and spin
discontinuities by making use of near-exact Kohn-Sham eigenvalues and, independently, from the single-pole
approximation to TDDFT. The many-body corrections to the Kohn-Sham spin gaps are found to be negative,
i.e., single-particle calculations tend to overestimate spin gaps while they underestimate charge gaps.
DOI: 10.1103/PhysRevB.81.125114 PACS numbers: 71.15.Mb, 31.15.ej, 31.15.ee, 72.25.Dc
I. INTRODUCTION
There is hardly any electronic property of a system that
does not depend on whether there is an energy gap for charge
excitations, or for particle addition and removal. Similarly,
there is hardly any magnetic property of a system that does
not depend in some way on whether there is an energy gap
for flipping a spin, or for adding and removing spins from
the system.
The reliable calculation of charge gaps1 from first prin-
ciples is nontrivial and still faces practical problems rel-
evant aspects are reviewed below, but at least conceptually
it is clear how charge gaps are to be defined and quantified
within modern electronic-structure methods, such as density-
functional theory DFT.2–4 On the other hand, much less is
known about how to calculate, or even define, spin gaps.
In the present paper we show how to define and calculate
the spin gap in spin-DFT SDFT, and predict that such cal-
culations will encounter a spin-gap problem similar to the
band-gap problem familiar from applications of DFT to
semiconductors or to strongly correlated systems.
Section II of this paper is devoted to charge gaps. In Sec.
II A we recapitulate the conceptual difference between fun-
damental gaps and excitation gaps. In Sec. II B we then re-
call the quantitative definition of the fundamental gap and
related quantities, such as the single-particle gap, and par-
ticle addition and removal energies. Section II C summarizes
key aspects of the derivative discontinuity, while Sec. II D
describes the connection between gaps and discontinuities
within the framework of ensemble DFT. Although the final
results of these sections are well known, our treatment is
different from the usual one in so far as we introduce many-
body corrections to the gap and derivative discontinuities in
completely independent ways, related only a posteriori via
ensemble DFT. This way of proceeding is useful for per-
forming the generalization to the spin case.
For both the fundamental gap and the optical excitation
gap, the gapped degree of freedom is related to particles:
either particles are added to or removed from the system, or
particles are excited to higher energy levels within the sys-
tem under study. In ordinary atoms, molecules, and solids,
these particles are electrons, and the particle gaps of many-
electron systems are a key property in determining the func-
tionality of today’s electronic devices.
The last decade has witnessed an enormous growth of
interest in another type of system, and in devices resulting
from them, in which the key degree of freedom is the spin. In
the resulting field of spintronics, and the development of
spintronic devices, one is interested in controlling and ma-
nipulating the spin degrees of freedom independently of, or
in addition to, the charge degrees of freedom. Here, the issue
of the spin gap arises, and a number of questions for
electronic-structure and many-body theory appear: what is
the energy required to add a spin to the system? What is the
energy cost of flipping a spin? How do these concepts differ
from the fundamental and optical gaps involving particles?
Can we calculate spin gaps from spin-density-functional
theory, and if yes, what type of exchange-correlation xc
functional is required? In Sec. III, we answer these questions.
In Sec. III A we contrast spin gaps with charge gaps, and
in Sec. III B we propose a set of many-body and single-
particle definitions for quantities related to the spin gap, such
as spin-flip energies and the spin stiffness. We take care to
ensure that all quantities appearing in our definitions can, in
principle, be calculated from conventional SDFT or time-
dependent SDFT TDSDFT, and try to make the definitions
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in the spin case as analogous as possible to the charge case.
However, this analogy can only be carried up to a certain
point, and important differences between charge gaps and
spin gaps emerge already at this level. As a simple example,
we consider, in Sec. III C, the Lithium atom, for which we
confront calculated and experimental spin gaps.
In Sec. III D we then use ensemble DFT to relate the spin
gap to a derivative discontinuity that is similar to, but distinct
from, the one usually considered in the charge case. Finally,
in Sec. III F, we investigate the connection to excitation gaps
calculated from TDSDFT. Equations are given that allow one
to extract the various spin gaps and related quantities from
noncollinear TDSDFT calculations. For illustrative purposes
we evaluate these for the Lithium atom, and compare the
gaps and discontinuities obtained from time-dependent DFT
to those obtained in Sec. III C from time-independent con-
siderations. Section IV contains our conclusions.
II. CHARGE GAP
A. Fundamental gaps vs excitation gaps
To provide the background for this investigation, let us
first briefly recapitulate pertinent aspects of charge or
particle1 gaps. While by definition all gaps involve energy
differences between a lower-lying state in practice often the
ground state and a state of higher energy, important differ-
ences depend on how the extra energy is added to the system
and what degrees of freedom absorb it. Therefore, different
notions of gap are appropriate for different purposes. For
processes in which particles are added to or removed from
the system, which is subsequently allowed to relax to the
ground state appropriate to the new particle number, the key
quantity is the fundamental gap sometimes also called the
quasiparticle gap which is calculated from differences of
ground-state energies of systems with different particle num-
ber. As such, it is relevant for instance in transport phenom-
ena and electron-transfer reactions. If energy is added by
means of radiation, on the other hand, the particle number
does not change, and the relevant gap is an excitation energy
of the N-particle system. This excitation gap sometimes also
called the optical gap, is relevant, e.g., in spectroscopy.
In first-principles electronic-structure calculations, excita-
tion gaps are today often calculated from time-dependent
density-functional theory TDDFT. Fundamental gaps, on
the other hand, involve ground-state energies of systems with
different particle numbers, and should thus, in principle, be
accessible by means of static ground-state DFT. However,
it is well known that common approximations to DFT en-
counter difficulties in this regard. In semiconductors, for ex-
ample, calculated fundamental gaps are often greatly under-
estimated relative to experiment, and in strongly correlated
systems such as transition-metal oxides, gapped materials are
frequently incorrectly predicted to be metallic, i.e., to have
no gap at all. The resulting band-gap problem of DFT has
been intensely studied for many decades.
A major breakthrough in this field was the discovery of
the derivative discontinuity of the exact exchange-correlation
xc functional of DFT, which was shown to account for the
difference between the gap obtained from solving the single-
particle Kohn-Sham KS equations of DFT, and the true
fundamental gap.5–7 The problems occurring in practice for
semiconductors and strongly correlated systems are therefore
attributed to the fact that common local and semilocal ap-
proximations to the exact xc functional do not have such a
discontinuity. The development of DFT-based methods al-
lowing to nonempirically predict the presence and size of
gaps in many-electron systems continues to be a key issue of
electronic-structure theory and computational materials
science.
B. Definition of fundamental charge gaps
The fundamental charge gap Eg is defined as the differ-
ence
EgN = IN − AN , 1
where the electron affinity energy gained by bringing in a
particle from infinity and ionization energy energy it costs
to remove a particle to infinity are defined in terms of
ground-state energies of the N, N+1 and N−1-particle
systems, as
AN = EN − EN + 1 , 2
IN = EN − 1 − EN . 3
The order of terms in these differences is the conventional
choice. The definition of the fundamental gap is in terms of
processes involving addition and removal of charge and spin.
The change in the respective quantum numbers is 1 in N,
and 1 /2 in S. In chemistry,3 the average of I and A is
identified with the electronegativity of the N-particle system,
IN+AN /2=N.
The corresponding Kohn-Sham gap is defined analo-
gously as
Eg,KSN = IKSN − AKSN , 4
where IKSN=EKSN−1−EKSN and AKSN=EKSN
−EKSN+1. Since the KS total energy is simply the sum of
the KS eigenvalues, EKS=k=1
N k, this reduces to IKSN
=−NN and AKSN=−N+1N, from which one obtains the
usual form
Eg,KSN = N+1N − NN , 5
where NN and N+1N are the highest occupied and the
lowest unoccupied state of the N-particle system, respec-
tively.
The fundamental gap can also be written in terms of KS
eigenvalues by means of the ionization-potential theorem
sometimes known as Koopmans’ theorem of DFT, which
states
IN = − NN 6
AN = IN + 1 = − N+1N + 1 , 7
so that IN IKSN, and
EgN = N+1N + 1 − NN . 8
Note that in contrast with the KS gap 5 these eigenvalues
pertain to different systems.
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The relation between both gaps is established by rewriting
the fundamental gap as
Eg = Eg,KS + xc, 9
which defines xc as the xc correction to the single-particle
gap. By making use of the previous relations we can cast xc
as8–11
xc = N+1N + 1 − N+1N = AKSN − AN . 10
The important thing to notice in these expressions is that, due
to protection by Koopmans’ theorem, the ionization energy
does not contribute to the xc correction xc, so that the cor-
rection of the affinity and of the fundamental gap are one and
the same quantity. Also, note that all of these definitions can
be made without any recourse to ensemble DFT and without
any mention of derivative discontinuities.
C. Nonuniqueness and derivative discontinuities
The basic Euler equation of DFT is2–4
En
nr
=  . 11
Since En=Fn+d3rvextrnr and EKSn=Tsn
+d3rvsrnr, this implies
Fn
nr
=  − vextr 12
and
Tsn
nr
=  − vsr , 13
where Tsn is the noninteracting kinetic energy functional,
Fn=Tn+Un is the internal energy functional, expressed
in terms of the interacting kinetic energy Tn and the inter-
action energy Un,  is the chemical potential, vextr is the
external potential and vsr the effective KS potential.
Both the effective and the external potential are only de-
fined up to a constant, which does not change the form of the
eigenfunctions. Consider now a gapped open system, con-
nected to a particle reservoir with fixed chemical potential
initially in the gap, and gradually change the constant. As
long as the change is sufficiently small, the chemical poten-
tial remains in the gap, the density nr does not change, and
the derivatives on the left-hand side of Eqs. 12 and 13
change continuously.
However, once the change in the constant is large enough
to affect the number of occupied levels, the situation
changes: as soon as a new level falls below the chemical
potential, or emerges above it, the number of particles in the
system changes discontinuously by an integer, and the
chemical potential adjusts itself to the new total particle
number. For later convenience we call the two values of  on
the left and the right of integer particle number 
−
and +,
respectively.
When the right-hand side of Eqs. 12 and 13 changes
discontinuously, the left-hand side must also change discon-
tinuously. This means that the functional derivatives of Fn
and Tsn change discontinuously for variations nr such
that N passes through an integer, and are not defined pre-
cisely at the integer. We can also argue conversely that if the
functional derivatives existed at all nr they would deter-
mine the potentials uniquely. Since the potentials are unique
only up to a constant, the functional derivatives cannot exist
for the density variations n arising from changing the po-
tential by a constant. In a gapped system, these are the n
integrating to an integer.
Either way, we see that the indeterminacy of the potentials
with respect to a constant implies that the functionals Fn
and Tsn display derivative discontinuities for certain direc-
tions in density space along which the total particle number
changes by an integer. This is the famous integer discontinu-
ity of DFT.5–7
D. Connection of discontinuities and gaps: ensemble DFT
Up to this point we have defined xc as a many-body
correction to the single-particle gap, and deduced the exis-
tence of derivative discontinuities from noting the nonu-
niqueness of the external potentials with respect to a con-
stant. These two conceptually distinct phenomena are related
by ensemble DFT for systems with fractional particle num-
ber, describing open systems in contact with a particle
reservoir.5–7 For such systems ensemble DFT guarantees that
the ground-state energy as a function of particle number,
EN, is a set of straight lines connecting values at integer
particle numbers.
For straight lines, the derivative at any N can be obtained
from the values at the end points,
− A = EN + 1 − EN = E
NN+N = + = EnrN+N
14
and
− I = EN − EN − 1 = E
NN−N = − = EnrN−N.
15
The many-body fundamental gap is thus the derivative
discontinuity of the total energy across densities integrating
to an integer,
Eg = I − A =Ennr N+N −Ennr N−N. 16
This energy functional is commonly written as E=Ts+V
+EH+Exc, where the external potential energy V and the Har-
tree energy EH are manifestly continuous functionals of the
density. Hence, the energy gap reduces to the sum of the
discontinuity of the noninteracting kinetic energy Ts and that
of the xc energy Exc.
The entire argument up to this point can be repeated for a
noninteracting system in external potential vs. The energy of
this system is EKS=Ts+Vs, of which only the first term can
be discontinuous. Hence the fundamental gap of the KS sys-
tem is given by the discontinuity of Ts,
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Eg,KS =Tsnnr N+N −Tsnnr N−N. 17
Returning now to the many-body gap, written as the sum of
the discontinuities of Ts and Exc, we arrive at
Eg = Eg,KS +Excnnr N+N −Excnnr N−N, 18
or, by means of Eq. 9,
xc =Excnnr N+N −Excnnr N−N. 19
This identifies the xc correction to the single-particle gap as
the derivative discontinuity arising from the nonuniqueness
of the potentials with respect to an additive constant.5–7
Importantly, this connection is not required to define the
xc corrections and neither is its existence enough to conclude
that these corrections are nonzero. Many-body corrections to
the single-particle gap can be defined independently of any
particular property of the density functional or even without
using any density-functional theory, and whether for a given
system these corrections are nonzero or not depends on the
electronic structure of that particular system, and does not
follow from the formal possibility of a derivative discontinu-
ity, because this discontinuity itself might be zero. Thus, the
question of the existence and size of xc corrections to the
charge gap must be asked for each system anew. As we will
see in the next section, the same is true for the spin gap.
III. SPIN GAP
We have provided the above rather detailed summary of
the definition of the fundamental charge gap and its connec-
tion to nonuniqueness and to derivative discontinuities to
prepare the ground for the following discussion of the spin
gap. In order to arrive at a consistent DFT definition of spin
gaps, we follow the steps outlined in the charge case: i
define appropriate gaps and their xc corrections, ii use the
nonuniqueness of the SDFT potentials to show the existence
of spin derivative discontinuities, and iii identify a suitable
spin ensemble to connect the two.
A. Spin gap vs charge gap
To introduce a spin gap or a spin-flip energy see below
for precise definitions we consider processes in which only
the total spin of the system is changed, while the particle
number remains the same. There cannot be any definition in
terms of particle addition and removal energies, since in
these processes the charge changes, too, which is not what
one wants the spin gap to describe. In other words, the
change of quantum numbers related to a spin flip is 1 for
the spin and 0 for charge. Note that this is an excitation
energy, where the excitation takes place under the constraints
of constant particle number and change of total spin by one
unit. This is the key difference to the previous section, from
which all other differences follow.
B. Definition of spin gaps: spin-flip energies and spin stiffness
First, we define the spin up-flip energy and the spin down-
flip energy in terms of many-body energies as
Esf+N = EN,S + 1 − EN,S , 20
Esf−N = EN,S − 1 − EN,S . 21
Here EN ,S is the lowest energy in the N-particle spin-S
subspace, where S is the eigenvalue of the z component of
the total spin, and we assumed that spin up and spin down
are good quantum numbers. This implies, in particular, that
spin-orbit coupling is excluded from our analysis. Of course
these definitions only apply if the respective flips are actually
possible; in other words, if S does not yet have the maximal
or minimal value for a given N. The energy differences in
Eqs. 20 and 21 can be estimated in a SCF-like way by
performing approximate, say LDA, calculations of total en-
ergies maintaining the occupation of the KS levels fixed such
as to reproduce total spin S, S+1 and S−1, respectively.
Interestingly, these differences are also connected rigorously
to a difference of KS eigenvalues at S=1 corrected by suit-
able derivative discontinuities, and can be obtained from
time-dependent DFT or from ensemble DFT as we will show
below.
Conceptually, the differences Esf+N and Esf−N are
similar to the concepts of affinity and ionization energy, Eqs.
2 and 3. However, affinities and ionization energies are
always defined with the smaller value of N as the first term
in the differences, whereas spin-flip energies are convention-
ally defined as final state minus initial state, i.e., both spin-
flip energies measure an energy cost. Therefore, the down-
flip is the spin counterpart to the ionization energy, while the
up-flip is the spin counterpart to minus the electron affinity.
A more important difference is that the spin-flip energies
involve excited-state energies EN ,S+1 and EN ,S−1 of
the N-particle system, instead of ground-state energies, and
in this sense are more similar to the optical gap in the charge
case than to the quantities used in evaluating the fundamental
gap. Alternatively, these energies can also be considered
ground-state energies for sectors of Hilbert space restricted
to a given total S, which by adding a suitable constant can be
made into absolute ground-state energies, but we will not
make use of this alternative interpretation in the following.
KS spin-flip energies are related analogously to single-
particle eigenvalues, according to
EKS
sf+
= l↑ − H↓, 22
EKS
sf−
= l↓ − H↑, 23
where all energies are calculated at the same N, S. Here l
means the lowest unoccupied spin  state, and H means
the highest occupied spin  state. Similarly, L and h
denote the lowest occupied spin  state and h the highest
unoccupied spin  state, respectively. This notation is non-
standard, but helpful, and further illustrated in Fig. 1.
In the same way, we can also define the spin conserving
sc single-particle gaps in each spin channel, as
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Eg,KS
sc,↑
= l↑ − H↑, 24
Eg,KS
sc,↓
= l↓ − H↓. 25
The spin-conserving gaps and the spin-flip energies are nec-
essarily related by Eg,KS
sc↑ +Eg,KS
sc↓
=EKS
sf−+EKS
sf+
. A look at Fig. 1
clarifies these definitions. If the system is non-spin-polarized,
both spin-flip energies and both spin-conserving gaps be-
come equal to the ordinary KS charge gap, which in our
present notation reads l−H.
In the same way as for charge gaps, we can now also
consider the sum and the difference of the spin-flip energies.
The sum
Es = Esf− + Esf+ 26
of the energies it costs to flip a spin up and a spin down is
formally analogous to the fundamental gap 1, but with the
important difference that Es involves excited-state energies.
The unusual sign sum instead of difference arises simply
because both spin-flip energies measure costs, whereas the
affinity featured in Eq. 1 measures an energy gain.
The formal analogy to Eq. 1 suggests that the quantity
defined in Eq. 26 be called the fundamental spin gap. In
practice, however, the name spin gap is more appropriately
applied to the individual spin-flip energies. The physical in-
terpretation of their sum, Eq. 26, is revealed by expressing
it in terms of the many-body energies by means of Eqs. 20
and 21,
Es = EN,S + 1 + EN,S − 1 − 2EN,S . 27
This is of the form of a discretized second derivative
2EN ,S /S2, which identifies Es as the discretized spin
stiffness we anticipated this interpretation when attaching a
subscript s for stiffness to the sum in Eq. 26. We note that
half of I−A is known in quantum chemistry as chemical
hardness, which conveys a very similar idea as stiffness. Ge-
nerically, we refer to all three quantities Esf−, Esf+, and Es as
spin gaps.
The spin electronegativity can be defined as half of the
difference of the spin-flip energies, s= Esf−−Esf+ /2. This
quantity has the following interpretation: if s0, it costs
less energy to flip a spin up than to flip a spin down, whereas
if s	0 the down flip is energetically cheaper.
The KS spin stiffness is defined as the sum of KS spin-flip
energies,
Es,KS = EKS
sf− + EKS
sf+
, 28
or, with Eqs. 22 and 23,
Es,KS = l↓ − H↑ + l↑ − H↓ . 29
This is analogous to Eq. 5, except that in spin flips nothing
is removed to infinity or brought in from infinity. Thus, dif-
ferently from the KS ionization energy and electron affinity,
the spin-flip energies require two single-particle energies for
their definition instead of one, and in contrast with the KS
charge gap the KS spin stiffness requires four single-particle
energies instead of two.
This missing analogy is physically meaningful: conven-
tional gaps are defined in terms of particle addition and re-
moval processes and are ground-state properties. To define
pure spin gaps i.e., spin-flip energies and spin stiffness in
which the charge does not change, we cannot make use of
particle addition and removal processes but have to use spin
flip processes instead. However, spin flips are excitation en-
ergies, and we must specify both initial and final states to
define them properly.
We also note that the many-body spin stiffness has no
simple expression in terms of eigenvalues which would be
analogous to Eq. 8. Such an expression would require the
spin counterpart to Koopmans’ theorem IN IKSN, which
FIG. 1. Color online a spin-resolved single-particle KS density-of-states of a spin-polarized insulator. Two spin-flip energies and two
spin-conserving gaps can be defined. b the half-metallic ferromagnet is a special case in which the gap in one spin channel say spin up
is zero. In this case, there is only one spin-conserving gap, equal to the sum of both spin-flip energies, EKS
sf−+EKS
sf+
=Es,KS
sc
, and the KS charge
gap is zero, due to the presence of the gapless spin down channel. Figure 1 courtesy of Daniel Vieira.
SPIN GAPS AND SPIN-FLIP ENERGIES IN DENSITY-… PHYSICAL REVIEW B 81, 125114 2010
125114-5
is not available for spin-flip energies. Hence, in general both
spin-flip energies Esf− and Esf+ may be individually different
from their KS counterparts EKS
sf− and EKS
sf+
,
Esf− = EKS
sf− + xc
sf−
, 30
Esf+ = EKS
sf+ + xc
sf+
. 31
We can, moreover, establish a relation between the many-
body spin stiffness and the KS spin stiffness by rewriting the
former as
Es = Es,KS + xc
s
= EKS
sf− + EKS
sf+ + xc
s
, 32
which defines xc
s as the xc correction to the KS spin stiff-
ness. The important thing to notice in Eq. 32 is that there is
no reason to attribute xc
s only to the up-flip energy. This is a
key difference to the charge case, where IN IKSN and
the xc correction could thus be attributed only to the electron
affinity. Rather, the spin-flip corrections are connected by
xc
s
= xc
sf− + xc
sf+
. 33
C. Example: the Li atom
To give an explicit example of the quantities introduced in
the previous section, we now consider the Li atom. For this
system, KS eigenvalues H↑=2s↑, l↑=2p↑, l↓=2s↓, and
H↓=1s↓ have been obtained by numerical inversion of the
KS equation starting from near-exact densities see Table
I.12,14
The KS spin-flip energies are obtained as
EKS
sf+
= 2p↑ − 1s↓, 34
EKS
sf−
= 2s↓ − 2s↑. 35
They are given in Table II, together with the spin stiffness Es,
see Eq. 26. Table II also presents the corresponding experi-
mental many-body energy differences for the Li atom, which
were obtained using spectroscopic data for the lowest quartet
state 4P0 and accurate wave-function based theory.15,16 Rela-
tivistic effects and other small corrections included in the
experimental data are ignored since they are too small on the
scale of energies we are interested in.
Table II also gives the xc corrections to the single-particle
spin flip energies, see Eqs. 30 and 31, and the xc correc-
tion to the spin stiffness, xc
s
, see Eq. 32. As a consistency
test we verified that relation 33, which connects the xc
corrections of the spin-flip energies to the xc corrections of
the spin stiffness, is satisfied.
We also carried out calculations using the exact-exchange
XX eigenvalues of Ref. 12 in order to separately assess the
size of exchange and correlation effects. The resulting value
of x
s
=−3.38 eV indicates a larger more negative correc-
tion than in the calculation including correlation. An approxi-
mate KLI-XX calculation13 yields very similar results, while
the LSDA data are completely different and do not even
reproduce the correct sign.
Three of the required “exact” KS single-particle eigenval-
ues are also reported in Ref. 14 we use the result of Ref. 12
for the missing value of 2p↑. The value of 2s↓ is quite
different than the value reported in Ref. 12 −5.87 eV versus
TABLE I. Kohn-Sham energy eigenvalues in eV for the
Lithium atom. The 1s↑, 2s↑ and 1s↓ levels are occupied. KS: en-
ergy eigenvalues obtained by inversion from quasiexact densities.
XX denotes exact exchange Ref. 12, and KLI is the Krieger-Li-
Iafrate approximation Ref. 13.
KSa KSb XXa KLI-XX LSDA
−1s↑ 55.97 58.64 55.94 56.64 51.02
−2s↑ 5.39 5.39 5.34 5.34 3.16
−2p↑ 3.54 3.48 3.50 1.34
−1s↓ 64.41 64.41 67.18 67.14 50.81
−2s↓ 8.16 5.87 8.25 8.23 2.09
aReference 12.
bReference 14.
TABLE II. Single-particle spin-flip energies Eqs. 34 and 35 and spin stiffness Eq. 29, their
experimental Expt. counterparts, Eqs. 20, 21, and 26, and the resulting xc corrections defined in Eqs.
30–32, for the lithium atom. In the columns labeled KS we employ KS eigenvalues obtained from
near-exact densities, while in the columns labeled XX, KLI-XX, and LSDA we use approximate eigenvalues
obtained from standard SDFT calculations. The experimental values were obtained using spectroscopic data
for the lowest quartet state 4P0 from Ref. 15 as well as accurate wave-function based theory from Ref. 16. All
values are in eV.
KSa KSb XXa KLI-XX LSDA Expt.
Esf+ 60.87 60.87 63.70 63.64 49.47 57.41
Esf− −2.77 −0.48 −2.91 −2.89 1.07 0
Es 58.10 60.39 60.79 60.75 50.54 57.41
xc
sf+
−3.46 −3.46 −6.29 −6.23 7.94
xc
sf− 2.77 0.48 2.91 2.89 −1.07
xc
s
−0.69 −2.98 −3.38 −3.34 6.87
aReference 12.
bReference 14, taking −2p↑=3.54 eV from Reference 12.
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−8.16 eV, and consequently we obtain a rather different
value of xc
s −2.98 eV versus −0.69 eV. Nevertheless,
both sets of data sustain our main conclusions in this section:
i Simple LSDA calculations give rise to serious qualita-
tive errors. As can be seen from Table II, one obtains spin-
flip energies that are drastically too small Esf+ or have the
wrong sign Esf−. The resulting xc corrections also suffer
from having the wrong sign. These shortcomings of the
LSDA are hardly surprising in view of its well-established
failure to describe the charge gap. Although the nature of the
correction required for charge gaps is different from that re-
quired for spin gaps, both must compensate for the basic
deficiencies of their common starting point the LDA eigen-
values: the fact that LDA has no discontinuity whatsoever
and that it predicts the wrong asymptotics for the KS poten-
tial of finite systems.
ii Even the precise KS eigenvalues do not predict the
exact spin flip energies and spin stiffness, i.e., the xc correc-
tions introduced in Sec. III B on purely formal grounds are
indeed nonzero. The absolute size of these corrections im-
plies that a simple KS eigenvalue calculation of spin gaps
can be seriously in error.
iii Exchange-only calculations overestimate in modu-
lus the size of the gap corrections. This implies that there is
substantial cancellation between the exchange and the corre-
lation contribution to the full correction. This is the same
trend known for charge gaps.
iv The xc corrections to both the up-flip energy and the
spin stiffness turn out to be negative; in other words the KS
calculation overestimates these quantities. This is the oppo-
site of what occurs in the case of the fundamental charge
gap, which is underestimated by the KS calculation. We note
that hints of an overestimation of the experimental spin-flip
energies by KS eigenvalue differences have also been ob-
served for half-metallic ferromagnets. In the case of CrO2,
for example, Ref. 17 reports experimental spin-flip energies
in the range 0.06 to 0.25 eV and compiles SDFT predictions
that range from 0.2 to 0.7 eV and in one case even 1.7 eV.
D. Nonuniqueness and derivative discontinuities in SDFT
Above we pointed out that the effective and external po-
tentials of DFT are determined by the ground-state density
up to an additive constant. However, this statement only
holds when one formulates DFT exclusively in terms of the
charge density, as we have done in discussing charge gaps. It
does not hold when one works with spin densities, as in
SDFT, or current densities, as in current-DFT CDFT.
In these cases the densities still determine the wave func-
tion, but they do not uniquely determine the corresponding
potentials. A first example of this nonuniqueness problem of
generalized DFTs was already encountered in early work on
SDFT, for the single-particle KS Hamiltonian.18 Later, this
observation was extended to the SDFT many-body
Hamiltonian,19,20 and further examples were obtained in
CDFT Ref. 21 and SDFT on lattices.22
Nonuniqueness is a generic feature of generalized multi-
density DFTs, consequences of which are still under
investigation.23–27 In particular, Refs. 19 and 20 already point
out that the nonuniqueness of the potentials of SDFT implies
that the SDFT functionals can have additional derivative dis-
continuities, because, if the functional derivatives of F and
Ts in multidensity DFTs such as SDFT and CDFT existed for
all densities, they would determine the corresponding poten-
tials uniquely. Very recently, Gál and collaborators27 pointed
out that one-sided derivatives may still exist, and explored
consequences of this for the DFT description of chemical
reactivity indices, while Perdew and Sagvolden28 and Chan29
discussed the extension of the classic work on derivative
discontinuities within DFT Refs. 5–7 to SDFT.
Just as in the charge case, derivative discontinuities result
from the nonuniqueness of the spin-dependent potentials,
while corrections to single-particle gaps result from the aux-
iliary nature of Kohn-Sham eigenvalues. In the charge case,
both distinct phenomena could be connected by means of
ensemble DFT for systems of fractional-particle number. The
question then arises if a similar connection can also be es-
tablished in the spin case. This requires an investigation of
spin ensembles.
E. Spin ensembles
Consequences of the nonuniqueness of the potentials of
SDFT for the calculation of spin gaps were already hinted at
in Refs. 19 and 20, where it was pointed out that there may
be a spin-gap problem in SDFT similarly to the well known
band-gap problem of DFT.
To make these hints more precise, we first recall, from the
above, that the quantity usually called the spin gap is actually
what we here called the spin-flip gap, and is analogous to the
ionization energy or the electron affinity in the charge case,
not to the fundamental particle gap. The spin-dependent
quantity that is most analogous to the fundamental particle
gap is the discretized spin stiffness of Eqs. 26 and 27.
However, regardless of whether one focuses on the spin-flip
energies or on the spin stiffness, the spin situation is not
completely analogous to the charge situation because both
the spin-flip gaps and the spin stiffness are defined in terms
of excited states of an N-particle Hamiltonian, while charge
gaps are defined in terms of ground-state energies of Hamil-
tonians with different particle numbers.
To identify a suitable ensemble, we write the energy as-
sociated with a generic ensemble of two systems, A and B, as
Ew = 1 − wEA + wEB, 36
where 0
w
1 is the ensemble weight. If A and B have
different particle numbers, NA and NB=NA1, this becomes
the usual fractional-particle number ensemble, which is un-
suitable for our present investigation where the involved sys-
tems differ in the spin but not the charge quantum numbers.
A spin-dependent ensemble was recently constructed by
Yang and collaborators30,31 in order to understand the static
correlation error of common density functionals. In this spin
ensemble, A and B have different possibly fractional spin,
but are degenerate in energy. The constancy condition,
whose importance and utility is stressed in Refs. 30 and 31,
arises directly from the restriction of the ensemble to degen-
erate states. While useful for the purposes of analyzing the
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static correlation error, this spin ensemble is too restrictive
for our purposes, as it excludes the excited states involved in
the definition of spin-flip gaps and of the spin stiffness.
Ensembles involving excited states have been employed
in DFT in connection with the calculation of excitation
energies.32–34 Here A and B differ in energy but stem from
the same Hamiltonian, with fixed particle number. Excited-
state ensemble theory leads to a simple expression relating
the first excitation energy to a KS eigenvalue difference,33
EB − EA = M+1
w
− M
w + Excw n
w

n=nw
, 37
where EB and EA are the energies of first excited and the
ground state of the many-body system, respectively, M+1
w
and M
w are the highest occupied and lowest unoccupied KS
eigenvalues, and Exc
w is the ensemble xc functional. Equation
37 holds for ensemble weights in the range 0
w
1 /2.
Levy showed35 that the last term in this equation is related to
a derivative discontinuity according to
 Excw n
w

n=nw
=Excw=0n
nr

n=nw=0
−Excw n
nr

n=nw
38
for w→0. Here nw= 1−wnA+wnB is the ensemble density,
and the discontinuity arises because even in the w→0 limit
the ensemble density does contain an admixture of the state
B with energy EBEA and thus decays differently from n0 as
r→.35 Levy developed his argument explicitly only for the
spin-unpolarized case, but already pointed out in the original
paper that the results carry over to spin-polarized situations.
In our case, we take A to be the ground state and B to be
the lowest-lying state differing from it by a spin flip. To be
specific, let us assume that the spin is flipped up. In this case
we obtain from Eqs. 37 and 38 in the limit w→0, and
using our present notation,
Esf+N = EN,S + 1 − EN,S 39
=l↑
w
− H↓
w + Excw n↑,n↓
w
n↑=n↑w
n↓=n↓
w
40
=l↑
w
− H↓
w +Excw=0n↑,n↓
n↓r
n↑=n↑w=0
n↓=n↓
w=0
−Excw n↑,n↓
n↓r
n↑=n↑w
n↓=n↓
w
41
=Ew,KS
sf+ N + w,xc
sf+
, 42
for w→0. Equation 42, which is the ensemble version of
our Eq. 31, illustrates that KS spin-flip excitations, too,
acquire a many-body correction arising from a derivative
discontinuity.
In the particular case in which the spin flip costs no en-
ergy in the many-body and in the KS system, the preceding
equation reduces to w,xc
sf+
=0, which is the constancy condi-
tion derived in Refs. 30 and 31 for spin ensembles of degen-
erate states.
We note that the KS eigenvalues and the discontinuity in
Eqs. 40–42 must be evaluated by taking the w→0 limit
of the w-dependent quantities, while the quantities in Eq.
31 have no ensemble dependence. This complicates the
evaluation of spin-flip energies and their discontinuities, as
defined in Sec. III B, from ensemble DFT. Therefore, we turn
to still another density-functional approach to excited states
in order to evaluate these quantities: TDDFT.
F. Connection to TDDFT
TDDFT has established itself as the method of choice for
calculating excitation energies in atomic and molecular sys-
tems, and is making rapid progress in nanoscale systems and
solids as well.36,37 In this section we will make a connection
between the preceding discussion and TDDFT, which will
allow us to derive simple approximations for the xc correc-
tions to the single-particle spin-flip excitation energies and
the spin stiffness.
To calculate the spin-conserving and the spin-flip excita-
tion energies, it is necessary to use a noncollinear spin-
density response theory, even if the system under study has a
ground state with collinear spins i.e., spin-up and -down
with respect to the z axis are good quantum numbers. In this
way the spin-up and spin-down density responses can be-
come coupled, and the description of spin-flip excitations
for instance, due to a transverse magnetic perturbation be-
comes possible. In TDDFT, the spin-conserving and the spin-
flip excitation energies can be obtained from the following
eigenvalue equations, which are a generalization of the
widely used Casida equations38 for systems with noncol-
linear spin:39



ia
	iiaaai + Kia,ia
, Xia
+ Kia,ia
, Yi,a
 = − Xi,a, 43



ia
	Kia,ia
, Xia + aaiiai
+ Kia,ia
, Yi,a
 = Yi,a, 44
where we use the standard convention that i, i and a, a are
indices of occupied and unoccupied KS orbitals, respec-
tively, and ,  are spin indices, and ai=a
−i. Choosing the KS orbitals to be real, without loss of
generality, we have
Kia,ia
,  = d3r d3rirar
 f,
Hxc r,r,irar .
45
Here, the subscript indices of the matrix elements K refer to
the KS orbitals in the integrand, and the superscript spin
indices refer to the Hartree-xc kernel
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f,,
Hxc r,r, =

r − r
+ f,
xc r,r, , 46
where the frequency-dependent xc kernel is defined as the
Fourier transform of the time-dependent xc kernel
f,
xc r,t,r,t = vxc r,t
nr,t

n r,t=n0r
. 47
Here, n r , t and n0r are the time-dependent and the
ground-state 22 spin-density matrix, which follow from
the DFT formalism for noncollinear spins.39–43
Equations 43 and 44 give, in principle, the exact spin-
conserving and spin-flip excitation energies of the system,
provided the exact KS orbitals and energy eigenvalues are
known, as well as the exact functional form of f,
xc
. We
will now consider a simplified solution known as the single-
pole approximation.44,45 It is obtained from the full system of
Eqs. 43 and 44 by making the Tamm-Dancoff approxima-
tion i.e., neglecting the off diagonals and focusing only on
the H→ l excitations. In other words, we need to
solve the 44 problem


lH + KHl,Hl
, YH,l = YH,l.
48
For ground states with collinear spins, the only nonvanishing
elements of the Hartree-xc kernel are
f↑↑,↑↑Hxc , f↓↓,↓↓Hxc , f↑↑,↓↓Hxc , f↓↓,↑↑Hxc , f↑↓,↑↓xc , f↓↑,↓↑xc 49
notice that there is no Hartree term in the spin-flip channel,
and the spin-conserving and spin-flip excitation channels de-
couple into two separate 22 problems. For the spin-
conserving case, we have
det↑↑ − sc + M↑↑,↑↑ M↑↑,↓,↓
M↓↓,↑↑ ↓↓ − sc + M↓↓,↓↓
 = 0, 50
where we abbreviate M,=KHl,Hl
,  and 
=l,H=l−H. From this, we get the two spin-
conserving excitation energies as
Esc↑,↓ =
↑↑ + ↓↓ + M↑↑,↑↑ + M↓↓,↓↓
2
 M↑↑,↓↓M↓↓,↑↑ + 14 ↑↑ − ↓↓
+ M↑↑,↑↑ − M↓↓,↓↓21/2, 51
with the spin-conserving Kohn-Sham single-particle gaps
Eg,KS
sc↑↓
=↑↑↓↓. The two spin-flip excitations follow immedi-
ately as
Esf+ = ↑↓ + M↑↓,↑↓, 52
Esf− = ↓↑ + M↓↑,↓↑, 53
where EKS
sf+
=↑↓ and EKS
sf−
=↓↑.
This gives a simple approximation for the xc correction to
the spin stiffness,
xc
s
= M↑↓,↑↓ + M↓↑,↓↑. 54
Explicit expressions for f,
xc
can be obtained from the
local spin-density approximation LSDA, and we list them
here for completeness see also Wang and Ziegler39,
f↑↑,↑↑xc =
2nexc
h 
n2
+ 21 − 
2exc
h
n  
+
1 − 2
n
2exc
h
2
,
f↓↓,↓↓xc =
2nexc
h 
n2
− 21 + 
2exc
h
n  
+
1 + 2
n
2exc
h
2
,
f↑↑,↓↓xc =
2nexc
h 
n2
− 2
2exc
h
n  
−
1 − 2
n
2exc
h
2
,
f↑↓,↑↓xc =
2
n
exc
h n,

, 55
where f↓↓,↑↑xc = f↑↑,↓↓xc and f↓↑,↓↑xc = f↑↓,↑↓xc , and it is understood that
all expressions are multiplied by r−r and evaluated at
the local ground-state density and spin polarization, n0r
=n0↑r+n0↓r and 0r= n0↑r−n0↓r /n0r. For the xc
energy density of the spin-polarized homogeneous electron
gas we take the standard interpolation formula
exc
h n, = exc
h n,0 +
1 + 4/3 + 1 − 4/3 − 2
24/3 − 2
 exc
h n,1 − exc
h n,0 . 56
The case of exact exchange XX in linear response can be
treated exactly, though with considerable technical and nu-
merical effort.46,47 A simplified expression of the XX xc ker-
nel was developed by Petersilka et al.,44 and we have gener-
alized their expression for the linear response of the spin-
density matrix. We obtain
f↑↑,↑↑x r,r = − 
i,k
N↑ k↑rk↑
 ri↑
 ri↑r
r − rn↑rn↑r
57
and similarly for f↓↓,↓↓x r ,r, and
f↑↓,↑↓x r,r = − 
i,k
N↑,N↓ k↑rk↑
 ri↓
 ri↓r
r − rn↑rn↓rn↑rn↓r
= f↓↑,↓↑x r,r . 58
Here, N↑ and N↓ are the number of occupied spin-up and
spin-down orbitals.
We have evaluated Eqs. 51–54 for the spin-conserving
and spin-flip excitation energies of the Lithium atom involv-
ing the H and l orbitals. The LSDA and KLI-XX
orbital eigenvalues that are needed as input are given in
Table I.
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The associated excitation energies are shown in Table III,
where we compare KS excitations, i.e., differences of KS
eigenvalues, with TDDFT excitations obtained using the
single-pole approximation described above. All in all, the
TDDFT excitation energies are not much improved com-
pared to the KS orbital eigenvalue differences. The main
reason is that the LSDA and KLI-XX KS energy eigenvalues
are not particularly close to the exact KS energy eigenvalues,
and furthermore that the single-pole approximation is too
simplistic for this open-shell atom.
However, we observe that the xc correction xc
s to the spin
stiffness Es, when directly calculated within LSDA or
KLI-XX using the TDDFT formula 54, is reasonably close
to the exact value, and has the correct sign. This tells us that,
even though the KS spin gap itself may be not very good, the
simple TDDFT expression 54 gives a reasonable approxi-
mation for the xc correction to it.
The approximate xc kernels used in this section are adia-
batic, i.e., independent of frequency; however, our formalism
is by no means restricted to the adiabatic approximation. The
 dependence of the xc kernel plays a role in two key situ-
ations: for double multiple excitations,49 and for charge-
transfer excitations involving open-shell fragments;50 neither
is the case in our example. By definition, the spin gap only
involves single spin flips, which rules out any contributions
from double or multiple excitations. On the other hand, the
spin gap of large bio molecular systems whose lowest spin-
flip excitations have charge-transfer character with open-
shell donor-acceptor fragments may indeed require a nona-
diabatic xc kernel.
IV. CONCLUSION
The calculation of spin gaps and related quantities is im-
portant for phenomena like spin-flip excitations in finite
systems,39 the magnetic and transport properties of extended
systems such as half-metallic ferromagnets17 and, quite gen-
erally, in the emerging field of spintronics and spin-
dependent transport.
Our aim in this paper was to show how to define and
calculate spin gaps and related quantities from density-
functional theory. The proper definition of spin gaps in SDFT
is by no means obvious, and the straightforward extrapola-
tion of concepts and properties from the charge case to the
spin case is fraught with dangers. Therefore, we started our
investigation by disentangling two aspects of the gap prob-
lem that in the charge case are usually treated together: the
derivative discontinuity and the many-body correction to
single-particle gaps.
On this background, we then provided a set of DFT-based
definitions of quantities that are related to spin gaps, such as
spin-conserving gaps, spin-flip gaps and the spin stiffness,
pointing out in each case where possible analogies to the
charge case exist, and when these analogies break down. In
particular, spin-flips involve excitations, while particle addi-
tion and removal involves ground-state energies. As a conse-
quence, single-particle spin-flip energies involve two eigen-
values and not one and single-particle spin gaps involve
four and not two. Moreover, each spin-flip energy may
have its own xc correction there is no Koopmans’ theorem
for spin flips.
An evaluation of our definitions for the Lithium atom,
making use of highly precise Kohn-Sham eigenvalues and
spectroscopic data, shows that the many-body correction to
spin gaps can indeed be nonzero. In fact, unlike what is
common in the charge case, this correction turns out to be
negative, i.e., the single-particle calculation overestimates
the spin gap while it underestimates the charge gap. While
this result for a single atom is consistent with available data
on half-metallic ferromagnets,17 similar calculations must be
performed for other systems before broad trends can be
identified.
Next, we connected the many-body corrections to the spin
gap and related quantities to ensemble DFT and to TDDFT.
The former connection makes use of a suitable excited-state
spin ensemble different from the degenerate-state spin en-
semble recently proposed by Yang and collaborators30,31 and
TABLE III. Top part: lowest spin-conserving and spin-flip excitation energies for the lithium atom,
calculated with LSDA and KLI-XX using differences of KS eigenvalues and TDDFT in the single-pole
approximation 51–53. Bottom part: TDDFT xc corrections to the KS spin-flip excitation energies, from
Eqs. 52 and 53, and to the KS spin gap, Eq. 54. All numbers are in eV.
LSDA KLI-XX Exact
KS TDDFT KS TDDFT KSa Expt.b
Esc↑ 1.83 2.00 1.84 2.01 1.85 1.85
Esc↓ 48.72 48.89 58.90 59.31 56.25 56.36
Esf+ 49.47 48.23 63.64 62.12 60.87 57.41
Esf− 1.07 0.99 −2.89 −2.97 −2.77 0.0
xc
sf+
−1.24 −1.52 −3.46
xc
sf−
−0.08 −0.07 +2.77
xc
s
−1.32 −1.59 −0.69
aEvaluated from the KS eigenvalues of Reference 12.
bSpectroscopic data from Ref. 48 Esc↑,↓ and References 15 and 16 Esf+.
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depends on a crucial insight of Levy35 regarding excited-
state derivative discontinuities. The latter connection em-
ploys a noncollinear version of the Casida equations,39 which
we evaluate, again for the Lithium atom, within the single-
pole approximation, in LSDA and for exact exchange.
The development of approximate density functionals and
computational methodologies that permit the reliable calcu-
lation of spin gaps and related quantities, including their
many-body xc corrections, remains a challenge for the
future.
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