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Abstract
Virtual cleaning of art is a key process that conservators apply to see the likely appearance of
the work of art they have aimed to clean, before the process of cleaning. There have been many
different approaches to virtually clean artworks, but having to physically clean the artwork at a
few specific places of specific colors, the need to have pure black and white paint on the painting
and their low accuracy are only a few of their shortcomings prompting us to propose deep learning
based approaches in this research. First we report the work we have done in this field focusing
on the color estimation of the artwork virtual cleaning and then we describe our methods for the
spectral reflectance estimation of artwork in virtual cleaning. In the color estimation part, a deep
convolutional neural network (CNN) and a deep generative network (DGN) are suggested, which
estimate the RGB image of the cleaned artwork from an RGB image of the uncleaned artwork.
Applying the networks to the images of the well-known artworks (such as the Mona Lisa and
The Virgin and Child with Saint Anne) and Macbeth ColorChecker and comparing the results to
the only physics-based model (which is the first model that has approached the issue of virtual
cleaning from the physics-point of view, hence our reference to compare our models with) shows
that our methods outperform that model and have great potentials of being applied to the real
situations in which there might not be much information available on the painting, and all we have
is an RGB image of the uncleaned artwork. Nonetheless, the methods proposed in the first part,
cannot provide us with the spectral reflectance information of the artwork, therefore, the second
part of the dissertation is proposed. This part focuses on the spectral estimation of the artwork
virtual cleaning. Two deep learning based approaches are also proposed here; the first one is deep
generative network. This method receives a cube of the hyperspectral image of the uncleaned
artwork and tries to output another cube which is the virtually cleaned hyperspectral image of
the artwork. The second approach is 1D Convolutional Autoencoder (1DCA), which is based
on 1D convolutional neural network and tries to find the spectra of the virtually cleaned artwork
using the spectra of the physically cleaned artworks and their corresponding uncleaned spectra.
3
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The approaches are applied to hyperspectral images of Macbeth ColorChecker (simulated in the
forms of cleaned and uncleaned hyperspectral images) and the ’Haymakers’ (real hyperspectral
images of both cleaned and uncleaned states). The results, in terms of Euclidean distance and
spectral angle between the virtually cleaned artwork and the physically cleaned one, show that the
proposed approaches have outperformed the physics-based model, with DGN outperforming the
1DCA. Methods proposed herein do not rely on finding a specific type of paint and color on the
painting first and take advantage of the high accuracy offered by deep learning based approaches
and they are also applicable to other paintings.
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Chapter 1

Introduction
1.1

Background

It is a well-known physical phenomenon that the appearance of varnish on the surface of a painted
work of art will change over time, altering the visual qualities of the work. There are artists who
did not intend for their paintings to be varnished but once the paintings were out of their hands, the
artworks were varnished mostly for protection purposes [1–3]. Although effective in protecting
the artwork from dirt and pollutant, varnish application can substantially change the appearance of
paintings [4], particularly after the passage of a significant amount of time. The most common material used as varnish are the natural triterpenoid resins, dammer and mastic [5]. These resins are
mainly comprised of triterpenoids together with a proportion of polymeric material (polycadinene
and cis-1,4-poly-b-myrcene in the case of dammer and mastic, respectively). The main reason for
their degradation has been stated to be due to oxidation, which is a result of an oxidative radical
chain reaction. It has been reported that the yellowing of the varnish and oxidation were positively
correlated, and continuous aging of varnish leads to a monotonic increase of oxidation products
and of yellowing. The change of the appearance of the painting due to varnishing depends on
many factors, the most important of which are the type of varnish (i.e., its molecular weight) and
the age of the varnish [4,6]. There are two main approaches that have been taken to “clean” works
of art, physical and virtual. Physical artwork cleaning is considered one of the most significant
duties undertaken by conservators due to the irreversibility of the action. Cleaning is comprised of
removal of undesired deposits as well as the aged varnish from the surface, which helps reestablish the original appearance of the painted surface [7–9]. The physical approach, in which mild
solvents and gel systems are usually used, apart from being time consuming, can also damage
the work [10–12]. The simulation of the outcome of the aged varnish removal from a painting is
referred to as virtual cleaning. Virtual cleaning supplies the conservators with a representation of
the appearance change that would likely be achieved should the cleaning process be undertaken.
15
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Additionally, in some cases where the painting is not likely to go through removal of varnish sometime soon, the simulation becomes even more important [13]. There are two main goals when it
comes to virtual cleaning; first is a visualization of the virtual cleaning outcome, which is typically
done in the RGB domain. The second goal is to try to estimate the reflectance spectra in the virtual
cleaning which could aid the conservators in pigment mapping.
There have been many studies in the area of virtual cleaning of works of art, some of the
most prominent ones are mentioned here. Barni et al. (2000) [14] developed an image processing
technique to virtually clean artwork. In their work, first they physically cleaned a small part of the
painting; subsequently, they found the matrix transform in the RGB domain between the cleaned
part and the corresponding uncleaned part from the artwork. They then applied the same matrix
transformation to the uncleaned parts of artwork and were able to virtually clean the entire piece.
Papas and Pitas (2000) developed a function to recover the cleaned version of a work of art from
the uncleaned one using a few different approaches [15]. They noted that using the RGB color
space of the camera is not suitable as it does not closely correlate with human perception of color.
Therefore, they used the CIELAB color space in their work claiming it performs better due to its
higher visual uniformity [15]. They also had to first physically clean the artwork in a few regions;
they subsequently used the mean values of those regions in both the cleaned and the corresponding
uncleaned image. They developed several different transfer functions, of which they showed that
their linear approximation (which is based on a linear transformation from a varnished to a cleaned
image) and white point (which is based on the chromatic adaptation taken from color science) have
outperformed others [15]. Elias and Cotte (2008) were able to virtually clean the famous Mona
Lisa through having access to the paints used by Leonardo da Vinci at the time of painting the
work of art [16]. To do this, a color chart made out of classical paints utilized in 16th century
in Italy were made in varnished and unvarnished forms. Using these charts, they were able to
deduce a mean multiplicative factor for each wavelength. The factor was then applied to the Mona
Lisa’s spectra leading to the virtual removal of the varnish in the spectral domain, using which
they were able to visualize their results as well in an RGB domain [16]. Palomero and Soriano
(2011) proposed a neural network to approach the issue of virtual cleaning for the first time [17].
They trained a shallow neural network with 2 hidden layers and 30 neurons to go from varnished
painting to the unvarnished one. They again had to physically clean a part of the painting. RGB
data of the cleaned and the corresponding uncleaned region of the painting were used to train the
network. Using estimation methods they were able to also estimate the spectral reflectance of the
varnish layer, supposing that the varnish acts as filter over painting.
Trumpy, et al. (2015) were the first to attempt to approach the virtual cleaning of artwork
using a completely physics-based model for the varnish/painting system [13]. They developed the
first physics-based approach attempting to model the effect of varnish and obtain the spectra of
the cleaned artworks. They started with the Kubelka-Munk theory [18] and developed a formula
that predicts the spectra of the cleaned painting. To obtain the cleaned spectra they needed to
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first estimate the varnish transmittance and for that, they made a few simplifying assumptions
such as that a dark site of the painting consists of a perfect black and absorbs all the incident
radiation. They also assumed that the varnish spectral reflectance is wavelength independent.
Through physically cleaning the black and white parts (assuming the painting has pure black and
white paints) of the painting they were able to estimate the spectral transmittance of the varnish.
By “pure black and white” we mean not grayish and not mixed with other colors. This model is of
great importance to us, as it is the first work trying to lay out a basis model for the varnish/painting
system and it is used as a reference to compare our results with the model derived by the authors.
Later on, Kirchner, et al. (2018) developed a method based on the Keubelka-Munk theory
attempting to virtually clean artwork [19]. In order to do that, they had to physically remove the
varnish from parts of the painting and measure the spectral reflectance before and after varnish
removal. One of the key measurements was to measure the pure white on the painting through
which they were able to compute the transmittance and reflectance of the varnish layer using two
constant Kubelka-Munk theory. After characterization of the varnish layer, they were able to
digitally clean the full painting [19]. Linhares, et al. (2020) used hyperspectral imaging to first
measure the spectra of two paintings before and after varnish removal. Using this information they
were able to characterize the varnish layer which subsequently allowed for virtual removal of the
varnish layer [20]. The need to specify the pure black and white, and the inability to generalize
the method and results to other works are only a few shortcomings of the works reported here.
The purpose of this work is to address the shortcomings of the prior methods and find a better
approach to virtually clean the artwork fulfilling both public and conservator’s interests in easily
seeing how an old, varnished painting would visually appear without the varnish layer. Additionally, we aim to estimate the reflectance spectrum of the pigments used in the artwork which helps
map the distribution of pigments across the painting. In order to do that, the process of virtual
cleaning was approached using deep learning. This thesis is divided into two major parts. The
first part reports the work that we have done focusing on the color estimation of the virtual cleaning of artwork for visualization purposes. The second part, focuses on the spectral reflectance
estimation in the virtual cleaning process. In other words, the first project developed methods to
estimate the RGB result of the virtual cleaning and the second part focuses on developing methods
to estimate the spectral reflectance of the pigments through a virtual cleaning process. To do so,
Neural Networks in different forms are used. In the first part, a Deep Convolutional Neural Network (CNN) and a deep generative network (DGN) are used to estimate the RGB virtually cleaned
image of the artwork from an uncleaned, yellowed RGB image of the artwork. CNNs have been
applied in different areas, particularly in machine learning to solve different problems in image
processing [21–24].
Of special interest to us is research into the problem of image colorization using deep learning
[25–28]. Image colorization refers to the process that estimates from a black and white image,
the colored image of the original scene, especially from historical black and white pictures. This
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process inspired us to use CNNs to go from a varnished work of art (a yellowed image) to an
unvarnished one (a colored image). To do that, images of the natural scenes, and color charts, were
artificially yellowed using a yellow filter. The CNN was trained to go from the yellowed images
to the original colored images. The paper reported by [13] was used as a reference and our results
were compared to theirs. Comparison of our results to those of theirs showed that the method
proposed herein outperformed the physics-based method. Images of two famous artworks, were
also fed into the trained network, resulting in cleaned versions of both comparable to the actual
paintings that have been physically cleaned. Using the method described in chapter 3, there is no
need to physically remove the varnish and measure the spectral information of the painting; the
need to know where the pure black and white paints are located is also erased. This approach
also has the potential to be generalized to many types of artwork, given an appropriate training
data set. The second approach used for the visualization purposes is DGN. DGN has been widely
used for hyperspectral image denoising and classification [29–33]. We use it for virtual cleaning,
in which it is assumed that only a small part of the painting is physically cleaned. Using that
small part, the whole painting is virtually cleaned. The results of DGN is also compared to that
of CNN. However, in this part, we were only able to estimate the RGB images of the virtually
cleaned artwork, but to estimate the spectral reflectance of the virtually cleaned artwork, we go to
the second part of the work.
In the second part, again DGN is applied, but here the generative network is adapted to estimate
the spectral reflectance of a virtually cleaned artwork using only a small part of the artwork that
is physically cleaned. To do so, a deep generative network is used whose input is a cube of
a hyperspectral image of the uncleaned artwork but, in each iteration, the hyperspectral image
of the virtually cleaned artwork is reconstructed. The second method proposed in the spectral
estimation of the virtual cleaning part of the thesis is a 1D convolutional autoencoder (1DCA),
which consists of a 1 dimensional convolutional neural network, learning the relationship between
the cleaned and the corresponding uncleaned painting through minimizing the error between the
physically cleaned and uncleaned data of artwork available in the training samples. It then uses
the same relationship to virtually clean the artwork in the testing data. The difference between the
deep generative network and the 1D convolutional autoencoder is the number of training samples;
the 1D convolutional autoencoder is used when the number of training samples is large (or quite
large) but the generative network does not need to have access to a large number of samples and
it is sometimes referred to as unsupervised. The benefits of the methods proposed in the spectral
estimation part of the research is that they do not need to have access to the spectral reflectance of
a specific color, either black or white and they can be applied no matter what color is available for
the training. The models are applied to hyperspectral images of both the Macbeth ColorChecker
and the painting “Haymakers” in the second part of the thesis, and the results are also compared
to the results of a physics-based approach. Although our main focus is on virtual removal of
varnish and remove the yellowed appearance from the painting, this method could potentially be
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also applied to even clean painting that have been affected by other environmental factors which
have resulted in changes in color, such as simply paintings getting dirty over time and so on.
This dissertation is laid out in the following manner; the next section presents the problem
statement, in which the issue of virtual cleaning is described and how we are going to approach it
is presented. After that, the literature review of the virtual cleaning of artworks and deep learning
based approaches is exhaustively presented. In Chapter 3, the works that we have done in the
field of virtual cleaning is presented and the results are explained; this Chapter focuses on the
virtual cleaning visualization. Then in Chapter 4, models in spectral reflectance estimation in
virtual cleaning are presented. This Chapter presents two separate approaches, namely, the deep
generative network and 1D convolutional autoencoder approaches The results of the models used
for spectral estimation in virtual cleaning are also compared with the physics-based model and
each other. We end the thesis with the conclusion section.

1.2

Problem Statement

The issue that is presented in this work is the virtual cleaning of artworks. Simply stated, virtual
cleaning refers to digitally removing the effects that varnish has on the appearance of the painting.
It is of great importance especially to conservators who intend to physically clean an artwork but
want to first see the likely appearance of the painting before the cleaning process starts. In some
cases, the artwork may not be able to be cleaned, and this work could present an approach to
visualizing the original work prior to the effects of aging. There have been quite a few different
approaches suggested to go about this issue, however, they all have shortcomings hindering them
from being applied to other artworks. Some of their main problems are the need to have knowledge
of the location of “perfect” black and white pigments on the painting, either one or both colors.
If a painting does not contain perfect black and/or white, these methods are not applicable, or at
least can generate significant errors. Moreover, there are no methods that could be universally
and blindly applied to other artworks. The only physics-based model that has been proposed until
now is from [13] which suffers from a low accuracy and reliance on perfect black and white (by
perfect we mean not grayish). This work has been extensively examined and we have shown that
the physics-based model proposed there does not have a high level of accuracy.
This has prompted us to develop novel approaches to circumvent the issue of virtual cleaning of artwork. To do so, we suggest using deep learning based approaches. Deep learning has
been very successful in many areas that scientists had never imagined before; therefore, this has
prompted us to apply deep learning to the issue of virtual cleaning. We have applied a Convolutional Neural Network (CNN), a branch of deep learning, and deep generative network (DGN) to
the visualization of virtual cleaning which are reported in Chapter 3. The CNN learns to virtually
clean the artwork through training on artificially yellowed images of natural scenes. The DGN,
on the other hand, does not need a big set of training data, only an RGB image of the uncleaned
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artwork that has been cleaned in a small area (for which we have access to the RGB image of
both the cleaned and uncleaned states) would suffice. Using that small area, the DGN estimates
the virtually cleaned version of the whole painting. However, those approaches are only limited
to rendering an RGB image of the virtually cleaned artwork, which, in some cases, might not
be as useful. Many conservators would rather have access to the spectral reflectance data which
allows them to identify the pigments used. Having a success in using CNN and DGN for the
purpose of virtual cleaning visualization, we propose two other deep learning based methods for
spectral reflectance estimation in virtual cleaning, namely, a deep generative network and a 1D
convolutional autoencoder. The deep generative network takes as input a hyperspectral cube of
the uncleaned artwork of the same size as the hyperspectral image of the partially cleaned artwork, cleaned only in a small but representative area. Therefore, the generative network tries to
reconstruct the cleaned artwork hyperspectral image using the input cube of uncleaned artwork
through minimizing the error in the small area for which we have access to the both cleaned and
uncleaned data. In the second part of the spectral estimation in virtual cleaning, we suggest using a 1D convolutional autoencoder, which is basically a 1D CNN. For this approach we do not
need to have access to the hyperspectral image and point measurements of the painting before and
after cleaning are sufficient. This method needs a larger number of training samples compared
to the first method. The difference between these methods are many. The generative network is
not considered a supervised method and does not need to have access to large amounts of training
data, but it does need to have access to the hyperspectral data of a small region of the artwork
before and after physical cleaning. However, the 1D convolutional autoencoder just needs spot
measurements of the artwork before and after cleaning and it will output spectral data of the virtually cleaned artwork. Here, we develop both approaches and compare their performance to the
physics-based model proposed by [13] and to each other. The overall goal is to go from digital
versions of varnished works of art, to virtually cleaned works. We consider two paths, one for
strictly color visualization of the cleaned work, and one that considers the entire Vis-NIR spectral
reflectance of the work. Different methods are developed for each paths, as presented in Fig.1.1.
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Figure 1.1: The big picture of the work presented herein.
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Chapter 2

Literature Review
In this chapter previous works in the field of virtual cleaning is extensively reported. Moreover,
some of the work on the topic of image colorization using convolutional neural networks, deep
generative networks, and 1D neural networks are also reported.

2.1

Virtual Cleaning of Artwork

One of the early works trying to virtually clean artwork was done by Barni and Bartolini [14].
Mentioning the use of image processing techniques for work of art analysis, preservation and
restoration, they considered image processing techniques as a tool which serves two purposes a tool that can be used as a guide to the actual artwork restoration or can produce a digitally
restored version of the artwork. They presented two applications of digital image processing,
one belonging to the computer-guided restoration technique class and the other belonging to the
restoration of the virtual artwork. They presented two examples. The first example is cleaning
of a dirty painting which relies on physically cleaning a small part of the painting first and then
can predict the final result when the same cleaning approach is used for the whole painting. In the
second example, they developed a system that removed cracks from old paintings. The model they
used for cleaning the dirty paintings is explained briefly as follows. To find the matrix transform
going from the dirty painting to the cleaned one, they had to first physically clean a small portion
of the painting. They called I(x, y) the image representing the dirty painting, and IR , an image
representing the same painting but after a patch of the painting is cleaned. A transformation matrix
was aimed to be found, T , in a way that the cleaned area I ′ = T [I] is as close as possible to IR .
To be more specific, they let P = (Pr , Pg , Pb ) represent the RGB values of a pixel in I and
R = (Rr , Rg , Rb ) the values of the corresponding point in IR . To model the cleaning of I, they
look for an affine operator T so that T [P ] = R′ = (Rr′ , Rg′ , Rb′ ) is as close as possible to P . the
estimation of R′ is written as
22
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(2.1)

Here T is a linear transformation, but they reported that a more complex T , such as adding
quadratic terms, would increase the accuracy of the model. Comparing their results to the physically restored painting, they found out that their method was able to correctly predict the final
aspect of the restored painting. Fig. 2.1 shows the results of their methods applied to a painting by
Duccio da Boninsegna.
In their second example, they developed a method to remove the cracks. To do so, the user
first selects a point on the crack manually, which helps the system to automatically track the crack.
Once the system was able to know the pixels that belong to a crack, it assigns to the crack new
pixels if their gray levels lie in a given range, and are not different from those of the pixels that
are already categorized as belonging to the crack. Once the system has completely discovered a
crack, the user can decide to erase it by a simple interpolation. The final results clearly showed
the effectiveness of the overall electronic restoration process. Because the crack restoration of the
artwork is not completely aligned with the scope of our work, we briefly mentioned what they
have done in that area, but not delved into it much. Fig. 2.2 shows the results of their work.
Pappas and Pitas are the next developed with a few methods to digitally restore the color of
old paintings [15]. They first cleaned regions of the paintings using chemical approaches. Both
the cleaned and the corresponding uncleaned regions are digitized. They called the cleaned color
image dataset si , I = 1 . . . N , and uncleaned image data from the same regions xi , I = 1 . . . N .
They stated that their aim is to find the color transformation s = f (x) from these same data
and then apply it to the entire image. They continued to say that most image acquisition devices
capture RGB data, but the RGB color space does not have perceptual uniformity. Therefore, they
concluded that other color spaces might be more suitable. They chose the CIELAB color space as
the color domain in which to apply their virtual cleaning process. The number N above, depends
on the number of representative colors in the painting. They start with two vectors m
d
d
si and m
xi
th
representing the sample mean of the i clean and uncleaned regions, respectively, shown as


d
m
cs = m
(2.2)
s1 ms2 ... msN

d
m
cx = m
x1

mx2


... mxN .

(2.3)

They estimated the transformation sb = f (x) and the mean square error (M SE) was reported
as follows between the original cleaned and the estimated clean data,
M SE ≃

N
N
1 X
1 X
∥sn − sbn ∥2 =
(sn − sbn )T (sn − sbn ).
N
N
n=1

n=1

(2.4)
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Figure 2.1: (Top left): The painting actually cleaned physically,(top right): the original dirty
painting,(bottom left): virtual cleaning by using a linear transform ,and (bottom right): virtual
cleaning by using a quadratic transform (taken from [14]).

The first method for the estimation is sample mean matching. In sample mean matching, first each
pixel x of the uncleaned region of the painting is classified to one of the N color clusters, mx .
The color vector x is classified to the ith color cluster mxi , with i = 1 . . . N if ∥x − mxi ∥ <
∥x − mxj ∥, for all i ̸= j. Subsequently, an estimate s of the original color can be formulated as
follows,
sb = x + ∆mi
(2.5)
where, ∆mi denotes the ith column vector of ∆m. They stat that this method performs well, when
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Figure 2.2: (a): Part of a fresco by Piero della Francesca. (b): Output of the crack tracking
module, and (c): restored image after filling the crack (taken from [14]).

N is large.
The second method to virtually clean the artwork using the transformation function f (x) was
linear approximation, in which f is a 3×3 linear matrix which is approximated using a polynomial
regression.
Iterative closest point approximation (ICP) was the third method they developed. They claim
this is an efficient method for the registration of two 3D datasets. Using this method, a 3 × 3
rotation matrix R and a 3 × 1 displacement vector d is estimated to provide an approximation
function f of the following form,
f (x) = Rx + d
(2.6)
The fourth method they used was white point transformation, which is based on the fact that an
object may look different under different lighting conditions. Assume that a cleaned version and
its corresponding uncleaned version are viewed under the same lighting conditions. They assumed
that if we illuminate a cleaned sample s with a brownish light source, they can obtain the dirty
sample x. Considering that the light source is characterized by its reference white point, they
attributed the difference in the appearance to the difference in white point characteristics used by
the color transformation required to obtain CIELAB values. They let sLAB represent a vector of
CIELAB values, which corresponds to a clean sample, and let xXY Z denote a vector containing
the tristimulus values of the corresponding uncleaned sample. For the restoration, a white point
vector wXY Z should be specified that should yield an estimate of the cleaned sample, that is
s[
LAB = T {XXY Z : WXY Z }

(2.7)

where T {. : .} denotes the nonlinear transformation from CIEXYZ to CIELAB. White point
transformation is extensively used in calibration problems and in color science. Because the white
point contains data on the spectral qualities of an illuminant, it may more accurately model the
degradation process caused by varnish, as stated by the authors.
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The fifth transformation function they used was RBF approximation. Radial Basis Function
networks have been utilized as universal approximators successfully. Any arbitrary mapping f :
Rp → R can be approximated as
f (x) ∼
=

M
X

ωm ϕ(∥x − tm ∥)

(2.8)

i=1

where {ϕ(∥x − tm ∥), m = 1, . . . , M } is a set of M arbitrary functions, which are known as radial
basis functions, with corresponding tm and weights ωm . They used RGB approximation of the
unknown function f : R3 → R3 , s = f (x). The function f can be written as

T
f (x) = f (1) (x) f (2) (x) f (3) (x)

(2.9)

where f (i), i = 1, 2, 3 is the ith color component of f . Therefore,
f i (x) ∼
=

M
X

(i)
(i)−1
ωm
g(x : t(i)
).
m .Σm

(2.10)

m=1

The parameters of M Gaussian functions should be estimated, for each one of the three color
channels. They then applied these five techniques to ten uncleaned paintings. They observed
that white point and linear approximation resulted in better outcomes than other methods with the
former outperforming the latter. Fig. 2.3 shows one of their results of virtual cleaning.
Elias and Cotte used a multi-spectral camera to virtually remove the varnish from Mona Lisa
[16]. They used a multi-spectral camera with 13 filters each with 40 nm bandpass, 10 of the filters
were in the visible range of the spectrum. To virtually remove the varnish, they made a color chart
of varnished and unvarnished paints made out of classical pigments used in Italy in the 16th century
and they used different types of artificially aged varnishes. They then compared the varnished
and unvarnished spectra of the chart, leading to a mean multiplicative factor deduced for each
wavelength; afterwards, the factor was applied to the spectra of Mona Lisa, which resulted in a
virtually cleaned Mona Lisa. They took the process a step further through having the identification
of the pigment done using a database made of more than 200 reference pigments and dyes. The
least square distance between the unknown spectrum and the reference spectra is calculated and
the best matches were selected using this numerical value. They proved that the RTE (Radiative
Transfer Equation) solved by the AFM (auxiliary function method) is an innovative and strong
tool for a nondestructive recognition of artistic materials. They mentioned that in the case of the
Mona Lisa, the combination of both techniques leads to the recognition of a glaze technique and
to the pigment identification. They claimed that it was the first time that modeling by use of
radiative transfer theory and, solving of the inverse problem, has been applied to the field of art
cleaning. The principle of the RTE is the substitution of the real layer with a homogeneous layer
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Figure 2.3: (a): Clean and (b): uncleaned region of the test image. Virtual cleaning performance
results of the (c): sample mean matching, (d): linear approximation, (e): ICP approximation, and
(f): white point transformation methods. (taken from [15]).

made out of unique type of scatterer characterized by its absorption and scattering coefficients
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and its phase function. A model of the glaze layer, as they mentioned, was of necessity. They
then chose a simple model of a glaze layer with plane interfaces, isotropic scatterers applied on
a Lambertian base later characterized by their reflectance factor. Fig. 2.4 shows the results of
their virtual cleaning effort on Mona Lisa. It should be noted that the virtually cleaned Mona Lisa
herein possesses a high accuracy as the authors have access to the pigments and materials used by
Leonardo da Vinci, therefore, we were convinced to use the image of this virtually cleaned artwork
as our reference to compare our model’s output with.

Figure 2.4: (a): Mona Lisa (b): After virtual removal of the varnish (taken from [16]).
Palomero and Soriano present a method to digitally clean an oil painting along with visualizing
the dirt layer [17]. The painting they used for this purpose was from the year 1948. It was taken out
of the frame and reporting noted that the parts of the painting covered by the frame were generally
less dirty and darkened than the exposed parts. Having discovered that, they mentioned that these
areas could be used as a source of the clean samples that do not require any actual restoration.
Therefore, they used as their clean segments the painting parts that were formerly covered by the
frame while the dirty segments were adjacent to the exposed parts. They asserted that this type of
sampling limits the dirty - clean sample pairs to colors that exist on the edges making the cleaning
technique more difficult. They then took an image of the painting without its frame using a digital
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camera. 1,350 pairs of pixels were chosen manually from the exposed and unexposed parts from
all around the edges of the image. They used a neural network train to learn the transformation
from the dirty to cleaned artwork. The network they used was a standard two-layer feed forward
neural network with 30 neurons in the hidden layer. They used a tangent-sigmoid transfer function
for both the hidden and output layers. It should be noted that they used RGB digital data in the
range of 0-255. The inputs to this network are RGB values of the pixels from the dirty segments
and the desired output are the RGB values of the pixels belonging to the clean segments. To
assess the performance of the digital cleaning they argued that the transition of the colors from the
unexposed to the adjacent exposed parts should be smoother than before. Comparing the result
of the virtual cleaning to the original artwork they stated that the mask-like boundary between the
exposed and unexposed portions was less visible after applying the network. Fig. 2.5 shows the
result of their virtual cleaning approach.

Figure 2.5: Malacañang by the River by Fernando Amorsolo, oil on canvas board, (left): before
and (right): after digital cleaning, taken from [17]
Stating that the effect of the aged varnish is the same as that of a color filter superimposed on
the painting, they argued that because the effect of a superimposed filter is to multiply the object
spectrum under it with the spectrum of the filter, the spectrum of the dirt layer can be obtained
through the quotient of the imaged painting’s spectral reflectance before and subsequent to digital
cleaning. In other words,
DirtSpectra (λ) =

DirtyP ixelspectra (λ)
CleanP ixelspectra (λ)

(2.11)

Using various estimation techniques, they were able to reconstruct the spectral reflectance
from the RGB images before and after virtual cleaning. Using these two spectral sets, they were
then able to estimate the dirt spectra. One point worth mentioning is that the spectral estimation
method is based on Pseudo-Inverse (PI) method, which heavily relies on the training samples,
similar to other supervised approaches. The PI works in a way that two sets of RGB and spectral
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data of the training data are used to find the relationship between the RGB and spectral data. Then
the same relationship is applied to the testing data to find the spectral information of the testing
data [17, 34]. However, the important point is that the material types should be both the same
in training and testing data, and if the material type is not the same the spectral estimation of the
testing data is not accurate [34], even if the two spectra have the same RGB values, as visual colors
might be the same but the spectra could be different [35]. Let us assume, for example, the training
data is a green plastic and its spectrum is also known. The PI is then used (or any method for that
matter) to extract the relationship between the spectral reflectance of the green plastic and its RGB
color values. The same relationship is then applied to the testing data which is comprised of a green
leaf, for which we only have the RGB values. The green leaf spectral reflectance estimated using
this method will not be an accurate representation of its original spectral reflectance [34]. Going
back to the paper reported by [17], they estimated the spectral reflectance of the artwork using
Munsell color chips, neglecting that Munsell chips are not constructed from the same material
(pigments) as the ones used in the artwork, hence making the estimation of the spectra of artwork
less accurate.
The only physics-based model until now to estimate the relationship between the varnish/paint
system and light using the physics of light interaction with matter was proposed by Trumpy et
al. [13]. This model will be explained more extensively compared to other approaches, as this
model is used as a reference for comparison with our model. Moreover, some simple modifications
were devised improving the original physics-based model proposed by the authors, which we also
include here. This also helps us understand the model better. It should also be noted that the
comparison that we draw between this physics-based method and our methods is based on the
original physics-based model not the modified version of it. They first made some assumptions
about the varnish/painting system, such as that the pigments are immersed in the binding medium
and varnish wets the painting layer. The varnish surface is also optically smooth. The fresh
varnish is completely transparent, and the aged varnish has blue absorption and volume scattering.
They mentioned that the diffuse reflectances of the three different cases include the contribution
from multiple interfaces and body reflection. The measured diffuse reflectance RU C (λ) of the
uncleaned painting with aged varnish includes the reflection at the air/varnish interface RVi , the
body reflection of the varnish layer (RVb ), and the body reflection of the painting (RPb (λ)), filtered
in the double passage through the discolored varnished with spectral transmittance T (λ). The
reflection at the interface between the paint and the varnish layer was neglected. They assert that
the measured diffuse reflectance RC (λ) of the cleaned, unvarnished painting is the sum of the
reflection at the air/painting interface and the body reflection of the paint, such that
RC (λ) = RPi + RPb (λ).

(2.12)

The measured diffuse reflectance of the painting with the fresh varnish is constituted by only body
reflection of the paint (RPb (λ)).
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The optical removal of the aged varnish, as they state, is described by an equation that relates
the cleaned and uncleaned spectra of the painting. They used a model derived by Keubelka [36]
from the two-flux approximation of the radiative transfer equation, which considers only two diffuse fluxes propagating perpendicular to the layer. The uncleaned spectra of the painting can be
obtained from RPb (λ) , RVb (λ) and T (λ) as
RU C (λ) = RVb +

T 2 (λ)RPb (λ)
.
1 − RVb RPb (λ)

(2.13)

Before going further, it is worth noting that this equation comes from the Saunderson correction
[37],
(1 − rde )(1 − rdi )RD
Rdd = rde +
(2.14)
1 − rdi RD
where, rde and rdi are the diffuse reflection at slab - air (and air - slab) interfaces, RD is the diffuse
reflectance of the medium, and Rdd is the diffuse-diffuse reflectance.
Going back to the physics-based model, after the algebraic rearrangement, the body reflectance
of the clean painting is given by
RPb (λ) =

RU C (λ) − RVb
.
T 2 (λ) + RVb (RU C (λ) − RVb )

(2.15)

Assuming varnishes are optically smooth, their interface reflections are mostly specular, as assumed by the authors, and RVi can be neglected. Therefore, the only interface reflection included
is the measured diffuse reflection at the air/painting interface (RPi ). Combining equations 2.12
and 2.15, we obtain
RC (λ) =

RU C (λ) − RVb
+ RPi .
T 2 (λ) + RVb (RU C (λ) − RVb )

(2.16)

The physics-based model they proposed is based on this equation. To use the above equation for
the virtual cleaning, a procedure should be undertaken as follows. Diffuse reflectances from light
and dark sites of the painting are collected before and after local removal of the aged varnish. In
W hite (λ), RW hite (λ), RBlack (λ) and RBlack (λ) are measured. Assuming the dark
other words, RU
C
C
UC
C
site as a black paint that is completely absorbing the incident radiation penetrating the interface
(RPb = 0) we have
Black
RVb = RU
C (λ0 )

and

Black
RPi = RC
(λ0 )

(2.17)

where λ0 , is the wavelength of a strong absorption. The other important actor in equation 2.16 is
the transmittance of the varnish layer T (λ), which can be specified using the diffuse reflectances
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of the black and white sites of the painting as
#1/2
W hite (λ) − RBlack (λ )
RU
0
Black
W hite
Black
C
UC
T (λ) =
− RU C (λ0 )(RU C (λ) − RU C (λ0 ))
.
W hite (λ) − RBlack (λ )
RC
0
C
"

(2.18)

Thus, all the variables from equation 2.16 are determined.
To put their physics-based model to test, they used two paintings, Haymakers done by Georges
Seurat and Flowers done by Jan van Huysum. The color difference between the paintings in different conditions (e.g., between the physically cleaned and virtually cleaned artworks, and also
between before cleaning and after cleaning) were also calculated through changing the hyperspectral image first to CIEXYZ and then to CIELAB. The color difference was simply the Euclidean
distance in CIELAB space. Fig. 2.6 shows the results for Haymakers.
The results shown in Fig. 2.6 were reported as satisfactory by the authors. Fig. 2.7, additionally, shows the results of their model applied to the Flowers.
The overall results of virtual cleaning for Flowers, shown in Fig. 2.7 were reported to be
more accurate than that of the Haymakers, which they associated with the spatial variability in the
varnish transmission and painting roughness in the Flowers. This model is more scrutinized in the
section 2.2, as we have chosen this model to be the reference to which we compare our model to.
The next work we consider is from Kirchner et al., in which they developed a method to
digitally remove the discolored varnish helping to show how a painting would look following
a cleaning treatment [19]. Using a hyperspectral imaging device covering the visible and nearinfrared region, they were able to acquire a hyperspectral data cube of the artworks of interest.
They applied their method to Vincent van Gogh’s painting Field with Irises near Arles. When the
hyperspectral data cube of the Field with Irises near Arles was captured, varnish had been removed
from approximately 60 percent of the area of the painting. 11 spots on the painting were localized
in the varnished part of the painting where they assumed that one of the white pigments was used
in an unmixed form. They also identified the corresponding spectrum of the brightest spot on the
part of the painting where varnish already had been removed, and they assumed unmixed white
had been used. Using Kubelka-Munk two-constant theory, they used the reflectance with and
without varnish to obtain the absorption, scattering, transmittance, and reflectance spectra of the
varnish layer. They used the full non-hiding Kubelka-Munk two constant theory as
Rt =

1 − Rg (a − b coth bSD)
a − Rg + b coth bSD
a=1+
b=

p

K
S

a2 − 1

(2.19)

(2.20)
(2.21)
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Figure 2.6: Left: color images of painting before (top) and after physical removal of aged varnish
(center), and virtual cleaning (bottom). Right: color difference between the images before and
after physical cleaning (top) and between the images after actual and virtual cleaning (bottom).
Taken from [13]).

where Rg is the reflectance of the paint under the varnish layer, Rt is the theoretical reflectance of
the total system including paint and varnish, and D is the thickness of the varnish layer. Here, the
parameters K and S refer to the varnish medium, and they are the effective absorption and effective
backscattering parameters for the case of the 45/0 illumination/detection geometry considered
here. They also used the Saunderson correction which accounts for the light reflection at the
varnish-air interface, expressed as
Rm =

(1 − k1 )(1 − k2 )Rt
.
1 − k2 Rt

(2.22)

In their analysis, as mentioned, they took reflectance data from the hyperspectral measurement
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Figure 2.7: left: color images of the painting before cleaning (1), after cleaning (2), and after
virtual cleaning (3). On the right: color difference between the virtually cleaned and physically
cleaned. The red highlighted areas correspond to old inpaintings that were removed in the treatment. Taken from [13]).

on the brightest spot with pure lead white where the varnish had been removed. This, as they
stated, was considered to represent the substrate reflectance for the 11 spots with pure lead white
with no varnish. They used reflectance data measurements for each of those 11 spots to do a full
Kubelka-Munk optimization to specify the wavelength-dependent values of the Kubelka-Munk
parameters K and S for the varnish layer. There was no data on the varnish thickness on these 11
spots where varnish is still present. Therefore, they had to optimize the values of thickness for the
various spots as well. They were then able to calculate the optimized values of the absorption and
backscattering parameters, which helped them calculate the transmittance and reflectance of the
varnish at the 11 selected spots using common Kubelka-Munk expression for non-hiding layers,
Rv =

1
a + b coth bSD

(2.23)

b
(2.24)
a sinh bSD + b coth bSD
They did not compare their methods to any prior work but mentioned that comparing the K and S
curves with other varnish data, the curves match the prior data published on K and S of the same
type of varnish. Using quite a few different approaches they also verified the validity of the calculated absorption and backscattering coefficients. Having derived a full optical characterization of
the varnish layer, they were able to digitally clean the full painting and remove the discoloration effect of the aged varnish. They asserted that their virtually cleaned artwork matched the physically
Tv =
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cleaned one well, even though they did not present a hyperspectral image of the data. However,
they claimed that their visual assessment showed that the virtually cleaned and physically cleaned
artwork show great similarity. After the physical cleaning, the painting was not available to the
authors to acquire a hyperspectral image of it so they could compare their result of virtual cleaning against the physical cleaning. But they were able to get a digital reproduction produced by
the professional photographers of the van Gogh Museum. To do so, they first identified spots
on the high-resolution image (RGB digital image). They then identified the corresponding point
on the hyperspectral image. The hyperspectral data were converted into CIELAB values and the
same was done for the RGB digital values, and the color difference between these two sets of values from the corresponding places on the painting was calculated and reported. Comparing their
results to numerical values from prior works, they stated that the Kubelka-Munk approach has
performed in a very acceptable manner. Fig. 2.8 shows the artwork they used; part of the painting
that has been physically cleaned is clearly seen in this figure. Fig. 2.9 shows the entire artwork that

Figure 2.8: Visualization of hyperspectral data of Field with Irises near Arles, with varnish layer
having been partly removed. Taken from [19]).
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has been virtually cleaned; unfortunately, they could not visually compared the physically cleaned
artwork and the virtually cleaned one, due to not having access to the artwork anymore.

Figure 2.9: Visualization of hyperspectral data of Field with Irises near Arles, with varnish layer
having been partly physically removed (on the right side) and with varnish having been virtually
removed (left side of the painting). Taken from [19]).
Linhares et al. might be the last authors who have published a work on digital cleaning of
works of art [20]. They used two artworks from 1906 and 1904 created by Adriano de Sousa
Lopes. First, they physically cleaned the artworks through varnish removal using wet cleaning
(which uses a specific type of solvent). They then acquired a hyperspectral image of the paintings
without varnish, and after that the paintings were varnished with a more easily removable varnish.
Therefore, the paintings’ hyperspectral images were captured using a hyperspectral imaging system before and after cleaning. The hyperspectral images have information only from the visible
part of the spectrum. They then changed the hyperspectral images they captured of the artworks
to CIELAB values. This was done for the two paintings in the case of the before and after varnish
removal. The chromatic diversity of the paintings was also quantified using the color gamut and
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the number of discernible colors. They went on to say that if Ra is the spectral reflectance of the
painting after varnish removal and Rb is the spectral reflectance before the varnish removal, it is
then possible to estimate the overall influence of the varnish layer as
Ra × VL = Rb ↔ VL = Rb /Ra

(2.25)

Knowing that this equation is an oversimplification, they argued that for the purpose of analyzing the chromatic changes it is a rough method that produces results that might be important
in case the varnish that used to cover the painting was unknown. They divided the CIELAB color
space into four segments and the spectra of the paintings before and after varnish removal were
averaged across all pixels and were assigned to one of the segments. Therefore, they were able to
obtain the varnish layer influence in several areas of the painting corresponding to the same hue
falling in one of the four segments created in CIELAB color space. The data obtained from the
varnish was then utilized to virtually remove the varnish layer of the Rb reflectance to obtain the
simulated RaS reflectance. They then calculated the difference between the acquired reflectance
Ra and the simulated reflectance RaS through first converting the reflectance into the CIELAB
values and computing the Euclidean distance in this color space. They discovered that their suggested method has performed better in predicting the chromatic changes than the lightness. To put
into test the effect of the averaged spectral characteristics of the removed varnish layer, they used
two methodologies. In both the varnish was digitally removed and the resultant image was then
compared to the painting with the varnish layer effectively removed. The digital removal of the
varnish was done assuming the average spectral information across the colors and paintings and
also assuming each varnish layer for each painting distributed into quadrants; they called them
simulations 1 and 2 respectively. Overall, comparing the color difference between the virtually
cleaned and physically cleaned paintings, they found out that simulation 2 has led to a better result
compared to simulation 1. Fig. 2.10 shows the results of their virtual cleaning approach to the two
artworks that were used in this work.

2.2

Improvements of the physics-based model

This section briefly talks about the improvements that could be applied to physics-based model to
make it work better and also we shed more light on this model and its restrictions.
It is important for us to critique this model as it has been chosen as the reference model to
which our methods are going to be compared. To do so, a Macbeth color chart will be used.
This chart has 24 colored chips, 6 of them being neutral, going from black to white. Because the
physics-based model relies heavily on the black and white spots of the painting to be determined,
this color chart is a good choice to be used as a “simulated artwork”. To be able to also simulate the varnished artwork, the transmittance and the reflectance of the varnish is chosen to be as
shown in 2.11. This figure shows the reflectance and the transmittance of the varnish simulated
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Figure 2.10: Visual representations of painting 1 (a, c, e and g) and painting 2 (b, d, f and h)
before the cleaning (a and b), after the cleaning (c and d) and simulated for varnish removal for
simulation 1 (e and f) and simulation 2 (g and h), taken from [20].
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Figure 2.11: (a) Transmittance and (b) reflectance spectra of the varnish.

in this work; it should be noted that the transmittance of the varnish has been simulated in a way
that it has the same form as that reported by [13] and the reflectance of the varnish is taken from
Macbeth ColorChecker yellow sample multiplied by a factor to make it similar to a yellowish
black, as reported in [13]. The reason for this is, the varnish is yellow and it should be shown in
the reflectacne and the transmittance of the varnish. Cleaned and uncleaned artworks are simulated using the spectral reflectacne and transmittance shown in 2.11. It should be noted that by
simulated artwork we mean the Macbeth ColorChecker. To simulate the interaction of light with
varnish/painting system, Fig. 2.12 is used as a guide. Here, Rt , RV , and RP denote the spectral

Figure 2.12: Interaction of light with varnish/painting system.
reflectances of the uncleaned artwork (or the total effective reflectance of the varnished work of
art), varnish and the paint, respectively. T also denotes the transmittance spectra of the varnish.
It should be noted that RP here is the Macbeth ColorChecker. It goes without saying that the
cleaned spectra is RP . The measurement geometry is 45/0 as it was the case in [13] as well. It
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should be noted that 45/0 refers to the method of measurement (illumination/viewing) in which
the illumination is at 45 degrees off axis and the observer is at 0 degrees. Using the same approach
as [13], the transmittance and the reflectance spectra of the varnish are presumed to be as shown
in Fig. 2.11. In general, the varnish is yellow and the transmittance and reflectance spectra of the
varnish should represent that [13, 19]. The reflectance of the varnish is very low as [13] assumed
that the body reflection of the varnish is equal to the black reflectance spectra covered with varnish
(or Rt measured over a dark area). Here, we use the Macbeth ColorChecker as a “simulated work
of art” and the physics-based model is used to see how well it predicts the clean spectra of the
Macbeth color chart.
The aim of this part of the dissertation is to examine how accurate the physics-based model
is and for that we simulate artwork using the Macbeth ColorChecker, and simulated cleaned and
uncleaned samples are made using the method explained here.
One point we noticed about the physics-based model is its reliance on the knowledge of the
perfect black and white. Therefore, we conducted experiments to examine the effects of the perfect
black and white. In one experiment, both the black and white are perfect, in the sense of being pure
and not mixed with any other paints. In another experiment, black is gray and white is perfect,
and in the final test, black is perfect and white is gray. These experiments represent cases where
paintings might have no perfect black and white and in the best case scenario, finding the gray is
all that is possible. The results are shown using Mean RMSE, which refers to mean root mean
squared error over the 24 samples of Macbeth color chart between the original clean samples and
the virtually cleaned one using the physics-based model proposed by [13] in the spectral domain.
Equation 2.26 shows the forumla of the RMSE used.
v
uN
uX (xi − x̂i )2
RM SE = t
(2.26)
N
i=1

where, xi denotes the original spectra of Macbeth ColorChecker samples, x̂i represents those of
the virtually cleaned ones and N is the number of wavelength, which is 31 here, from 400 nm
to 700 nm with 10 nm interval. Mean RMSE is calculated across the 24 samples of Macbeth
ColorChecker. Using this color chart helps us easily simulate the virtually cleaned samples and
compare the results to the original clean samples. The results are shown in Table 2.1. The results
are much better when the perfect black and white are used, which might be a hindrance most of
the times when it comes to the most of the artworks; the reliance of the physics-based method on
the perfect black and white is the first shortcoming highlighted.
The second shortcoming of the physics-based model is that the model only uses the black spectra at its strongest absorption, shown in Eq. 2.17; in other words, the black spectral reflectance is
assumed to be independent of wavelength. To test how much this assumption impact the overall performance of the model, we did not consider the black spectral reflectance independent of
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Table 2.1: Changes in the physics-based model”s results when the black and white stray from
perfect black and white
Method
Mean RMSE
Perfect black and white
0.0104
Perfect white and grayish black
0.0452
Perfect black and grayish white
0.0451

wavelength and thus, the spectral reflectance of the black is varying across the spectrum range
used and is not only a number. Table 2.2 shows the results for two conditions of black spectral reflectance being wavelength independent (original physics-based model) and dependent (the
modified model). It should be noted that the black and white spectra are perfect. As it is shown in
Table 2.2: Results for two conditions of black spectral reflectance being wavelength independent
and dependent.
Method
Mean RMSE
Black independent of wavelength
0.0104
Black dependent on wavelength
0.0060
Table 2.2, the results significantly improves when black spots of the painting is considered wavelength dependent. To be more clear, this part of the work is trying to understand the impact of
the wavelength dependency of the black spectral reflectance; in the physics-based model the black
spectral reflectance was considered to be wavelength independent, but here we showed that this
assumption does not work as well as when the black spectral reflectance is wavelength dependent.
Another shortcoming of the physics-based model is how well the model will work if the transmittance of the varnish has a lower value and the reflectance of it has a higher value over the
spectral range considered. The transmittance and reflectance used here do not have a high value
signaling that the varnish is not as old, however these are the same values used in the paper proposed by [13]. In that paper, old varnish, which usually has a lower value for transmittance and
higher value for reflectance, was not used. Therefore, we tested that assumption to see how well
the physics-based model would work in the presence of an old, highly reflective varnish. We assume here that the perfect black and white are available on the artwork, and again we use the same
color chart. To have access to the data on old varnish reflectance and transmittance spectra [19]
were utilized. Fig. 2.13 shows the transmittance and reflectance spectra of the varnish used in this
experiment. One of the spectral reflectance curves along with its corresponding transmittance is
used in a simulation to see how well the physics-based model could predict the virtually cleaned
artwork (i.e., Macbeth color chart). Fig. 2.14 shows the spectral reflectance and transmittance used
in this part.

CHAPTER 2. LITERATURE REVIEW

42

Figure 2.13: Transmittance and reflectance spectra of an old varnish (adapted from [19]).

Figure 2.14: The selected transmittance and reflectance spectra of an old varnish.

To have a better understanding of how well the physics-based model works on this old varnish, we used the original model with no modification, and the physics-based model modified to
consider the black spectrum as wavelength dependent. Table 2.3 shows the results of using old
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varnish utilizing the original physics-based model and the modified physics-based model. As is
Table 2.3: Results of using old varnish utilizing the original physics-based model and the modified
physics-based model which considered black spectra wavelength dependent.
Method
Mean RMSE
Original physics-based model
0.1575
Modified physics-based model
0.0620
observed from Table 2.3, the results are much better when the modified model is applied to the old
varnish while the original model has not done an acceptable job of virtually cleaning the artwork.
All these points presented here are to show the shortcomings of the physics-based model presented by [13]. The model was the first model trying to model the interaction of varnish/painting
system with light based on physics concepts and that is why it was important for us to have a good
understanding of this model.

2.3

Deep Learning

This section is itself divided into a few subsections, focusing on application of Convolutional
Neural Networks (CNN) to image colorization, generative networks and 1D CNNs.

2.3.1

Convolutional Neural Network

Realistic coloring of gray-scale images can be applied in a wide variety of domains, for instance,
historical images, improvement of surveillance and even in medical imaging [38, 39]. Most of the
methods proposed to approach this issue are based on Convolutional Neural Network (CNN).
Baldassarre et al. [38] developed a CNN based colorization method that is explained as follows
in detail. They considered images of size H × W in the CIELAB color space. Starting from the
luminance channel XL ∈ RH×W ×1 , the purpose of their model was to estimate the remaining
constituents to produce a fully colored image X̃ ∈ RH×W ×3 . They assumed that there is a
mapping function F such that:
F : XL → (X̃a , X̃b ),
(2.27)
where X̃a , X̃b are the a*, b* constituents of the reconstructed image, which combined with the
input could estimate the colored image, X̃ = (XL , X̃a , X̃b ). They used a fully CNN to estimate
the colored image from the input black and white image. A covolutional layer is a set of small
learnable filters that fit specific local patterns in the input image with layers close to the input
looking for simple patterns and layers closer to the output looking for more complex features.
Their model estimates the a*b* of the colored image, given the luminance component of an image.
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Instead of training a feature extraction branch from scratch, they used an Inception-ResNet-V2
(Inception) and retrieve the embedding of the gray scale image from its last layer. The proposed
network is shown in Fig. 2.15.

Figure 2.15: An overview of the model architecture; taken from [38].
The network is divided into four major components. The encoding and the feature extraction
constituents obtain mid and high-level features, which are then merged in the fusion layer, and
finally, the decoder uses these features to estimate the output. The encoder processes H × W gray
scale images and outputs a H/8×W/8×512 feature representation. It used 8 convolutional layers
with 3 × 3 kernels. These kernels (filters) move over the input image and extract a specific set of
features; the amount by which the filter shifts over the input image is referred to as stride. If, for
examples, the filter shifts one pixel at a time, it is said that the stride has been set to 1 and so on. A
stride of 2 was also used which results in a dimension half that of the input after each stride equal
to 2. High-level features convey information that could be used in the process of colorization.
To extract an image embedding, they used a pre-trained Inception model. First, they scaled the
input image to 299 × 299, and then stacked the image with itself to obtain a three channel image
to meet the Inception dimension requirements. Then, they fed the resulting image to the network
and extracted the output of the last layer before softmax function, resulting in a 1001 × 1 × 1
embedding.
Next, the fusion layer takes the feature vector from Inception and along with replicating it,
attaches it to the feature output by the encoder. Finally, the decoder takes this feature volume and
applies a series of convoltuional and up-sampling operations to obtain a final layer. They found
the optimal model parameters through minimizing an objective function defined over the estimated
output and the target output. In order to quantify the model loss, they employed the Mean Square
Error (MSE) between the estimated pixel colors in a*b* space and their real values. For an image
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X, the MSE is given as
C(X, θ) =

1
2HW

H X
W
X X
(Xki,j − X̃ki,j )2 ,

(2.28)

k∈{a,b} i=1 j=1

where, θ denotes all the model parameters, Xki,j and X̃ki,j represent the i, j th pixel value of the
k th constituent of the target and reconstructed image, respectively. It should be noted that while
training, the loss is back propagated to update the model parameters. Fig. 2.16 shows some of the
results of their work; comparing their results to the prior research, they found out that overall, their
model has performed very satisfactorily.

Figure 2.16: Example model outputs compared to the ground truth; taken from [38].
An et al. also suggested a CNN model trying to colorize a black and white image [40]. They
formed a CNN that mapped a white and black image input to a distribution on a quantized color
value output utilizing an architecture shown in Fig. 2.18
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The input grayscale image was resized to 224 × 224 and they represented it by i. When the
image goes through the network, it is transformed to P̂ by the network. The transformation, shown
by F , is written as
P̂ = F (i)
(2.29)
where P̂ is a h × w × Q, where h is equal to 56, w is equal to 56 and represent the height and
width of the output of the last convolutional layer. For each pixel of h × w, P̂ has a vector of
Q = 313 values and each value denotes the probability that the pixel contains this class. Their
objective was to obtain a pair ab of the channel values for each probability of distribution P̂h,w . To
recover a single pair of ab values from each distribution in P̂, the corresponding single part ab to
the annealed-mean of the distribution P̂h,w is denoted in Ŷh,w that they wrote as the transformation
of the original distribution P̂h,w where
Ŷ = H(P̂ ).

(2.30)

Note that when the image traverses the network its size decreases to 56 × 56. For the image ab
predicted, Ŷ also produces a dimension 56 × 56; to have the final color image, it was oversized at
the size of the original image and then concatenated to the channel of lightness, L, giving the final
color image.
Considering an input i ∈ Rh×w×1 grayscale image, the goal of the network is to learn a
mapping P̂ = F (i) to the two combined color channels. The ab output space was quantized to
Q = 313 which corresponds to the number of quantized bins in the ab space. The output of the
network is P̂ given an input image i. All the color images were changed in the training set to their
compounding values P . The mapping H, was inverted to be P = H −1 (Y ). The nearest ab bin
was found for all pixels Yh,w of output image Y and is symbolized as Ph,w where P ∈ [01]h×w×Q
converts the ground truth color Y to vector P. To obtain the multimodal cross entropy loss, the
network predicted quantized colors, P̂ , were compared to P via
L(P̂ , P ) = −

1 XX
Ph,w,q log(P̂h,w,q )
hw

(2.31)

They also applied a technique called color re-balancing which modifies the overall mixture of the
colors in an image and is utilized for color correction. They mentioned that the background of the
image, such as clouds, pavement, dirt, walls, etc., are statistically more probable to appear in a
dataset, which is due to the distribution of the ab values that are extremely biased towards the desaturated values. In a natural image, the de-saturated values are larger than those of the saturated
values, introducing bias towards the de-saturated ab values in the loss function. They solved the
problem of class imbalance by re-weighting of the loss function based on the pixel color rarity.
They claimed that this helped to obtain plausible and saturated colors in the output. Fig. 2.18
shows an example of the network output used in their work. Comparing their network to the prior
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research, they also asserted that their network outperformed previous work.
The last work reported herein on image colorization belongs to Joshi et al. [41]. They proposed
a deep convolutional neural network to colorize historical images. They used RGB photos of
people, festivals, arts, museums, galleries and so on and resized them all to 256 × 256; the RGB
images were then converted to CIELAB. The CIELAB space, as the authors continued, has one
luminance channel and two chroma channel. The model they developed needs to predict the two
chroma channel from a given grayscale value. Therefore, the luminance channel was fed into
the CNN as input and the network tries to predict the a*b* values. The three channels were
then concatenated together to form the CIELAB representation of the predicted image. The CNN
model they suggested had four main parts, an encoder, a global feature extractor, fusion, and a
decoder. Initially, a set of low-level features are extracted from an image. Low-level features are
then utilized to calculate the mid-level image features. Global image features are extracted from
a global feature extractor network, called Inception ResNetV2. The fusion layer fuses both the
mid-level and the global features. The decoder takes the output from the fusion layer, which is the
colorization network that outputs the final a*b* map.
The network uses an encoder-decoder architecture, and it consists of a series of convolutional
layers which are a set of small learnable filters that search for specific patterns in the input image.
As one goes to the deeper levels, higher-level features are extracted. The CNN consists of layers
forming a function
f = σ(b +˜ Wg )
(2.32)
where, g ∈ Rq is input and f ∈ Rp is output of every layer. W is a weight matrix, b is a
bias vector and σ : Rp˜→ Rp is a transfer function which is nonlinear. The values of learnable
parameters W and b are continuously updated through back-propagation. The loss, as mentioned
above, indicates the difference between the prediction values by the network and the real values.
Both low and mid-level feature networks act as encoder units. The encoder uses a 6-layered CNN
to extract low-level features form the input image using 3 × 3 kernels. The input to the encoder
unit is a gray-scale image, and the dimension would reduce as the image goes forward in the
encoder through using an increased stride at each convolutional layers. The low-level features
are further processed with two convolutional layers to attain mid-level features. Low-level feature
extraction consists of extracting local texture, objects, and descriptions at a given location from
the images. As one moves to the mid-level feature extraction network, the network detects more
complex patterns; the mid-level feature extraction is concerned with extraction of descriptions of
the scene extracted at a low level in a more symbolic way or describing a particular scene shape
and position. High-level features are used to comprehend the semantic context at an image level
so CNN can “get a sense of” what is in the image. To extract an image embedding, the Inception
model was used. They applied Inception-Resnet-V2 model, and neglected the last Softmax layer
for global feature extraction. At the fusion layer, the output of convolutional layers of the encoder
is fused with the output of the Inception embedding. As they stated, this allows for merging local
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information with global information that is present in the image. The fusion layer combines the
global features with the output of the mid-level image features. The decoder, on the other hand,
uses the features to estimate the output, a*b* channels. Fused features are then processed by a
series of convolutions and up-sampling layers. The output of the fusion layer is then fed into the
decoder and then a few convolutional and up-sampling layers are applied to attain a final a*b*
map. This a*b* chrominance map is then concatenated with the luminance (L) component of the
input image generating an image in CIELAB color space, which is then converting to RGB color
space. The architecture of the network is shown in Fig. 2.19.
To measure the model loss, they used two different quantities, one is Mean Square Error
(MSE) and the other is Peak Signal-to-Noise Ratio (PSNR). MSE, as explained above, is computed
between the estimated colors in a*b* space and their ground truth values. MSE has already been
explained and only PSNR is explained here. They proposed PSNR to measure the quality of
the color image. It is the approximate estimation to human reconstruction quality perception.
Because the human visual system is most sensitive to luma information, the PSNR was computed
only on the luma channel, where luma represents the weighted average of R, G and B channels
(L = 0.3R + 0.59G0.11B). PSNR computes the peak signal-to-noise ratio between the colorized
image and the corresponding ground truth image, and is expressed as
P SN R = 10log10 (

peakval2
)
M SE

(2.33)

where, peakval is the maximum value of the pixel intensity in an image. Fig. 2.20 shows the
results of applying their network to some of the old images they had at their disposal. They also
showed that their results using PSNR are comparable to other state of the art methods applied to
the image colorization problem.
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Figure 2.17: The architecture used for this work; taken from [40].
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Figure 2.18: An example of the network output; taken from [40].

Figure 2.19: The network architecture used for this work; taken from [41].
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Figure 2.20: Some of the results of their network being applied to the old images; taken from [41].
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Generative Networks

One of the applications of generative networks is hyperspectral image sharpening; Liu et al. has reported applying this type of network to remote-sensing image pan-sharpening [42]. To accomplish
this, they designed a basic two-stream CNN architecture as the generator to generate high-quality
pan-sharpened images and used a fully convolutional discriminator to learn an adaptive loss function to improve the quality of the pan-sharpened images.
Pan-sharpening aims to estimate a high resolution (HR) Multi-spectral (MS) image P̂ from a
low-resolution (LR) Multi-spectral (MS) image X and an HR panchromatic (PAN) image Y . The
output images should be as close as possible to the ideal HR MS images P . They described X by
a real-valued tensor whose size is w × h × b, Y is rw × rh × 1, and P̂ and P is rw × rh × b,
respectively, where r is the spatial resolution ratio between LR MS X and HR PAN Y . Here r is
equal to 4 and b is the number of bands. The ultimate purpose of pan-sharpening is written as
P̂ = f (X, Y, θ)

(2.34)

where, f (·) is a pan-sharpening model taking X and Y as input and generates the HR MS P̂ , and
θ are the parameters for this model. Equation 2.34 can be solved through minimizing the loss
function
N
X
θ̂f = argmin
l[fθ (Xn , Yn ), Pn ]
(2.35)
n=1

where, N is the number of training specimens. From 2.34, we can see that f (·) can be regarded
as a mapping function from (X, Y ) to P . Therefore, they reformulated the pan-sharpening as
a conditional image generation problem that could be solved utilizing a conditional Generative
Adversarial Network (GAN). They defined a generative network G mapping the joint distribution pdata (X, Y ) to the target distribution pr (P ). The generator G would try to generate a pansharpened image P by an adversarial trained discriminative network D. With this adversarial
learning, a GAN designed for pan-sharpening could produce faithful HR MS, according to the
authors. The final aim of a generator is to generate a pan-sharpened MS image that cannot be
differentiated from a real MS image. Because the inputs to a generator G are an HR PAN image
and an LR MS image, there are a few ways to design G.
They developed a few network architectures but the most successful one was called PSGAN, which upsamples the MS image first and then feeds it and the corresponding PAN into
two sub-networks for feature extraction. The sub-networks have similar structure but different
weights. Each of them is comprised of two successive convolutional layers that are followed by
a LeakyReLU and a downsampling layer. The convolutional layer with a stride of 2, instead of
a simple pooling strategy, was also used. After passing through the two sub-networks, the feature maps are first concatenated and then fused by the subsequent convolutional layers. Finally a
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decode-like network architecture consisting of two transposed convolutional and three-flat convolutional layers were applied to reconstruct the desired HR MS images. Skip connections were also
added, which will not only communicate details to higher layers but also ease the training. ReLU
was also used in the last layer guaranteeing a non-negative output. The architecture of the network
is shown in Fig. 2.21.

Figure 2.21: The architecture of the generative network used here [42].
The generative network G and the discriminator network D were trained alternately. To optimize G, they adopted a pixel-wise loss and adversarial loss the same as other state-of-the-art
GANs. They also adopted l1 loss which computes the absolute difference between the pansharpened image and the ground truth. The loss function L(G) is written as
L(G) =

N
X

[−αlogDθD (X, GθG (X, Y )) + β∥P − GθG (X, Y )∥].

(2.36)

n=1

They also presented the loss function for D as
L(D) =

N
X

[1 − logDθD (X, GθG (X, Y )) + logDθD (X, P )].

(2.37)

n=1

Comparing their method to others, they found out that their method has outperformed other approaches devised for this purpose.
Shaham et al. developed a generative model, which is able to capture the internal distribution
of patches within the image and can then generate high quality, diverse specimens carrying the
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same visual content as the image [43]. Their goal was to learn an unconditional generative model
being capable of capturing the internal statistics of a single training image x. To achieve this,
their generative network was comprised of a hierarchy of patch-GANs where each responsible for
capturing the patch distribution at a different scale of x. Their model consists of a pyramid of
generators G0 , ..., GN , that are trained against an image pyramid of x: x0 , ..., xN , where xn is a
downsampled version of x by a factor rn . Each generator is responsible for generating realistic
image samples with respect to the patch distribution in the corresponding image xn . This is accomplished through adversarial training, where Gn learns to fool an associated discriminator Dn
trying to differentiate patches in the generated samples from patches in xn .
The generation of an image starts at the coarsest scale and sequentially passes through all
generators up to the finest scale, with noise injected at every scale. All the generators and discriminators have the same receptive field and therefore capture structures of reducing size as one
goes up the generation process. At the coarsest scale, the generation is purely generative. In other
words, GN maps spatial white Gaussian noise zN to an image sample x˜N ,
X˜N = GN (zN ).

(2.38)

Each of the generators Gn at finer scales adds details that were not generated by the former scales.
Therefore, in addition to the spatial noise zn , each generator Gn accepts an up-sampled version of
the image from the coarser scale,
x˜n = Gn (Zn , (xn+1
˜ ) ↑r ), n < N

(2.39)

The generator architecture is shown in Fig. 2.22. Specifically, the noise zn is added to the image

Figure 2.22: The architecture of the generators used here; taken from [43].
(xn+1
˜ ) ↑r , before being fed into a sequence of convolutional layers, whose role is to produce the
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missing details in (xn+1
˜ ) ↑r . Namely, Gn performs the operation
x˜n = (xn+1
˜ ) ↑r +ψn (zn + (xn+1
˜ ) ↑r ),

(2.40)

where, ψn is a fully convolutional network with 5 conv-blocks of form Conv(3 × 3)-BatchNormLeakyReLU. They started with 32 kernels per block at the coarsest scale and increase this number
by a factor of 2 every 4 scales. Their training loss for the nth GAN was comprised of an adversarial
term and a reconstruction term,
minmaxLadv (Gn , Dn ) + αLrec (Gn ).
Gn

Dn

(2.41)

The adversarial loss Ladv penalizes for the difference between the distribution of patches in xn
and the distribution of the patches in generated x˜n , and the reconstruction loss Lrec insures that a
specific set of noise maps that can generate xn exists.
Fig. 2.23 shows the output of their model, which has been trained on only one image but
generates different images of any one input image as shown here. As it is observed from Fig. 2.23,

Figure 2.23: Generation of realistic random images from one input image; taken from [43].
the network has done a good job producing new images from the input image.

2.3.3

1D Convolutional Neural Networks

When there is a scarcity of data, or there is a very specific application for which the deep learning
ought to be applied, or there is a need to extract the spectral features instead of spatial features,
1D CNNs could be very useful [44].
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Kleyhans et al. suggested a 1D CNN trying to classify the spectral reflectance data of paintings
to produce a pigment map of the work [45]. They argued that because many paints are intimate
pigment mixtures, it would not be possible to use linear models trying to classify the pigments,
hence the use of 1D CNN could be useful.
To do so, they took a hyperspectral image of the painting covering from 400 to 950 nm in the
spectrum and the images were converted to reflectance through subtracting the dark noise from
the values in the pixels and then dividing it by the illumination radiance. The spectral component
of the reflectance spectra at each pixel were used as input features to the 1D CNN. The 1D CNN
they used had four hidden layers. The architecture of the model is shown in Fig. 2.24.

Figure 2.24: The architecture of the CNN used here; taken from [45]
The input layer receives the initial data, that is the individual spectral data, which are also
labeled. The first two hidden layers have two 1D convolutional layers, which are followed by
max pooling, resulting in a down-sampled output. Two fully connected layers are the last two
hidden layers, which use a ReLU activation function. The final output activation function is Softmax, which takes the output and alters them to probabilities falling between 0 and 1, showing the
probability by which the output belongs to a specific class.
The performance of the model was also calculated using a categorical cross entropy loss function, defined as
C
X
CE = −
ti log(si )
(2.42)
i

where, ti is the ground truth and si the model scores for each class. The training dataset they
built consists of four well-characterized paintings from an illuminated manuscript, the Laudario
of Sant’Agnese. In the construction of the training dataset, they selected regions in the spectral
image cubes that possess the same spectral shape and known pigment composition. Fig. 2.25
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shows the output of their CNN model to classify the pigments in comparison with the ground truth
map. As it is observed, they were able to obtain a very satisfactory result using 1D CNN. They

Figure 2.25: The output map of the CNN compared to the ground truth map; taken from [45]
also used other classification approaches such as Support Vector Machine, Multilayer Perceptron,
and Spectral Angle Mapper but their method outperformed all of them.
Wang et al. used a 1D CNN to classify the hyperspectral data of Hepatocellular Carcinoma
samples [46]. They argued that in the field of medical imaging, using a 2D CNN would be difficult
for semantic segmentation. Therefore, they were prompted to apply a 1D CNN for which the
hyperspectral images would be divided into many pixels and the CNN model tries to classify the
hyperspectral data of each pixel in the image determining whether the pixel represents a tumor or
not.
The data they used is comprised of 14 sets of hyperspectral images obtained from pathological
slices covering the spectrum range of 400 to 720 nm. Pixels at the same coordinates in the pictures
(107 pictures) were formed into a 1D array, that is, a piece of hyperspectral data. Then, these
1D arrays were used as training data to train the deep learning model to specify whether the pixel
indicated a tumor tissue or not. The proposed 1D CNN had eight layers. First, 1D convolution was
used to extract features and a pooling operation to decrease the dimension of the data. Afterwards,
the same operation is followed, and then two 1D convolution layers were used to further extract
the features. At the end, a fully connected layer was applied to classify the extracted features.
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The convolutional layers applied rectified linear unit as the activation function, the output layer
also applied a sigmoid activation function generating probability values. The network structure is
shown in Fig. 2.26. A weighted loss function was used to mitigate the impact of the imbalanced

Figure 2.26: The structure of the 1D CNN model used; taken from [46]
distribution of the samples. Cross entropy loss function is ordinarily defined as
Loss(x) = T (x) × log(P (x)−1 ) + (1 − T (x)) × log((1 − P (x))−1 )

(2.43)

where, T (x) is the target label and in their experiment T is either 1 or 0, showing tumor or not a
tumor, and P (x) is the output of the sigmoid function, the network predicted output. The weighted
cross entropy loss function is then defined as
Loss(x) = W eight × T (x) × log(P (x)−1 ) + (1 − T (x)) × log((1 − P (x))−1 ).

(2.44)

They compared the performance of their model to different machine learning approaches including
random forest and SVM, and they concluded that their 1D CNN has outperformed these methods
significantly.
As it was mentioned, in this work, we are trying to virtually clean artwork using deep learning
based approaches. The virtual cleaning has two main forms, first is the virtual cleaning visualization; to do that, we drew on Convolutional Neural Network (CNN), inspired by the image
colorization using CNN. The difference between our method and the method used to tackle the
image colorization issue lies in the fact that we wanted the CNN to train to go from yellowed
image (i.e., varnished image) to colored image (virtually cleaned image), while in the image colorization the CNN learns to go from black and white to color image. The second form of the
virtual cleaning is to estimate the spectral reflectance of the virtually cleaned artwork. To do that,
we are going to use a deep generative network and a 1D CNN. In the case of the deep generative
network, a small area of the artwork is already cleaned, regardless of the color on that area. A
hyperspectral image of the artwork is taken. Then the generative network would receive a cube
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noise and output a virtually cleaned hyperspectral image of the artwork using only that small area
that is cleaned. 1D CNN is also applied but not in the same manner as in this chapter, which was
for classification. In our case, we use 1D CNN to estimate the spectral reflectance of the virtually
cleaned artwork; in other words, the input to the network is reflectance spectral of the varnished
artwork and the output is the spectra of the virtually cleaned artwork.

Chapter 3

Virtual Cleaning for Visualization
Our goal here is to develop an approach to virtually clean artwork which allows everyone, including both art enthusiasts and conservators, to readily see how an old, varnished painting will appear
without varnish, referred to as virtual cleaning of works of art. To do this, two approaches, namely,
a convolutional neural network (CNN), and a deep generative network (DGN) are proposed. The
difference between these two approaches is that CNN relies on a big dataset to train but the DGN
only relies on a small part of the painting to train. This chapter is dedicated to the work we have
published in the field of virtual cleaning for visualization [47, 48]. Two main methods were developed for this purpose, CNN and DGN, which are expanded upon in the following sections. The
chapter is divided into sections of Varnish Impact on Appearance of Artworks, virtual cleaning
of artworks using deep convolutional neural network and virtual cleaning of artworks using deep
generative network.

3.1

Varnish Impact on Appearance of Artworks

The presence of varnish could significantly alter the artwork appearance; one of the major visual
impact of varnish is the yellow appearance that it gives the artworks [13, 19]. When the varnish
is first applied to the artwork, it causes the colors on the paintings to seem more saturated [1, 4],
which sometimes is indeed intended by the artists. However, as the varnish ages, it tends to
acquire a yellowish tint, which makes the paintings deviate from the original look that the artists
intended for. In other words, the colors on the paintings shift in an unwanted manner, which are
not originally intended for by the artist. Removing the varnish physically is one viable option
that conservators use to recover the original look of the paintings. However, knowing beforehand,
what the painting is going to look like should it go through the varnish removal process, would
help them have a virtual appraisal of the final outcome which in turn aids them in making the
decision whether or not a painting should undergo a varnish removal process. In cases where the
60
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varnish removal is out of question, the virtual cleaning could also be helpful. Therefore, the virtual
cleaning could help visualize the painting without the impact of varnish in a virtual manner, in a
sense, it is a simulation of the physical removal of the varnish. In this section, the visualization in
virtual cleaning is presented in which it is tried to undo the yellowing impact that the varnish has
on the appearance of the artworks and render them in an RGB domain in its original look without
varnish.

3.2

Virtual cleaning of artworks using deep convolutional neural network

As it is described later in this section, the method we are proposed to virtually clean the artwork
is convolutional neural network, which learns to go from the yellow image (”varnished artwork”)
to a color image (”virtually cleaned artwork”). To do that, we should first simulate images that
are artificially yellowed.; in order to do that two methods of simulation are used. The first is
called spectral simulation, in which only the color charts are used. The second part is called color
simulation in which the 488 images of urban and rural areas are combined with 22 images of the
color charts.The reason for using these titles is to first be able to compare our results to the physicsbased model described in Section 2.1, in which the works of art are virtually cleaned in the spectral
domain. Thus, we also simulate our artworks in the spectral domain. After spectral simulation, to
generalize the method to a larger range of works of art, RGB color simulation of works of art is
used, in which there is no need to know any information and accessing RGB data of the uncleaned
work of art suffices. In other words, the color simulation section shows the applicability of the
method proposed herein to famous artworks (i.e., any artworks), for which cleaning is simply not
possible either because of the expense of the artwork or not having access to any cleaned parts of
the work, and having access to one RGB image of the uncleaned work is the only data available.
Comparison with the physics-based method for the color simulation section is simply not possible
as the physics-based model needs at least the paintings to be cleaned at the brightest and darkest
parts, and also the physics-based model relies on spectral information, however there is no access
to the spectral information in this case. Fig. 3.1 shows the flowchart which presents the work done
in this section schematically.

3.2.1

Data

In this work, the problem of virtual cleaning of works of art is looked upon as a machine learning
problem, in which a system (a CNN herein) learns to go from an uncleaned artwork to a virtually
cleaned one. The use of a CNN approach for this problem requires a set of both training and
testing data for the learning process. Here, the hypothesis is that the training data does not need
to be a combination of cleaned and uncleaned works of art, but instead can be images of similar
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Figure 3.1: Spectral and color simulation section schematic representation.

content (i.e., people, landscapes, buildings, etc.) in both “cleaned” and “yellowed” states. As
described below, the “yellowed” data is simulated based on a physics-based model of the spectral
impacts of an aged varnish. To train the networks, urban and rural images taken from the Kaggle
website [49], along with images of people and color charts (described below) were used to train
the CNN. Some of the images are shown in Fig. 3.2. We add the color charts as they represent a
large range of colors which might not have been represented in the other images. To ensure our
training data covers a wide range of colors, the color charts are simulated and added to the dataset
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as well.

Figure 3.2: Some examples of the images used for training in this work.
It should be noted that the color charts are simulated using 1269 spectral reflectances of Munsell chips from the Munsell Book of Color Matt Finish Collection [50], 264 spectral reflectances
of ANSI IT8.7/2 Standard Chart from Kodak, 1950 samples from the Natural Color System, 130
spectral reflectances of Artist’s paint, and 24 spectral reflectances from the Macbeth ColorChecker.
All of the samples were simulated into a 4 by 6 color chart, the same as the Macbeth ColorChecker
with 24 chips. To make the simulated color charts, the spectral reflectances were first transformed
to CIEXYZ using standard formulae and then the CIEXYZ was transformed to sRGB. The final
images were saved in jpg format [35]. There are 154 simulated color charts overall and 488 images
of people, urban, and rural areas.

3.2.2

Convolutional Neural Network

This section explains the CNN model used for the virtual cleaning color estimation.
Architecture
Keras, a library written in python for the purpose of deep learning, was used in this work [51]. The
architecture of the network is shown in Fig. 3.3. A deep convolutional neural network (CNN) was
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built here with 11 layers. The stride of 2 has also been used leading to the down-sampling of the

Figure 3.3: Architecture of the CNN used in this work.
image, which is compensated for by using up-sampling later on in the network. In other words,
the input and output have the same size. It should be noted that the size of the image input to the
network should be 400 × 400. 500 training images of urban and rural areas along with people and
color charts are used to train this network to learn how to transform a yellowed (varnished) image
to the original color (unvarnished) image.
Application of the CNNs
As stated above, the CNN used here is restricted to an input image size of 400×400 pixels. Consequently, we need to adjust the input image to fit this CNN architecture, while maintaining the
ability to transform larger (or smaller) images. Images that are not of that specific size become
blurry when going through the CNN due to re-sampling, especially if the size of the image is
much larger than the CNN required input size. Also, the feature extraction blurs the output image from the CNN. Therefore, these two causes work together to make the output image blurrier
than the input. Fortunately, we can leverage existing work from JPEG compression to address this
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problem. In order to do that, before inputting the RGB image into the network, it is first changed
into a CIELAB representation, assuming that the RGB image follows the sRGB formula, and its
L* channel is preserved and set aside. After that, the original RGB image is fed into the CNN.
The output of the CNN, which is also an RGB image, is then changed to CIELAB and its a*b*
channels are extracted. These a*b* channels are then concatenated with the L* of the input image
that was set aside. This new CIELAB image, which has been partially transformed by the CNN,
is then changed back to RGB. Using this simple method, the sharpness of the image is maintained
and the approach can be applied to images of a varying size. Fig. 3.4 shows this process schematically. This process is adapted from JPEG image compression which is referred to as “lossless
compression”, meaning one could compress the color channels significantly without noticeable
changes as long as the luminance channel is left untouched [52].
It is important to know that this process is only applied to the test images that are the focus
of the virtual cleaning. There is no need to do this for the training images. Because the training
samples are not presented and they are used to train the network but in the case of the testing
samples, we do this because we want to keep the testing images sharp and presentable.
Therefore, after training the network, when the testing images are fed into the network, they
go through the process shown in Fig. 3.4.
To train the CNNs we need two sets of images, one “yellowed” set and the other set in the
original color. Using 1,269 spectral reflectances of Munsell chips, 264 spectral reflectances of
ANSI IT8.7/2 Standard Chart from Kodak, 1,950 samples of the Natural Color System, and 130
spectral reflectances of Artist’s paint [53], 154 color charts are simulated in a way that each color
chart has 24 chips in the same arrangement as in the Macbeth ColorChecker. Because we have
access to the spectra of all these samples, we use the approach presented in Fig. 2.12 to simulate
yellowed color charts as a way to simulate “varnished works of art”. Therefore, using all these
samples we are able to make a fairly large set of training data, using which the CNN is trained to
go from yellowed images to images in their original color. After training the CNN, the Macbeth
color chart is used to test the CNN and see how well the network can recover the original color
chart from the yellowed one. At this point, we also compare the results to the results obtained from
the physics-based model [13]. To make the comparison possible between the work reported herein
and the physics-based model reported in [13], the simulation of the cleaned and uncleaned works
of art should also be done in the spectral domain hence the use of spectral reflectances of Macbeth
ColorChecker. The results using both the physics-based model and the CNN are visualized in the
results and discussions section, along with quantitative analysis and comparison.

3.2.3

Evaluation Metrics and Experimental Environment

Visualization of the results is the first method to evaluate the success of the approaches used to
tackle the problem of virtual cleaning of works of art. The spectral Euclidean distance and spectral
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Figure 3.4: The method used to keep the image sharp.

angle (SA) are also calculated between the original (cleaned) image and the “virtually cleaned”
image, both in the RGB or spectral domains [54]. The spectral angle between two pixels is simply
the angle between them in the color space, given by
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(3.1)

where k represents the k th pixel, tk and rk represent the two pixels belonging to the test and
reference images, and SAk represents the spectral angle between the truth and transformed images
for the k th pixel. To numerically report the results over the whole image with only one numerical
value, the average of SAk over the whole image is also reported.
Python 3.6.10 |Anaconda, Inc. is used as a base coding environment for the CNN algorithm.
More specifically, the CNN codes were written and run in the TensorFlow environment, which
was installed onto the Anaconda. TensorFlow is an open-source and free library used for machine
learning which can be utilized across a wide range of tasks and has a specific focus on training
and deep neural networks. In terms of hardware, the programs are run on a CPU. The CPU used
belongs to an ordinary Lenovo laptop ideapad CORE i7, 7th Gen. Because the number of training
samples is not particularly large, we are able to use a CPU here. The training of the CNN is performed using the artificially yellowed images and their corresponding colored ones. 800 epochs
are used with a batch size of 1 and a learning rate of 0.01. The images used are of varying size
and in the format of jpg. To check if there is overfitting in the training process, the training and
validation curves are examined (shown below). Visual examination of the outputs in the training
and validation samples is also performed to ensure the colors look realistic. MATLAB R2020b,
the package of mathematical software was also used for data preparation. The yellowing filter,
converting the images into a suitable format to be read by the CNN, and all other evaluation calculations (such as computing Euclidean distance and spectral angle) are performed in MATLAB.

3.2.4

Spectral Simulation

As mentioned above, spectral simulation here refers to simulating cleaned and uncleaned works
of art in the spectral domain, aligning with the physics-based model proposed by [13]. They
were the first to attempt to model the relationship between the painting and the varnish based
on physics. We refer to their model as the physics-based model from now on. The physics-based
model they presented is in the spectral domain obtained using a meticulous step by step analysis of
the interaction between light and the varnish/painting system. They based their main equation on
Kubelka, and were able to derive a model that enabled them to obtain the reflectance spectra of the
cleaned work of art from an uncleaned one. One of the unknowns in this model is the transmittance
of the varnish. Assuming that there are perfect black and white spots on the artwork, they estimated
the transmittance using the cleaned and uncleaned black and white reflectance spectra. Therefore,
they were able to use the model to predict the uncleaned spectra of the work of art. For us to be
able to draw a fair comparison between our model and theirs, we should also do the simulation
in the spectral domain with the light matter interaction model in mind. To do that, we consider
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the Macbeth ColorChecker as a simulated “work of art”. We chose the Macbeth target as it has
pure black and white spectra along with other colors. The physics-based model relies on first
finding the pure black and white parts of the painting, therefore, using a Macbeth ColorChecker
is justified. The way the cleaned and uncleaned artwork are simulated in the spectral domain has
been explained extensively in section 2.1.
Results and Discussions
Fig. 3.5 shows a few of the color charts simulated in this work along with their yellowed versions.
The Macbeth ColorChecker is the one on the far right, which is used as a testing sample to the
CNN model built in this work. The top row shows the colored (“unvarnished”) charts and the
bottom row shows the yellowed (“varnished”) charts. The Macbeth ColorChecker is also used to
test the physics-based model. Therefore, the same color chart with the same level of yellowness is
used for both methods, making the comparison between different approaches possible.

Figure 3.5: Simulated color charts (top row) and their yellowed versions (bottom row).
As mentioned before, the Macbeth color chart is used as a “simulated work of art” and the
results of the CNN are compared to the results obtained by the physics-based model proposed
by [13]. In order for us to be able to compare our work with the physics-based model, we chose
to simulate the Macbeth ColorChecker and use it as an example “work of art”. Fig. 3.6 shows the
results of the method proposed here using the CNN along with the result from virtual cleaning
with the physics-based model. It should be noted that the output of the physics-based model
is spectral reflectance. Consequently, the reflectance was changed first to CIEXYZ and then to
sRGB. Looking at Fig. 3.6, it is clear that the CNN has outperformed the physics-based model in
a significant manner. To have a better understanding of the results and how they are compared in
a quantifiable manner, the Euclidean distance and SA between the original Macbeth color chart
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Figure 3.6: a: original Macbeth, b: physics-based model output, c: yellowed Macbeth, d: CNN
output.

(the simulated cleaned “work of art”) and the output of the CNN and physics-based model are also
calculated and shown in Table 3.1. It should be noted that the values reported are the averaged
values across the whole image; in other words, the Euclidean distance and the SA are calculated
per-pixel for the color chart and the output of CNN and the physics-based method and then the
mean value is calculated and reported. Table 3.1 has also confirms the results of Fig. 3.6, showing
Table 3.1: Euclidean distance and SA mean values between the original and “cleaned” Macbeth
color chart..
Method
Euclidean distance SA
physics-based Model
0.13
0.18
CNN
0.02
0.01
the superiority of the proposed CNN over the physics-based model. The reliance of the physicsbased model on the perfect black and white spots and the fact that they have assumed that the black
spot spectrum is independent of wavelength are a few most important reasons why the model
does not have a satisfactory output. On the other hand, the CNN makes no presumption and
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simply learns to model the input image (yellowed image here) to the output image (original colored
image) making it a suitable approach to be applied to the problem of virtual cleaning of works of
art, in which there are still many unknowns to be answered. One of these is the complexity of the
relationship between the paint and the varnish, which needs a far more sophisticated physics-based
model to be understood thoroughly. The need to physically remove a portion of varnish from the
painting is also one more impediment in the physics-based approach making it less suitable to be
applied to precious artworks.

3.2.5

Color Simulation

The second part of this Chapter focuses on simplifying the work, so that it could be applied to any
RGB image of a piece of art with the goal of virtually “cleaning” it. In other words, the simulation
of the cleaned and uncleaned artworks is done in the RGB color domain hence the name of color
simulation for this section. In order to do that, all the images of urban and rural areas, people,
and color charts are combined to form a dataset of 500 images which are used as training data.
Now because we do not have access to the spectral information of all of these images, we cannot
yellow them the same way as in Section 3.2.4. Therefore, we developed yellow filters, as shown
in Fig. 3.7, which are multiplied point by point with all the 500 images, resulting in the yellowed
(or “varnished”) images.

Figure 3.7: Yellow filters at three levels used to artificially yellow the images.
Three levels of this filter are used, slightly, moderately, and highly yellow, notionally representing various degrees of aging. For example, the filter on the far right, c, is used for a very old
varnish. Our aim here is to train a CNN so that it can estimate the original colored images from
the yellowed samples. After training we apply this network to images of two famous works of art
with images available from the internet, namely Mona Lisa and The Virgin and Child with Saint
Anne, both painted by Leonardo da Vinci. An interesting point about these paintings is that their
cleaned version is also available, so we can feed the varnished (uncleaned) versions through the
trained network and compare the output of the network to the cleaned versions as “ground truth”

CHAPTER 3. VIRTUAL CLEANING FOR VISUALIZATION

71

for evaluation. It should be noted that these two artworks are not used in the training stage and
only used in the test stage. It is also worth noting that in the case of the Mona Lisa, the cleaned
version of the painting is indeed a virtually cleaned artwork. However, because of the high accuracy by which the authors have virtually cleaned the artwork, due to having access to the material
and pigments used by da Vinci [16], we consider this virtually cleaned artwork as our reference to
compare our model’s output with.
To do the training, first a judgment should be made about how yellow the filter should be; we
chose the moderately and highly yellowed filter for images of The Virgin and Child with Saint
Anne and Mona Lisa, respectively, after visually judging the cleaned and uncleaned artworks. The
CNN is then trained on the yellowed and cleaned images in the training set, and after that, the
artworks are fed into the network as a test to see how well the approach works. At the end, the
results are compared to the physically cleaned versions of the artworks. It should be noted that the
artworks are not used to train the network and they are only used to test the performance of the
trained network.
Results and Discussions
Here we demonstrate the generalizability of the approach to other works of art without any information known about the artwork and the only information available is an RGB image of the
uncleaned artwork. In this section, the 500 images in our training samples are all filtered with a
yellow filter producing simulated “aged” images. There are three levels of yellowness that could
be chosen from; looking at the images of Mona Lisa and The Virgin and Child with Saint Anne
and how yellow they are compared to their cleaned versions, we chose the moderate and high level
of yellowness to make the 500 images yellow for the images of The Virgin and Child with Saint
Anne and Mona Lisa, respectively. The decision on the level of yellowness of the artworks is made
through visual assessment of the work. For example, looking at the color of sky in both paintings
here, the sky in the Mona Lisa is much yellower than the sky in The Virgin and Child with Saint
Anne. The set of images modified with the appropriate yellow filter are used to train the CNN to
go from the yellowed (“varnished”) image to the original (“unvarnished”) colored image. Empirically, we note that the closer the images in the training set are to the desired work, in terms of both
content and color, the better the results will be. Fig. 3.8 shows the uncleaned, physically cleaned
and virtually cleaned versions of the works used in this part [16, 55]. 1 It is worth reminding that
the image of the “cleaned” version of the Mona Lisa is actually an image of the virtually cleaned
artwork, used by us as a reference because of the high accuracy by which the author were able to
virtually clean the Mona Lisa [16], as mentioned before. The virtually cleaned images presented
as a result of this research are the results of application of the algorithm described here. As shown
1

Mona Lisa and The Virgin and Child with Saint Anne are done by Leonardo da Vinci and are on display in Louvre
Museum, and here we only use an RGB image of them not the real artwork.
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Figure 3.8: (a) and (d): Uncleaned, (b) and (e): reference and physically cleaned and (c) and (f):
virtually cleaned versions of the works used in this part.

in Fig. 3.8, visually, both artwork images have been cleaned at a very reasonable level, with The
Virgin and Child with Saint Anne having bean cleaned at a higher level compared to Mona Lisa.
To have a better, quantitative understanding of the results, the per-pixel Euclidean distance
and SA are computed between the virtually and reference versions of these works and are shown
in Fig. 3.9. Here, we see that overall, the network has performed better on the image of The
Virgin and Child with Saint Anne as compared to the image of Mona Lisa. To examine the results
shown in Fig. 3.9, the distribution of the SA and Euclidean distance reported in this Figure is also
presented, as shown in Fig. 3.10.
As it is observed from Fig. 3.10, overall, the distributions associated with The Virgin and
Child with Saint Anne is narrower than those associated with Mona Lisa signaling that the results
obtained by The Virgin and Child with Saint Anne very over a narrower range, which in itself
shows that the results are better in the case of the The Virgin and Child with Saint Anne. Table 3.2
is reported also, which shows the mean and standard deviation of the SA and Euclidean distance
distribution related images shown in Fig. 3.10. Just as in Table 3.1, this table also reports the
overall results using only one number, i.e., mean and standard deviation of SA and Euclidean
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Figure 3.9: Euclidean distance (left column) and SA (right column) computed between the images
of the virtually cleaned and reference versions of the Mona Lisa, (a) and (b), and The Virgin and
Child with Saint Anne, (c) and (d).

distance between the output of CNN and the reference image.
Table 3.2: Euclidean distance and SA mean and standard deviation
reference and “cleaned” artwork using CNN.
Method
Euclidean distance
Mean
SD
Mona Lisa
0.0371
0.0024
The Virgin and Child with Saint Anne 0.0548
0.0055

(SD) values between the
SA
Mean
SD
0.1489 0.0209
0.0415 0.0103

As it is observed from Table 3.2, Mona Lisa has a lower value of Euclidean distance mean and
standard deviation values compared to The Virgin and Child with Saint Anne, but it has a much
larger value of SA mean and standard deviation, showing that overall the network has done better
on The Virgin and Child with Saint Anne. This difference shows that the CNN, with a common
set of training data, works better on some works than others, likely dependent on many factors.
One reason could be that the varnish might not be the only reason for the color change, and the
artwork might have experienced some other factors leading to discoloration which would not have
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Figure 3.10: (a): Distribution of spectral angle calculated between the reference image and the
CNN output for the image of the Mona Lisa, (b) Distribution of Euclidean distance calculated
between the reference image and the CNN output for the image of the Mona Lisa (c): Distribution
of spectral angle calculated between the reference image and the CNN output for the image The
Virgin and Child with Saint Anne, (d): Distribution of Euclidean distance calculated between the
reference image and the CNN output for Mona Lisa.

been captured in the physics-based model of the varnish alone. Also, the CNN learns specific
features available in the training data. If it does not see a particular feature during training and is
then tested on that feature, the CNN is going to fail. Therefore, the choice of the training samples
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and how representative they are of the testing data is of great importance. It is hypothesized that
the CNN here has learnt two major features, one related to color and the other related to spatial
features, such as the sky, the human features, rocks, buildings, and so forth. It is interesting to see
that the CNN has done poorly, at least as measured in the Euclidean Distance, on the sky in each
image. Again, this is likely a factor of the characteristics of the training data.
By using a Convolutional Neural network with training on simple color images and their artificially yellowed versions, we were able to virtually clean artworks without knowing any information about the works. The only data available to the algorithm is an RGB image of the uncleaned
work of art. The results as shown in this part were satisfactory but for a more generalized network,
a great deal of attention should be paid to the datasets used to train the network and also to the
level of yellowness of the artwork that are aimed to be virtually cleaned. The work proposed in
this part has two main novelties. The first is the high accuracy of the method, which was proven
through drawing a comparison between the method proposed herein with the only physics-based
approach devised until now. The second is the generalizability of the method to different artworks
without any information known about the artwork, which is the opposite to all methods devised
by now. Having access to the data from at least a few parts of the cleaned and uncleaned art work
and not being able to apply the same method devised from one artwork to the other, are two main
shortcomings of the prior approaches that are addressed in this work. Having to physically remove
the varnish from the artwork is also another negative point from the prior work. However using
the method proposed herein all these shortcoming were addressed. It should also be noted that the
CNN trained here works better on realistic looking artworks. Looking at Fig. 3.2 it is obvious that
the network has been trained on the images of humans, buildings and natural subjects making the
network more suitable to work on natural (i.e., realistic) images of art. The network likely would
not work well on abstract paintings as well as the realistic looking artworks with the training set
used here, although that was not tested in this work. Moreover, in some cases that might not be
even an abstract painting, some artists use other colors for familiar objects than our regular optical
experience, such as a sky that might not be blue. In those cases, the CNN might not be able to
virtually clean those paintings satisfactorily either.

3.3

Virtual Cleaning of Artworks Using a Deep Generative Network

There have been many different approaches that have been proposed to virtually clean a partially
cleaned artwork. All of them have some limitations, the low accuracy of which is the main one.
In this work, a deep generative network is proposed to virtually clean a partially cleaned artwork in the RGB domain. The proposed generative model consists of several up-sampling and
down-sampling convolution blocks and skip connections with a symmetric architecture. The loss
function is calculated using the part of the artwork that has been physically cleaned for which
we have access to both RGB images before and after cleaning. Therefore the network is able to
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clean the whole artwork using only a small area of it that has already been physically cleaned. A
Macbeth ColorChecker and image of the Mona Lisa are used to test the approach and the results
are compared with the CNN presented in the prior section. The results are found to be acceptable
given that the approach proposed herein has a potential to be applied in a real situation and there
is no need for a large training dataset, on which the CNN method relied.

3.3.1

Data

One of the datasets used to test the proposed method is the Macbeth ColorChecker spectral reflectance data. The spectral reflectances were artificially yellowed using the same formula as in
3.2 in the spectral domain. The yellowed spectral reflectances and the originals were converted
into sRGB data afterwards. The Macbeth ColorChecker was primarily used to assess the feasibility of the proposed method before application to a well-known work of art. Consequently, we
apply the network to the image of the Mona Lisa to further test the network as well.

3.3.2

Deep Generative Network (Architecture and Application)

In this section, the Deep Generative Network (DGN) that has been developed in this work is
described. This method requires only a small area of the artwork to be cleaned. Then using the
data of both the cleaned and varnished conditions of the same area, the network learns how to
map from the uncleaned condition to the clean one. It then applies the same map to the rest of the
artwork resulting in a virtually cleaned artwork.
The idea behind a DGN is top learn the relationship x = fθ (z), which maps an image z
to another image x. This approach is used here to recover the virtually cleaned artwork from
the unclean one in the RGB color domain. The goal here is to generate image X, which is the
virtually cleaned image of the varnished artwork. Through feeding the varnished image Z into the
generator, image X with this characteristic will be attained. Z is the RGB image of the artwork
before cleaning. As mentioned above, only a small area of the painting is cleaned and we have
the RGB image of that area for both cleaned and uncleaned conditions. Let us call the area of
the painting for which we have both the cleaned and uncleaned data A. The RGB image of this
area that is physically cleaned is called Ac and the corresponding RGB image of this area that
belongs to Z (that is unclean) is Au . It makes sense that Au belongs to Z as Z is the RGB image
of the uncleaned artwork. When Z goes through the network, the part corresponding to Au is
taken out and the pixel-wise error between Au and Ac is calculated to compute the loss, which is
then back-propagated to the generator, through which the parameters θ of the mapping function
are optimized. Fig. 3.11 shows the process described. It should be noted that there is no training
in a traditional sense using this approach. The error computed between the Au and Ac is back
propagated to the generator and the generator will clean the whole image using this error coming
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from the loss function. This cleaning process is taken place step by step at each epochs, until the
network reaches the maximum number of epochs.
Through trial and error we come to know that the network works better in CIELAB color space
than in RGB. This improvement in the neural network performance by changing the color space
to CIELAB has been reported in the literature as well [15]. Therefore, we first convert the RGB
image, Z, into the CIELAB color space. The L* channel is then set aside and the a*b* channels,
as input, go through two main modules of the network, consisting of several blocks as follows:
(1)
1) The down-sampling block d(i) : Each d(i) is composed of convolutional layer Cd (i) also
performing the down-sampling operation through setting the stride S = 2. After that, batch
normalization and the LeakyReLU activation layer are performed. The output is then fed into
(2)
the next convolutional layer Cd (i) with the same stride. Similar to the first convolutional layer,
this operation is followed by a batch normalization layer and the LeakyReLU activation function.
(1)
(2)
Cd (i) and Cd (i) can be set to different kernel sizes and different numbers of filters shown as
(1)
(2)
(1)
(2)
kd (i), kd (i), nd (i) and nd (i).
2) The up-sampling block u(i) : Each u(i) consists of a few stacked layers. Opposite to the
down-sampling blocks, batch normalization is the first layer. Afterwards, the first convolutional
(1)
layer Cu (i) with S = 1 and a batch normalization and LeakyReLU activation function are used.
(2)
The output is then fed into the next convolutional layer Cu (i). The output, after batch normal(1)
ization and non-linear activation, is input into the bilinear up-sampling layer with factor 2. Cu (i)
(2)
and Cu (i), similar to the down-sampling block, can be set to different kernel sizes and different
(1)
(2)
(1)
(2)
numbers of filters shown as ku (i), ku (i), nu (i) and nu (i), respectively.
The skip connection, shown as s(i) , is also utilized to connect the down-sampled data to the
up-sampled data (the up-sampling and down-sampling blocks are symmetrical), so the residual
information can be fully employed. o(0) denotes the output block. It is indeed the up-sampling
block that is modified so that the up-sampling layer is superseded with one convolutional layer
which is followed by one Sigmoid activation layer.
The network has an hourglass architecture as shown in Fig. 3.12. Each down-sampling and
up-sampling sections are comprised of 5 blocks and 5 skip connections. The filter size is 3 × 3 in
the up-sampling and down-sampling blocks but it is 1 × 1 in the last convolutional layer. There
are 128 filters in the convolutional layers in the down-sampling and up-sampling blocks and there
are only 2 (to be equal to the a*b* channels) filters in the last convolutional layers. As it was
mentioned, only a*b* channels of the image Z are input into the network. The output from the
network is also the a*b* of the image X. This output will be combined with the L* channel of
the image Z that was first set aside, constructing the CIELAB image of output X. The CIELAB
image is then converted back into RGB image following standard formulae for sRGB.
As mentioned, the input to the network is the a*b* image of the uncleaned artwork Z and the
generated image is X. The cost function is defined as the pixel-wise difference between Au and
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Figure 3.11: The overall algorithm of the proposed deep generative network. It should be noted
that the generator actually takes in the error and based on that, it generates a new image, which
would be the virtually cleaned image. There is no training in the traditional sense here, and the
generator only learns to clean the whole image using the error it is computing based on the cleaned
parts.
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Figure 3.12: The architecture of the work along with how the input and output are processed.

Ac . Au belongs to Z and therefore, it changes in each iteration. Consequently, the cost function is
given as
min∥Au − Ac∥2
(3.2)
It should be noted that the input to the model should be replaced with the output of the model after
each iteration. The overall algorithm is shown in Algorithm 1.
Algorithm 1 Deep Generative Network Algorithm
Procedure: Virtual Cleaning (Ac )
Input: a*b* image of the uncleaned artwork Z
while epoch < max epoch do
X = M odel(Z) (Model here stands for the deep generative model.)
Au = X (The part of the X corresponding to Ac is taken out)
min∥Au − Ac ∥2
Z = X (replace the input with the output of the model in each iteration)
end while
Return X
End Procedure

3.3.3

Evaluation Metrics and Experimental Environment

The same evaluation metrics as in 3.2 were used in this section.
Python 3.9.7 |Anaconda, Inc. is used as a base coding environment for the DGN algorithm.
More specifically, the DGN codes were written and run in the TensorFlow environment, which
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was installed onto the Anaconda. In terms of hardware, the programs are run on a GPU (NVIDIA
GeForce MX350). The training of the DGN is performed using only one image and is consequently referred to as an unsupervised learning method [29]. As mentioned before, only a small
area of the image is used to compute the loss function, and the same loss is then used for the whole
image to virtually clean it. 1500 epochs are used to train the model. MATLAB R2022a, the package of mathematical software was also used for evaluation computations, making the Macbeth
ColorChecker and yellowing it.

3.3.4

Results and Discussions

In this section, the results of applying DGN to virtually clean the Macbeth ColorChecker and
the image of the Mona Lisa are presented and examined. First, we consider the Macbeth ColorChecker.
The Macbeth ColorChecker was simulated as varnished and unvarnished and is used to test
the approach, similarly to previous work reported in section 3.2. The Macbeth ColorChecker
has 24 different color patches, including a range of neutral samples. As mentioned, the DGN
needs only a small area of the painting to be physically cleaned and then, using that small part to
learn the transfer function describing the varnish effect, the whole painting is virtually cleaned.
Given that the Macbeth ColorChecker has different color patches, we empirically identified that
the number of patches necessary to be physically cleaned is at least three. Therefore, we applied
the method, using the following combination of three patches: a) red, green and blue, b) black
and white and a neutral patch, and c) all of the neutral patches, i.e., six neutral patches that exist
on the standard Macbeth ColorChecker. The combination in c obviously contains more than three
patches, but is presented as an alternate approach to training the network for testing. The results are
visually compared to the method proposed in section 3.2, as shown in Fig. 3.13 and quantitatively
compared in Table 4.2.
We observe that the DGN has done an acceptable job compared to the CNN proposed in section
3.2, even though the number of training samples required by the DGN is significantly smaller that
that of t he CNN. To have a better understanding of the results, Table 4.2 shows the quantitative
results in terms of the mean values of ED and SA for the whole ColorChecker. These metrics are
computed between the virtually cleaned color chart and the original one.
As it is observed from Table 4.2, the CNN model has done a slightly better job in terms of
cleaning the Macbeth ColorChecker. This is not too concerning as the method proposed herein is
more practical than the CNN. The DGN proposed herein only needs a small area of the painting to
be cleaned, while the CNN needs a significantly larger number of training samples to work. While
the end goal of each approach is the same, a virtually cleaned work of art, the operational aspects
of the two methods a significantly different.
Finally, we also applied the DGN to clean the image of the Mona Lisa. The results are shown
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Figure 3.13: a) all neutral patches, b) black and white and a neutral patch, c) CNN output, d)
original Macbeth, e) red, green and blue patches and f) unclean (i.e., yellow) Macbeth.
Table 3.3: Euclidean distance and SA mean and standard deviation (SD) values between the
original and virtually cleaned Macbeth color chart.
Method
Euclidean distance
SA
Mean
SD
Mean
SD
All neutral patches
0.06
0.022
0.06 0.021
Black, white and a neutral patch 0.056
0.026
0.062 0.024
Red, green and blue patches
0.074
0.042
0.070 0.034
CNN
0.021
0.002
0.014 0.004

in Fig. 3.14.
Fig. 3.14 (c) shows the area of the painting that was used to compute the loss; in other words,
that area is used to train the network to go from the unclean to the clean version of the artwork. As
shown in Fig. 3.14 (e), the DGN has again done a visually acceptable job of cleaning the artwork,
considering that the area of the painting used to train the network is fairly small. The ED and SA
are also computed between the image of the original clean Mona Lisa and the virtually cleaned
one. The results are both visualized (Fig. 3.15) and reported in terms of the mean values across
the whole image (Table 3.4). The visualization of the ED and SA values show specific areas of the
work that are not well cleaned (note that in Figure 3.15 all four results are normalized to 1). To
better understand the absolute performance, the mean values of the ED and SA are also reported
which clarifies which method has outperformed the other. As it is observed from Fig. 3.15, the
CNN has not done a good job especially predicting the cleaned color of the sky, and overall the
error is higher and more widespread in the CNN.
We see from Table 3.4, the proposed method here has surprisingly outperformed the CNN. It is
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Figure 3.14: a) Image of unclean Mona Lisa, b) image of original clean Mona Lisa, c) the area of
Mona Lisa that is assumed to be physically cleaned, d) virtually cleaned using CNN, e) virtually
cleaned using DGN.
Table 3.4: Euclidean distance and SA mean and standard deviation (SD) values between the
images of the original and virtually cleaned Mona Lisa.
Method Euclidean distance
SA
Mean
SD
Mean
SD
DGN
0.0167
0.0015
0.1045 0.0139
CNN
0.0371
0.0024
0.1489 0.0209
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Figure 3.15: a) ED calculated between the image of the original clean Mona Lisa and the virtually
cleaned one using CNN, b) ED calculated between the image of the original clean Mona Lisa and
the virtually cleaned one using DGN, c) SA calculated between the image of the original clean
Mona Lisa and the virtually cleaned one using CNN, d) SA calculated between the image of the
original clean Mona Lisa and the virtually cleaned one using DGN.

surprising as the CNN outperformed our proposed method when the Macbeth ColorChecker was
the object of interest, but the results here are the opposite in the case of the Mona Lisa. This could
be because of the richness of the colors and structural features that are present in the Mona Lisa, as
opposed to the Macbeth ColorChecker, which is a simple color chart. This would also confirm that
the method proposed herein is more practical than CNN, as asserted above. The method proposed
herein has a potential of being applied to a wider type of artworks compared to the CNN, which
requires a large set of training data with content similar to the artwork itself.
It is important to note that the small area chosen in the artwork should be representative of

CHAPTER 3. VIRTUAL CLEANING FOR VISUALIZATION

84

all the features and material present on the painting. Looking at Figure 3.14 (c), one could see
that the small area contains a small part of the sky, human eye and skin, and her dress. This
will strengthen the performance of the DGN. To examine this point further, another experiment is
performed in which, the small area varies from what has been chosen in Figure 3.14 (c). The new
small area only comprises the person (part of her face, her dress, her hair and her skin) as shown
in Fig. 3.16. In this Figure, the top row shows the results of Figs 3.14 and 3.15 combined in the
case of the DGN and the bottom row shows the results of the DGN when a different and smaller
area is chosen.

Figure 3.16: a) SA calculated between the image of the original clean Mona Lisa and the virtually
cleaned one using DGN, b) ED calculated between the image of the original clean Mona Lisa and
the virtually cleaned one using DGN, c) virtually cleaned using DGN, d) The area of Mona Lisa
that is assumed to be physically cleaned, e) SA calculated between the image of the original clean
Mona Lisa and the virtually cleaned one using DGN, f) ED calculated between the image of the
original clean Mona Lisa and the virtually cleaned one using DGN, g) virtually cleaned using
DGN, h) The area of Mona Lisa that is assumed to be physically cleaned.
As seen from the bottom row of Fig. 3.16, the sky and everything around the person, has not
been cleaned as well as the top row where the area chosen is a better representative of everything
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in the image. It is also worthwhile noting that the DGN has not done terribly, however, with a
more thorough area, it could lead to a better result.

Chapter 4

Virtual Cleaning of Artworks: Spectral
Estimation
This chapter introduces methods enabling one to estimate the reflectance spectra of the cleaned
artwork from the spectra of the uncleaned artwork. This section is divided into sections of data,
procedure, and results and discussions.

4.1

Data

The Macbeth ColorChecker and other datasets that were used in 3.2.1 are also used here as a “simulated artwork”. Using the spectral reflectance of this set of data along with Fig. 2.14 and 2.12, we
simulate their yellowed versions along with their cleaned ones. Apart from the color charts, ’Haymakers at Montfermeil’ is also used in this work to test our model. This painting is on display in
National Gallery of Art. 1 The “Haymakers” is the same artwork that was used by the [13], and the
data were provided to us by researchers at the National Gallery of Art. Approximately one third
of the “Haymakers“ surface had already been physically cleaned before collecting a hyperspectral
image of the painting [13], i.e., the aged varnish was removed. Therefore, we are only concerned
with the remaining 2/3 and use the reflectance data for before and after physical cleaning that belong to this area. A Hyperspectral image (cube) of “Haymakers” contains reflectance factor of the
painting from 400 to 780 nm with a spectral sampling of 2.5 nm. It should be noted that we have
two hyperspectral images of “Haymakers”, one before cleaning and one after cleaning. In other
words, in this case, we have an authentic image of artwork before and after cleaning not simulated
as the Macbeth ColorChecker is. A visualization of the data is shown in Fig. 4.1 for varnished and
unvarnished states (you can clearly see the cleaned area of the painting on the right-hand side).
1

A small impressionist panel by Georges Seurat, on display in National Gallery of Art
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Figure 4.1: Image of ‘Haymakers at Montfermeil’ (a) before and (b) after varnish removal

The color charts simulated are used in the 1D convolutional autoencoder, in a way that the
1D convolutional autoencoder is trained using all the charts except for the Macbeth ColorChecker.
After training is done, the Macbeth ColorChecker is used to test the 1D convolutional autoencoder.
In the case of the “Haymakers”, 70 percent of the work is used to train the 1D convolutional
autoencoder and the rest is used as a test (it was found that at least 70 percent of the painting image
should be used for the 1D convolutional autoencoder to lead to a good outcome). In each case,
the 1D convolutional autoencoder learns to go from the uncleaned artwork to the cleaned one. In
the case of the Deep Generative Network, there is no need to have a large set of data for training.
Therefore, only Macbeth and “Haymakers” are used in that case. The deep generative network
needs only a small area on the painting to be cleaned, therefore, different areas of the artworks are
assumed to be cleaned when using the deep generative network to examine the impact of the small
area that should be cleaned beforehand.

4.2

Procedure

This section describes the mathematical background of the generative network and 1D convolutional autoencoder. It also explains how these methods are going to be used in a detailed manner.

4.2.1

Deep Generative Network

This section introduces a method to virtually clean an entire painting using a few spots that have
been physically cleaned on the painting. The approach learns the relationship between the spectra
of those cleaned parts to the corresponding parts that are varnished and generalizes the same
relationship to other, uncleaned sections. This precludes the need to use the physics-based model
in which having access to samples of pure black and white on the painting is of great importance.
Using the proposed method, we do not need pure black and white samples to first be cleaned as in
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the precious work. Here, we clean the entire work without this constraint. This is the opposite to
methods such as physics-based model, which relies on first finding black and white on the painting.
It should be noted that a few spots that are physically cleaned could be a part of the hyperspectral
image of the artwork. Therefore, for only a small area of the painting we have both the cleaned
and uncleaned spectral reflectance and we could use these spectra to learn the relationship between
the cleaned and uncleaned spectra of artwork. After discovering that relationship, we apply it to
other parts of the painting that are still varnished and consequently we would be able to virtually
clean the artwork. For this we use the deep generative network method [29].
The idea of a generative network is to learn the relationship x = fθ (z) mapping an image z to
another image x. This approach will be applied to reconstruct the virtually cleaned hyperspectral
image from the hyperspectral image of the uncleaned artwork. Our goal is to generate image
X ∈ RB×W ×H (where, B is the number of bands, W is the width and H is the height of the
image) which is a virtually cleaned image of the varnished artwork. Through feeding the image
cube Z ∈ RB×W ×H into the generator, an image with this characteristic will be attained. Z is
the hyperspectral image of the artwork before cleaning (or hyperspectral image of the uncleaned
artwork). As mentioned above, only a small area of the painting is cleaned and we have the
spectral image of that area for two cleaned and uncleaned conditions. Let us call the area of the
painting for which we have both the cleaned and uncleaned spectra A. The spectral image of this
area that is physically cleaned is called Ac and the corresponding spectral image of this area that
belongs to Z is Au. It makes sense that Au belongs to Z as Z is the hyperspectral image of the
uncleaned artwork. When Z goes through the network, the part corresponding to Au is taken out
and the pixel-wise error between Au and Ac is calculated to compute the loss, which is then backpropagated to the generator, through which the parameter θ of the mapping function is optimized.
Fig. 4.4 shows the process described here. The generator consists of four different layers: the
convolution layer, the batch normalization layer, the activation layer, and the up-sampling layer.
1) Convolution layer: this layer is comprised of a block of neurons involving the multiplication
of a set of weights and biases by the input. The convolution layer will extract a particular feature
of the input image. Given a convolution layer C (i) and biases B (i) and the field of view (FoV) of
the feature map of the previous convolution layer O(i−1) , O(i) is written as
(i)

O

(i)

= (O

(i−1)

·W

(i)

)f,l + B

(i)

=

(i)

k
k
X
X

(i−1)

(i)

(of −m,l−n · ω(m,n) ) + B (i)

(4.1)

m=1 n=1
(i−1)

where k (i) is the size of the kernel, O(f,l) is the feature (f, l) of the feature map O(i) with f =
(i)

1, 2, . . . , W and l = 1, 2, . . . , H and ω(m,n) is the (m, n)th element of the weight matrix W (i) .
2) Batch normalization layer: this layer is a method for standardizing the inputs to the next
layer, which has the impact of stabilizing the process of learning, and it is usually placed behind
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Figure 4.2: Generator overview of how the samples is cleaned using only a part of painting.

the convolution layer. The normalization is defined as
x − mean(x)
y=p
·γ+β
V ar(x) + ϵ

(4.2)

where γ and β are learnable parameters, and ϵ is a parameter used for numerical stability.
3) Activation layer: this layer is a nonlinear function that is attached to each neuron. It is a
component of great importance as it specifies the computational efficiency of training a model and
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the convergence speed of the neural network. LeakyReLU is going to be used herein, defined as
(
x,
if x > 0
f (x) =
(4.3)
αx, if x ≤ 0
where, α is a small nonzero parameter.
The proposed generative network has an hourglass architecture, shown in Fig 4.4. To be more

Figure 4.3: The proposed generative network architecture.
specific, an image cube Z ∈ RB×W ×H , as input, goes through four main modules consisting of
several blocks as follows:
1) The down-sampling block: d(i) is used to denote the down-sampling blocks. Each d(i)
(1)
is comprised of an initial convolution layer Cd (i) that also performs the down-sampling step
through setting the stride S = 2. It is then followed by the batch normalization and the LeakyReLU
(2)
activation layer. The output is fed into the second convolution layer Cd (i) with again S = 2. The
same as the first activation layer, the second activation layer is followed by a batch normalization
(1)
(2)
layer and the LeakyReLU activation function as well. Cd (i) and Cd (i) can be set to different
(1)
(2)
(1)
(2)
kernel sizes and different numbers of filters shown as kd (i), kd (i), nd (i) and nd (i).
2) The up-sampling block: u(i) is used to denote the up-sampling blocks. Each u(i) consists of a few stacked layers. Opposite to the down-sampling blocks, its first layer is the batch
(1)
normalization. It is then followed by the first convolution layer Cu (i) with S = 1 and a batch
normalization and LeakyReLU activation function. Its output is then fed into the second convo(2)
lution layer Cu (i). The output, after batch normalization and non-linear activation, is fed into
(1)
(2)
the bilinear up-sampling layer with factor 2. Cu (i) and Cu (i), similar to the down-sampling
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(2)

block, can be set to different kernel sizes and different numbers of filters shown as ku (i), ku (i),
(1)
(2)
nu (i) and nu (i), respectively.
3) Skip connection block: s(i) is utilized to denote the skip connection blocks. These blocks
are used to connect the down-sampled data to the up-sampled data, so the residual information
can be fully employed. It consists of one convolution layer, one batch normalization layer and one
activation function. The number of filters and kernel size of convolution kernels in different layers
can be set differently.
4) Output block: o(0) is used to denote the output block. It is indeed the up-sampling block that
is modified so that the up-sampling layer is replaced with one convolution layer which is followed
by one Sigmoid activation layer.
As mentioned, the input to the network is the hyperspectral image of the uncleaned artwork
Z ∈ RB×W ×H and the generated image is X ∈ RB×W ×H . The cost function is defined as pixelwise difference between Au and Ac; Ac is the hyperspectral image of the area of the painting that
is cleaned and Au is the hyperspectral image of the same area but before cleaning. Au belongs to
Z and therefore, it is changing in each iteration. Consequently, the cost function is given as
min∥Au − Ac∥2

(4.4)

It should be noted that the input to the model should be replaced with the output of the model after
each iteration. The overall algorithm is shown as follows:
Table 4.1: Algorithm for virtual cleaning of image.
Deep Generative Network Algorithm
Procedure Virtual Cleaning (Ac)
Hyperspectral image of the uncleaned artwork Z
Repeat
X = M odel(Z) (Model here stands for the deep generative model.)
Au = X (The part of the X corresponding to Ac is taken out)
min∥Au − Ac∥2
Z = X (replace the input with the output of the model in each iteration)
Until Reach maximum epoch
Return X
End Procedure
As mentioned before, the Macbeth ColorChecker and the “Haymakers” are analyzed using the
deep generative network. Different areas of the works are assumed to be physically cleaned to
examine the impact of the small area chosen to compute the loss function, as explained above.
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1D Convolutional Autoencoder

This method is suitable for a condition in which there are quite a few samples for which we have
access to both cleaned and uncleaned reflectance spectra and we seek to obtain a relationship that
maps these two types of spectra to each other. We then use the same relationship to predict the
cleaned reflectance spectra of the samples for which there is no access to the physically cleaned
samples. Therefore, the difference between this approach and the one proposed in Section 4.2.1 is
that the number of samples in the training set here is larger. The method proposed herein is based
on a 1 dimensional convolutional neural network (1D CNN). The 1D CNN has the capability of
extracting features along the spectral dimension of the hyperspectral image. Unlike the 2D CNN,
which extracts spatial features, the 1D CNN extracts spectral features which can be more beneficial
when it comes to studying artworks [44–46, 56]. Also, using each pixel as a sample enhances the
number of training samples increasing the performance of the network in the testing stage [56].
Below, we describe the method proposed in detail.
The 1D Convolutional Autoencoder (1DCA) is a type of CNN having the basic structure of
encoder and decoder which consist of 1D convolutional layers. The convolution in 1 dimensional
space is the same as the one shown in Section 4.2.1, in other words, the process of convolution is
comprised of multiple kernels that extract the features from the input data. Convolution is usually
followed by a nonlinear transform function called the activation function. The autoencoder herein
endeavors to minimize the error of reconstruction between the input and output data, which is
comprised of two major parts called encoder and decoder. The encoder maps the input data into
a low-dimensional space while the decoder recovers the compressed data into the same space as
the input data. Given the input training samples (varnished samples) X = {xm }M
(m=1) and the
corresponding colored samples X̃ = {x̃m }M
(m=1) , where M denotes the number of samples, the
encoder maps the yellowed input X̃ vector into low-dimensional representation H = {hm }M
(m=1) ,
using the encoder function, which is given by
H = f (x) = sf (W X + b),

(4.5)

where, W and b are the encoder weight matrix and biases, and sf , denotes the activation function
of encoder. Then, the decoder recovers the hidden representation using the decoder function,
which is given as
X̂ = g(H) = sg (w′ H + b′ ),
(4.6)
′
′
where X̂ = {x̂m }M
(m=1) is the output of the decoder, W and b are the decoder weights matrix
and biases, and sg denotes the activation function of decoder. The autoencoder training target
is to minimize the recovery error between the output X̂ and X̃ through optimizing the network
parameters θ = {W, b, W ′ , b′ }. The recovery error is described through the loss function, Mean
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Square Error (M SE),
L(θ) =

M
X
i=1

2

∥X̃ − X̂∥ =

M
X

∥X̃ − g(f (x))∥2 .

(4.7)

i=1

The encoder and decoder of our approach herein have three 1D convolutional layers, shown in
Figure 4.4. It should be noted that the methods proposed in Sections 4.2.1 and 4.2.2 have some

Figure 4.4: Architecture of 1D Convolutional Autoencoder; adapted from [56]
similarity but the method in Section 4.2.1 is indeed unsupervised. The method described here
is supervised. Therefore, if the number of training samples is high, or at least high enough, the
method proposed herein is used; if the number is not as high, the method proposed in Section 4.2.1
is used.
The 1DCA is applied to all the color charts simulated in this work in a way that all charts
except for the Macbeth ColorChecker are used to train the network and Macbeth is used to test
the network. In the case of the “Haymakers”, almost 70 percent of the work is used to train the
network and the rest is used to test it. In order to be able to compare the result of 1DCA with
that of Deep Generative network, we need to clean the whole artwork, not just 30 percent of it. In
order to clean the whole work, we apply the 1DCA a few times, each time alternating the training
and testing samples with 70 percent of the artwork assigned to training and the rest to testing. The
results of the virtual cleaning in each time are then combined leading to the whole painting being
virtually cleaned.

4.3

Evaluation Metrics and Experimental Environment

The methods proposed in this chapter are compared with the physics based model proposed by
[13]; to do so the difference between the estimated reflectance spectra of the virtually cleaned
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artwork and the original spectral of the physically cleaned artwork is computed. To estimate
performance, the Euclidean distance and spectral angle as explained in Section 3.2.3 are used. It
should be noted that in Section 3.2.3, these metrics were used in the RGB domain but here they
are used in the spectral domain. Visualization of the virtually cleaned artwork and the physically
cleaned artwork is also used to evaulate the quality of the outputs.
Python 3.9.7 |Anaconda, Inc. is used as a base coding environment for the DGN algorithm.
More specifically, the DGN codes were written and run in the TensorFlow environment, which
was installed onto the Anaconda. In terms of hardware, the programs are run on a CPU that is
11th Gen Intel(R) Core(TM) i7-1165G7 @ 2.80GHz. The training of the DGN is performed using
only one image and is consequently referred to as an unsupervised learning method [29]. As
mentioned before, only a small area of the image is used to compute the loss function, and the
same loss is then used for the whole image to virtually clean it. 10,000 epochs are used to train
the model. MATLAB R2022a, the package of mathematical software was also used for evaluation
computations and processing the samples used in our model.

4.4

Results and Discussions

This section presents the results of the deep generative network and 1D convolutional autoencoder
applied to virtually clean the artworks.

4.4.1

Macbeth ColorChecker

Here we show the results of applying 1DCA and DGN to Macbeth ColorChecker. In the case of
the DGN, a small part of the artwork, Macbeth ColorChecker herein, should be first physically
cleaned and the rest of the painting will be virtually cleaned using that small part. We assumed
that first, only white, red, green and blue patches of the Macbeth ColorChecker is cleaned and
the rest of it is uncleaned. In the second case, we assume that half of all the patches available on
the Macbeth ColorChecker is cleaned. Through trial and error, we realized at least four patches
are required to do the virtual cleaning. Choosing half of all patches would give us a good idea
about how the DGN works when it has data associated with all patches. In the case of the 1DCA,
all available color charts except for Macbeth ColorChecker are used to train the network and the
Macbeth ColorChecker is used to test the network and to be virtually cleaned. The results are
shown in Fig. 4.5. The results of both the DGN and 1DCA are also compared with the physicsbased method proposed by [13].
As you can see from Fig. 4.5, the DGN has led to a slightly better result, especially compared
to the physics-based model. In fact, the physics-based model seems to have resulted in the worst
outcome. To examine the results shown in Fig. 4.5, the distributions of the SA and Euclidean
distance reported in this Figure are also presented, as shown in Fig. 4.6.
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Figure 4.5: (a): unclean Macbeth ColorChecker, (b) clean Macbeth ColorChecker, (c) cleaned
Macbeth ColorChecker using DGN (white, red, green and blue patches are used), (d) cleaned
using physics-based model, (e) cleaned using DGN (half of all patches are used) (f) cleaned using
1DCA.

As it is observed from Fig. 4.6, overall, the distributions associated with DGN (both experiments) are narrower than those associated with the physics-based model, signaling that the results
obtained by the DGN vary over a narrower range, which in itself signifies that the results are better
in the case of the DGN. Additionally, they have a lower mean error. It is also clear that using half
of all patches has led to a better resulthan that of using only white, red, green and blue patches.
It is also interesting to see that the results of 1DCA falls in between the physics-based model and
DGN..
The Euclidean distance and spectral angle measured between the virtually cleaned Macbeth
ColorChecker and the original one are also presented in Fig. 4.7. This representation helps us see
where the method is falling short. It should be noted that this data is normalized between 0 and 1,
across all three results; the results shown are relative to all tests, not the absolute errors.
As seen in Fig. 4.7, the physics-based approach has led to the worst results as opposed to other
approaches and the 1DCA lies in between, meaning it has performed better than the physics-based
model but worse than the DGN. In the case of the DGN, it is also clear that using half of all the
patches would lead to a better result as opposed to using only white, red, green and blue patches.
The reason being that the DGN is then exposed to all the possible data and the loss function
computed will be more representative of the whole color chart. Interestingly, the white patch on
the color chart output by the physics-based approach looks even better than those of the two color
charts from the DGN. The reason for that is, white is assumed to be known by the physics-based
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Figure 4.6:
The top row shows the distribution of Euclidean distance computed between
(a):Virtually cleaned Macbeth ColorChecker using DGN (white, red, green and blue patches) and
the original one, (b) Virtually cleaned Macbeth ColorChecker using DGN (half of all the patches)
and the original one, (c) Virtually cleaned Macbeth ColorChecker using the physics-based method
and the original one and (d) Virtually cleaned Macbeth ColorChecker using 1DCA and the original one. The bottom row shows the distribution of Spectral Angle computed between (e):Virtually
cleaned Macbeth ColorChecker using DGN (white, red, green and blue patches) and the original one, (f) Virtually cleaned Macbeth ColorChecker using DGN (half of all the patches) and the
original one, (g) Virtually cleaned Macbeth ColorChecker using the physics-based method and the
original one and (h) Virtually cleaned Macbeth ColorChecker using 1DCA and the original one.
The data here are not normalized and they show the absolute value.

approach, while the black patch is assumed to be known at its strongest absorption wavelength.
The black patch on the physics-based approach has not led to a good result as opposed to the
method proposed herein. In other words, the black patch on the color chart output by the physicsbased method has not been cleaned in a correct manner, relative to that of the neural networks.
To be able to distinguish which of the methods has led to a better result and by how much
difference, Table 4.2 presents the mean and standard deviation of the Euclidean distance and
spectral angle between the virtually cleaned Macbeth ColorChecker and the original, uncleaned
one.
As it is observed from Table 4.2, the DGN has led to a better result as compared to the physicsbased method and the 1DCA. Moreover, the DGN has resulted in a better outcome when half of
all patches present on the Macbeth ColorChecker are utilized. This is no surprise as when we used
half of all the patches, we are using all the possible samples present in our dataset and hence a
lower error in the virtual cleaning process as shown herein. Again, as it is observed, the 1DCA
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Figure 4.7: Visualization of Euclidean distance computed between (a):Virtually cleaned Macbeth
ColorChecker using DGN (white, red, green and blue patches) and the original one, (b) Virtually cleaned Macbeth ColorChecker using DGN (half of all the patches) and the original one, (c)
Virtually cleaned Macbeth ColorChecker using the physics-based method and the original one
and (d) Virtually cleaned Macbeth ColorChecker using 1DCA and the original one. Visualization of Spectral angle computed between (e):Virtually cleaned Macbeth ColorChecker using DGN
(white, red, green and blue patches) and the original one, (f) Virtually cleaned Macbeth ColorChecker using DGN (half of all the patches) and the original one, (g) Virtually cleaned Macbeth
ColorChecker using the physics-based method and the original one and (h) Virtually cleaned Macbeth ColorChecker using 1DCA and the original one. The data is normalized between 0 and 1.
Table 4.2: Euclidean distance and SA mean and standard deviation (SD) values between the
original and virtually cleaned Macbeth color chart.
Method
Euclidean distance
SA
Mean
SD
Mean
SD
Physics-based method
0.5319
0.0589
0.4769 0.2141
DGN (white, red, green and blue) 0.0278
0.0060
0.0134 0.0011
DGN (half of all patches)
0.0136
0.0024
0.0076 0.0013
1DCA
0.0326
0.0224
0.1150 0.0108

has fallen in between the physics-based model and the DGN.
It is worthwhile to also investigate the spectral reflectance curves of the Macbeth ColorChecker,
both virtually cleaned using different approaches and the original ones. These spectral reflectance
curves are shown in Fig. 4.8.
As observed from Fig. 4.8, the DGN has led to a better result and the physics-based model
to the worst result. It is also interesting to see that the physics-based has mostly failed in the
short wavelengths for most patches. One of the shortcomings of the physics-based model is that
it assumes that the black reflectance spectrum is independent of wavelength and is constant across
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Figure 4.8: Spectral reflectance curves of Macbeth ColorChecker both virtually cleaned using
different methods and the original ones.

the visible spectrum. We have shown that through changing this assumption to assuming that the
black spectral reflectance is in fact wavelength dependent, the result of the physics-based model
could be significantly improved as shown in Table 2.2.

4.4.2

“Haymakers at Montfermeil”

In this section, results of applying different approaches of virtual cleaning to the “Haymakers”
work are presented and described.
As it was observed from applying the DGN to Macbeth ColorChecker, the result changes
depending on which patches are chosen on the chart, and we presented two different conditions:
one in which only 4 patches were assumed to be physically cleaned and the other assuming that
half of all patches present are physically cleaned. Using the data belonging to both cleaned and
uncleaned states, the DGN would be able to estimate the virtually cleaned version of the work.
To examine the same point (the impact of the area chosen to be physically cleaned), two different
conditions are tested herein as well. In other words, two different experiments are performed
differing in the cleaned small area that DGN uses to estimate the cleaned version of the whole
painting, i.e., different training datasets are investigated. Fig. 4.9 shows the two different areas
chosen to perform these two experiments. The first experiment uses only a single area over the
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painting as training data (shown in Fig. 4.9(a)) while the second uses a number of small areas
spread over the painting as training (shown in Fig. 4.9(b)). In the case of the 1DCA, it was
observed through trial and error, at least about 70 percent of the artwork should be used as training
samples to enable the 1DCA to map from varnished artwork to the virtually cleaned one in a proper
way. In an attempt to replicate the output from other approaches, in which the whole painting gets
virtually cleaned, we repeat the 1DCA a few times, to have the whole painting cleaned and shown
side-by-side with other approaches.

Figure 4.9: Two different areas used in two experiments done in DGN application referred to as
(a) first and (b) second experiment.
In the first experiment, in the case of the DGN, a solid small area of the painting is chosen
to be physically cleaned. We were also interested in knowing what would happen if we had a
piece of every possible color on the painting hence two different experiments with two different
small areas. We now apply the different approaches to this painting and see the results for each
experiment. Fig. 4.10 shows the results for these experiments along with the results of applying
the physics-based approach.
As it is observed from Fig. 4.10, the physics-based model has not been able to clean the artwork
as well as the DGN and 1DCA. If you look at the green grass in the middle of the painting, you
could clearly see a tint of yellow in the case of the physics-based model. The tint of yellow is
observable even on the scarves and shirts of the persons in the painting, in the case of the physicsbased model. The reason for that is there is no black color present on the “Haymakers” making
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Figure 4.10: (a) Virtually cleaned artwork using the physics-based model, (b) physically cleaned
artwork, (c) virtually cleaned artwork using DGN in the second experiment, (d) virtually cleaned
artwork using DGN in the first experiment and (e) virtually cleaned artwork using 1DCA.

the prediction made by the physics-based method, which relies heavily on a pure black and white
paints, not as accurate [47]. It should be noted that the 1DCA output is the result of running the
network several times and the output from each run is combined resulting in the current version
of the painting which enables us to compare the 1DCA with other methods as shown herein.
Moreover, we note that the 1DCA output is only slightly different than the DGN output, and
that it is also hard to tell the difference between the outputs of the two experiments performed
using DGN. Fig. 4.11 shows the quantitative results of the Euclidean distance (ED) and Spectral
Angle (SA) between the virtually cleaned artwork and the physically cleaned one using different
approaches. Here, the differences are more obvious.
As observed from Fig. 4.11, it is clear that the physics-based approach has not led to a good
result as already established, and the error in terms of ED and SA is very low for both the first
and second experiments in the case of the DGN. Looking more closely at the Fig. 4.11, one sees
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Figure 4.11: (a) ED computed between Virtually cleaned using the physics-based model and the
physically cleaned one, (b) ED computed between the virtually cleaned artwork in the first experiment and the physically cleaned one, (c) ED computed between the virtually cleaned artwork
in the second experiment and the physically cleaned one, (d) ED computed between the virtually
cleaned artwork using 1DCA and the physically cleaned one, (e) SA computed between Virtually
cleaned using the physics-based model and the physically cleaned one, (f) SA computed between
the virtually cleaned artwork in the first experiment and the physically cleaned one, (g) SA computed between the virtually cleaned artwork in the second experiment and the physically cleaned
one and (h) SA computed between the virtually cleaned artwork using 1DCA and the physically
cleaned one. The data has been normalized between 0 and 1 across each row.

that the second experiment has led to a better result than the first experiment. The reason for that
is in the second experiment, the area chosen to compute the loss function by the DGN contains
all the possible colors and paints, helping the DGN learn how to go from the varnished version of
the painting to the unvarnished one at a very high accuracy. However, in the first experiment, the
small area chosen is from only one part of the painting, which might not be a good representative
of all the different paints present on the painting. Again, the 1DCA has performed somewhere
between the physics-based model and the DGN in terms of error. To examine the results shown
in Fig. 4.11, the distributions of the SA and Euclidean distance reported in this Figure are also
presented, as shown in Fig. 4.12.
As it is observed from Fig. 4.12, overall, the distributions associated with DGN (both first and
second experiment) are narrower than those associated with the physics-based model, signaling
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Figure 4.12: (a) Distribution of Euclidean distance calculated between virtually cleaned artwork
using physics-based model and the physically cleaned one (b) distribution of Euclidean distance
calculated between virtually cleaned artwork using the 1DCA and physically cleaned one, (c)
distribution of Euclidean distance calculated between virtually cleaned artwork using the first experiment and physically cleaned one, (d) distribution of Euclidean distance calculated between
virtually cleaned artwork using the second experiment and physically cleaned one (e) Distribution of spectral angle calculated between virtually cleaned artwork using physics-based model and
the physically cleaned one (f) distribution of spectral angle calculated between virtually cleaned
artwork using the 1DCA and physically cleaned one, (g) distribution of spectral angle calculated
between virtually cleaned artwork using the first experiment and physically cleaned one and (h)
distribution of spectral angle calculated between virtually cleaned artwork using the second experiment and physically cleaned one.

that the results obtained by the DGN vary over a narrower range, which in itself shows that the
results are better in the case of the DGN. Additionally, they have a lower mean error. It is hard to
differentiate between the first and second experiment in the case of the DGN, but looking closely
one sees that the distributions are narrower in the case of the second experiment. Although the
1DCA seems to be even narrower than the other methods in terms of the Euclidean value, it
should be noted that the peak of the distribution is shifted towardsthe right, indicating that overall
the Euclidean distance values in 1DCA are larger than those of DGN.
To see the difference between the methods presented herein more clearly, Table 4.3 is also
presented.
Table 4.3 clearly shows that the second experiment has led to a better result than the first
experiment in the case of the DGN for the reasons explained before. These experiments show
that the more representative the area chosen to be physically cleaned and used by the DGN to
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Table 4.3: Euclidean distance and SA mean and standard deviation (SD) values between the
physically and virtually cleaned “Haymakers”.
Method
Euclidean distance
SA
Mean
SD
Mean
SD
Physics-based method [13] 0.3571
0.0547
0.1135 0.0057
DGN (first experiment)
0.1121
0.0120
0.0266 0.0092
DGN (second experiment) 0.0931
0.0082
0.0249 0.0022
1DCA
0.3176
0.0145
0.0919 0.0047

compute the loss, the better the overall virtual cleaning outcome. It is still worth noting that the
DGN has cleaned the painting at a very acceptable level even in the first experiment. The physicsbased model has led to results that are not as accurate as the other methods presented herein
and the 1DCA has fallen in between the other two methods. It is worth noting that the 1DCA here
needed 70 percent of the painting to be physically cleaned before it could virtually clean the whole
painting, rendering it not as useful as DGN. However, let us say we have access to paintings from
different artists but all using the same materials, and all roughly the same age, such as the Dutch
Masters. In this case, by cleaning only one of the paintings, we could train the 1DCA and then test
it on the rest of the (uncleaned) paintings. This could be one example situation in which 1DCA
could potentially be applied to.
We end this section showing some of the spectral reflectance curves from the physically
cleaned painting, and virtually cleaned ones using different approaches presented herein. The
curves are obtained through computing the average spectral reflectance factor of randomly chosen
small areas on the painting as shown in Fig. 4.13.
You can now clearly see from Fig. 4.13 that the DGN (especially the second experiment) has
led to a better result compared to the other models. As it was mentioned before, in the second
experiment, the DGN is exposed to different areas of the painting to compute the loss function,
while in the first experiment, a rigid area has been chosen which might not be a good representative
of the whole painting. Overall, in both cases, the DGN has done an acceptable job of cleaning the
painting.
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Figure 4.13: Averaged spectral reflectance curves of the physically cleaned painting and virtually
cleaned ones using different methods computed over different areas randomly selected on the
painting, where black colored curve show the physics-based model, blue shows the first experiment
using DGN, green shows the second experiment using DGN, Magenta shows the 1DCA and red
shows the physically cleaned artwork.

Chapter 5

Conclusions
5.1

Contributions and Summary

The chief contributions of this work can be summarized as follows:
• Close examination of the physics-based model proposed to virtually cleaned artworks and
offering modifications to it for improvement.
• Developing a convolutional neural network (CNN) model that does not need any physical
removal of the varnish from artworks in order to virtually clean it, which could be used for
visualization of the physical cleaning outcome.
• Developing a deep generative network (DGN) that only needs an RGB image of a partially
cleaned artwork that is capable of virtually cleaning it at a very acceptable accuracy.v
• Developing a deep generative network (DGN) that is capable of spectral reflectance estimation of the virtually cleaned artwork using a partially cleaned artwork.
• Developing a 1 dimensional convolutional autoencoder (1DCA) that is able to virtually clean
the artwork through having access to a somewhat large quantity of spectral reflectance data
of cleaned and uncleaned artwork.
In the first part of this work, the CNN method that was developed was trained on a dataset
of natural scenes and people. The images were artificially yellowed mimicking the way a varnish
layer yellows a painting over time. The CNN was then trained to go from the yellowed images to
the originally colored ones. Testing the network on real artworks showed that the CNN was able
to virtually clean the artwork at a higher level than the only physics-based model in the literature.
The CNN was used only for visualization purposes. A DGN was also developed for visualization
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purpose, which relied on only one RGB image of the yellowed (uncleaned) artwork that was
also partially cleaned. Using the small part that was cleaned, the DGN was able to virtually
clean the artwork at a very acceptable level. It was also shown that the DGN has the potential of
outperforming the CNN.
In the second part of the thesis, we were concerned with spectral reflectance estimation in the
virtual cleaning process. The DGN was also applied in this part with a difference that instead of
an RGB image of a partially cleaned artwork, we had access to a hyperspectral image of a partially
cleaned artwork. In other words, a hyperspectral image of a partially cleaned artwork was used
and the DGN was able to virtually clean the whole artwork at an accuracy level higher than any
other approaches, including 1DCA and the physics-based model. Also, the 1DCA was developed
in an attempt to virtually clean the artwork. The difference between the 1DCA and the DGN is the
fact that the 1DCA needs to have access to a much larger set of training data, while the DGN is not
the same, and in fact the DGN is sometimes referred to as an unsupervised model. The 1DCA fell
in between the physics-based model and the DGN in terms of accuracy, higher than physics-based
model but lower than DGN.
Mapping the pigments on the virtually cleaned artwork is one probable path for the future
research (in the spectral estimation part of the research). In other words, the pigments on the
virtually cleaned artwork could be mapped and identified to figure out the material and the type of
the pigments present on the painting presumably more accurately after the varnish removal from
the painting. It is worth also noting that although we mainly focused on cleaning a yellowed, i.e.,
varnished, artwork virtually, these approaches could be potentially applied to clean artworks that
have been affected by other environmental factors, such as simply getting dirty over time.

5.2

Publication
• Morteza Maali Amiri, David W Messinger, ‘Virtual Cleaning of Works of Art Using a Deep
Generative Network: Spectral Reflectance Estimation’, submitted to Heritage Science.
• Morteza Maali Amiri, David W Messinger, ‘Virtual Cleaning of Artworks Using a Deep
Generative Network’, The 11th Colour and Visual Computing Symposium, NTNU, Norway,
2022.
• Morteza Maali Amiri, David W Messinger, ‘Virtual cleaning of works of art using deep
convolutional neural networks’, Heritage Science, 9, 1-19, 2021.
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