We consider difference schemes for the time-fractional diffusion equation with variable coefficients and nonlocal boundary conditions containing real parameters α, β and γ. By the method of energy inequalities, for the solution of the difference problem, we obtain a priori estimates, which imply the stability and convergence of these difference schemes. The obtained results are supported by the numerical calculations carried out for some test problems.
Introduction
Consider the nonlocal boundary value problem
Here k(x, t) is a given sufficiently smooth function, f(x, t) is a given function satisfying the conditions, which ensure existence of sufficient smoothness for the solution u(x, t) of problem (1.1)- We introduce the space gridω h = {x i = ih} N i= and the time gridω τ = {t n = nτ} N T n= with increments h = /N and τ = T/N T . Set a n i = k(x i − . h, t n + στ), φ n i = f(x i , t n + στ), y n i = y(x i , t n ), Let us approximate the Caputo fractional derivative of order ν ∈ ( , ) by the Lσ formula [7] :
for n ≥ .
Lemma 1.1 ([7] ). For any ν ∈ ( , ) and u(t) ∈ C [ , t n+ ], one has
Consider the scheme ∆ ν t n+σ y i − (ay (σ)
x ) x,i = φ n i , i = , , . . . , N − , (1.4) y n+ − αy n+ N = , β∆ ν t n+σ y n + ∆ ν t n+σ y n N + h a n N y (σ) x,N − βa n y (σ) x, − γy (σ) N = h μ(t n+σ ) + φ n N + βφ n , (1.5)
The difference scheme (1.4)-(1.6) has approximation order O(τ + h ); see [7, 29] . The nonlocal boundary value problem with the boundary conditions u(b, t) = ρu(a, t), u x (b, t) = σu x (a, t) + τu(a, t)
for the simplest equations of mathematical physics, referred to as conditions of the second class, was studied in the monograph [31] . Results in the case in which ρσ − = and ρτ ≤ were obtained there. Difference schemes for problem (1.1)-(1.3) with α = β, γ = and ν = (the classical diffusion equation) were studied in [19] . In this case, the operator occurring in the elliptic part is self-adjoint. Self-adjointness permits one to use general theorems on the stability of two-layer difference schemes in energy spaces and consider difference schemes for equations with variable coefficients. Stability criteria for difference schemes for the heat equation with nonlocal boundary conditions were studied in [17, 18, [20] [21] [22] . The difference schemes considered in these papers have the specific feature that the corresponding difference operators are not self-adjoint. The method of energy inequalities was developed in [1, 3, 5, 9] for the derivation of a priori estimates for solutions of difference schemes for the classical diffusion equation with variable coefficients in the case of nonlocal boundary conditions. Using the energy inequality method, a priori estimates for the solution of the Dirichlet and Robin boundary value problems for the fractional, variable and distributed order diffusion equation with Caputo fractional derivative were obtained in [2, 4, 7, 8, 10, 11] . A priori estimates for the difference problems analyzed in [30] by using the maximum principle imply the stability and convergence of these difference schemes. Difference schemes of the increased order of approximation such as the compact difference scheme [12] [13] [14] [15] 34] and the spectral method [24] [25] [26] were applied to improve the spatial accuracy of fractional diffusion equations. However, it is rather difficult to get a high-order time approximation due to the singularity of fractional derivatives.
A good approximation of the L method is observed in case of a non-uniform mesh, when it is refined in a neighborhood of the point t j+ ; see [33] . Though the non-uniform mesh turns out to be more effective in comparison with the uniform one, it will not generate the second order of approximation in all points of the mesh.
A new difference analog of the Caputo fractional derivative with the order of approximation O(τ −α ), called L -formula, was constructed in [16] . On the basis of this formula, calculations of difference schemes for the time-fractional sub-diffusion equations in bounded and unbounded spatial domains and the fractional ODEs are carried out.
The method proposed in the present paper requires symmetry of the coefficient: k(x, t) = k( − x, t). In the case ν = , α = , β = , γ = and the symmetric coefficients, the stability and convergence of the difference schemes in the mesh C-norm were proved in [23] . A priori estimates for the solution of the Steklov nonlocal boundary value problem of the second kind for the simplest differential equations of mathematical physics were obtained in [6] .
In the present paper, a difference scheme of the second approximation order for all ν ∈ ( , ) is constructed. A priori estimates for the solutions of differential as well as difference problems are obtained. Uniqueness and existence of a weak solution of the linear differential problem follow from the a priori estimate for the solution. Existence, uniqueness and stability of the solution of the corresponding difference problem follow from the a priori estimate. A theorem stating that the difference scheme converges with the rate equal to the order of the approximation error is proved. The obtained results are supported by numerical calculations carried out for some test problems.
A Priori Estimate for the Differential Problem
Lemma 2.1 ([4] ). For any function v(t) absolutely continuous on [ , T] the following equality holds:
is the fractional Riemann-Liouville integral of order ν, and M > is a known constant independent of T.
Proof. Let us multiply (1.1) by u(x, t) and integrate the resulting relation over x from to :
This, together with the nonlocal boundary conditions (1.2) and equality (2.1), implies the relation
Taking into account these inequalities, from (2.3), one finds that
Applying the fractional differentiation operator D −ν t to both sides of inequality (2.4) at
The proof of Theorem 2.2 is complete.
Note, that if α = β = and γ < , then instead of inequality (2.4), we get
(2.5) Inequality (2.5) at ε = min{c , −γ} implies a priori estimate (2.2). The case α = β = and γ = was studied in paper [10] .
is the solution of the following problem:
Let us find a value of δ such that for problem (2.6)-(2.8) the conditions of Theorem 2.2 are fulfilled. The condition α = β leads to a quadratic equation:
which, at (α − )(β − ) > , has two real roots:
At α − < and β − < , let us take δ = δ , but at α − > and β − > , we take δ = δ . This will guaranty the fulfillment of the condition δ ̸ = −α, β. Let us consider these two cases: Case 1: α − < , β − < and δ = δ . The second condition of Theorem 2.2 leads to
and is equal to γ ≤ at |α| < , |β| < . Case 2: α − > , β − > and δ = δ . In this case the inequality γ ≤ leads to
and is equivalent to αβγ ≤ at |α| > , |β| > . Therefore, for its solution the following a priori estimate is valid:
From (2.9), taking into account these inequalities with δ = δ for the first case and δ = δ for the second case, we obtain a priori estimate (2.2). 7]). For any function y(t) defined on the gridω τ , one has the equality
A Priori Estimate for the Difference Problem
is absolutely stable and its solution satisfies the following a priori estimate:
where |[y]| = ∑ N i= y i h, and M > is a known number independent of h and τ.
Proof. Taking the inner product of equation (1.4) with y (σ) , we have
where (y, v) = ∑ N− i= y i v i h. Using inequality (3.1) and Green's first difference formula, we get
Let us estimate the values of (φ, y (σ) ) and y (σ)
x,s h, i = , , . . . , N − , one has, for ε > ,
Taking into account these inequalities, from (3.3), at ε = c , one finds that
4)
where M > is a known number independent of h, τ and T. Let us rewrite inequality (3.4) in the form
Noticing that [7] 
where
It is obvious that at n = , a priori estimate (3.2) follows from (3.5). Let us prove that (3.2) holds for n = , , . . . by using the mathematical induction method. For this purpose, let us assume that a priori estimate (3.2) holds for all n = , , . . . , k − :
Let y n i be the solution of problem (1.4)-(1.6). Then the function v n i = δy n i + y n N−i , at δ ̸ = ± , −α, β, is the solution of the following problem:
Similarly to the differential problem, at |α| < , |β| < and γ ≤ let us take δ = δ , but at |α| > , |β| > and αβγ ≤ we take δ = δ . This will guarantee the fulfillment of the conditions α = β ̸ = , γ ≤ and δ ̸ = −α, β for problem (3.6)-(3.8). is absolutely stable and its solution satisfies the following a priori estimate:
9)
where M > is a known number independent of h and τ.
Proof. Under the mentioned conditions, the conditions of Theorem 3.2 for problem (3.6)-(3.8) are fulfilled. Therefore, for its solution the following a priori estimate is valid:
one has
From (3.10), taking into account these inequalities with δ = δ for the first case and δ = δ for the second case, we obtain a priori estimate (3.9).
To prove the convergence of difference scheme (1.4)-(1.6), let us introduce the mesh function
It is obvious that z(x, t) is a solution of the following problem: is valid, from which the statement of the theorem follows.
Numerical Results
Numerical calculations are performed for a test problem when the function
is the exact solution of problem (1.1)-(1.3) with the coefficient k(x) = − sin(πx). The errors (z = y − u) and convergence order (CO) in the norms |[⋅]| and ‖⋅‖ C(ω hτ ) are given in Tables 1-5 . Each table shows that when we take h = τ, as the number of spatial subintervals and time steps is decreased, a reduction in the maximum error takes place, as expected, and the convergence order of the approximate scheme is O(h ), where the convergence order is given by the formula
It is notable that in the case of an arbitrary and non-symmetric coefficient of equation (1.1) , the results of the numerical investigation of the stability and convergence of the difference schemes (1.4)-(1.6) are compatible with the statements of Theorems 3.3 and 3.4.
On Approximation of the Fractional Order Equations
Before constructing the difference scheme we have assumed that the right-hand side f(x, t) of equation (1.1) is selected so that the solution u(x, t) satisfies all the required smoothness conditions. Only in that case the constructed difference scheme has an approximation order O(h + τ ). As it is known (see for example [27] ), in the case of smooth input data for a time-fractional diffusion equation, the solutions may not be smooth in a closed domain, because the derivatives of the function u(x, t) with respect to t might have a singularity at t = . In this section, with the help of a numerical experiment, we shall show the rate of convergence of the difference scheme, in the case of smooth input data, and the most appropriate way to perform the calculations, lest we lose efficiency of the difference scheme proposed. Here we confine ourselves to the case of constant coefficients.
First of all we carry out comparative analysis of the two kinds of approximation for the following Cauchy problem:
The solution u(t) of problem (5.1) has the form (see, e.g., [28, p. 17] )
are the Mittag-Leffler functions.
Approximation by Means of L Formula
For the numerical solution of problem (5.1) we assign the difference scheme ∆ ν t n+ y = λy n+ + f(t n+ ), n = , , . . . , N T − , y( ) = u , 
is the difference analogue of the Caputo fractional derivative of order ν ∈ ( , ) (L formula). It is known that if the function u(t) is in C [ , T], then difference scheme (5.2) has the approximation order O(τ −ν ); see [32] .
What approximation order will we have in case the input data for the problem are smooth functions? In this case the function u may not have continuous derivatives with respect to the time variable at t = .
Tables 6-8 present the results of calculations, performed with the help of difference scheme (1.2), at t ∈ [ , ], λ = − , f(t) = , u = .
Since the approximation order is not greater than the order of the error, the approximation error of difference scheme (5.2) on the entire grid will be greater than or equal to O(τ ν ), and at the final point t N T = it will be greater than or equal to O(τ). . Table 7 . ν = .
. 
Approximation by Means of Lσ Formula
To solve problem (5.1) we assign to it the difference scheme In this case, if the function u(t) is in C [ , T], then difference scheme (5.3) has the approximation order O(τ ); see [7] .
The calculations performed on the basis of difference scheme (5.3), at t ∈ [ , ], λ = − , f(t) = , u = , are displayed in Tables 9-11 .
Similarly, the approximation error of difference scheme (5.3) on the entire grid will also be greater than or equal to O(τ ν ), and at the final point it is O(τ). Therefore, the efficiency of difference schemes (5.2) and (5.3) in the case of smooth input data, when the solution does not have continuous derivatives at the point t = , is lost. Table 9 . ν = .
Representation of the Solution of the Problem in the Form of the Sum of an Unknown Smooth Function and a Known Nonsmooth Function
. . Then the function v m (t) will satisfy the following Cauchy problem:
Using the method of representing the solution in the form of the sum of an unknown smooth function and a known nonsmooth function, at m = , the numerical solution of problem (1.1), at t ∈ [ , ], λ = − , f(t) = , u = , has been carried out (see .
For sufficiently small values of ν, in order to obtain the required approximation, it is necessary to take sufficiently large values of m:
Using difference scheme (1.4)-(1.6), we perform computations for the following problem:
Since we do not know the exact solution of problem (5.4)-(5.6), we calculate the convergence order of the difference scheme with the help of double computation on different gridsω h τ and ω h τ , wherē ω h τ ⊂ ω h τ . The results of computations are presented in Tables 15-17 . From Tables 1-5 and 18-20, we can see that difference scheme (1.4)-(1.6) has the approximation order O(h + τ ) in case the input data ensure the required smoothness for the solution of problem (1.1)-(1.3).
If the solution of problem (5.4)-(5.6), at k = , is expected to be found in the form
then the function v(x, t) should be a solution of the following problem:
In Table 21 the results of calculation are presented for problem (5.4)-(5.6), at k = , using a representation of the solution in the form of sum (5.7). Solving problem (5.8)-(5.10) is implemented by means of difference scheme (1.4)-(1.6).
When we compare the results of the calculations presented in Tables 18 and 21 , we see that representing the solution in the form of sum (5.7) enabled us to raise the convergence rate by an order of magnitude at ν = . . Therefore, to use difference scheme (1.4)-(1.6) efficiently for solving problem (1.1)-(1.3), provided we do not know in advance whether the input data ensure sufficient smoothness of the solution, we should perform calculation of the convergence order by means of double computation on two grids. If the obtained convergence order happens to be less than O(h + τ ), then we will need to represent the solution as the sum of two functions: one of which is known but not smooth, while the other is smooth but not known. Of course, such representation of the solution is a complicated problem for an equation with variable coefficients and it is of independent interest. 
