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ABSTRACT

A STATISTICAL COMPARISON BETWEEN A DISTANCE LEARNING
ENVIRONMENT AND A TRADITIONAL TEACHING ENVIRONMENT
David Ledford Flora, M.S.
Morehead State University, 2005
Director of Thesis: Dr. Charles Patrick
Advances in the development of technology have made different forms of
education possible that were unimaginable a decade ago. Distributed Learning (DL),
or the ability to learn without being physically present with the instructor has
benefited greatly from this advancement, and has been used to fill the growing
demands that students place oh the_ educational system. With the pervasiveness of
Distributed Learning classes and curriculums, it becomes necessary to evaluate the
effectiveness ofDLe?ucation as compared to traditional classroom settings.
In this study, three sections of a core university class were chosen to
determine if any difference could be statistically measured from the mean test scores
of students in a DL environment and those in a traditional teacher-student
environment. One of the sections was chosen to receive a traditional lecture by an
instructor, while the other two sections would receive the same content through
completely online delivery. After the students of all sections were exposed to the
content, they received a brief evaluation from which the experimental data was
gathered.

Before data was analyzed, a hypothesis was formulated that there would be no
significant difference between the means of the scores for the traditional and DL
students. Using MINITAB software, the test scores were analyzed and it was found
that the means for the control and test groups were statistically different, with the
experimental group achieving a higher mean than the control group.
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CHAPTER ONE
INTRODUCTION

Introduction

The concept of Distance Education as a teaching method is not a new one.
There have always been more students than teachers, and this ratio has created a
bottleneck of education, a barrier that requires each student be in the presence of the
teacher to acquire :the information. As the demand for educatio~ grew, efforts were
made to prepare the content in a manner so that it might be passed to the student
intact without the direct presence of the.teacher. At first, this was fulfilled by simple,
printed, correspondence classes; followed by radio and then television broadcasts.
The creation of the Internet and its rise in accessibility and capability introduces
options never before available in the history of education. Dr. Scott Wegner, Dr. Ken
Holloway, and Edwin Garton in the November 1999 issue of"Journal of
Asynchronous Learning Networks" state the affects of technology on education as
follows:
The practice of using technology to deliver coursework in higher education
has seen a veritable explosion. The use of technology has not only created new
opportunities within the traditional classroom but has also served to expand learning
experiences beyond the popular notion of 'classroom.' Indeed, 'distance learning,'
especially utilization of the Internet, is becoming a widely used delivery alternative at
universities nationwide. (Wegner et al. (1999), Abstract, ,r 1)
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Since educational content can be created and stored electronically, it only
requires a person ,with Internet access to retrieve the stored content and learn from the
teacher at the student's leisure.

General Area of Concern
Of course, education is of no value if it is not beneficial to the student.
Without personal student-teacher feedback, questions arise concerning the quality and
validity of education transmitted via electronic means. Many people are reluctant to
trust a person who has received their educational credentials "through the mail,'.' so to
speak. It is critical to determine that the quality of education received through online
content is not diminished compared to that of education in a traditional environment.
This is doubly important due to the prevalence of distance learning courses in
universities and colleges today. According to the American Council on Education, the
number of students in distance learning doubled from 1995 to 1998 totaling 1.6
million (Devarics, 2001

,r 5).

It becomes clear that a method of evaluation should be developed to enable
educators to ascertain if the quality of the educational content delivered through
distance learning or open learning environments matches the quality of the content of
traditional teaching environments.

Problem Statement
The purpose of this thesis is to utilize statistical methods using MINITAB
software to evaluate and compare the effectiveness of online educational content with
identical content delivered by a teacher in a traditional classroom environment.
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This study is an attempt to determine the difference, if any; the means of delivery
have on student comprehension and retention in that environment.

Significance of Study
The proliferation oflnternet access, particularly among young college
students, has opened a vast vista of education choices. Distance education has proven·
to be so attractive to students that it has become a serious rival to face-to-face
instruction. Because of this increasing attractiveness, the demographics of the student
body participating' in various forms of distance learning has changed radically over
the last ten years, reflecting a large increase in the number of "concurrent learners"individuals involved in a combination of distance and face-to-face study. In the mid1990s, approximately 67% of the distance education students at the University of
Manitoba were concurrently enrolled in on-campus study (Wallace, 1996); at Queen's
University the figure was over 75%. Preliminary data collected at the University of
Saskatchewan indicates over 75% of students enrolled in alternative delivery are
concurrently studying face-to-face on campus. Data in the United States corroborate
these findings; at SUNY, over 80% of students participating in online learning were
enrolled in face-to-face on-campus study as early as 1998 (Chronicle ofHigher

Education, 1998). This data indicates that learners have been migrating, within the
walls of the campus, to distance learning offerings, challenging earlier assumptions
that distance education and face-to-face programs serve different populations (Archer
and Mathoes, 2004, Generation 3, ,I I).

4

As these growing numbers of students obtain their education through distance
means, it becomes increasingly important to both the student and the educational
institution to evaluate the quality of education that they are providing. The question
asked is pervasive and compelling: "Does technology positively or negatively impact
learning?"
Assumptions and Limitations

The focus of previous studies, as is discussed at length in the review of
literature, is the attempt to draw connections from the specific to the general
regarding the validity of distance learning situations. The vast majority of studies
conducts a survey of one or more classes, and based on these results, attempt to
predict the outcomes of other classes or perhaps entire fields that utilized distance
learning as a teaching approach. Such comparisons are not attempted in this study
because the comparison is faulty for a number of reasons:
1. Teaching styles cannot be assumed to be identical. The approaches
used to present material can vary greatly from educator to educator. Even
material covering the same subject can vary in delivery according to who
delivers it. Thus, classes taught by different instructors cannot be
compared as if they were identical. One class that successfully employs
distance learning technologies cannot be used as an indicator that another
will succeed.
2. A single study cannot be used to successfully predict a trend. The only
comparison that 'can safely be made in a study is between the control and
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the experimental groups of that study. Use of that data to predict that
future cases will be successful or unsuccessful is not scientifically valid
due to the large number of uncontrolled factors. From study to study,
environmental factors could change, impacting the teaching environment,
or instructors and teaching styles could differ.
3. A single study does not necessarily reflect a larger field. It is not
scientifically valid to use the successful or unsuccessful conclusions of a
single class to predict the success of an entire program. The number of
variables that make up the program are simply not present or considered
during the original study. To determine the success of an entire program,
a program would have to be studied, not a single class.
Simply put, an accurate, scientific study attempts to identify all of the
variables that may impact a study. If the variables change from situation to situation,
the experimental situation also changes, necessitating an entirely new experiment.
Thus, the focus for most of the previous comparative distance learning experiments
should change from prediction to comparison. · The data observed for a single
distance learning study may not be indicative of how larger programs might operate,
but it is valid as a means of evaluating the effectiveness of distance learning efforts in
that single environment.
During the development of this study, several assumptions and limitations
were addressed concerning the experiment and its environment.
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1. Only a single class was studied. Random selection of test subjects was

not possible for this study as the students themselves chose which section
to enroll in. They did not, however, have any prior knowledge to which
section of the study they would be selected for, the control or experimental
group. Though students were not randomly selected, this researcher still
believes the resulting data to be valid in a comparative study as this is the
normal arrangement in the majority educational situations. Most teachers
have little control over which students sign up for which classes,
particularly at the college level. Again, the goal of the study is to ascertain
the impact of technology-driven learning on a single classroom
environment, not to imply its effectiveness in a larger arena.

2. The testing environment remains constant for the experimental and
control groups. This study assumes that there are no environmental
variables that impacted one group over the other, such as excessive outside
noise or distractions. The classroom lighting and temperature were held at
a constant within both classes. This researcher designed and delivered the
in-course lecture, as well as the online component. This was an effort to
ensure that all sections of the class received the content in a uniform
manner.

3. Only one evaluation was made. To better eliminate bias and improve
reliability, more than one evaluation using online educational content
should be utilized. Obviously, more data means a more reliable outcome.
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However, for most educators, one simple evaluation is all they have time
to perform. This study proceeds along this vein of thought, the resulting
data evaluated as thoroughly as possible.

4. No record was made of the experience each student had with previous
distance learning environments. Previous experience can bias a learner
either positively or negatively regarding distance learning. It is assumed,
however, that this experience was not a major factor in the evaluation.

Definition of Terms

Distance Learning: Throughout this study, the terms distance learning,
distance education, distributed learning, and online learning are used more or less
interchangeably. At times, the use of distance learning seems appropriate because the
issues under discussion most frequently concern off-campus (distance) versus oncampus learning. At other times, particularly when describing the new higher
education environment, the phrase distributed learning more clearly expresses the
changing nature (and the blending) of all forms of higher education. In any event, the
reader should not draw unwarranted conclusions from a particular usage.

Traditional Learning: Traditional learning environments feature teachercentered instruction (instructivism), are typically linear in learning progression, and
feature passive or non-interactive student learning. Traditional learning has the
benefits of direct feedback with the instructor, but the educative pace is limited to that
of the instructor's. Traditional learning is perhaps the oldest form of formalized
education, and is the basis for all comparisons with other educative techniques.
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Internet-based instruction: This is educative content delivered entirely
through the medium of the Internet. It may be as simple as displaying a PowerPoint
file on a student's computer, but can contain streaming video and animation,
particularly if the majority of students have access to high-bandwidth Internet
connections. Student interaction with the material can be created with various
software bundles. The software used in this study was Macromedia Flash MX, for its
capabilities in handling low-bandwidth animations and student-paced learning.

MIN/TAB: MINITAB is statistical software that is commonly used in
Statistical Process Control and Design of Experiments. It is used in this experiment
to aid in statistical analysis of the raw data.

Summary
Chapter one provided an introduction to the topic of this thesis. The general
area of concern was identified. 'After stating the problem, the significance of the
study was addressed, followed by some general assumptions and limitations
concerning the research. Last, several commonly used definitions were included.
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CHAPTER II
REVIEW OF LITERATURE

In this chapter, literature concerning the history of distance learning and its
importance to universities and students will be presented, along with previous
comparative attempts to evaluate open learning and traditional environments. Finally,
the difficulties of gathering accurate data on such comparisons will be addressed.
The History of Distance Learning

There are no concrete records of when the first attempt at distance learning
began, because technically learning at a distance can be as simple as one student
asking another student what a teacher spoke about that day. Formally, distance
education traces its origins to mid-19 th century Europe and the United States. The
pioneers of distance education used the best technology of their day, the postal
system, to open educational opportunities to people who wanted to learn but were not
able to attend conventional schools. People who most benefited from such
correspondence education included those with physical disabilities, women who were
not allowed to enroll in educational institutions open only to men, people who had
jobs during normal school hours, and those who lived in remote regions where
schools did not exist. (California Distance Learning Project, 2005)
Throughout the history of human coiµrnunication, advances in technology
have powered paradigmatic shifts in education. Communication between teacher and
student is a vital element of successful distance education. Media has played an
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essential role in the establishment of teacher and student communication. For
communication to take place, at a bare minimum, there must be a sender, a receiver,
and a message. If this message is intended as an instruction, then besides student,
teacher, and content, we must consider the environment in which this educational
' .
communication occurs (Berg and Collins, 1995). The success of distance education,
as seen by many, is based on the content of the dialog between teacher and student,
and the effectiveness of the communication system in an educational process.
Today's educator has a vast array of educational options available through
which she/he may present content. Internet-based learning, including streaming video
and audio, telepresent classrooms where the student may be hundreds or thousands of
miles away, or simply the use of message boards all present a tapestry of technology
waiting for educative materials.

The Importance of Distance Learning to Universities
Universities, both public and private, are in the business of attracting and
educating their students. This, in no small part, includes satisfying the needs of the
student concerning the way in which education is delivered. Many universities are
feeling the pressure to control their costs, improve quality of instruction, focus on
customer needs, and respond to the competitive pressures. Distance learning
technologies have the potential to assist in solving these problems (Valentine, 2002).
'

.

The inclusion of distributed learning classes into the traditional campus
curriculum allows smaller, more geographically isolated colleges to compete with
rivals worldwide. With growing regularity, entire degrees are being offered through
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completely online content, allowing the college revenue and the student educative
flexibility which has never been seen before. Levine and Sun (2002) suggested that
the Internet will reconfigure the landscape of university education in North America,
resulting in three types of institutions: brick, click, and click and brick. The brick
institutions are the traditional universities that deliver only face-to-face instruction;
the click universities are virtual universities that deliver instruction electronically, and
click and brick institutions deliver programs through a combination of traditional and
e-learning modes.:It is anticipated the majority of universities will fall within the third
category. The expected configuration is developing in Canada as almost all Canadian
conventional universities become involved in some form of alternative delivery of
courses while retaining a large offering of face-to-face instruction (Matheos and
Archer, 2004).
The Significance of Distance Learning to Faculty

It would be an error to attribute the astonishing growth of the number of
distance courses being offered by modern universities to the needs of campus
administration to increase student enrollment. In a study conducted by the National
Education Association, an organization who's members number nearly 2.7 million in
the United States, found in a 2000 survey of 402 distance educators and 130
traditional educators that "Currently, one in 10 higher education NEA members
teaches a distance learning course. Furthermore, 90% ofNEA members who teach
traditional courses tell us that distance learning courses are offered or being
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considered at their institution."(NEA, 2000, p4) Further investigations of their
members indicate that:
•

Forty percent (40%) of faculty teaching a Web-based course hold a very
positjve view compared to only 25% of those whose distance learning

''

course is not a Web-based course.
•

Virtually all of the faculty teaching distances learning courses use an
interactive technology to teach their courses.

•

E-mail is the domin;mt means of commu,nication employed by faculty and
students outside of the normal instruction time.

•

Eighty-three percent (83%) of faculty teaching Web-based courses use email to communicate with a typical student in their class once a week or
more.

<>

Almost half(42%) of faculty teaching courses that are not Web based use
e-mail to communicate with a typical student once a week or more. (NEA
2000, p 5)
Among faculty that teaches distance learning courses, the outlook is

generally positive, with 72% holding a positive feeling concerning the
technology-based instruction, compared to 14% who felt negatively.
Traditional faculty feel Jess positively t9ward distance learning courses, 51 %
felt positively, 22% felt negatively, with 28% of traditional faculty remaining
undecided. (NEA 2000, p 8) The NEA report sums up the study saying:
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"Faculty teaching distance learning courses and faculty teaching
traditional courses hold positive opinions about distance learning, primarily
because distance learning courses offer educational opportunities to students
who wou/4 not otherwise enroll in courses. While faculty believe the}' will be
hurt financially by distance learning and financial considerations are very
important to them, at the current time, their enthusiasm for offering an
education to more students outweighs these concerns." (NEA 2000, p 4)
The Significance of Distance Learning to Students

Many universities offer distance learning courses as an alternative to their
campus-based courses. For students, this can offer a surprising amount of
advantages, some of which are apparent, many of which are not. It can be a
convenient and cost effective method of study that allows students to continue
with their careers while at the same time study for a degree. If study is done
with a reputable university, the qualifi~!l~ion gained should be of an identical
high standard as that awarded to a campus-based student.
Distance learning is generally more affordable than conventional study
because savings in physical infrastJ.ucture (e.g. classrooms, recreation
facilities) are often passed on to students. Additionally, distance learning
allows you to make considerable saving~ in traveling and living costs. Also,

~·-- '

many universities help to spread the cost by enabling payment of fees on an
incremental basis.
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Flexibility is perhaps the main reason most potential students sign up for
online courses. The type oflearning that occurs through Internet-based
learning is largely asynchronous, allowing the student to access learning
materials 11~d complete objectives according to his or her own sched_ule.
,'

More subtle advantages can be seen, however, particularly in the amount
and type of interaction that occurs between students in distance learning
courses. In traditional courses, the physical and social presence of-other
students is often intimidating to many students, causing them to ask fewer
questions and keep their opinions silent. In a study conducted at the
University of California in Northridge in 1997, it was found that in traditional
classrooms "there is a very subtle thing going on here. A classroom can be
inhibiting, intimidating. [In the classroom] you think you are the only person
who doesn't know the answer, so you don't talk. The very way classrooms are
set up, with everyone facing forward, deters interaction." (CNET News, 1997)
In fact, according to the study, students in the virtual class spent about 50%
more time working with each other than the people in the traditional
classroom. And while the report acknowledges that the inability to talk to the
professor was the cause of this interaction, the results show that the
collaboration "manifests itself in better ,•<·l
test .score" as students formed study
groups to "pick up the slack of not having a real classroom."
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Evaluation of Distance Learning Effectiveness

Of course, with the sudden and rapid boom in the number of courses being
offered online, numerous attempts have been made to analyze their
effectiveness. In many of these attempts, a comparative analysis was done
~

• 1

with a section of a class that was taught traditionally, and a section that
received the material in an asynchronous, or internet-based manner.
The most popular and often quoted study in this area was conducted by T.
L. Russell in 1999. Russell reviewed 355 studies on distance education

produced from 1928 to 1998. Some of the early studies examined
correspondence courses, but most compared instruction over video tape,
interactive video, or satellite with on-campus, in-person courses. Students
were compared on test scores, grades, or performance measures unique to the
study, and also on student satisfaction. Consistently, based on statistical tests,
"no significant difference" between thll_fpmparison groups was found. The

'

claim of"no significant difference" sparked an eager embrace oflnternetbased learning, and a flurry of other studies with similar results. A study
conducted at Missouri State University in 1999 set up the following
methodology for their evaluation:
"The population selected to test'our,.guestions was comprised of graduate
students in the Spring and Fall sections of a curriculum design and evaluation
course. Students were allowed to self-select into either the traditional
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classroom section or into the experimental Internet-based section. The control
group (n= 17) received instruction in a traditional lecture, question-answer,
small-group activity format. Instruction was delivered during sixteen, threehour periods, typical of graduate level education within the graduate degree
programs at the institution. The experimental group (n=l4) attended no classes
on-campus except to present their final products. Additionally, the instructor
met with members either on-campus or on-site to provide basic training for use
of the technologies involved in the class. These sessions included training on
e-mail, video-conferencing using CUSeeMe software,.and NetMeeting
software as well as more traditional technologies such as the telephone and
fax." (Wegner et al. Methodology, '1] 1)
To assess student achievement of the course knowledge base, an identical
100-point exam, comprised of objective, short answer and essay questions was
administered to both groups. The tests were administered during the 15th week
of class, monitored by the instructor who also corrected and graded all exams.
The results of the evaluations collected are shown below:

Group

N

Mean

Range

Std. Deviation

Control

17

92.64

85 -100

4.1824

Experimental

14

91.57

84- 97

3.7358

Table I. Descriptive Statistics.
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At-Test for Independent Samples was administered to the test scores to determine
whether there was any statistical significance between the overall test scores of the
two groups. Table 2 presents that data.

Group

Sample
size

Means

Std. Dev. t- Value

Control

17

92.64

4.1824

Experimental

14

91.57

3.7358

-0.7473

Probability

0.2305

Table 2. T-Test for Independent Samples.

The t- value of-0.7473 and probability factor of .2305 were not sufficient to
prove a significant difference between the test scores of the control group and the
experimental group.

The study concluded with the following statement:

Despite the small sample size and heavy reliance on anecdotal information,
the study yielded several interesting conclusions. First, there was no significant
difference in test scores between the two groups despite the experimental groups
not attending even a single on-campus lecture. This was amazing to those
associated with the study, all of whom half-hoped to validate the significance of
the class lecturer to the learning process. This is not to say that Internet-based
instruction was not heavily impacted by the instructor. It only suggests that role of

the instructor changed for the Internet-based instruction. (Wegner et al.
Conclusions, 'II I)

Statistical Analysis in Comparative Studies
As can be seen by the preceding study, the goal of most comparative
studies is to generate data by the administration of evaluations. The scores
obtained by these evaluations are examined statistically to determine if there are
any significant differences in the scores of traditional learning environments and
distance learning environments. In the above example, t-tests were used to
determine if there was a statistical difference in mean test scores of the two
groups. ANOVA analysis becomes increasingly important if more than two
groups are addressed in the study. The basic reason for this is that as more groups
are introduced beyond two in at-test, the likelihood of committing at least one
type I error (rejecting the null hypothesis (no difference) when it is in fact true) in
<

the analysis greatly increases (Stockburger, 1998, ANOVA).

The Difficulty of Comparison Studies

After Russell's "No Significant Difference" study was released, there arose
a number of questions regarding the validity of the comparison s.tudies that were

,,'.'

(•

being conducted and their results. One of the large questions raised is one of
definition. An article written by LeBaron and Tello from the University of
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Massachusetts Lowell states: "Reliance on "this versus that" comparison creates
several problems. In the first place, it assumes that the conventional classroom is
the standard to which distance learning must measure up. But what defines a
conventional classroom? Is it a I 00-student Introductory Physics lecture? Is it a
twenty-student Urban Sociology seminar? Is it a ten-student Photography lab?
Each of these environments requires a different teaching method; methodological
comparisons between them are fruitless." (LeBaron, and Tello (1998), Vol 26, No
3).

Another paper attacking the validity of Russell's research states that:

The long life and persistence of this (comparative) research model is more
surprising given that it has been soundly criticized by Phipps and Merisotis (1999)
for its unsophisticated design and inability to achieve conclusive results (which
may be setting the bar a little too high). Phipps and Merisotis attacked this
research as lacking those elements that distinguish quality research, such as
control groups, randomization of treatment groups, matching of student
populations, statistical sophistication, and consistency in treatments ( among
others). They faulted these studies for focusing on courses rather than programs,
not accounting for student differences ( esp'itcially learning styles), the interaction
of multiple technologies, and the lack of theoretical frameworks. (Meyer, 2004).
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So why are comparative studies so popular? In most cases, the study is
being conducted by the faculty who is teaching the class. Comparative studies in
these cases yield direct, qualitative results that are similar to the way most
traditional classes evaluate student performance. Typically, content is delivered,
an evaluation is administered, and the results obtained and reviewed. With so
many ways to analyze teaching styles of the faculty, along with the many varied
learning styles of the student,. comparative studies are simply the most
economical, if not the most accurate, ways of obtaining statistical data on course
content for an individual in~tructor. Therefore, the emphasis in this study is set
not on performance predictors of future class sessions, but how material in a
single class can be effectively compared with its online counterpart. By shifting
the focus of the experiment in this manner, we can eliminate the many variables
that occur when predictive situations are involved and address only the variables
that are present in during the time of the experiment. The data collected will
inform only as to how material is being absorbed and retained in this particular
case, which can be used by the instructor to analyze student performance in
different learning environments. This focus of intent is essential to the correct
interpretation of data received.
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CHAPTER III
RESEARCH METHODOLOGY

Restatement of the Problem

The goal ohhis research is to determine statistically if there is a variation in
comprehension and retention between students who received educational material in a
traditional, teacher oriented format, and those that received the educational material
solely through Internet-based media.
Selection of Control and Experimental Groups

This experiment was performed on three sections of a general education class
on basic computer operation and maintenance. This class is one of several offered to
fulfill the university requirements. The students chose which section to sign up for at
the beginning of the semester, but none had any knowledge of which section would
be used as a control or experimental group. One section (17 students) of the class that
met at 12:40 p.m. was chosen as the control group and would receive the traditional
lecture by the teacher, while two sections that met at 6:00 p.m. and 11 :30 a.m.
( fourteen and twelve students, respectively) were chosen to experience the same
information via Internet.
Instructional Methods used in Control and Experimental Groups

All sections of the class were taught traditionally as a lecture class, with the
educator standing in front of the students delivering content in a direct, linear manner.
The classroom itself is a multimedia classroom with a ceiling-mounted projector
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operated from the instructor's work desk and is capable of displaying video from the
computer, VCR, or through a visual presenter. The classroom (seen below in Figure
1) is capable of seating 30 students, each of which has a sink-mounted computer with
Internet access.

Figure I. Classroom.
Of the three sections utilized in this experiment, two (including the control group)
took place during the late morning or early afternoon, while the last group met in the
evenings. It is perhaps notable that while the
,.. daytime classes consisted of mainly
freshmen college students, the night class (an experimental group) consisted of older,
largely nontraditional students. The topic of the presentation given to all sections was
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· a lecture on computer hard drive performance. For the control group, the lecture was
given by the researcher (who had taught the class the previous semester) and was
facilitated by use of PowerPoint projected onto the screen at the front of the room.
The students, although encouraged to ask questions or make comments on the subject,
are passive, and were treated to several examples and short verbal quizzes several
times during the period. At the end of the session, a ten question evaluation was
handed out for the students to respond to, and their answers returned.
In the experimental sections of the study, the students were informed during
class that they were to use their Internet browsers to navigate to a particular URL on
the web and access a Macromedia Flash presentation covering identical content
presented to the control group. During this activity, students were allowed to ask
technical questions about how to navigate or answer questions on the presentation,
but the course content was not discussed, nor was elaboration on the content made by
the instructor. Each student navigated the module at his or her own pace, and was
allowed to go back to review information that was not immediately clear to them.
After the entire class had completed the Internet module, an assessment identical to
the one taken by the control group was distributed, and the results returned to the
instructor.

Design and Presentation of Educational Material
The module presented to the students' in both the control and experimental
groups covered the topic of "Measuring and Improving Drive Performance" and
covered topics such as average access time in computer hard drives, data transfer
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rates, file compression, and performance optimizing techniques. The control group
received this material through lecture by the instructor and the facilitation of
PowerPoint slides (21 total) containing information such as shown in Figure 2 below.

Figure 2. Average Access Time.
included in the presentation were a number of slides that were formatted as
small quizzes that were used to reinforce points made in the previous slides. See
Figure 3.
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Figure 3. Quiz.

The same material was presented to the experimental groups through software
called Flash MX by Macromedia. The use of Flash MX facilitated the inclusion of
small animations to clarify topics, allowed the student to progress at his/her own
pace, as well as adding periodic quizzes to reinforce information previously covered.
An example of one of the Flash MX pages is shown in Figure 4. Once designed, the

Flash MX module was placed on a webpage that could be accessed by the students
from the computers in the classroom. No special instruction was given to the students
receiving the Internet-based module.
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Data Transfer Rate
Data Transfer Rate is the amount of.. time
it takes for one device to transfer data to
another. This is also called Througl,lput.
Speed is·expi:essed as some amount·,of.
data per unit of time, for'.example:20
MB/sec.
·
.

~

·-

I

,o[olOT~·

Figure 4. Data Transfer Rate.

Animations were used to clarify topics that the instructor would have
illustrated in lecture to the students. Efforts were made to keep the core content,
especially the material covered by the later evaluation, as consistent between the
control and experimental groups as possible. Students progressed at their own pace
with the online content, clicking the "next" button to advance to the next section.
Data Collection

In both the control and experimental groups, after the content had been
'

'

delivered, all students were given a ten question, multiple answer evaluation to
complete. Each question was worth two points, giving a range of possible scores
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from zero (for no questions answered correctly) to 20 (all questions answered
correctly). The questions of the evaluation were constructed directly from
information contained in the PowerPoint slides or Flash MX presentation.
Hypothesis Statement

This study will attempt to determine that there is no difference in the mean
scores between the control and experimental groups. In order to perform a statistical
examination ofthis question, the following hypothesis was developed:
Ho: There is no difference between the two means.
HA: The mean of the experimental group is larger or smaller than the control group.
The level of significance or a of this hypothesis was chosen as 5%. This is the
chance that the null hypothesis (Ho) will be rejected, when.it is in fact true. The level
of 5% was chosen because it is a commonly used level of significance (Thayer,
2001). Simply stated, the level of accuracy of the study is assumed to be roughly
95%.
Methods of Analysis

Once the test scores of the control and experimental groups are obtained,
several measures can be used to determine the "normalness" of the data obtained, and
if there is any significant difference of mean test scores between the two groups.
Several analyses will be performed on the data obtained, moving from a general
analysis and observation of patterns of the data to a firm statistical comparison of the
means of each group.

28

A Frequency Histogram will be constructed with the control group and each
separate experimental group, and again with the experimental groups combined. This
will yield an overall image of the data's distribution for quick comparison. A
histogram provides a graphical display of what ranges the data obtained falls into.
This allows relatively quick analysis of data trends. Normal data appears in a
histogram as a bell curve, the highest point on the curve indicating the highest
frequency of scores obtained. In normal data sets, most scores on evaluations will
occur in the middle, or average range, with higher and lower scores appearing less
frequently. As charts are placed side-by-side for comparison, differences in how the
data falls should be immediately apparent.
A normalcy test (such as the Anderson-Darling test) will be performed on the
obtained data. Many of the hypothesis tests that can be performed operate on the
assumption that the data collected falls normally about the mean. With smaller
sample sizes, as is the case with this experiment, the data points may not typically fall
normally around the mean score, but can be skewed positively or negatively. Nonnormal distributions are not indicative of any intrinsic error with the data, but do
make normal hypothesis testing means (such as f-tests or t-tests) inaccurate. Ifnonnormal data exists, as will be indicated by the normalcy test, a nonparametric test
must be performed to prove or disprove the hypothesis.
A t-test for independent samples will be performed on the control and
experimental sets of data to determine if there is any statistical difference in the
variances of either data set. Since in the hypothesis statement, that null hypothesis
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states that the mean of the two data sets will be equal, a two-tailed !-test will be used.
At-test was selected because the population of the control and experimental groups is
less than 30, and the mean of the population is unknown. The t-test will provide two
or three values; the calculated !-value and a critical !-value. If the calculated !-value
exceeds the critical t-value, then the null hypothesis (Ho) cannot be rejected. A
confidence level of .05 was chosen in this experiment, which is the percentage chance
a type-I error (wrongly rejecting the Ho, when the Ho is in fact true). A .05
confidence level is a medium risk confidence level, halfway between a value of .10
and .01.
If the normalcy test indicates that the data sets consist of non-normal data, the
!-test cannot be relied upon for accuracy due to its assumption of normality. If this is
the case, a Mann-Whitney test will be applied. The Mann-Whitney test is a
nonparametric counterpart of the two-sample z or t test for the difference in
population mean. It makes no assumption as to the normalcy of the data, but simply
gives a hypothesis test based upon if one sample median is shifted to the left or right
of the other (Crossley, 2000, p. 269).
Summary
In this chapter, the problem was restated and the method for selecting the
experimental and control groups was examined. Then the design of the learning
modules was explained, and the method of collecting test data indicated. Finally, the
hypothesis was stated and the methods of statistical analysis were presented and
explained.
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CHAPTER IV
DATA OUTCOMES

In this chapter, the results obtained from the evaluation given to both the
control and experimental groups are presented. The evaluation itself is discussed,
data from the evaluation is presented and general observations concerning the data are
made.
The Evaluation

The evaluation was a list often multiple-choice questions covering the
material presented to all groups. The questions were weighted at two points each.
The assessment questions are shown in appendix B. The quiz was worth 20 points
out of an inclusive 775 points throughout the entire semester. A quiz format was
chosen for this experiment rather than a larger exam so that less impact would be felt
on the individual student's grade if they responded poorly to the online learning
format.
In the control group, after the roll for the class was taken, the researcher
addressed the class, explaining that he would be giving the lecture that day, and it
would be followed by a short evaluation. The information was presented via
PowerPoint projected onto a large screen at the front of the classroom, with the
researcher asking for student involvement on several questions during the
presentation to reinforce the material. The lecture took approximately a half-hour.
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When the lecture was complete, a paper assessment was passed out to all the students,
who were given 15 minutes to answer the questions before the quizzes were taken up.
In the experimental group, after roll was taken, the instructor informed the

class that the material for the class session was located online, and made the URL
available to the class. They were told that after they had covered the material, a short
quiz would be given to them. The quiz itself contained the same information as the
PowerPoint presentation, including several sections where the student had to input a
response. Once the entire class had completed the module, the material was removed
from the URL to discourage the students from going back through the module as they
answered the quiz questions. The students were allowed to ask for clarification of the
information on the online module, but could ask no questions once the quiz was
passed out.
The questions asked on the assessment were taken directly from the material
presented to the students. They were allowed as much time as they needed to answer
the questions. The evaluation questions themselves were written to be as clear as
possible and relate clearly to the material covered. This sort of test minimizes the
biases of the instructor that would have been included in the grading of short-answer
or essay exams.
Multiple-choice items are widely used due to their versatility in assessing a range of
learning objectives; well constructed multiple-choice questions can target factual
knowledge, comprehension, analysis, synthesis, or evaluation (Mandemach, Park
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University). Comprehension and retention were important, thus multiple choice
questioning seemed the most effective means of designing the evaluation.
Group Characteristics
It is pertinent during the study to not only analyze the data that is retrieved

from the experiment, but also to observe other characteristics that belong to each
group. It could be that students in one group naturally perform better during exams,
which would escape notice in the experiment unless information such as how that
group performed throughout the class was addressed. Some basic statistics regarding
each group is also presented here in order to obtain a more complete picture. The
control group consisted of seventeen students of college freshmen, only one of which
was female. The experimental groups consisted of two sections, a morning and an
evening class. The morning class had twelve students, one of which was female; and
the evening class had fourteen students, three of which were female. The high
proportion of males to females could be seen as a biasing factor if used as a basis of
prediction for other classes, and perhaps should be addressed at some future study.
It may also be informative to compare a histogram of how the control and

experimental groups compared in final points earned over the entire semester. The
points for the control group are shown below in Figure 5, while those of the
experimental group follow in Figure 6.
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Figure 5, Frequency Histogram of Control Group Final Scores.
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Histogram of Experimental
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Figure 6. Frequency Histogram of Experimental Group Final Scores.
It is apparent in the histograms that the control group final scores are skewed
to the right, while the experimental scores more closely resemble a normal
distribution. This would indicate that the con!fol group outperformed the
experimental group, as more of the scores in the control group fall above the mean.
The larger number of students in the experimental group may make it resemble more
of a normal distribution, so each experimental section was taken separately and a
histogram produced for each. They are below in Figure 7 and Figure 8.
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Figure 7. Frequency Histogram for Experimental Group Section 11 :30 a.m.
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Figure 8. Frequency Histogram of Experimental Group Section 6:00 p. m.
It can be noticed of the separate break-downs of each section in the
experimental group, that the 11 :30 a. m. histogram seems more evenly distributed
around the mean, while the 6:00 p. m. histogram
,.,. is skewed to the right, much like the
control histogram. This breakdown indicates that the results of final scores are very
similar for the control group and one of the experimental sections, while the second
experimental section has a more normal distribution. The 6:00 p. m. experimental
section contained several non-traditional students, while the other sections were
almost unanimously freshmen college students. There was concern that these nontraditional students would perform differently than traditional students and impact the
validity of the research, but as the non-traditi6nal experimental section was skewed in
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much the same manner as the control group in final scores, it is logical to assume that
the two groups would perform similarly during the experiment.

Data Results
The evaluation results obtained from the multiple choice exam is presented in
Figures 9 and 10, below.
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Figure 9. Frequency Histogram of Control Group.
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Figure 10. Frequency His_togram for Experimental Group.
It is apparent from just a general overview of the scores obtained, that all
students did very well in both the experimental and control section, with the lowest
score being a twelve out of twenty possible points. This would seem to indicate a
generally good grasp on the students' behalf of the subject matter that had been
presented, regardless of what format the information was presented in. The lowest
score occurred in the experimental group, and while both groups had the maximum
score of twenty, the experimental group possessed the highest number of perfect
scores. This evaluation is simply observational at this point, as no conclusive result
'

can be obtained without statistical analysis.
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CHAPTERV
ANALYSES

This chapter contains statistical analyses of the data presented in chapter four.
This includes a graphical depiction of the data using frequency histograms, followed
by normalcy analyses using an Anderson-Darling test, and finally at-test will be
performed if the data is proven to be normal, or a Mann-Whitney test if abnormal to
confirm or deny the stated hypothesis.

Restatement of the Hypothesis
The goal of this study is to determine if the use oflnternet-based instruction
has any statistical impact on learning in a particular class. The hypothesis is that
there is no significant difference in the mean test scores of the experimental and
control groups. The null hypothesis (Ho), is that the means of both groups are
statistically even, while the alternative hypothesis (HA) is that the mean of the
experimental group is either greater or less than that of the control group.

General Statistics
Data obtained from the evaluation of both groups was entered into MINITAB
software, and general statistics were obtained for the control and experimental group.
These statistics will be addressed below.

Number of subjects in each group
The control group contained seventeen subjects, whereas the experimental
group had twenty-six. The difference in the.number of data collected in each group is
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not as disturbing as the small amount of data collected, but it is important to
recognize that since the study is just of the sections of this particular class all of the
population is represented. That is, no random selection was made from a larger
population. Since the entire population of students is used in the study, there can be
no sampling error, or collection of data that does not represent the population.

Mean scores of each group
The mean score of any group is determined by adding all the scores and
dividing the sum by the number of scores.

n
Where x, represents the individual measurements of the study and n is the number of
measurements.
For the control group: µ

278

=-

For the experimental group:

17

,

=16.35

µ=

456

26

=17.54

The mean is represented above with the Greek letter mu ( µ) since all the
population is included in the study. The mean simply states where the bulk of most
measurements lie. For the control group th'e,mean was 16.35, where for the
experimental group the mean was 17.54. This concurs with the pictorial display of
the frequency histograms that showed that the majority of scores in the experimental

..
'
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group appeared higher than that of the control group. Simply knowing the means of
each population does not prove statistically that the means are different, however. It
is important to test the mean of each group in relation to the distribution of the data,
which the t-test performs for parametric data, and the Mann-Whitney test does for
nonparametric data.
Standard deviation
Knowing the central point around which data in a set is arranged is not enough
to make an accurate comparison. How the data falls around the central tendency is
critical as well, and is described by standard deviation. Standard deviation for a
population can be explained as "the square root of the sum of the squared deviations
from the mean divided by the number of scores" (Trochim, 2005). The formula
appears below.

n
Where:
a= The standard deviation
x 1 = Each score

µ =The mean score
n = The number of values
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The data from each group is put into a table showing the progressive calculations that
generate the standard deviation. The calculations for the control group are below in
Appendix C, Table A.
Thus, for the control group, the numbers from Table A were substituted into
the

formula, giving a result of 1.71 as the standard deviation for the control group.

Next, the process is repeated for the experimental data as shown in Appendix C,
Table B, resulting in a standard deviation for the experimental group of 2.24.

In comparing the standard deviations between the control and experimental
groups, it is apparent that the deviation in the experimental group is higher. If there
were no deviation at all (meaning all scores were the same) the standard deviation
would be zero. Thus, with a standard deviation of 2.24, the curve expressing the data
of the experimental group is not.a tight peak around the mean, but rather a gradual
slope that is wider than that of the control group. The evident difference in the
standard deviations of the two groups is important in that where a particular data
point falls in the group with the larger standard deviation is more unpredictable than
in the group with the smaller standard deviation. This could simply be due to the
increased size of the experimental group, but in general it points to a .difference in
distribution between the two groups, which may indicate truly different means.

Graphical Analysis
The graphical representation of the raw data from the control and experimental
groups were presented previously in chapter four (Fig. 9 and I 0), but is repeated
below for continuity of analysis.
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Figure 10. Frequency Histogram for Experimental Group.
"Collecting data on processes and organizing the data appropriately are first
steps in bringing recognition to the presence and type of variation. One simple and

..

useful tool for graphically representing vari8sti,;m in a given set of data is the
histogram" (Alwan, p. 32). It is generally apparent that both of the histograms do not
follow normal distribution curves in that the data does not fall symmetrically about
the center point. This can be viewed as an indicator of performance, as more
measurements appear below the central point for the control group than in the
experimental group, suggesting that the
group
.
.., :expo,sed to online content performed
better on average than the group exposed to lecture. The statistical difference in the
distribution of data in each set can be expre~sed by each distribution's skewness.

'

,< '

"
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Skewness measures how unsymmetrical the distribution is with respect to the
average. The greater the positive skewness, the more data will be greater than the
average .. A negative skewness means that more data will be less than the average
(Crossley, 2000, p. 256). The type and amount of skewness apparent in any
histogram can be calculated with the following formula:

Skewness=

n
n
(n - l)(n _ 2) ~[(x; - X) IS ]3

Where:

X; is -the i th observation
X is the mean of the observations

n is the number of observations
s

is the standard deviation

Calculating skewness for the control group is shown in Appendix C, Table C.
Thus, for the control group, the skewness is calculated as 1.01
For the experimental group, skewness is calculated in the same manner, shown in
Appendix C, Table D.
Thus, for the experimental group, the skewness is calculated as -0.18.
According to the skewness calculations, both distributions are skewed. The
control distribution is skewed by a positive number (1.01), meaning that more data
falls below the mean than above, while the experimental group is skewed by a
negative number (-0.18), indicating more data falls above the mean than below.
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These numbers suggest that, again apparent in the histograms, that the experimental
group out-performed the control group in the evaluation, and that the data is not
symmetrical. Since non-symmetry is suggested by the data, a normalcy test is
required to determine if a regular t-test can be performed to test the hypothesis, or if
the nonparametric Mann-Whitney test must be used.
The Anderson-Darling Normalcy Test
The Anderson-Darling test is used to compare a distribution to a previously
chosen distribution to see if the two match. In this experiment, the data from the
control and experimental groups were compared to a normal distribution to determine
if the groups were symmetrical. There are many different types of normalcy tests, the
most common being the Kolmogorov-Smirnov (K-S) test to detect normalcy. The
Anderson-Darling test was chosen in this case because of the K-S limitation that
location, scale and shape parameters must be known and chosen in advance before the
test is conducted. With the Anderson-Darling test, the parameters are taken from the
data itself. When the A-D test is conducted in MINITAB, two results are returned.
The first is a percent median rank chart where all the ranked data points are plotted.
After the data is plotted, a straight line of best fit is displayed to pass through as many
points as possible. In a perfectly normal distribution, the straight line would pass
through all points. The second thing the A-D test returns is the critical Goodness of
Fit (GoF) p-value for the data. The p-value is obtained by applying the data to the
following equation:
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(2i-l)
S = I--[lnf(y;) + ln(l- f(Yn+i-J)]
i=I
n
N

Where f is the cumulative distribution function of the specified distribution,
andy1 is the ordered data (NIST, Section 1.3.5.11).

If the GoF p-value calculated is less than the degree of confidence chosen
(5%) in this case, the distribution is non-normal (Padnis, 2005).
When the data was entered into MINITAB and an Anderson-Darling test for
Goodness of Fit performed, the following result was obtained (see Figure 11 below).
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Figure 11. Anderson-Darling Test on Control Data.
The GoF plot of the control data against a normal curve is shown, with a line
of best fit overlaying the data points. It is evident by the spread of the data from the
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line of best fit that the control data does not follow that of a normal distribution,
which is confirmed by the p-value MINITAB returned of0.012 (shown in the inset
box to the right of the graph). Since the value of0.012 is less than the chosen 5%
confidence level, it cannot be said that the data in the control group follows a normal
distribution.
Next, the formula for the Anderson-Darling GoF test was applied to the
experimental data using MINITAB and the following results obtained (shown below
in Figure 12.)
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Figure 12. Anderson-Darling Test on Experimental Data.
From observing the plot returned by MINITAB, it is shown that there is
considerable deviation in the data from the line of best fit, particularly in the tails.

'.
'
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Again, a p-value of much less than the selected level of confidence was calculated.
Since 0.005 is much less than the confidence level of 5%, we cannot say that the data
in the experimental group follows that of a normal distribution.
The Anderson-Darling test performs a hypothesis test on the selected data, by
comparing it to (in this case) a normal distribution. In each test, the null hypothesis is
that the data follow a specified distribution, and the alternate hypothesis is that the
data does not follow a specified distribution. In both of the tests performed, the
alternate hypothesis could not be rejected, indicating that the data in both groups was
non-normal.
Causes of Non-Normal Distributions

Very often in the statistical analysis of data, a process will generate data
distributions that deviate form the normal, symmetrical data. The distribution may be
multi-modal, having the appearance of having multiple peaks in the data, which is
often caused by the mixture of two underlying distributions. The distribution can be
the result of an unstable process, making analysis difficult due to the rapidly changing
conditions in the process, or the non-normality of the data can be inherent to the
process itself (Alwan, pg. 139).
In the data obtained by the evaluations in the experimental and control group,

neither appears multi-modal, or possessing more than one peak. Since the classroom
is a stable enviromnent and the evaluations obtained through a uniform system, it is
unlikely that the non-normal distributions come from an unstable process. Thus, it is
most accurate to assume that the non-normality shown in the data is inherent to the
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process. If inherent non-normality is the case, statistical analysis can be performed
with a degree of accuracy, but adjustments must be made to allow for the
nonparametric distribution of the data.
One way of obtaining a reliable result with a hypothesis test using
nonparametric data is to adjust the data itself so that it more closely resembles an
approximately normal distribution. After the data has been adjusted, normal means of
statistical analysis can be performed with the assumption of normality. A power
transfom1ation, that is, altering the data by applying the square root, cube root, or
inverse to the data set, can make the data appear more normal without intrinsically
altering the values of the data.
Another method of performing a reliable hypothesis test on nonparametric
data is to perform one of several hypothesis tests designed for use with non-normal
data.
When the presence of non-normality is detected, the calculated charts for the
t-test and f-test are inappropriate. In these cases, nonparametric tests can be used to
compare the probability distributions of the samples, rather than the specific
parameters of the samples (such as the means and variances). Many nonparametric
tests use the relative ranks of the sample observations rather than the actual numerical
values, comparing the ranks of one group with the ranks of another. Such rankcomparing tests are called rank statistics.
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The Mann-Whitney Test
In this particular case, the choice was made to use a nonparametric test to
determine if the probability distributions associated with the control and experimental
group were the same. The Mann-Whitney test for independent samples was selected
as the most appropriate substitution for the t-test. With nonparametric data, the focus
is not on comparing the means or medians of the data sets, but rather if the
distribution of one group is shifted to the right or the left of the other group (Sheaffer
and McClave, pg.;518). In this experiment a two-tailed Mann-Whitney test was
performed using MINITAB to determine if the experimental group distribution
shifted from that of t?e control group, indicating that the two groups were not the
same. The result obtained from MINITAB was as follows:
Group
N Median
Control
17 16
Experimental 26 18

•

Point Estimate for ETA1-ETA2 is -2.000

•

95.2 Percent CI for ETA1-ETA2 is (-2.001, 0.000)

•

W=287.0

•

Test ofETAl = ETA2 vs ETAl not= ETA2 is significant at 0.0317

The test is significant at 0.0263 (adjusted for ties)
The information that MINITAB returned consists of the number and
calculated median score of the data in both groups followed by the 95.2 confidence
interval for the difference in population medians (ETA1-EAT2) is -2.00 I to 0.000.
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This is the amount that one median can vary from the other and still fail to reject H 0 ,
that is both distributions have similar medians. MINITAB then displays the test
statistic ofW = 287.0, which has a p-value of 0.0317, or 0.0263 when adjusted for
ties. Since the p-value (both adjusted and unadjusted) is below the confidence level
of0.05, we reject the null hypothesis and cannot state that the medians of both the
control and experimental groups are the same.
Since there is a statistical difference in the medians of each data set, it would
be beneficial to determine if (as it appears in the histograms) that the experimental
group had a statistically higher median score than the control group. This can be
determined by conducting another Mann-Whitney test on the data, but with a
different hypothesis. In this new test, the null (H0 ) hypothesis is that the median
scores of both groups are equal, while the alternate (Ha) hypothesis is that the control
group (ETA!) has a lower median than the experimental group (ETA2). The
parameters were changed in MINITAB with the following results obtained.
Groun
N Median
Control
17 16
Exnerimental 26 18

•

Point Estimate for ETA1-ETA2 is -2.000

•

95.2 Percent CI for ETA1-ETA2 is (-2.001, 0.000)

•

W=287.0

•

Test of ETAl= ETA2 vs ETAl< ETA2 is significant at 0.0158

The test is significant at 0.0132 (adjusted for ties)
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The difference between the results of the second test and those of the first test
is the significance of the statement ETAl

= ETA2 vs ETAl < ETA2. The p-value of

this statement is 0.0158 which is again lower than the 0.05 confidence interval,
therefore the null hypothesis is rejected, and it can be stated that the median score of
the control group is statistically lower than that of the experimental group.

Summary
In this chapter the raw data collected from the student evaluations was
presented and its statistics calculated and explained. It was determined that the data
from both groups did not conform to that of a normal distribution using an AndersonDarling Goodness of Fit test. Because the data was nonparametric, a Mann-Whitney
test was used to test the hypothesis of significant difference between the two data sets
and it was shown that not only are the data sets different in median score, but that the
control group had a lower median score than the experimental group.
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CHAPTER VI
CONCLUSIONS AND RECCOMENDATIONS

It was determined in the previous chapter that the group that received
educational content through online material had statistically better scores than the
group that received the material through traditional lecture. There are many variables
that could have impacted the data and affected resulting conclusion, and it is
important that these variables be pointed out with ways of minimizing their impact.

1. The higher scores in the experimental group may be due to the fact that it was
a "new experience" for the students. In organic systems, repetitive stimuli are
minimized over time. Something that is a novelty can hold a student's
attention better than something the students are accustomed to. The best way
to eliminate this factor in future studies is to repeat the test several times,
alternating which group received the online material, giving the students a
chance to accustom themselves to the technology.
2. The collection of more data would greatly aid the reliability of the study.
Much as the suggestion above, repeating the experiment several times during
the class would be advised. Though conclusions from a single test can be
achieved, the addition of more data would help provide a more complete
picture of what is happening with the different groups.
3. A profile of the general characteristics of each student could be collected.
Before the experiment is begun, a short questionnaire could be developed and
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handed out to all participants to ascertain how much previous contact each
student has had with distance learning material previous to the experiment.
hnportant data could be obtained by observing how these students performed
on the evaluation as compared to those with no previous experience. Also, a
profile could be built on the differing ages participating in the experiment and
that isolated and observed to determine if it needs to be considered in the final
analysis.

As stated before in this research, care must be taken to resist making general
conclusions about the validity of Internet learning in every classroom situation, but
conclusive results were found in this case. It is hoped that this research may provide
some insight to other faculty who are questioning adding online content to their
classes, or an outline of how to (or perhaps how not to) proceed with such an
evaluation. In any case, care must be taken to fit the evaluation methods to the
particular course in question.
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Appendix B

Evaluation Questions Used in Experiment.

1. For Storage Devices, access times are measured in ______

a. Milliseconds
b. Nanoseconds
2. The technology of shrinking the size of a file, thereby freeing up space for
more data is called - - - - a. File Scanning
b. Throughput
c. File Compression
3. _____ files are used by Windows to store various versions of
· documents in progress, files sent to the printer, automatic backup files and
more.
a. Document
b. Temporary
c. Archive
4. _ _ _ _ _ is a utility in most new editions of Windows that can quickly
find, identify, and remove temporary files from your disk.
a. Disk Cleanup
b. Disk Defragmenter
c. DriveSpace
5. Programs you no longer want on your hard drive can be removed through a
process called _____
a. Defragmenting
b. File Compression
c. Uninstalling
6. On the surface of a magnetic disk, ______ occurs when a file is stored
in pieces on different sectors of the disk's surface.
a. Fragmenting
b. Compression
c. Data Transfer
7. - - - - - - is the amount of time the device takes to move its read or
read/write heads to any spot on the medium.
a. Throughput
b. Memory
c. Average Access Time

8. _ _ _ _ _ _ is the amount of time it takes for one device to transfer data
to another.
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a. Average Access Time
b. Data Retention
c. Data Transfer Rate
9. Hard drives have the fastest Data Transfer Rates at 80 MBps (megabytes per
second), while _ _ _ _ _ have the slowest.
a. Diskettes
b. Hard Drives
c. RAM
10. WinZip, PKZIP and WinRAR are examples of what type of program?
a. Defragmentors
b. Disk Scan
c. File Compression ·
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Appendix C
Table A. Standard Deviation of Control Group

Control Data

16
18
18
14
18
20
14
16
18
16
16
16
14
16
18
14
16

X-X
16-16.35 = -0.35
18- 16.35 = 1.65
18-16.35 = 1.65
14- 16.35 = - 2.35
18- 16.35 = 1.65
20 - 16.35 = 3.65
14-16.35 = - 2.35
16-16.35 = -0.35
18-16.35 = 1.65
16- 16.35 = -0.35
16-16.35 = -0.35
16-16.35 = -0.35
14- 16.35 = - 2.35
16-16.35 = -0.35
18-16.35 = 1.65
14- 16.35 = - 2.35
16-16.35 = -0.35

(X-X)2
-0.35' = 0.12
1.65' = 2.72
1.65' = 2.72
-2.35' = 5.52
1.65' = 2.72
3.65' = 13.32
-2.35' = 5.52
-0.35' = 0.12
1.65' = 2.72
-0.35 2 = 0.12
-0.35 2 = 0.12
-0.35 2 = 0.12
-2.35 2 = 5.52
-0.35 2 = 0.12
1.65 2 = 2.72
-2.35 2 = 5.52
-0.357 = 0.12
L(X-X) 2 =49.84

82

Table B. Standard Deviation ofExperimental Group

Experimental Data

12
16
20
18
18
18
14
20
20
, 18
16
18
20
18
16
18
20
16
18
20
14
18
16
20
14
20

X-X

(X-X) 2

12 - 17.54 = -5.54
16-17.54 = -1.54
20 - 17.54 = 2.46
18 - 17.54 = .46
18-17.54 - .46
18-17.54= .46
14- 17.54 = -3.54
20- 17.54 = 2.46
20- 17.54 = 2.46
18-17.54 = .46
16-17.54 = -1.54
18-17.54= .46
20 - 17.54 = 2.46
18-17.54= .46
16- 17.54 = -1.54
18- 17.54 = .46
20-17.54=3.54
16-17.54 = -1.54
18-17.54 = .46
20- 17.54 = 3.54
14- 17.54 = -3.54
18-17.54- .46
16-17.54 = -1.54
20 - 17.54 = 3.54
14-17.54=-3.51
20 - 17.54 = 3.54

-5.54 2 =30.69
-1.54 2 =2.37
2.46 2 =6.05
.46 2 =0.21
.46 2 =0.21
.46 2 =0.21
-3.54 2 = 12.53
2.46 2 =6.05
2.46 2 =6.05
.46 2 = 0.21
-1.54 2 =2.37
.46 2 =0.21
2.46 2 =6.05
.46 2 =0.21
-1.54 2 =2.37
.46 2 =0.21
2.46 2 = 6.05
-1.54 2 =2.37
.46 2 =0.21
2.46 2 =6.05
-3.54 2 = 12.53
.46 2 = 0.21
-1.54 2 =2.37
2.46 2 =6.05
-3.54 2 = 12.53
2.46 2 =6.05
Icx-x)2 =Bo.42
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Table C. Skewness Calculations for Control Group

x,

X-X

16

16-16=0

0 / 1.71 = 0

18
18
14
18
20
14
16

18-16=2
18-16=2
14-16=-2
18-16=2
20-16=4
14-16=-2
16-16=0

2 / 1.71 = 1.17
2 / 1.71 = 1.17
~2 / 1.71 = -1.17
2 / 1.71 = 1.17
4 / 1.71 = 2.34
-2/ 1.71 =-1.17
0/1.71=0

18
16

18-16=2
16-16=0

2/1.71=1.17
0 I 1.71 = 0

(0)3 = 0
(1.17/ = 1.60
(!.17Y = !.60
c-1.17y = -1.60
c1.17y = 1.60
(2.34Y = 12.81
c-1.11y = -1.60
(0)3 = 0
c1.11y = 1.60
(0)3 = 0

16

16-16=0

0/1.71=0

(0) 3

16

16-16=0

0/1.71=0

3

14
16

14- 16=-2 -2/1.71=-l.17
16-16=0 0/1.71=0
18-16=2 2/1.71=1.17
14-16=-2 -2 / 1.71 = -1.17
16-16=0 0/ 1.71 =0

18
14
16

[(X -X)/ s] 3

(X-X)/s

~)(X,-X)I s]

3

=0
=0

(0)
c-1.11y = -1.60
(0) 3 = 0
c1.11y = 1.60
c-1.11y = -1.60
(0) 3 = 0
14.41
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Table D. Skewness Calculations for Experimental Group

x,
12
16
20
18
18
18
14
20
20
18
16
18
20
18
16
18
20
16
18
20
14
18
16
20
14
20

X-X
12- 17.54 = -5.54
16-17.54=-1.54
20- 17.54 = 2.46
18- 17.54 = 0.46
18- 17.54 = 0.46
18-17.54 = 0.46
14- 17.54 = -3.54
20 - 17.54 = 2.46
20- 17.54 = 2.46
18 - 17 .54 = 0.46
16-17.54 = -1.54
18- 17.54 = 0.46
20- 17.54 = 2.46
18-17.54=0.46
16- 17.54 = -1.54
18- 17.54 = 0.46
20 - 17.54 = 2.46
16- 17.54 = -1.54
18-17.54=0.46
20- 17.54 = 2.46
14- 17.54 = -3.54
18-17.54 = 0.46
16- 17.54 = -1.54
20- 17.54 = 2.46
14- 17.54 = -3.54
20-17.54 = 2.46

(X-X)ls
-5.54/2.24 = -2.14
-1.54/2.24 = -0.68
2.46/2.24 = I.IO
0.46/2.24 = 0.21
0.46/2.24 = 0.21
0.46/2.24 = 0.21
-3.54/2.24 = -1.58
2.46/2.24 = I.IO
2.46/2.24 = I.IO
0.46/2.24 = 0.21
-1.54/2.24 = -0.68
0.46/2.24 = 0.21
2.46/2.24 = I.IO
0.46/2.24 = 0.21
-1.54/2.24 = -0.68
0.46/2.24 = 0.21
2.46/2.24 = I. 10
-1.54/2.24 = -0.68
0.46/2.24 = 0.21
2.46/2.24 = I. 10
-3.54/2.24 = -1.58
0.46/2.24 = 0.21
-1.54/2.24 = -0.68
2.46/2.24 = I. 10
-3.54/2.24 = -1.58
2.46/2.24 = I. 10

z)(X,-X)I s]

3

[(X-X)ls] 3
(-2.14), = -9.80
(-0.68)' = -0.31
(I.IO)'= 1.33
(0.21)' = 0.01
(0.21)' = 0.01
(0.21}' = 0.01
(-1.58}' = -3.94
(I.IO}'= 1.33
(1.IO)j = 1.33
(0.2l)j = 0.01
(-0.68/ = -0.31
(0.21/ = 0.01
(1.!0)j = 1.33
(0.21/ = 0.01
(-0.68)j = -0.31
(0.2l)j = 0.01
o .1 oy = 1.33
(-0.68)' = -0.31
(0.21)' = 0.01
(!.!Or= 1.33
(-1.58)' = -3.94
(0.21)' = 0.01
(-0.68)' = -0.31
(I .1 oy = 1.33
(-1.58)' = -3.94
c1.1
= 1.33
-5.56

or

