State-of-the-art speaker verification systems consists of a number of complementary subsystems whose outputs are fused, to arrive at more accurate and reliable verification decision. In speaker verification, fusion is typically implemented as a linear combination of the subsystem scores. Parameters of the linear model are commonly estimated using the logistic regression method, as implemented in the popular FoCal toolkit. In this paper, we study simultaneous use of classifier selection and fusion. We study four alternative fusion strategies, three score warping techniques, and provide interesting experimental bounds on optimal classifier subset selection. Detailed experiments are carried out on the NIST 2008 and 2010 SRE corpora.
INTRODUCTION
Speaker verification is the task of accepting or rejecting an identity claim based on a person's voice sample [1] . Modern speaker verification systems utilize ensembles of base classifiers to arrive at an accurate and reliable verification decision by classifier fusion. The base classifiers might utilize, for instance, different speech parameterizations (e.g. spectral, prosodic, high-level), classifiers (e.g. Gaussian mixture models [2] , support vector machines [3] ) or channel compensation techniques (e.g. joint factor analysis [4] , nuisance attribute projection [5] ). For a given speech sample, each of the L base classifiers produces a match score, si ∈ R, i = 1, 2, . . . , L, that indicates the degree of belief for the target speaker hypothesis.
Having the set of base classifiers defined, the question remains how to combine the base classifier sub-decisions. In this paper, we restrict ourselves to score-level fusion f : R L → R of the form s = f (s1, s2, . . . , sL), where f is the fusion device that combines the L base classifier scores into a single match score, s. The binary accept/reject decision is then carried out by comparing the fused score to a pre-defined threshold, θ. In the system development phase, one uses a labeled training set to train the fusion parameters and the decision threshold. The trained fusion system f and threshold b are then used for making speaker verification decisions on unseen data. A natural goal, as in any pattern classification task, is to ensure good generalization on that unseen data.
There are three main affecting factors to the generalization performance, the choice of the fusion methodology (including threshold setting), score range normalization, and the choice of The work of F. Sedlak was supported by the Nanyang Technological University (NTU), Singapore. The works of T. Kinnunen and V. Hautamäki were supported by Academy of Finland (projects 132129 and 131298 respectively). The work of H. Li was supported by Nokia foundation. the base classifiers themselves. Regarding the fusion methodology, here we consider linear classifiers of the form f w,θ (s) = w t s + θ where w = (w1, w2, . . . , wL)
t is the vector of fusion weights, s = (s1, s2, . . . , sL)
t is the vector of base classifier scores and θ is the decision threshold; the speaker is accepted if and only if f w,θ (s) ≥ 0. The linear fusion scheme, when trained using the linear logistic regression objective in the FoCal toolkit 1 , has been found robust and forms a good reference method. One of the successful elements of this method is warping of the fused scores into log-likelihood ratios (LLRs) prior to fusion. It is possible also to either precalibrate base classifier scores or postcalibrate fused scores [6] .
The third factor affecting generalization performance, the choice of the base classifiers, is at least as critical as the fusion method. Whilst there does not currently exist a principled recipe for choosing the base classifiers, a general consensus is that the base classifiers errors should not be correlated [7] . One way to achieve this is to train base classifiers sequentially so that training of the current classifier takes into account errors produced by the previous classifers. This principle was applied to a fusion of two SVM-based classifiers with FoCal as a fusion method [8] .
This paper represents our recent efforts in designing robust fusion strategies. During the latest NIST 2010 speaker recognition evaluation (SRE) benchmarking, the authors faced up a practical problem of fusing a dozen of spectral classifiers developed by independent sub-teams in our laboratories. One of the strategies considered, but not included in the SRE submission due to lack of time, was to use classifier subset selection together with linear fusion. The working hypothesis was that fusing a smaller number of (reliable) classifiers with fewer degrees of freedom would lead to more stable fusion. From a practical point of view, classifier selection would lead to computationally more feasible system as well. In addition to classifier selection, we studied extensively different score warping techniques and alternative ways to train linear fusion parameters, including an attempt for direct minimization of the NIST's decision cost function. The purpose of this paper is to summarize and conclude the lessons learned from these experiments.
CLASSIFIER FUSION AND SUBSET SELECTION

Problem Setup
We assume that, during the development phase, one has access to a development set D = {(si, yi), i = 1, 2, . . . , N dev } of base classifier score vectors si ∈ R L , with yi ∈ {+1, −1} indicating whether the corresponding speech sample originates from a target speaker (yi = +1) or from a non-target (yi = −1). Given the linear fusion classifier f w,θ (s) = w t s + θ with parameters (w, θ), and an empirical cost function C((w, θ), D), optimal fusion device is (w dev , θ dev ) = arg min (w,θ) C((w, θ), D). Given another held-out dataset, T = {(si, yi), i = 1, 2, . . . , N eval }, actual cost and minimum cost are computed as C((w dev , θ dev ), T ) and min θ C((w dev , θ), T ), respectively. The difference of the actual and the minimum costs is known as calibration error.
In this study, we adopt the decision cost function (DCF) used in the NIST speaker recognition evaluations,
where Ptar is the prior probability of a target (true) speaker, Cmiss is the cost of a miss and C fa is the cost of a false alarm. These application-dependent cost parameters can also be summarized as a single quantity known as effective prior: P = logit −1 (logit(Ptar) + log(Cmiss/Cfa)). It is possible to minimize DCF directly (e.g. [9] ) or to optimize a proxy cost such as Cwlr [6] . As usual, we treat the fusion weights and the threshold independently; for each of the fusion training methods (Section 2.3) the threshold is set to θ * = arg min θ Cdet(θ) after fusion training.
Score Pre-Warping
Since the base classifier scores si may have different interpretations (e.g. log-likelihood ratios or SVM inner products) and their scales may vary a lot, it is important to equalize their global range to avoid large-variance base classifier to dominate the fused score. We consider three such score warping methods, mean and variance normalization (MVN), Z-calibration (Z-cal) [6] and S-calibration (Scal) [6] . Each of these methods includes a training phase to set its parameters.
The simplest method, MVN, normalizes the scores of each base classifier to have zero mean and unit variance. The parameters are the mean μi and standard deviation σi of the ith base classifier scores (determined from the development set). A given score s is warped according to s = (s − μi)/σi. Note that MVN is an unsupervised method that does not require class labels. The S-cal and Zcal methods 2 , in turn, are trained discriminatively by utilizing the target/nontarget key information of the development score vectors. They both aim at converting arbitrary scores to well-calibrated loglikelihood ratios (LLRs). The warping functions in S-cal and Z-cal are defined as,
The parameters (slope x, offset y and saturation parameters α, β for S-cal; linear map parameters xmin, ymin, xmax, ymax for Z-cal) are trained through an iterative gradient-descent minimization of an LLR-based cost function [6] .
Training Methods for Linear Fusion
In this paper, we consider four methods for linear fusion training. The first method, equal weights, performs simple averaging of the subsystems scores to produce the fused score, 
where the two sums go through the Nt target score vectors si and the N f non-target score vectors sj, respectively. Here, P is the effective prior defined in subsection 2.1. In an initial stage of the study, we noticed that, for our base classifier scores, weight optimization in the FoCal toolkit did not always converge. Changing the optimization package solved the convergence problem.
The third method studied in this paper, gradient MinDCF optimization, is an attempt to minimize MinDCF (1) directly at a given operating point, rather than using the "soft" integration of all errors in (2). To mimic (2), we rewrite (1) as,
where g(x) is the unit step function, g(x) = 1 for x ≥ 0 and g(x) = 0 elsewhere. To optimize (3), we use an iterative EM-like scheme as follows. We start with equal weights and find optimum θ as θ * = arg min θ C det (θ). Having θ * fixed, we optimize the weights in (3) using MATLAB's fminunc optimizer. The process is continued until convergence.
Finally, greedy MinDCF optimization is another method of direct MinDCF optimization. The weights are first initialized to be equal and then optimized one-by-one, in a greedy manner, by line search on −1 ≤ wi ≤ 1. This method was used in our submission to the NIST 2010 SRE and is included here as a reference.
Classifier Subset Selection
Up to this point, we have defined a standard fusion framework, assuming a full ensemble of L classifiers. Now, instead of optimizing the weights in the L-dimensional space, we are in a search of a globally optimum selection of K ≤ L classifiers, with K being unknown. For a fixed K, brute force requires search of
possible classifier combinations, for which the fusion weights and decision threshold must be trained (note, however, that the score warping parameters need to be trained once only). Since K is also unknown, brute force requires evaluation of the entire powerset of 2 L − 1 classifier fusions. This strategy, although not feasible in a realistic systems for large L, is chosen in the present study. Since we evaluate all the combinations, we can be sure to have found the best possible classifier subset. Analogous to observing the difference of ActDCF and MinDCF costs, we can determine the best realizable classifier subset (found from training set) and compare the result to the optimum oracle selection on the evaluation set. In theory, classifier selection is simply a special case of linear fusion f w,b (s) = w t s + b where the weights of the excluded classifiers are set to zero. However, we have noted that in practice, the logistic regression optimization has difficulties to (completely) zero out the classifiers.
SPEECH CORPORA AND THE BASE CLASSIFIERS
We utilize the two most recent NIST SRE corpora, NIST 2008 and NIST 2010, for our experiments (Table 1 ). Due to space limits, we We use four speaker classification techniques in combination with four types of cepstral features in constructing the base classifiers. In particular, we used perceptual linear prediction (PLP), linear predictive cepstral coefficient (LPCC), mel frequency cepstral coefficients (MFCC), and the recently studied stabilized weighted linear prediction (SWLP) [10] features in parameterizing the speech utterances. Energy-based VAD was used to remove nonspeech frames. Additional RASTA filtering, cepstral mean/variance normalization (CMVN) and feature warping, were also applied. Table 2 shows the twelve base classifiers based on four different cepstral features used in conjunction with four different classifiers. When two subsystems share the same classifier and features, it means that the systems are two independent implementations. For classifiers, we use the generative GMM-UBM-JFA [4] and the discriminative GMM-SVM approaches [11] . They are based on the universal background model (UBM) paradigm [2] and share similar form of subspace channel compensation, though the training methods differ. We used previous NIST SREs data, including SRE 2004, SRE 2005 and SRE 2006, to train the UBM and the session variability subspace. Switchboard data was also used to train the speakervariability subspace for the JFA systems. Each base classifier has its own score normalization prior to score pre-warping and fusion. To this end, we use T-norm and Z-norm with SRE 2004 and SRE 2005 data as the background and cohort training data.
FUSION AND CLASSIFIER SELECTION RESULTS
We first compare the score warping and fusion training methods on the full set of L = 12 base classifiers in Table 3 . As a reference, the first three rows display the best individual classifier per each considered cost function (EER, MinDCF, ActDCF). In addition, the last column shows the calibration error, ActDCF − MinDCF.
As expected, fusion improves accuracy over the best single classifier systematically. Regarding score warping, Z-cal yields systematically higher errors compared to MVN and S-cal (although Z-cal gives the smallest calibration errors in two cases). Comparing the fusion training methods (see also Fig. 1) , the best EER (1.77 %) is achieved, perhaps surprisingly, using the gradient MinDCF method. For MinDCF and ActDCF, however, gradient C wlr leads to best result. Considering ActDCF and calibration error, the greedy MinDCF method yields the worst results, losing even to equal weights fusion.
We next study the issue of classifier selection on the NIST 2008 devset. Based on Table 3 and Fig. 1 , we only consider gradient C wlr method with S-cal. For a given subset size K ≤ L and performance metric (EER, MinDCF, ActDCF), we consider three summary values out from all the 12 K combinations in Fig. 2 . The first one, best real subset, refers to optimum non-cheating classifier subset selection done on the training set and evaluated on the devset. The second value, best oracle subset, is computed by direct optimization on the devset, by knowing the key file. Note that the oracle selection considers only the subset selection -the fusion weights are still learnt from the training set. The third value, worst oracle subset refers to worst classifier subset selection on the devset and gives an idea how bad the result can be with unlucky classifier selection.
Is there any practical advantage of using a subset of classifiers instead of the full ensemble? Observing the middle (blue) lines in Fig. 2 , especially for ActDCF, the answer seems no. The (green) oracle lines, however, reveal that there does exist a classifier subset which has potential to outperform full ensemble -only the prediction of that subset fails. Another interesting observation is that, for all three performance metrics, the empirical bounds on best and worst performance approach each other for increased subset size. This implies that, at least with these base classifiers, using a high number of classifiers leads to more stable fusion system, which is intuitively reasonable. Averaging "similar" spectral system scores, which are still independent, helps in reducing uncertainty of the fused score [12] . Table 4 summarizes the main results on NIST 2008 and NIST 2010 data, indicating best individual classifier, fusion of all classifiers, best non-cheating subset fusion and the best oracle subset. The subsets are searched from all the 2 12 − 1 = 4095 possible fusion combinations. The indices of the included classifiers are also shown. As seen, the optimum subsets include K = 5 classifiers (it is a coincidence that the real and oracle subset sizes are equal). It is interesting to note that only one classifier (no 6) is common to the real and oracle sets. The DET curve for the NIST 2010 data in Fig. 3 agrees with the results in Fig. 2 . That is, although the real subset selection fails to improve over the full ensemble, the oracle suggests that there is room for improvement, especially at low false alarm rates.
CONCLUSION
The results confirm the view that combination of S-cal and linear fusion training with logistic regression training performs well. Fusion, in general, leads to remarkable improvements over the best individual classifier. We found that increasing classifier pool size yields more reliable fusion as compared to using a subset. Although classifier subset selection did not improve accuracy over the full ensemble, the oracle result indicated potential of the method. It would be therefore interesting to study if the well-fusing classifier subsets could be better predicted either at the development phase, or during runtime.
