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A number of important equations of physics are shown to tit into the structure of 
a nonlinear stochastic differential equation which can then be solved by the decom- 
position method. e 1985 Academic Press. Inc. 
Nonlinear stochastic dynamical systems in physics arise in many connec- 
tions. Equations modeling such systems are commonly treated by 
linearization, averaging, perturbation, It6 techniques, etc. A desirable 
objective is to avoid commonly used assumptions such as “weak non- 
linearity,” special stochastic behavior such as “white noise” fluctuations, ’ 
or the closure assumptions of hierarchy methods which are equivalent to 
perturbation methods. An example arises in the following equation 
J + Y2Y + Ed Y, 9)+ 6h( y, p) C(t) = 0 (1) 
where (, 6 are “small” constants, g and h are nonlinear functions, and ( is 
white noise. A customary procedure is to derive It8 equations letting y = y, 
and )j=y2. Then 
dy, =y2 dt (2) 
dy,= -{r2y, +a(yl,y,)) dt-WY,, y2)do(t) (31 
’ This special case can be included in a more general theory where the correlation function 
of a real process becomes d-correlated in the limit. 
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where 
o(t) = 1; t(s) ds (4) 
(do(t)) =0 
((da@))‘) =c2 dt 
0 = constant. 
The It6 equation is spoken of as a stochastic differential equation but is 
interpreted as an integral equation because of the nondifferentiability of the 
Brownian motion. The assumption of white noise is a severe physical 
restriction used for mathematical reasons. The “smallness” assumptions are 
also mathematical. They are made necessary by the methodology not by 
the problems themselves. Our objective is to consider nonlinear rather than 
“weakly nonlinear” systems and to allow stochastic processes which are not 
limited to small fluctuations or to a special nature. The appropriate 
statistics are to be used when necessary to make the work specific, but we 
do not limit a priori the nature and magnitude. Dropping the “small” 
parameters E, 6 and replacing [ or dw/dt by a stochastic process a(?, w) 
Eq. (3) is now 
(5) 
Given the functions g, h we can generally write a stochastic differential 
equation which will provide adequate description of systems of interest to 
us such as (5). Thus, we write the nonlinear stochastic differential equation 
Fy = x, where we assume x(t, o) is a stochastic process and Fy can be 
decomposed into linear and nonlinear parts Yy + Ny. The linear part Yy 
is assumed decomposable into deterministic and random parts Ly + $9~. 
(The L need not be the entire linear operator if it is not easily invertible.) 
The nonlinear part is similarly written as Ny + Jlly, where Ny represents 
any deterministic nonlinear term present and &!y is an stochastic nonlinear 
term present. Thus, Ny is some nonlinear function f(y) which may be a 
simple nonlinearity such as y3, ey, sin y, etc., or much more complicated 
functions including product or composite nonlinearities [2]. 
Many nonlinear equations of physics fall nicely into this format. Exam- 
ples include the anharmonic oscillator, the quantum mechanical single or 
double well problems with simple polynomial nonlinearities, e.g., of the 
form gy3, where 5 may be stochastic. (Then &y = [y3.) Another example is 
the second-order linear differential equation, 
ii(t)+f(t)d(t)+g(t)u(t)=O 
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for t 30 which, when put into Ricatti form by the simple substitution 
u = tifv, is 
ti( t) +f( r) u(t) + u2(t) = -g(r) (6) 
for t 3 0 with u(O) = uO. Suppose g(t) andf(t) are stochastic processes. This 
fits into our format writing L = d/d?, B =f(t), and Nu = u*, .Mu = 0. 
Another example is Dufling’s equation for a weakly nonlinear oscillator 
with x(r) = CI cos w(r), 
Usually one requires 0 < vO, 6, * 1. Suppose we view vO, S, as coefficients 
which are nor necessarily small and even let 6, and x(r) be stochastic 
processes. Now L = d2/dr2 + v,d/dr + 1, 9 = 0, ~?y = 6, y3 = My, since 
Ny=O, and we have Ly+ Ny=x in our standard form or 9y=x. 
ANALYSIS 
The solution to the nonlinear stochastic differential equation 
9y = x(r, o) with 9 a nonlinear stochastic differential operator has been 
given [ 1,23 for a wide class of nonlinearities as well as general (regular) 
stochastic processes in the form y = C,EO yi, where y, = L-lx + yh, where 
y, is the solution of the homogeneous equation Ly= 0 and L-’ is the 
inverse of the linear deterministic operator L = (9) or simply invertible 
part of the linear operator as convenient and 9 is a linear stochastic part 
of the differential operator 9~. (If L-’ is not easily determined, we define a 
new L which is invertible-usually the highest ordered term of the differen- 
tial operator and write Fy = Ly + Ry + .%?y +Ny + My = x(r) and proceed 
as before. See Cl, 21.) The yi for i > 0, involving the nonlinear part of My 
of the differential operator which in turn can be composed of a deter- 
ministic part Ny and stochastic part My, is given as 
y,= -L-'[9y,+A,+A;]. 
The A,, A; are the author’s special polynomials explicitly generated for 
each nonlinearity Ny and My; they are discussed elsewhere [ 1,4]. The 
solution is given to any desired approximation as 4, = C;:d yj from which 
an error can be obtained for further correction as desired. 
We consider the method not an expansion in a series but a decom- 
position of the solution y = 9 - ’ x into components to be determined very 
much like decomposition of a forcing function into impulses from which 
the response or Green’s function is determined. For the linear case con- 
vergence under reasonable physical conditions is easy to see. Assuming 
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almost surely bounded stochastic inputs and coefficients and causality, we 
see that the repeated integrals yield bounded numerators and an n! in the 
denominator or successive terms. Convergence for the nonlinear case is 
more difficult to see but has been shown in [2,4]. The successive terms 
added by nonlinear parts also depend as in the linear case on preceding 
terms and eventually on the x term and can be shown to be bounded by 
the same assumptions and to converge for finite terms since every term is 
bounded by a term of a convergent series. A stochastic version of the 
Cauchy criterion is used. The accuracy obtained with few terms for both 
deterministic equations and stochastic equations has been remarkable for 
rather broad classes of nonlinearity which continue to be studied.2 
Let us consider an equation such as the Van der Pol equation involving 
a product type nonlinearity y’j. The Van der Pol equation is 
j+((y’- l)j+y=x (9) 
with y(tO) = U, j(to) = u. (In the classical version of (9), x(t) is assumed to 
be given by a cosine term.) We suppose x is a stochastic process x(t, o), 
and, will let 4 be stochastic as well. We rewrite (9) as 
j;+y+My, j)=x, (10) 
where g( y, j) = y2j - j. (The previous examples involved g(y) = y3.) We 
will show that nonlinear terms g( y, j) can be included (hence terms like 
y*j or y3 + j’.) Therefore, fairly general equations can be solved. We write 
the linear part of the Van der Pol equation as 6py = j - rl; + y. Suppose 5 
is a stochastic process with zero mean. Then let Ly = j + y, where L = 
d2/dt2 + 1 is a linear deterministic operator, and .%?y = -lj, where 3? is the 
random part of 9. Then g( y, j), or N( y, j), to conform to notation in 
earlier papers is {y2j. N(.) is used to mean a nonlinear operation involving 
a stochastic parameter; N(.) would be used if 5 were deterministic. (Then 
Ly = j - [j + y.) The general form considered is 
Ly + wy + g( y, lj,...) = x (11) 
or 
Ly = x - a?y - g( y, j,...) 
where L = (2 ) and B = 2 - L. Assuming the inverse Lmml exists, i.e., the 
Green’s function f(t, z) can be found (l(t - r) if the (a,) are constants,) 
one has L-lx = jk I( f, t) x(r) dz. (If initial conditions are nonzero or ran- 
*The more complicated classes of nonlinearities are dealt with in [Z]. 
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dom, other terms appear which must be included along with L-‘-x as the 
first term of our series.) [l] We have now 
y=L-‘x-L-1 9y-L-‘g(y, j,...). (12) 
Assume y exists as a decomposition xz, yj whose terms are to be deter- 
mined and let L-lx (and other terms as discussed above) be y,. Also 
L -‘By =st, l(t, t) S(r)(d/dz) y(z) dz = -jh (d/dz)[l(t, z) <(T)] y(z) dz by the 
stochastic Green’s formula [l]. Hence we have 
y=L-Ix+ ;k(f,r)y(r)dz-L-‘g(y,j,...) 
! (13) 
where 
The derivative arises from randomness being in the a, term; if it were in the 
a, (i.e., in the coefficient of y rather than j), k(t, z) would be /(I, r) t(r) and 
the Green’s theorem would be unnecessary. Now let N(y, j,...) =g(y, 9) to 
explore the appearance of derivative terms in sums like y3 +I;‘, where b is 
stochastic; we need to calculate the A; as well as the A, since &y is 
involved. With a sum nonlinearity such as y3 +j2 we will treat the two 
terms y3 and j2 separately using A, for the first and AL for the second, even 
though it is not stochastic, 
0) .dY? j)=v3+j2 
y=L-‘x+ ‘k(l,r)y(t)ds-L~‘y3-L~13*. 
s 0 
We have immediately 
y, = L - 1x 
y,= ‘k(t,t)yo(~)&-L-‘A,-L-‘A; 
1 0 
y,= ‘k(r,z) y,(t)dz-L-‘A,-L-IA’, 
I 0 
where 
A,=Y:, 
A,= -y:--3yoyf+3y~y, 
A2=Y:+3YoY:+3Y;Y2-6YoYly2-3yly:+3Y:Y2 
A3= -y:+3~0~:-3y~~3+~~0~1~3-'5y0y2y3+~y1y2~3 
- 3y, Y: - 3~: y3 + 3y2 .G - 3yi Y3 
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and 
Ab=Ji; 
A’, = 2j,j, 
A;=j;+2j,j, 
A;=2(1’1)‘2+30~%) 
by the assumption of an analytic form and implicit differentiations or by 
simply identifying terms so each yi involves only yi- 1, yjP 2 ,..., y,. Thus for 
y=y,+y, + ..I, we have 
y=L-lx+ 0 ‘k(t,z)y,(z)---‘y:-L-l~~ +..‘. 0 ) 
Only k(t, r) involves the W or 5 term. Each yi involves the preceding terms 
hence statistical separability occurs naturally without closure 
approximations. 
(ii) Consider now a product nonlinearity of the form y’j, 
y=L-‘x+ ‘k(~) y(z)&-L-‘y*j. i‘ 0 
We get in the previous manner, 
~2= 'k(t,t)y,(z)~~-~-'C(2yoyl)o;o+3,) 
s 0 
+v;31 +.Y:3o+Y:)‘Il 
so product nonlinearities will also work. 
It has been shown Barut [S] that the motion of charged particles is not 
governed by the Newton’s equations one usually assumes but by rather 
complicated nonlinear equations involving third derivatives. These 
equations involve product nonlinearities like i,?* and can be handled in the 
manner we have shown. 
As an example of the equations involving polynomial nonlinearities of 
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the form My we can consider the Dutling equation. The solution given 
immediately as 
y=L-‘x-L-‘CA,, 
where y, = L -‘x and 
&=Y: 
A,= -Y:-~YOY:+~Y;Y, 
A,=Y:+~YoY:+~Y;Y~~YoYIY~-~YIY:+~Y:YP 
One can simplify the Green’s function for L-’ at the expense of more terms 
in each yi. We can let L=d2/dt2 + v,d/dt and 9= 1 or we can let L = 
d2/dt2 and Sey = v. j, i.e., 92 = v,d/dt. 
PARTIAL DIFFERENTIAL EQUATIONS 
Extension to partial differential operators is easily carried out. Consider 
the linear and deterministic ase for simplicity. Thus let L,, L, be (linear) 
partial differential operators (e.g., a2/ax2, a/at) and consider the equation 
L,u+ L,u=g(t, x); (14) 
we allow g to be stochastic but for this example, the operators are deter- 
ministic. The solution is u( t, x). We require that the inverses L,‘, L; l exist 
and rewrite (1) as 
Lt,xu = g. (15) 
If the inverse L,T,’ exists, the solution of (1) or (2) is 
u=L-’ t,x g, (16) 
hence the objective is the determination of L&l. We can write (1) as either 
L,u=g-L,u 
or 
L,u=g- L,u (17) 
Assuming the individual inverses L;‘, L;’ are determinable, we have 
integral equations 
u=z$+Lt’ g- L;‘L,u 
u=uhz+L;lg-L;lL,u (18) 
409’1 I I/l-R 
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where u,,,, uhZ are the solutions of the homogeneous equations L,u = 0 and 
L,u = 0. 
Adding these equations and dividing by two, we define 
uo=(~){u,,+~,,+(L;l+L,l)g} 
U,+1 = -($)(L;‘L, + L;‘L,)u, for n = 0, 1, 2 ,..., 
then u = C,“=O U, is the solution and 4, = C;;d u,, is an n-term 
approximation. Generalization to 4-dimensional (space- and time-depen- 
dent) nonlinear partial differential equations, using Adomian’s polynomials 
for the nonlinearity, has been carried out in [2] and references therein. If 
stochastic parameters are present, the result is a stochastic series from 
which statistics can be determined. It is not a sample function procedure. 
Mandel and Wolf [6] have discussed stochastic optical fields, where 
atomic sources of the field are in the thermodynamic equilibrium with their 
surroundings, and Crosignani, Di Porto, and Bertolotti [7] discuss a case 
where intially coherent light produced by a single mode gas laser is scat- 
tered repeatedly by a very large number of particles. Such a situation 
occurs in optical communication systems when the light from the transmit- 
ter is repeatedly scattered before it reaches the optical detector [6]. In this 
case the light at the detector is essentially a Gaussian stochastic process. In 
these cases the communication channel or the scattering medium are 
stochastic operators on the input stochastic process and are described by 
stochastic differential equations of the type we consider. 
In any wave propagation in a random medium we need not make non- 
ochromaticity assumptions and can use the methods indicated. 
Since except for simple cases, analytical solutions are generally not 
available and computer solutions for stochastic cases either ignore 
stochasticity or use inadequate Monte Carlo or averaging procedures, our 
objective is to find broadly applicable efficient and accurate approximation 
methods which can be generalized to broad classes of multidimensional 
partial differential equations. These methods as shown in [2] have 
numerous advantages for wide classes of equations. Generalizations to non- 
linear partial differential equations simply require calculation of nonlinear 
terms using the appropriate A, polynomials for the nonlinear terms. 
Procedure and examples are discussed in [2]. 
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