We assess the surface gravity data requirements for a 5-mm quasi-geoid 
INTRODUCTION
Height networks belong to the geometric infrastructure of all countries worldwide. They consist of markers with known heights. Their main function is to give users access to height information. The need for such a network is driven by the primary measurement technique for heighting, spirit levelling, which is a relative measurement technique. If the height of one point is known, the height of another point is found by measuring the difference in heights with spirit levelling. Spirit levelling is one of the most accurate measurement techniques and can provide information about height differences with an accuracy of below 1 mm K  , where K is the levelling distance in km (Vaníček et al., 1980) . Depending on the topography, corrections to levelled height differences are needed to guarantee that the height differences provide information about the direction of water flow (Vaníček and Krakiwsky, 1986) .
The current practice of heighting is to use such height networks and perform spirit levelling to determine the heights of new markers. This approach has two major drawbacks. First, a height network marker may have moved in vertical direction, e.g., in response to various geophysical processes or due to anthropogenic activities. Hence, there is a need to frequently control the markers of the height network, and if changed, correct the heights. Second, spirit levelling is a time-consuming, hence costly, measurement technique. Both aspects make the current heighting approach quite expensive and, therefore, hardly sustainable. Already with the advent of Global Navigation Satellite Systems (GNSS), the use of GNSS for heighting has been discussed. Though GNSS-based heighting is also a relative measurement technique, the number of reference stations to be maintained is limited, observing them can be fully automatized, and the number of reference points is definitely much lower than the number of height markers. More importantly, GNSS-based heighting is less time-consuming, making it more cost effective compared to spirit levelling.
When physical heights are requested, a prerequisite of using GNSS for heighting is that the geoid or the quasi-geoid is known with sufficient accuracy, depending on whether orthometric or normal heights are used. Hence, an alternative to a height network in combination with spirit levelling as the primary measurement technique is to use the (quasi-) geoid as the height reference surface in combination with GNSS as the primary measurement technique. So far, the Netherlands and many other countries maintain their levelling networks and, at the same time, provide users with information about the (quasi-) geoid to allow for what is commonly referred to as GNSS levelling. Recently, the Canadian Spatial Reference Service (CSRS) decided to realize a new vertical datum by geoid modelling, rather than by spirit levelling, and to use GNSS as the primary measurement technique (Véronneau and Huang, 2016) . Recently, a discussion has been initiated in the Netherlands about the future of the NAP (Normaal Amsterdams Peil) levelling network, which is driven by high costs for its maintenance and lower budgets for the maintenance of the geodetic infrastructure.
Whether or not a (quasi-) geoid model can serve as a height reference surface and GNSS as the measurement technique for heighting depends on the adopted user requirements, in particular, the accuracy. This depends on the accuracy of GNSS heights and the accuracy of the (quasi-) geoid model. Even for countries with an excellent gravity data coverage and quality as well as a flat topography and bathymetry, the accuracy of the (quasi-) geoid model is still considered as a critical factor in the realization of a GNSSbased height system.
The quality of a (quasi-) geoid model depends on many factors, among others, the data accuracy and spatial resolution, and the methodology used to compute the (quasi-) geoid model. Several studies have been done in the past to assess the surface gravity data requirements for the (quasi-) geoid modelling at different geographic areas and target accuracies (Kearsley, 1986; Forsberg, 1993; Jekeli et al., 2009; Jekeli, 2012; Ågren and Sjöberg, 2014) .
The main objective of this study is to assess the surface gravity data requirements for a 5-mm quasi-geoid model (68% confidence level) in terms of omission and commission errors for the Netherlands mainland and continental shelf. The commission error is caused by observational errors, which propagate into the quasi-geoid model. In that sense, it is mainly controlled by the measurement noise. The omission error ensues from a lack of spatial resolution in surface gravity data, i.e., it can be reduced only by improving the data density.
Four questions will be addressed in this study:
1. How does the omission error change as a function of the spatial resolution of the surface gravity data? 2. How large is the commission error as a function of the noise standard deviation of surface gravity data when assuming zero-mean white Gaussian noise? 3. What are the data requirements in terms of spatial resolution and accuracy for the realization of a 5-mm quasi-geoid for the Netherlands mainland and continental shelf? 4. To what extent do the currently available surface gravity data sets meet these requirements? If not, is there a data acquisition technique that is able to provide data with the required accuracy and density?
The paper is structured as follows. In Section 2, we describe the methodology and data used to estimate the omission error and analyse the results. In Section 3, we discuss the computation of the commission error and present the results of the computations. The total error, defined as the sum of omission and commission errors, is discussed in Section 4. Based on the results presented in Section 4, we evaluate in Section 5 whether or not the current data situation suffices to realize a 5-mm quasi-geoid model over the Netherlands mainland and continental shelf. Finally, in Section 6, we conclude by summarizing the main findings.
OMISSION ERROR

. 1 . B a c k g r o u n d
The disturbing potential, which is defined as the difference between the Earth's gravity potential and the GRS80 normal gravity potential (Moritz, 1984) , can be written in terms of spherical harmonics as (Heiskanen and Moritz, 1967) 
Herein, lm Y is the 4-normalized surface spherical harmonics of degree l and order m, lm c is a spherical harmonic coefficient of degree l and order m of the disturbing potential, GM and a are scaling constants, and ˆ x x x is the projection of the computation point Stud. Geophys. Geod., 61 (2017) x onto the surface of the unit sphere. The ellipsoidal height of the quasi-geoid above the GRS80 ellipsoid at the point x, which is referred to as the height anomaly, is
where   0  x is the normal gravity at the telluroid point x 0 . In this study, we can replace the normal gravity at the telluroid by a representative constant, e.g.,
2
GM a , or simply by   9.81 m s 2 . When using the first option, the height anomaly can be computed as
where x is a point on the Earth's surface or, without introducing additional errors, on the telluroid. The spherical harmonic coefficients in Eq. (3) can be estimated from a global terrestrial gravity data set, provided that gravity is measured at all points on the Earth's surface. In reality, gravity can only be measured at a finite number of points. When assuming a homogeneous data coverage, it makes sense to define a mean distance  between the gravity data points. From this data set, all coefficients complete to a maximum degree L can be estimated, where L is related to  as
where  is in units of degrees. The coefficients of degree l > L are not resolved by a global data set with spacing , and, therefore, are left unknown. Their contribution to the height anomaly is referred to as the height anomaly omission error
Without knowledge about the coefficients of degrees > L, one cannot compute the omission error. It is, however, possible to estimate the global Root Mean Square (RMS) omission error. This requires only the knowledge of the power in the height anomalies as function of the degree. The power in height anomalies on the surface of a mean Earth's sphere of radius R,  R , is defined as
The quantity P is referred to as the RMS height anomaly. Using the orthogonality properties of surface spherical harmonics, it is straightforward to show that
with 2 2 2 2 2 ,
For a fixed degree l, 2 , l R  is the contribution to the power in height anomalies of the 2l + 1 coefficients of degree l. They are referred to as height anomaly degree variances at the surface of a sphere of radius R. When summing up the contributions to the power of all degrees > L, we obtain the power of the height anomaly omission error on the surface of a sphere of radius R
in which, the quantity om om P   is referred to as the global RMS omission error. To compute om P , one needs to know the height anomaly degree variances for degrees > L. They are unknown as are the coefficients of degrees > L. However, it is known from an analysis of global gravity data that the height anomaly power spectrum approximately follows a power law, i.e., the height anomaly degree variances are of the order   O l  for some  < 1. This knowledge is used to estimate height anomaly degree variances even at degrees for which no data are available (i.e., for degrees > L). First, from available global gravity data, the height anomaly degree variances are computed for all degrees ≤ L, providing what is referred to as empirical height anomaly degree variances. Then, an analytical function is fitted to them by least-squares. Height anomaly degree variances for degrees > L are then obtained by extrapolation. Based on such fits, expressions for the global RMS height anomaly omission error have been derived in the past by several authors. Examples are (Kaula, 1966) 
and (Jekeli, 2012) 1.653
Numbers obtained in this way represent global mean estimates of the omission error. The omission error in a particular region may differ from this global mean. The reason is that topography and bathymetry are the dominant contributors to the height anomaly Stud. Geophys. Geod., 61 (2017) degree variances at relatively high degrees (Turcotte, 1987) . Hence, the differences with respect to the global mean will be the largest in regions that are either much more flat or rough than the Earth is on average. In the former case, the global mean overestimates the omission error, whereas in the latter case it underestimates this error. Jekeli (2012) 
for a mountainous area with the Rocky mountains in the north. The main difference between Eqs (12) and (13) is in the exponent of L, which decreases from 1.717 for the flat area to 1.537 for the mountainous one. A smaller exponent means that there is relatively more power in the higher degrees, and this is caused by the strong topography in the mountainous area. Figure 1 shows the omission errors as described by Eqs (11) (13) as function of the mean distance between the data points. This distance, which is related to L as R L  , is referred to as data spacing or half wavelength data resolution. Figure 1 shows that for the rough area in the US, one needs at least one data point per 2 km to keep the omission error below 2.5 mm, cf. Eq. (13). Over the flat area in the US, the data spacing can be larger, about 6 km, cf. Eq. (12). When using the global omission error model, Eq. (11), a data spacing of about 5 km is required. This means that the global model underestimates the omission error in the rough area significantly, e.g., by a factor of about four for a data point distance of 8 km. This is the primary reason why regional studies need to be performed for areas with a topography significantly different from the global mean topography. Another reason are regional mass density anomalies, which may have a significant impact on the height anomaly degree variances at regional scales (e.g., Sjöberg, 2004) .
. . M e t h o d o l o g y
It is known that the very short wavelengths of the Earth's gravity field are mainly determined by the Earth's topography, including bathymetry (e.g., Hirt et al., 2013) . Today, models of the land topography are known with much higher spatial resolution than any gravity data set. In ocean areas, the situation is less favorable though the spatial resolution of bathymetric models still exceeds that of marine gravity data. Therefore, surface gravity data sets, which are limited in terms of spatial resolution, are complemented with topography-induced gravity data sets, which are of a much higher spatial resolution. This yields a gravity data set with the spatial resolution of the topography-induced gravity data, which could serve as a reference for the computation of the height anomaly omission error. Such an ultra-high resolution data set was produced and exploited by Jekeli et al., (2009) and Jekeli (2012) to yield the height anomaly omission error models, Eqs (12) and (13). Basically, the same approach is followed in this manuscript. Thus, we provide a summary of the main steps and equations used in this study. For more details, we refer to Jekeli et al., (2009) and Jekeli (2012) .
The overall approach followed in this manuscript to compute the height anomaly omission error comprises a number of steps. It begins with the production of an ultra-high resolution gravity anomaly data set. The gravitational potential of topography and bathymetry is computed using Airy's isostatic model and Helmert's condensation method with a compensation depth of D = 30 km. When assuming a constant mass density of the crust and of the ocean water, the topography-implied gravitational potential is (Heiskanen and Moritz, 1967) 
where G is the Newton's gravitational constant and for points on land , 1 for points on ocean .
Herein, H is the height of the topography above the quasi-geoid, B is the distance between the sea floor and the quasi-geoid,  is the density of the Earth's crust, and  w is the density of the ocean water. The topography-implied gravity anomalies are approximately equal to V    x . They are evaluated using the Fourier transform of a planar approximation to Eq. (14) (Forsberg, 1985) Stud. Geophys. Geod., 61 (2017)
where F is the Fourier transform operator and z is the distance of the computation point to the quasi-geoid. To further simplify the computations, we evaluate g at the quasi-geoid by setting z = 0 for all evaluation points. Taking into account that the topography h is given typically on a regular I  J grid with widths x and y, respectively, we evaluate the topography-implied gravity anomalies using the 2D Discrete Fourier transform (DFT)
for 0, , 1 , 2 for , , 1 , 2 To make the topography-implied gravity anomalies consistent with the available (i.e., measured) surface gravity anomalies, we triangulate the latter ones using the Delaunay triangulation. Within each triangle, a plane is fitted by least-squares through the topography-implied gravity anomalies. Next, the planar model is subtracted from the topography-implied gravity anomalies, giving reduced topography-implied gravity anomalies. Finally, a planar model that is fitted to the measured gravity anomalies at the corners of each triangle is added to the reduced topography-implied gravity anomalies, providing the final high-resolution gravity anomaly data set, to which we refer as "topography-implied and measurement-adjusted gravity anomalies".
The high-resolution gravity anomaly data set from the previous step is reduced for the contribution of a global gravity model (GGM), providing a high-resolution residual gravity anomaly data set, denoted as g. This data set is referred to as the "reference gravity anomaly data set". From this data set, residual height anomalies, , are computed using a planar approximation of the Stokes integral (Heiskanen and Moritz, 1967) 
where  = 9.81 m s 2 is a mean value of the gravity and  i is the integration domain for the evaluation point x i . The residual height anomalies computed in this way, which are referred to as "reference height anomalies", represent the reference values with respect to which omission errors are quantified. It is worth noting that they also suffer from an omission error. However, this error is extremely small seen the ultra high spatial resolution of the "reference gravity anomalies" used in their computation, and, therefore, can be neglected. Given the "reference gravity anomalies", lower-resolution gravity anomaly data sets are generated by sub-sampling the "reference gravity anomalies"'. For each of the subsampled gravity anomaly data set, residual height anomalies are computed, and the differences with respect to the "reference height anomalies" are interpreted as omission error of the corresponding sub-sampled gravity anomaly data set. The RMS difference is taken as a measure of the omission error.
. 3 . P r a c t i c a l a s p e c t s
In this study, we make use of a blend of the 2  2 European DEM, EuroDEM (EuroGeographics, 2008) , 1  1 Shuttle Radar Topography Mission, SRTM (Farr et al., 2007) , and 30  30 General Bathymetric Chart of the Oceans, GEBCO (Gebco Gridded Global Bathymetry Data, British Oceanographic Data Centre, www.bodc.ac.uk) . From them, we generate a homogeneous 2  2 DEM using the cubic spline interpolation. This 2  2 DEM is used when computing the topography-implied high-resolution gravity anomaly data set.
The measured surface gravity anomalies are taken from the gravity database used in and . The high-resolution gravity anomaly data set, which is a blend of the measured surface and topography-implied gravity anomaly data sets, are computed on a 2  2 grid. Figure 2 shows the measured surface gravity anomalies and the 2  2 high-resolution gravity anomalies for two 3  3 areas in the Netherlands.
This grid size, which corresponds to about 38 m at the latitude of 50, is substantially smaller than the half wavelength resolution of the measured surface gravity anomalies, which is about 2 km on land and 30 km at sea, when considering only shipboard gravity anomalies.
The evaluation of Eq. (21) at many points is a time-consuming operation. We control the numerical effort in three ways. First, we do not compute height anomalies for the whole Netherlands mainland and continental shelf, but limit the computations to two 1  1 test areas. Since the omission error is controlled by topography, with larger omission errors in rough terrain and vice versa, one test area has a flat topography, whereas the other is characterized by a rougher terrain. The topography and bathymetry over the two selected areas are shown in Fig. 3 . The selected flat test area is located in the central part of the Netherlands and is almost flat. The selected rougher test area is located in eastern Belgium, south of the border to the Netherlands. This area is dominated by the mountain range of the Ardennes with variations in elevations of more than 800 m. Second, to compute the "reference gravity anomalies", we reduce the high-resolution "topography-implied and measurement-adjusted gravity anomalies" for the contribution of the regularized version of GOCO05S (Pail et al., 2010; Mayer-Gürr et al., 2015) complete to degree 280. This allows the limitation of the integration domain  i of Fig. 2 . Gravity anomalies in two 3  3 areas in the Netherlands: the measured surface gravity anomalies (left) and the 2  2 "topography-implied and measurement-adjusted gravity anomalies" (right). The selected flat and rough 1  1 test areas are located at the centre of the areas shown in the top and bottom rows, respectively. Eq. (21) to a neighborhood of the computation point x i . This integration domain comprises the areas shown in Fig. 2 for the selected flat test area (top panel) and the selected mountainous area (bottom panel), no matter where the computation point x i is located. This ensures that all gravity data within a distance of at least 1 around the computation point are incorporated in the evaluation of Eq. (21). This distance is sufficiently large since it is larger than the half wavelength spatial resolution of GOCO05S, i.e., 180 280 0.6    , cf. Eq. (4).
Third, Eq. (21) is evaluated using numerical integration. Since the "reference gravity anomalies'" used in this study are produced as gridded data in an image domain with Cartesian coordinates   , x y , we use a simple composed Newton-Cotes cubature formula (Jekeli et al., 2009) 
where x and y are the grid size in x-and y-coordinate, respectively, i = 0, …, I  1 and j = 0, …, J  1. Numerical tests (not shown) have demonstrated that the numerical integration error is no larger than a few percents of the omission error, and therefore, negligible.
2 . 4 . R e s u l t s Figure 4 shows the height anomaly omission error as a function of the data spacing for the two selected 1  1 target areas. For the flat area, the omission error is rather small; it barely reaches 0.5 mm at a data spacing of 2 km. It is worth noting that the analytical models of Jekeli (2012) given in Eq. (11) (i.e. a global model) and Eq. (12) (i.e. a model computed for a flat area in the US) provide significantly larger errors above a half wavelength resolution of 6 km than those computed for the flat test area in the Netherlands (compare Fig. 1 with Fig. 4) . At smaller half wavelengths, the differences are rather small.
To obtain an easily accessible description of the omission error, we fit a linear polynomial function to the curves shown in Fig. 4 . For the flat test area, which is representative to the Central and Northern Netherlands and the Netherlands continental shelf, the model is
where d is the data spacing in units of kilometres. For the hilly test area, which is representative to the Southern Netherlands, the linear omission error model is Fig. 4 . Height anomaly omission error computed for the two selected 1  1 test areas (cf. Fig. 3) as function of the data spacing.
COMMISSION ERROR
. 1 . M e t h o d o l o g y
The height anomaly commission error is the contribution of errors in gravity data to the height anomalies. Here, we assume that errors in gravity data are zero-mean white Gaussian and homogeneous, which is a common assumption in commission error analysis studies (e.g., Jekeli et al., 2009) . Then, the data noise is uniquely described by the noise standard deviation. From a measurement process point of view, the white noise assumption is justified. In reality, however, the situation is worse as many surface gravity data sets suffer from long-wavelength systematic errors (Heck, 1990) . Some of these errors are caused by unknown height system offsets. They introduce systematic errors in normal gravity values, which in turn, map one-to-one into gravity anomalies. Their impact on a computed quasi-geoid model may be mitigated by co-estimating bias parameters per surface gravity data set. This approach is followed in, e.g., Slobbe (2013) and .
The commission error depends on the methodology used to estimate the (quasi-) geoid. Several methods are used in practice, among others, methods based on the Stokes integral or Stokes-type integrals (e.g., Jekeli, 1981; Vaníček et al., 1999; Novák et al., 2001; Sjöberg, 2003) , least-squares collocation (Moritz, 1978; Tscherning, 1978 Tscherning, , 1985 , and least-squares techniques (e.g., Eicker, 2008; Klees et al., 2007 Klees et al., , 2008 Schmidt et al., 2007; Wittwer, 2009) . Each method deals with the data noise in a different way, hence, they may lead to different estimations of the commission error. In this study, we use the Stokes integral (e.g., Heiskanen and Moritz, 1967) 
where R is the radius of the mean Earth sphere,   S x denotes the Stokes kernel at the computation point x, and  is the unit sphere. Equation (26) was used in de Min (1996) to compute a quasi-geoid model for the Netherlands mainland. For the estimation of the commission error, a number of simplifications are justified. First of all, it does not matter whether Eq. (26) is interpreted in the framework of Stokes theory of the geoid or in the framework of Molodensky's theory of the quasi-geoid. In this study, we call  the height anomaly, i.e., we work in the framework of Molodensky's theory, and  is the ellipsoidal height of the quasi-geoid above the GRS80 reference ellipsoid. Then, Eq. (26) is a zero-order approximation of the height anomaly. This, together with  = 9.81 m s 2 , is sufficiently accurate for the commission error analysis.
Furthermore, common to the application of Eq. (26) is that g does not contain the contribution of a GGM, i.e., it is in fact a residual quantity. Likewise,  in Eq. (26) is the residual height anomaly. Then, the integration is not performed over the whole unit sphere , but only over a spherical cap centred at the computation point x,   c  x . The diameter of the spherical cap depends, among others, on the maximum degree of the GGM. There is no simple rule that provides the diameter of the spherical cap given the maximum degree of the GGM. The only statement that can be made is that the diameter must not be smaller than the half wavelength spatial resolution of the GGM.
Another aspect to be considered is that, in practice, the Stokes kernel S in Eq. (26) is replaced by a modified kernel, S  . Originally, kernel modifications were introduced to reduce the truncation error, which is caused by limiting the integration to the spherical cap   c  x . Later, so-called stochastic kernel modifications were suggested, which aim at minimizing a combination of various errors or the total mean square error. For the computation of the height anomaly commission error caused by errors in the surface gravity anomalies, as considered here, a deterministic modification of the Stokes kernel is to be preferred. Here, we use the spheroidal Stokes kernel (Vaníček and Kleusberg, 1987) , which reads as
Herein, x and ŷ are the projections of x and y, respectively, on the surface of the unit sphere, P l denotes the Legendre polynomial of degree l, and L is the maximum degree of the GGM used in the remove-compute-restore approach to the Stokes integral. Note that the commission error depends on the type of kernel modification as does the truncation error. As the latter is not considered as a part of the commission error, the commission error for a particular kernel modification has to be interpreted with care. To get an idea about the impact of a kernel modification on the commission error, we also compute the commission error for the spherical Stokes kernel. There are different techniques of how to evaluate an integral like that of Eq. (26). The reason is that the residual gravity anomalies are not available at any point on the surface, but only at the data locations. When using just this information and not relying upon any type of spatial interpolation, a simple discretization of Eq. (26) reads as
where y i are the data locations, c  is the area of the spherical cap integration domain, and I is the number of data points inside the spherical cap. There is a problem with Eq. (28) when the computation point x is identical or close to any of the data points y i . Then, the Stokes kernel would go to infinity or takes up very large values, which may corrupt the commission error computation. Alternatively, one may use the planar approximation of the Stokes integral, Eq. (22), in which the weak singularity of the Stokes kernel has been isolated. In this study, we use another approach. It is based on writing 
where   sin 2 s   ,  is the spherical distance between the computation and integration points, and  is the spherical azimuth between those points (de Min, 1996) . With
where  c is the radius of the spherical cap, and 
  K  does not have any singularity. Again, when we only rely upon the given gravity anomaly data set (i.e., no spatial interpolation), a simple discretization of Eq. (30) reads as
Equation (33) has to be preferred upon Eq. (28) as the kernel K is smooth for all spherical distances. Using Eq. (33) to compute the commission error, however, gives an estimate which also contains the integration error, i.e., the difference between Eqs (30) and (33). If one wishes to eliminate the integration error, one needs to use more powerful numerical integration formulas such as Gauss-Legendre formulas. Their application requires data interpolation to the nodes of the Gauss-Legendre formulas. Suppose that   
where the total number of nodes is I J. Given the data resolution  in radians and  c in radians, logical choices for I and J would respectively be
and
What makes this approach critical is that J will be unrealistically large. For instance, if the data spacing is 1 km and the radius of the spherical cap is 5, then I = 556 and J = 4  10 4 , i.e., I J = 2.2  10 7 . Compared to this number, a rectangle of side length of 10 contains only about 10 6 data points. Therefore, we use the following approach to fix I and J. The goal is to find a number of nodes that is comparable to the number of data points inside the spherical cap for a given data resolution. Suppose that the data spacing is 
which is a natural choice for the number of nodes in , we obtain
In this study, we use the discretization of Eq. (34) with the choice given in Eqs (37) and (38) to evaluate the commission error. Switching to errors, Eq. (34) reads as
Assuming zero mean white Gaussian noise with a standard deviation (40) is used in this study to compute the height anomaly commission error due to errors in terrestrial gravity anomalies. Notice that it does not depend on the location of the computation point as the spherical distances  i are the same for every computation point. For the computation of the commission error when using the spheroidal Stokes kernel, we simply replace K in Eq. (40) with : sin
, where S  is taken from Eq. (27).
. 2 . R e s u l t s
To compute the commission error in case of the spheroidal Stokes kernel, we set L in Eq. (27) to 100. The reason for this choice is provided later when we discuss the commission error of the GGM. Figure 5 shows the height anomaly commission error as a function of the data spacing assuming a zero-mean white Gaussian noise of 1 mGal standard deviation in surface gravity anomalies. For noise standard deviations different from 1 mGal, the commission error can easily be computed as it scales linearly with the noise standard deviation according to Eq. (40). Figure 5 shows that the commission error depends on the radius of the spherical cap. For the spherical Stokes kernel, this dependency is negligible for cap radii below, say, 10 and a data resolution of better than, say, 10 km. For the spheroidal Stokes kernel, the impact of the cap radius on the commission error is larger. Figure 5 also reveals that when using the spheroidal Stokes kernel, the commission error does not increase monotonously with increasing cap radius as it does when using the spherical Stokes kernel. Depending on the size of the data area, this might be used to further reduce the commission error by fine-tuning the radius of the spherical cap. Finally, we see that using the spheroidal Stokes kernel reduces the commission error by a factor of 2.2 compared to the use of the spherical Stokes kernel. The dashed curve in Fig. 5 , showing the largest errors, refers to an integration domain that is equal to the whole sphere. Hence, it refers to the case that no GGM is used, and the height anomalies are computed using a global gravity anomaly data set. Though this does not correspond to the current practice in regional (quasi-) geoid modelling, it gives insight into the role of the GGM in quasi-geoid modelling. Without using a GGM, the data requirements are pretty stringent. A commission error of 2.5 mm requires a global coverage with surface gravity anomaly data of 1 mGal standard deviation and 1.5 km data spacing. When doubling the data noise standard deviation to 2 mGal, the required data spacing is about 0.7 km. Neither is feasible today. This is one of the reasons why the use of a GGM is indispensable in regional quasigeoid determination. The main implication of using a GGM, however, is that the commission error comprises two components: (i) the commission error due to errors in the surface gravity anomalies, and (ii) the commission error due to errors in the GGM. What the real commission error is when using a GGM in combination with surface gravity Fig. 5 . Height anomaly commission error as a function of the data resolution for zero-mean white Gaussian noise of 1 mGal standard deviation in surface gravity anomalies when using the spherical Stokes integral (dashed lines) and the spheroidal Stokes integral (solid lines). Lines need to be scaled by x if the data noise standard deviation is x mGal.
anomalies depends on the methodology of data combination. Methods using Stokes-type integrals exploit stochastic kernel modifications or a combination of stochastic and deterministic kernel modifications to minimize the sum of several error sources or the total mean square error. In least-squares techniques or least-squares collocation, the GGM may be considered as another noisy data set like the surface gravity anomaly data set, which implies that it directly contributes to the commission error. Here, we follow a more simplistic approach and compute the commission error as
where GGM  is the commission error of the GGM and   is the commission error of surface gravity anomaly data. We expect that Eq. (41) provides an upper bound of the real commission error.
To obtain an estimate of the commission error of the GGM, we use the full noise covariance matrix of the un-regularized GOCO05S model (Mayer-Gürr et al., 2015) . The full noise covariance matrix of the spherical harmonic coefficients is propagated into height anomalies. Figure 6 shows a spatial rendition of the height anomaly noise standard deviations of this model for the area 4963N and 6W 10E. The noise standard deviation is not homogeneous. It varies between 1.1 cm and 1.8 cm with larger values in the southern part of the area and smaller values at higher latitudes. Figure 7 shows the commission error of the GOCO05S model evaluated along a parallel circle at a latitude of about 50 in Southern Netherlands. We see that the GGM commission error increases logarithmically with the truncation degree. It is well modelled by the function
where L is the maximum degree up to which GOCO05S is used with L ≤ 280. Using GOCO05S complete to degree 200 implies a mean GGM commission error of about 1.5 cm. This is too large for the realization of a 5-mm quasi-geoid. Hence, we need to limit the use of this GGM to a maximum degree much lower than 200. For instance, when using GOCO05S only up to degree 100, the commission error is about 0.5 mm. This is negligible compared to the commission error of the surface gravity anomaly data set (cf. Fig. 5 ). Using this model only up to degree 100 requires a spherical cap radius of larger than 0.9. This does not impose a limitation on the computation of the Netherlands quasigeoid, as access to surface gravity anomalies within a few degrees outside the border of the country is granted. Hence, by limiting the maximum degree of the GGM, we can make the contribution of the GGM to the commission error negligibly small compared to the contribution of the surface gravity anomaly data set. Note that this requires a proper application of residual terrain modeling (e.g., Forsberg, 1984) . From now on, we neglect the commission error of the GGM. Then, Fig. 5 reveals that the commission error is well described by a linear function of data spacing, scaled by the data noise standard deviation. A least-squares fit to the curve in Fig. 5 associated with the 2 spherical cap radius provides the following simple models for the commission error   0.610 spherical Stokes kernel, mm 0.277 spheroidal Stokes kernel,
where d is the data spacing in kilometres and g   is the surface gravity anomaly noise standard deviation in mGal. Hence, assuming that the gravity anomaly noise standard deviation is 1 mGal, a commission error of 2.5 mm requires a data spacing of 4 km and 9 km in the cases of spherical and spheroidal Stokes kernels, respectively. The data Stud. Geophys. Geod., 61 (2017) spacing halves if the data noise standard deviation doubles. Equation (43) is used in Section 4 when analysing the total error.
TOTAL ERROR
The total data error comprises two components: the omission error and the commission error. The nature of these errors is different. The omission error accounts for the effect of a limited data resolution on the computed quasi-geoid. It is a deterministic error determined by the amount of power in the regional gravity field at wavelengths not resolved by the data. The commission error, on the other hand, accounts for the noise in data. Hence, it is a random error, when assuming that the data noise is random as done in this study. This error is conceptually a function of the data noise standard deviation and the data spacing.
Seen the different nature of the two error components, one has to agree upon how to define the total error. The current approach is to distribute the error budget evenly over omission and commission errors (Jekeli et al., 2009) . That is, if the aim is to realize a 5-mm quasi-geoid, one assigns 50% of the total error budget to the (deterministic) omission error and 50% to the (random) commission error, where the latter is usually expressed in terms of the commission error standard deviation. When doing so, we may end up with two different recommendations for the data resolution, one being linked to the omission error and the other linked to the commission error. Here, we wish to avoid such an ambiguity and define the total error as the sum of omission and commission errors where the latter is expressed in terms of the data noise standard deviation. Hence, the confidence level of the total error is 68%. Alternatively, one may use another confidence interval for the commission error, for instance 95%. When adding to it the omission error, the total error may then be interpreted at the 95% confidence interval. Then, the target accuracy of the quasi-geoid model should also be interpreted as being at the 95% confidence level. Figure 8 shows the sum of the omission error and the commission error standard deviation. As the omission error depends on the topography and bathymetry, the sum is evaluated for the flat and the rough test areas, respectively. Moreover, as the commission error scales linearly with the data noise standard deviation, we show different error curves depending on the noise level in surface gravity anomaly data. For the flat test area, a 5-mm quasi-geoid (at the confidence level 68%) is feasible with a data spacing of about 5 km and 1 mGal data noise standard deviation. The data spacing needs to be reduced to about 3 km if the data noise standard deviation increases to 2 mGal. For the spheroidal Stokes kernel, the corresponding values are 8 km and 6 km, respectively. For the rough test area and a data noise standard deviation of 1 mGal, a 5-mm quasi-geoid requires a data spacing of about 3 km (Stokes kernel) and 4 km (spheroidal Stokes kernel). This needs to be reduced to about 2 km (Stokes kernel) and 3.5 km (spheroidal Stokes kernel) if the data noise standard deviation increases to 2 mGal.
Using the empirical models (24), (25) and (43), we obtain the following models of the total data error 
for the rough test area (which applies to the Southern Netherlands). In Eqs (44) and (45), d is the data spacing in kilometres and g   is the noise standard deviation of the surface gravity anomalies in mGal. A spatial rendition of Eqs (44) and (45) is shown in Fig. 9 for the two test areas. 
DO THE CURRENTLY AVAILABLE DATA ALLOW REALIZATION OF A 5-mm QUASI-GEOID?
The currently available data sets comprise terrestrial gravity anomalies, shipboard gravity anomalies, and radar-altimeter-based quasi-geoid height differences (e.g., Slobbe, 2013) . They are complemented by, e.g., GOCO05S, which has a signal-to-noise ratio of one at a spherical harmonic degree of about 257. The latter corresponds to half wavelength spatial resolution of about 78 km at the equator. The discussion we provide below refers to the use of the spheroidal Stokes kernel when computing the height anomaly commission error.
The density of the terrestrial gravity anomaly data set used in the computation of the quasi-geoid for the Netherlands mainland and continental shelf is better than one point per 2 km. This is sufficient for the computation of a 5-mm quasi-geoid over the area of Fig. 9 . Total data error in mm (at 68% confidence interval) for a selected flat terrain comparable to the North sea and the central and northern parts of the Netherlands (top row) and a selected hilly terrain comparable to the southern part of the Netherlands and the Ardennes (bottom row) as a function of data spacing in km and the gravity anomaly noise standard deviation in mGal. The Stokes kernel (left column) and the spheroidal Stokes kernel (right column) are used when computing the commission error. Note the discrete colour maps in all plots.
interest, provided that the data noise is better than 5.7 mGal standard deviation (cf. the bottom right plot in Fig. 9 ). The precision estimated for the currently available terrestrial gravity anomaly data sets ranges from 0.5 mGal for the Netherlands to 2.0 mGal for Belgium. This is somewhere in between for Germany and France. Biases in the data sets can be estimated and corrected for, as is done in Slobbe (2013) , . Therefore, we may assume that the currently available continental gravity anomaly data sets are of sufficient density and quality for the realization of a 5-mm quasi-geoid model for the Netherlands mainland and continental shelf.
The situation is different for the marine area. Here, basically two data sets are available. The set of radar altimeter-based along-track quasi-geoid height differences has a spatial resolution of about one point per 7 km (Slobbe, 2013) . The along-track mean sea surface heights have a noise standard deviation of 24 cm. Hence, quasi-geoid slopes have a noise standard deviation of 36 rad (Slobbe, 2013) . This corresponds to 36 mGal, when applying the rule-of-thumb that corresponds 1 rad of slope to about 1 mGal of gravity anomaly (Sandwell and Smith, 1997; Smith, 2010) . According to the top-right plot in Fig. 9 , this causes height anomaly standard deviations of 814 mm, which is above the 5-mm target accuracy.
The second available data set comprises shipboard gravity anomalies. From earlier studies (e.g., Slobbe, 2013; Farahani et al., 2017) , we know that the precision of this data set is between 12 mGal standard deviation. However, the point density over the Netherlands continental shelf is very inhomogeneous and there are large gaps (cf. top-left plot in Fig. 2 ). Along the ship tracks, the point density is extremely high. However, the gaps between the ship tracks may be as large as 30 km. The omission error has not been computed for such a coarse data resolution. An extrapolation of the empirical model of Eq. (24) yields an omission error of about 10 mm at 30 km data spacing. We expect that in reality the omission error is larger than 10 mm (cf. Fig. 4) . The commission error for this data resolution is between 817 mm for a noise standard deviation between 12 mGal (cf. Fig. 5) . Hence, the total data error is likely larger than 1827 mm.
From this, we conclude that the realization of a 5-mm quasi-geoid depends critically on a better data set over the Netherlands continental shelf. It is unlikely that shipboard gravimetry is a potential candidate to fill the gap as the data acquisition is very expensive for the required spatial resolution. The coverage with radar altimeter data may improve in the future, in particular, when using high resolution data of the Sentinel mission. Assuming a future data spacing of, say, 2 km, the required accuracy in terms of gravity anomaly standard deviations needs to be about 3 mGal. This corresponds to radar altimeter slope errors of better than 3 rad or radar altimeter quasi-geoid height difference standard deviations of 6 mm. This is very challenging and likely not feasible. In reality, radar altimetry provides the mean sea surface slopes, which may differ from the quasigeoid slopes. Hence, a slope correction is needed, which poses constraints on the accuracy of water levels from a hydrodynamic model (e.g., Holt et al., 2005; Zijl et al., 2013) . Finally, there will always be a stroke along the coast of 510 km width void of radar altimeter data of sufficient accuracy (e.g., Andersen and Knudsen, 2000; Deng et al., 2002) . This gap needs to be filled to avoid distortions in the quasi-geoid, which may also propagate onto land inwards.
In view of this, we consider airborne gravimetry as the only, currently available, data acquisition technique that can provide a data coverage and accuracy at sea that meets the requirements of a 5-mm quasi-geoid. State-of-the-art sensor systems can provide under ideal conditions (e.g., low turbulence, appropriate aircraft, smooth spatial gravity variations, low flight speed, and low elevations) an accuracy of 1 mGal at 5 km half wavelength spatial resolution (e.g., Hannah, 2001; Bruton et al., 2002; Studinger et al., 2008) . This is sufficient for the realization of a 5-mm quasi-geoid for the Netherlands (cf .  Figs 8 and 9 ).
CONCLUSIONS
The goal of this study was to assess the gravity data requirements in terms of commission and omission errors for a desired (i.e. target) accuracy of the quasi-geoid for the Netherlands mainland and continental shelf . The commission and omission errors are the errors in the quasi-geoid model caused by noise in the data and the limited spatial resolution of the data, respectively. The target accuracy was set to 5-mm standard deviation at 68% confidence level. Four questions were formulated and answered in this study: 2. How large is the commission error as function of the noise standard deviation of the gravity data assuming white Gaussian noise? Answer: Assuming that the contribution of GGM to the commission error is negligible, the commission error depends on the kernel modification, the data spacing, and the noise standard deviation of the surface gravity data set. It does not depend on the location or any other parameter. Assuming that a spheroidal Stokes kernel is used, it can be modeled as up to which GOCO05S is used in the remove-compute-restore approach. Only if the GGM is truncated at a sufficiently low degree, its contribution to the (total) commission error can be neglected. For GOCO05S, a maximum degree of 100 contributes to the overall commission error with about 0.4 mm. At degree 200, this increases to about 14 mm. We do not expect a significant improvement of the GGMs in the next few years. a standard deviation of 1.5 mGal for the surface gravity anomaly data set, which is a level of accuracy that the currently available surface data sets used to compute the Netherlands quasi-geoid fulfill, a data spacing of about 3.5 km (for the Southern Netherlands) and about 6.5 km (for Netherlands continental shelf and Central and Northern Netherlands) are sufficient for a 5-mm quasi-geoid. 4. To what extent do the currently available gravity data sets meet the requirements for a 5-mm quasi-geoid? If not, is there a data acquisition technique that is able to provide a data set with the necessary accuracy and density? Answer: Based on the assumption of white noise in data and no systematic errors, the currently available GGMs and terrestrial gravity anomaly data sets fulfill the requirements for a 5-mm quasi-geoid for the Netherlands in terms of density and accuracy. The marine gravity anomaly data set fails to do so. Though the quality of the radar altimeter-derived data set will improve in the future when Sentinel data are used, this improvement will not be sufficient. Moreover, the quality of those data will be insufficient in a stroke of a few kilometres off the coast. Shipboard gravimetry provides data with sufficient accuracy, but is too expensive seen the requirements in terms of spatial resolution. The only available and at the same time cost effective acquisition technique that is able to provide the gravity data at sea with sufficient density and spatial resolution is airborne gravimetry.
