Verification. x ⊕ y = x + y and x ⊕ z = x + z in this case, so use cancellation in P .
Axiom 7. If x ≤ y < τ , then there is a unique z with x + z = y.
Verification. Immediate from definition and the fact that P is the non-negative part of Γ.
Notation. We write y . − x for the z in the above.
Axiom 8. There are (in general, many) z in [0, τ ], for x in [0, τ ], so that x+z = τ , and there is a minimal one to be denoted τ . − x.
Verification. Obvious by working in P and taking τ . − x = τ − x.
We define τ . − τ as 0.
.
1.5. Crucial Axioms. There now follows a series of axioms which are basic in what follows. It is not clear to us what are the dependencies between these axioms over the preceding nine.
Axiom 10. Suppose 0 ≤ x, y < τ and x + y = τ . Then y .
Verification. Both are equal to (x ⊕ y) ⊖ τ .
Before getting to the remaining axioms, we prove some useful lemmas without using Axiom 10. 1.6.
Proof. We have that y + (τ . − y) = τ and z + (τ . − z) = τ . If (τ .
− z) > (τ . − y), then (Axiom 8)
so (Axiom 9) x = y.
1.7.
A miscellany of other axioms. In the course of proving Associativity in Theorem 1 we need various axioms about +, .
−, and τ . Each of these axioms is true (and with a trivial proof) in the [0, τ ] coming from the ordered abelian group Γ with ⊕, so it is natural to use them. One may hope to deduce them from the axioms listed already, but we have not succeeded in doing so. Thus we settle for quite a long list of "ad hoc" axioms, which we now consider in the order in which they occur in the proof of Associativity in 2.8.
Axiom 11. Assume y + z < τ , x + (y + z) = τ , and y + x < τ . Then
− (x + y)).
Note. By Axiom 5 we may safely write x + y + z for x + (y + z) and (x + y) + z and will do so henceforward.
Verification. In all that follows, we construe x, y, z, τ as in the [0, τ ] in (P, < P , ⊕) the non-negative part of an ordered abelian group Γ, where < is identified with < P (namely, the restriction of ≤ to P ), and + with the truncation of ⊕. Then
giving the verification. The subsequent verifications are at the same level of difficulty.
Axiom 12. Assume y+z < τ , x+y+z = τ , y+x = τ , and z+(y .
Verification. (Convention: Any time we write A . − B we assume A ≥ B). We have
x ⊕ y ⊕ z = τ ⊕ ǫ for some ǫ ∈ P , and y ⊕ x = τ ⊕ γ,
Axiom 13. Assume y + x = τ and y + z < τ . Then z + (y .
and
Axiom 14. Assume y + z = y + x = τ and z + (y . − (τ . − x)) < τ . Then
Axiom 15. Assume y + z = τ , y + x = τ , and x + (y .
Verification. Let
as before. Then
Axiom 16. Assume
Verification.
2. Truncated ordered abelian groups and ordered abelian groups 2.1. A truncated ordered abelian group (TOAG) is a linear order [0, τ ] with a + satisfying Axioms 1-16.
2.2.
Theorem 2.1. Let [0, τ ] be a truncated ordered abelian group with + and ≤. Then there is an ordered abelian group Γ, under ⊕ and ≤ Γ , with P the semigroup of non-negative elements, and an element τ P of P so that [0, τ ] with + and ≤ is isomorphic to [0, τ P ] with the addition and order induced by ⊕ and ≤ P on [0, τ P ].
Proof. We begin by constructing P , and then we laboriously verify that it has the required properties.
where ω is the set of finite ordinals k under ordinal addition (+) and order (≤). [0, τ ) has the order induced form [0, τ ].
P is lexicographically ordered with respect to the two orderings just specified. Let ≤ P be the lexicographic order.
Let 0 =< 0, 0 >∈ P , the least element of P . Let τ P =< 1, 0 >∈ P . We
This comes up all the time in what follows, and the axioms from Axiom 10 on relate to it.
Note that both are symmetric in y and z and are complements of each other. The main point is that Case 2 is equivalent to both y ≥ τ .
− z and z ≥ τ . − y. Moreover Axiom 10 implies that in Case 2
Defining ⊕.
We define < k, y > ⊕ < l, z > to be < k + l, y + z > if < y, z > in Case 1, and If y = 0 we are in Case 1 so < k, y > ⊕ < l, z >=< k + l, z >, so if k = 0, this is equal to < 0, z >.
This completes the proof in all the cases. But now x ≤ y, and (by Lemma
(we are in Case 2), giving the result.
2.8. Associativity. Verifying this is the most tedious task of all. We can profit a bit from having already proved commutativity. We need to prove: So we should calculate (1) via, firstly, Case of (y, z) and then Case of x and righthand coordinate of < l, y > ⊕ < m, z >. Then do same for (3), switching x and z.
The simplest situation for (1) is:
Situation 1. (y, z) in Case 1 and then right-hand coordinate of < l, y > ⊕ < m, z > is in Case 1 with x. So calculation gives y + z + x < τ and value of (1) is
This is exactly the same as we get from (3) assuming (y, x) in Case 1, and so is z with right-hand coordinate of < l, y > ⊕ < k, x >, and so we verify one instance of associativity, when x + y + z < τ . 
and by Axiom 12 we have (1) = (3) in this subcase. 
giving the value of (1). With the same assumptions on (x, y, z), we try to compute (3). The assumptions are y + z = τ and x + (y . − (τ . − z)) = τ .
But this is inconsistent with Axiom 6 since x + (y . − (τ . − z)) = τ . x) ) < τ . This is inconsistent by Axiom 15, since
and by Axiom 16 this equals
This concludes the proof that ⊕ is associative.
2.9. Cancellation. In the preceding we have established that (P, ≤ P , ⊕) is a commutative ordered monoid with 0 as least element. In 2.7 we show (en passant) that < k, x >≤< k, x > ⊕ < l, y > for any < k, x >, < l, y >.
It remains to prove cancellation or relative complementation, namely: 
This completes the proof of Theorem 2.1.
2.10. We are going to use Theorem 2.1 only for discretely ordered TOAG, in fact only the [0, τ ] coming from models of Presburger arithmetic.
2.11. Presburger truncated ordered abelian groups. In our applications we take Presburger arithmetic (cf. [6] ) to be formulated in the language of ordered groups with a distinguished constant 1 (to denote the least positive element). We generally drop the distinction between the group Γ and its non-negative part.
Note that 0 = 1 in models of Presburger.
We now consider Presburger truncated ordered Abelian groups, i.e. truncated ordered Abelian groups of the form [0, τ ] with distinguished element 1, the least positive element (we do not insist that 1 < τ ), which are truncations of models of Presburger. Thus < k, x > is congruent "modulo" n to an integer less than n, and we are done. The answer to this is well-known [6] . Namely, the pure 1-type of an element x in P , the non-negative part of a model of Presburger, is determined by (A) Whether or not x ∈ {0, 1, 2, . . . }, (B) The remainder of x modulo n for each positive integer n. Proof. Immediate from the preceding.
Elementary theories of

3.2.
