Engineering Task Force (IETF) framework. It is a versatile solution to address the problems faced by present-day networks like speed, scalability and traffic engineering. However, the Quality of Service (QoS) management of MPLS is made by static methods. In this paper, we propose a solution based on MultiAgent Systems (MAS) to manage the QoS into MPLS by adequate adaptive methods.
Introduction
The Multi-Protocol Label Switching (MPLS) [10] is a new technology that integrates the label-swapping paradigm with network-layer routing. This means that it uses labels, instead of IP addresses, to forward packets.
MPLS network provides more advantages than the traditional IP networks like the Traffic Engineering (TE) [3] . With the use of TE, MPLS provides a considerable efficient traffic control [11] more than the traditional OSPF or IS-IS. In addition, MPLS provides the Virtual Private Networks [5] which are currently the most selected by a wide range of costumers to provide private services, etc. Many protocols can be used to distribute labels, LDP (Label Distribution Protocol) [1] , CR-LDP (Constraint based-LDP) [2] and RSVP-TE [4] . With these previous features, the MPLS management is not as simple as a traditional management function.
As network conditions frequently change, the network must be able to recognize and adapt itself to the running traffic conditions in order to choose the most appropriate algorithm to be used.
In line with this, recent researches showed the effectiveness of Multi-Agent System (MAS) for the dynamic management of distributed systems. This explains our tendency to use a Multi-Agent System to introduce some decision-making abilities in the complex network management tasks. This paper is organized as follows. We first find the decision points into MPLS, and then we present our proposed architecture. Finally, we make a brief conclusion.
The actual weakness of MPLS
Currently, the actual weakness of MPLS resides in its inability to provide application-level routing intelligence, which is a fundamental component especially for voice delivery [9] .
Voice over IP (VoIP) is a critical application that requires intelligent routing alternation on the call level to prevent latency, delay, packet loss and jitter and this cannot be provided by MPLS.
Adapting MPLS to VoIP traffic necessitates the distinction of different traffic types. Some solutions, which couple MPLS with DiffServ or RSVP, were proposed to solve MPLS limitations.
DiffServ over MPLS, according to [9] , is able to provide end-to-end solution for MPLS only if the entire traversed path is controlled by a single entity. Most importantly, "DiffServ does nothing to solve the static route problem of MPLS" [9] while it introduces complexity into the architecture.
The implementation of RSVP with MPLS enables the reservation of bandwidth on a router for each LSP. In this way, it is possible to prevent an overbooking in the router from the start. However it does nothing to solve the fluctuating demands of VoIP.
Even with these proposed solutions, MPLS remains unable to guarantee the QoS of incoming traffic, so it is very essential to find another solution. Our proposition is based on the introduction of an MAS within the MPLS domain, to do that, we must first find the positions in which the intelligent agents will be introduced. These positions are the MPLS decision points.
MPLS Decision points
One of the most important steps of our research is to find the MPLS decision points. Once found, we can add our agents within these points.
The first MPLS decision point
Different types of traffic flows arrive to the entry of the MPLS domain. The classification of the packets is done just at the entry of the domain by the I-LSR (Ingress-Label Switch Router), by assigning a particular packet to a particular FEC (Forwarding Equivalence Class). Within the domain, there is no reclassification, packets are just switched.
Currently the most used criteria to build FEC is based on the prefix or the destination address, by taking advantage from the aggregation of flows that have the same destination. Aggregation may reduce the number of labels which are needed to handle a particular set of packets. However, it does not take into account the type of traffic, and degrades as a result the network performance.
We propose to introduce an intelligent agent on the level of each I-LSR router which is an efficient and a pertinent decision point. This agent will have as a role to examine the incoming flows and to create for each type of traffic a different FEC and consequently a different LSP, even for traffics which have the same destination.
As each E-LSR (Egress-LSR) is at the same time an I-LSR for the packets forwarded in the opposite direction, then our agent will be introduced on the level of each LER (Label Edge Router) within the MPLS domain, and consequently we obtain a Multi-Agent System (Fig .1) . 
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The second MPLS decision point
According to [6] , an LSR is capable of label merging if it can receive two packets from different incoming interfaces, and/or with different labels, and send both packets on the same outgoing interface with the same label.
In the following example (Fig. 2) , if LSR R6 was merge-capable, it simply would act as an E-LSR to upstream neighbors and as Merge LSR to downstream neighbors [6] . Then, it would perform aggregation of requests from upstream neighbors R1 and R2, reducing as a result the label consumption within the MPLS Network. To do the aggregation, flows must be in the same FEC.
Furthermore, label merging causes a small delay because it is designed for IP traffic and need not to be used for delay-sensitive traffic.
Our proposal is to introduce an agent on the level of the LSR R6 having for role to activate the merge-capable of R6 when traffic is not delay-sensitive and to deactivate it in other cases. As a consequence, the two LSP will be aggregated into only one LSP from their point of intersection. 
MPLS Multi-Agent System Model
Our approach is based on the architecture developed in [7] . It is two-level architecture: The level 1 (Adaptation Level) contains the Master agent which monitors the agents of level 0 (Activated Protocols Level) (Fig. 3) .
The most critical issues in MPLS are the creation of LSP, the aggregation of flows, the distribution of these flows to LSP taking into account their natures, etc. According to this, the level 0 will be composed of several agents: LSP Creator Agent, Aggregator Agent, etc (Fig. 3) .
The Master Agent observes the current router conditions and chooses the most appropriate protocols to the other agents under its responsibility. Each agent of level 0 has a set of protocols dedicated to the task it is in charge of. For example, LSP Creator agent establishes some rules for selecting which label distribution protocol to use under which circumstances. Each Master Agent possesses a set of rules allowing to select the appropriate protocols to activate, and therefore to select the best actions to execute. These rules respond to a set of events and trigger the actions which affect the protocols supervised by that Master Agent.
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Their role is to manage a set of protocols in order to provide the best functioning of the node and to avoid incoherent decisions within the same node. These rules give the node the means to guarantee that the set of actions executed, at every moment, by its agents are coherent, in addition to be the most relevant to the current situation [8] . In order to minimize conflict situations, rules are organized in separate modules following the task they are interested in (Fig. 3 shows an example) .
The Master Agent actions adapt the node's protocols and may consist in: letting the protocol running, modifying the internal functioning of the protocol, inhibiting the protocol, activating the protocol.
The actions undertaken by the node have local consequences but may influence the decisions of the other nodes. In fact, by sending messages bringing new information on the sender node's state, a receiver's Master Agent rule may be triggered. This can involve a change within the receiver node (the inhibition of an activated protocol, or the activation of another one, etc.). This change may have repercussions on other nodes, and so forth until the entire network becomes affected.
This dynamic process aims to adapt the network to new conditions and takes advantage of the agents' abilities to alleviate the global system. We argue that these agents will achieve an optimal adaptive management process because of the following two points: (1) each agent holds different processes (protocols and adaptive selection of these protocols) allowing to take the most relevant decision at every moment; (2) the agents are implicitly cooperative in the sense that they possess rules that take account of the neighbors' state in the process of protocols' selection.
Conclusions and future work
This paper presents the first step towards an adaptive and intelligent MPLS network. As QoS management configuration may not be suitable for all traffic scenarios, a solution is required in order to respond to this challenge, improve the network performance and satisfy users' requests. Our proposed solution is based on MultiAgent Systems. Future work in this area should explicitly address the agents' rules in our two-level model improving as a result our architecture. Once defined we will move to make a testbed.
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