We consider a Dirac operator with short range potential and with eigenvalues. We add a nonlinear term and we show that the small standing waves of the corresponding nonlinear Dirac equation (NLD) are attractors for small solutions of the NLD. This extends to the NLD results already known for the Nonlinear Schrödinger Equation (NLS).
Introduction
We consider iu t − Hu + g(uu)βu = 0 with (t, x) ∈ R × R The unknown u is C 4 -valued. Given two vectors of C 4 , uv := u · v is the inner product in C 4 , v * is the complex conjugate, u · v * is the hermitian product in C 4 , which we write as uv * = u · v * . We set u := βu * , so that uu = u · βu * . We introduce the Japanese bracket x := 1 + |x| 2 and the spaces defined by the following norms:
, where u is the Fourier transform; H k,s (R 3 , C 4 ) defined with u H k,s (R 3 ,C 4 ) := x s u H k (R 3 ,C 4 ) ;
For f , g ∈ L 2 (R 3 , C 4 ) consider the bilinear map
f (x)g(x)dx = R 3
f (x) · g(x)dx.
(1.3)
We assume the following.
(H1) g(0) = 0, g ∈ C ∞ (R, R).
(H2) V ∈ S(R 3 , S 4 (C)) with S 4 (C) the set of self-adjoint 4 × 4 matrices and S(R 3 , E) the space of Schwartz functions from R 3 to E, with the latter a Banach space on C.
(H3) σ p (H) = {e 1 < e 2 < e 3 · · · < e n } ⊂ (−M , M ). Here we assume that all the eigenvalues have multiplicity 1. Each point τ = ±M is neither an eigenvalue nor a resonance (that is, if (D M + V )u = τ u with u ∈ C ∞ and |u(x)| ≤ C|x| −1 for a fixed C, then u = 0).
(H4) There is an N ∈ N with N > M (min{e i − e j : i > j}) −1 s.t. if µ · e := µ 1 e 1 + · · · + µ n e n then µ ∈ Z n with |µ| ≤ 4N + 6 ⇒ |µ · e| = M (1.4) (µ − ν) · e = 0 and |µ| = |ν| ≤ 2N + 3 ⇒ µ = ν.
(1.5) (H5) Consider the set M min defined in (2.5) and for any (µ, ν) ∈ M min we consider the function G µν (x) ( see the proof of Lemma 5.11), G µν (ξ) the Fourier transform associated to H of G µν (x), the sphere S µν = {ξ ∈ R 3 : |ξ| 2 + M 2 = |(ν − µ) · e| 2 }. Then we assume that for any (µ, ν) ∈ M min the restriction of G µν on the sphere S µν is G µν | Sµν = 0.
To each e j we associate an eigenfunction φ j . We choose them s.t. Re φ j , φ * k = δ jk . To each φ j we associate nonlinear bound states. Proposition 1.1 (Bound states). Fix j ∈ {1, · · · , n}. Then ∃a 0 > 0 s.t. ∀z j ∈ B C (0, a 0 ), there is a unique Q jzj ∈ S(R 3 , C 4 ) := ∩ t≥0 Σ t (R 3 , C 4 ), s.t.
HQ jzj + g(Q jzj Q jzj )βQ jzj = E jzj Q jzj , Q jzj = z j φ j + q jzj , q jzj , φ * j = 0, (1.6) and s.t. we have for any r ∈ N:
(1) (q jzj , E jzj ) ∈ C ∞ (B C (0, a 0 ), Σ r × R); we have q jzj = z j q jzj (|z j | 2 ) , with q jzj (t 2 ) = t 2 q j (t 2 ), q j (t) ∈ C ∞ ((−a 0 2 , a 0 2 ), Σ r (R 3 , C 4 )) and E jzj = E j (|z j | 2 ) with E j (t) ∈ C ∞ ((−a 0 2 , a 0 2 ), R);
(2) ∃ C > 0 s.t. q jzj Σr ≤ C|z j | 3 , |E jzj − e j | < C|z j | 2 .
For the Σ r see sect 2.1. The only non elementary point in Prop. 1.1 is the independence of a 0 with respect of r (which strictly speaking is not necessary in this paper), which can be proved with routine arguments as in the Appendix of [12] . Definition 1.2. Let b 0 > 0 be sufficiently small so that for z j ∈ B C n (0, b 0 ), Q jzj exists for all j ∈ {1, · · · , n}. Set z j = z jR + iz jI for z jR , z jI ∈ R and D jA := We will prove the following theorem. Theorem 1.3. Assume (H1)-(H5). Then there exist ǫ 0 > 0 and C > 0 such that for ǫ = u(0) H 4 < ǫ 0 then the solution u(t) of (1.1) can be written uniquely for all times as u(t) = n j=1 Q jzj (t) + η(t) with η(t) ∈ H c [z(t)]
(1.9)
such that there exist a unique j 0 , a ρ + ∈ [0, ∞) n with ρ +j = 0 for j = j 0 , such that |ρ + | ≤ C u(0) H 4 and an η + ∈ H 4 with η + L ∞ ≤ C u(0) H 4 such that we have
(1.10)
Furthermore we have η = η + A(t, x) such that for preassigned p 0 > 2, for all p ≥ p 0 and for
we have z L ∞ t (R+) + η Theorem 1.3 is a version for the NLD of the result proved for the NLS in [12] . We recall that the dynamical properties of small solutions of the NLS have been investigated in a long list of papers. In particular, after initial work on orbital stability in [20] , the asymptotic convergence to standing waves (obtained here when ρ + = 0 in Theorem 1.3) has been studied in [22] - [25] , [19] , [28] - [31] , [16] , [15] . We refer to [12, 9] for more references. Theorem 1.3 features a rather peculiar property of nonlinear systems. In the case of the linear Dirac equation iu t = Hu we know that the topological disks of standing waves of Proposition 1.1 are in fact planes, that the standing waves e iEjz j t Q jzj (x) decouple from each other and from the continuous spectrum components, and in particular that any linear combination of standing waves is a solution.
After adding to the Dirac equation a nonlinearity such as in (1.1), the sets of standing waves still persist, only in a more complicated form. In particular at small energies there are manifolds, topological disks in our case, of standing waves.
When there is only one such topological disk, that is when n = 1 in (H3), there is not a substantial difference between the evolution under the NLD with or without nonlinearity, as shown in the case of the NLS in [16] , and as shown here for the NLD. However, when there are two or more disks, that is n ≥ 2 in (H3), then the literature consistently suggests, and we prove in Theorem 1.3 under a certain set of hypotheses, that linear combinations of two or more standing waves, or specifically nonlinear quasi-periodic versions of linear combinations of standing waves, should not be solutions of the NLD even in an asymptotic sense, and that instead the union of the disks of standing waves is an attractor for the system. Small solutions of the NLD and of the NLS are asymptotically equal to exactly one standing wave (possibly the vacuum), up to radiation which scatters and up to a phase factor, because of nonlinear interactions between the various components of the solutions, in particular because of friction induced by the radiation on the discrete modes. This phenomenon is discussed at length in [7] , in [24, 25] , in [28] - [31] , in [2, 9, 12] and in the references therein.
As we mentioned Theorem 1.3 is totally consistent to the results in [12] and in previous literature. In fact in the present paper we show how to partially extend the result in [12] to the case of the NLD. Most of work, at the level of the search of appropriate sets of coordinates, is the same of [12] , since in terms of the Hamiltonian formalism used in [12] , NLD is the same as NLS.
The difference of course is that the NLD requires its own set of technical machinery about linear dispersion theory, Strichartz and smoothing estimates, which is not the same of the NLS and which is tricker to prove. Nonetheless, all the linear theory we need here has been already developed in the literature, in particular in [4, 5, 6] . Notice that these latter references all deal with problems of asymptotic stability of standing waves of the NLD. In particular [4, 5] discusses partial extensions to the NLS of the results in [22] - [25] , [19] , [28] - [31] , [16] .
Since the main ideas come from [12] we will refer to therein for an extensive discussion of the of the main issues and differences with the previous literature. Here we will only mention succinctly few points. First of all there is a model system where the result can be proved rather easily, and this is represented by the NLD in the coordinate system which is the domain of the map (4.17). Using the linear dispersion theory of Dirac operators developed mostly in [4, 5] and some work in [6] , it is rather standard to prove our result in this model problem. In [12] there is a long discussion about the lack of sufficient uncoupling between standing waves inside the energy, reflected in the fact that in the expansion of the energy in (3.3) in the second line the summation on l starts from 0. However, after moving to Darboux coordinates, the same expansion has the summation on l starting from 1, see (3.3) . This is crucial in the proof, but is solved in [12] and is not discussed here. After that, by the Birkhoff normal form argument we reduce to the model case. This part is proved in [12] , so that here we only state the result in Theorem 4.6. The rest of the proof consists in proving dispersion of the continuous component of the solution (and here we use the technology of Dirac operators in [4, 5] ) and the so called Nonlinear Fermi Golden Rule which shows that all the discrete modes, except at most one, converge to 0. This part of the proof is similar to [12] (but with some slight modification in the spirit of [10] because of the possible presence of pairs of eigenvalues with different signs). We point out that the fact that here u 0 ∈ H 4 is required in the proof of Lemma 5.11, in particular in (5.39).
Here as in [12] we do not prove, as done in [2] in an easier setting, that hypothesis (H5) holds for generic pairs (V, g(uu)). While in [12] what was missing to repeat the argument in [2] was a meaningful mass term, here we have mass M but the dependence of the linear operator H on M requires new ideas.
Furthermore, while in Theorem 1.4 [12] we prove whether a given standing wave is orbitally stable or unstable, we do not give here a similar result.
2 Further notation and coordinates
Notation
For k ∈ R and 1 ≤ p, q ≤ ∞, the Besov space
* and for all ξ ∈ R 3 , and ϕ 0 = 1 − j∈N * ϕ j . It is endowed with the norm f B k p,q .
• We denote by N = {1, 2, ...} the set of natural numbers and set N 0 = N ∪ {0}.
• Given a Banach space X, v ∈ X and δ > 0 we set
• We denote z = (z 1 , . . . , z n ), |z| := n j=1 |z j | 2 .
• We set ∂ l := ∂ z l and ∂ l := ∂ z l . Here as customary
• Occasionally we use a single index ℓ = j, j. To define ℓ we use the convention j = j. We will also write z j = z j .
• We will consider vectors z = (z 1 , ..., z n ) ∈ C n and for vectors µ, ν ∈ (N ∪ {0}) n we set
n . We will set |µ| = j µ j .
• We have dz j = dz jR + idz jI , dz j = dz jR − idz jI .
• We consider the vector e = (e 1 , ...., e n ) whose entries are the eigenvalues of H.
Remark 2.1. We draw the attention of the reader to the fact that the complex conjugate of v ∈ C 4 is v * with v = βv * while for ζ ∈ C the complex conjugate is ζ which is more convenient notation in some later formulas than writing ζ * .
Coordinates
The first thing we need is an ansatz, see Lemma 2.6 [12] .
and satisfies the gauge property
We now recall from [12] the following definitions.
Definition 2.3. Given z ∈ C n , we denote by Z the vector with entries (z i z j ) with i, j ∈ [1, n] ordered in lexicographic order. We denote by Z the vector with entries (z i z j ) with i, j ∈ [1, n] ordered in lexicographic order but only with pairs of indexes with i = j. Here Z ∈ L with L the subspace of C n0 = {(a i,j ) i,j=1,...,n : i = j} where n 0 = n(n − 1), with (a i,j ) ∈ L iff a i,j = a j,i for all i, j. For a multi index m = {m ij ∈ N 0 : i = j} we set Z m = (z i z j ) mij and |m| := i,j m ij .
Definition 2.4. Consider the set of multiindexes m as in Def. 2.3. Consider for any k ∈ {1, ..., n} the set
m ij (e i − e j ) = 0 and |m| ≤ r}.
We also set M = M (2N + 4) and
Lemma 2.5. The following facts hold.
(1) If (µ, ν) ∈ M min then for any j we have µ j ν j = 0.
Proof. First of all it is easy to show that (µ, ν) ∈ M (r) if and only if |ν| = |µ| + 1, |µ| ≤ r and
This proves claim (1) . By (µ− ν)·e = (α− β)·e and (H3) we obtain µ− ν = α− β, which by claim (1) yields (µ, ν) = (α, β).
By an use of the same argument of [12] we obtain Lemma 2.6. Assuming (H3) then the following properties are fulfilled.
(
(2) For |m| ≤ 2N + 3 and any j we have a,b (e a − e b )m ab − e j = 0.
The following elementary lemma is very similar to Lemma 2.4 [12] .
Lemma 2.7. We have the following facts.
( such that we have
and moreover there are two indexes
and such that for |z| ≤ 1
Proof. The proof is very similar to Lemma 2.4 in [12] . For example, (2.6) follows immediately from
with the latter inequality due to the definition of N . All the other claims can be proved like the rest of Lemma 2.4 in [12] .
Since (z, Θ) in (2.1) are not a system of independent coordinates we need the following, see Lemma 2.5 [12] .
, we have the following properties.
(2) For any r > 0, we have
(4) We have, summing on repeated indexes,
where, for Z as in Def. 2.3, we have B j (z) = B j ( Z) and C j (z) = z i z ℓ C iℓj ( Z), for B and C iℓj smooth in Z.
(5) We have for r ∈ R with Z as in Definition 2.3
Then Lemma 2.6 gives us a system of coordinates near the origin in H 4 . The simple proof is the same of Lemma 2.6 [12] .
is with values in H 4 and is C ∞ . Furthermore, there is a
) the above map is a diffeomorphism and
Finally, we have the gauge properties u(e iϑ z, e iϑ η) = e iϑ u(z, η) and and
We end this section exploiting the notation introduced in claim (5) of Lemma 2.8 to introduce two classes of functions. First of all notice that the linear maps η → η, φ * j extend into bounded linear maps Σ r → R for any r ∈ R. We set
The following two classes of functions will be used in the rest of the paper. Recall that in Def. 2.3 we introduced Z ∈ L with dim L = n(n − 1).
Definition 2.10. We will say that
, if there exists a C > 0 and a smaller neighborhood A ′ of 0 s.t.
We will specify
and
We will omit t if there is no dependence on such variables. We write
Definition 2.11. We will say that an
Remark 2.12. For given functions F (t, z, η) and T (t, z, η) we write
K,M (t, z, Z, η) when they are restrictions to the set of vectors Z ∈ {(z i z j ) i,j=1,...,n : i = j} of functions satisfying the two above definitions. Furthermore later, when we write R i,j
do not mean independence by the variable η.
Invariants
Equation (1.1) admits the energy and mass invariants, defined as follows for G(0) = 0 and
Notice that ∇E = 2Hu + 2g(uu)βu. Then equation (1.1) can be interpreted as
Proposition 3.1. We have the following expansion of the energy for arbitrary N :
where:
In order to prove Proposition 3.1 we set
By Taylor expansion, we write
We expand
To prove Proposition 3.1 we compute the terms of
We have the following equalities:
In particular we have
Proof. We get (3.10) by
We get (3.11) by
and by
We now examine the r.h.s. of (3.9).
Lemma 3.3. Consider the first two terms in the r.h.s. of (3.9). We then have
where the coefficients in the r.h.s.'s have the properties listed in claim (1) 
The α k (z) are gauge invariant, so that we can apply to them claim (2) of Lemma 3.4 below. Furthermore, since α k (z) = O(|Z|) we conclude that in the expansion (3.14) for α k (z) we have equalities
Lemma 3.4. The following facts hold:
Proof. This elementary lemma is proved in the course of the proof of Lemma 3.1 [12] .
Lemma 3.5. Assuming (H3) we have the following facts.
The 3rd term in the r.h.s. of (3.9) is dealt by the following lemma. 
Proof. By Lemma 3.2 and by claim (2) in Lemma 2.8 we have
The last line yields the last term of (3.16) and it is straightforward to see that it has the required properties.
To finish the discussion of the r.h.s. of (3.9) we need to compute R P . We consider first a preparatory lemma. 
We have
All the terms in the formulas for A and B can be expressed as
Therefore R P admits an expansion of the form (3.17), which is absorbed in terms of the r.h.s. of (3.3).
Proof of Proposition 3.1. We have just seen that R P is absorbed in the r.h.s. of (3.3). The other terms of the r.h.s. of (3.9) are treated by Lemma 3.3 and 3.6.
Effective Hamiltonian
In this section we apply the theory of Sections 4 and 5 in [12] which yield an effective Hamiltonian in an appropriate coordinate system, which in turn will be used to prove Theorem 5.1 which yields Theorem 1.3. The first observation is that system (3.2) is Hamiltonian with respect to the symplectic form
Notice that the coordinates in Lemma 2.9 do not form a system of Darboux coordinates for (4.1), see Sect. 4 [12] . We consider the symplectic form
with q ′ j (t) = Remark 4.1. Notice that Ω 0 is the same local model symplectic form of [12] . As explained in [12] we do not know if Proposition 4.2 below holds when choosing γ j ≡ 0. In Sect. 4 [12] the following proposition is proved.
Proposition 4.2 (Darboux Theorem).
There exists a δ 0 ∈ (0, d 0 ) s.t. the following facts hold.
(1) There exists a gauge invariant 1-form Γ = Γ jA dz jA + Γ η , dη + Γ η * , dη * with
(2) For any preassigned r ∈ N and for any (t, z, η)
Then the following facts hold.
(3.1) For δ 1 ∈ (0, δ 0 ) sufficiently small we have
2) The map F = F 1 is a local diffeomorphism of H 1 into itself near the origin, and we have
We have S j (t, e iϑ z, e iϑ η) = e iϑ S j (t, z, η), S η (t, e iϑ z, e iϑ η) = e iϑ S η (t, z, η).
We now consider the pullback K := E • F. 
) is a diffeomorphism between domain and an open neighborhood of the origin in
) and furthermore the functional K admits an expansion for r 1 = r 0 −2
where
e j |z j | 2 + Hη, η * and where: G
jm , G
For |m| = 0, G
2mij (z, η) = G 2mij (z) is the same of (3.4). Finally, we have the invariance R 1,2
Proof. The proof of the above statement with possibly nonzero terms also corresponding to l = 0 in both summations in the 2nd line of (4.8) is elementary, see Lemma 4.10 in [12] and Lemma 4.3 [11] . The key fact that in the 2nd line of (4.8) both summations start from l = 1 and there are no l = 0 is proved in the Cancelation Lemma 4.11 in [12] Consider now the symplectic form Ω 0 in (4.2). We introduce an index ℓ = j, j, for j = j with j = 1, ..., n. We write ∂ j = ∂ zj and
r , its Hamiltonian vector field X F is defined by i XF Ω 0 = dF . We have summing on j
where (4.9) is used also to define ∇ ξ F for ξ = η, η * . Comparing the components of the two sides of (4.9) we get for 1
Given G ∈ C 1 (U, C) and F ∈ C 1 (U, E) with E a Banach space, we set {F, G} := dF X G . 
The following result is proved in [12] 
) and (4.14)
and s.t., if we set 
where, for coefficients like in Def. 4.4 for (r, m) = (r ι , ∞),
.). (4.16)
We have R 
Furthermore, by taking all the δ ι > 0 sufficiently small, we can assume that all the symbols in the proof, i.e. the symbols in (4.18) and the symbols in the expansions (4.15), satisfy the estimates of Definitions 2.10 and 2.11 for |z| < δ ι and η Σ r(ι) < δ ι for their respective ι's.
Dispersion
We apply Theorem 4.6, set H = H (2N +4) so that for some r ∈ N which we can take arbitrarily large,
Our ambient space is H 4 (R 3 , C 4 ). So under (H1) the functional u → g(uu)βu is locally Lipschitz and (1.1), (3.2) and the equivalent system with Hamiltonian H(z, η) and symplectic form Ω 0 , are locally well posed, see pp. 293-294 volume III [26] . By standard arguments, see [12] , Theorem 5.1 below implies Theorem 1.3.
Theorem 5.1 (Main Estimates).
Consider the constants 0 < ǫ < ǫ 0 of Theorem 1.3. Then if ǫ 0 is sufficiently small there is a fixed C 0 > 0 such that for I = [0, ∞) we have:
≤ Cǫ for all the pairs (p, q) as of (1.11)
Furthermore, there exists ρ + ∈ [0, ∞) n s.t. there exist a j 0 with ρ +j = 0 for j = j 0 and there exists 
Proof of Proposition 5.2
We start this section by itemizing some result known in the literature, then we prove some ancillary tools required for the proof of Proposition 5.2. The following theorem is Theorem 1.1 [4] Theorem 5.3. Under hypotheses (H2)-(H3) for s > 5/2 and any k ∈ R we have
The subsequent is Theorem 1.1 in [5] .
Theorem 5.4 (Smoothness estimates).
For any τ > 1 and k ∈ R ∃ C s.t.
The following is Theorem 3.1 in [4] .
The following is Theorem 1.2 in [5] .
Theorem 5.6 (Strichartz estimates). For any
p and (p, θ) = (2, 0), and for any reals k, k 16) for any (a, b) chosen like (p, q), and h − k ≥ α(q) + α(b).
We have the following facts concerning the resolvent of the operator D M , see [4, 5, 6 ].
Lemma 5.7. The following facts are true.
(5.17) where x = x/|x| and where for ζ = e iϑ r with r ≥ 0 and ϑ ∈ (−π, π) we set
(2) For any τ > 1 there exists C s.t.
(3) For any τ > 1 the following limits exist in B(
and the convergence is uniform for λ in compact subsets of R\(−M , M ).
By Lemma 5.7 above we are able to deal with the resovent of the perturbed Dirac operator H.
Lemma 5.8. For any preassigned τ > 1 the following facts hold.
(1) The limits
and the convergence is uniform in compact subsets of (−∞, −M ) ∪ (M , ∞).
(2) There exists a constant
and any ε ≥ 0 we have
Proof. Claim (1) 
This equality continues to hold on R ± i0 by Lemmas 5.7 and 5.8. We then have
Then by (5.19) we have R 23) which follows from the analytic Fredholm alternative.
Remark 5.9. Notice that (5.23) is in fact true for Λ = R by (H3) and, for large λ, by [13] , see Appendix A [6] . The next lemma is proved by an argument of [17] reviewed in Lemma 5.7 [6] .
Lemma 5.10. Consider pairs (p, q) as in Theorem 5.6 with p > 2, k ∈ R arbitrary and k ′ −k ≥ α(q). Then for any τ > 1 there is a constant C 0 = C 0 (τ, k, p, q) such that 
Proof. By picking ǫ 0 > 0 sufficiently small and ǫ = u(0) H 4 < ǫ 0 , for a fixed c 1 > 0 for the final coordinates (z(0), η(0)) of u(0) we have
We have for
We rewrite
Notice that (5.6) is the same as
We have the following lemma.
Lemma 5.12. For I T := [0, T ] and for S ∈ R and ǫ 0 > 0 small enough then for a constant C(S, C 0 ) independent from T and ǫ we have
Proof. The proof is standard. For example we have r
We have for a fixed c 1 > 0
The rest of Lemma 5.12 follows by the fact that for arbitrarily preassigned S > 2
R 1 is a sum of various term obtained from the expansion (5.2). The following estimates are proved in [12] : Thanks to Lemma 5.12 then Lemma 5.11, is a consequence of Lemmas 5.13 and 5.14 below.
Lemma 5.13. Consider iψ − Hψ = F where P c and ψ = P c ψ. Let k ∈ Z with k ≥ 0 and τ 0 > 1. Then for (p, q) as in (1.11) and τ 0 > 1 for a constant C = C(p, q, k, τ 0 ) we have
) and we write
Estimate (5.35) in the special case F = 0 is a consequence of (5.14) and (5.11). The case ψ 0 = 0, F 2 = 0 follows by (5.16) and (5.11). Finally, the case ψ 0 = 0, F 1 = 0 follows by (5.24) and (5.13).
Lemma 5.14. Using the notation of Lemma 5.13, but this time picking τ 0 > 3/2, we have
Proof. The argument is the same of Lemma 10.5 [6] . We consider
We have for k ∈ (1/2, 3]
by the flat version of (5.14), which holds by [4] . Similarly we have
where we have used
for fixed C ′′′ > 0 and fixed τ 0 > 3/2. With F 2 replaced by V ψ we get a similar estimate. This yields inequality (5.37).
Setting M = M (2N + 4), see Def. 2.4, we now introduce a new variable g setting
The following lemma is an easier version of Lemma 10.7 [6] and so we give the proof in few lines.
Lemma 5.15. Assume the hypotheses of Prop. 5.2 and fix S > 9/2. Then there is a c 1 (S) > 0 s.t. for any C 0 there is a ǫ 0 = ǫ 0 (C 0 , S) > 0 such that for ǫ ∈ (0, ǫ 0 ) in Theor.1.3 we have
Proof. We have iġ = Hg + A + T where
We then have
The rest of the proof of Lemma 5.15 follows by Lemma 5.16 below, which is the analogue of Lemma 6.5 [12] , and by exactly the same proof of Lemma 6.4 [12] .
We get, following the proof of Lemma 5.8 [6] . is a unitary matrix and e j are vectors of the canonical basis of C 4 (for more details see [27] , Section 1). We recall that the transformation v(ξ)F (u)(ξ) = 1 (2π) . Consequently we can define the distorted plane wave functions ψ ± V (x, ξ) ∈ M 4 (C) associated to the continuous spectrum of H (see for instance [1] and [2] for the cases of Schröndinger and Klein-Gordon) as follows, [4] . Notice that the we have also the relation F (g)(ξ) = v * (ξ)F 0,± (g)(ξ). Motivated by this we state the following lemma Lemma A.1 (Plemelji formula for R ± H (L)). Let be L ∈ R\(−M , M ), then we have the following representation of the resolvent of the perturbed Dirac operator H given as in Lemma 5.8, 8) and
shows that the r.h.s of identity (A.13) is equal to
which in turn implies the identity (A.8). A similar discussion (actually easier) yields
