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1. INTRODUCTION 
In 1897, Nicoletti [11] introduced boundary conditions at more than 
two points into a differential system. Since then myriads of interface 
systems have been studied. The papers of Whyburn [ 14, 151 contain 
references to numerous contributions made in this area prior to 1955. More 
recent developments are referred to in the 1975 papers of Brown [S, 63 and 
Krall [lo]. Few of these, however, relate directly to interface Sturm- 
Liouville systems. Perhaps the first extensive study of this kind of problem 
was that of Sangren [12] in 1953. Subsequent studies have produced a 
number of important applications of such systems [ 1, 13, 161 as well as 
some interesting theoretical results [2, 3,4]. In this paper subsystems of 
interface Sturm-Liouville systems are identified and several significant 
results concerning the related auxiliary functions, characteristic functions, 
and characteristic values are established. These find immediate use in prac- 
tical problems which involve unlike layers of material. An illustrative exam- 
ple is included which illustrates the main ideas. 
2. PRELIMINARY DEFINITIONS AND THEOREMS 
Since we shall be dealing with interlacing properties of zeros of functions, 
it is important that we have this concept clearly in mind. 
DEFINITION 1. The zeros of a function f(A) interluce the zeros of a 
function g(1) on an interval I if, and only if, on this interval: 
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1. no simple zero of g(n) is a zero of f(i) 
2. each double zero of g(I*) is a zero of f(jL) 
3. all zeros of f(n) are simple whereas the zeros of g(J) are either 
simple or double 
4. between any two consecutive zeros of g(J), whether simple or 
double, there is exactly one zero off(I). 
This definition becomes one for separation of the zeros of g(L) by those 
of f(L) if all zeros of g(n) are simple. 
Now let F(I) be any function expressible in the form 
F(A) =f,(n)f4(n) -fi(n)f3(jb)> (1) 
where fr , f2, f3, and f4 are continuously differentiable functions over an 
interval I, and define 
W&J) = fjU) f;(j.) 
fi'(A) J;'U) 
(2) 
to be the wronskian off, and fi, 1 < i, j < 4. Then, if 
w,,(n) W,,(A) -co on I (3) 
the following fundamental interlacing theorem applies [2, pp. 71-751: 
THEOREM 1. The zeros of F(A) interlace the zeros of either of the product 
functionsf,(I+) f,(A) or f,(A) f4(A) on I. 
Another theorem that will be useful later on has to do with the charac- 
teristic numbers of an ordinary Sturm-Liouville system consisting of a 
differential equation of the type 
[r(x) y’l’ + [I~~zp(~) + q(x)1 .v = 0 a6x6h (4) 
and boundary conditions 
a1y’(a)+b, y(a)=0 ~1 y'(b) + d, y(b) = 0, (5) 
where the functions r, p, and q are real and continuous, and r(x) and p(x) 
are positive on [a, h]. The coefficients a,, h,, c,, and d,, as well as the 
functions r, p, and q are independent of 2. Moreover, u: + h: #O and 
c: + d: # 0. The theorem says [9, p. 2351: 
THEOREM 2. An ordinary Sturm-Liouville system has a countably infinite 
set {A,,} of characteristic values. This set has u smallest member, is unboun- 
ded above, and has no finite limit point. 
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3. INTERFACE STURM-LIOUVILLE SYSTEMS 
All interface Sturm-Liouville systems considered in this paper are of the 
type characterized in [3, pp. 2-31. Each such system consists of a set of 
differential equations 
over K adjoining intervals, accompanied by 2K auxiliary conditions 
(0; 1) U,(y,)~a,y;(a)+b,y,(a)=O 
(‘k l) Uklbk) + Vklbk+ 1) = Cakl htxk) +bk, Ykhk)] 
+ CCkl .&+ I(-%) +dk, Yk+ Ibk)] =o> l<k<K-1 
(k 2, UkZ(yk) + Vk2(yk+ 1) = [ak2y;(xk) +bk2 Yk(Xk)l 
+ [Ck2Yb+,(Xk)+dk2yk+1(Xk)l=0, lQk<K-1 
(1; 4 V,AYK) = c,yk(b) + d,y,(b) = 0, 
where a = x0, xK = b, and 2 < K. The coefficient function r admits of a 
single representation r(x) over [a, b], where r is continuous and r(x) > 0. 
On each subinterval xk _ 1 < x < xk of (a, b), Pk and qk are continuous with 
finite limits at xk- 1 and xk, the limits of pk being positive, and pk(x) > 0. 
Expressions such as y,(x,) and yb(xk) are to be interpreted as the left-hand 
limits 
Ykbk) = lirn ykb) and YbtXk) = lim y;(x), 1 bk6K. (2a) 
Similarly, yk+ ,(xk) and y; + ,(xk) stand for the right-hand limits 
Yk+i(xk)=x~~ yk+lb) and 
k’ 
Y;+&~=~~~~Y;+,(x)~ (2b) 
O<k<K-1. 
All of the constants a,, b,, . . . . akl, . . . . dk2, . . . . cK, d, are real. 
Semicolons have been used in (0; 1) and (1; K) to identify them as boun- 
dary conditions. To make sure that they are both present, the inequalities 
(a) a:+b:#O (b) c;+d&#O (3) 
will be assumed to hold. The commas in (k, 1) and (k, 2) signify interface 
conditions, of which there are 2(K- 1). With regard to these, we assume 
that 
(a) tABlk IcDlk#o (b) Rk=ICDIk/[ABlk>O, 1 GkgK-I, (4) 
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where lABI, and (CD\ k are the determinants 
l</?<K-1. (5) 
For brevity, Sturm-Liouville systems will be denoted by hyphenated 
parenthetical expressions. For instance, the system just described will be 
referred to as system (1 j( 1; K), since it is comprised of Eqs. (1) through 
(1; 0 
A function y such that 
.dx) = Ykb), Xk-, <X<Xk, 1 <kGK (6) 
and for which no yk(X) E 0, is called a solution of (1) on the fundamental 
interval (a, 6) if y, and y; are both continuous and yA(x) satisfies (1) on the 
interval (xk-, , xk); for the relevant values of k, the limits y,(x,), y; (x,), 
yk+ r(xk), and y; + r(Xk) must also exist. 
Since the same parameter ,I occurs in each equation of (1 ), its solutions 
will not depend on x alone, as (6) suggests, but on both 2 and x. Still the 
derivative with respect to x of a solution of (1) will be denoted by a prime. 
If uk(.& i) and vk(x, A) are linearly independent SOlUtiOnS Of (1) on 
(xk ~ ], xk), a complete SOh.4tiO~ On (a, b) is ghen by 
.dx, n) = Ak”k(x, j”) + Bkvk(x, n), --Yk [<x<xk, l<k<K, (7) 
where A, and B, may depend on L, but not on x. Values of 1 for which 
solutions of system (l))( 1; K) exist are called characteristic values or 
characteristic numbers. The corresponding solutions are called characteristic 
functions. The characteristic values and characteristic functions are known 
to have the following important properties [3, pp. 33131. 
THEOREM 1. The characteristic values are simple real roots of the charac- 
teristic equation. 
THEOREM 2. The characteristic functions form a real orthogonal set oj 
functions over the fundamental interval (a, b) with respect to the weight 
,function p defined by 
k-l 
p(X)= n Rj p/(X), 
c 1 
Sk ,<X<X,, 1 <k<Kl 
,=o 
where R, = 1. 
Once a complete solution y(x, A) of Eqs. (1) is known, a characteristic 
equation of system (1 )-( 1; K) can be found by requiring y(x, 2) to satisfy 
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the auxiliary conditions (0; 1) through (1; K). When all of these conditions 
except (1; K) are imposed, a system of 2K- 1 homogeneous linear 
algebraic equations is obtained in the 2K parameters A, and Bk. Since such 
a system always has nontrivial solutions, there are solutions of (1) on (a, 6) 
which satisfy all of the auxiliary conditions, except (1; K). In fact, if u(x, 2) 
is any one of these, they all have the form [3, pp. 9-l l] 
Y(X, 1) = Au@, 21, AZO, (8) 
where A may depend on A but not on x or k. Imposing (1; K) on (8), and 
canceling A from the resulting equation, we get 
V,(u) = Cf$.4’(b, A) + d,u(b, 3.) = 0 (9) 
as a characteristic equation and 
F(%) = VK(U) = c,u’(b, A) + d,u(b, 2) (10) 
as an auxiliary function of our interface Sturm-Liouville system. 
The solutions of (9), i.e., the zeros of (lo), are the characteristic numbers 
of system (l)(l; K). Because these numbers remain unchanged, no matter 
what particular function of the family (8) is identified as u(x, A), it is 
customary to refer to (9) as the characteristic equation, and to (10) as the 
auxiliary function of the interface system, even though (9) and (10) may 
change by a nonzero multiple with each different choice of u. 
4. SPECIAL REPRESENTATIONS OF THE AUXILIARY FUNCTION 
Keeping in mind the fundamental interlacing theorem, Section 2, we next 
investigate the possibility of expressing the auxiliary function F of an inter- 
face Sturm-Liouville problem in the form 
f’(A) =fi(A) f,(Jb) -f&)fx(Jb). (1) 
This can be done in a number of different ways by modifying the procedure 
of Section 3 as follows. 
With k fixed, and 1 <k< K, let u now be any specific solution of the 
differential equations of system (l)( 1; K) on (a, xk) which satisfies all 
auxiliary conditions of the interface system involving values of x less than 
xk, and let 
u(x, 2) = u,(x, /I), xjp 1 <x < XI, 1 <j<k, (2) 
be a representation of u. All solutions of this kind have the form Au(x, 2). 
Similarly, suppose u is any particular solution of the differential equations 
409.12912-16 
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on (x,, b) which satisfies all auxiliary conditions involving values of x 
greater than xk, and let 
u(x, 3.) = Uj(X, i), XI-, <x < x,, k+l<j<K, (3) 
represent o. All such solutions have the form Bo(x, i). Thus, every solution 
of the differential equations of system (1) - (1; K) on (a, b) which satisfies 
all of the auxiliary conditions, except the two interface conditions at xk, 
has a representation 
Y(X> 2) = 
Au(x, A) on (4 xk), A #O, 
Bu(x, I.) on (xk, h), BZO, 
in terms of u(x, 2) and V(X, A), where A and B may depend on 2 
x or k. 
Imposing the interface conditions (k, 1) and (k, 2) on (4) we 
which, for each k such that 1 <k < K, gives 
(4) 
but not on 
obtain 
(6) 
as a representation of the auxiliary function F. Clearly, these K- 1 
expressions all have the structure of (l), for we may set 
We can immediately interpret U,,(U) as the auxiliary function of the 
Sturm-Liouville system 
(l:k) (~/~x)[~(x)y~]+[~~j(x)+q,(x)]yj=O, X,-l<X<X,, l<,j<k 
(0; 1) ucl(Y,)=o 
(j, 1) ujl(Yj)+ v,,(Yj+,)=O, 1 bjdk- 1 
(j,2) ujl(Yj)+ I’jz(yj+,)=O, 1 djdk-1 
where, if k = 1, there are no interface conditions. If, in this system, the 
right-hand boundary condition (1; k) is replaced by U&y,) = 0, the 
resulting system has U&U) as its auxiliary function. 
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Similarly, Vkl(u) is the auxiliary function of the Sturm-Liouville system 
(k+l:K) (d/dX)[r(X)y,']+[+j(X)+qj(X)]yj=O, x~-l<x<X~, 
k+l<j<K 
k 1) ~k,(Yk+l)=o 
(j, 1) uj,(Yj)+ VjI(Yj+I)=O, k+ 1 <j<K- 1 
(A 2) ujz(Yj)+ vj,(yj+l)=O, k+ 1 <j<K- 1 
(1; K) VAYK) = 0, 
where there are no interface conditions in the system if k = K- 1. If in this 
system, the left-hand boundary condition (k; 1) is replaced by 
Vd~,c+l)=O, th e resulting system has V,,(u) as its auxiliary function. 
To characterize differential systems of the kind just described, and to 
identify them concisely, we next define what is meant by a subsystem of an 
interface Sturm-Liouville system. 
5. SUBSYSTEMS OF INTERFACE STURM-LIOUVILLE SYSTEMS 
In terms of the differential equations and auxiliary conditons of system 
(1 )-( 1; K), and with the aid of the Kronecker delta 
j # k, j, k = 0, 1, 2, 3, . . . 
j=k, j, k=O, 1, 2, 3, . . . (1) 
we now define a subsystem of system (l)-( 1; K) to be a differential system 
of the type 
(i+ 1: h) (d/dx)[r(x)y,‘] + [Apj(x)+qj(X)]yj=O, xj-,<X<xj, 
i+ 1 <j<h 
(6 m) s,iV~(Y,)+(1-s,i)Cs,,Vil(Yi+1)+~2mViZ(Y~+1)l=o 
(i 1) ujl(Yj)+ vjl(Y,+,)=O, i+ 1 dj,<h- 1 
(i 2) V,(yj)+T/,z(yj+,)=O,i+l~j~h-l 
(n; h) ~/K~,(YK) + (1 - ~,,I-~,, Uhl(Yh) + 6,2 UhZ(Yh)l= 0, 
where 0 d id h - 1, 1 d h $ K, and m, n = 1,2. The subsystem determined 
by a prescribed set of integers {i, h, m, n} will be denoted by (i; m) - (n; h). 
For i= 0, the left-hand boundary condition (i; m) is U,(y,) = 0, and the 
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value of m is irrelevant. If h = K, the right-hand boundary condition (n; h) 
is V,( yK) = 0, and n is immaterial. 
It is a straightforward matter to verify that, if i < h - 1, every subsystem 
(i; m)-(n; h) of system (l)-( 1; K) is itself an interface Sturm-Liouville 
system having (xi, xh) as its fundamental interval. To all such subsystems, 
Theorems 1 and 2, Section 3, apply. In particular, Theorem 2 yields an 
important suborthogonafity property of the characteristic functions of each 
subsystem whose fundamental interval is (xi, x,); it is that these functions 
are real and mutually orthogonal over (xi, xh) with respect to the weight 
function p given by 
Xl-l<X<Xj, i+l<jdh, (2) 
where Ri = 1 and, for i + 1 <s d h - 1, R, is defined by (4b), Section 3. 
The subsystem (0; m)-(n; K) is the original system (I)-( 1; K). A proper 
subsystem must be distinct from system (1 )-( 1; K). A subsystem, for which 
i = h - 1, is an ordinary Sturm-Liouville system. 
6. INTERLACING PROPERTIES OF THE CHARACTERISTIC NUMBERS 
We are now prepared to establish the following interface interlacing 
theorem which prescribes various ways in which the characteristic numbers 
of an interface Sturm-Liouville system can be isolated within intervals. 
THEOREM 1. For each k such that 1 d k< K, let fi(A), f2(A), f3(A), and 
f4(A) be the auxiliary functions corresponding to the respective subsystems 
(0; m) - (1; k), (0; m) - (2; k), (k; 1) - (n; K), and (k; 2) - (n; K) of system 
( 1 )-( 1; K). For each set {f, ,f2,f3, f4} thus defined, the zeros of the 
auxiliary function F(A) of system (l)-( 1; K) interlace those of either of the 
productfunctionsf,(E,)f,(Iw) orf2(A)f4(L) on --cg <A< co. 
Proof: We have already seen that, for any fixed k, 1 6 k < K, the 
auxiliary function F of system (1 )-( 1; K) can be expressed in the form 
F(l) =fi(A)fAl) -fi(i).fAA) (1) 
required by the fundamental interlacing theorem, where each fi, 1 d i 6 4, is 
an auxiliary function of an ordinary, or else an interface, Sturm-Liouville 
subsystem of (l)-( 1; K). Any one of the f, which is itself the auxiliary 
function of an interface subsystem can also be expressed as a difference of 
products of auxiliary functions of its own subsystems. By applying this 
process to the auxiliary function of each new interface subsystem evolved, it 
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is possible to express F(A) solely in terms of a finite number of sums and 
differences of products of auxiliary functions of ordinary Sturrr-Liouville 
systems. But, for all real values of its argument, the auxiliary function of an 
ordinary Sturm-Liouville system is analytic [8, pp. 388-3891. Hence, each 
of the functions f;(A) is analytic and, therefore, continuously differentiable 
on (-co, co). 
Our proof will be complete if we can prove the remaining hypothesis of 
the fundamental interlacing theorem, namely, 
A real (2) 
is satisfied. To do this, we observe that with u defined as in Section 4, 
f-i(A) f*(A) 
w12(i)= f;(n) f;(n) 
= 
d 
akl a u’txk, A)+bk, $ dxk, 2) ak2 $~‘(xk,l)+~k2~u(xk,i) 
u’(xk, A) dxk, Al 
= 
d 
z u’(xk, i) $ dxk, 1) 
= w[“‘(xk> n), dxk, n)] IABjk, (3) 
where W[u’(x,, IL), u(x,, A)] is the wronskiun of u’(xk, A) and u(xk, A) with 
respect to the independent variable 1. 
Similarly, we find 
w,,(n) = w[v’(xk, l), v(xk, 3L)1 icDik. (4) 
From (4b), Section 3, IABJ k 1 CD1 k > 0; hence (2) and the inequality 
w[“‘(xk, n), dxk, l)l w[v’(xk, l), dxk, ;“)I <O, 2 real (5) 
are logically equivalent. 
To establish (5), we recall from (2) Section 4, that 
[r(x) uJI(& AlI’ + CAPj(X) + 4jtX)l uj(x, 1) = 0, 
XI-, < x < XI, 1 <j<k. (6) 
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For any A0 distinct from 1, this becomes 
CrCx) ujl(x, nO)l’ + CAOPj(x) + 4j(x)l uj(x, iO) = O3 
X J-1 <x<x,, 1 <j<k. (7) 
Eliminating e(x) between these two equations, and writing the result in 
terms of the wronskian 
W[Uj(X, no), Uj(X, %)I = U,j(X, &) UJX, %) - U/(X, %) qx, I”,) (8) 
of uj(x, A,,) and u,(x, A) relative to the independent variable x, we get 
(A()-%)Pj(X) Uj(x, A) Uj(x, LO)=: {r(x) wC”j(x, AO), uj(x, n)l}. t9) 
Multiplying both members of this relation by ni:A R,, then integrating 
from xj- i to xj, and subsequently summing from 1 to k over j, we obtain 
(LO - A) ,tl j:-, (5 RJ) Pi(X) uj(Xj 2) uj(X, J*o) dx 
s=O 
=;(Ji ) R, 4x1 w[u,(x, &), uj(xy A)] “’ . (10) 
j=l s=O ‘, - I 
If k > 1, U(X, A) must satisfy all of the interface conditions (j, 1) and 
(j, 2), 1 <j < k - 1, of system (1 )-( 1; K). Hence, 
ajlui(Xj, n)+bj,uj(xi, 2)~ -[Cj,uj+~(X.,, A)+dj,uj+,(XJ, 3-11 
(11) 
ajzui(Xj, 2) + bJzuj(xj, 1) = - [cJzuJ+ ,(Xj, A) + dJzuj+ ,(X/3 i)l. 
This pair of equations can be solved for u~(x,, A) and uj(xj, A) by Cramer’s 
rule. The solution yields the relations 
IABlj llj(Xj, %) = IBClj Ui+ ,(Xj, I*) + IBDJj Uj+ ,(XJ, I”) 
lABI, uj(xJ3 A) = - IACljUi+,(xj, %)- lADlj uJ+ ,(xJ3 A)9 
(12) 
where the meanings of IBCI,, IBDli, IACI,, and IADJj are evident by 
analogy with (5a) and (5b), Section 3. Equations (12) also hold with 1 
replaced by I,. Combining the two equations thus obtained with those of 
(12), we find 
= lABlj lcDlj wC”j+I(xj, nO), UJ+ l(x~> 41 (13) 
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which, in conjunction with (4b), Section 3, gives 
wC”j(xj9 nO)Y uj(xj3 n)l = RjwCuj+ Itxj9 &)F uj+ Itxj9 A)1~ l<j<k-1. 
(14) 
Both U(X, A) and U(X, A,) satisfy the boundary condition (0; 1) of system 
(l)-( 1; K). Thus, we have the homogeneous linear algebraic system 
a,u’(a,;l)+b,u(a,A)=O 
a, u’(a, A,) + b, u(u, A,) = 0. 
(15) 
Since a, and b, are not both zero, the determinant of their coefficients must 
be zero, i.e., 
WC44 A), 44 &)I = 0. (16) 
Returning to the second member of (lo), we now substitute limits, 
rearrange terms, and utilize (16), to write it as 
‘i’ (ICI R3) dxj){ wC”j(xj9 &I9 uj(xj3 n)l-RjwCuj+ ItxjT AO)Y uj+ ICxj9 n)l} 
J=l 
k-1 
+ 
( ) 
fl R, dxk) w[“k(xky &h uk(xkT 211. 
s=O 
In virtue of (14), every term in the preceding sum overj is zero. In the final 
term, uk may be replaced by u because U(X, A) = Q(X, A) on (xk- i, xk). 
Making these simplifications in (lo), and dividing the result through by 
1,-A, we find that, for k> 1, 
We need only use (16) to prove that (17) also holds if k = 1, since then 
u(x, A.) = u,(x, A), with x confined to the interval (a, x,), and no interface 
conditions apply. 
Now, for 1 <i< k, the limit of pi(x) is finite as x tends to either xj- i or 
xj, and so, pj is bounded on (xi-, , x,). For all real values of A, the limits 
Uj(Xj-i, A) and Ui(Xj, A) are also finite. In fact, for any 6 > 0, uj(x, A.) is 
bounded and uniformly continuous throughout the rectangular domain 
Dj= {(Xv A) 1 XI- 1 <x<x,, I&-AI <S} 
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[9, p. 2183. The limit of the first member of (17), as &, tends to 1, therefore 
equals 
2 f” 
j = , 
lim (fi’ IQ) p,(x) ui(x, 3.) u,(x, A,) dx 
x, , ).o + A s = 0 
The second member of (17) equals 
-4x,, 1) 
u’(x,, io) - U’(Xk 2 A) 1 1,-i . 
Equating the limit of this expression, as A0 -+ & to the right-hand member 
of the preceding equation, we get 
j, rm, ( ‘fil 
R Pi(x) Uf(x, 1”) dx= n R.7 r(xk) w[u’(xk, J-I, U(Xk, n)l. 
J s=O J 
k-l 
( > V=O 
(18) 
For 1 <j< k, each u,(x, A) is nontrivial and each pi(x) > 0 on (xj- 1, Xj). 
Moreover, r(xk) > 0 and, for 0 <s <k - 1, R, > 0. Hence, (18) implies 
WCu’(x,, I*), 4x,, A)1 > 0, I real. (19) 
The same procedure and underlying reasoning that led from (6) to (19), 
when applied to u(x, A) on the intervals (x,-r, xi), k + 1 <j d K, yields 
w[u’(xk, I), u(x,, l)l <O, 1 real. (20) 
Together, (19) and (20) imply (5), or equivalently (2), which completes the 
proof. 
We have already observed that every interface subsystem of system 
(l)-( 1; K) is itself an interface Sturm-Liouville system. So, of course, with 
self-evident modifications, Theorem 1 may be applied to each such sub- 
system. 
7. CHARACTERISTIC DETERMINANTS 
In practice, an auxiliary function of system (I)-( 1; K) is usually found by 
imposing all of the auxiliary conditions upon a complete solution 
J’(x, 2) = AkUk(X, A) + Bkuk(x, 2)~ x,-,<x<x,, l<kdK, (1) 
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on (a, 6) of the differential equations of the system. This produces 2K 
homogeneous linear algebraic equations in the 2K unknowns A, and Bk. 
An auxiliary function of the interface system is then defined by the deter- 
minant of the coefficients of the unknows. Specifically, we have 
THEOREM 1. An auxiliary function F(1) of system (1 )-( 1; K) is given by 
the determinant 
U,(u,) U,(v,) 0 0 0 0 ... 0 0 
1 U,,(v,) Vl,(U,) V,,(v*) 0 0 ." 0 0 
1 U,,(v,) Vl,(~,) V,,(~*) 0 0 ... 0 0 
0 U21(%) U,,(v,) V*1(%) V21(%) ... 0 0 * 
0 Un(fQ) U,,(b) V22(%) VZAVJ .'. 0 0 
. . . . . . . . . . . . . . . . . . . . 
0 0 0 0 0 . . . VK(UK) VAOK) I 
(2 
Determinants which represent auxiliary functions of Sturm-Liouville 
systems are called characteristic determinants. Our next theorem prescribes 
how (2) can be used to construct K- 1 representations 
F(i) =fl(l)h(n) -fAn)fxn) (3) 
of the auxiliary function F(;C) of system (1 )-( 1; K). 
THEOREM 2. For each fixed k, 1~ k < K, tf (3) is formulated as follows, 
it represents the auxiliary function of system (1 )-( 1; K). Take fi(,?) to be the 
principal minor of the characteristic determinant (2) whose elements are com- 
mon to the first 2k rows and columns, and take f,(L) to be the principal 
minor whose elements are common to the last 2K - 2k rows and columns. To 
obtain f,(A) simply replace Ukl(uk) and U,,(v,) in fi(A) by UkZ(uk) and 
U&v,+), respectively. To obtain f3(A) replace V,,(u,, ,) and V,,(v,,,) in 
.A(~) by VH(U~+~) and Vkl(uk+ ,I, rwectit~ely. 
Proof The theorem comes as an immediate result upon expanding the 
characteristic determinant (2), using determinants of order 2k from the first 
2k columns of (2) in accordance with Laplace’s generalized expansion 
theorem for determinants [7, pp. 268-2701. 
By imposing the auxiliary conditions of a subsystem (i; m)-(n; h) upon a 
complete solution of its differential equations over (xi, xh), and then 
analyzing the determinant of the coefftcients of the unknowns in the 
resulting homogenous linear algebraic system, we find that each proper 
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subsystem (i; WI-(n; h) of system (1 k( 1; K) has a characteristic deter- 
minant which is a minor of (2). The following theorem specifies the precise 
nature of this minor. 
THEOREM 3. If 0 < i< h <K, an auxiliary function of a subsystem 
(i; m) - (n; h) of system (1) - (1; K) is defined by the characteristic deter- 
minan t 
vim("i+ 1) ~im(Ui+ I) 0 0 o... 0 0 
ui+ll("i+l) ui+ll("z+I) vi+I1("L+*) vi+ll(Ui+2) O "' O O 
Ui+lZ(Ui+l) u~+12("t+1) vi+12("i+2) vi+lZ("z+Z) O .'. O 0 
0 0 U,+21(%+2) ~,+z,(~i+z) ... ." ... . 
0 0 Ui+22(Ui+2) Ui+22("i+2) "' ." ... 
. . . . . . . . . . . . . . . . . . 
0 0 0 0 0 ... U/l,(%) U,,(~,) 
(4) 
If i = 0, the characteristic determinant of (0; m)-(n; h) is obtained by 
replacing the elements Vi,,,(ui+l) and V,(U,+~) in the first row of (4) by 
U,,(u,) and U,,(ul), respectively. If h = K, the characteristic determinant of 
(i; m)-(n; K) is found by replacing the elements Uhn(uh) and Uhn(uh) in the 
last row of (4) by V,(u,) and V,(u,), respectively. 
To perceive how the characteristic determinant (4) of a subsystem 
(i; m)-(n; h) is extracted from (2), observe that the columns of (4) come 
from columns 2i + 1 through 2h of (2) and that, when 0 < i < h - 1, the 
rows of (4), excluding the first and the last, come from rows 2i+ 2 through 
2h - 1 of (2). These rows and columns of (4) are fixed as soon as i and h 
are specified. Thus, only the first and last rows of (4) depend on the values 
of m and n. 
If i= 0, the first row of (4) comes from the first row of (2). If 0 < i, the 
first row of (4) comes from row 2i, or row 2i + 1, of (2) according as m = 1, 
or m = 2. 
If h = K, the last row of (4) comes from the last row of (2). If h <K, the 
last row of (4) comes from row 2h, or row 2h + 1, of (2) according as n = 1, 
or n = 2. 
8. CHARACTERISTIC DETERMINANTS DERIVED FROM DIFFERENT BASES 
At the end of Section 3, we observed that if both F(A) and G(I1) represent 
auxiliary functions of an interface Sturm-Liouville system, then 
G(A) = o(A) F(i), D(l) # 0, 1 real. (1) 
The same is true of ordinary Sturm-Liouville systems. Thus, we have 
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THEOREM 1. Zf F(A) represents an auxiliary function of either an 
ordinary or an interface Sturm-Liouville system, all other auxiliary functions 
of the system are expressible in the form D(A) F(A), where D(A) is never zero. 
This theorem implies that characteristic determinants of a Sturm- 
Liouville system can differ at most by a nonzero multiple, An inductive 
proof of this result will now be given. 
Prooj Let the characteristic determinant (2), Section 7, now be 
denoted by F(1). In this determinant, the functions uk and vk, 1 <k < K, 
stand for linearly independent solutions of the k th differential equation of 
system (1 t(l; K). Suppose & and v k constitute another basis for all 
solutions of the kth differential equation of (l)-( 1; K) on (xkP r, xk). Then 
replacement of u and v in F(1) by p and v, respectively, yields a charac- 
teristic determinant G(A). 
Since uk and vk are linear combinations of pk and vk, and conversely, 
where ak, Pk, Yk, dk, ak, ek, ck, and dk may depend on A but not on x. 
Substituting from (2b) into (2a), and using the fact that uk and vk are 
linearly independent, we find that the product of the two square matrices in 
(2) is just the 2 x 2 identity matrix. Hence, if 
16k, (3) 
then, for all real values of 1, 
dk(A) ok(l) = 1 (4) 
and so neither dk(A) nor Dk(A) is ever zero. The determinants dk(A) and 
D,(A), being uniquely determined by the solution pairs &, vk and #k, ok, 
are obviously independent of any auxiliary conditions. With regard to the 
auxiliary conditions, it is important to note that U, has the linearity 
property 
U,(au + bv) = au,(u) + bU,(v) (5) 
as does V, and each Uk,, vk, , U,,, and v,&, . 
System (l)-( 1; K) becomes an ordinary Sturm-Liouville system when 
K = 1. In this case 
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= Udu,) Ucdu,) a1 Cl 
II I V,(Ul) Vl(U,) 8, d, 
= D,(A) F(2). 
With D(I) = D,(n), this verifies (1) for characteristic determinants G(A) 
and F(1) of ordinary Sturm-Liouville systems. 
Working next with an interface system (1))( 1; 2) in which K = 2, we 
again utilize (2b), the linearity property of the U’s and v’s, and the 
product rule for determinants, to obtain 
UO(Ul) Udu,) 0 0 u, c, 0 0 
G(I) = Ull(Ul) U,,(Ul) Vll(U2) I,, 8, dl 0 0 
U,,(u,) U,,(u,) V,*(u,) V12(u*) 0 0 a2 c2 
(6) 
0 0 V*(u2) V2(u2) 0 0 b2 d2 
Laplace’s generalized expansion shows that the last determinant in (6) 
equals D,(1) D,(n), and it is multiplied by F(1). Thus 
G(i) = F(A) D,(A) D2(J) = WA) F(A), (7) 
where we have now set D(n) = D,(n) 0,(1,). This establishes (1) for charac- 
teristic determinants of interface systems over two intervals. 
Now consider an interface Sturm-Liouville system (1 )-( 1; k + 1) over 
k + 1 successive intervals and, as before, let G(A) and F(I) be characteristic 
determinants of the system involving different bases (II,, vi} and {uj, u,> of 
its k + 1 differential equations. As a special application of Theorem 2, 
Section 7, 
G(i) =s,V) gdJ.1 -g,(i) gdAh (8) 
where g,(n) and g*(i) are characteristic determinants of the respective sub- 
systems (0; m)-( 1; k) and (0; m)-(2; k) in terms of pj and vj, 1 d j d k. 
Similarly, g3(A) and g4(1), which involve pLk+, and vk+ , , are in turn 
characteristic determinants of subsystems (k; 1 )-(n; k + 1) and 
(k; 2)-(n; k + 1). In terms of the U’S and u’s, these same subsystems have the 
respective characteristic determinants f,(n), f2(A), f,(n), and f,(n). 
As (7) suggests, our induction hypothesis is that 
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Of course, 
(4 Ml = &+ l(n)f3(4 (b) g,(n) = Dk+ ,(A)fdl)> (10) 
because (k; I)-(n; k + 1) and (k; 2)-(n; k + 1) are ordinary Sturm-Liouville 
systems. 
Substituting from (9) and (10) into (8) and regrouping, we get 
Finally, setting D(n) = nFz=+,’ D,(n), we have 
G(A) = D(A) F(I), where D(n) is never zero 
in agreement with (1). 
(12) 
Not only have we proved (1) for arbitrary characteristic determinants of 
a Sturm-Liouville system (lt( 1; K), K> 1, but we have in effect 
established the dual relations 
(a) G(A) = [fi, D,(l)] f’(Jb) (b) F(l) = [fi, WI] G(A) (13) 
for characteristic determinants G(I) and F(A) derived from different bases 
of the differential equations involved. 
9. FURTHER PROPERTIES OF THE CHARACTERISTIC VALUES 
As we discuss various properties of the characteristic values of Sturm- 
Liouville systems, let us always remember that according to Theorem 1, 
Section 3, and its counterpart for ordinary systems, all characteristic values 
of a Sturm-Liouville system are simple real roots of the characteristic 
equation. For practical purposes, it is important to know that the set of 
characteristic values {A,,} of a Sturm-Liouville system can be ordered so 
that 
I”, <A,<&< ... <A,< . ..) (1) 
where A,, increases without bound as n -+ GO. For ordinary systems, this 
property follows from Theorem 2, Section 2. For interface systems, it 
follows from the following extension of that theorem. 
THEOREM 1. Every interface Sturm-Liouville system has a countably 
infinite set of characteristic values. Each such set has a smallest member, is 
unbounded above, and has no finite limit point. 
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Proof The proof proceeds by induction. Since we are dealing with an 
interface system (1 )-( 1; K), we first consider the case K = 2. 
All four proper subsystems of an interface system (1 t( 1; 2) are ordinary 
Sturm-Liouville systems. Consequently the auxiliary function of each sub- 
system has a countable infinity of zeros which are unbounded above. Since 
this is true, in particular, of the auxiliary functionsf, andf, of subsystems 
(0; m)-(1; 1) and (1; 1)-(n; 2), it must be true offif,. But, according to the 
interface interlacing theorem, Section 6, the zeros of the auxiliary function 
F of system (1 )-( 1; 2) interlace those of fr f3 on ( - co, co). Hence, system 
(l)-( 1; 2) has a countably infinite set of characteristic values which is 
unbounded above. 
To prove that system (1 )-( 1; 2) has a smallest characteristic number, we 
shall make use of a wronskian of the type 
F(J-1 fi(W$) 
w&n)= F(A) [A.(l)h(A)]’ ’ 1 <i,j<4, (1) 
and the fact that F has a representation 
F(i) =f,(A)f&) -fi(~).fd~) (2) 
in which fi(,I) and f4(Iz) define the auxiliary functions of the sybsystems 
(0; mt(2; 1) and (1; 2)-(n; 2). Substituting from (2) into w,,(l) for F(l), 
and recalling (2), Section 6, we find that 
WI,(l) =I34 W,,(A) -f:(A) w,,(n), where W,,(n) W,,(i) < 0. (3) 
Sincef, is an auxiliary function of an ordinary Sturm-Liouville system, it 
has a smallest zero A,. Likewise, f3 has a smallest zero /i,. Set 
n=min{/i,,/i,). Then, in virtue of (3), wIZ(l)#O on --co <AC/~. It 
follows that the zeros of fif3 separate those of F on (- co, /1) [2, p. 703. 
Hence, F can have at most one zero smaller than ,4. If 2, < n is a zero of F, 
it is the smallest zero of F. If F(l) #O on (-co, /1) and A, = /1,, then F has 
2, = n as its smallest zero, because the zeros of F interlace the zeros of 
fifs. Finally, if F(A)#O on (-co, A) and A, #,4,, the unique zero of F 
between ,4 and the next larger zero of fi f3 is the smallest zero of F. This 
proves that system (1 k( 1; 2) has a smallest characteristic number. 
Because the subsystems of system (l)-(1; 2) are ordinary Sturm- 
Liouville systems, neither the zeros offi, nor those off,, have a finite limit 
point. Thus, for any number c greater than the smallest zero 2, of F, the 
interval [,I,, c] contains only a finite number of zeros offif,, say m. Since 
the zeros of F interlace those offi f3, there is at most one zero of F at each 
zero offi f3, and between successive zeros off, f3 there is exactly one zero 
of F. Hence, allowing for the possibility that 2, is less than the smallest 
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zero of fi f3, and that F has a zero less than or equal to c, but larger than 
the largest zero of fr f3 belonging to [AI, c], we see that [,I,, c] can 
contain at most 2m + 1 zeros of F. Therefore, the characteristic values of 
system (l)-(1; 2) have no finite limit point. This shows that the theorem 
holds for interface Sturm-Liouville systems (1 )-( 1; K) in which K= 2. 
Continuing the induction, we next assume the theorem holds for all 
interface systems (l)-( 1; k) over k successive intervals. With F redefined as 
the auxiliary function of an arbitrary interface system (1 t( 1; k + l), we 
may interpret (2) as a representation of F in whichf,(l), f2(R), f,(L), and 
f,(n) now specify auxiliary functions of the respective sybsystems 
(O;mt(l; l), (O;m)-(2; l), (1; l)(n;k+l), and (1;2)-(n;k+l) of system 
(I)( 1; k + 1). The first two of these four subsystems are ordinary Sturm- 
Liouville systems; the last two are interface systems over k adjoining inter- 
vals. Thus, each fi, 1~ id 4, has a countably infinite set of zeros which is 
unbounded above, contains a smallest member, and has no finite limit 
point. The same is true of F, because the same reasoning we applied to F, 
f, , and f3, in the case of system (1 )-( 1; 2) carries over to these functions as 
presently defined. But, the zeros of F are the characteristic values of system 
(l)-( 1; k + 1). This completes the induction and proves the theorem for 
every interface Sturm-Liouville system (l)-( 1; K) in which K> 2. 
Since every subsystem of an interface Sturm-Liouville system is either an 
ordinary or interface Sturm-Liouville system, the preceding theorem can be 
combined with Theorem 2, Section 2. This gives 
THEOREM 2. The set of all characteristic values of any subsystem of an 
interface Sturm-Liouviile system is countably infinite, has a smallest mem- 
ber, is unbounded above, and has no finite limit point. 
Our last theorem [3, p. 133 provides sufficient conditions for the charac- 
teristic numbers of an interface system to be nonnegative. The determinants 
IAClk, IWk, IWk, and IMIlk appearing in the theorem are like those we 
encountered in Section 6. 
THEOREM 3. Zf I is a characteristic number of an interface Sturm- 
Liouville system (lk(1; K) in which a, b, < 0, c,d&O, qk(x) < 0 on 
(xkPI,xxk), and for 1 <kgK-1, lAClk IBDI,=O, (AClk lBClkaO, and 
lADI* IBDjk>O, then 120. 
As a special case of Theorem 3 we have the classical result: 
COROLLARY 1. Zf i is a characteristic number of an ordinary Sturm- 
Liouville system (4k(5), Section 2, and zfa, b, < 0, c1 d, > 0, and q(x) < 0 on 
[a, b J, then A k 0. 
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10. AN EXAMPLE 
When working with Sturm-Liouville systems whose characteristic values 
are all nonnegative, the parameter J. may be replaced by A2, with the 
stipulation I.2 0. This has the desirable effect of yielding analytic represen- 
tations for the characteristic functions involving A, rather than $. For 
instance, a straightforward application of Theorem 3, Section 9, reveals 
that the interface system obtained by substituting I. for A2 in the system 
having 
y;’ + 167c2i2y, = 0 -2<x< -1 
y; + 7?A2y2 = 0 -l<x<l 
y; + 47c=2y, = 0 l<X<2 
(1) 
as its differential equations and 
(0; 1) Y,(-2)=0 
(191) Y,(-l)-Y,(-l)=O 
(1,2) y;(-1)-4y;(-l)=o 
Gl) Y,(l)-Ydl)=O 
(272) 2Y;(l)-Yxl)=o 
(1; 3) y,(2)=0 
as auxiliary conditions, has no negative characteristic values, nor does any 
of its subsystems. Thus, the given system, which we shall henceforth iden- 
tify as system (1 )-( 1; 3), is a special case of system (1 )-( 1; K) with K = 3, 
and in which ,I has been replaced by A2. Since 
(a) a:+/$= 1, (b) c:+d;=l, 
(cl R,=4, (d) R,=t, 
(2) 
both (3) and (4), Section 3, are satisfied. 
Were 1” = 0 to be a characteristic number of system (1 )-( 1; 3), a complete 
solution of Eqs. (1) over the fundamental interval ( - 2, 2) would be 
Y&) = A,x + 4, x,-,<x<-x,, 1 dk<3, (3) 
where Ak, B, may depend on A but not on x. Imposing the auxiliary 
conditions on (3), we find the coefficient determinant of the resulting linear 
system to be 
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-2 1 0 0 0 0 
-1 1 l-l 0 0 
1 o-4 0 0 0 
=-** 0 0 1 1 -1 -1 (4) 
0 0 2 O-l 0 
000021 
Hence, no nontrivial solution of system (1 )-( 1; 3) corresponds to A= 0, 
that is to say, zero is not a characteristic number of the interface system. 
To see if 1. = 0 is a characteristic value of some subsystem of (1 )-( 1; 3) 
we make use of Theorem 3, Section 7. This gives, for instance, 
-2 1 0 0 
-1 1 1 -1 
1 o-4 0 
0 0 1 1 
as the coefficient determinant of the linear system which is obtained when 
the auxiliary conditions of subsystem (0; m)-( 1; 2) are imposed upon (3), 
but with 1 6 k < 2. Since this determinant has a nonzero value, the sub- 
system (0; mt( 1; 2) cannot have zero as a characteristic number. Testing 
all other subsystems of (l)-( 1; 3) in the same way, we find that (1; 2))(2; 2) 
is the only subsystem of (1 t( 1; 3) having zero as a characteristic number. 
Except in dealing with this subsystem, we may therefore require 1 to be 
positive. 
For ;i > 0, a complete solution of Eqs. ( 1) over ( - 2, 2) is 
y1 (x) = A, cos 47~1~ + B, sin 4&x, -2<x< -1 
y2(x) = A 2 cos 7dx + B, sin nAx, -l<x<l (5) 
y3(x) = A 3 cos 27crlx + B, sin 2nAx, 1 <x<2. 
Imposing all of the auxiliary conditions on this solution, we are led to the 
characteristic determinant 
cos 8711 -sin 87G 0 0 0 0 
cos 4nl - sin 47ri -cos 712 sin nl 0 0 
sin 47~~ cos 4x1 - sin JZA - cos 712 0 0 
0 0 cos ITi sin nl - cos 2711 -sin 2nl 
0 0 -sin n1 cos nA sin 27~2 - cos 2nl 
0 0 0 0 cos 4lrrl sin 4713. 
(6) 
409:129,2-17 
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which, when expanded and simplified, gives 
F(i) = sin 87c/1 (7) 
as an auxiliary function of sysem (1 )-( 1; 3). A characteristic determinant 
for each proper subsystem of (1 )-( 1; 3) can now be extracted from (6) by 
means of Theorem 3, Section 7. 
In the particular case of subsystem (1; 2)-(2; 2), this gives 
- sin 711” - cos ITi 
-sin 711 cos 7ci 
as a characteristic determinant. Multiplying this determinant by - 1, and 
expanding, we obtain sin 2nl as an auxiliary function. Although this 
function has been derived under the assumption ,! > 0, it is defined for all 
L > 0, because the characteristic number 0 of this subsystem is a zero of 
sin 2nL. 
All other subsystems of (l)-( 1; 3) have auxiliary functions which are 
defined only for positive values of A. Auxiliary functions of (1 t( 1; 3) and of 
all its subsystems are given in Table I. 
TABLE I 
System Auxiliary conditions Auxiliary functions 
(O;mHl; 1) 
(0; mw; 1) 
(1; lb(l; 2) 
(1; 2Hl; 2) 
(1; 1w; 2) 
(1; 2w; 2) 
(2; 1 )-(n; 3) 
(2; 2)-(n; 3) 
(0; mk(l; 2) 
(0; mtv; 2) 
(I; 1Hn; 3) 
(1; 2Hn; 3) 
(Ik(l;3) 
)?*(-2)=0 and y,(-I)=0 
f1(-2)=0 and L’\(-l)=O 
f*(-1)=0 and Y*(l)=0 
y;(-l)=O and Y*(f)=0 
Y,(-I)=0 and jql)=O 
y;(-l)=O and &(l)=O 
YAl)=o and Y,(2) =o 
L’\(l)=0 and Y,(2) = 0 
I 
y,(-2)=0 
JJ1(--l)-h--1)=0 
y;(-1)-4y;(-l)=o 
Y,(l)=0 
Same as for (0; mk( 1; 2) except the 
condition at x = 1 is y;( 1) = 0 
I 
Jg-I)=0 
Y,(l)-Y,(l)=O 
2YXl)-YL’;(1)=0 
Y,(2)=0 
Same as for (1; 1 )-(n; 3) except the 
condition at x = - 1 is y;( - 1) = 0 
(0; 1) through (1; 3) 
f,(l) = sin 4ni 
f*(l) = cos 4ni 
f3(i) = sin 2ni 
f4(7.) = cos 2ni. 
f&i) = cos 2nE. 
f6(E.) = sin 271). 
,f,(i) = sin 2nl 
,f*(A) = cos 2x2 
F,(i) = sin 6ni 
F,(i) = cos 6x1. 
F3(A) = sin 4ni 
F4(jL) = cos 4nJ. 
F(l) = sin 8nn 
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The elementary nature of the auxiliary functions of system (1 )-( 1; 3) and 
its subsystems makes it easy to find a formula for the n th characteristic 
number of each system. These formulas appear in column 2, Table II. The 
last eight columns contain successive characteristic values of the subsystem 
of (l)-( 1; 3) whose auxiliary function appears in the corresponding row of 
column 1. In each case, I, denotes the smallest characteristic number. Both 
fractional and decimal values of the characteristic numbers are given. 
From the interface interlacing theorem, Section 6, and the fact that all 
characteristic values of (lk( 1; 3) and its subsystems are nonnegative, it 
follows that the zeros of Q(n) must interlace the zeros of fi(A) F3(JG) on 
[0, a). A comparison of the characteristic values in the last row of 
Table II, which are the successive zeros of F(i), with the union of the 
characteristic numbers in rows 1 and 11, confirms this property as far as 
the table goes. In this example, all zeros of fl(L) and of F3(A) happen to 
TABLE II 
Auxiliary 
Function E.,, a, a, a, a, a, a6 a7 a, 
fl(J.1 
f*(i) 
f,(A) 
f,(A) 
fs(~) 
f6V) 
f,(i) 
fsc.) 
F,(J.) 
F,(a) 
F,(a) 
FAA) 
F(1) 
44 l/4 112 314 1 514 312 714 2 
0.250 0.500 0.750 1.000 1.250 1.500 1.750 2.000 
(2n - 1)/8 l/S 318 518 718 918 11/8 1318 1518 
0.125 0.375 0.625 0.875 1.125 1.375 1.625 1.875 
42 l/2 1 312 2 512 3 712 4 
0.500 1.000 1.500 2.000 2.500 3.000 3.500 4.000 
(2n - 1)/4 l/4 314 514 714 914 1114 1314 1514 
0.250 0.750 1.250 1.750 2.250 2.750 3.250 3.750 
(2n- 1)/4 l/4 314 514 714 914 1114 1314 1514 
0.250 0.750 1.250 1.750 2.250 2.750 3.250 3.750 
(n-1)/2 0 l/2 1 312 2 512 3 712 
0.000 0.500 1.000 1.500 2.000 2.500 3.000 3.500 
42 l/2 1 312 2 512 3 712 4 
0.500 1.000 1.500 2.000 2.500 3.000 3.500 4.000 
(2n - 1)/4 l/4 314 514 714 914 1114 1314 1514 
0.250 0.750 1.250 1.750 2.250 2.750 3.250 3.750 
n/6 l/6 l/3 112 213 516 1 716 413 
0.167 0.333 0.500 0.667 0.833 1.000 1.167 1.333 
(2n - 1)/12 l/12 l/4 5112 7112 314 11/12 13112 514 
0.083 0.250 0.417 0.583 0.750 0.917 1.083 1.250 
nl4 l/4 112 314 1 514 312 714 . 2 
0.250 0.500 0.750 1.ooo 1.250 1.500 1.750 2.000 
(2n - 1)/S l/S 318 518 718 9/8 11/s 1318 1518 
0.125 0.375 0.625 0.875 1.125 1.375 1.625 1.875 
n/8 V3 114 318 112 518 314 718 1 
0.125 0.250 0.375 0.500 0.625 0.750 0.875 1.000 
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coincide, i.e., all zeros of f,(A) F3(IZ) are double zeros and hence zeros of 
F(1). These observations are portrayed geometrically in Fig. la, where the 
zeros of F(A), fi(A), and F3(i) have been plotted along the positive A axis. 
The interface interlacing theorem also asserts that the zeros of F(%) 
interlace those of each of the product functionsfi(A) FJA), f,(A) k’,(k), and 
f*(A) F2(Iz). Figures lb, lc, and Id illustrate this behavior of the zeros of 
F(2). 
Figures la and lb further illustrate the easily proven fact that, in this 
example, the set of all zeros of F(A) is the union of the zeros off,(2) F,(i) 
and those off,(A) F4(A). Were this not the case, the zeros off,(A) F,(i) and 
offs(A) F,(A) might have been used to advantage. 
Every subsystem of (l))( 1; 3) involving two adjoining intervals is itself 
an interface Sturm-Liouville system (Section 5) to which the interface 
interlacing theorem applies. Specifically, when applied to F,(A), the 
theorem asserts that on [0, co) the zeros of F,(i) interlace those of either 
fi(A)f,(A) or f,(n)f,(A). Of course, the zeros of F2(i), FJA), and F,(%) 
have analogous interlacing properties. These properties are easily visualized 
when displayed as in Fig. 1. The data of Table II may be used for this 
purpose. 
Characteristic functions corresponding to the characterstic values of each 
subsystem of (1 )-( 1; 3) are defined in Table III. In listing these functions, 
all nonzero multiplying factors have been reduced to unity. 
(Zeros of f 1' F3' and F are indicated in turn by the symbols .r t, and +.I 
6) 1 I ) 4. f 1 + 1 * + I i 4 
0 4 0.2 h.4 O.bT 
4 +A 
0.8 1.0 
(Zeros of f 2' F4s 
and F are indicated in turn by the symbols . , 4, and +.) 
(cl 1 i 1 + i 1 i 1 c cl J- +A 
4 4 4 f 4 
0 0.2 0.4 0.6 0.8 1.0 
(Zeros of f 
7’ F1’ 
and F are indicated in turn by the symbols ., 4, and L.) 
Cd) 1 -L j- 4 I c I c + I J 4 +A 4 4 4 t 4 4 
0 0.2 0.4 0.6 0.8 1.0 
(Zeros of f 8' F2' and F are indicated in turn by the symbols . . t, and i.) 
FIG. 1. Interlacing properties of the characteristic values of system (1 t( 1; 3). 
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TABLE III 
System Characteristic functions J,, 
C&m)-(1; 1) 
(0; m)-(2; 1) 
(1; l)-(1;2) 
(1; 2)Hl; 2) 
(1; I)-(2; 2) 
(1; 2)-(2; 2) 
(2; 1 I-(n; 3) 
(2; 2)-(n; 3) 
(O;m)-(1;2) 
(0; mH2; 2) 
(1; 1)-(n: 3) 
(1; 2)-(n; 3) 
(!)-(I; 3) 
sin[nnx] 
sin[(2n - 1) 71x/2] 
sin[nn(x + 1)/2] 
sin[(2n-l)n(x-1)/4] 
sin[(2n-1)7r(x+l)/4] 
cos[(n - 1) 7I(x + 1)/Z] 
sin [nn(x - 2)] 
sin[(2n- l)n(x-2)/2] 
sin[2nn(x + 2)/3] 
sin[nn(x + 5)/6] 
I 
sin[(2n-l)n(x+2)/3] 
sin[(2n-l)n(*+5)/12] 
i 
sin[nn(.r- 3)/4] 
sin[nn(x - 2)/2] 
I’ 
sin[(2n-l)n(x-3)/8] 
sin[(2n-l)rr(x-2)/4] 
1 sin[nrrx/2] a(x n - 2)/4] 3 8
-2<x< -1 
-21x< -1 
-l<x<l 
-l<x<l 
-l<x<l 
-l<x<l 
1 <.u<2 
1 <x<2 
-2<.Y< -1 
-l<u<l 
-2<s< -1 
-l<x<l 
-l<x<l 
1 <x<2 
-l<x<l 
1 <x<2 
-2<x< -1 
-l<x<l 
1 <x<2 
According to Theorem 2, Section 3, the characteristic functions of system 
(l)-( 1; 3) are orthogonal on the fundamental interval ( - 2, 2) with respect 
to the weight function 
xk-1 <x<xk, 1 <k<3, 
where, in this example, R, = 1, R, = 4, and R, = f. Thus, if m # n, 
-1 mrcx 
167~’ sin - 
2 
sin E dx 
2 2 
I 
+ I, 
47c2 sin m4x - 3) sin fdx - 3) dx 
8 8 
+ J,2 87c2 sin m4x - 2) sin 4x - 2) dx = o. 4 
4 (8) 
This result can be verified directly by simply carrying out the indicated 
integrations and combining terms. 
Suborthogonality conditions for the characteristic functions of each 
proper subsystem of (l)-( 1; 3) are given by (2), Section 5. In particular, we 
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have that the characteristic functions of subsystem (0; m)-(1; 2) are 
orthogonal on ( - 2, 1) with respect to the weight function 
where R, = 1 and R, = 4. This property is easily verified by performing the 
following integrations to show that, if m #n, 
16x2 sin 2mO + 2) sin 2n74x + 2) dx 
3 3 
I 
+ s 
4n2 sin mn(x + 5 1 sin n71(x + 5, dx = 0 
-1 6 6 
In much the same way, the suborthogonality properties of the charac- 
teristic functions of the other proper subsystems of (l)-( 1; 3) can be 
directly verified. With regard to subsystem (1; 2)-(2; 2), it is to be observed 
that y, = 1 is a characteristic function corresponding to the characteristic 
value 0. 
Once the weight function of an interface Sturm-Liouville system is 
known, a given functionfcan be expanded as a series 
of the characteristic functions ( y,} of the system. Such expansions are used 
to satisfy the initial conditions of divers boundary value problems. Since 
the functions {y,} are orthogonal with respect to the weight function p(x) 
on the fundamental interval (a, b), the coefficients a, in (9) may be found 
as usual by multiplying both members of (9) by p(x)y,(x) and then 
integrating from a to b. This gives 
a, = j” of Y,(X) dx / j” P(X) ~34 dx. 
a u 
The integrals here are to be evaluated by breaking up the range of 
integration (a, b), as in (8) to correspond to the various representations of 
p and y, on the subintervals of (a, b). The resulting expression for a, can 
often be simplified by means of the characteristic equation [16, p. 5241. 
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