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Abstract. We are concerned with positive solutions of equation (E) (−∆)su = f(u) in
a domain Ω ⊂ RN (N > 2s), where s ∈ ( 1
2
, 1) and f ∈ Cβloc(R), for some β ∈ (0, 1).
We establish a universal a priori estimate for positive solutions of (E), as well as for their
gradients. Then for C2 bounded domain Ω, we prove the existence of positive solutions of
(E) with prescribed boundary value ρν, where ρ > 0 and ν is a positive Radon measure on
∂Ω with total mass 1, and discuss regularity property of the solutions. When f(u) = up,
we demonstrate that there exists a critical exponent ps :=
N+s
N−s in the following sense. If
p ≥ ps, the problem does not admit any positive solution with ν being a Dirac mass. If
p ∈ (1, ps) there exits a threshold value ρ∗ > 0 such that for ρ ∈ (0, ρ∗], the problem admits
a positive solution and for ρ > ρ∗, no positive solution exists. We also show that, for ρ > 0
small enough, the problem admits at least two positive solutions.
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1. Introduction
In this article we consider boundary value problem for the fractional elliptic equation with
source nonlinearity
(1.1) (−∆)su = f(u) in Ω,
where, unless otherwise stated, Ω 6= RN (N > 2s) is a C2 bounded domain in RN , s ∈ (12 , 1),
and f ∈ Cβloc(R), for some β ∈ (0, 1). Here (−∆)s denotes the fractional Laplace operator
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defined as follows
(−∆)su(x) = lim
ε→0
(−∆)sεu(x),
where
(1.2) (−∆)sε u(x) := aN,s
∫
RN\Bε(x)
u(x)− u(y)
|x− y|N+2s dy,
and aN,s =
22ssΓ(N/2+s)
piN/2Γ(1−s) . When s = 1, (−∆)s coincides the classical laplacian −∆ and the
equation
(1.3) −∆u = f(u) in Ω
has been the research objective of many mathematicians in the literature. One of the first
attempt in this direction was obtained in [7] for the case f(u) = up (p > 1), showing the
existence of a critical exponent N+1N−1 for the solvability of (1.3). More precisely, it was shown
in [7] that if p ∈ (1, N+1N−1) then, for any µ ∈M+(∂Ω) (= the space of positive finite measures
on ∂Ω), there exists a solution of
(1.4)
{−∆u = up in Ω,
u = µ on ∂Ω,
while if p ≥ N+1N−1 there exists no solution of (1.4) with µ being a Dirac measure concentrated
at a point on ∂Ω. This type of problem was reconsidered by Bidaut-Veron and Yarur [8], in
which they established sharp estimates of Green kernel and Poisson kernel and provided a
necessary and sufficient condition for the existence of a solution of (1.4). When f satisfies
a so-called subcriticality condition, an existence result for (1.3) was recently obtained by
Chen et al. in [15] by using Schauder fixed point theorem, essentially based on estimates
related to weighted Marcinkiewicz spaces. Recently, Bidaut-Ve´ron et al. [6] provided new
criteria, expressed in terms of appropriate capacities, for the solvability of problem (1.4). The
approach employed in the above papers was then adapted to the setting in which the Laplace
operator is shifted by a Hardy potential [30, 24].
It is worth noting that any solution of (1.4) is naturally bounded from below by the Poisson
operator P[µ] which is the unique solution of the linear problem associated to (1.4). However,
it is interesting to investigate an upper estimate for solutions of (1.3). In [32], Pola´cik et
al. developed a general method, based on rescaling arguments combined with a key doubling
property, for derivation of universal, pointwise, a priori upper estimates of solutions to (1.3).
The aforementioned results are motivation for the present paper, the goal of which is
twofold: (i) to establish a priori estimates for solutions of (1.1), as well as their gradient and
(ii) to study the existence, nonexistence and multiplicity of solutions to the boundary value
problem with measures for (1.1).
We set
(1.5) ω(x) :=
1
1 + |x|N+2s and L
1(RN , ω) := {u : RN → R :
∫
RN
|u|ωdx <∞}.
Regarding the first aspect of our goal, we deal with viscosity solutions which are defined
as follows:
Definition 1.1. (Viscosity solution) We say that a function u : RN → R which is continuous
in Ω and in L1(RN , ω) is a viscosity super-solution (sub-solution) of (1.1) if for every point
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x0 ∈ Ω and some neighborhood V of x0 with V¯ ⊂ Ω and for every φ ∈ C2(V¯ ) such that
u(x0) = φ(x0) and
u(x) ≥ φ(x) (resp.u(x) ≤ φ(x)) for all x ∈ V,
defining
u˜ :=
{
φ in V,
u in RN \ V,
we have
(−∆)su˜(x0) ≥ f(u˜(x0))
(
resp. (−∆)su˜(x0) ≤ f(u˜(x0))
)
.
We say that u is a viscosity solution of (1.1) if it is a viscosity super-solution and also a
viscosity sub-solution of (1.1).
Set δ(x) := dist(x, ∂Ω) and define
(1.6) pc :=
N
N − 2s.
Our first main result provides pointwise a priori estimates of viscosity solutions, as well as
their gradient.
Theorem 1.2. Let p ∈ (1, pc) and Ω be an arbitrary domain in RN (possibly unbounded).
Assume f ∈ Cβloc(R) for some β ∈ (0, 1) satisfies
(1.7) lim
t→∞ t
−pf(t) = L ∈ (0,∞).
Then there exists a positive constant C = C(N, s, f) such that for any nonnegative viscosity
solution u of (1.1), there holds
(1.8) u(x) + |∇u(x)| 2sp+2s−1 ≤ C(1 + δ(x)− 2sp−1 ) ∀x ∈ Ω.
Remark 1.3. We would like to mention that in [3, Lemma 10], Barrios et al. have proved
(1.8) for C2 domain Ω assuming the solution u ∈ C1(Ω)∩L∞(RN ), whereas in our Theorem
1.2, estimate (1.8) is valid for any nonnegative viscosity solution (which may not be bounded)
in any arbitrary domain and the constant C does not depend on Ω or u. In particular,
Theorem 1.2 includes solutions with singularities on the boundary. Moreover, in Proposition
3.3 we show that (1.8) holds for any nonnegative Cβloc(Ω) distributional solution.
Remark 1.4. Since (1.8) deals with gradient estimate, assumption s > 1/2 is important as
it ensures that gradient of any nonnegative solution of (1.1) exists (see proof of Theorem
3.1 for details). Furthermore, this assumption is needed for the wellposedness of the notion
s-boundary trace in Definition 1.5 (see [31]) for more details).
Throughout this paper we assume s ∈ (1/2, 1).
Our next interest lies on the existence of solutions to the boundary value problem with
measures for (1.1). Before stating the main results, we introduce necessary notations.
For φ ≥ 0, denote byM(Ω, φ) the space of Radon measures τ on Ω satisfying ∫Ω φd|τ | <∞
and by M(∂Ω) the space of bounded Radon measures on ∂Ω and by M+(∂Ω) the space of
bounded positive Radon measures on ∂Ω.
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Let Gs and Ms be the Green kernel and the Martin kernel of (−∆)s in Ω respectively. We
denote the associated Green operator Gs and Martin operator Ms as follows:
Gs[τ ] :=
∫
Ω
Gs(., y)dτ(y), τ ∈M(Ω, δs),
Ms[µ] :=
∫
∂Ω
Ms(., z)dµ(z), µ ∈M(∂Ω).
For more details, see Section 2.
For β > 0, we set
Σβ := {x ∈ Ω : δ(x) = β}, Ωβ := {x ∈ Ω : δ(x) < β}, Dβ := {x ∈ Ω : δ(x) > β}.
In the nonlocal framework, the classical concept of boundary trace introduced by Marcus
and Ve´ron (see [27, Definition 1.3.6]) is not valid, hence one needs its nonlocal counterpart
to tackle the boundary value problem with measure for (1.1). Recently, Nguyen and Ve´ron
[31] introduced a notion of normalized boundary trace which is defined as follows:
Definition 1.5. (s-boundary trace) Let s > 1/2. We say that a function u ∈ L1loc(Ω)
possesses an s-boundary trace on ∂Ω if there exists a measure µ ∈M(∂Ω) such that
(1.9) lim
β→0
β1−s
∫
Σβ
∣∣u−Ms[µ]∣∣dS = 0.
The s-boundary trace of u is denoted by tr s(u).
Note that the idea of the notion stems from the following two-sided estimate (see [31,
Corollary 2.10])
C−1‖µ‖M(∂Ω) ≤ β1−s
∫
Σβ
Ms[µ]dS ≤ C‖µ‖M(∂Ω) ∀µ ∈M+(∂Ω), β > 0 small.
The notion is well-defined thanks to the fact that s > 12 as explained in the remark following
[31, Definition 2.13]. A remarkable feature of this notion is that it enables to examine
tr s(Gs[τ ]) = 0 for every τ ∈ M(Ω, δs) and tr s(Ms[µ]) = µ for every µ ∈ M(∂Ω) (see [31]),
which is essential to investigate the problem
(1.10)

(−∆)su+ f(u) = 0 in Ω,
tr s(u) = µ,
u = 0 in Ωc = RN \ Ω.
In [31], Nguyen and Ve´ron proved that
(1.11) ps :=
N + s
N − s
is a critical exponent for (1.10). More precisely, they showed the existence, uniqueness and
stability result in the case p ∈ (1, ps) and removability result in the case p ≥ ps. For the
study of boundary singularities of solutions to the equation in (1.10) in different setting, we
refer to [2, 14, 13, 22].
In light of the above notion, the boundary value problem for (1.1) can be formulated in
the following manner
(1.12)

(−∆)su = f(u) in Ω,
tr s(u) = µ,
u = 0 in Ωc,
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where Ω is a C2 bounded domain in RN .
Definition 1.6. (Weak solution) Let µ ∈M(∂Ω). A function u is called a weak solution of
(1.12) if u ∈ L1(Ω), f(u) ∈ L1(Ω, δs) and
(1.13)
∫
Ω
u(−∆)sξdx =
∫
Ω
f(u)ξdx+
∫
Ω
Ms[µ](−∆)sξ dx, ∀ ξ ∈ Xs(Ω),
where Xs(Ω) ⊂ C(RN ) denotes the space of test functions ξ satisfying
(i) supp(ξ) ⊂ Ω¯,
(ii) (−∆)sξ(x) exists for all x ∈ Ω and |(−∆)sξ(x)| ≤ C for some C > 0,
(iii) there exists ϕ ∈ L1(Ω, δs) and 0 > 0 such that |(−∆)sξ| ≤ ϕ a.e. in Ω, for all
 ∈ (0, 0].
We observe that, by [31, Proposition A], u is a weak solution of (1.12) if and only if u can
be written in the form
(1.14) u = Gs[f(u)] +Ms[µ].
Our next result, which is proved by combining the bootstrap argument and regularity
results (see [33, 34, 35]), depicts the relation between weak solutions and viscosity solutions.
Theorem 1.7. Let µ ∈M+(∂Ω) and p ∈ (1, ps), where ps be as in (1.11). Assume f ∈ C(R+)
satisfies
(1.15) 0 ≤ f(t) ≤ atp + b, a, b > 0.
If u is a nonnegative weak solution of (1.12) then u ∈ C2s+αloc (Ω) for some α ∈ (0, 1). In
particular, u is a viscosity solution and satisfies (1.8).
The following theorem is devoted to an existence result.
Theorem 1.8. Let µ ∈M+(∂Ω) and p ∈ (1, ps), where ps be as in (1.11). Assume f ∈ C(R+)
satisfies (1.15). There exist bˆ and ρˆ such that if b ∈ (0, bˆ) and ‖µ‖M(∂Ω) < ρˆ, then problem
(1.12) admits a nonnegative weak solution u ≥ Ms[µ]. Moreover, u is a viscosity solution of
(1.1) and satisfies (1.8).
Let us discuss the approach used in the proof of Theorem 1.8. As for the existence part,
we translate (1.12) to an equivalent problem with zero boundary condition satisfied by v =
u −Ms[µ]. In the spirit of [15], owing to the estimates of Green kernel and Martin kernel,
together with Schauder fixed point theorem, we can construct a sequence of approximating
solutions {vn} for the new problem provided that ‖µ‖M(∂Ω) is small (see Lemma 4.3). Putting
un = vn +Ms[µ] and using Vitali convergence theorem for the limit process, one can finally
show that the sequence {un} converges to a weak solution of (1.12). The rest of the theorem
follows straight forward from Proposition 1.7.
When f(u) = up, the class of weak solutions of (1.12) can be much better described. For
the convenience, we write (1.12) with f(u) = up in the form
(Pρ)

(−∆)su = up in Ω
tr s(u) = ρν
u = 0 in Ωc,
where ν ∈M+(∂Ω) such that ‖ν‖M(∂Ω) = 1 and ρ is a positive parameter.
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Theorem 1.9. Let p > 1, ρ > 0, ν ∈ M+(∂Ω) such that ‖ν‖M(∂Ω) = 1 and ps be as in
(1.11).
Case I: p ∈ (1, ps). There exists a threshold value ρ∗ > 0 for (Pρ) such that the following
holds.
(i) If ρ ≤ ρ∗ then problem (Pρ) admits a minimal positive weak solution uρ.
Moreover {uρ} is an increasing sequence which converges, as ρ → ρ∗, to the minimal
solution uρ∗ of (Pρ∗) in L
1(Ω) and in Lp(Ω, δs).
(ii) If ρ > ρ∗ then problem (Pρ) does not admit any positive weak solution.
Case II: p ≥ ps. Then for every ρ > 0 and z ∈ ∂Ω, problem (Pρ) with ν = δz (δz denotes
the Dirac measure concentrated at z) does not admit any positive weak solution.
The above theorem is a nonlocal analogue of [7, Theorem 1.3 and Corollary 2.3].
Remark 1.10. It is worthwhile to compare the absorption case with the source case. It
was proved in [31] that when f(u) = up with p ∈ (1, ps), then for any ρ > 0 and z ∈ ∂Ω
problem (1.10) with µ = ρδz admits a unique solution uρ,z. Moreover u∞,z := limρ→∞ uρ,z
is a solution of the equation in (1.10). However, this type of phenomenon does not occur in
the case of source nonlinearity due to Theroem 1.9 Case I, (ii).
Now we assume that 0 ∈ ∂Ω. It is interesting that when ν = δ0 (δ0 denotes the Dirac
measure concentrated at 0) and ρ > 0 small, there are at least two weak solutions of (Pρ): the
first one is the minimal solution uρ given in Theorem 1.9 and the second one is constructed
using Mountain Pass theorem. Further, the second solution is strictly greater than the
minimal solution and this is reflected in the next theorem.
Theorem 1.11. Assume p ∈ (1, ps), where ps be as in (1.11), 0 ∈ ∂Ω and ν = δ0. Then
there exists ρ0 ∈ (0, ρ∗] such that for any ρ ∈ (0, ρ0), (Pρ) admits at least two positive weak
solutions u and uρ satisfying u > uρ. Here uρ is the minimal solution given in Theorem 1.9.
Remark 1.12. The main reason that we have obtained the existence of second solution only
in the range (0, ρ0) ⊆ (0, ρ∗) but not in entire (0, ρ∗) is that the minimal solution uρ is stable
only in (0, ρ0) but may not stable in entire (0, ρ
∗) (see Definition 5.3 and Proposition 5.5).
This is due to the fact that the eigenfunction ϕ1, corresponding to the first eigenvalue of the
weighted linearized eigenvalue problem
(1.16)
{
(−∆)sϕ = pup−1ρ ϕ in Ω
ϕ = 0 in Ωc,
which belongs to Hs(RN ), may not belong to Xs(Ω). If ϕ1 ∈ Xs(Ω), then using [17, Lemma
2.2], it would hold
∫
Ω uρ(−∆)sϕ1 dx =
∫
Ω ϕ1(−∆)suρ dx and from this it can be shown that
uρ is stable for ρ ∈ (0, ρ∗).
The rest of the paper is organized as follows. Section 2 is preliminaries, where we quote
various important results from different papers which will be used in proving above theorems.
In Section 3 we prove Theorem 1.2 and discuss the relation between different notions of
solutions. Section 4 deals with the existence and regularity properties of positive solution
of (1.12). In particular, we prove Theorem 1.7 and Theorem 1.8. In Section 5, we prove
Theorem 1.9 and Theorem 1.11. Finally in Appendix, we consider equations of the type
(−∆)su = f(x, u,∇u) and we establish an a priori estimate for positive viscosity solutions of
that equation and for their gradients.
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We would like to remark that, in a forthcoming paper [5], we generalize the above a priori
estimate and existence results to the case of systems.
Notations: Throughout this paper we denote by δ(x) = dist(x, ∂Ω), on the other hand
by δy we denote the Dirac mass concentrated at y. By the notation u ∈ L1(RN , φ), we mean∫
RN |u(x)|φ(x) dx < ∞. Similarly we define L1(RN , δs). Ωc is defined as compliment of Ω.
Throughout the present paper, we denote by c, c′, c1, c2, C, ... positive constants that may
vary from line to line. If necessary, the dependence of these constants will be made precise.
2. Preliminaries
In this section, we collect some results necessary for our analysis.
2.1. s-harmonic functions. Let us recall the definition of s-harmonic functions in the
probabilistic sense from [9, page 55]. Let (Xt, P
x) be the standard symmetric 2s-stable Le´vy
process in RN (i.e. stationary with independent increments) with characteristic function
E0eiξXt = e−t|ξ|
2s
ξ ∈ RN , t ≥ 0.
Denote by Ex the expectation with respect to the distribution P x of the process starting from
x ∈ RN . Assume without loss of generality that sample paths of Xt are right-continuous with
finite left-hand limits a.s. It is known that (Xt) is a strong Markov process and its transition
probabilities is defined by
Pt(x,A) := P
x(Xt ∈ A) = µt(A− x),
where µt is the one-dimensional distribution of Xt with respect to P
0. It is well known that
−(−∆)s is the generator of the process (Xt, P x).
If D ⊂ RN is a Borel subset, we define tD := inf{t ≥ 0 : Xt 6∈ D}, i.e. tD is the first exit
time from D. If D is bounded then tD <∞ a.s. Denote
Exu(XtD) := E
x{u(XtD) : tD <∞}.
Definition 2.1. Let u be a Borel measurable function in RN . We say that u is s-harmonic
in Ω in probabilistic sense if for every bounded open set D b Ω,
u(x) = Exu(XtD), x ∈ D.
We say that u is singular s-harmonic in Ω in probabilistic sense if u is s-harmonic in proba-
bilistic sense and u = 0 in Ωc.
The following result follows from [9, Corollary 3.10 and Theorem 3.12].
Proposition 2.2. Let u ∈ L1(RN , ω). Then
(i) u is s-harmonic in Ω in probabilistic sense if and only if (−∆)su = 0 in Ω in the sense
of distributions.
(ii) u is singular s-harmonic in Ω in probabilistic sense if and only if u is s-harmonic in
Ω in the sense of distributions and u = 0 in Ωc.
2.2. Green kernel and Martin kernel. We denote by Gs the Green kernel of (−∆)s in Ω
respectively. More precisely, for every y ∈ Ω,
(2.1)
{
(−∆)sGs(., y) = δy in Ω
Gs(., y) = 0 in Ω
c,
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where δy is the Dirac mass at y. Fix any reference point x0 ∈ Ω, the Martin kernel Ms of
(−∆)s in Ω is defined by
Ms(x, z) := lim
Ω3y→z
Gs(x, y)
Gs(x0, y)
∀x ∈ RN , z ∈ ∂Ω.
The Martin boundary is the set Ω∗ \ Ω, where Ω∗ is the smallest compact set for which
Ms(x, z) is continuous in z in the extended sense. Martin boundary of Ω can be identified
with the Euclidean boundary ∂Ω when Ω is a Lipschitz bounded domain (see [19, Theorem
3.6]). It follows from [19] that the mapping (x, z) 7→ Ms(x, z) is continuous on Ω × ∂Ω and
for any z ∈ ∂Ω, Ms(., z) is s-harmonic in Ω with Ms(., z) = 0 in Ωc and Ms(x0, z) = 1.
The next lemma is due to [20, Corollary 1.3] and [19, Theorem 3.9].
Lemma 2.3. There exists a constant c = c(N, s,Ω) such that
(2.2)
c−1 min{|x− y|2s−N ,δ(x)sδ(y)s|x− y|−N} ≤ Gs(x, y)
≤ cmin{|x− y|2s−N , δ(x)sδ(y)s|x− y|−N} ∀x 6= y, x, y ∈ Ω,
(2.3) c−1δ(x)s|x− y|−N ≤Ms(x, y) ≤ cδ(x)s|x− y|−N ∀x ∈ Ω, y ∈ ∂Ω.
Definition 2.4. (Marcinkiewicz space) Let Ω ⊂ RN be a domain and τ be a positive Borel
measure in Ω. For κ > 1, κ′ = κ1−κ and u ∈ L1loc(Ω, τ), we set
‖u‖Mκ(Ω,τ) := inf
{
c ∈ [0,∞] :
∫
E
|u| dτ ≤ c
(∫
E
dτ
) 1
κ′
, ∀E ⊂ Borel set
}
and
Mκ(Ω, τ) :=
{
u ∈ L1loc(Ω, dτ) : ‖u‖Mκ(Ω,τ) <∞
}
.
Mκ(Ω, τ) is called the Marcinkiewicz space with exponent κ (or weak Lκ space) with quasi-
norm ‖.‖Mκ(Ω,τ).
The next lemma establishes a relation between Lebesgue space norm and Marcinkiewicz
quasi-norm.
Lemma 2.5. [4, Lemma A.2(ii)] Assume 1 ≤ q < κ < ∞ and u ∈ L1loc(Ω, τ). Then there
exists C(q, κ) > 0 such that∫
E
|u|q dτ ≤ C(q, κ)‖u‖qMκ(Ω,τ)
(∫
E
dτ
)1− q
κ
,
for any Borel set E of Ω.
We set
(2.4) kα,γ :=

N + α
N − 2s+ γ if α <
Nγ
N − 2s
N
N − 2s otherwise.
Estimates of Green operator and Martin operator are presented below.
Lemma 2.6. ([17, Proposition 2.2] and [31, Lemma 2.7]) (i) Let α, γ ∈ [0, s] and ks,γ be as
in (2.4). There exists a constant c = c(N, s, α, γ,Ω) > 0 such that
(2.5) ‖Gs[τ ]‖Mks,γ (Ω,δα) ≤ c‖τ‖M(Ω,δγ) ∀ τ ∈M(Ω, δγ).
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(ii) Let α > −s. There exists a constant c = c(N, s, α,Ω)
(2.6) ‖Ms[µ]‖
M
N+α
N−s (Ω,δα)
≤ c ‖µ‖M(∂Ω) ∀µ ∈M(∂Ω).
Lemma 2.7. [35, Proposition 1.4] (i) If t > N2s then there exists c = c(N, s, t,Ω) such that
(2.7) ‖Gs[τ ]‖L∞(Ω) ≤ c‖τ‖Lt(Ω) ∀ τ ∈ Lt(Ω).
(ii) If 1 < t < N2s , then there exists a constant c = c(N, s, t) such that
(2.8) ‖Gs[τ ]‖
L
Nt
N−2ts (Ω)
≤ c‖τ‖Lt(Ω) ∀ τ ∈ Lt(Ω).
The next result is due to Nguyen and Veron (see [31, Lemma 3.3]).
Lemma 2.8. Assume z ∈ ∂Ω and 1 < q < ps, where ps is as defined in (1.11). Then there
exists a constant c = c(N, s, q,Ω) such that
(2.9) Gs[Ms(·, z)q](x) ≤ c|x− z|N+s−(N−s)qMs(x, z) ∀x ∈ Ω.
Proof. Estimate (2.9) follows by combining Lemma 2.3 along with [31, Lemma 3.3]. 
Lemma 2.9. Assume µ ∈M+(∂Ω) and 1 < q < ps, where ps is as defined in (1.11) . Then
there exists a constant C˜ = C˜(N, s, q,Ω) such that
(2.10) Gs[Ms[µ]q](x) ≤ C˜‖µ‖q−1M(∂Ω)Ms[µ] ∀x ∈ Ω.
Proof. Combining Jensen’s inequality with Lemma 2.8, we obtain (2.10) (also see [7, Theorem
1.1]). 
3. A priori estimates
In this section, we adapt the method introduced by Pola´cik, et al [32], based on a topological
argument, called the Doubling lemma (see [32, Lemma 5.1]), to establish a priori estimate of
solutions, as well as their gradient. All the results in this section are valid for an arbitrary
domain Ω.
Theorem 3.1. Assume f(u) = up with 1 < p < pc, where pc is defined as in (1.6) and Ω is
an arbitrary domain in RN . Then there exists C = C(N, p, s) such that for any nonnegative
viscosity solution u of (1.1), it holds
(3.1) u(x) + |∇u(x)| 2sp+2s−1 ≤ Cδ(x)− 2sp−1 ∀x ∈ Ω.
Proof. By definition of viscosity solution, we have u, f(u) ∈ L∞loc(Ω) and therefore by [26,
Lemma 4.2] it follows that u ∈ Cγloc(Ω) for some γ ∈ (0, 1). Consequently, [13, Theorem 2.1]
yields u ∈ C2s+αloc (Ω) for some α ∈ (0, 1) and thus (−∆)su makes sense pointwise and u ∈
C1(Ω) since s > 1/2. Now suppose (3.1) fails. Then there exist sequences Ωk, uk ∈ L1(RN , ω)
where ω is given in (1.5), yk ∈ Ωk such that uk is a nonnegative solution of
(3.2) (−∆)su = up in Ωk,
and
(3.3) Mk := u
p−1
2s
k + |∇uk|
p−1
p+2s−1 , k = 1, 2, · · ·
satisfy
(3.4) Mk(yk) > 2kdist
−1(yk, ∂Ωk).
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By [32, Lemma 5.1 and Remark 5.2 (b)], it follows that there exits xk ∈ Ωk such that
(3.5) Mk(xk) ≥Mk(yk), Mk(xk) > 2kdist−1(xk, ∂Ωk)
and
(3.6) Mk(z) ≤ 2Mk(xk) ∀z ∈ B(xk, kMk(xk)−1).
Now set
(3.7) λk := Mk(xk)
−1
and define
(3.8) vk(y) := λ
2s
p−1
k uk(xk + λky), y ∈ RN .
Note that, for y ∈ B(0, k), xk + λky ∈ B(xk, kλk) = B(xk, kMk(xk)−1) ⊂ Ωk (see [32,
Remark 5.2 (b)]) . Therefore,
(3.9) (−∆)svk(y) = λ
2sp
p−1
k (−∆)suk(xk + λky) = vk(y)p, y ∈ B(0, k).
Moreover, from (3.6) and the definition of λk, it follows that
(3.10) Mk(y) ≤ 2 ∀ y ∈ B(0, k)
and
(3.11) Mk(0) = 1.
Step 1: We show that up to a subsequence, vk → v in Cα˜loc(RN ), for some α˜ ∈ (0, 1).
For this, first we define η ∈ C∞0 (RN ) such that
(3.12) η :=
{
1 in B(0, R1)
0 in B(0, R2)
c,
where 0 < R1 < R2. Then define
wk(x) := aN,s
∫
RN
η(y)
1
|x− y|N−2s v
p
k(y)dy,
where aN,s =
22ssΓ(N/2+s)
piN/2Γ(1−s) . Therefore, wk satisfies
(−∆)swk = ηvpk in RN .
We observe that, for k > R2, |vk(y)| ≤ 2
2s
p−1 in B(0, R2), which can be easily checked using
(3.10), (3.6)-(3.8) and (3.3). Therefore, for x, z ∈ B(0, R1)
|wk(x)− wk(z)| ≤ aN,s
∫
RN
η(y)
∣∣∣∣ 1|x− y|N−2s − 1|z − y|N−2s
∣∣∣∣vpk(y)dy
≤ 2 2spp−1aN,s
∫
B(0,R2)
η(y)
∣∣∣∣ 1|x− y|N−2s − 1|z − y|N−2s
∣∣∣∣dy.(3.13)
Put D1 = {y ∈ B(0, R2) : |x − y| ≥ |y − z|} and D2 = {y ∈ B(0, R2) : |x − y| ≤ |y − z|}.
Observe that, thanks to mean value theorem we have
|r2s−N − t2s−N | = (N − 2s)θ2s−N−1|r − t|,
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for some θ ∈ (min(r, t),max(r, t)) and r = |x− y| and t = |y − z|. Therefore using the above
expression, we obtain
(3.14)∫
B(0,R2)
∣∣|x− y|2s−N − |y − z|2s−N ∣∣dy
=
∫
D1
∣∣|x− y|2s−N − |y − z|2s−N ∣∣dy + ∫
D2
∣∣|x− y|2s−N − |y − z|2s−N ∣∣dy
≤ (N − 2s)|x− z|
∫
D1
|y − z|2s−N−1dy + (N − 2s)|x− z|
∫
D2
|x− y|2s−N−1dy
≤ C(N, s,R1, R2)|x− z|.
Here to obtain the last estimate, we have used s > 12 . Thus wk is uniformly Lipschitz
continuous in B(0, R1). Consequently,
(3.15) ‖vk − wk‖L∞(B(0,R1)) < C,
where C = C(p,N, s,R1). Next, we define,
ψk(x) := vk(x)− wk(x).
Clearly, ψk is s-harmonic in B(0, R1) in the viscosity sense. Also, it is easy to see that
ψk ∈ L1(RN , ω) for each k. Thus, by [11, Theorem 4.1], ψk ∈ C2s+β˜loc (B(0, R1)) for some β˜.
By a direct computation it can be shown that ψk is s-harmonic in B(0, R1) in the sense of
distribution sense. Hence by Proposition 2.2, it follows that ψk is s-harmonic in B(0, R1) in
the probabilistic sense. Next we define,
(3.16) ψ˜k :=
{
‖ψk‖L∞(B(0,R1)) − ψk in B(0, R1)
0 in B(0, R1)
c.
Thus ψ˜k is nonnegative in RN and s−harmonic function in B(0, R1). Consequently applying
[10, Lemma 3.2], we have for any x ∈ B(0, R′) b B(0, R1),
|∇ψk(x)| = |∇ψ˜k(x)| ≤ C ψ˜k(x)|R1 −R′| ≤ C
(‖vk‖L∞(B(0,R1)) + ‖wk‖L∞(B(0,R1))) < C,
where C = C(p,N, s,R1, R
′). Hence ψk is uniformly Lipschitz in B(0, R′). This in turn
implies vk = ψk + wk is uniformly Lipschitz in B(0, R
′). Therefore, applying Ascoli-Arzela
theorem, we obtain vk → v in Cα˜(B(0, R′)), for some α˜ ∈ (0, 1).
Step 2: From (3.10) and (3.11) it follows v is bounded in RN and v is nontrivial. Moreover,
vk ≥ 0 implies v ≥ 0. Let v˜k be the function obtained by extending vk to be zero outside
B(0, k). Then it is easy to see that (−∆)sv˜k ≥ v˜pk in B(0, k). Passing to the limit, by
using [12, Lemma 5] (see also [13, Lemma 2.4]), we obtain (−∆)sv ≥ vp in RN , which is a
contradiction due to [21, Theorem 1.3] since p < NN−2s . Hence the theorem follows. 
Remark 3.2. It is necessary to emphasize that u is not assumed to be bounded in RN ,
therefore vk may not be bounded in RN . This yields a difficulty in proving the convergence
of the sequence {vk} since the local Schauder estimate in [33] cannot be applied. However,
we overcome this issue by employing an estimate on the gradient of nonnegative s-harmonic
function.
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Proof of Theorem 1.2. The proof is similar to that of Theorem 3.1. We point out here
the main differences. Suppose the assertion of this theorem does not hold. Then there exist
sequences Ωk, uk ∈ L1(RN , ω), yk ∈ Ωk such that uk satisfies
(3.17) (−∆)suk = f(uk) in Ωk,
and let Mk be defined by (3.3). Then Mk satisfies
(3.18) Mk(yk) > 2k
(
1 + dist−1(yk, ∂Ωk)
)
.
and (3.5)–(3.6). We define λk and vk as in (3.7) and (3.8) respectively. Then
(3.19) (−∆)svk(y) = fk(vk(y)) := λ
2sp
p−1
k f(λ
− 2s
p−1
k vk(y)), y ∈ B(0, k).
Moreover, (3.10) and (3.11) are valid. From (1.7), we deduce that there exists a constant
Cf > 0 such that
−Cf < f(t) ≤ Cf (1 + tp) ∀ t ≥ 0.
Note that as Mk(xk) ≥ Mk(yk) > 2k, we have λk → 0 as k → ∞. Therefore, by an easy
computation it follows
(3.20) −Cfλ
2sp
p−1
k ≤ fk(vk(y)) ≤ C ′f ∀y ∈ B(0, k).
Proceeding as in Step 1 in the proof of Theorem 3.1 we deduce that, up to a subsequence,
{vk} converges to some function v in Cα˜loc(RN ), for some α˜ ∈ (0, 1). By a similar analysis
as in Step 2 in the proof of Theorem 3.1, we obtain that v is nonnegative, nontrivial and
bounded in RN . Let v˜k be the function obtained by extending vk to be zero outside B(0, k).
Then it is easy to see that (−∆)sv˜k ≥ fk(v˜k) in B(0, k). Passing to the limit by [12, Lemma
5] (see also [13, Lemma 2.4]), we obtain (−∆)sv ≥ Lvp in RN , which is a contradiction due
to [21, Theorem 1.3] as p < NN−2s . Hence the theorem follows. 
Next we show that other types of solutions satisfy (1.8) too. We say that a function
u : RN → R is a distributional solution of (1.1) if u ∈ L1(RN , ω) and u satisfies (1.1) in the
sense of distribution.
Proposition 3.3. Assume p ∈ (1, pc), where pc is as defined in (1.6), f is as in Theorem 1.2
and Ω is an arbitrary domain in RN . Let u ∈ Cγloc(Ω), for some γ ∈ (0, 1), be a nonnegative
distributional solution of (1.1). Then u is a viscosity solution of (1.1) and estimate (1.8)
holds.
Proof. Suppose u ∈ Cγloc(Ω) is a nonnegative distributional solution of (1.1). Since f ∈
Cβloc(R), we obtain f(u) ∈ C β˜loc(Ω), for some β˜ ∈ (0, β).
Step 1: We show that u ∈ C2s+αloc (Ω), for some α ∈ (0, 1).
To prove this step we use an idea from [13]. Without loss of generality, we assume B(0, 1) ⊂
Ω and f(u) ∈ C β˜(B(0, 1)). Let η ∈ C∞0 (B(0, 1)) such that η ≡ 1 in B(0, 12) and 0 ≤ η ≤ 1.
Now let us consider the equation
−∆w = ηf(u) in RN .
Using Schauder estimate of Laplacian, we have w ∈ C2,β˜ and (−∆)1−sw ∈ C2s+β˜, see [37] or
[23, Theorem 3.1]. Moreover, we have
(3.21) (−∆)s(u− (−∆)1−sw) = 0 in B(0, 1
2
)
,
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i.e., u− (−∆)1−sw is s-harmonic in the sense of distribution. It is easy to note that
u − (−∆)1−sw ∈ L1(RN , ω). Therefore, by Proposition 2.2, u − (−∆)1−sw is s-harmonic in
the probabilistic sense. Moreover, from the proof of [9, Theorem 3.12], it also follows that
u − (−∆)1−sw ∈ C2(B(0, 12)). Further, using the definition of viscosity solution, it is easy
to see that (3.21) is satisfied in the viscosity sense as well. Consequently, we can use [11,
Theorem 1.1] and [11, Remark 9.4] (see also Theorem 4.1 there), to obtain that there exist α˜
such that u− (−∆)1−sw ∈ C2s+α˜(B(0, 12)). Hence u ∈ C2s+α(B(0, 12)), for some α > 0 and
this completes the proof of step 1.
Step 2: By Step 1, (−∆)su(x) is well defined for all x ∈ Ω and thus (1.1) is satisfied in
pointwise sense as well. Therefore, again using the definition of viscosity solution, it is easy
to see that u is a viscosity solution of (1.1). Hence estimate (1.8) follows from Theorem
1.2. 
A function u : RN → R is called a classical solution of (1.1) if u ∈ C(Ω) ∩ L1(RN , ω),
(−∆)su(x) is well-defined for all x ∈ Ω and u satisfies (1.1) in pointwise sense.
Theorem 3.4. Assume p ∈ (1, pc), where pc is as defined in (1.6), f is as in Theorem 1.2
and Ω is an arbitrary domain in RN . Let u be a nonnegative classical solution of (1.1). Then
estimate (1.8) holds.
Proof. Using the definition of viscosity solution, it is not difficult to see that u is a viscosity
solution of (1.1) and hence estimate (1.8) follows from Theorem 1.2. 
4. Existence and regularity
This section is devoted to the regularity and existence of weak solutions of (1.12). We
begin with the proof of the regularity property.
Proof of Theorem 1.7. We will use the bootstrap argument. Assume that u is a nonneg-
ative weak solution of (1.12). Then f(u) ∈ L1(Ω, δs) and u = Gs[f(u)] +Ms[µ].
Let x0 ∈ Ω and r > 0 such that B(x0, 2r) ⊂⊂ Ω. For any j ∈ N, set Bj := B(x0, 2−jr).
For any j ∈ N, we can write
(4.1) u = Gs[χΩ\Bjf(u)] +Gs[χBjf(u)] +Ms[µ].
Observe that, for x ∈ Bj+1, by (2.2),
Gs[χΩ\Bjf(u)] =
∫
Ω\Bj
f(u(y))Gs(x, y)dy
≤ Cδ(x)s
∫
Ω\Bj
f(u(y))δ(y)s|x− y|−Ndy
≤ C2Nr−N‖f(u)‖L1(Ω,δs) <∞.
Therefore,
(4.2) Gs[χΩ\Bjf(u)] ∈ L∞(Bj+1) ∀j ∈ N.
Next, by employing Lemma 2.5 and Lemma 2.6, we obtain for q ∈ (1, ps),
‖u‖Lq(Ω,δs) ≤ ‖Gs[f(u)]‖Lq(Ω,δs) + ‖Ms[µ]‖Lq(Ω,δs)
≤ C(‖Gs[f(u)]‖Mps (Ω,δs) + ‖Ms[µ]‖Mps (Ω,δs))
≤ C(‖f(u)‖M(Ω,δs) + ‖µ‖M(∂Ω)) < C ′.
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That is, u ∈ Lq(Ω, δs) for every q ∈ (1, ps). In particular, since p ∈ (1, ps), it follows that
u ∈ Lp(Ω, δs) and consequently χB0u ∈ Lp(B0). By applying Lemma 2.6 (i) with α = γ = 0,
we deduce that Gs[χB0up] ∈ Mpc(B0). Furthermore, Lemma 2.5 yields Mpc(B0) ⊂ Lq(B0)
for every 1 < q < pc. Thus Gs[χB0up] ∈ Lq(B0) for every 1 < q < pc. Since f(u) ≤ C(1+up),
we have Gs[χB0f(u)] ∈ Lq(B0) for every 1 < q < pc. This and (4.1) – (4.2) yield u ∈ Lq(B3)
for every 1 < q < pc. Put
t0 :=
1
2
(1 +
ps
p
) > 1.
Then 1 < pt0 < ps < pc and hence u ∈ Lpt0(B3). By the assumption, f(u) ∈ Lt0(B3).
Without loss of generality, we assume that t0 6= N2s . If t0 > N2s then by Lemma 2.7 (i),
Gs[χB3f(u)] ∈ L∞(B3). This and (4.1) – (4.2) imply u ∈ L∞(B6). If t0 < N2s then by Lemma
2.7 (ii) we obtain Gs[χB3f(u)] ∈ Lpt1(B3) where
t1 :=
1
p
Nt0
N − 2t0s.
Then from (4.1) – (4.2), u ∈ Lpt1(B6). By the assumption, f(u) ∈ Lt1(B6). We have
t1
t0
=
1
p
N
N − 2t0s >
1
p
N
N − 2s > t0.
This implies that t1 > t
2
0 > t0 > 1.
Again, we may assume that t1 6= N2s . If t1 > N2s then by Lemma 2.7 (i), Gs[χB6f(u)] ∈
L∞(B6). Hence u ∈ L∞(B9). If t1 < N2s , by Lemma 2.7 (ii), Gs[χB6f(u)] ∈ Lpt2(B6) where
t2 :=
1
p
Nt1
N − 2t1s.
Then by (4.1) – (4.2), u ∈ Lpt2(B9) and by the assumption f(u) ∈ Lt2(B9). We have
t2
t1
=
t1
t0
N − 2t0s
N − 2t1s >
t1
t0
> t0.
This implies that t2 > t1t0 > t
3
0.
By induction, we can construct a sequence {tk} such that tk 6= N2s ,
tk :=
1
p
Ntk−1
N − 2tk−1s,
tk > t
k+1
0 and Gs[χB3kf(u)] ∈ Lptk(B3k) and u ∈ Lptk(B3(k+1)). Since t0 > 1, there exists k
large enough such that tk >
N
2s . Then, by employing again Lemma 2.7 (ii), we deduce that
u ∈ L∞(B3(k+1)). Thus u ∈ L∞loc(Ω). By regularity results [34], we deduce that u ∈ C2s+αloc (Ω).
This implies that u is a viscosity solution and hence (3.1) holds. 
Lemma 4.1. Assume f(u) = up with p > 1 and µ ∈ M+(∂Ω). If u is a solution of (1.12)
then there is a constant c = c(N, s, p,Ω) such that
(4.3) ‖u‖L1(Ω) + ‖u‖Lp(Ω,δs) ≤ c(1 + ‖µ‖M(∂Ω)).
Proof. We prove this lemma in the spirit of [7]. Let (λ1, ϕ1) be the first eigenvalue and
corresponding positive eigenfunction of (−∆)s in X0 (see the definition of X0 in (5.12)). By
[17, Lemma 2.1(ii)], ϕ1 ∈ Xs(Ω). Thus by taking ζ = ϕ1 in (1.13), we obtain
(4.4) λ1
∫
Ω
uϕ1dx =
∫
Ω
upϕ1dx+ λ1
∫
Ω
Ms[µ]ϕ1dx.
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We recall the Young’s inequality
ab ≤ εap + C(ε)b pp−1 , a, b > 0, ε > 0,
where C(ε) = p−1p (εp)
−1/(p−1). Since p > 1, using the above Young’s inequality with ε =
(2λ1)
−1, a = uϕ
1
p
1 and b = ϕ
1− 1
p
1 , we obtain
(4.5)
∫
Ω
uϕ1dx ≤ (2λ1)−1
∫
Ω
upϕ1dx+ (2λ1)
1
p−1
∫
Ω
ϕ1dx.
Substituting (4.5) into (4.4) yields
(4.6)
∫
Ω
upϕ1dx+ 2λ1
∫
Ω
Ms[µ]ϕ1dx ≤ (2λ1)
p
p−1
∫
Ω
ϕ1dx.
Since the second term on the left hand-side of (4.6) is nonnegative, taking into account that
c−1δs ≤ ϕ1 ≤ cδs for some constant c > 0, we have
(4.7) ‖u‖pLp(Ω,δs) ≤ c(2λ1)
p
p−1
∫
Ω
δsdx ≤ c′.
Next, combining (1.14) along with Lemma 2.5 yields
‖u‖L1(Ω) ≤ ‖Gs[up]‖L1(Ω) + ‖Ms[µ]‖L1(Ω) ≤ C
(‖Gs[up]‖Mps (Ω) + ‖Ms[µ]‖
M
N
N−s (Ω)
)
.
Further, using [17, Proposition 2.2] (with α = s = β, γ = 0) and Lemma 2.6 (with α = 0) in
the RHS of the above expression, we obtain
(4.8) ‖u‖L1(Ω) ≤ C
(‖u‖Lp(Ω,δs) + ‖µ‖M(∂Ω)).
Hence (4.3) holds by combining (4.7) and (4.8). 
Lemma 4.2. Assume f(u) = up, p ∈ (1, ps), where ps is defined as in (1.11) and µ ∈
M+(∂Ω). Assume in addition that there exists a function U ∈ Lp(Ω, δs) such that U ≥
Gs[Up] +Ms[µ]. Then there exists positive minimal weak solution uµ of (1.12) satisfying
(4.9) Ms[µ] ≤ uµ ≤ U.
Proof. Put u0 := Ms[µ] and
(4.10) un := Gs[upn−1] +Ms[µ], n ≥ 1.
Clearly u0 ≤ U and hence
u1 = Gs[up0] +Ms[µ] ≤ Gs[Up] +Ms[µ] ≤ U.
By induction, we can show that un ≤ U for every n ≥ 1. Moreover, it is easy to see that
{un} is an increasing sequence. Hence un ↑ uµ ≤ U ∈ Lp(Ω, δs). Therefore Gs[upn] ↑ Gs[upµ]
a.e. in Ω. Letting n→∞ in (4.10), we deduce that
uµ = Gs[upµ] +Ms[µ].
This means that uµ is a weak solution of (1.12).
Next we show that uµ is the minimal solution of (1.12), that is, for any positive weak
solution u of (1.12), we have uµ ≤ u. This follows as we have
u = Gs[up] +Ms[µ] ≥ u0,
and this in turn implies
u ≥ Gs[up0] +Ms[µ] ≥ u1.
By induction it follows that u ≥ un, for all n ≥ 1. Hence u ≥ uµ. 
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Next we are concerned with solutions to the probelm
(4.11)

(−∆)su = f(u) in Ω
tr s(u) = ρν
u = 0 in Ωc,
where ν ∈ M+(∂Ω) such that ‖ν‖M(∂Ω) = 1. Let {fn} be a sequence of C1 nonnegative
functions defined on R+ such that
(4.12) fn(0) = f(0), fn ≤ fn+1 ≤ f, sup
R+
fn = n and lim
n→∞ ‖fn − f‖L∞loc(R+) = 0.
Lemma 4.3. Assume f satisfies (1.15) and {fn} ⊂ C1(R+) is a sequence satisfying (4.12).
Then there exist Λˆ, bˆ, ρˆ > 0 depending on N, s, p such that for every b ∈ (0, bˆ) and ρ ∈ (0, ρˆ)
the following problem
(4.13)

(−∆)sv = fn(v + ρMs[µ]) in Ω
tr s(v) = 0
v = 0 in Ωc,
admits a nonnegative solution vn satisfying
(4.14) ‖vn‖Lp(Ω,δs) ≤ Λ˜.
Proof. We aim to use Schauder fixed point theorem in order to prove the existence of positive
solutions of (4.13). For n ∈ N, define the operator Sn by
(4.15) Sn(v) := Gs[fn(v + ρMs[ν])] ∀ v ∈ L1(Ω), v ≥ 0.
Fix q ∈ (p, ps) and set
(4.16) Q(v) := ‖v‖Lq(Ω,δs) ∀ v ∈ Lq(Ω, δs).
Step 1: Since q < ps = ks,s where ps is given in (1.11) and ks,s is given in (2.4), applying
Lemma 2.5 we have
Q(Sn(v)) =
∥∥Gs[fn(v + ρMs[ν])]∥∥Lq(Ω,δs) ≤ C∥∥Gs[fn(v + ρMs[ν])]∥∥Mks,s (Ω,δs).
Consequently, choosing α = s in (2.5) and using (1.15), for any v ∈ Lq(Ω, δs) ∩ L1(Ω) we
obtain from the above inequality that
(4.17)
Q(Sn(v)) ≤ C‖fn(v + ρMs[ν])‖L1(Ω,δs)
≤ C‖a(v + ρMs[ν])p + b‖L1(Ω,δs)
≤ C
(
a
∫
Ω
vpδsdx+ aρp
∫
Ω
Ms[ν]pδsdx+ b
∫
Ω
δsdx
)
where C = C(N, s, q,Ω). By Ho¨lder inequality,
(4.18)
∫
Ω
vpδsdx ≤
(∫
Ω
vqδsdx
) p
q
(∫
Ω
δ
qs
q−pdx
) q−p
q ≤ C
(∫
Ω
vqδsdx
) p
q
= CQ(v)p.
Combining (4.17), (4.18) and (2.6), we obtain
(4.19) Q(Sn(v)) ≤ C(aQ(v)p + aρp + b).
Therefore if Q(v) ≤ Λ then
Q(Sn(v)) ≤ C(aΛp + aρp + b).
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Since p > 1, there exist ρˆ, bˆ > 0 such that for any ρ ∈ (0, ρˆ) and b ∈ (0, bˆ) the algebraic
equation
C(aΛp + aρp + b) = Λ
admits a largest root Λˆ > 0. Therefore,
(4.20) Q(v) ≤ Λˆ =⇒ Q(Sn(v)) ≤ Λˆ.
Step 2: We apply Schauder fixed point theorem to our setting. Set
O := {φ ∈ L1(Ω) : φ ≥ 0, Q(φ) ≤ Λˆ}.
Clearly, O is a convex, closed subset of L1(Ω).
In light of (4.20), Sn is well-defined inO and Sn(O) ⊂ O. Now, suppose φm → φ in L1(Ω) as
m→∞ . Since fn(φm+ρMs[ν]) ≤ n for every m and the fact that Gs : L1(Ω, δs)→ L1(Ω) is
compact (see [17, Proposition 2.6]), we have Sn(φm)→ Sn(φ) in L1(Ω) as m→∞. Therefore
Sn is continuous.
We next show that Sn is a compact operator. Let {φm} ⊂ O be a bounded sequence in
L1(Ω). For each fixed n put
ψm := Sn(φm) = Gs[fn(φm + ρMs[ν])].
Since, the mapping Gs : L1(Ω, δs) → L1(Ω) is compact, using dominated convergence theo-
rem, there exist a subsequence, still denoted by {ψm}, and a function ψ such that ψm → ψ
in L1(Ω). Thus Sn is compact.
Hence, by Schauder fixed point theorem there is a function 0 ≤ vn ∈ L1(Ω) such that
Sn(vn) = vn and Q(vn) ≤ Λˆ where Λˆ is independent of n. Therefore vn is a nonnegative weak
solution of (4.13), i.e.
(4.21)
∫
Ω
vn(−∆)sξdx =
∫
Ω
fn(vn + ρMs[ν])ξdx ∀ ξ ∈ Xs(Ω).
Further, p < q and Q(vn) ≤ Λˆ implies ‖vn‖Lp(Ω,δs) ≤ Λ˜, where Λ˜ = CΛˆ and C =
C(p, q, s,Ω). 
Proof of Theorem 1.8. Let b ∈ (0, bˆ) and ρ ∈ (0, ρˆ), where bˆ and ρˆ be as in Lemma 4.3.
For each n, set un := vn + ρMs[ν] where vn is the solution constructed in Lemma 4.3. Then
tr s(un) = ρν and
(4.22)
∫
Ω
un(−∆)sξdx =
∫
Ω
fn(un)ξdx+ ρ
∫
Ω
Ms[ν](−∆)sξdx ∀ ξ ∈ Xs(Ω).
Since {vn} ⊂ O, {vpn} is uniformly bounded in L1(Ω, δs). Since fn ≤ f and by assumption
(1.15), {fn(vn + ρMs[ν])} is uniformly bounded in L1(Ω, δs). By [17, Proposition 2.6], the
mapping Gs : L1(Ω, δs)→ L1(Ω) is compact, hence, up to a subsequence, {vn} is convergent
in L1(Ω). Therefore there exists a function u such that un → u in L1(Ω) and a.e. in Ω.
Consequently fn(un)→ f(u) a.e. in Ω.
As {vn} is uniformly bounded in Lq(Ω, δs), so is {un}. By Ho¨lder inequality, we deduce
that {upn} is equi-integrable with respect to δsdx in Ω. Then we use assumption (1.15) to
obtain that {fn(un)} is equi-integrable with respect to δsdx in Ω. Thus Vitali convergence
theorem guarantees that fn(un)→ f(u) in L1(Ω, δs). Therefore, letting n→∞ in (4.22) and
using [17, Lemma 2.1(i)] yields
(4.23)
∫
Ω
u(−∆)sξdx =
∫
Ω
f(u)ξdx+ ρ
∫
Ω
Ms[ν](−∆)sξdx ∀ ξ ∈ Xs(Ω).
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This means u is a weak solution of (4.11). 
5. Power source
5.1. Minimal solution.
Theorem 5.1. Assume p ∈ (1, ps) where ps is defined as in (1.11). Then there exists a
positive constant ρ˜ such that for any ρ ∈ (0, ρ˜) problem (Pρ) admits the minimal positive
weak solution uρ.
Proof. We aim to use Lemma 4.2 to prove this theorem. To this end, we construct a super
solution. For θ > 0, put
(5.1) U := ρMs[ν] + θρpGs[Ms[ν]p].
Then
(5.2) (−∆)sU = θρpMs[ν]p.
Using (2.10), (5.1) and the fact that ‖ν‖M(∂Ω) = 1 (as stated in (Pρ)), we obtain
(5.3) Up ≤ (ρ+ C˜θρp)pMs[ν]p.
Therefore, if
(5.4) (ρ+ C˜θρp)p ≤ θρp,
then it holds
(5.5) U ≥ ρMs[ν] +Gs[Up].
We see that (5.4) is equivalent to
(1 + C˜θρp−1)p ≤ θ.
Note that the function h(θ) := (1 + C˜θρp−1)p can intersect the line g(θ) = θ if
C˜ρp−1 ≤ 1
p
(
p− 1
p
)p−1
.
Define
(5.6) ρ˜ :=
(
1
C˜p
) 1
p−1
(
p− 1
p
)
.
Therefore, if ρ < ρ˜ then h(θ˜) ≤ θ˜ for θ˜ =
(
p
p− 1
)p
. Hence, for θ˜ we have chosen, U satisfies
(5.5). Consequently, by Lemma 4.2 there exists a minimal solution uρ of (Pρ) satisfying
ρMs[ν] ≤ uρ ≤ U.

Proof of Theorem 1.9. We consider two cases.
Case 1: p ∈ (1, ps). Put
A := {ρ > 0 : (Pρ) admits a positive solution} and ρ∗ := supA.
By Theorem 5.1, (Pρ) admits a positive solution for ρ > 0 small, therefore A 6= ∅.
Claim 1: ρ∗ is finite.
BOUNDARY VALUE PROBLEMS WITH MEASURES FOR FRACTIONAL ELLIPTIC EQUATIONS 19
To see that, let ρ ∈ A and uρ be the minimal positive weak solution of (Pρ). Using (4.6)
with µ = ρν, we obtain
2λ1ρ
∫
Ω
Ms[ν]ϕ1dx ≤ (2λ1)
p
p−1
∫
Ω
ϕ1dx.
This yields
ρ ≤ (2λ1)
1
p−1
∫
Ω ϕ1dx∫
ΩMs[ν]ϕ1dx
.
Hence
ρ∗ ≤ (2λ1)
1
p−1
∫
Ω ϕ1dx∫
ΩMs[ν]ϕ1dx
<∞.
Claim 2: (0, ρ∗) ⊆ A.
Note that to see the claim, it is enough to prove that if A 3 ρ′ < ρ∗ and 0 < ρ < ρ′ then
ρ ∈ A. Since ρ′ ∈ A, due to Theorem 5.1, there exists a minimal positive solution uρ′ of (Pρ′)
which is greater than ρMs[ν]. By a similar argument as in the proof of Theorem 5.1, we can
show that (Pρ) admits a minimal weak solution uρ < uρ′ , i.e. ρ ∈ A.
Claim 3: ρ∗ ∈ A.
Observe that, the claim is equivalent to proving that problem (Pρ∗) admits a positive
solution. Let {ρn} ⊂ A be a nondecreasing sequence converging to ρ∗. For each n, let uρn be
the minimal positive weak solution of (Pρn). Then uρn ∈ L1(Ω) ∩ Lp(Ω, δs) and it satisfies
(5.7)
∫
Ω
uρn(−∆)sξdx =
∫
Ω
upρnξdx+ ρn
∫
Ω
Ms[ν](−∆)sξdx ∀ ξ ∈ Xs(Ω).
It follows from Lemma 4.1 that the sequence {uρn} is uniformly bounded in L1(Ω) and in
Lp(Ω, δs). By the formulation
(5.8) uρn = Gs[u
p
ρn ] + ρnMs[ν],
and the fact that Gs : L1(Ω, δs) → L1(Ω) is compact (see [17, Proposition 2.6]), we derive
that there exist a function uρ∗ and a subsequence, still denoted by the same notation, such
that {uρn} converges, as ρ→ ρ∗, to uρ∗ in L1(Ω) and a.e in Ω.
Further, thanks to Lemma 2.5, for q ∈ (p, ps) we have
‖uρn‖Lq(Ω,δs) ≤ C‖uρn‖Mps (Ω,δs) ≤ C(‖Gs[upρn ]‖Mps (Ω,δs) + ρn‖Ms[ν]‖Mps (Ω,δs)).
Consequently, applying (2.5) (with γ = s = α) and (2.6) (with α = s) to the right-hand side
of the above inequality, we obtain
‖uρn‖Lq(Ω,δs) ≤ C(‖uρn‖pLp(Ω,δs) + ρ∗‖ν‖M(∂Ω)) ≤ C(1 + ρ∗).
Thus {uρn} is uniformly bounded in Lq(Ω, δs). We invoke Holder inequality to infer that
{upρn} are equi-integrable in L1(Ω, δs). By Vitali’s convergence theorem, up to a subsequence,
upρn → upρ∗ in L1(Ω, δs). Therefore, letting n→∞ in (5.7) yields
(5.9)
∫
Ω
uρ∗(−∆)sξdx =
∫
Ω
upρ∗ξdx+ ρ
∗
∫
Ω
Ms[ν](−∆)sξdx ∀ξ ∈ Xs(Ω).
This means uρ∗ is a solution of (Pρ∗).
Claim 4: uρ∗ is the minimal positive weak solution of (Pρ∗).
To see this, let u be any weak solution of (Pρ∗) then we see that u ≥ uρn . Therefore
u ≥ uρ∗ .
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Case 2: p ≥ ps. Suppose by contradiction that for some ρ > 0 and z ∈ ∂Ω there exists a
positive weak solution u of (Pρ) with ν = δz. Then u ∈ Lp(Ω, δs) and u ≥ ρMs(·, z). This,
along with (2.3), implies∫
Ω
u(x)pδ(x)sdx ≥ ρp
∫
Ω
Ms(x, z)
pδ(x)sdx
≥ C
∫
Ω
|x− z|−Npδ(x)s(p+1)dx
≥ C
∫
{x∈Ω: δ(x)≥ 12 |x−z|}
|x− z|−Npδ(x)s(p+1)dx.
Fix r0 > 0 such that
C :=
{
x ∈ Ω : |x− z| ≤ r0, δ(x) ≥ 1
2
|x− z|
}
⊂
{
x ∈ Ω : δ(x) ≥ 1
2
|x− z|
}
.
Then
(5.10)
∫
Ω
u(x)pδ(x)sdx ≥ c′
∫
C
|x− z|s(p+1)−Npdx.
Since p ≥ ps, the integral on the right hand-side of (5.10) is divergent, which in turn implies
that u 6∈ Lp(Ω, δs). Thus we get a contradiction. 
5.2. Mountain Pass type solution. In this subsection we assume p ∈ (1, ps) and we
construct a second weak solution of (Pρ) when ρ ∈ (0, ρ0), for certain ρ0 which will be
specified later. Towards that end, first we would like to apply mountain pass theorem to find
a variational solution of
(5.11)
{
(−∆)su = (uρ + u+)p − upρ in Ω
u = 0 in Ωc,
where u+ := max(u, 0) and uρ is the minimal positive weak solution of (Pρ). For this, we
define
(5.12) X0 := {v ∈ Hs(RN ) : v = 0 in Ωc},
where Hs(RN ) is the standard fractional Sobolev space on RN . It is well-known that
(5.13) ‖v‖X0 :=
(∫
Q
|v(x)− v(y)|2
|x− y|N+2s dxdy
) 1
2
,
where Q = R2N \ (Ωc × Ωc), is a norm on X0 and (X0, ||.||X0) is a Hilbert space, with the
inner product
< u, v >X0 :=
∫
Q
(u(x)− u(y))(v(x)− v(y))
|x− y|N+2s dxdy.
Put
2∗s :=
2N
N − 2s.
It is also well known that the embedding X0 ↪→ Lr(RN ) is compact, for any r ∈ [1, 2∗s) and
X0 ↪→ L2∗s (RN ) is continuous.
Definition 5.2. We say that u ∈ X0 is a variational solution of (5.11) if∫
RN×RN
(u(x)− u(y))(φ(x)− φ(y))
|x− y|N+2s dxdy =
∫
Ω
[
(uρ + u
+)p − upρ
]
φdx ∀φ ∈ X0.
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Definition 5.3. We say that a solution u of (Pρ) is stable (resp. semistable) if
(5.14) ‖φ‖2X0 > p
∫
Ω
up−1φ2dx, (resp. ≥ 0) ∀φ ∈ X0 \ {0}.
Lemma 5.4. [16, Proposition 2.3] Let 1 < p < ps. Then the embedding X0 ↪→ L2
(
Ω, dx|x|(N−s)(p−1)
)
is continuous and compact.
Proposition 5.5. Assume 0 ∈ ∂Ω, p ∈ (1, ps), ρ < (0, ρ∗) and uρ is the minimal positive
solution of problem (Pρ) with ν = δ0, obtained in Theorem 1.9. Then there exits ρ0 ∈
(0, ρ∗] such that uρ is stable for ρ ∈ (0, ρ0). Moreover, there exists a positive constant C =
C(N, s, p, ρ, ρ0) such that
(5.15) ‖φ‖2X0 − p
∫
Ω
up−1ρ φ
2dx ≥ C‖φ‖2X0 ∀φ ∈ X0 \ {0}.
Proof. Step 1: uρ is stable for ρ > 0 small.
Indeed, from the construction of uρ, in the proof of Theorem 5.1, we have
(5.16) uρ ≤ U ≤ CρMs(x, 0) ≤ Cρδ(x)s|x|−N ≤ Cρ|x|−(N−s).
Consequently, for any φ ∈ X0 \ {0}, applying Lemma 5.4 we have∫
Ω
up−1ρ φ
2 dx ≤ Cρp−1
∫
Ω
|φ|2
|x|(N−s)(p−1)dx ≤
1
p
‖φ‖2X0 ,
if we choose ρ > 0 small enough. This completes Step 1.
Define
(5.17) R := {ρ > 0 : uρ is stable} and ρ0 := supR.
Step 2: Either R = (0, ρ0] or R = (0, ρ0).
Clearly ρ0 ≤ ρ∗. We claim that if ρ′ ∈ R then (0, ρ′) ⊆ R. Indeed, if ρ′ ∈ R and ρ ∈ (0, ρ′),
then by Theorem 1.9, uρ < uρ′ . Consequently, for any φ ∈ X0 \ {0},
‖φ‖2X0 > p
∫
Ω
up−1ρ′ φ
2dx > p
∫
Ω
up−1ρ φ
2dx.
This implies that uρ is stable.
Now since ρ0 = supR, for every n ∈ N, there exists ρn ∈ R such that
ρn ≤ ρ0 < ρn + 1
n
.
If there exists n0 such that ρn0 = ρ0 then by the above observation we deduce that (0, ρ0] ⊂ R
and hence (0, ρ0] = R. Otherwise, if ρn < ρ0 for every n then we can assume that {ρn} is an
increasing sequence converging to ρ0. This and the above observation imply that (0, ρ0) = R.
Step 3: (5.15) holds for every ρ ∈ (0, ρ0).
Towards this, let ρ ∈ (0, ρ0) and put ρ′ = ρ+ρ02 . Set α :=
( ρ
ρ′
) 1
p < 1. Let uρ′ and uρ be the
minimal positive weak solutions of (Pρ′) and (Pρ) respectively with ν = δ0 . Then
(−∆)s(αuρ′) = αupρ′ ≥ (αuρ′)p in Ω.
It is easy to see that αρ′ > ρ. Therefore,
αuρ′ = 0 in RN \ Ω, tr s(αuρ′) = αρ′δ0 > ρδ0.
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Thus, αuρ′ is a super solution to (Pρ) with ν = δ0. Consequently, Lemma 4.2 yields αuρ′ ≥ uρ.
Furthermore, as ρ′ < ρ0, uρ′ is stable. Therefore,
(5.18)
0 < ‖φ‖2X0 − p
∫
Ω
up−1ρ′ φ
2dx ≤ ‖φ‖2X0 − pα1−p
∫
Ω
up−1ρ φ
2dx
= α1−p
(
αp−1‖φ‖2X0 − p
∫
Ω
up−1ρ φ
2dx
)
.
Hence,
‖φ‖2X0 − p
∫
Ω
up−1ρ φ
2dx = (1− αp−1)‖φ‖2X0 + αp−1‖φ‖2X0 − p
∫
Ω
up−1ρ φ
2dx
> (1− αp−1)‖φ‖2X0 = C‖φ‖2X0 ,
where C = (1− αp−1). Hence (5.15) holds for every ρ ∈ (0, ρ0). 
The energy functional associated to (5.11) is
I(u) :=
1
2
∫
RN×RN
|u(x)− u(y)|2
|x− y|N+2s dxdy −
∫
Ω
H(uρ, u
+)dx ∀u ∈ X0,
where
H(r, t) :=
1
p+ 1
[
(r + t+)p+1 − rp+1 − (p+ 1)rpt+
]
.
We also observe that ([28, Lemma C.2(iii)]) for any ε > 0, there exists cε > 0, such that
(5.19) H(r, t)− p
2
rp−1t2 ≤ εrp−1t2 + cεtp+1, r, t ≥ 0.
Furthermore, by ([28, Lemma C.2(ii)])
(5.20) H(r, t) ≥ 1
p+ 1
tp+1, r, t ≥ 0.
In particular, H(r, t) > 1p+1 t
p+1, r, t > 0.
Theorem 5.6. Suppose 0 ∈ ∂Ω, p ∈ (1, ps) and ρ ∈ (0, ρ0), where ρ0 is as defined in (5.17).
Then problem (5.11) admits a nontrivial nonnegative variational solution.
Proof. First we prove that I has the mountain pass geometry. Clearly, I(0) = 0. Using (5.15)
and (5.19), we have
I(u) =
1
2
[
‖u‖2X0 − p
∫
Ω
up−1ρ u
2
]
−
∫
Ω
[
H(uρ, u
+)− p
2
∫
Ω
up−1ρ u
2
]
≥ C
2
‖u‖2X0 − ε
∫
Ω
up−1ρ u
2 dx− C‖u‖p+1
Lp+1(Ω)
≥
(
C
2
− ε
p
)
‖u‖2X0 − C‖u‖p+1X0 ,
where in the last line we have used the Sobolev inequality and the fact that uρ is stable.
Therefore as p > 1, there exists r, b > 0, such that inf‖u‖=r I(u) = b > 0. Next, let u0 ∈ X0
with ‖u0‖X0 = 1. Then using (5.20) we obtain
I(tu0) <
t2
2
‖u0‖2X0 −
tp+1
p+ 1
‖u0‖p+1Lp+1(Ω).
Thus there exists u¯ ∈ X0 such that ‖u¯‖X0 > r and I(u¯) < 0.
BOUNDARY VALUE PROBLEMS WITH MEASURES FOR FRACTIONAL ELLIPTIC EQUATIONS 23
Next, we show that I satisfies Palais-Smale condition, i.e., let {vn} ⊂ X0 such that I(vn)→
c and I ′(vn)→ 0 in (X0)′, the dual of X0, we need to show that, up to a subsequence, {vn}
converges to some v in X0. By a similar argument as in [16, Proposition 4.2] we see that
{vn} is bounded in X0. Therefore, there exists v in X0 such that up to a subsequence vn ⇀ v
in X0. Thus vn → v in Lp+1(Ω).
Claim 1: vn → v in L2(Ω, up−1ρ dx).
To see this note that as uρ is the minimal solution of (Pρ), (5.16) holds. Consequently,
uρ(x)
p−1 ≤ C|x|−(N−s)(p−1).
Hence by Lemma 5.4, the claim follows.
Define
h(r, t) := (r + t+)p − rp.
Claim 2: limn→∞
∫
Ω h(uρ, vn)(vn − v) dx = 0.
To see this first note that, by elementary computation it can be easily deduced that
(5.21) h(r, t) ≤ C(rp−1|t|+ |t|p).
Therefore,∫
Ω
h(uρ, vn)(vn − v) dx ≤ C
∫
Ω
(up−1ρ |vn|+ |vn|p)|vn − v| dx
≤ C
(∫
Ω
|vn − v|2up−1ρ dx
) 1
2
(∫
Ω
|vn|2up−1ρ dx
) 1
2
+ C
(∫
Ω
|vn|p+1 dx
) p
p+1
(∫
Ω
|vn − v|p+1 dx
) 1
p+1
−→ 0.
Thus the claim follows.
As a result, as n→∞,
o(1)‖vn − v‖X0 = 〈I ′(vn), vn − v〉
= 〈vn, vn − v〉 −
∫
Ω
h(uρ, vn)(vn − v)dx
= ‖vn‖2X0 − 〈vn, v〉 −
∫
Ω
h(uρ, vn)(vn − v)dx.
As vn ⇀ v in X0, taking the limit n→∞ and applying Claim 2, we obtain
lim
n→∞ ‖vn‖
2
X0 = ‖v‖2X0 .
As a result, I satisfies Palais-Smale condition.
Therefore, applying mountain pass theorem we get i∗ is a critical value of I, where
i∗ = inf
γ∈Γ
max
t∈[0,1]
I(γ(t)) ≥ b > 0,
and Γ := {γ ∈ C([0, 1], X0) : γ(0) = 0, γ(1) = u¯}. This gives the existence of u ∈ X0 such
that I(u) = i∗ and I ′(u) = 0. Note that i∗ > 0 implies u is nontrivial nonnegative solution
of (5.11). 
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Proof of Theorem 1.11. Let 1 < p < ps and uρ be the minimal positive solution of (Pρ),
when ν = δ0. Further, let ρ ∈ (0, ρ0), where ρ0 is defined in (5.17). Then, from Theorem 5.6,
there is a nontrivial nonnegative variational solution vρ ∈ X0 of (5.11). Namely,
(5.22)
∫
Ω
(−∆) s2 vρ (−∆) s2φdx =
∫
Ω
[
(uρ + vρ)
p − upρ
]
φdx ∀φ ∈ X0.
Set
T (Ω) := {φ ∈ C∞(Ω) : there exists ψ ∈ C∞0 (Ω) such that φ = Gs[ψ]}.
This is the space of test functions defined in [1, Page 41]. By [1, Lemma 5.6], T (Ω) ⊂ X0.
Therefore, we deduce from (5.22) that
(5.23)
∫
Ω
vρ(−∆)sφdx =
∫
Ω
(−∆) s2 vρ (−∆) s2φdx =
∫
Ω
[
(uρ + vρ)
p − upρ
]
φdx ∀φ ∈ T (Ω).
Then [1, Lemma 5.12 and Lemma 5.13] ensures that T (Ω) ⊂ Xs(Ω) where Xs(Ω) is given in
Definition 1.6 and
(5.24)
∫
Ω
vρ(−∆)sφdx =
∫
Ω
[
(uρ + vρ)
p − upρ
]
φdx ∀φ ∈ Xs(Ω).
This means that vρ is a weak solution of
(5.25)

(−∆)sv = (uρ + v)p − upρ in Ω
tr s(v) = 0
v = 0 in Ωc,
Set u := uρ + vρ. Clearly u is a weak solution of (Pρ) and hence by Theorem 1.7, u ∈
C2s+αloc (Ω) for some α ∈ (0, 1). Similarly, Theorem 1.7 also implies uρ ∈ C2s+αloc (Ω). Therefore,
vρ ∈ C2s+αloc (Ω). By the strong maximum principle (see [36, Proposition 2.17]), vρ > 0 in Ω,
which yields u > uρ. The proof is complete.

Appendix A. Equations with nonlinearity in the gradient
In this section, we establish a global priori estimate for the positive solutions (and their
gradients) of the following type of equations
(A.1) (−∆)su = f(x, u,∇u) in Ω.
Put
(A.2) q =
2sp
p+ 2s− 1 .
Assume f : Ω× [0,∞)× RN → RN is a Caratheo´dory function, and assume that there exist
p1 ∈ (0, p), q1 ∈ (0, q) and C˜ such that
(A.3) −C˜(1 + tp1 + |ξ|q1) ≤ f(x, t, ξ) ≤ C˜(1 + tp + |ξ|q), x ∈ Ω, t ≥ 0, ξ ∈ RN .
Theorem A.1. Suppose p ∈ (1, pc), where pc is as defined in (1.6), q is defined by (A.2)
and f satisfies (A.3). Furthermore, assume that for every x ∈ Ω,
(A.4) lim
t→∞,Ω3z→x
t−pf(z, t, t
p+2s−1
2 ξ) = L(x) ∈ (0,∞)
uniformly for ξ bounded. Moreover, if Ω is unbounded then we assume that (A.4) also hold
for x =∞. Then
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(i) There exists a constant C = C(N, s, p) such that, for any positive viscosity solution
u ∈ C1loc(Ω) of (A.1), estimate (1.8) holds.
(ii) If f ∈ Cβloc(Ω,R,RN ) ( for some β ∈ (0, 1)) in each variable and u ∈ C1+γloc (Ω), for
some γ ∈ (0, 1), is a positive distributional solution of (A.1), then u is a viscosity solution
of (A.1) and estimate (1.8) holds.
Proof. (i) We first prove the assertion for viscosity solution. Since the proof is similar to that
of Theorem 1.2, we only point out the differences here. Suppose (1.8) does not hold, then
there exist sequences Ωk, uk ∈ C1loc(Ω), yk ∈ Ωk such that uk satisfies
(A.5) (−∆)suk = f(yk, uk,∇uk) in Ωk,
in viscosity sense. Let Mk be defined by (3.3). Then Mk satisfies (3.18) and (3.5)–(3.6). We
define λk and vk as in (3.7) and (3.8) respectively. Then vk satisfies
(A.6) (−∆)svk(y) = fk
(
vk(y)
)
:= λ
2sp
p−1
k f
(
xk + λky, λ
− 2s
p−1
k vk(y), λ
− 2s+p−1
p−1
k ∇vk(y)
)
for y ∈ B(0, k). Furthermore, (3.10)–(3.11) hold. From (A.3), we deduce that there exists a
constant C1, C2 > 0 such that
(A.7) −C1λεk < fk(vk(y)) ≤ C2, ∀ y ∈ B(0, k),
for some ε > 0 and all k large. Proceeding as in Step 1 in the proof of Theorem 3.1 we
deduce that, up to a subsequence, {vk} converges to some function v in Cαloc(RN ), for some
α ∈ (0, 1). Doing the similar analysis as in Step 2 in the proof of Theorem 3.1, we obtain v
is nonnegative, nontrivial and bounded in RN . Let v˜k be the function obtained by extending
vk to be zero outside B(0, k). Then using (A.7), it is not difficult to check that (−∆)sv˜k ≥ 0
in B(0, k) for large k. Passing to the limit, by [12, Lemma 5], we obtain (−∆)sv ≥ 0 in RN .
Consequently, [36, Proposition 2.17] yields v > 0 in RN .
Fixing y ∈ RN , we denote µk = λ
− 2s
p−1
k vk(y), ξk = v
− p+2s−1
2s
k (y)∇vk(y). This reduces
fk(vk(y)) = v
p
k(y)µ
−p
k f
(
xk + λky, µk, µ
p+2s−1
2s
k ξk
)
.
As y is fixed, thanks to (3.10), and the fact that v > 0 and λk → 0, it follows that µk →∞
and ξk remains bounded. If {xk} is bounded, then up to a subsequence xk → x0 ∈ Ω¯.
Therefore, by (A.4)
(A.8) fk(vk(y))→ L(x0)vp(y), as k →∞.
If Ω is unbounded and xk →∞, then the additional assumption on f implies that (A.8) still
holds with x =∞.
Claim: fk(vk)→ L(x0)vp locally uniformly in RN .
To see the claim, we observe that as v is continuous and strictly positive, there exists
m > 0 such that v(y) > m for B(0, R) and moreover as vk > 0, for each k, v
−1
k → v−1
in B(0, R). Therefore for large k, v
− p+2s−1
2s
k is uniformly bounded in B(0, R). Hence ξk is
uniformly bounded in B(0, R). Consequently, By (A.4) we have fk(vk)→ L(x0)vp uniformly
in B(0, R). Hence the claim follows.
Let v˜k be as before. Then (−∆)sv˜k ≥ fk(v˜k) in B(0, k). Passing the limit, by [12, Lemma
5], we obtain (−∆)sv ≥ L(x0)vp in RN . As p < pc < NN−2s , we get a contradiction to the
Liouville type theorem [21, Theorem 1.3] as before. Hence the theorem follows.
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(ii) Since f ∈ Cβloc in each variable and u ∈ C1+γloc (Ω), we obtain f(x, u,∇u) ∈ C β˜loc(Ω), for
some β˜ ∈ (0,min(β, γ)). Therefore, we can follow the similar arguments as in the proof of
Proposition 3.3 to conclude the result. We omit the details. 
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