Skeleton-based human action recognition has become an active research area in recent years. The key to this task is to fully explore both spatial and temporal features. Recently, GCN-based methods modeling the human body skeletons as spatial-temporal graphs, have achieved remarkable performances. However, most GCN-based methods use a fixed adjacency matrix defined by the dataset, which can only capture the structural information provided by joints directly connected through bones and ignore the dependencies between distant joints that are not connected. In addition, such a fixed adjacency matrix used in all layers leads to the network failing to extract multi-level semantic features. In this paper we propose a pseudo graph convolutional network with temporal and channel-wise attention (PGCN-TCA) to solve this problem. The fixed normalized adjacent matrix is substituted with a learnable matrix. In this way, the matrix can learn the dependencies between connected joints and joints that are not physically connected. At the same time, learnable matrices in different layers can help the network capture multi-level features in spatial domain. Moreover, Since frames and input channels that contain outstanding characteristics play significant roles in distinguishing the action from others, we propose a mixed temporal and channel-wise attention. Our method achieves comparable performances to state-of-the-art methods on NTU-RGB+D and HDM05 datasets.
I. INTRODUCTION
Understanding human action is one of the most important tasks in computer vision, as it facilitates a wide range of applications such as human-computer interaction, robotics and game control. Skeletons consisting of 3D joint positions provide a good representation for describing human actions.
With the fast development of low-cost devices to capture 3D data such as Microsoft Kinect [1] in recent years, skeleton data are much easier to fetch. In addition, skeletons themselves are high level features of human bodies and invariant The associate editor coordinating the review of this manuscript and approving it for publication was Fan-Hsun Tseng .
to appearance or appearances, which eliminate the difficulty in representing and understanding different action categories. Most importantly, skeletons are robust to noise and efficient in computation and storage [2] , [3] . Hence, skeletonbased action recognition has recently attracted more and more attention.
Most previous works either directly feed the jointcoordinate vectors into RNNs or encode the skeleton sequence into a pseudo-image and use CNNs to model spatial-temporal dynamics. However, these methods rarely explore the internal dependencies between joints. To capture such dependencies, the skeleton data should be fully understood. In terms of the data structure, the skeleton is a special graph whose vertices are joints and edges are bones. Thus, Yan et al. [4] apply graph convolutional networks (GCN) [5] - [7] to exploit the structure information of human body and get better performances than non-graph based methods.
However, there are three drawbacks in most GCN-based methods: (1) These methods only extract the features of joints directly connected through bones. However, the distant joints which are not physically connected also provide key information for action recognition. For example, when a person is walking, his left elbow and right knee both move, which forms a key pattern for the ''walking'' action. Since the skeleton graph used in ST-CGN [4] is based on the structure of body, ST-GCN [4] fails to capture dependencies between distant joints. (2) All graph convolutional layers in most GCN-based methods employ the same normalized adjacency matrices which are directly computed by the predefined graph and kept fixed through the training process. Thus, the model does not have enough ability to extract diverse features.
(3) They ignore the fact that different frames and channels are of different importance to action recognition. In terms of a skeleton sequence, the frame containing representative features of the action should be paid more attention and the original coordinates or displacements on x, y and z axis should be treated differently.
To solve these problems, a novel pseudo graph convolutional network with temporal and channel-wise attention (PGCN-TCA) is proposed in this paper. Instead of using the same normalized adjacency matrix in all layers, we use a learnable matrix in each layer, which can capture both structural dependencies and non-structural dependencies between joints. The matrices employed in different layers are updated independently, so they can extract multi-level semantic information contained in all of the layers. Since the normalized adjacency matrix is not directly computed from the predefined graph, we call this operation pseudo graph convolution. In order to describe different importances of different channels and frames, we propose our temporal and channelwise attention module which first recalibrate temporal and channel-wise features respectively and then mix these features together to compute combined attention.
In summary, the main contributions of this paper are summarized as follows:
• A pseudo graph convolutional network for action recognition is proposed to capture both structural dependencies and non-structural dependencies between joints.
• Mixed temporal and channel-wise attention is proposed to extract different importance of different frames and channels.
• Comparable performances to state-of-the-art methods on challenging datasets, such as NTU-RGB+D [8] and HDM05 [9] .
II. RELATED WORK A. HAND-CRAFTED FEATURES BASED METHODS
Lv and Nevatia [10] decompose 3D joint space into a set of feature spaces corresponding to the motion of joints and employ HMMs to learn the dynamics of actions. Han et al. [11] utilize a cascade CRF to recognize the motion patterns for both the entire body and each part of the body in the hierarchical manifold space, and use a discriminative classifier to predict the final action label for each observation.
Vemulapalli et al. [12] map the action curves from the Lie group to its Lie algebra and then perform classification using a combination of dynamic time warping, Fourier Temporal Pyramid representation and linear SVM.
B. DEEP LEARNING BASED METHODS
With the development of deep learning, data-driven methods have become the mainstream methods, where the most widely used models are RNNs and CNNs. RNN-based methods capture the temporal dependencies between consecutive frames. Hierarchical RNN [13] is proposed to learn motion representations from skeleton sequences. A spatial-temporal long short-term memory network is proposed in [14] . In addition, Liu et al. [14] introduce a tree-like graph to better represent the adjacency properties between the joints in the skeletal data and a tree structure based skeleton traversal method to model the kinematic relationship between the joints. An end-to-end spatial and temporal attention model [15] is proposed to selectively focus on discriminative joints of skeleton within each frame of the inputs and pays different levels of attention to the outputs of different frames. By utilizing the information of joints and bones, the Attentional Recurrent Relational Network [16] -LSTM [17] is proposed to temporal dynamics and spatial configurations in skeletons.
CNN-based methods also achieve remarkable results. A residual temporal CNN is introduced in [18] . Information enhancement model [19] consists of three stages. First, a sequence-based view invariant transform is developed to eliminate the effect of view variations on spatial-temporal locations of skeleton joints. Second, the transformed skeletons are visualized as a series of color images, which implicitly encode the spatial-temporal information of skeleton joints. Furthermore, visual and motion enhancement methods are applied to color images to enhance their local patterns. Third, a convolutional neural networks-based model is adopted to extract robust and discriminative features from color images. The final action class scores are generated by decision level fusion of deep features. CNNs are applied to learn long-term temporal information and a Multi-Task Learning Network is used to incorporate spatial structural information [20] . Liu et al. [21] apply 3D CNN in skeletonbased action recognition in a two stream manner. A novel skeleton transformer module is introduced in [22] to rearrange and select important skeleton joints automatically. By using color encoding, Wang et al. [23] represent both spatial configuration and dynamics of joint trajectories into three texture images, and then feed these texture images to CNNs for classification. Du et al. [24] concatenate the joint coordinates in each frame to generate a matrix, and then the generated matrix is quantified and normalized into an image which is fed into a CNN model for feature extraction and recognition. Li et al. [25] map the 3D skeleton video to a color image to achieve translation and scale invariance. Then they use multi-scale deep convolutional neural network (CNN) architecture and the fine-tune strategy to improve the performance.
Graph convolutions [5]- [7] have been used to learn high level features from arbitrary graph structure. Current models for skeletal action recognition [4] , [26] use 3D coordinates as features at each vertex. They construct a spatial graph based on the natural connections of joints in the human body and add the temporal edges between corresponding joints in consecutive frames. Thakkar and Narayanan [27] divide the whole body into several parts to perform graph convolution. Song et al. [28] propose a multi-stream graph convolutional network to enhance the robustness. Li et al. [29] use an encoder-decoder structure to capture action-specific latent dependencies and high-order polynomial of adjacency matrix to obtain structural dependencies.
III. BACKGROUND
In this section, we cover the background material necessary for the rest of the paper.
A. SPATIAL-TEMPORAL GRAPH CONSTRUCTION
For the spatial dimension, joints and their natural connections in one frame construct the spatial graph. For the temporal dimension, the corresponding joints between two adjacent frames are connected with temporal edges. An illustration of spatial-temporal graph on skeletal data can be found in Fig. 1 .
B. BASIC NOTATIONS ON GRAPH
We denote a undirected graph as G = (V , E), where V is the set of vertexes and E is the set of edges. Let A be the adjacency matrix of the graph and D be the diagonal degree matrix of the graph, where D (i,i) = j A (i,j)
C. SPATIAL-TEMPORAL GCN
ST-GCN [4] , which is composed of several spatial-temporal convolutional blocks.
Concretely, the spatial graph convolutional layer can be implemented by the following formulation:
where P is the partition group set,Â p is the N × N normalized adjacent matrix for each partition group andÂ p = D −1/2 p
denotes the Hadamard product. W p is the weight of convolution operation.
For the temporal dimension, a K ×1 convolution is directly performed on the output feature map f out , where K is the kernel size of temporal dimension.
IV. THE PROPOSED APPROACH
This section introduces our proposed framework. The pipeline is shown in Fig. 2 . We first convert a skeleton sequence for a person into a tensor of (T × V × C), where T denotes the number of frames, V denotes the number of joints and C denotes the number of channels ( Fig. 3 ). Then the skeletal data (coordinates of joints) are converted into relative coordinates according to the root joint (head) in each frame and used to calculate the temporal difference. After that relative coordinates and temporal difference are concatenated to obtain the input of the network. The input of our model is first normalized by a batch normalization layer. Then the data is fed into 10 blocks of our network. The first block has 6 channels for input and 64 channels for output. The following three blocks have 64 channels for input and output. The next three blocks have 128 channels for output, the first of which has 64 channels for input while the others have 128 channels for input. The last three blocks have 256 channels for output, the first of which has 128 channels for input while the others have 256 channels for input. The temporal strides of the fifth block and the eighth block are set to 2 to reduce sequence length. The output tensor of the final block is then fed into a global pooling layer. The global pooling layer is employed to get a 256-dimension feature vector for each video sequence. After the global pooling layer, the output tensor is fed into a fully connected layer to get the score of each class.
A. PSEUDO GRAPH CONVOLUTION
The spatial-temporal graph convolution for the skeleton data mentioned above employs a fixed adjacency matrix, which prohibits learning dependencies between joints that are not connected in such a graph. In addition, the fixed adjacency matrix in each layer fails to extract multi-level semantic information. To solve this problem, we propose the pseudo graph convolution layer. It learns the relationship between joints both connected and not connected by a learnable N × N matrix A i . Thus, each graph convolution layer can learn different semantic information. Since A i is a learnable N ×N matrix and has nothing to do with the predefined graph or the normalized adjacency matrix, we call it pseudo graph convolution.
Our pseudo graph convolution is defined as follows:
Illustration of the network architecture. The original coordinate is transformed into the relative coordinate and temporal difference. The relative coordinate and temporal difference are concatenated to form the network input. The network has ten pseudo graph convolutional blocks. The pseudo graph convolutional block with different numbers of input and output channels uses a temporal stride 2 to reduce the sequence length. A global average pooling layer is used after the last block. Fully connected layers and softmax are applied after the global average layer to compute scores of each class. Note that a and b in (a, b) mean the number of input channels of this block is a and the number of output channels of this block is b. ⊕ means that two tensors are concatenated. where n is the number of the matrix used in each layer. A i is the i-th learnable matrix in each pseudo graph convolution layer. Note that in comparison with Eq.1, we omit the N × N attention map M i . Since the term A i is learnable, it can play the same role as the attention map does and implicitly fuse the dependencies between joints with the attention map. In addition, it can simplify the computation. To further simplify the computation, we set n = 1 in our experiments.
B. TEMPORAL AND CHANNEL-WISE ATTENTION MODULE
Intuitively, locations and movements in x, y and z direction of a joint contribute differently for classifying the action. Furthermore, some frames which contain outstanding characteristics play significant roles in distinguishing the action from others. Inspired by such an observation and SENet [30] , we propose our temporal and channel-wise attention (TCA) module. The overall architecture of our TCA module is shown in Fig. 4 . We first use global average pooling to extract channelwise information. A fully connected layer followed by ReLU is used to reduce the number of channels. Another fully connected layer followed by ReLU is used to restore the number of channels. Note that r is the reduction ratio. For NTU-RGB+D dataset, r is set to 16. For HDM05 dataset, r is set to 48. In this manner, we can recalibrate channel-wise features. To recalibrate temporal features, we first permute the channel axis and temporal axis and then apply the same operation mentioned above. After recalibrating temporal features, we change the temporal feature tensor into the original shape. Hadamard product is used to combine channelwise features and temporal features. Then we change the mixed tensor into V × T × C. After that, 1 × 1 convolution is employed to extract mixed attention. The original input tensor is multiplied by this mixed attention tensor in an element-wise manner.
Our temporal and channel-wise attention module is different from CBAM [31] which sequentially gets the channelwise attention and spatial attention. Note that the spatial attention is calculated from the Hadamard production of the original feature tensor and the channel-wise attention tensor. Thus, the spatial attention in CBAM can not directly depict the intrinsic characteristics of the original feature tensor. To keep the intrinsic characteristics of the original feature tensor, we simultaneously compute the channel-wise VOLUME 8, 2020 attention and temporal attention from the original feature tensor. The differences between the two attention modules can be found in Fig. 5 . Besides, our method is simpler than CBAM since we only need one global average pooling layer for each attention while CBAM uses both average pooling layer and max pooling layer for each attention and the outputs of the two layers need to be concatenated or added.
C. PSEUDO GRAPH CONVOLUTIONAL BLOCK
As is shown in Fig. 6 , the basic block consists of a spatial pseudo graph convolution followed by a batch normalization (BN) layer and a ReLU layer, a TCA module, a temporal convolution followed by a batch normalization (BN) layer and a ReLU layer. A residual connection is added for each block except the first one.
V. EXPERIMENTAL RESULTS

A. DATASETS
NTU-RGB+D: NTU-RGB+D, is the largest dataset with 3D joint annotations for human action recognition task. It contains 56880 skeleton action sequences in form of RGB video, depth map sequences, 3D skeletal data, and infrared videos. These actions are performed by 40 distinct subjects and categorized into 60 classes [8] . Each action sequence is completed by one or two performers. The dataset provides the 3D spatial coordinates of 25 joints for each human in an action (Fig. 7) . For evaluating the models, two protocols are recommended by the original paper [8] : Cross-Subject and Cross-View. In Cross-Subject setting, the dataset is divided into a training set with 40,320 samples and a validation set with 16,560 samples. Each set consists of 20 subjects. Cross-View setting assigns data according to camera views. The training set has 37,920 captured by camera 2 and camera 3. The test set has 18,960 samples from camera 1. We follow this convention and report the top-1 accuracy on both benchmarks.
HDM05: HDM05 dataset [9] was captured by using an optical marker-based Vicon system. It contains 2337 action sequences ranging across 130 motion classes performed by five actors. This dataset currently has the largest number of motion classes. The actors are named ''bd'', ''bk'', ''dg'', ''mm'' and ''tr'', and 31 joints are annotated for each skeleton. This dataset is challenging due to intra-class variations induced by multiple realizations of the same action and a large number of motion classes. We follow the protocol given in [32] which is used by recent deep learning methods and report the top-1 accuracy.
B. TRAINING DETAILS
Our PGCN-TCA is optimized using Stochastic gradient descent (SGD) with Nesterov momentum and the learning rate, momentum and weight decay are set to 0.1, 0.9 and 0.0001 respectively. Dropout with a probability of 0.2 is utilized to alleviate overfitting during training. All elements in A i (i = 1, 2, . . . , n) are initialized with 1. Cross-entropy is selected as the loss function to backpropagate gradients.
For the NTU-RGB+D dataset, there are at most two people in each sample of the dataset. The max number of frames in each sample is 300. For samples with less than 300 frames, we repeat the samples until it reaches 300 frames. The batch size is set as 32. The learning rate is set as 0.1 and is divided by 10 at the 20th epoch and 40th epoch. The training process is ended at the 60th epoch. For the HDM05 dataset, The max number of frames in each sample is 901. For samples with less than 901 frames, we repeat the samples until it reaches 901 frames. The batch size is set as 16. The learning rate is also set as 0.1 and is divided by 10 at the 100th epoch. The training process is ended at the 120th epoch.
All experiments are performed based on the PyTorch deep learning framework [26] . Fig. 8 shows original adjacency matrices which are kept fixed through training in ST-GCN [4] and the matrices learned on the NTU-RGB+D Cross-Subject benchmark. The fixed matrices used in ST-GCN [4] are sparser than our learned ones, which means in graph convolution operation only the adjacent joints that have physical connection contribute to each other. Since our learned matrices are non-sparse, joints which do not have physical connection can also contribute to each other in our pseudo graph convolution operation. Thus, it is clear that our learnable matrices can capture both structural dependencies and non-structural dependencies between joints and more flexible than the fixed ones used in ST-GCN [4] . These learnable matrices are different from each other, which means they can extract multi-level semantic information and increase the model's capability to understand the skeleton sequences.
C. VISUALIZATION OF THE LEARNED ADJACENCY MATRIX
D. COMPARISON WITH THE STATE-OF-THE-ART
We compare our proposed method with the state-of-the-art skeleton-based action recognition methods on NTU-RGB+D dataset and HDM05 dataset.
On NTU-RGB+D dataset, we train our method on two common benchmarks: Cross-Subject and Cross-View, and then we compute top-1 classification accuracies respectively in the test phase. Table 1 shows the comparison. Note that the top-1 accuracies of our PGCN-TCA are 88.0% on the Cross-Subject benchmark and 93.6% on the Cross-View benchmark. On the Cross-Subject benchmark, our PGCN-TCA outperforms most of the method and is only inferior to 2s-AGCN [33] by a small margin. On the Cross-View benchmark, the top-1 accuracy of our PGCN-TCA is 1.5% and 0.6% less than 2s-AGCN [33] and AS-GCN [29] respectively but outperforms the others.
On the HDM05 dataset, we follow [32] and conduct 10 random evaluations, in each of which half of the sequences are randomly selected for training and the rest are used for testing. In each evaluation, top-1 classification accuracy is computed. Table 2 shows the comparison. Our model achieves performances comparable to state-of-the-art methods.
E. ABLATION STUDY
We examine the effectiveness of the proposed component in our network on both Cross-View and Cross-Subject benchmark of the NTU-RGB+D dataset [8] . Table 3 on the Cross-View benchmark. After adding the TCA module, the top-1 accuracy further increases by 1.0% and 0.6% on the Cross-Subject benchmark and the Cross-View benchmark respectively.
F. DISCUSSION
Our method can be applied to other graph-based methods by replacing the original adjacency matrices with the learnable adjacency matrices and the proposed temporal and channelwise attention module can also be integrated into any CNN architectures. Although our method outperforms most of the methods on two datasets, it still has a drawback. The number of frames is much larger than the number of channels, which may lead to omitting some critical information. Thus, the performances of our method on two datasets are slightly lower than 2s-AGCN [33] and PB-GCN [27] respectively. The more reasonable design of the attention module is left for future work.
VI. CONCLUSION
In this paper, we propose a novel pseudo graph convolution network with temporal and channel-wise attention for skeleton-based action recognition. It employs a learnable matrix in each graph convolutional layer to capture both structural dependencies and non-structural dependencies between joints. In addition, multi-level semantic information can be extracted in a hierarchical manner. Then, a temporal and channel-wise attention (TCA) module is proposed to recalibrate temporal and channel-wise features respectively and mix these features together to compute combined attention. Our model is evaluated on two action recognition datasets, NTU-RGB+D and HDM05, and it achieves comparable performances to the state-of-the-art methods. XIAOLIN ZHANG (Member, IEEE) received the Ph.D. degree from Yokohama National University, in 1995. He was a Professor with the Tokyo Institute of Technology, Japan, from 2012 to 2013. He is currently a Professor with the Shanghai Institute of Microsystem and Information Technology, Chinese Academy of Sciences, University of Chinese Academy of Sciences and ShanghaiTech University. His research interests include bionics, brain science, computer vision, and artificial intelligence. VOLUME 8, 2020 
