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Abstract—This letter presents an experimental study and a
novel modelling approach of the wireless channel of smart utility
meters placed in basements or sculleries. The experimental data
consist of signal strength measurements of consumption report
packets. Since such packets are only registered if they can
be decoded by the receiver, the part of the signal strength
distribution that falls below the receiver sensitivity threshold is
not observable. We combine a Rician fading model with a bias
function that captures the cut-off in the observed signal strength
measurements. Two sets of experimental data are analysed. It is
shown that the proposed method offers an approximation of the
distribution of the signal strength measurements that is better
than a naïve Rician fitting.
Keywords—Channel characterization and modeling, Received
signal strength measurements, Communication system planning.
I. INTRODUCTION
UTILITY companies are transitioning from simple stan-dalone consumption meters towards an Advanced Meter-
ing Infrastructure (AMI), where wireless smart meters are read
automatically, enabling new services and features in addition
to simple metering and billing [1]. Installing an AMI, with one
or several concentrators covering the distribution area, can be a
costly investment. Hence, some utilities choose an intermediate
solution, where wireless smart meters are installed but read
only from a vehicle driving through the neighborhood [2]. This
is referred to as drive-by reading. Data is collected whenever
consumption measurements are required, e.g. mainly for billing
purposes, and the utility is thus not harvesting all benefits of
the smart meters. However, the system is in this way prepared
for automatic reading from concentrators in order to exploit the
full potential of an AMI solution. A big challenge for the utility
company is to determine the best location(s) for installing
the concentrators, since the experienced wireless path loss
is highly dependent on the smart meter location, topography,
structural mass, and vegetation of a given site. While dedicated
measurement campaigns or ray tracing simulations could in
principle be used to find suitable concentrator locations, such
approaches require too much time and resources in practice.
Parametric models of the signal strength distribution such
as the Rician model are more promising for concentrator
placement, however the parameters must be determined for
the specific scenario considered, which again requires a time-
consuming measurement campaign.
In the case where a utility is upgrading from a drive-by
solution, they will already have a database of measurements
collected during drive-by readings that includes received signal
strength (RSS) measurements. Unfortunately, the data is not
suitable for directly parameterising for example a Rician
model, since measurement packets whose received signal
strength is below the receiver sensitivity threshold are not
decodable and the dataset is therefore incomplete. In this
work, we propose a method for fitting the Rician distribution
parameters to the sample data by estimating the unobservable
segment of the signal strength distribution.
Numerous methods for estimation of the Rician K-factor
exist, both using maximum likelihood methods [3], as well
as moment based methods [4], [5]; however, none of these
methods take the measurement bias into account. Instead, we
use a least-square optimisation to fit the parameters of a cut-off
Rician distribution to the observed data. Thereby, we reduce
the root mean square error (RMSE) on the CDF compared
to when the parameters are fitted to the observed data with
a standard Rician distribution. We demonstrate the proposed
estimation method for two experimental data sets: drive-by
measurements and measurements from a fixed concentrator
setup. The results indicate a clear similarity between the two
measurement sets in terms of signal strength distributions.
II. SYSTEM MODEL
The field measurements used for modelling the signal
strength distribution are obtained from drive-by smart meter
readings and concentrator smart meter readings. The drive-
by data set is collected using a Kamstrup READy converter
[6], which is connected to an Android device running the so-
called READy app. When configured for the drive-by readings,
the smart meters transmit data every 16 s. On the other hand,
for the scenario with a concentrator, the transmit interval is
increased to 96 s, which enables a larger signal power without
reducing battery life time of the smart meter, while still
providing a suitable data resolution for the relevant uses.
The smart meters are mounted in houses, usually in scul-
leries or below ground level in basements. Hence, the signal
can be attenuated to a high degree as discussed in [8], meaning
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TABLE I. SYSTEM SPECIFICATIONS
Specification Value Unit
Modulation BFSK -
Frequency 868.95 MHz
Bandwidth 200 kHz
Transmit power (drive-by) 8 dBm
Transmit power (fixed network) 14 dBm
Receiver sensitivity S dBm
that the drive-by vehicle has to be within a reasonably short
range to receive the signal, due to propagation loss in the
wireless channel. Fig. 1 displays the position where the READy
converter has received readings from smart meters. Only a sin-
gle reading is received for each position, as the car is moving at
all times. The measurement data for the concentrator scenario
has been obtained from a different, but similar neighbourhood
in terms of building types, density, vegetation, etc.
The transmissions are based on the wireless M-Bus standard
(EN13757-4, C mode, defined in [9]). The specifications of
the system parameters are presented in Table I. The receiver
sensitivity, S, is the point at which packets of 20 bytes are
received with a success rate of 20 %, and its value depends
on the characteristics of the specific receiver device used. For
the Kamstrup READy converters and concentrators, the exact
value of S is confidential. Hence, the data plotted in Fig. 2
is normalised with regards to the converter sensitivity, S. It
can be noted that practically no packets are received below
the sensitivity boundary.
III. METHODS
Empirical path loss models have been tested to find correla-
tion between their predictions and the measured data. However,
due to the large variance of the data, especially for smaller
distances as can be seen in Fig. 2, this deterministic approach
of using models to predict the average power is not sufficient.
The first step, which we tackle in this paper, is to estimate the
signal strength distribution.
Fig. 1. White dots are positions of the vehicle where data has been received.
Map from [7].
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Fig. 2. Frequency of sampled RSS as a function of the distance between
receiver and the transmitting smart meter. Notice that the RSS is offset by the
confidential sensitivity threshold S.
As discussed in [10], the envelope of the received signal
for a specific distance will be Rician distributed somewhere
between pure line-of-sight (LOS) and Rayleigh distribution.
Due to this, it is desired to estimate the distribution of RSS
for the specific environment, with a higher accuracy than the
established empirical models. This is done by curve fitting the
cumulative density function (CDF) of the dataset in Fig. 2 to
a Rician distribution. For this, the Rician probability density
function (PDF) [10] is used:
fRician(r) =
2rK
r2s
exp
(
−
K
r2s
(r2 + r2s )
)
· I0
(
2rK
rs
)
. (1)
Here, the distribution of the signal strength, r, is defined by the
two parameters K = 10KdB/10 and rs. KdB denotes the ratio
between the power of the dominant component (rs, usually
LOS) and the power of the multipath components in dB.
Even though it may be possible to fit this distribution to
the measurement data (black curve in Fig. 3a), it would be
improper to assume that it depicts the actual signal strength
distribution. This is due to the cut-off of the data. To describe
this cut-off or bias of the data, the following is defined:
f(r) : signal strength distribution (PDF),
fsample(r) : sample distribution (PDF),
w(r) : bias function.
The distribution we want to estimate is the unobservable signal
strength distribution, f(r). To estimate this, we describe the
observable sample distribution, fsample(r), as a function of the
unobservable f(r) and the bias function, w(r), as:
fsample(r) =
w(r)f(r − r0)∫
∞
−∞
w(r′)f(r′) dr′
. (2)
Note that the denominator normalises the resulting density
function so that it integrates to unity. Also, as the distribution
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Fig. 3. PDF and CDF of Rician distribution fitted to measurement sample data. Note that the x-axis is normalised with regards to the mean of the sampled
signal strengths, which is different for the concentrator data and the drive-by data.
does not start in the origin, an additional parameter r0 is in-
troduced, which is an offset of the signal strength distribution.
The bias function, w(r), is in our case the probability for
successfully receiving a packet at a given signal-to-noise ratio
(SNR). Since this probability is exactly 1 − FER, where
FER is the frame error rate, we will use 1 − FER as the
bias function. In the considered Kamstrup system, packets
are uncoded, modulated with BFSK, and received with non-
coherent detection. The first step in determining the FER is to
determine the BER as [11]:
PBFSK =
1
2
exp
(
−
εb
2N0
)
. (3)
Here, εbN0 is the “bitwise SNR” that is a scaling of the SNR by
the bit rate and bandwidth. The SNR is found using the RSS,
the theoretical thermal noise floor, and the noise figure of the
receiver. However, we note that the noise figure is confidential
for the meters used in our experiments. If the packet contains
M BFSK symbols, then FER is determined as:
FER = 1− α(1− βBER)M , (4)
where M is the amount of bits, α = [0, 1] is the preamble
detection probability and β = [0, 1] can be used to account for
forward error correction (FEC). Since in the considered case
study we use BPSK without FEC (β = 1) and we assume ideal
preamble detection (α = 1), our bias function is:
w(r) = 1− FER = (1− PBFSK)
M , (5)
where PBFSK depends on the RSS through εbN0 . We consider
a packet length of 50 bytes, i.e. M = 400.
By assuming that the unobservable f(r) ∼ fRician(r), i.e.
that it follows the Rician distribution in eq. (1), we need just
to determine the values of the parameters K , rs, and r0, which
results in the sample distribution that best fit the observed data.
For this, we apply a non-linear least square error minimisation
method (Levenberg-Marquardt algorithm, discussed in [12],
[13] and implemented in [14]) to fit the cumulative sum of
the distribution function fsample(r) to the empirical CDF of
the observed data in Fig. 2. Specifically, we find a set of
values for the parameters K , rs, and r0 that minimise the
error between the empirical CDF of the observed data and
the distribution function in Eq. (2). The found values of K ,
rs, and r0 characterise the best Rician approximation of the
true unobservable distribution of signal strengths.
While we have presented the method above in the context
of a Kamstrup system based on the Wireless M-Bus, the
method can be applied to other range-limited systems, e.g. Wi-
Fi systems, by simply inserting the scenario-relevant equations
in eq. (1) and eq. (3). The underlying principle of estimating
the unobservable signal strength distribution by matching eq.
(2) to the measurements, would be essentially the same.
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IV. RESULTS AND DISCUSSION
For the numerical evaluation, we have used the drive-
by and concentrator measurement data described in Sec. II.
Specifically, we have extracted measurements from both data
sets from the distance range 75− 125 m. Thereby, we reduce
the impact of path-loss in the signal strength distribution of
the measurement data set.
In addition to the results of the proposed biased Rician fitting
method, we also consider baseline results that are created using
a naïve Rician fitting that does not take into account the cut-off
in the measurements. Notice that the results are anonymised
in the sense that they are offset by the confidential receiver
sensitivity, S. In addition to the graphical comparisons in Fig.
3, we also present the resulting parameters of the distribution
fittings in Table II.
Primarily, the results show that our proposed biased fitting
method achieves a significantly lower RMSE than the naïve
Rician fitting method. The RMSE is reduced by more than
40% for both the drive-by and concentrator measurement data.
This finding confirms that the proposed method does indeed
improve the distribution fitting procedure, when dealing with
data sets that are cut-off due to receiver sensitivity limitations.
The reason for the remaining RMSE may be due to the fact
that the number of measurements in the data set is insufficient
to reach lower RMSE levels. The slightly non-smooth shape
of the sample data also indicates this.
Secondly, a comparison of the resulting parameters for
the drive-by and concentrator scenarios shows that the signal
strength distributions differ to some degree. Especially, the
shape-determining K parameter of the biased Rician fitting
differs by approximately 3 dB for the two scenarios.
TABLE II. FITTED RICIAN PARAMETERS. r0 IS RELATIVE TO
RECEIVER SENSITIVITY S .
K [dB] rs [dB] r0 [dB] RMSE
Drive-by Naïve −34.08 0.30 −1.00 0.018Biased −33.45 0.35 −3.53 0.010
Concentrator Naïve −29.66 0.38 −1.00 0.045Biased −30.40 0.35 −2.08 0.026
V. CONCLUSION
We have proposed a method for estimating the signal
strength distribution when only biased data sets are available.
The estimation method applies a model of the bias that can be
produced heuristically, theoretically, or by use of assumptions
of the sampling method; the model is then used to take the
biasing into account when doing parameter estimation. The
estimation method is not limited to one specific probability
distribution, but when applying the method, one must assume
a distribution and decide which parameters to estimate; this
enables the method to be utilised within a wide range of
applications, where distributions are sought to be estimated
from biased data sets. Specifically, we formulate the bias
function to be used for Kamstrup smart meters data collection,
which models the frame error probability of measurement
packet sent with non-coherent BPSK modulation.
The method has been applied to estimate the parameters of
a Rician distribution using signal strength measurements from
a drive-by and a concentrator scenario that in both cases are
biased due to the receiver front end sensitivity.
We find that in both cases we are able to closely fit our
biased Rician distribution to the measurement data compared
to a naïve direct fitting of measurement data. We also find
that the fitted Rician distributions for the two scenarios have
different K parameters, meaning that a model obtained from
drive-by measurements cannot be immediately used to predict
the signal strength conditions in a concentrator scenario.
Since the collected measurements have a clear relation to
distance-dependent path-loss, a next step is to jointly estimate
the signal strength distribution and path loss parameters.
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