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The world’s ageing population has significantly increased over the last decades, 
which will result in one of the most significant transformations of the twenty-first century. 
As people age, they become more vulnerable to diseases and their health may need constant 
monitoring. At the same time, the number of people who have some kind of disability is 
also increasing. These people with disabilities may need daily assistance and monitoring 
of their health condition that is provided by specialists (health providers) at a high cost. 
A possible solution to the aforementioned problem comes from the assistive and 
intelligent robotics research area. The profound importance of this research area derives 
from several necessities of the people that belong in these groups when in hospitals or at 
homes. The most important necessity is to have a more independent life with increased 
personal autonomy. However, although assistive and intelligent robotics have significantly 
advanced, they are still far from completely replacing the human provider. 
In an effort to advance the potential and capabilities of assistive-intelligent robotics, 
we proposed an intelligent robotic wheelchair that is able to assist people in need. In 
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particular, the system will assist the user to stand up, turn around, sit down or perform 
rehabilitation exercises. Therefore, the goal of such a system is real time response in 
assisting users in daily activities with active participation, that leads to quality of life 
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Our society consists of a huge variety of people. Some of them depend on others 
for their daily activities and their health monitoring. During the last decades, our society 
has aged with a fast pace, faster than it used to be a century ago. Considering that the United 
States older population, people 65 years and older, numbered 46.2 million in 2014 as 
reported by the Administration of Aging [1]. This represents one in every seven Americans, 
14.5% of U.S. population. Numbers of elderly are increasing and by 2060 there will be 
about 98 million, more than twice their number in 2014 as reported by the Administration 
for Community Living [2]. This data can get only bigger by checking the World Bank of 
Data for population ages 65 and above, that shows the yearly increase in this group of 
people. Expectations show that by the year 2050 the amount of people in that group will 
be 2.5 times larger. In addition, approximately 33% of people over 65 are experiencing a 
fall each year [3]. The same applied to 50% of people over 85 years old [4]. The injuries 
that are associated with these falls have a range from hip fractures up to even death. 
Following hip fracture, 50% are unable to live independently [5], 25% will die 
within six months, and 33% will die within one year [6]. In one study [7], hospital 
admissions due to fall-related injuries (of any type) carried the highest risk for disability. 
The percentages are as follows: 79.4% of the falls having some disability, 45.2% led to 
chronic disability, and 58.8% are related with nursing home admission. The costs 
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associated with falls amongst the elderly are staggering.  Expenditures associated with hip 
fractures alone exceed $10 billion annually [8].  Overall, this cost to treat fall injuries in 
people age 65 or older in 1994 was $27.3 billion (in 1996 dollars) and, by 2020, the cost is 
expected to reach $43.8 billion (in 1996 dollars) [9]. 
This phenomenon is receiving increasing attention from the scientific community 
and more and more solutions are being suggested in order to allow these people, live more 
independent lives. At the same time, there are more than one billion people worldwide that 
experience some form of disability [10].  This number is 15% of the world’s population 
and of that, between 110 and 190 million people experience significant disabilities [11]. In 
addition, there are more than 100 million people worldwide that require a wheelchair, 
including elderly and people with disabilities [12],[13]. Moreover, in the United States 
about 56.7 million people (19% of the population) have a disability according to the U.S. 
Census Bureau Reports [14]. Considering these statistics, one deduction can be made, more 
people will need technical assistance in the near future than they already do now. 
Some of these individuals will need assistance of other people for their daily 
activities. In our society and in our fast-growing world there are less people to perform 
care. Research trends indicate that many individuals from these groups are living in social 
isolation and the assumption that this number will increase can be made. Therefore, the 
care workers and the nurses will be needed more. But the lack of people who can help is a 
serious issue [15]–[21]. Elderly and people with disabilities need to be helped with basic 
daily activities like eating meals, using the bathroom, stand up and sit down. 
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During activities of daily living, usually a wheelchair is often required. This may 
cause difficulty when performing tasks that rely on standing, such as toileting. These 
individuals need to be helped and supported by others daily to perform even the simplest 
actions. Care takers and nurses can be found in hospitals and in households assisting 
people, sometimes at a high cost and at all times. 
A solution to this problem comes from the research area of assistive robotics. More 
specifically, robots that their purpose in to help and aid. There are many kinds of robots, 
but our focus is the intelligent robotic wheelchairs. Wheelchairs that are mounted with 
robotic arms that provide the necessary assistance and intelligent software that will make 
the lives of these people easier. Many names have been given to these wheelchairs, with 
smart and intelligent are the most common.  
In the last decade much research has been done in the development of intelligent 
software able to assist wheelchairs. Much research has been done in wheelchairs mounted 
with robotic arms to pick up objects and even open doors. Even though, in the years before 
2005 several prototypes have been developed [22], there are not many researchers that 
continue working with the goal of increasing assistance provided. 
Driven by the needs of the elderly and people with disabilities for independency in 
their daily lives, for assistance at the time they need it, for constant monitoring of their 
health condition, we propose an Intelligent Robotic Wheelchair (IRW) that is able to 
provide assistance to the user to stand up from a sitting position and sit down on a chair or 
the wheelchair or even perform some simple rehabilitation exercises.  
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Thus, we envision a future in which people in need are provided with inexpensive 
(in long term), intelligent robotic wheelchairs in a smart infrastructure that automatically 
detect the changes to their body posture and to offer assistance in order to make them 
independent [23]. 
1.2 Outline 
In the following paragraphs, the proposed autonomous intelligent robotic 
wheelchair (AIRW) is presented. More specifically, Chapter 2 presents a significant 
number of publications in the area of assistive robotics and more specifically in the area of 
the smart wheelchairs made to assist people in need. A maturity metric is created to 
evaluate each system based on certain features that will be analyzed. Chapter 3 provides 
the overview of the proposed system, its Stochastic Petri Net (SPN) modeling and in 
Chapter 4 a fuzzy inference system with its results that were obtained through simulations 
of the system. Chapter 5 presents simulations on the kinematics of the robotic arms and 
Chapter 6 presents the implementation of the arms. Chapter 7 presents the human machine 
interaction and the different modes that have been implemented. Chapter 8 shows the rules 
and the decision making of the control of the arm. Chapter 9 presents the experiments that 
were performed to evaluate the AIRW and its responses. Chapter 10 presents the 
contributions of this dissertation as well as the future work.
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2 A Light Comparative 




Robots and especially intelligent robotic wheelchairs, that are also considered 
robots, with a wide range of capabilities have been developed and are still being developed 
that could aid with the elderly and for people with disabilities to perform daily activities. 
Some of these systems have the potential to support the cognitive aspects of the daily tasks 
while some other are made to support the perceptual tasks of everyday living. There are 
others that are made to assist in the various physical tasks of the day, mostly wheelchairs 
with robotic arms mounted on them.  
Some of the basic activities that these systems can assist the people with disabilities 
and the elderly are: 
• Eating and Drinking 
• Washing and Shaving 




• Reaching and Moving objects 
• Rehabilitation 
These systems share two basic requirements. First and foremost, the system must 
always be safe for the user. Design should be such that failures result in minimal to know 
injury to the user. Second, in order for such a system to be useful, it must interact effectively 
with the user [24]. 
There are wheelchairs that offer these capabilities. Wheelchairs that have robotic 
arms mounted on them and can perform various tasks, wheelchairs that have cameras and 
sensors and can walk through corridors, wheelchairs that can open doors; wheelchairs like 
that exist. Most of them offer these capabilities but very few selected ones can combine 
more than one task.  
The overall goal of this literature review is to understand how these systems can 
assist people from these groups, what are the challenges for each one, what are the 
weaknesses and possible improvements. Furthermore, our goal is to take research one step 
further than it already is. This review does not cover assistive robotics in general, since that 
is a very large research area. Our focus is intelligent robotic wheelchairs able to assist 
people in need. 
This chapter is organized as follows. In section 2.2 a classification scheme of the 
intelligent robotic wheelchairs is presented that shows the systems and their characteristics. 
In section 2.3 an evaluation of the different systems will be made with a metric that is 




2.2 Classification Scheme 
In order to classify the systems different schemes could be followed. Therefore, 
intelligent robotic wheelchairs can be classified based on their application field (grasping 
objects, opening doors, path planning, etc.), the modalities and the algorithms that they can 
support (vision human machine interaction, gesture human machine interaction, joysticks, 
etc.), the sensors they are using (laser, sonar, etc.), and other aspects of their design and 
their operation.  
Our classification scheme is presented in Figure 2-1. Wheelchairs are separated into 
Robotic Wheelchairs (RW) that have robotic arms mounted on them, Intelligent 
Wheelchairs (IW) that do not have robotic arms but have smart algorithms that they use to 
perform several tasks and lastly, Intelligent Robotic Wheelchairs (IRW) that combine 
smart methodologies with the use of robotic arms to improve the lives of people in need. 
Furthermore, each one of these categories can be separated to autonomous and non-
autonomous. As it was mentioned earlier there could be more classification schemes, but 





Figure 2-1: Classification Scheme 
 
Even though there are illustrations of wheelchairs in ancient Greek culture, the first 
wheelchair is considered to be the one made for Phillip II of Spain in 1595. Then in 1655, 
Stephen Farfler, a paraplegic watchmaker, built a self-propelling chair on a three wheel 
chassis [25]. This concept of the wheelchair evolved further to electric wheelchairs and in 
our century new developments are presented in called intelligent wheelchairs or smart 
wheelchairs or even robotic wheelchairs [26], [27]. 
Due to the wealth of publications, projects and prototypes in all three cases a single 
reference is provided for each system. 
 
2.2.1 Robotic Wheelchairs (RW) 
A major breakthrough happened in the years 1995-1999 because at that time the 
Robotics Wheelchair competition took place (IJCAI 1995). This competition contributed 
in the development of prototypes over the next years. Slightly this development ceased and 
it started again when new robotic strategies evolved [28]. 
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Wheelchairs with robotic arms/manipulators have been developed to assist users 
with motor impairments with daily activities such as eating, drinking, shaving, working or 
even reaching and moving things [24]. These wheelchairs can improve the functions of the 
users and reduce their daily need for human assistance. Such wheelchairs could benefit 
people with spinal cord injuries, elders and in general people with disabilities. 
One of the early prototypes was made by the Department of Electrical Engineering 
KAIST in Korea. They created a robotic system for rehabilitation which they named 
KARES I an acronym of KAIST Rehabilitation Engineering System. It is consisted of 6 
degrees of freedom (DOF) robotic arm mounted on the robotic wheelchair in order to assist 
the disabled and the elderly and a gripper with two fingers. The robotic arm has a direct 
control that takes a high cognitive load on the user part instead of using joysticks that 
disabled users might not be able to handle. Color vision and force/torque sensors are 
mounted on the end-effector of the robotic arm. One color CCD camera that is placed on 
the hand is used. The gripper has 0.5-0.7 kg. gripping force. The maximum payload is 500 
g. and the length of the robotic arm is 82cm. The overall weight of the robotic arm is 
22.9kg. and the weight of the six stepping motors in the arm is 12.6kg. The team tested 4 
basic tasks which are picking up a cup on the table, picking up a pen on the floor, moving 
the object to the user’s face and operating a switch on a wall [29]. 
Another system, one of the first is the Weston wheelchair. The Weston wheelchair 
is a robotic system for rehabilitation that was created by the Bath Institute of Medical 
Engineering, UK. A manipulator is mounted to a wheelchair, called the “Wessex” 
manipulator that is used as starting point. The configuration is not dissimilar to the action 
of a human arm which makes it familiar to users and intuitive to control. It is consisted of 
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a vertical actuator, an upper arm, a wrist and a gripper. The total range is 1.2m and the 
vertical range is 0.5m. The base arm structure is based around a 38mm x 51mm aluminum 
extrusion. Two parallel moving jaws based on a four-bar link mechanism exist that allow 
the profile to be slim and allow good visibility of the item being gripped. Compliant 
elements in the drive train allow variable force gripping. Non-back drivable gearing and 
compliance to maintain grip force when power is removed from the drive motor [30]. 
Following is a robotic arm called Manus, manufactured by Exact Dynamics and is 
mounted on a wheelchair to assist people in need by the Institute of Automation at the 
university of Bremen. It can be programmed in a manner comparable to industrial robotic 
manipulators. It has 6 degrees of freedom with all the servomotors housed in a cylindrical 
base. The arm is mounted above the front castors of the wheelchair to the left of the 
operator’s left knee, which makes the manipulator obtrusive. It is controlled with a joystick. 
The joystick has 2 degrees of freedom while the arm has 7 degrees of freedom, the user 
must switch between the degrees in order to manipulate the arm in the 3D space. It is used 
for some of the basic activities of daily life (ADL) such as drink and eat [31].  
The Manus arm is also used in the UCF-MANUS system which has the one robotic 
arm with 6 degrees of freedom with a gripper with two fingers. It uses one stereo camera, 
touch screen, a trackball and a microphone with a jelly switch. It is designed to assist people 
in need with upper limb extremities to perform daily activities [32], [33]. This product has 
been improved by the company and now is called iArm and is used by the industry and the 
researchers on wheelchairs to improve its capabilities [34]. 
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Another robotic arm called the Raptor is used on a wheelchair. The arm is 
manufactured by Applied Resources. It mounts to the right side of the wheelchair. This 
arm has four degrees of freedom and a planar gripper. The user can directly control the arm 
with either a joystick or a 10-button controller. Normally the joystick is located on the 
armrest opposite to the input device that controls the steering of the power wheelchair. The 
raptor arm does not have encoders and because of that the manipulator cannot be controlled 
in Cartesian coordinates. This is a big disadvantage or at least was when this project came 
out, because technology has increased at rates that manipulating the arms at exact locations 
is important for automation. This though is a compromise to minimize the overall system 
cost made by the company [35]. 
Continuing with the robotic wheelchairs, another project is the Mats robot. The 
Mats robot is a robotic arm mounted on a wheelchair. A robotics lab at University of Carlos 
III in Spain used this arm on a wheelchair. The arm has 5 degrees of freedom as a self-
containing manipulator. It has a light weight about 11 kg for 1.3 m reach. The robot is 
totally autonomous and needs only power supply to be operated. The robotic wheelchair is 
symmetrical which gives the ability to move between different points. It can also be 
dismantled off the chair and take a permanent position in areas inside the house like on a 
table or on a wall. This function will gain points, but it is not the main concern for this 
literature review the robotic arm to be able to change mounting locations. Basic daily 
activities like grasping a spoon and a cup are presented [36]. 
Later on, comes a robotic wheelchair able to open doors. The RW is called DORA. 
Dora is a robotic gripper designed by a group of robotics students at the University of 
Massachusetts, Lowell. They designed a cost-effective robot gripper to assist those who 
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may not be able to open a door. It works on a single motor and it has three plastic fingers 
that extend to grasp the door handle. Dora is able to open doors with 14 different types of 
handles in 85% of tests involving pushing the door open and 65% of tests involving pulling 
the door open [37], [38]. 
Next system is called PerMMA. The first generation of this robotic wheelchair 
belongs to this category while the second generation belongs to the IRW category. The RW 
is made for enhanced manipulation assistance. It was developed at the University of 
Pittsburg, USA. The robotic wheelchair is composed of 2 Manus Arms to provide enhanced 
mobility and bimanual manipulation for people with lower and upper extremity 
impairment. The robotic arms can be controlled from a touchpad, a microphone or even a 
joystick depending on their abilities. Each arm has 6 degrees of freedom and a two-fingered 
gripper. Each arm has a maximal reach radius of 830mm around its shoulder and a vertical 
reach range from 835mm to 1275mm with respect to its base. Each arm can lift a payload 
up to 2.5kg when the arm is not outstretched. That means that the maximum lifting payload 
will be in a shorter distance than the full length of the arm. The RW was developed to focus 
on providing the users and the caregivers with enhanced manipulation but also as a research 
platform for clinical tools [39]. 
Another system was developed at Rice University. A standard powered wheelchair 
was used and a low-cost robotic arm was mounted on it. This system helped and gave a 17-
year old named Dee Faught the ability to reach for objects he couldn’t before. Dee has a 
rare genetic disease-disorder called osteogenesis imperfecta or as commonly known brittle 
bone disease. The manipulator was named Dee-Light. The arm was mounted on his 
wheelchair and has the ability to pick up items from the ground, grab things from tables 
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and move them. The user works a videogame controller that is adapted to operate the 
robotic arm that was specifically designed for Dee [40], [41]. 
A robotic arm called JACO was developed by Kinova. It is a light weight robotic 
manipulator 6kg. The arm is composed of six inter-linked carbon fiber segments joined to 
a three-fingered hand. The maximal opening of the hand is 12 cm and each of the fingers 
can move independently. The system has a maximum payload of 1.5 kg and can reach up 
to 90cm. The 6 degrees of freedom refer to six movements in three-dimensional space, six 
movements of JACO’s wrist and opening and closing the 3 fingers. The arm is controlled 
with a three-axis joystick and it is mounted on the wheelchair armrest [42]. The Jaco arm 
is used for other wheelchairs as well and some are referenced here [43], [44], [45]. 
The next system is called FRIEND (Functional Robot arm with user frIENdly 
interface for Disabled people). It is a semi-autonomous robotic wheelchair designed to 
provide assistance to the disabled and the elderly in their daily life activities. It is developed 
at the Institute of Automation of University of Bremen within different research projects. 
It has one robotic arm mounted with 7 degrees of freedom and two fingers on a gripper. It 
uses one stereo camera and a web camera. It is controlled by a chin joystick and it has a 
head control panel [46]. There is also the fourth generation of this system which is designed 
to assist quadriplegic librarians in cataloging books and doing several tasks [47]. 
One more system is developed at the Intelligent Systems Research Institute at the 
National Institute of Advanced Industrial Science and Technology (AIST) in Japan. The 
robotic arm they developed is called Rapuda and is made to grasp objects and assist users 
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in their daily activities. Moreover, the arm is able to scratch and rub the face of the user 
[48]. 
Finally, a robotic arm is developed at the University of Pittsburg, called Strong 
Arm. It is mounted on a wheelchair with the goal to transfer users to places. The arm is 
rigid, and it has a simple graphical interpretation that is read by the computer. The software 
allows the user of soft techniques to be applied [49].  
2.2.2 Intelligent Wheelchairs (IW) 
Originally, the algorithms were meant for mobile robots but after some time 
researchers realized that if they used those algorithms and technologies to wheelchairs, 
they could create something useful. Thus, the intelligent wheelchairs were created. An 
intelligent wheelchair typically is consisted of a standard power wheelchair to which a 
computer and several sensors have been mounted on [50]. IW have been designed to 
provide navigation assistance, collision free travel, passing through doorways, 
communication between the system and the user (Human Machine Interaction, HMI) in 
more advanced ways. The rapid development of technology has allowed IW to have high 
maneuverability and navigational intelligence with high power independency in some 
cases. 
Because IW have been the subject of research for almost 40 years now. This section 
presents some of the most notable intelligent wheelchairs of the current state of the art and 
directions for future use. 
One of the first surveys on intelligent wheelchairs was written by Yanko, in 1998 
with the most characteristic systems TAO, Tin Man II, Wheelesley and NavChair [51]. 
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These systems at the time were the first who attempted to navigate autonomously in indoor 
and outdoor environments. At the time, all the systems provided some form of navigational 
assistance even though each one had different problems.  
Another survey was written by Simpson in 2005, a PhD student, at the University 
of Pittsburg covering the years between 1986 and 2005 [26]. This review provides a more 
comprehensive list of the several intelligent wheelchairs that were created with most 
important the Lurch, Two legs IW, Madarasz, Omnidireccional and Orpheus. All the 
systems developed intelligent algorithms that could follow walls, go through doors, avoid 
obstacles, move on track or point to point. 
The latest survey on intelligent wheelchairs covers the years between 2005 and 
2012 with the most characteristic wheelchairs to be RoboChair, Intellwhells I and II, Vahm, 
Enigma and Palma [22]. This survey introduced voice, head movements and facial 
expressions as a means to human machine interaction, automated indoor navigation with 
speech, facial expressions and brain thoughts. 
The University of Metz, in France created an adapted intelligent wheelchair named 
VAHM. It can avoid obstacles and can adapt to the environment by learning. It can follow 
a corridor and change its trajectory according to the algorithm it uses [52]. 
The OMNI project uses a custom made and custom designed omnidirectional 
wheelchair as its base. The chair can rotate around its center point allowing it to move in 
tighter spaces than a standard powered wheelchair base. The system uses ultrasonic and 
infrared sensors to provide assisted control through obstacle avoidance, wall following and 
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door passage. The project also includes a custom user interface that can be simplified for a 
row or column scanning mode [53]. 
The methods that the intelligent wheelchair communicates with the user vary and 
as technology increases more come to the surface. In the recent years efforts and attempts 
have been made to create a thought moving wheelchair [54]. Brain computer interfaces can 
be used to interact with the wheelchair and one of them can use emotional control to 
manipulate the wheelchair. The University of Metz in France proposed a system like that, 
that permits the user to select one out of four commands to drive the wheelchair. The 
method is simple as to the user respect, that as long the user is satisfied the selected 
command is still used. The moment the user is dissatisfied the control system stops the 
wheelchair and asks from the user to select another command [55]. 
Another team comes from the Politecnico University of Milan, in Italy. The authors 
developed an autonomous, low-cost wheelchair that can avoid obstacles, self-localize and 
explore indoor environments. One of the interfaces is a brain control system that analyzes 
the users brain signals. The wheelchair can also be guided with a joystick and a touch 
screen [56]. 
Several more intelligent wheelchairs that use brain control have been developed 
with different methodologies that range from reading the signals up to EEG and EMG 
controls [57], [58], [59], [60], [61], [62], [63]. All the aforementioned IW have a unique 
way of navigation based on brain control as a human machine interaction.  
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Computer vision is another way to interact with the machine and several projects 
have been developed based on the area of computer vision. Cameras detect the different 
body parts that the algorithm detects, and the navigation of the wheelchair happens. 
One project uses gaze interaction and gaze contingent regions in the operator 
interface to execute commands and the movement. The authors have developed a dynamic 
gaze contingent interface where they merge gaze regions with feedback regions to improve 
the performance of the system and to reduce the fatigue of the user [64]. 
While using the eyes is one way of computer vision, another is detecting the head 
gestures that the authors Lee, Loo and Chockalingam developed. A head gesture interface 
that can identify verification and facial pose estimation was developed. The system is 
intended to be deployed as a user wheelchair interface for people in need but only users 
with genuine face and valid token can use it [65]. 
As the previous authors used head gestures, a team from the Institute of Technology 
Kanagawa in Japan, developed a control system that uses the direction of the user’s face as 
the direction control input for the wheelchair. The proposed system offers hands freedom 
as they mention and helps in various activities [66]. 
Another project that uses computer vision uses hand gestures and image sensors 
that allow the user of a wheelchair to control it. The direction depends on the arm positions 
and by moving the arms the wheelchair can be steered [67]. 
Intelligent wheelchairs can be directed with speech as well as suggested by Pineau, 
West, Atrash, Villemure and Routhier. In their work a speech controlled intelligent 
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wheelchair is presented and the user with simple commands can direct the wheelchair into 
any direction wants [68]. 
Concluding, there are many projects worldwide in the area of intelligent 
wheelchairs. Researchers are working on the ways a user can navigate with the wheelchair 
to autonomous navigation, path planning in indoor and outdoor environments. There are 
different ways of input such as biometrics, brain computer interfaces, computer vision, 
games controllers, haptic feedback, multimodal, touch and voice as well as different 
operating modes such as navigation assistance, localization and mapping and machine 
learning. 
2.2.3 Intelligent Robotic Wheelchairs (IRW) 
Intelligent Robotic Wheelchairs consist of a combination of automated movements 
of the robotic arms as well as algorithms that will allow the user to use the wheelchair for 
automated navigation and more. The main problem that we encounter is the lack of these 
systems. There is no doubt that many attempts have been made in both the other categories, 
but the combination is not used as much. Nevertheless, an effort has been made to provide 
the intelligent robotic wheelchairs that exist. 
One of the first IRW was a development of a previous system. KARES II that 
originally had a robotic arm mounted on the wheelchair and was meant to perform 4 tasks 
as KARES I, was later improved with a smart algorithm. KARES II used one stereo camera 
and instead of a joystick it used an eye gaze system for navigation as well as EMG signals 
and a haptic device. This system is one of the first that combined the use of robotic arms 
as well as intelligent algorithms [69]. 
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Another Intelligent Robotic Wheelchair that had a previous model in one of the 
other categories is going to be presented here. PerMMA gen II belongs to this category. 
With the two robotic arms mounted on the wheelchair and an algorithm for automatically 
climbing curbs the second generation of this project is advancing. The wheelchair has two 
operating modes, one for flat and uneven terrain and another for stair climbing. A step 
climbing sequence up to 0.2 m is developed and introduced [70]. 
The Center for Assistive, Rehabilitation & Robotics Technologies (CARRT) at the 
University of South Florida is developing a system called WMRA (Wheelchair Mounted 
Robotic Arm) that has a 7-joint robotic arm that assists people in need in their daily 
activities. It has seven motorized revolute joints on the arm, a custom designed gripper able 
to pick up objects. Its weight is 24lbs and it can lift 8.5 lbs. The system uses simultaneous 
localization and mapping to use autonomous navigation [71]. 
An autonomous vision-based system was presented at the IROS workshop in 2014 
that could control a robotic manipulator mounted on a wheelchair with two 3D cameras for 
object and body recognition. Voice and gesture recognition was used for the human 
machine interaction to control the manipulator for basic tasks [72], [73]. 
As we can see there are not many projects in this category as it is one of the hardest 
to develop. The combination of algorithms and the use of robotic manipulators is a task for 





2.3 Evaluation of Systems 
In this section, the features that are used in the evaluation process of the systems 
mentioned previously, are provided and their evaluation is made. The most comprehensive 
systems were included in the evaluation process. Their reference, their category and a brief 
description is provided in Table 2-1. 
Table 2-1: Overview of the systems used 
Reference Category Brief Description 
R1 [17] RW Kares I 
R2 [18] RW Weston 
R3 [19] RW Manus 
R4 [21] RW UCF-Manus 
R5 [22] RW iArm 
R6 [23] RW Raptor 
R7 [24] RW Mats 
R8 [26] RW Dora, opens doors 
R9 [27] RW PerMMA, 2 arms 
R10 [28] RW Dee-Light 
R11 [30] RW Jaco 
R12 [34] RW FRIEND 
R13 [35] RW Used in libraries 
R14 [36] RW Rapuda 
R15 [37] RW StrongArm 
R16 [40] IW Avoid obstacles and can adapt, follow corridors 
R17 [41] IW Obstacle avoidance, wall following and door passage 
R18 [43] IW Emotion satisfaction, brain control 
R19 [44] 
IW 
Autonomous, low-cost wheelchair that can avoid obstacles, self-
localize and explore indoor environments 
R20 [50] IW EEG brain controls 
R21 [51] IW EMG brain controls 
R22 [52] IW Gaze interaction and gaze contingent regions 
R23 [53] 
IW 
A head gesture interface that can identify verification and facial pose 
estimation 
R24 [54] IW User’s face as the direction control input for the wheelchair 
R25 [55] IW Hand gestures and image sensors with arm positions 
R26 [56] IW Speech controlled intelligent wheelchair 
R27 [57] 
IRW 
Eye gaze system for navigation as well as EMG signals and a haptic 
device. Manipulator for daily activities 
R28 [58] 
IRW 






Simultaneous localization and mapping for autonomous navigation. 
Robotic arm for daily activities. 
R30 [60], 
[61] IRW 
Autonomous vision-based system with 3D cameras for object and 
body recognition. Voice and gesture recognition for manipulating the 
arm 
A number of features are now selected to evaluate those methodologies. The name 
and the description of the features, along with their abbreviation, are listed in Table 2-2. 
These features were selected based on several characteristics that each system should have. 
The characteristics relate to the performance of the systems, the computational 
requirements, quality of results and efficiency.  
Table 2-2: Evaluation Features 
Feature Description 
Placement of arm on 
wheelchair (F1) 
The system has to be unobtrusive and comfortable, in order not 
to interfere with the user’s sight. 
Aesthetic issues (F2) The system should not severely affect the user’s appearance. 
Operational lifetime 
(F3) 
Low power consumption for long-term, maintenance-free 
operation. 
Real application (F4) The system is applicable and useful to real-life scenarios. 
Computational/Storage 
Requirements (F5) 
The computational and storage resources required or utilized by 
the system to achieve desirable results. 
Ease of use (F6) 
The system incorporates a friendly, easy to use and easy to learn 
interface. 
Performance and test 
in real cases (F7) 
Sufficient results and performance statistics are provided to 
verify the system’s functionality in real cases. 
Reliability (F8) The system produces reliable and accurate operations. 
Cost (F9) 




The system has the ability to monitor the user. 
Robustness (F11) Availability and sturdiness of the system. 
System complexity 
(F12) 
Complexity of the system to be created. 
Safety (F13) Safety of the system for the user. 
Real time response 
(F14) 
The system’s operations need to be executed in real time. 
Flexibility accessibility 
(F15) 
The system needs to be accessible by the user at all times. 
Maneuverability (F16) The system needs to be operated easily by the user. 
Weight (F17) The system’s weight. 




More specifically, to conduct the evaluation of the systems and approach a more 
quantitative way, a score is assigned to each feature for each system based on two 
perspectives. The first perspective is the user’s and the second is the manufacturers. A score 
between 1 and 5 was assigned where the minimum is 1 and the maximum is 5. That means 
that a system that scores 5 performs very well while if the system is scored with 1 it does 
not perform. For example, a system that is assigned with a score equal to 5 for robustness 
(F11) is more robust than one that has a lower score for the same feature. However, the 
opposite approach was followed for cost (F9), weight (F17) and size (F18), since a less 
expensive, less heavy, less big system would be preferred to their opposites. Therefore, a 
system with a score of 1 in one of these features indicates the best score in comparison with 
a system that has a score of 5 for the same feature. Lastly, a score of 1 was given to any 
system that, there were not enough information regarding the feature. 
Moreover, a weight is assigned to the scores relating to the users and to the 
manufacturers. This weight is different for each feature and independent for each one of 
the two cases, of the user or the manufacturer as shown in Table 2-3. The weight’s values 
are between 0 and 1 with the latter being the highest. 
Table 2-3: Weights for evaluation 
Features User Weight Manufacturer Weight 
F1 1 0.5 
F2 1 0.2 
F3 1 0.5 
F4 1 1 
F5 0.2 1 
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F6 1 0.8 
F7 0.5 1 
F8 1 1 
F9 1 0.5 
F10 1 0.8 
F11 1 1 
F12 0.2 1 
F13 1 0.9 
F14 1 0.8 
F15 1 0.8 
F16 1 0.8 
F17 0.2 0.9 
F18 1 0.9 
 
Table 2-4: Feature scores for each reviewed system 
Reviewed 
Systems 
F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 F13 F14 F15 F16 F17 F18 
R1 [17] 3 4 2 5 3 5 5 3 3 1 2 3 3 3 4 2 2 2 
R2 [18] 3 4 3 5 4 5 5 3 3 1 2 3 3 3 4 2 2 2 
R3 [19] 3 4 3 5 3 5 5 3 3 1 3 3 3 3 4 2 2 2 
R4 [21] 3 4 3 5 2 5 5 4 2 1 4 3 4 4 4 2 2 2 
R5 [22] 3 4 4 5 1 5 5 4 2 1 4 3 4 4 4 2 2 2 
R6 [23] 3 4 3 5 1 3 5 3 3 1 3 3 3 3 4 2 2 2 
R7 [24] 3 4 3 5 2 4 4 4 3 1 3 3 4 4 3 3 2 2 
R8 [26] 4 3 2 5 2 3 4 4 3 1 3 3 4 4 2 3 2 2 
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R9 [27] 3 3 4 5 4 4 5 4 2 1 4 3 4 4 4 4 2 2 
R10 [28] 4 3 3 5 3 5 4 3 3 1 3 3 4 4 4 3 2 2 
R11 [30] 3 3 4 5 4 4 4 4 4 1 3 3 4 4 4 4 2 2 
R12 [34] 3 4 3 5 2 4 4 4 3 1 3 3 4 4 3 3 2 2 
R13 [35] 3 4 3 5 2 4 4 4 3 1 3 3 4 4 3 3 2 2 
R14 [36] 3 3 4 5 4 4 5 4 2 1 4 3 4 4 4 4 2 2 
R15 [37] 3 3 4 5 4 4 5 4 2 1 4 3 4 4 4 3 3 3 
R16 [40] 1 1 4 4 4 4 4 4 2 1 4 3 4 3 4 3 1 1 
R17 [41] 1 1 4 4 5 4 4 4 2 1 4 3 4 3 4 3 1 1 
R18 [43] 1 1 4 5 4 4 4 4 2 5 4 3 4 3 4 3 1 1 
R19 [44] 1 1 4 4 4 4 4 4 1 1 4 3 4 3 4 3 1 1 
R20 [50] 1 1 4 4 3 4 4 4 2 5 4 3 4 3 4 3 1 1 
R21 [51] 1 1 4 3 4 4 4 4 2 5 4 3 4 3 4 3 1 1 
R22 [52] 1 1 4 4 4 4 4 4 2 1 4 3 4 3 4 3 1 1 
R23 [53] 1 1 4 4 3 4 4 4 2 1 4 3 4 3 4 3 1 1 
R24 [54] 1 1 4 4 4 4 4 4 2 5 4 3 4 3 4 3 1 1 
R25 [55] 1 1 4 3 3 4 4 4 2 1 4 3 4 3 4 3 1 1 
R26 [56] 1 1 3 4 5 4 4 4 2 1 4 3 4 3 4 3 1 1 
R27 [57] 4 4 4 4 4 4 4 4 2 5 4 4 4 3 4 3 2 2 
R28 [58] 4 4 4 4 4 4 4 4 2 1 4 4 4 3 4 3 2 2 
R29 [59] 4 4 4 4 4 4 4 4 2 1 4 4 4 3 4 3 2 2 
R30[60], 
[61] 




The final step was to create a maturity metric and get a value for each one of the 
reviewed systems that were presented previously. In order to produce this value, both the 
scores that were assigned to each one of the reviewed systems and the feature weights that 
are presented in Table 2-3, need to be taken into consideration. The total score is calculated 









In the previous equation (2-1), M is the maturity metric for each i out of the 30 
reviewed systems, wj is the weight for each feature j. Here we have to note that, since we 
have the user’s perspective and the manufacturer’s this maturity metric will be used twice 
and two different scores for each system will be obtained. Continuing, fij is the score for 
each system i and each feature j as shown in Table 2-4. 
2.4 Evaluation Results 
In this section, the results of our evaluation are presented. Table 2-5 shows the 
maturity scores of the reviewed systems for each perspective, the user’s and the 
manufacturers. 
Table 2-5: Maturity scores of the reviewed systems  
according to each perspective 
Reviewed Systems User Manufacturer 
R1 [17] 3.05 3.06 
R2 [18] 3.13 3.16 
R3 [19] 3.18 3.16 
R4 [21] 3.37 4 
R5 [22] 3.42 3.28 
R6 [23] 3.02 2.9 
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R7 [24] 3.27 3.15 
R8 [26] 3.07 3.03 
R9 [27] 3.46 3.53 
R10 [28] 3.35 3.29 
R11 [30] 3.49 3.46 
R12 [34] 3.27 3.15 
R13 [35] 3.27 3.15 
R14 [36] 3.46 3.53 
R15 [37] 3.47 3.53 
R16 [40] 2.88 4 
R17 [41] 2.9 3.13 
R18 [43] 3.2 3.35 
R19 [44] 2.82 3.02 
R20 [50] 3.13 3.21 
R21 [51] 3.08 3.21 
R22 [52] 2.88 3.06 
R23 [53] 2.87 2.99 
R24 [54] 3.15 3.28 
R25 [55] 2.8 2.92 
R26 [56] 2.83 3.09 
R27 [57] 3.64 3.6 
R28 [58] 3.37 3.4 
R29 [59] 3.37 3.4 
R30[60], [61] 3.5 3.5 
 
The maturity scores we received provided us a graphical illustration of the maturity 




Figure 2-2: Maturity scores of the reviewed systems 
 
The previous Figure 2-2 and Table 2-5 show us the results that were obtained 
through this maturity evaluation for the reviewed systems. In the Figure 2-2 there are two 
maturity scores for each system. The first is based on the user’s perspective and the second 
on the manufacturer’s perspective. As it can be seen, most of the systems are between 2.5 
and 3.5 out of the total score which is 5. This means that none of the reviewed systems 
obtained a maturity score close to the maximum. The systems that gathered a relatively 
high score are mainly the IRW systems that gather a combination of technologies and they 
were ranked higher. One more thing that is observed, is that algorithms these systems use 
are novels and with the combination of a commercial manipulator they can offer more 
things to the project. Nonetheless, as it has been mentioned previously, the systems that 
scored relatively higher are the systems that belong to the IRW category. This is an 
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Moreover, it can be inferred that there are systems that have differences between 
the user’s perspective and the manufacturer’s score. There are systems that are more mature 
based on the manufacturer’s perspective and the opposite. This occurs because the user and 
the manufacturer consider different features to be more important than others. As an 
example, while the users are more interested in the safety of the system and to be friendlier 
to them, manufacturers are mostly interested in developing a new system with new 
technologies. The result is that some systems obtained high manufacturer’s maturity score 
and a low user score and vice versa. This leads us to believe that even though some systems 
fulfill the requirements they are still insufficient.  
One more item of note is that some systems obtained low scores for specific 
features while some other obtained high scores for some other features. This is another 
indication of the low or high maturity score of some of the systems or an indication to some 
of their weaknesses. An example is that the robotic wheelchairs have no monitoring 
capabilities and scored 1 in that feature because they are not capable. This immediately 
reduced the maturity score. The same example can be given for the intelligent wheelchairs 
that do not have robotic arms mounted on them and this nullifies their capabilities in 
assisting in daily activities. This is presented in Figure 2-3 where the arithmetic mean of 




Figure 2-3: Arithmetic mean of features 
 
Therefore, it is safe to conclude that all the systems have weaknesses and there is 
still room for improvement. One more conclusion is that most of these systems have 
technologies that have not been commercialized which could improve overall performance. 
All the results indicate the challenges and the weaknesses that exist, but also that more 
research need to happen in the future and more efforts to be made to achieve one intelligent 
robotic wheelchair capable of supporting people in need. 
2.5 Conclusions 
In the previous paragraphs of this chapter a review and a classification scheme for 
wheelchairs were presented. As a result of the literature review in the first part of this 
chapter, three categories of wheelchairs were proposed, the robotic wheelchairs that have 
















technologies embedded in them and the intelligent robotic wheelchairs that have a 
combination of all the previously mentioned technologies.  
Subsequently, the reviewed systems were evaluated according to two different 
perspectives, the user’s and the manufacturers. The goal of this literature review and 
evaluation was to find the challenges and the weaknesses of the systems and point towards 
gaps in the research literature. There was no intention to compare the systems with each 
other or create negative comments on any of them.  
My belief is that, through this process, a number of issues and new challenges were 
revealed to the scientific community. As my only motivation wheel, the need to provide 
assistance to people in need leads us to real life scenarios and problems that we need to 
face and solve, as this the research field is still an area open for further research efforts.
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3.1 Problem Description 
When a healthy person wants to get up from a sitting position, he just does it. It is 
an action that people do daily without thinking. The procedure is written in the nerves of 
the human system as well as the muscles that the body has. It is a well taught procedure 
that people learn from a very young age. There are different styles and ways of getting up 
but all of them follow the same pattern. There are people, elders and disabled who struggle 
when they try to get up from a chair or a couch because of their weakened legs or the 
inability of their body to follow the commands of their nerve system. There are people who 
can’t get up from a chair because the need an extra push, a small amount of force to pull 
them, a person to give their hand and help them. This problem is being described in this 
paper and a proposed solution is presented. 
In a proposed controlled personalized environment, where a patient is continuously 
monitored, a user will need help to get up from the side of the bed or a chair to go to the 
bathroom for example or to take his medicine or perform any other daily task. For this case, 
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an intelligent robotic wheelchair will take the place of a nurse or a relative person who 
attends to the patient and will help him get up. This replacement of the person with a 
machine will save time and cost. It is well known that the cost of human providers in 
serving people with disabilities or elderly is steep. Indeed, several reports such as the “2010 
Computerized Nursing Facility Cost Report” and the “SPRC-Cost-of Providing Specialist 
Disability Services”, verify these high costs [74], [75], [76], [77]. 
Many of these IRW already carry laptops, cameras, joysticks, touch-screens, range 
sensors and intelligent algorithms for path planning, navigation, human-device interaction 
(voice communication) map generation, etc. At the same time, there are some companies 
and Universities that have already developed robotic systems to assist the needs of people 
with disabilities and elderly as we presented in the previous chapter. For this purpose, this 
proposed methodology is taking place, to assist people and to give them choices. The user 
needs to have some mobility and strength to his limbs [78]. 
3.2 AIRW System’s Components 
In this section, we present the main components of our autonomous intelligent 
robotic wheelchair (AIRW), called Nosokoma, and describe the sequence of the subtasks 
to be performed. In particular, our AIRW consists of a power wheelchair mounted with 
two robotic arms. The wheelchair will carry a laptop, a small screen, a joystick, two 
cameras, a microphone, two speakers, range sensors, GPS, and two robotic-arms. We will 
convert this power wheelchair into a novel and autonomous intelligent robotic-wheelchair 
by embedding methods with intelligent capabilities in order to make decisions when and 
how to assist people. These intelligent capabilities will come from challenging novel AI 
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algorithms performed by AIRW like assisting people to get up, detecting and monitoring 
them, tracking them and interacting with humans. 
More specifically, since the main task of this AIRW will be to assist the users to 
get up from a sitting position, turn around and sit down on the wheelchair as shown in 
Figure 3-1a, two robotic arms are needed. Here, each task is expressed as a phase composed 
by a set of states. The separation of each state is not deterministic (crispy) but fuzzy, as 
shown in Figure 3-1b.  There is no decision yet as to whether the robotic arms are going to 
be bought from commercial products or built from scratch in our lab.  
 
Figure 3-1: (a, up) The three phases of the tasks, (b, down) A representation of the 
fuzziness of the states 
 
A laptop will have to be on the wheelchair to run the algorithms necessary for the 
robotic arms to automatically move. The laptop will play a crucial role as all the sensors 
are going to be connected with it. The microphone will take as an input specific orders 
from the user to start a task or stop it. The two cameras will play the role of the guide for 
the robotic arms, but also, they will monitor the user since we are talking about a 
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personalized place. They will also track the user’s position (standing, sitting etc.) and will 
play a role in the decision of the movement of the robotic arms. Pressure sensors will also 
be mounted on the robotic arms to calculate the forces the user is applying as well as 
proximity sensors. Τhe main challenging research issues here are the intelligent algorithms 
to efficiently synchronize the AIRW components and actions to safely service the user. 
Another challenging issue is the amount (in pounds) that the AIRW arms can lift during 
standing-up and walking stages in order to assist the user. From our experience, the 
maximum lifting will be near 160 pounds without the AIRW losing its balance [78].  
The AIRW is made up by a commercial powered wheelchair that complies with the 
basic ergonomic requirements. The wheelchair will help the users with mobility, and the 
robotic arms that are going to be mounted on it are going to help with the tasks that the 
AIRW will execute. The wheelchair will be equipped with computational and sensory 
resources as well as control resources to be a part of the full system architecture. The AIRW 
will be equipped with a computer installed on board to control the system. The computer 
will also manage the input and the output devices. Input such as the sound from a 
microphone, video from a camera, distance from proximity sensors, strength from sensors 
and as an output the movement of the robotic arms.  
The proximity sensors will be placed at the front part of the wheelchair at a height 
of approximately 0.5 m. The sensor has a laser that provides information about the 
obstacles in front of the wheelchair and the distance from them to the wheelchair. This 
sensor is also going to measure the distance between the user and the wheelchair when the 
wheelchair is trying to approach him.  
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The pressure sensors are going to be placed on the robotic arms on a predefined 
location on the top side of the arm so that they can measure the applied forces by the user 
and accordingly move the robotic arm to complete the task. These two sensors are also 
going to check at all times, if the strength measurement falls under a threshold or if the grip 
loosens completely. This check will provide a signal able to activate a sequence of the 
robotic arms capable of preventing a fall. 
The camera and the microphone are going to be placed on the top of the back of the 
wheelchair. The position of the microphone needs to be high at the wheelchair, in order to 
hear the user’s voice from the nearest point it possibly can and the camera is also positioned 
there in order to detect the human body and recognize in which of the given states the user 
is in order for the arms to not move only with the strength sensors. The microphone will 
receive orders/commands from the user and the AIRW will perform accordingly to those 
commands.  
A joystick will also be placed on the wheelchair for future input to help the user 
move and control the robotic arms to perform more daily tasks necessary for the user. 
Lastly, the robotic arms will be mounted on the two sides of the back of the 
wheelchair in a position that is not going to affect the user while he is sitting on the 
wheelchair. An ergonomic study has been performed for the position of the robotic arms 
and it has shown that the best place for them to be mounted to favor the user are on the side 
of the back. People with disabilities and the elderly, want to look normal when they use 
any assistive technology and it is a main concern that every researcher should be aware of 
in this area [23]. 
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As was mentioned previously, the AIRW will be able to perform certain tasks with 
only a voice command and the signals received by the sensors but it will also allow the 
user to perform tasks by him/herself. This integration of the smart technologies with the 
robotic arms and will make the daily tasks of people in need easier.  
The automated tasks will assist the user to move inside their home by transferring 
them in various places but also delivering them important items like a glass of water and 
pills among other tasks. It will also help the users to stand and walk or even assist in lifting 
them from a seating position. It will also have autonomous navigation with obstacle 
avoidance technologies, collision avoidance technologies. 
The joystick will be used for non-automated tasks, so that the user can direct the 
wheelchair in the wanted direction the user wants like any other wheelchair. At the same 
time, the robotic arms will be there to be used manually by the user to reach and grasp 
objects that the user cannot while in a sitting position at the wheelchair. 
3.3 Stochastic Petri Net Modeling 
3.3.1 Stochastic Petri Net Introduction 
In this section, the modeling tool called Stochastic Petri Net (SPN), is provided. 
Graph models have long ago been proposed by many authors as a handy and useful tool to 
analyze mainly peculiar features of computer systems and other. Some features are the 
concurrency, synchronization, communication and cooperation among subsystems. The 
work in this field is related to original ideas developed by C. A. Petri in his PhD dissertation 
[79]. These graph models are generally known as Petri Nets (PNs). 
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A PN is comprised of a set of places P, a set of transitions T and a set of directed 
arcs A. In the graphical representation of PNs places are drawn as circles and transitions as 
bars. The transition from each place to another is being shown with the arcs that connect 
them. Places may contain tokens, which are drawn as black dots. The state of a PN is 
defined by the number of tokens contained in each place and is denoted by a vector M [80].  
There are several PN models but in this case the Stochastic Petri Nets are used. SPN 
models have a random firing time which is associated with each transition. They were 
proposed by Symons, Natkin and Molloy [81], [82], [83], and later on described by Peter 
J. Haas [84]. The SPNs are obtained by associating with each transition in a PN 
exponentially distributing firing time. A stochastic petri net is a five tuple  
                      SPN = (P, T, F, M0, L)  
where [85]:  
• P is a set of states, called places  
• T is a set of transitions 
• F where F ⊂ (P × T) ∪ (T × P) is a set of arcs between places and transitions and 
between transitions and places 
• M0 is the initial marking, Mi is the marking of the status of the states 
• L is the array of firing rates 
A state is the input to a transition if an arc exists from that state to a transition. Also, 
a state can be the output from a transition if there is an arc connecting the transition and 
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the state. A transition occurs when all of its inputs states contain at least one token. The 
enabling of the transitions means that they can fire, removing one token of each input and 
place it in each output. Each firing modifies the distribution of tokens and this leads to a 
production of new markings for SPN. The firing of a transition may disable some transition 
while enabling some others. These transitions are in conflict. The SPNs were chosen 
because they can time the capabilities of an event and its execution, they have a hierarchical 
modeling and abstracted processes, they have structural representation of the actions, they 
have a stochastic behavior which they use to predict, and they interface and communicate 
with multiple events. Many references over the years have been made in SPNs so no further 
analysis will be made in this paper [83]. 
3.3.2 Modeling of Phase A: Get Up 
Now, SPNs are composed of states. The system is composed of two general set of 
states (the Human and the Machine set) that are combined and the global states (Si) are 
created. A human state (H) defines the user position and a machine state (M) defines the 
position of the AIRW. There are also tokens of action, described depending on the situation 




Figure 3-2: The SPN states and transitions for the Get-Up task (Phase A) 
A human state (H) defines the position that the user is at within a period of time 
after or before an action occurs. The same principle applies for a machine state (M), which 
defines the position that the AIRW is at after of before an action occurs. 
As shown in Figure 3-1, in the first state (H0) for the user, which is the starting 
position, the user is sitting on a chair and decides to get up. This state H0 is called idle 
position. At the same time, the machine (in an idle position named M0) is somewhere in 
the controlled environment waiting for commands. The command C0 that the machine is 
waiting is a token of action that is going to change the states of the human and the machine 
to new states after the transition. The state of the system at this moment is S0. When the 
user gives a command, the AIRW will react and will find the path to move in front of the 
user in a predefined personalized position and distance. These two new states are H’0 and 
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M1 for the human and the machine respectively. Practically there is no change in this user’s 
position, since the human verbally gave the command, but a change in the user’s state is 
needed to occur. The first transition can be seen closer in the following Figure 3-2. 
 
Figure 3-3: Example of a SPN transition 
In these states, the machine is waiting again to receive a command from the user to 
move on and the user is going to provide it. This command is named C1 and will be the 
action token to move into the transition and the next states to take place. The system’s state 
at this moment is S1. 
Moving to the S2 state, after the second command, the AIRW will start moving the 
robotic arms until they reach a predefined personalized position in front of the user at a 
specific height. This is M2 in Figure 3-1. The user at this state will extend his hands to 
reach and grab a specific place on the robotic arm’s gripper that will have embedded a 
pressure sensor. This human state is H1. At this point, a check has to be made by the AIRW.  
This is to check if the sensor (D) is getting the appropriate amount of force required to be 
above a predetermined threshold, and this will act as a token. There is an assumption that 
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the user has a certain amount of strength and mobility, so that the patient is able to grab the 
robotic arm and apply some strength. Furthermore, the assumption that the two robotic 
arms can lift up to 445 Newton (or 100 pounds) combined, is considered for this study. 
Note that, the sensor will continuously measure the force applied to it and as long it is 
above the threshold, which will be set regarding the user features, then it will act as a token 
of action D0 and the transition will occur. If the amount of force is not enough no action 
D1 will be taken and both the human and the machine will remain at the current states until 
the correct amount of force is applied. 
If the transition happens, the new state will be S3. The human will bend its upper 
body up to the point where the head is going to be over the knees H2. The machine will 
enter a state M3 where slowly and periodically will raise the elbow part of the robotic arm 
and move towards the AIRW the wrist part of the robotic arm. This will represent the action 
of the hands of a human trying to help a person sitting and ready to get up. At the same 
time, the sensor D will keep checking the force applied to it, so that the AIRW will make 
the decision if it’s going to move into the next transition. If the pressure is strong D0 will 
act and move to the next states. But if the force is not enough then another choice will be 
made. D1 will act and enable the transition that will be the one of an emergency sequence. 
The emergency action as it is called, is a transition that leads to different states, He for the 
human and Me for the machine. Note that the user for different reasons, such as loss of 
consciousness or change of decision, may lose strength. This could lead to a fall, so the 
machine has a designed transition that takes place when the amount of force drops below 
the threshold and at that moment the grippers of the robotic arm will appropriately grasp 
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the hands of the patient and stop moving upwards. This may lead to the prevention of an 
imminent fall.  
If the emergency action doesn’t take place and the normal procedure continues, 
then the next state will be S4. At this point the human state is H3. The user has raised from 
the sitting position and is holding from the robotic arms, while is getting up but still has 
not enough strength on the legs to stand. The machine has not changed a state and still 
adjusts the strength applied to it so that it can lift the patient. Again, if the force applied to 
the sensor drops below the threshold the emergency action will take place immediately as 
mentioned above.  
The next state of the system is S5. At this point, two angles should be mentioned, 
the waist angle and the knees angle. The first one is the angle created by the upper body 
and the lower body at the level of the waist and the second one is the angle created from 
the legs when the knees are bent. When the waist angle becomes bigger than 115 degrees 
and the knees angle becomes bigger than 130 degrees, the assumption that the individual 
for this wheelchair has enough strength on the legs to stand on his own is made. That means 
he must be able to bear weight. Of course, these are personalized degrees that are going to 
change between users. This human state is H4. The machine will stop raising the robotic 
arms and will adjust to the strength again and will lower them gradually M4. Again, if the 
force applied to the sensor drops below the threshold the emergency action will take place 
immediately.  
Last system state is S6, which is the final state where the person is standing H5, 
while holding the robotic arms for support. The machine will stop lowering the robotic 
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arms at a predefined personalized height M5. Again, if the force applied to the sensor drops 
below the threshold the emergency action will take place immediately.  
A brief description of each of the main states is presented in Table 3-1. 
Table 3-1: Human-Machine (HIRW) State's Description for Phase A 
System States Human State Machine State 
State 0 Human is sitting. Idle position 
until the first command is given 
Machine in idle position waiting 
for command 
State 1 Human is sitting. Ready to give the 
second command 
Machine has moved in front of 
user waiting for command 
State 2 Human extends arms to grab 
robotic arms 
Machine has placed robotic arms 
in predefined position 
State 3 Human bends upper body forward 
and applies force 
Machine checks and moves 
robotic arms according to forces 
State 4 Human has lifted from sitting 
position 
Machine checks and moves 
robotic arms according to forces 
State 5 Human has reached point where 
strength in legs can be applied 
Machine checks and moves 
robotic arms downwards 
according to forces 
State 6 Human is standing while holding 
robotic arms 
Machine stopped moving arms 
and opposite forces are applied 
 
3.3.3 Modeling of Phase B: Turn Around 
This phase starts where the previous one ended. As shown in Figure 3-3 the first 
state for the user for this task is H6 and for the machine is M6. In order, for the system to 
move from S6 to the next global state (S7) a command (C2) had to be given. This command 
is a token of action that is going to change the states of human and machine into the new 
states. The command is given by the user to the machine so that the turn-around task is 
activated. As soon as the action token is activated, the machine will move the robotic arms 
wider, while the user is holding on them for support. These will be the new states of the 




Figure 3-4: The SPN states and transitions for the Turn-Around task (Phase B) 
Moreover, there is a check that is happening at any given time. This is to check if 
the sensors (D) are getting the appropriate amount of force required to be above a 
predetermined threshold that is determined by the individual’s characteristics like height, 
weight, etc., and this will be another token. If the forces on the pressure sensors drop below 
that threshold, an action D1 will take place and the transition will go to the emergency 
action that is set and will lead to different states. This emergency sequence will activate for 
the protection of the user in case of a fall. If the user loses consciousness while he is 
standing, which is the worst-case scenario, the AIRW will try to make the fall slower, or it 
may even lead to the prevention of it in less emergent situations by locking the grips around 
the wrists of the user. Through the literature review there are some mechanisms to protect 
the user, but each one is made for the necessities of the specific project and they are 
different. For our proposed methodology this emergency sequence is a first step in the 
45 
 
whole sequence to protect the user from imminent injuries in case of an emergency. The 
emergency states are He for the human and Me for the machine. Note that the user may 
decide that he doesn’t want any more to perform the second phase and might release his 
grip around the sensors. For this case, another command has to be given to the AIRW by 
the user, but it will be explained later as it is part of another phase. 
If all the conditions are met, the system will move to the next state S8 where the 
user will decide which side he wants to turn, right or left. By making this decision the user 
will move the lower part of the body towards that side by approximately 45o (H7) while 
the machine will keep providing support to the user by applying opposite forces of the ones 
applied to the pressure sensors (M6) by the user. Notice that there is no change in the state 
of the machine as no apparent change has been made in the functionality of it, so it remains 
in the same state. At this point another check (S) needs to take place so that the system can 
transition forwards.  
Since the user needs to turn-around, depending on which side the user wants to turn, 
one of the two hands will have to be lifted. At that time one of the two sensors will get zero 
input and the other must maintain an input higher than a certain threshold. If those two 
conditions are met, then the system will transition to the next system state (S9) where the 
user (H8) has lifted one of the two hands to grab only one robotic arm while the machine 
(M7) checks when one of the two sensors receive 0 as an input and the other maintains an 
input higher than the set threshold.  
The next system state (S10) is reached when the user has grabbed with both hands 
one robotic arm (H9) using the arm for support and balance and the input now is higher 
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than the previous threshold, while the other sensor keeps getting a 0 as an input (M8). The 
user at the same time moves his lower part of the body the same direction as before and is 
almost facing now the place that he was sitting earlier.  
The next step is for the user to lift now his other hand and grab the other robotic 
arm so that both of his hands are holding both robotic arms (H10) and the machine will 
perform another check to see if both sensors are getting input (M9) and if that input is of 
equal force. The next and last system state (S12) for this phase is where the user is phasing 
directly the sitting position he was before (H11) while holding on the robotic arms. The 
machine in this system state keeps providing support to the user by applying the opposite 
forces of the ones the sensors receive (M10). 
In the following Table 3-2 the states for the human and the machine for the second 
phase are presented. 
Table 3-2: Human-Machine (HIRW) State's Description for Phase B 
System States Human State Machine State 
State 7 Human is holding the robotic 
arms that are in a wider 
position 
Machine moves robotic arms 
wider while opposite forces 
are applied 
State 8 Human has moved lower part 
of the body towards one side 
~45o 
Machine keeps applying 
opposite forces while 
supporting the user 
State 9 Human has lifted one of the 
two hands to grab only one 
robotic arm 
Machine checks when F1 or 
F2 becomes 0, and F2 or F1 > 
63.5 N 
State 10 Human has moved lower part 
of the body towards the same 
side ~90o 
Machine checks if F1 or F2 is 
0, and F2 or F1 > 63.5 N 
State 11 Human has lifted the other 
hand to grab the other robotic 
arm 
Machine checks if F1=F2 
State 12 Human has moved lower part 
of the body towards the same 
side ~45o 
Machine keeps applying 
opposite forces while 
supporting the user 
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3.3.4 Modeling of Phase C: Sit Down 
With system state S12 the turn-around task finished and with a command (C3) 
given by the user to the AIRW the system can transition to the next phase where the sit-
down phase takes place. This is the procedure that the user after having turned around, is 
now standing in front of the wheelchair and is ready to sit on it as can be seen in Figure 3-
4. After the command is given by the user, the system will transition to the next system 
state (S13). At this state, the machine will lower slowly the robotic arms (M11) and with 
this action will help the user who will slowly while is holding on to them start moving 
towards the sitting position (H12).  
 
Figure 3-5: The SPN states and transitions for the Sit-Down task (Phase C) 
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When the robotic arms reach a predefined personalized height (M12) where the 
user is able by bending his knees while holding the robotic arms to sit easily (H13). This 
system state is S14 and is one before the final. To reach the final state a last check needs 
to be done and that is a check on the pressure sensors. When the user sits at the wheelchair 
he will release the grip from the robotic arms which will lead to a zero input to both sensors. 
This will be the indication to transition to the next and final system state of the phase. The 
last system state is S15 where the user is sitting on the wheelchair (H14) and the robotic 
arms will move towards the inside of the wheelchair one after the other and act as a kind 
of belt for the user (M13). 
The sit-down task is less complicated than the previous two as there are not as many 
threats and dangers of the procedure for the user. The user will be over the wheelchair and 
in case he loses his consciousness or in case he loses his strength, being over the wheelchair 
and on his way to sit he will end up on the wheelchair. Thus, making the last task safer 
than the rest for the user. 
The following Table 3-3 presents the states for the human and the machine. 
Table 3-3: Human-Machine (HIRW) State's Description for Phase C 
System States Human State Machine State 
State 13 Human is following the 
movement of the robotic arms 
Machine is lowering slowly 
the robotic arms  
State 14 
Human bends its knees to sit 
Machine keeps robotic arms 
steady 
State 15 
Human is sitting 
Machine moves robotic arms 





In the previous paragraphs of this chapter, the model between the human and the 
intelligent robotic wheelchair was presented. The proposed AIRW is modeled with the use 
of SPN’s. As a result, three consecutive levels of SPN were presented that complete three 
different tasks of daily activities. In the following chapters, a simulation program and its 
results will be provided, based on the modeling, with the intention of showing the sequence 












4 Fuzzy Inference System 
4.1 Introduction 
Robotics as a general area has managed to achieve great success to date, in the 
world of industrial manufacturing as well as the academic community. Robot arms or 
manipulators comprise a 2-billion-dollar industry [87]. They can be mounted at its shoulder 
to a specific position in the assembly line and the robot arm can move. They can move with 
great speed and accuracy objects but also perform well repetitive tasks such as spot welding 
and painting. Manipulators place surface mounted components with superhuman precision 
making technology and dreams possible.  
Although, all commercial robots share a similar disadvantage of low mobility. A 
fixed manipulator has a specific limited range of motion that depends strongly on where it 
is mounted. In contrast, a mobile robot would travel throughout a whole manufacturing 
factory, being able to apply its uses where it is most effective. 
The combination of the mobility and the use of robotic arms through a robot is an 
ongoing challenge. The first challenge is how to make the robot move unsupervised in real 
world environments to fulfill its tasks. So, in other words, locomotion of the robot. How 
should this robot move? 
In this instance, a wheelchair is going to be used as the basis of the locomotion. The 
wheel is by far the most popular locomotion mechanism in robotics and in man made 
vehicles in general. It is efficient, and it does that with a simple mechanical 
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implementation. Balance is not a problem for wheeled robots, because these robots that use 
wheels are almost always designed so that all wheel are always in ground contact. Which 
means that three wheels are the minimum to guarantee stable balance, although there are 
robots that can maintain balance even in two wheels [88], [89], [90]. The problems that 
exist in wheeled robots focus on traction, maneuverability and control. There is a large 
amount of wheeled robot configurations for locomotion. Several different wheels with 
specific strengths and weaknesses.  
The development of Decision Support Systems using Fuzzy Logic is a very 
promising domain and their use helps to solve everyday problems in a variety of areas. 
Some of the benefits applied by this are: to speed up the solution of the problem and 
simulation, ease of use and adaptability to user’s needs and create new findings to support 
a decision. By combining Fuzzy Logic with expert knowledge, we can model complex 
problems. To compute the output of a Fuzzy Inference System (FIS), one must go through 
specific steps [91].  
There are six steps in the process, starting by determining a set of fuzzy rules. Then 
fuzzifying the inputs using the input’s membership functions and then combining the 
fuzzified inputs according to the fuzzy rules to establish a rule strength. After that one 
needs to find the consequences of the rules by combining the rule strength and the output 
membership function. By combining the consequences to get an output distribution and 
defuzzifying the output distribution. This last step is needed only if a crisp output is used. 
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4.2 Fuzzy States 
The states of the SPN have definitions. Each one has some angles that when these 
angles take certain values between ranges then they can change the transition. This happens 
because they apply to fuzzy logic that is a form of many valued logic as the angles [92]. In 
logic a multiple valued logic is a propositional calculus in which there are more than two 
truth values. In our case, this happens because each system state is not crisp and there could 
be a range of values in the angles that share the same system state. The truth values of 
variables may be any real number between the minimum and maximum range [93]. This 
also applies because there is a certain human factor e that applies to the different range of 
each angle. 
 
Table 4-1: Approximate angles of each state for Get-Up task 
System 
States 
0 1 2 3 4 5 6 
Human 
k = 90 ∧  
w = 90 
k = 90 ∧  
w = 90 
k = 90 
∧ 
w = 80 
k = 90 
∧ 
w = 45 
90 < k < 
135 ∧  
45 < w < 
90 
 
k > 135 
∧  
w > 90 
 
k = 180 
∧  
w = 180 
 
Machine 
θ1 = -45 
∧  
θ2 = 45 
θ1 = -45 
∧  
θ2 = 45 
θ1 = -45 
∧  
θ2 = 45 
θ1 = -20 
∧  
θ2 = 45 
θ1 = -15 
∧  
45 < θ2 
< 90 
θ1 = -15 
∧  
θ2 > 90 
θ1 = -30 
∧  
θ2 = 45 
Actions 
0 -> 1 
Command 
1 -> 2 
Command 
2 -> 3  
F > thr. 
3 -> 4  
F > thr. 
4 -> 5  
F > thr. 
5 -> 6  








Table 4-2: Approximate angles of each state for Turn-Around task 
System 
States 
7 8 9 10 11 12 
Human 
k = 180 ∧ 
w = 180 
k = 180 ∧ 
w = 180 ∧ 
 lb =45 
k = 180 ∧ 
w = 180 ∧  
lb =45 
k = 180 ∧ 
w = 180 ∧  
lb =135 
k = 180 ∧ 
w = 180 ∧  
lb =135 
k = 180 ∧ 




θ0 = 10 ∧ 
θ1 = -30 ∧  
θ2 = 45 
θ0 = 10 ∧ 
θ1 = -30 ∧  
θ2 = 45 
θ0 = 10 ∧ 
θ1 = -30 ∧  
θ2 = 45 
θ0 = 10 ∧ 
θ1 = -30 ∧  
θ2 = 45 
θ0 = 10 ∧ 
θ1 = -30 ∧ 
 θ2 = 45 
θ0 = 10 ∧ 
θ1 = -30 ∧ 
 θ2 = 45 
Actions 
6 -> 7 
Command 
∧ F >= 
130N 
7 -> 8 F >= 
130N 
9 -> 10 F1 
= 0 ∧ F2 
>= 64N || 
F1 >=64N 
∧ F2 = 0 
9 -> 10 F1 
= 0 ∧ F2 
>= 64N || 
F1 >=64N 
∧ F2 = 0 
10 -> 11 
F1 = F2 >= 
130N 
11 -> 12 
F1 = F2 >= 
130N 
 
Table 4-3: Approximate angles of each state for Sit-Down task 
System States 13 14 15 
Human 
135 < k < 180 ∧ 135 
< w < 180 ∧  
lb =180 
90 < k < 135 ∧ 
90<w<135∧ 
lb =180 
k = 90 ∧ 
w = 90 ∧ lb =180 
Machine 
θ1 = -45 ∧ θ2 = 45 
 
θ1 = -45 ∧ θ2 = 4 
θ1 = -45 ∧ θ2 = 45 
 
Actions 
12 -> 13 F1 = F2 >= 
130N ∧ Command 
 
13 -> 14 F1 = F2 > 
threshold 
 
14 -> 15 F1 = F2 = 0 
 
 
The Tables 4-1, 4-2 and 4-3 demonstrate the different criteria (angles) that need to 
be met in order to transition to the next state. Each system state has two sub-states, those 
of human and machine. In order to move from one system state to the next, the sub-states 
need to be between the range of the angles plus-minus e, so that when the command is 
given, they can move. One more reason for these angles is to define each system state and 
sub-state (human-machine) accordingly and know when and in which state the system is. 
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As shown in Figures 4-1, 4-2 and 4-3 they are presented with the input of the human and 
the machine and outputs the system state. For the Fuzzy Inference System (FIS) we used 
the Fuzzy Toolbox of MATLAB.  
Since there are 16 system states we split the distribution to fit those system states 
and each sub-state of the human and the machine fit inside that. That is why within the 
space of the output we can fit the sub-states of the input. 
 
 





Figure 4-2: Fuzzy Machine Input 
 
 




Figure 4-4: Fuzzy example on random input 
As can be seen in Figure 4-4, an example of the fuzzy states was given. With 
random values to all the inputs and according to the order of rules that were set we received 
back the system state 0 which is the idle state. This happened because both human and 
machine inputs were idle while the remaining inputs were the default start condition. The 
detailed input to the example shown in Figure 4-4 is as follows:  
• Human State [0, 14] 
• Machine State [0, 13] 
• Forces Check [0, 1] 
• Voice Commands [0, 10] 
• Two Sensors Check [0, 15] 
The MATLAB Fuzzy Inference System is displayed by typing the command 
“fuzzy” in the Command. In the window that opens, a FIS Editor is displayed, with the 
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input variables on the left and the values of the output variables on the right. The exact 
figure is illustrated below: 
 
Figure 4-5: Fuzzy Graphic User Interface 
Then, we identify the membership functions for the inputs. The linguistic variables 
are trapezoid, and an example is shown in Figure 4-1. A FIS rule is linguistic in nature 
allowing for explain ability of the system. Furthermore, it can encompass knowledge from 
different domains. The fuzzy rule is represented by a sequence of the form IF-THEN, 
leading to algorithms describing what action or output should be taken in terms of the 
currently observed information. Which includes both input and feedback if a closed-loop 
control system is applied. The law to design or builds a set of fuzzy rules is based on a 




A fuzzy IF-THEN rule associates a condition described using linguistic variables 
and fuzzy sets to an output or a conclusion. The IF part is mainly used to capture knowledge 
by using the elastic conditions, and the THEN part can be utilized to give the conclusion 
or output in linguistic variable form. This IF-THEN rule is widely used by the fuzzy 
inference system to compute the degree to which the input data matches the condition of a 
rule.  
Next, we enter the fuzzy inference rules in the Rule Editor window. Based on the 
description of input and output variables as defined in MATLAB’s FIS Editor, Rule 
Editor's graphical interface allows rules to be constructed automatically. Initially, a 
linguistic variable should be selected from each input, and a linguistic variable from the 
output, and thus a rule is formed. In order to describe the system, the 17 rules were used, 
each of which weighed the unit. 
The system rules will be in the form: IF input 1 is MF1 (the first membership 
function associated with input 1) or if input 2 is MF1, then output 1 should be MF1 (the 
first membership function associated with output 1) with the weight 1. For this system, 
which is based on data and information from experts in the field [94], [95] , the following 
rules are indicative: 
1. IF (Human State is 0) and (Machine State is 0) and (Forces Check is 0) and 
(Voice Commands is 0) and (Sensors Check is 0) THEN (System State is 0) 
2. IF (Human State is 0) and (Machine State is 1) and (Forces Check is 0) and 
(Voice Commands is 1) and (Sensors Check is 0) THEN (System State is 1) 
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3. IF (Human State is 1) and (Machine State is 2) and (Forces Check is 0) and 
(Voice Commands is 0) and (Sensors Check is 0) THEN (System State is 2) 
4. IF (Human State is 2) and (Machine State is 3) and (Forces Check is 0) and 
(Voice Commands is 0) and (Sensors Check is 0) THEN (System State is 3) 
5. IF (Human State is 3) and (Machine State is 3) and (Forces Check is 0) and 
(Voice Commands is 0) and (Sensors Check is 0) THEN (System State is 4) 
6. IF (Human State is 4) and (Machine State is 4) and (Forces Check is 0) and 
(Voice Commands is 0) and (Sensors Check is 0) THEN (System State is 5) 
7. IF (Human State is 5) and (Machine State is 5) and (Forces Check is 0) and 
(Voice Commands is 0) and (Sensors Check is 0) THEN (System State is 6) 
8. IF (Human State is 5) and (Machine State is 0) and (Forces Check is 0) and 
(Voice Commands is 2) and (Sensors Check is 0) THEN (System State is 6) 
9. IF (Human State is 6) and (Machine State is 6) and (Forces Check is 0) and 
(Voice Commands is 0) and (Sensors Check is 0) THEN (System State is 7) 
10. IF (Human State is 7) and (Machine State is 6) and (Forces Check is 0) and 
(Voice Commands is 0) and (Sensors Check is 1) THEN (System State is 8) 
11. IF (Human State is 8) and (Machine State is 7) and (Forces Check is 0) and 
(Voice Commands is 0) and (Sensors Check is 1) THEN (System State is 9) 
12. IF (Human State is 9) and (Machine State is 8) and (Forces Check is 0) and 
(Voice Commands is 0) and (Sensors Check is 0) THEN (System State is 10) 
13. IF (Human State is 10) and (Machine State is 9) and (Forces Check is 0) and 
(Voice Commands is 0) and (Sensors Check is 0) THEN (System State is 11) 
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14. IF (Human State is 11) and (Machine State is 10) and (Forces Check is 0) and 
(Voice Commands is 3) and (Sensors Check is 0) THEN (System State is 12) 
15. IF (Human State is 12) and (Machine State is 11) and (Forces Check is 0) and 
(Voice Commands is 4) and (Sensors Check is 0) THEN (System State is 13) 
16. IF (Human State is 13) and (Machine State is 12) and (Forces Check is 0) and 
(Voice Commands is 5) and (Sensors Check is 1) THEN (System State is 14) 
17. IF (Human State is 14) and (Machine State is 13) and (Forces Check is 1) and 
(Voice Commands is 0) and (Sensors Check is 1) THEN (System State is 15) 
 




Figure 4-7: Fuzzy Example of a System State 
In the MATLAB FIS tool, the application of the system rules to predict the system 
state of the whole system is graphically depicted. By changing input values each output is 
affected accordingly. We can see in the example in Figure 4-4 with the yellow color the 
random values that were given to the FIS. In which exactly membership function our entry 
belongs to, and with the red/blue line that intersects the exact value. The blue color in the 
output column shows us if the inputs are giving an output. By clicking on the rule number, 
the rule will appear in the bottom of the Rule Viewer. 
In MATLAB we can also create a 3-dimensional representation of how two inputs 
interact with the system’s output. For example, in Figure 4-7 we check the human state, 
the machine state in respect to the output which is the system state. The three-dimensional 
shape resulting in conjunction with the output shows the value of machine and human states 




In this chapter we went over a Fuzzy Inference System and from the simulations 
we conclude that with Fuzzy Logic we can address complicated problems even in the area 
of robotics where the number of parameters is large, and we have increased complexity. 
The FIS that has been developed provides quick and accurate results for the prediction of 
the correct system state without spending time on the mathematical modeling of the 
problem. The system can also be used by users with relatively little experience. Finally, 










5 Simulation  
5.1 Introduction 
In this phase, several simulations needed to be tested so that the functionality of the 
system can be measured and specifications to be set accordingly. For that reason, we 
needed to test how much was the force needed to be applied on the arms so that we can 
calculate the torque, force and mass requirements needed for the arms [96]. Accordingly, 
we needed to calculate and simulate the kinematics of the arms and how the react to their 
wanted trajectories and different scenarios [97]. 
5.2 Forces through Pressure Sensors 
Experiments were run to test the theory for this project. For the tests we examined 
people with disabilities, elderly individuals and healthy adults with no physical 
impairments. All the subjects were weighted to be on the same level which would make 
the testing results balanced, unbiased and unequivocal. 
A person that weighs 75 kg (165 pounds) with no mobility problems needs 
approximately 147 N of vertical power to get up from a sitting position with assistance as 
the maximum needed force to assist. A person that weighs 75 kg (165 pounds) with 
impaired mobility needs at least 215 N of assistance to get up from a sitting position as the 
maximum needed force. This is dependent to the level of disability each person has or to 
the level of impaired mobility that exist. This force is applied by the muscles of the body 
of the person but for this instance people with disabilities or elderly do not have the required 
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strength, either to their legs or their arms, to manage to lift themselves. These numbers 
were received after testing how much force is needed for each one of the subjects to get up 
using a pressure sensor. Each subject was tested several times and according to the received 
results the previous numbers were calculated. 
On the AIRW we used two pressure sensors, one on each robotic arm that measure 
the forces applied on them. The sum of both the forces applied on them is the amount of 
force that the robotic arms need to apply upwards so that they can support the user.  
𝐹 = 𝐹1 + 𝐹2  (5-1) 
• F1 represents the force that the pressure sensor is receiving on the right 
robotic arm. 
• F2 represents the force that the pressure sensor is receiving on the left 
robotic arm. 
• F represents the total force that the pressure sensors are receiving. 
Results indicate the total force that the robotic arms need to apply is going to be 
equal to F and of the opposite direction. When the user is at system state S6, the user is 
standing while holding on to the robotic arms that provide support. At that point, the total 
force needed is approximately 130 N for the subjects with impaired mobility while for the 
subjects with no reduced mobility is almost minimal. The reason is that people with no 
problems feel safe not holding on to a bar for support while people with disabilities or the 
elderly do not trust their physical condition as much and the support is necessary for them 
to feel safe. 
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5.3 Kinematics of Robotic Arms 
Kinematics is a branch of classical mechanics that describe the motion of objects, 
points and groups of bodies [98]. So, kinematics with respect to this dissertation is the 
motion of the robotic arms. It refers to the analytical studies of the motion of the robotic 
manipulators into Cartesian space. The transformation between two Cartesian coordinate 
systems can be transformed into a translation and a rotation [99].  
For the needs of this project two different categories of movement were considered, 
linear and rotational [100]. The linear movements include the force needed to lift a weight 
with mass m (kg) and g the gravitational constant of 9.81 m/𝑠2 that is represented with B: 
𝐵 = 𝑚 ∗ 𝑔  (5-2) 
The energy needed to lift a weight to a given height where W is work/energy 
(Joules) and h is the lifting height (meters) and is represented: 
𝑊 = 𝐵 ∗ ℎ  (5-3) 
Finally, the power needed to perform the lift in each time where P is power (Watts) 
and t is time (seconds) and is represented with P: 
𝑃 = 𝑊/𝑡  (5-4) 
For the rotational movements of this project the torque M (Nm) needs to be 
calculated, where d is the length of the torque arm perpendicular to the force: 
𝑀 = 𝐵 ∗ 𝑑  (5-5) 
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For the needs of this project and in general in robotic applications a surplus of 
power is needed since there is a need for rapid acceleration and deceleration in order to 
keep precision and to maintain balance in frequent manners. This surplus is going to be 
achieved by using motors able to move heavier objects. 
 
Figure 5-1: Robotic Arm angles and directions 
 





Figure 5-3: Workspace with physical constraints 
As can be seen in Figure 5-1 the AIRW from the side can be seen as well as the 
angles that are formed between the robotic arms. Now, except the physical constraints that 
were presented in Figure 5-2 previously there are also the robotic arms physical constraints. 
These constraints are produced from the prerequisites of this project in power and energy 
needed to lift an object as well as the physical constraints of the wheelchair.  
To be more precise, the robotic arms will have a shoulder-elbow length represented 
as L1 = 50 cm and an elbow-end effector length represented as L2 = 33 cm. A ratio of 
approximately 3:2 between these two is going to give a reduced applied torque on the 
shoulder joint. Moreover, the angles in between the robotic arms parts θ1 and θ2 as can be 
seen from the figure need to be set in a way to define the constraints of the actual problem. 
For which case:  
−45° ≤ 𝜃1 ≤ 90°   (5-6) 
0° ≤ 𝜃2 ≤ 180°   (5-7) 
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To simulate the movement of the robotic arms and the angles that are produced the 
forward kinematics and the inverse kinematics were used in the programs Lab View and 
MATLAB using the following equations for the forward kinematics. 
𝑥 =  𝑥2 = 𝐿1𝑐𝑜𝑠𝜃1 + 𝐿2𝑐𝑜𝑠 (𝜃1 + 𝜃2)   (5-8) 
𝑦 = 𝑦2 = 𝐿1𝑠𝑖𝑛𝜃1 + 𝐿2𝑠𝑖𝑛 (𝜃1 + 𝜃2)   (5-9) 
𝑥2𝑥0 =  𝑐𝑜𝑠 (𝜃1 + 𝜃2)   (5-10a) 
𝑥2𝑦0 = −𝑠𝑖𝑛 (𝜃1 + 𝜃2)   (5-10b) 
𝑦2𝑥0 = 𝑠𝑖𝑛 (𝜃1 + 𝜃2)               (5-10c) 
𝑦2𝑦0 = 𝑐𝑜𝑠 (𝜃1 + 𝜃2)               (5-10d) 
Equations 5-10a through 5-10d compose the orientation matrix. As for the inverse 
kinematics, the following equations are used. 
𝐷 = 𝑐𝑜𝑠𝜃2 =
𝑥2+𝑦2 −𝐿12 −𝐿22
2𝐿1𝐿2
   (5-11) 




−   𝑡𝑎𝑛−1 (
𝐿2𝑠𝑖𝑛𝜃2
𝐿1+𝐿2𝑐𝑜𝑠𝜃2
)   (5-13) 
With those equations, we receive the angles of the robotic arms through LabVIEW and 




Figure 5-4: Angles simulation of inverse kinematics with LabVIEW 
We used the Peter Cork Robotics toolbox for MATLAB that provides many functions that 
are useful to study and simulate classical robotic manipulators and their kinematics, 
trajectory and dynamics [101]. Using this toolbox, we created the forward and inverse 
kinematics as well as a 3-DOF robotic manipulator in space and we run 5 tests to see how 
it responds to the movements and the changes in trajectory. Knowing that the changes in 
the kinematics were accurate from LabVIEW, we needed to verify what those changes 
were according to toolbox as well. For that reason, in Figure 5-5 it is shown the 3-DOF 
robotic arm and in the three instances we can see that it reacts to the movements of random 




Figure 5-5: Angles simulation of forward and inverse kinematics with MATLAB 
5.4  Simulation of Forces 
Simulating the movement of the robotic arms is important in order to implement 
the physical constraints that exist. Simulating the forces that the AIRW will receive is 
another task that should be tested. For that case, three different scenarios were implemented 
and tested. The first scenario is the gradual and steady movement of the user along with 
the AIRW to successfully perform all three phases (Get Up task, Turn Around Task, Sit 
Down task) and sit down on the wheelchair. As can be seen in Figure 5-6 the forces (N) 




Figure 5-6: Scenario I: Patient successfully gets up, turns around and sit on the 
wheelchair 
The second scenario included a problem during the procedure. The user for some 
seconds will not apply the necessary forces on the pressure sensors for some reason. This 
action will slow down the whole procedure but eventually the user will be able to finish all 
three phases and sit on the wheelchair. As can be seen in Figure 5-7 with the blue graph is 
Scenario I and the yellow line is Scenario II. With the yellow line can be seen a delay of 
10 seconds that the user stopped applying the necessary forces at a random timing during 





Figure 5-7: Scenario II: Patient fails to apply forces for 10 secs but then finishes task 
The third scenario is a combination of loss of strength at a certain point and not 
finishing the phases. The user will not apply the necessary forces on the pressure sensors 
for a short time then will regain strength after that period. Though in the end the procedure 
of the tasks will not be successful because the user lost control. As can be seen in Figure 
5-8 the blue line is again Scenario I and the yellow line is Scenario II and added is a green 
line that is Scenario III. The green line represents a delay of 10 seconds again and at a 
random moment again the halt of the procedure. For several reasons, the user might not 
finish the procedure as has been mentioned in the previous paragraph. The last scenario 




Figure 5-8: Scenario III: Patient fails to apply forces for 10 secs, continues but then quits 
5.5 Conclusions 
In this chapter, different simulations were presented for the fuzziness of the states, 
the angles of each state, the constraints of the arms, and the experimental results on the 
pressure sensors. 
Concluding, in the theory the robotic arms demonstrate the theory of the need of 
the AIRW and that for the activities we want it to perform they can handle it. Now, next 
step is to either build or buy the robotic arms and work on them to prove the experimental 




6 Implementation of the 
AIRW System 
6.1 Introduction 
In this chapter, we will discuss about the implementation of the robotic arm. We 
were given two options, a) buy a commercial robotic arm, b) build a prototype robotic arm. 
Due to the cost to buy a commercial robotic arm, not even mentioning two, we ended up 
choosing option b, build a prototype robotic arm using servo motors and controlling it with 
a microcontroller Arduino Uno. This choice ended up being the better, giving us experience 
in the problems between a theoretical approach and a practical. We were able to detect 
problems that we hadn’t thought previously.  
The main duty of the microcontroller is to generate pulse width modulation (PWM) 
signals that are applied to the servo motors and accordingly they move with the desired 
rotation. Robots play crucial roles in our daily lives and are able to perform difficult tasks 
humans can’t complete as fast or as accurate. Robots can imitate human behaviors and 
movements and then these behaviors are applied and become skills. In some cases, the use 
of a robotic hand becomes very useful. 
6.2 Design 
Each servo has different specifications and that means that a different PWM pulse 
could have a different effect on different servos. Usually, it is very important to apply the 
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exact PWM pulse to achieve a desired rotation. The main advantage though, of controlling 
a servo motor with PWM is that they can be programmed to have an initial position and 
rotate exactly where we want them to go with respect to requirements. Designing and 
building a robotic manipulator is not a new idea [102], [103] and [104]. The design and 
specifications differ between manipulators which can allow for significant differences with 
respect to a specific situation. For instance, the circuitry, the degrees of freedom, the 
algorithms, the sensors, the equipment, they all depend on the designer’s decision. 
The challenge here is to be able to perform the difficult tasks needed for the 
completion of the modeling phases close to the user’s movements and actions and replace 
a physical person such as the nurse. Therefore, the robotic arm needs to be carefully be 
designed. For this reason, the program SolidWorks was utilized to design a 3D model of a 
robotic arm. 
In the process of designing the robotic arm, several constraints and specifications 
were used such as length of arm and weight that were referenced in chapter 5. While 
designing the arm it was obvious that the initial design was not going to be able to be 
created due to several constraints, physical and economical. 
Nonetheless, Figure 6-1 displays the initial 3D design of a robotic arm that was 
used for our simulations. It has 3 DOF and has a length of 50 cm and its goal is to resemble 




Figure 6-1: 3D Design of a Robotic Manipulator 
The Denavit-Hartenberg (DH) Convention is the accepted method of drawing robot 
arms in FBD's. There are only two motions a joint could make: translate and rotate. There 
are only three axes this could happen on: x, y, and z (out of plane) and a DOF has 
limitations that are well known, the configuration space. All joints can swivel but not all 
of them can do that with 360 degrees. A joint has some max angle restriction and to give 
an example, no human joint can rotate more than approximately 200 degrees. Wire 
wrapping, servo max angle, etc. are some of the limitations that exist.  
A robot arm can also be on a mobile base, like a mobile robot as we have seen in 
the literature review, adding additional DOF. If the wheeled robot can rotate, that is a 
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rotation joint, if it can move forward, then that is a translational joint. This mobile 
manipulator robot is an example of a 1 DOF arm on a 2 DOF robot (3 DOF total). 
The robot workspace (also known as the reachable space) is every place that the 
end effector could possibly reach. The workspace is dependent on the DOF angle 
limitations, the arm link lengths, the angle at which something must be picked up at, etc. 
The workspace is highly dependent on the robot configuration. Assuming that all joints 
rotate a maximum of 180 degrees, because most servo motors cannot exceed that amount. 
To determine the workspace, trace all locations that the end effector can reach. 
A moving robot with a robot arm is a sub-class of robotic arms. They work just like 
other robotic arms, but the DOF of the vehicle is added to the DOF of the arm. If you have 
a differential drive robot (2 DOF) with a robot arm (5 DOF) attached, that would give the 
robot arm a total sum of 7 DOF. What do you think the workspace on this type of robot 
would be? 
6.3 Equipment and Material 
We must assure that the motor we choose can support the weight of the robot arm, 
but also what the robot arm will carry. The first step is to label your FBD, with the robot 
arm stretched out to its maximum length. Choose these parameters:  
• weight of each linkage 
• weight of each joint 
• weight of object to lift 
• length of each linkage 
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Six servo motors are used to realize the robotic arm. We have 3-DOF and each one 
utilizes two servo motors to control the body motion including base, shoulder and elbow. 
The end effector is a metal cylinder with a soft end [105]. 
Next you perform a moment arm calculation, multiplying downward force times the 
linkage lengths. This calculation must be done for each lifting actuator. This design has 
just two DOF that requires lifting, and the center of mass of each linkage is assumed to be 
Length/2 [106]. 
For each DOF you add the math gets more complicated, and the joint weights get 
heavier. You will also see that shorter arm lengths allow for smaller torque requirements. 
Suppose the robot arm has objects within its workspace, how does the arm move 
through the workspace to reach a certain point? To do this, assume the robot arm is just a 
simple mobile robot navigating in 3D space. The end effector will traverse the space just 
like a mobile robot, except now it must also make sure the other joints and links do not 
collide with anything too. This is extremely difficult to do [107]. 
What if you want your robot end effector to draw straight lines with a pencil? Moving 
from point A to point B in a straight line is relatively simple to solve. What your robot 
should do, by using inverse kinematics, is go to many points between point A and point B 
[108]. The final motion will come out as a smooth straight line. You can not only do this 
method with straight lines, but curved ones too. On expensive professional robotic arms all 
you need to do is program two points and tell the robot how to go between the two points 
(straight line, fast as possible, etc.). 
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Most robot arms only have internal sensors, such as encoders. A robot arm 
without video sensing is like an artist painting with his eyes closed. Using basic visual 
feedback algorithms, a robot arm could go from point to point on its own without a list of 
preprogrammed positions. Giving the arm a red ball, it could reach for it (visual tracking 
and servoing). If the arm can locate a position in X-Y space of an image, it could then 
direct the end effector to go to that same X-Y location (by using inverse kinematics). 
Finally, the development of the robotic arms needs to be placed in the correct place on 
the wheelchair. We performed some tests and figured out that they need to be placed on 
the left and right side of the back of the wheelchair to support better tasks we need them to 
do. At the same time, they also are unobtrusive, and they don’t affect the user’s vision. 
We used aluminum flat 1/16” * 1 – 1/2" – 4 FT that we cut in several pieces of 25 cm 
each to create our links. Then we also used aluminum flat 1/16” * 1/2" – 4 FT that we cut 
in several pieces of 25 cm as well. We used 6 servo motors HiTec HS 485HB and 6 servo 
motors HiTec HS 422, making a total of 12 for two robotic manipulators. Moreover, we 
used a servo shield Adafruit 16 channel PWM slash servo, two Arduino Uno and the 





Figure 6-2: Arduino UNO open source board [109]. 
 
 
Figure 6-3: Adafruit 16 channel PWM servo shield [110]. 
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When the Adafruit shield arrived, we had to solder it together. Then we connected 
it to one of the servos to try it. The most important thing was to match the PWM, V+ and 
GND pins to the wires coming out of the servo. 
 
Figure 6-4: Arduino UNO and Adafruit Shield connected with a servo motor. 
 





















7 Human Machine 
Interaction 
7.1 Introduction 
The technology of computer interfaces has significantly evolved but is still based 
on simple sets of commands. The same applies to the majority of systems that use an 
interaction scheme between a user and the system, which differs from the natural human 
communication. Human communication is based on implicit interaction for the most part. 
A wave of one’s hand, the blink of an eye, the tone of the voice or even a facial expression 
can tell more than hundreds of words [113]. The interaction is not strictly for the computers, 
but also for systems that have computing power and perform several tasks, like a robot. 
For that reason, all of the computers, robots and any other system will be called a machine.  
Therefore, an intuitive interaction has to be the aim for human-machine interfaces, 
which means that the machines need to be equipped with intelligent software, able to 
recognize and interpret several different types of signals such as voice, gestures, body 
posture, etc. [113] [114]. In order for a human user to effectively communicate with a 
sophisticated machine there is a need for a HMI scheme between them. That role is called 
Human-Machine Interaction (HMI) scheme, which usually is an interface that the operator 
uses to control/communicate with the machine. With the progress of technology that 
interface has become more autonomous and complex than ever. 
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Another issue to be mentioned here is that, machines have to recognize and process 
a variety of signals in real-time conditions, otherwise they cannot operate for real life 
problems. Thus, different sensors need to be used so that different signals are being 
captured and recorded. Microphones are used, instead of the human ear, to capture/record 
voice and sounds; miniature depth cameras, are used instead of eyes, to perform computer 
vision analysis/recognition to recognize-understand-associate humans, patterns and other 
objects [113]. Also, pressure sensors are used to record forces applied by the user and 
motion sensors to measure body changes. There are too many sensors available and for 
each machine the appropriate ones need to be adjusted and used. 
Sophisticated machines can capture different variety of signals that contain 
different types of information. Thus, one of the major tasks is to be able to synchronize the 
different signals for the purpose of the problem to be solved. It is known that each system 
receives raw data and performs a variety of computing tasks for the extraction of features, 
selection and finally classification of them. These processing tasks need to happen in real 
time especially when the purpose of a system is about assisting people in need [78].  
Unfortunately, people with disabilities, the elderly and people who recover from 
injuries belong in the category of people in need. They may need constant monitoring so 
that changes in their health problems can be detected on time, but they also need assistance 
in daily activities. Unfortunately, many members of those populations are either unable or 
disinclined to detect the existence of critical changes in their own health, which is one of 
the challenges to human healthcare professionals [115]–[123].  
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However, this type of healthcare service includes not only a high cost, but also a 
poor performance from the human providers, due to the fact that there is a limited number 
of qualified healthcare providers in a continuously growing population of people in need. 
Which is the initiative for a more effective and desirable solution, the AIRW [86]. 
 
Figure 7-1: The Human Machine Interaction Between the Human User and the 
Autonomous Intelligent Robotic Wheelchair (AIRW) 
7.2 Brief Literature Review of HMI Models 
In this section a brief literature review is presented about the new generation of 
human-machine interaction and more specifically systems that utilize speech recognition 
and body posture recognition. Human-Machine Interaction is described as the interaction 
and communication between human users and a machine that is a dynamic system [124]. 
Usually there is an interface that handles that interaction between the two. For this robotic 
wheelchair an interface won’t be needed since the system is automated with voice 
commands, video and pressure sensors.  
7.2.1 Voice Recognition Systems  
Voice recognition is a standard tool used in new gadgets as smartphones, laptops 
and gaming systems. Voice input has the potential to be the most efficient form of 
computing as humans can speak 150 words per minute on average but can only type 40 
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[125]. Several systems have been developed over the past years, some with good results 
but also for most of them frustration follows after a question.  
The first one worth mentioning is Baidu, China’s “google”. It is a search engine but 
96% of that engine is based on voice recognition and utilizes Deep Speech 2 a software 
that learned to understand words after trained in listening thousands of hours of recordings 
[126]. It can understand words spoken in English and Mandarin and is becoming very 
popular in China due to the massive Mandarin alphabet.  
The next system that needs mentioning is Apple’s Siri. Siri is a commercial 
application existent in all iPhones and has 95% accuracy. It uses voice queries and natural 
language user interface to answer questions, make recommendations and also perform 
actions in the smartphone. It can adapt to different language users and accents based on the 
comments of Apple’s director, even though there are mixed reviews. Although, that is not 
entirely correct based on the massive complaints and frustration from iPhone users. Even 
though the system has a high accuracy, it is not at the phase of recognizing and answering 
correctly everything [127]. 
Another system of automatic speech recognition is based on downstream text-based 
processing tasks of translation, understanding and information retrieval. The system is an 
optimization statistical framework that is consistent and uses end-to-end performance 
metrics [128]. Such systems also are complicated, and it is why scientists have come up 
with isolated word recognition systems. Such systems are based on a vocabulary of words 
that acts as a database and any new word entering the system is compared with the existing 
ones after a feature extraction process with specific algorithms [129]–[134]. 
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Google Now on Android is Google’s voice search that is 92% accurate and can be 
used either through the Google app or on android phones through their specific app. A lot 
of work is being performed lately to improve the accuracy of the system. There are more 
systems like home entertainment systems such as Kinect on Xbox and Microsoft’s Cortana 
and Amazon Alexa that utilize voice recognition systems with a high percentage of 
accuracy [135]. All of them still have issues because they want to cover a wide range of 
people all around the world [136], [137].  
The most representative systems are mentioned for the purposes of this work. One 
thing though is clear, and that is that voice recognition is going to be the main interaction 
between human user and machine in the near future. After all the challenges and problems 
are dealt with the accuracy will be improved dramatically and that is an advantage over 
other ways of communication between the two. 
7.2.2 Human Body Pose Recognition Systems  
Interactive human body tracking has a major application in human-machine 
interaction and its use in healthcare. Human pose estimation from video has generated a 
vast literature that has been surveyed in [138], [139]. Human body posture recognition is 
one of the most important tasks for human machine interaction and especially for robotic 
systems as it provides a basic base for human activity recognition. In contrast, the process 
of estimating the body parts and their locations is called pose estimation [140], [141]. 
The use of video body posture has been used for several reasons, one of them is for 
rehabilitation of injured people and people with disabilities [142]. A Kinect-o-Therapy as 
it is called targets the human body and uses that to track the movements of the users while 
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playing serious games in order to improve the rehabilitation process [141]. Another 
boosting approach by using upper body tracking with pose estimation is used to recognize 
human actions, by constructing a key pose and comparing any new model with the existing 
database [143]. They can recognize human poses and actions at the same time as well as 
spot on-line accurately and recognize new actions and poses. 
Furthermore, there are systems that recognize human postures from still images 
captured by top view cameras that offer great advantages instead of using a camera at the 
same level [144]. This helps by using ceiling mounted cameras as part of a domestic 
monitoring system to inform robots on human activities. Moreover, one of the most recent 
works is a multi-sensor fusion method based on the Kinect sensor with precise estimation 
of the body segment orientations and the calculation of joint angles that will allow accurate 
biomechanical purposes [145]. This work has also been compared with a more accurate 
motion capture system which is also very expensive, Vicon made in UK [146]. 
Moreover, several systems have been developed for in home applications and 
assistance [147]. Such systems use human posture recognition to find the topological 
representation encoded for the body shape in a skeleton based structure achieving a high 
level of detail that can help in home scenarios [148]. They can also be used for assisting 
people with disabilities and the elderly in a combination with the internet of things and 
allow them to possibly live longer and more independent [149], [150]. Several systems 
have been surveyed that utilize body movements to express affection and computational 
models have been developed and are mentioned here [151]. 
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7.3 HMI System Implementation 
Robotic applications are evolving as technology evolves. Those applications 
usually need a human-machine interaction. More specifically, one robotic system is the 
one implemented in the Center of Assistive Research Technologies (CART) at Wright 
State University. It is an Autonomous Intelligent Robotic Wheelchair [23] and for that 
system a Human-Machine Interaction system was built to make the communication easier, 
reliable and effective. The system is composed of three subsystems that are explained in 




Figure 7-2: Human-Machine Interaction between user and AIRW where the Personalized 
Isolated Word Recognition System (PIWRS) receives input from a microphone and outputs 
the recognized command. The Body Pose Angles (BPA) system receives input from the 
Kinect and outputs the wanted angles of the user. The Active Participation System (APS) 
receives input from the pressure sensors and outputs the wanted forces. 
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 7.3.1 Personalized Isolated Word Recognition System (PIWRS)   
One part of the communication between the robotic nurse and the user is a speech 
recognition system that was implemented. Automatic speech recognition (ASR) systems 
are categorized into isolated words and continuous speech. The main difference between 
the two is the existence of silence between the words. Silence that is defined as the time 
interval between two consecutive words, where the recognizer assumes that no speech is 
present and it usually is a minimum of 200 msec [152]. If that silence exists, then it is the 
isolated word recognizer while if it doesn’t exist then it is a continuous speech recognizer.  
i. Commands Dataset Creation 
For the robotic nurse the choice of an isolated speech recognizer was made as 
monosyllabic commands are needed. Online there are two available datasets with single 
utterances, but neither were appropriate and so a vocabulary was created that is composed 
of 10 commands and four bits have been used to get a total of 16 combinations. Another 
combination is also used to express the error, either if it is not recognizable or if an error 
occurred.  
It is important to note that since it is a personalized dataset only one person was 
recorded. The utterances were recorded in a controlled room with limited noise and the 
microphone was facing the user. Two different microphones were used (a Kraken Razor 
microphone and a default MSI laptop microphone). The recordings were made by a US 
English talker (male) with no speech impairment. Each utterance is spoken and saved into 
a wav file of 1 sec duration 10 times. This gives a final dataset of 200 files each of 1 sec 
(100 for each microphone). 
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The vocabulary of the commands can be seen in Table 7-1 as well in what system 
state of the tasks that can be performed by the robotic nurse each word can be recognized 
correctly. Although, that is another part of the project that has to do with the decision 
making. 
As can be seen in Table 7-1, there are 10 spoken commands that can be recognized 
by the algorithm and each one has its own binary representation for the final outcome. 
These words have been selected because they represent the actual movement that the 
robotic arms mounted on the wheelchair will perform. So, their choice was targeted, and 
proper selection of the words was made so that they are not confusing and similar with 
each other so that Dynamic Time Warping (DTW) can be avoided. 
Table 7-1: Commands Vocabulary with respect to the System States of the Robotics 




C0 Come 0000 
C1 Start 0001 
C2 Turn 0010 
C3 Sit 0011 
C4 Belt 0100 
C5 More 0101 
C6 Stop 0110 
C7 Wait 0111 
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C8 Go 1000 
C9 Lower 1001 
Not available - 1010 
 
ii. Feature Extraction 
For the feature extraction process there are several ways to extract features but the 
one selected is the Mel-Frequency Cepstral Coefficients (MFCCs), that were introduced 
by Davis and Mermelstein in the 1980’s [153]. It is a widely accepted method able to 
preserve the speech characteristics as well as reducing the variability of the speech [154]. 
Moreover, it has been concluded that MFCC features can outperform other methodologies, 
especially when they are used for situations like this one where monosyllabic words are 
being used [155], [156]. 
The first step would be to frame the signal into short frames of speech overlapped 
by 53%, so that the capture of temporal changes can be better. An audio signal is constantly 
changing, but if it is divided in frames then that change statistically won’t be as big which 
is why the signal is reduced between 20-40 msec frames. Continuing a Hamming window 
is applied w(n), given as [157], 
𝑤(𝑛) = 0.54 − 0.46 cos (
2𝜋𝑛
𝑁
) , 0 ≤ 𝑛 ≤ 𝑁   (7-1) 
 
The next step is to apply in each frame a Discrete Fourier Transform (DFT) that 
transforms the signal from time to frequency domain 





Where h(n) is an N sample long hamming window and K is the length of the DFT 
and i is the frame number. Then the power spectral is estimated by, 
𝑃𝑖(𝑘) =  
1
𝑁
|𝑆𝑖(𝑘)|2   (7-3) 
 
A logarithmic transformation is applied to each Mel frequency coefficient received 
after the power spectral are applied to the Mel filter bank. Finally, the Discrete Cosine 
Transformation (DCT) is applied on each energy and the resulting Mel-Frequency Cepstral 
Coefficient (MFCC) c(k) that are the amplitudes are calculated by, 
𝑐(𝑘) = 𝑤(𝑘) ∑ log(|𝑥𝑘(𝑛)|) cos (






𝑘 = 1,… , 𝐿    (7-4) 
 
 
Where xk(k) are the frequency coefficients resulting from the Mel filter banks. So 
in conclusion, the steps followed are: 
• Framing and Hamming 
• Discrete Fourier Transform (DFT) 
• Mel filter-bank applied to the Power Spectra 
• Log Energy Computation 
• MFCC by using DCT operation 




iii. Classification-Learning Scheme 
After receiving the coefficients, they are inserted into a Multi Layered Perceptron 
or as commonly known a Neural Network (NN). The NN has 13 inputs, one for each one 
of the coefficients that were received, 13 nodes in one hidden layer and 4 output nodes that 
give us 16 combinations (11 are only needed).  
The learning parameter that was used was 0.005 and the number of iterations was 
4300 so that the value of the cost function converged in a number close to zero. The success 
rate of the correct predictions reaches 96.5%. The 11th command or option is any other 
word spoken to the microphone that the algorithm can’t recognize and that has a success 
rate of 99.9%, a result that isn’t surprising as incorrect commands are always recognized. 
Deep Neural Networks have recently been used more for classifying words and 
speech, but they are nothing more than simple neural networks with more than two hidden 
layers. Since, this classifier needs to work in real time the choice of using one hidden layer 





Figure 7-3: Neural Network for the classification of commands for the Speech 
Recognition System with 13 Inputs, 1 Hidden Layer with 13 nodes and 4 Output Nodes to 
make all the possible combinations needed. 
 
7.3.2 Body Pose Angles Recognition 
The second part of the HMI is to detect the human body with a Microsoft Kinect-
v2 in order to find the body joints. It is used widely in the field of computer vision even 
though it started as a gaming console. When comparing it with 3D cameras it shows a 
higher resolution and depth and this can allow researchers to examine problems with an 





Figure 7-4: Human Skeleton Recognition with joints [159]. 
This part is needed because with the recognition of the human skeleton, the joints 
that are represented as nodes in Figure 7-4 are the main parts of the body [160].  
As, can be seen from Figure 7-4, the human body skeleton consists of several nodes. 
But from that list the ones that are used are the Shoulder center, the Hip center, the Knees 
(left and right) and the Ankles (left and right). 
Those joints when combined can provide the specific angles required for this 
project. The angles that are needed are: 
• k, is the angle between the Ankles, the Knee and the Hip center 
• w, is the angle between the Shoulder center, the Hip center and the Knees 
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• lb, is user orientation, it is defined by the polar coordinate system (when 
facing the camera on the wheelchair it is set to 0 degrees) 
 
Figure 7-5: Angles from System State 3 to System State 4 as described in the previous 
chapter, lb = 0 degrees as the camera is placed on the top of the back of the wheelchair. 
 
These angles are necessary for the modeling of the robotic nurse in order for the 
system to make a decision. As can be seen in Figure 7-5, an example of how these angles 
are from the side so it can be clear visually where they are. 
The camera placed on the wheelchair will detect two different poses, a sitting one 
and a standing one. When the user is in either of them based on the angles of the adjacent 
joints of the skeletonization the system can tell if the user is sitting somewhere in a 
controlled environment or if the user is standing somewhere and where is facing based on 
the orientation. 




   
𝑐2 = 𝑎2 + 𝑏2 − 2𝑎𝑏 cos 𝛾     (7-5) 
 
where, each joint is a corner of a triangle and a, b, are the adjacent sides of the angle 
γ which is the wanted one and c is the opposite side of a and b. 
Another simple way to calculate the angles between the adjacent joints is to think 
of them as vectors. One from the middle joint to one end and another from the middle to 
the other end. This way the angle between the middle and its adjacent joint can be 
calculated with the scalar product or the dot product.  
 
𝛾 = 𝑎𝑟𝑐𝑜𝑠 (
𝐴𝐵⃗⃗ ⃗⃗  ⃗∗𝐵𝐶⃗⃗⃗⃗  ⃗
||𝐴𝐵⃗⃗ ⃗⃗  ⃗||∗||𝐵𝐶⃗⃗⃗⃗  ⃗||
)   (7-6) 
 
where, AB and BC are vectors and  
 
𝐴𝐵⃗⃗⃗⃗  ⃗ = 𝐵 − 𝐴     (7-7) 
𝐵𝐶⃗⃗⃗⃗  ⃗ = 𝐶 − 𝐵     (7-8) 
 
To obtain the skeletal data, the already implemented and widely used function of 
Kinect was used and even though it can detect up to 6 skeletons, only one is needed for the 
purposes of this project. The online measurement range imaging cameras is the best option 




7.3.3 Active Participation with the use of Pressure Sensors 
The third part of the HMI is a physical interaction resulting from the mounting of 
piezo-resistive pressure sensors on the surface of the robotic arm. The user applies forces 
that are measured by the sensors to command the robotic nurse. 
The harder the user pushes the sensors the lower the resistance. The sensors 
themselves are thin and flexible but the resistance doesn’t change when the sensor is being 
flexed but only when pressed. The pressure sensors were attached on the robotic arm in 
order for the system to gain force perception capabilities that were needed. 
As mentioned previously, the two robotic arms that have the sensors on them are 
being held by the user for the three tasks (stand-up, turn-around, sit down) and a specific 
threshold needs to be surpassed. There are two sets of sensors, one on each robotic arm and 
they receive the amount of forces applied by the opposite hand of the user. So, for the left 
robotic arm the pressure sensors calculate the forces applied by the right hand of the user 
and accordingly for the other one. Research has been done using similar sensors and it is 
described in [164]–[171]. 
 
7.4 Results 
In this results section figures and images will be provided to present the outcome 
of the HMI system. First, are presented in Figure 7-6 three examples of the spoken 
commands as they are received by the microphone and afterwards their Discrete Fourier 




Figure 7-6: Examples of the spoken commands (top 3 images) and their Discrete Fourier 
Transformation (bottom 3 images) from the algorithm. 
 
Figure 7-7: Commands Recognition in online measurement application. The user speaks 
to a microphone placed on the AIRW and gives commands. The commands are recognized 
and each one is saved in the system as a string input which will be used on the rule-based 





Moreover, in Figure 7-7 can be seen the recognition of a real time command given. 
That output is recognized and is saved as a string variable. That variable will be used later 
on to be combined with the other outputs of the HMI to control the robotic arms and the 
wheelchair from a rule-based decision-making system. 
Following, are Figure 7-8 and Figure 7-9, where it can be seen that the camera can 
detect and recognize the user sitting and the user standing. In both cases the camera 
recognizes and creates the skeletal data and joints. For visualization purposes the front side 
figures have been transformed with a 90o angle to the right or the left so that it can be clear, 
what angles are the ones wanted. In any case the camera can recognize the user when the 
user is sitting in front of the AIRW and a file with the angles is received. For each processed 
frame that file is updated and the position of the wanted joints is being saved as the (x, y, 





Figure 7-8: Skeletal Data and Angles Calculation with the use of Kinect when the user is 
sitting and is in front of the AIRW where the camera is placed on top of the back. Left is 
the front side of the user when facing the camera and on the right is the user in the same 
position after the transformation so that the joints can be seen more clearly in order to 







Figure 7-9: Skeletal Data and Angles Calculation with the use of Kinect when the user is 
standing and is in front of the AIRW where the camera is placed on top of the back. Left 
is the front side of the user when facing the camera and accordingly the wheelchair and 
on the right is the user in the same position after the transformation so that the joints can 
be seen more clearly in order to receive the (x, y, z) positions and calculate the wanted 
angles as shown. 
 
The program saves in the same column of the file the sequence of the joints and in 
different rows the new frames. Accordingly, those positions are used with the help of the 
Law of Cosines to calculate the wanted angles that are saved in a different file at the same 
time. That file will be used in later work to implement the rule-based decision-making 
system to effectively control the robotic arms and the wheelchair. 
Lastly, in Figure 7-10 can be seen the applied forces received by the pressure 
sensors. The sensors as already said are placed on the robotic arms. The user in the process 
of completing a task needs to grab the arms for support. The measure of support applied 
back from the arms to the user is going to be used in the decision-making system for 
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controlling the arms and at the same time checking if the user is capable of performing and 
completing the task. There are two sets of sensors, one on the right robotic arm and one on 
the left robotic arm. Each set receives forces from the opposite hand of the user. As can be 
seen with the orange color are the forces received by the left robotic arm which means the 
right hand of the user. The difference in strength between the two hands can be seen as the 
user right hand dominant and it can be seen that the right hand is stronger. 
 
Figure 7-10: The forces applied by the user to the sensors. There are two sets of sensors, 
one on the right robotic arm and one on the left robotic arm. Each set receives forces 






Concluding this chapter, the emphasis was given in a new multimodal Human-
Machine Interaction system and its subcomponents for a near to real time communication 
for a system such as the AIRW. The communication system can recognize one of the given 
commands by the user so that it can be made easier for the user to communicate using 
voice. That command in the future will play crucial role in controlling the system.  
After the skeletal data are received, the adjacent joints that are utilized are used to 
calculate the angles that will also play a crucial role in the control of the system. Moreover, 
it can track and recognize three human body postures for activity. 
Finally, the system can use pressure sensors to identify if the forces applied by the 
user are capable of allowing him to complete the task by detecting over time the actual 
amount of forces applied by the user on each of the robotic arms.  
All the experiments were performed on a laptop computer with Intel Core i7-
6700HQ CPU at 2.6GHz and 16GB RAM. An average time to process the HMI and receive 
the recognized command, the body angles and the forces from the pressure sensors with a 












One very important feature of the AIRW is the system’s capability to learn the 
user’s characteristics and behaviors and according to those the system will be able to make 
the decision if it can finish a task or not. As has been mentioned in previous chapters, the 
system incorporates the user’s resources (commands, forces, angles etc.) into rules and 
according to those a decision will be made. This operation would need to be performed by 
a care taker, a nurse or a person who takes care of the user in other instances. In other 
words, an expert of the needs of the user would make this decision, but in this case the 
system will. 
Traditional approaches use weights and probabilities and scores to make a useful 
decision support system [172]. However, it is not only the mathematical modeling that 
plays a crucial role, but also the structure of the decision-making process as well as the 
formal rules that need to be applied behind every decision [173]–[178]. These rules are 
knowledge, group communication and explanation for an expert to make the decision. So, 
we need to translate this knowledge into system rules [179]. 
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In order for a task to be completed the system should be able to handle new 
information, relate it with the already accumulated information and adjust its performance 
and operation. While there are many architectures and algorithms to use to accomplish this 
objective, a rule-based system is integrated into the AIRW so that this process can be 
achieved [180]. 
In computer science, “rule based systems are used as a way to store and manipulate 
knowledge to interpret information in a useful way” [181]. A classic example of a rule-
based system is the expert system that utilizes rules to make deductions. The advantages 
of rule-based decision tools are [182]: 
• They are structured 
• They allow people or systems to learn and make decisions “like the experts” 
• They are easy to use 
• They keep records and documents 
At the same time, there are also some negative aspects as they can be reactive, inflexible 
and limiting. But for these reasons we apply a adequately large knowledge base in an 
attempt to counteract these previous negatives. 
8.2 Multi-Attribute Rules 
While a rule-based system could help, for example, a physician to make a diagnosis 
regarding the health condition of a patient or help a driver to navigate through the city by 
finding the shortest distance to his destination, our system always needs to be interacting 
with the user [183]. 
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Rules are a method for communication and interaction, and accepting those rules 
as a method of knowledge representation means that the user (human) and the AIRW 
(machine) will be able to interact easier and more effectively in terms of: 
• Knowledge acquisition 
• Learning 
• Knowledge verification 
• Explanation of decision 
• Effectiveness 
Multi-attribute decision making methods need a set of attributes that can describe the 
different options of the man-machine interaction. To construct a rule-based system though 
we need four basic components [181]: 
• A list of rules or knowledge base [184], that are specified for the specific tasks that 
are needed. 
• An inference engine [185], that receives the input, translates it into output and 
makes a decision. This process consists of three steps: 
o Match: where the left-hand sides of the rules are matched against the input. 
o Conflict-Resolution: where a rule, that is satisfying the left-hand conditions, 
is being selected. 
o Act: where the outcome of that selected rule is being executed. 
• A working memory [186]. 
• A user interface or another way of interacting [187]. 
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To address these basic components, our system should have these four components 
incorporated as can be seen in the following Figure 8-1. More specifically, the Human-
Machine Interaction system is our way of interacting between the user and the machine. 
The output of the HMI will the working memory that will check the rules and the whole 
block is our Inference Engine that checks and decides.  
Now for our Knowledge Base where the list of rules is contained it can best be seen 
in Figure 8-2, where the overview of the system is provided. The user interacts with the 
AIRW through the HMI system. The HMI will receive vocal commands from the user, the 
angles for the pose/posture estimation and the forces from the user. It will then determine 
the user state and with the kinematics and position of the robotic arms will determine the 
machine state as well. The output of the HMI will be stored in the working memory of the 
system and it will be the input of towards the inference engine. Furthermore, a list of rules 
that demonstrate the system’s ability on when each one of the HMI output can be utilized 
and in accordance with the System States is saved into the knowledge base of the system. 
Moreover, the rule-based system also includes and utilized specific resources such as the 
user characteristics that have been obtained for the personalized training of the HMI 
system, the system states record which is updated after every change into the output of the 
system and the kinematics history which will provide the previous positions and 
placements of the robotic arm as well as any recurrent patterns. 
  Moving forward, the system’s inference engine will match the left-hand sides of 
the inference rules against the HMI output which is the input of the inference engine 
provided by the user, cross reference it with all of the remaining information. Afterwards, 
the inference engine will investigate the knowledge base and the list of rules and will check 
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if the conditions are satisfied. More than one rules might be utilized at this point to check 
if the conditions are satisfied. If the conditions are satisfied, then the corresponding rules 
will be selected and the actions that occur from that will be executed, generating the output 
which in our case will be the system state it needs to move and the update of the kinematics. 
 
 
Figure 8-1: Rule-Based Decision-Making Flowchart. The human-machine interaction 
system is our user interface. The output of the HMI gives us the working memory (input 




Figure 8-2: An overview of the rule-based decision-making system that is incorporated in 
the AIRW. 
Inference engine operation relies on deciding if the user and the system can move 
to the next system state or not. By depicting and validating the rules against the input from 
the HMI and the other resources that are included, the inference engine can check if the 
conditions are satisfied and it will execute the actions. Therefore, a description of the list 
of the rules needs to be provided. Some of the rules have been mentioned in previous 
chapters but in general the rules have a specific pattern. 
More specifically, if the rules on the left-hand side of the system are selected to 
satisfy a condition then the action from the right-hand is produced. There could be used 
more than one rule, which means that the size of the set of the conditions for a rule can be 
more than one, depending on the system state. Like we showed in previous chapters: 
𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛1 && 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛2 && … 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛n → 𝑜𝑢𝑡𝑝𝑢𝑡I  
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This formula includes n conditions on the left-hand side and if all of them happen 
then this formula will satisfy the conditions. In place of the && where is the logical and 
can be represented as ( ∧ ), the logical or that can be represented as ( ∨ ), and the not 
operator ( ¬ ).  
Following let us present the rules and the categories they belong: 
• Human State 
• Machine State 
• Thresholds 
• Sensors Check 
• Voice Commands 
For the human state and the machine state the following tables show the necessary angles 
that need to be specified for each system state and these are the rules for that in Tables 8-
1, 8-2, 8-3. Where k is the knees angle, w is the waist angle and lb is the orientation. 
Accordingly, θ0, θ1, θ2 are the joint angles from the robotic arms. 




0 1 2 3 4 5 6 
Human 
k = 90 ∧  
w = 90 
k = 90 ∧  
w = 90 
k = 90 
∧ 
w = 80 
k = 90 
∧ 
w = 45 
90 < k < 
135 ∧  
45 < w < 
90 
 
k > 135 
∧ 
w > 90 
 
k = 180 
∧ 
w = 180 
 
Machine 
θ1 = -45 
∧ 
θ2 = 45 
θ1 = -45 
∧ 
θ2 = 45 
θ1 = -45 
∧ 
θ2 = 45 
θ1 = -20 
∧ 
θ2 = 45 
θ1 = -15 
∧ 
45 < θ2 
< 90 
θ1 = -15 
∧ 
θ2 > 90 
θ1 = -30 
∧ 








7 8 9 10 11 12 
Human 
k = 180 ∧ 
w = 180 
k = 180 ∧ 
w = 180 ∧ 
 lb =45 
k = 180 ∧ 
w = 180 ∧  
lb =45 
k = 180 ∧ 
w = 180 ∧  
lb =135 
k = 180 ∧ 
w = 180 ∧  
lb =135 
k = 180 ∧ 
w = 180 ∧  
lb =180 
Machine 
θ0 = 10 ∧ 
θ1 = -30 ∧  
θ2 = 45 
θ0 = 10 ∧ 
θ1 = -30 ∧  
θ2 = 45 
θ0 = 10 ∧ 
θ1 = -30 ∧  
θ2 = 45 
θ0 = 10 ∧ 
θ1 = -30 ∧  
θ2 = 45 
θ0 = 10 ∧ 
θ1 = -30 ∧ 
 θ2 = 45 
θ0 = 10 ∧ 
θ1 = -30 ∧ 
 θ2 = 45 
 
Table 8-3: Required angles that define the rules for Human and Machine States for 
Phase C 
System States 13 14 15 
Human 
135 < k < 180 ∧ 135 
< w < 180 ∧  
lb =180 
90 < k < 135 ∧ 
90<w<135∧ 
lb =180 
k = 90 ∧ 
w = 90 ∧ lb =180 
Machine 
θ1 = -45 ∧ θ2 = 45 
 
θ1 = -45 ∧ θ2 = 4 
θ1 = -45 ∧ θ2 = 45 
 
 
Table 8-4: Commands and thresholds for each System State for Phase A 
System 
States 
0 1 2 3 4 5 6 








Table 8-5: Commands and thresholds for each System State for Phase B 
System 
States 
7 8 9 10 11 12 
Actions 
Command 
∧ F >= 
130N 
F >= 130N 
F1 = 0 ∧ 
F2 >= 64N 
|| F1 
>=64N ∧ 
F2 = 0 
F1 = 0 ∧ 
F2 >= 64N 
|| F1 
>=64N ∧ 
F2 = 0 
F1 = F2 >= 
130N 
F1 = F2 >= 
130N 
 
Table 8-6: Commands and thresholds for each System State for Phase C 
System States 13 14 15 
Actions 
F1 = F2 >= 130N ∧ 
Command 
 
F1 = F2 > threshold 
 
F1 = F2 = 0 
 
 
Moreover, for each system state there are commands that need to be given and force 
thresholds to be checked, as well as a sensor check at the same time. The commands that 
are given by the user as well as the system states that can be given are the following: 
• C0: Come (System State 0) 
• C1: Start (System State 1) 
• C2: Turn (System State 6) 
• C3: Sit (System State 12) 
• C4: Belt (System State 15) 
• C5: More (System States 2-6) 
• C6: Stop (System States 0-15) 
• C7: Wait (System States 3-15) 
• C8: Go (System States 3-15, only after Wait Command) 
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• C9: Lower (System States 2, 6, 12-14, Predefined 3cm vertical reduction of 
height) 
8.3 Conclusions 
In this chapter, a rule-based decision-making system was presented. This system 
includes a list of rules where when their conditions are satisfied will produce a specific 
output which will be the system state. Specifically, the rule-based system takes as input the 
output of the HMI system that is the user interface between the user and the AIRW. That 
output is inserted into the inference engine and with the different user characteristic as well 
as the current state, a check with the knowledge base will be performed. Apart, from its 
learning capability, the rule-based system also is personalized according to the user. 
Therefore, the system can manipulate the information received by the user, learn its 









In this chapter, we used the simulations and the results we received from MATLAB 
and created controlled experiments to test the function on the prototype. For safety reasons 
we placed the prototype robotic arm on a base made of wood. The robotic arm is connected 
on an aluminum column at the same height that it is going to be connected on the side of 
the wheelchair. The aluminum column is tightened on the wooden base. Along the 
aluminum column, the breadboard as well as the power supply are being embedded. It 
should be mentioned that since we utilize more than one standard servo, an external power 
source should be used to power up the Arduino and the servo motors. 
To describe the process, by starting the software, the power supply to the robot arm 
and the circuits begins. The HMI works in the background and the system is in the idle 
position. When there is a change in the user’s position or a command is given the HMI 
sends the necessary outputs to the FIS that checks the rules to determine if there is a change 
in the input status. If there is the system will update the kinematics and the control system 
will generate the necessary PWM that will actuate the corresponding servo motors and 












Figure 9-3: Angle Side View of the Prototype Robotic Arm for the AIRW. 
The rotation angle takes place with respect to the generated pulses with the pulse width 
ranges from 600μs to 2400μs for the servos. Each pulse is generated according to the update 
of the kinematics and the new position. Identifying each one of the servos for the 
experiments is very important and for that reason each servo is connected to a different 
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digital pin on the microcontroller and has an initial position. Starting from the elbow joint, 
the left servo on the elbow joint is numbered as servo 1, has an initial shaft position of 180 
degrees and is attached to the digital pin 3. The right servo on the elbow joint is numbered 
as servo 2, has an initial shaft position of 0 degrees and is attached to the digital pin 5. Next 
is the shoulder joint where starting again from the left servo of that joint, we identify that 
as servo 3, it has an initial shaft position of 0 degrees and it is attached to the digital pin 6. 
Last is the right shoulder joint servo that is servo 4 and has an initial shaft position of 180 
degrees and is attached to the digital pin 9. These initial positions are where the idle 




Figure 9-4: Initial or Idle Position of the Prototype Robotic Arm for the AIRW. 
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To show an example of how the servo motors work and move along the x, y, z space 
the following Figure 9-5 will be taken as an example in comparison to Figure 9-4 that is 
the initial/idle position. 
 




Figure 9-6: Movement of a standard servo utilized by the prototype. 
By taking into consideration also Figure 9-6 where the movements of a standard 
servo can be seen. The middle position of the servo is set at 90 degrees so moving left will 
go towards the 0 degrees and moving right will go towards the 180 degrees. As can be seen 
from Figure 9-5 the elbow joint has moved upwards in comparison with the idle position. 
That means that servo 1 has change its shaft position. From the initial 180 degrees it has 
rotated 90 degrees to the anti-clockwise to reach the 90 degrees position. Accordingly, 
servo motor 2 has rotated clockwise by 90 degrees reaching 90 degrees position. At the 
same time the shoulder joint has moved upwards as well. Servo motor 3 has moved from 
0 degrees clockwise until it reached 54 degrees and servo motor 4 has rotated anti-clock 
wise until it reached 126 degrees so that they can both be at the same height. The movement 
of the shoulder is 30% of the total movement the servo motors can rotate while the elbow 





10.1 Summary of the Dissertation 
An Autonomous Intelligent Robotic Wheelchair for assisting people in need to 
perform simple daily activities such as getting up from a sitting position, turn around and 
sitting on the wheelchair was presented in the previous chapters of this dissertation. The 
system offers a multimodal human machine interaction between the user and the robot so 
that there is a smooth interaction in performing specific activities. With the interaction we 
can assure the safety in controlling the system and thus making it autonomous. This system 
could improve the life of people who are disabled or elderly or even people who are in 
rehabilitation. 
First, a literature review was presented that was conducted on wheelchairs 
categorized in robotic wheelchairs, intelligent wheelchairs and the intelligent robotic 
wheelchairs. This was our classification scheme and according to that, the reviewed 
systems were evaluated based on a number of features. The evaluation methodology was 
used in order to quantitatively evaluate the reviewed systems. This review indicated the 
challenges that exist in the area as well as some weaknesses of the systems. 
Afterwards, our proposed AIRW was presented and the overall architecture that we 
followed. The three main tasks: get up, turn around and sit down, were split into 17 
different subtasks and subsequently, commands were created as tokens to initiate each one 
of the states. The main components of the system and how this system is modelled are 
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presented as well as our approach to model it with the use of SPN’s that benefit us in 
structural and timing occasions. 
Furthermore, after the modeling simulations and tests were executed in LabVIEW 
and MATLAB, the results were presented to verify the theory and proceed into the 
implementation of the system. The results of the simulations were promising and need to 
be compared with the experimental results in the future for comparison.  
Moreover, an initial 3D design was implemented as a basis to follow on how to 
build the robotic arms. The choice to build the robotic manipulators instead of buying 
commercial ones, was made for the needs of this dissertation. The raw material and the 
hardware that was used in order to complete them are presented as well as the methodology 
that was followed. 
Additionally, the human machine interaction was an important step for the whole 
project. To be able to interact as a user with the machine we needed to create more than 
one way of HMI systems. For this reason, we performed a small literature review on HMI 
systems and according to that we proceeded into creating a multimodal (3 modes) HMI. 
The system is consisted of 1) a personalized isolated word recognition system or otherwise 
known as a speech recognition system, 2) a body pose angles recognition system and 3) an 
active participation system with the use of force pressure sensors. The implementation of 
that as well as examples of its use are presented. 
Furthermore, a rule-based decision-making system was implemented in order to 
make the system autonomous. The system is goal-driven, rule based and operates in a 
closed domain with learning capabilities. It can respond to error recovery through the 
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human machine interaction and it is capable of controlling the robotic arms through that 
interaction. 
The proposed AIRW is a personalized system that aims to assist people in need 
(elderly, disabled, injured) to perform simple daily activities without the need of human 
assistance. The AIRW will increase independence in mobility thereby impacting care 
decisions. Moreover, it will also assist people who live in rural areas or do not want to be 
in assisted living or extended care facilities and their needs can be satisfied. Generally, we 
firmly believe that the AIRW could assist and improve the life of people who belong in 
these categories. 
10.2 Research Contributions 
Finally, the contribution of this dissertation in novelty and originality, are presented 
in this section. 
• Classification, presentation and a maturity evaluation of projects in the area 
of wheelchairs (robotic, intelligent, intelligent robotic) with a comparative 
exploration for exploiting the challenges and the needs. 
• Proposal of a new system comprised of an autonomous wheelchair mounted 
with robotic arms and intelligent algorithms that make it an AIRW. The new 
AIRW has as a primary goal the assistance of people in need. 
• Proposing three different tasks of assistance, the Get-Up task, the Turn-
Around task and the Sit-Down task. With the help of the robotic arms the 
users will be able to get up from a sitting position, turn around and sit on 
the wheelchair to perform daily activities. 
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• The modeling of the tasks with the use of Stochastic Petri Nets, to be able 
to associate the different states that exist, the previous states with the 
upcoming ones. That provides the information to which state the system is 
and act accordingly. 
• Furthermore, SPN’s offer a graphical representation that enables the 
modeling. In this graphical representation, places are illustrated as circles, 
transitions are depicted as bars, while directed arcs are also included and are 
drawn as arrows that connect input places to transitions and transitions to 
output places. The graphical properties of SPNs provide us with an 
appropriate graphical representation of the complex activity of all the tasks. 
• The simulation of the tasks with the use of kinematics and proving the 
forward and inverse kinematics can work for this specific problem and its 
tasks. 
• The integration of hardware and software in implementing robotic arms that 
were designed and modeled from scratch with raw material. 
• The integration of a multimodal Human Machine Interaction system 
consisting of speech recognition, body pose/posture recognition and active 
participation with the use of force sensors. 
• The efficient control of the robotic arms through the human machine 
interaction and the integration with a rule-based decision making system 




Finally, as part of this dissertation, a series of publications were produced, and 
this work has been presented in notable conferences.  
• Ktistakis, I. P., & Bourbakis, N. G. (2018). “A Rule-Based Decision-
Making Scheme and an SPN Modeling for a Robotic Nurse to Perform 
ADL”. IEEE Transactions on Haptics. Under Review.  
• Ktistakis, I. P., & Bourbakis, N. G. (2018). “A Multimodal Human-
Machine Interaction Scheme for an Intelligent Robotic Nurse”. In Tools 
with Artificial Intelligence (ICTAI), 2018 IEEE 30th International 
Conference, on (pp. 749 – 756), Volos, Greece, 2018.  
• Ktistakis, I. P., & Bourbakis, N. G. (2017). “Assistive intelligent robotic 
wheelchairs”. IEEE Potentials Magazine, 36(1), 10-13.  
• Ktistakis, I. P., & Bourbakis, N. (2016, November). “An SPN Modeling 
of the H-IRW Getting-Up Task”. In Tools with Artificial Intelligence 
(ICTAI), 2016 IEEE 28th International Conference on (pp. 766-771). 
IEEE, San Jose, CA, 2016.  
• Ktistakis, I. P., Bourbakis, N., Tsoukalas, L., & Alamaniotis, M. (2015, 
July). “An autonomous intelligent wheelchair for assisting people at 
need in smart homes: A case study”. In Information, Intelligence, 
Systems and Applications (IISA), 2015 6th International Conference on 
(pp. 1-7). IEEE, Corfu, Greece, 2015.  
• Ktistakis, I. P., & Bourbakis, N. G. (2015, June). “A survey on robotic 
wheelchairs mounted with robotic arms”. In Aerospace and Electronics 
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Conference (NAECON), 2015 National (pp. 258-262). IEEE. Dayton, 
OH, 2015.  
Moreover, this work has been presented in several academic institutions and 
universities as an invited presentation or lecture. 
• Invited Presentation, “An Autonomous Intelligent Robotic Wheelchair 
to Assist People and its Applications in Artificial Intelligence”, National 
and Kapodistrian University of Athens, Department of Informatics and 
Telecommunications, Greece, November 2018.  
• Invited Presentation, “An Autonomous Intelligent Robotic Wheelchair 
to Assist People in Need”, Technological Educational Institute of 
Epirus, Department of Computer Engineering, Greece, October 2018.  
• Invited Presentation, “Development of an Autonomous Intelligent 
Robotic Wheelchair (Nosokoma) to Assist People in Need: Standing-
Up, Turning-Around, Sitting-Down”, Academic Research Colloquium, 
University of Dayton, Dayton, October 2018.  
• Poster Presentation, “A Human Machine Interaction and the Stochastic 
Petri Net of an Intelligent Robotic Wheelchair”, 7th Symposium of 
Student Research, Scholarship and Creative Activities, April 2018.  
• Doctoral Presentation, “Modeling of an Autonomous Intelligent 
Robotic Wheelchair”, IEEE 30th International Tools with Artificial 
Intelligence Conference, November 2017.  
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• Doctoral Presentation, “An Autonomous Intelligent Robotic 
Wheelchair to Assist People in Need”, IEEE 17th International Bio-
Informatics and Bio-Engineering Conference, October 2017. 
10.3 Limitations and Future Work 
The current implementation of the AIRW is focused on activities of daily life and 
the performance of simple tasks. Therefore, the system could be expanded in order to 
respond to a bigger variety of daily activities as well as rehabilitation exercises according 
to the needs of the user.  
Additionally, the hardware of the system could be upgraded. The servo motors as 
well as the force sensors are not as reliable, so a better model or even a change in the 
category they belong to could greatly benefit the whole system. The current servo motors 
and the sensors can easily break and cannot withstand a large amount of forces. So, motors 
with higher torque and force output and force sensors with higher force input. In addition, 
a commercialized robotic manipulator could potentially be used and the whole system can 
be implemented around that.  
Furthermore, the speech recognition system could be expanded into a natural 
language understanding component. Since, this wasn’t the primary focus of this 
dissertation, expansion work or even redesign could be performed. With that, the system 
could understand more commands (utterances) and simultaneously expand the use of it. 
Moreover, the control of the system as well as the decision-making processes are 
based on the inputs between the human machine interaction. A wider range of the 
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interaction will supply more rules that will provide more decisions for the system. That 
means that the control system will need expansion and possibly redesign depending on the 
amount of modifications that the whole system will receive.  
Lastly, because the system is personalized, each user needs to be trained to use it. 
Thus, a solution on not having individualized training or even the creation of an interface 
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