It is shown that the Tsallis entropies are the only f -entropies satisfying the condition of composability.
Introduction
The purpose of this paper is to show that the Tsallis entropies are the only f -entropies that are composable, i.e. satisfy the equation
for some function g and all probability distributions P, Q.
We define the f -entropy as in [1] (see also [2] for some basic properties), namely, we demand that f is a real-valued analytic and strictly convex function on [0, ∞), that it satisfies f (0) = f (1) = 0, and lastly, that it is normalized so that f ′ (1) = 1. The f -entropy is then defined as
where P = (p 1 , p 2 , . . . ) is a probability distribution on A. Unless explicitly stated otherwise we shall assume that A = N. Simple considerations show that for any probability distribution P , 0 ≤ H f (P ) < −f ′ (0) and that sup{H f (P )
Tsallis entropies were first considered in the mathematical litterature in [5] and then later (and independently) in statistical physics by C. Tsallis in [3] . They are defined for any q > 0 as the f -entropy associated with the function f (x) = x ln q x, where ln q x is the deformed q-logarithm given by
It is not hard to see that the Tsallis entropies in fact satisfy the equation
Our first theorem is the converse: Any f -entropy satisfying an equation of this type must be a Tsallis entropy. Having proved that, we can extend the result to cover f -entropies satisfying the more general equation (1).
2 Composability of f -entropy
for constants α, β, γ and all probability distributions P, Q, then α = β = 1, and
for all x, y ≥ 0.
Proof. Plugging in the definition of the f -entropy, we get that for all probability
Letting Q be deterministic yields α = 1 and P deterministic yields β = 1. For uniform distributions P = U m and Q = U n , we then find from (6) that
that is, f satisfies (5) for all x = 
and so using the above result on the term anf ( 1 mn ) and remembering that
Finally, letting also r ∈ [0, 1] ∩ Q and choosing b, n ∈ N such that r + b 1 n , we apply (6) to Q = (r, 1 n , . . . , 1 n , 0, . . . ) and P as above, getting
Using (8) and (7) on the left-hand terms we get that
Since this holds for all q, r ∈ [0, 1] ∩ Q, the theorem follows by analyticity of f . //// That this does indeed provide a converse to (3) Proof. In [1] it is shown that if f satisfies the factorization property
where ξ, ζ are analytic functions on [0, ∞[ satisfying ξ(1) = 1 and ζ(1) = 0, then the f -entropy is a Tsallis entropy. Well, we have by the theorem that
hence the result follows. //// Before we can tackle the general problem, we need to note an important property of f -entropy. Namely, let Q = (q i ) i≤N ∈ M 1 + (N ) * with say, 0 < q 1 < q 2 < 1, and consider also the distribution Q ε = (q 1 − ε, q 2 + ε, q 3 , . . . , q N ). If ε is sufficiently small and negative -more precisely, if 1 2 (q 1 − q 2 ) ≤ ε < 0, we have that the entropy of Q ε is strictly greater than the entropy of Q. Similarly, if ε is sufficiently small and positive -more precisely, if 0 < ε ≤ q 1 , the entropy of Q ε will be strictly smaller than that of Q. This follows by the strict convexity of f . Together with the continuity of H f on M 1 + (N ), this implies that the mapping ε H f (Q ε ) is a homeomorphism of the interval [
The point of this is, that we can fix N,q 1 ,q 2 once and for all, and still have enough probability distributions to "calculate with g(x, y)" with x, y ∈]a, b[. * For N ∈ N we write M 1 + (N ) for the set of probability distributions on {1, . . . , N }.
Proof. Since the sequence (−nf ( 1 n )) is increasing and converges to −f ′ (0) (indeed, by definition f ′ (0) = lim n→∞ nf ( 1 n )), all N sufficiently large will satisfy
So, from the remarks above, it is clear that by choosing N sufficiently large and q 1 +q 2 = 1 N −1 , with 0 <q 1 <q 2 , we get
(13) The lemma then follows since we can get the right-hand entropy from the lefthand one by continuously pulling probabilities together, as in the remarks above.
//// Theorem 3. Assume that the f -entropy H f satisfies the condition of composability as in eq. (1) for some function g defined on
for some constant γ. The theorem then easily follows. So, for given a, b choose N,q 1 ,q 2 as in the lemma. Let x, y ∈]a, b[ and choose
If y n → y for some sequence (y n ), we can assume † that there exists a sequence (ε n ) such that for all n y n = H f (Q εn ) = (q 1 − ε n ,q 2 + ε n , q 3 , . . . , q N ), and lim
† By leaving out finitely many of the yn's if we have to, and using that the mapping ε H f (Qε) is a homeomorphism of intervals as remarked above.
and as
we find that ∂ ∂y g(x, y) exists and that
But sinceq 1 andq 2 are the same for any choice of y, it is independent of this choice -i.e. ∂ ∂y g(x, y) = B(x), for all x, y ∈]a, b[.
Completely analogously it is shown that the partial derivative with respect to x exists and that
Since a and b were arbitrary, it follows that
and the theorem follows by the continuity of H f on finite distributions -in particular we have for P = (p, 1 − p) and Q = (q, 1 − q), 0 < p, q < 1,
so C = 0 and (after analogous argument for β) α = β = 1, which shows the validity of the theorem for all x, y ∈ [0, −f
Comparing theorem 3 with the corollary of theorem 1 we see that any fentropy which is composable is indeed a Tsallis entropy.
Discussion
The condition of composability is important in thermodynamical applications of entropy, and we have shown that any f -entropy which is composable, is a Tsallis entropy. This appears to be a new result, and investigations concerning composability are also mentioned in, for example, the recent article [4] .
More generally, entropy is often defined as a function H(P ) = ϕ (− i f (p i )), i.e. as a function of f -entropy, where ϕ is positive and strictly increasing. In particular, ϕ is bijective, and our theorem shows that if H is composable, then it is in fact a function of some Tsallis entropy. A well known example is the Rényi entropy defined for α > 0 by
It is an interresting question whether there exists one choice of transformation ϕ which in some sense is better than any other choice. If so, one would expect that either Tsallis or Rényi entropy pops up. For this question, F. Topsøe suggested that his notion of game theoretical equilibrium might be relevant (see [2] for details).
