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Abstract
We consider the classical problem of searching for a heavier coin in a set of n coins, n − 1 of which have the same weight. The
weighing device is b-balance which is the generalization of two-arms balance. The minimum numbers of weighings are determined
exactly for worst-case sequential algorithm, average-case sequential algorithm, worst-case predetermined algorithm, average-case
predetermined algorithm.
We also investigate the above search model with additional constraint: each weighing is only allowed to use the coins that are
still in doubt. We present a worst-case optimal sequential algorithm and an average-case optimal sequential algorithm requiring the
minimum numbers of weighings.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The problem of searching for a heavier coin in a set of n coins is a classical problem in the area of combinational
search theory and has received considerable attention. The aim of this problem is to identify the heavier coin using as
few weighings as possible. Many papers have been devoted to the case when the testing device is a two-arms balance
(see [1,7] and references therein). There are other testing devices, such as spring scale [1, Chapter 2], multi-arms
balance [2,3]. The problem of searching for more than one counterfeit coin is also very popular [4,6,9,11–14,17,18].
Usually, two classes of algorithms are considered: sequential and predetermined algorithms. Moreover, the goodness
of an algorithm is estimated by two measures: the worst-case number of weighings and the average-case number of
weighings sufﬁcient to ﬁnd the heavier coin. In the average case, it is assumed that one is given a probability distribution
p = (p1, . . . , pn), where pi is the probability that the ith coin is heavier. For more details on these concepts, we refer
the reader to Aigner [1].
Halbeise and Hangerbühler [5] have considered a new type of test device: b-balance. That is, in a single test we
have b two-arms balances to use. The authors in [5] give an answer to their question for worst-case sequential and
predetermined algorithms. In this paper, we consider the problem of searching for a heavier coin among a set of n
coins when the test device is b-balance. In Section 3, the minimum worst-case numbers of weighings are determined
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exactly for sequential and predetermined algorithms. In Section 4, the minimum average-case numbers of weighings
are determined exactly for sequential and predetermined algorithms.
We also investigate the above search model with additional constraint: each weighing is only allowed to use the
coins that are still in doubt. Section 5 presents a worst-case optimal sequential algorithm and an average-case optimal
sequential algorithm requiring the minimum numbers of weighings.
2. Notations and preliminaries
We follow the notations of the case b = 1, i.e., the test device is a two-arms balance. Let S = {1, 2, . . . , n} be the
initial set of n coins. A : B is called a weighing if A,B ⊂ S, A∩B =∅ and |A| = |B| (no information can be obtained
by weighing two unequal-sized sets, see [1]). A weighing A : B means that we perform the weighing of A against B
andA, B is placed on the left, the right pan of the two-arms balance, respectively. The outcome of one weighing must be
one of the three possible feedbacks: “ left-heavy ”, “ right-heavy ” or “ equal ”. It is obvious that feedback “ left-heavy
”, “ right-heavy ” and “ equal ” means that the heavier coin is contained in A, B and S − A − B, respectively.
We use the notation
A1 : B1 | A2 : B2 | · · · | Ab : Bb (1)
to denote a weighing in the present case, i.e., the test device is b-balance. One weighing of form Eq. (1) means
that we put subsets of coins Ak and Bk on the left pan and the right pan of balance k, respectively, 1kb. A
weighing A1 : B1 | A2 : B2 | · · · | Ab : Bb is called feasible if |Ak| = |Bk| for k = 1, 2, . . . , b. When one
feasible weighing is performed, the outcome of this weighing must be one of 2b + 1 possible feedbacks (denoted by
f ∈ [−b, b]{−1, 1,−2, 2, . . . ,−b, b, 0}):
−bf = −k − 1 means that the feedback of balance k is “left-heavy” and those of the others are “equal”, i.e.,
the heavier coin is contained in Ak .
1f = kb means that the feedback of balance k is “right-heavy” and those of the others are “equal”, i.e., the
heavier coin is contained in Bk .
f = 0 means that all feedbacks of b balances are “equal”, i.e., the heavier coin is not contained in⋃bk=1(Ak ∪ Bk).
When weighing A1 : B1 | A2 : B2 | · · · | Ab : Bb is performed and we receive a feedback f, a search domain being
consistent with the feedback f can be determined uniquely, denoted by Sf . Generally, for any integer 1, Sf1f2···f
denotes the search domain determined by the feedback sequence f1f2 · · · f of these  weighings. A search domain
Sf1f2···f is called to be ﬁnal if |Sf1f2···f |= 1.A sequential algorithm of the present model is called admissible if every
weighing is feasible.
We call a tree (2b+1)-ary if each node has at most 2b+1 sons, called f-son, f ∈ [−b, b], respectively.A sequential
algorithm of the present model can be represented by a (2b + 1)-ary tree T whose root corresponds to the initial search
domain and whose leaves correspond to the ﬁnal search domains; each internal node corresponds to a search domain
Sf1f2···f . A (2b + 1)-ary tree T is called admissible if the corresponding algorithm is admissible.
A predetermined algorithm can be represented by an m× n matrix M = (aij ), where aij ∈ [−b, b], i = 1, 2, . . . , m,
j =1, 2, . . . , n. Given an m×n matrix M = (aij ), we choose the ith weighing A(i)1 : B(i)1 | A(i)2 : B(i)2 | · · · | A(i)b : B(i)b
in the following way: for 1 im,
A
(i)
k = {j |aij = −k, j = 1, 2, . . . , n}, k ∈ {1, 2, . . . , b},
B
(i)
k = {j |aij = k, j = 1, 2, . . . , n}, k ∈ {1, 2, . . . , b}.
We call a matrix M = (aij ) admissible if it satisﬁes the following two conditions:
(I) In each row i, the number of elements k equals the number of elements −k for k ∈ {1, 2, . . . , b}, i.e., |A(i)k |=|B(i)k |
for k ∈ {1, 2, . . . , b}.
(II) All columns of M are distinct.
If an admissible matrix M does not contain the 0-column, then M is said to have the 0-property. By BL we denote the
matrix consisting of all distinct columns of length L over [−b, b], then BL is an L× (2b+ 1)L matrix and is obviously
admissible.
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3. The minimum worst-case numbers of weighings
In this section we will determine the minimum number L(n) of weighings of the worst-case sequential algorithm,
and the minimum number Lpre(n) of weighings of the worst-case predetermined algorithm. It is obvious that
log2b+1nL(n)Lpre(n). (2)
Theorem 1. For |S| = n2,
L(n) = Lpre(n) = log2b+1n.
Furthermore, let P = {(2b + 1)L, (2b + 1)L − 2|L2}. For 2n2b + 1 even or n /∈P , the admissible matrix can
be chosen so that it does not contain the 0-column; For 2n2b + 1 odd or n ∈ P , the 0-column must appear.
Proof. It sufﬁces to show that Lpre(n)=log2b+1 n by Eq. (2). Let n be any integer with (2b+1)L−1 <n(2b+1)L
and set n= (2b + 1)L−1 + r , 1r2b(2b + 1)L−1. It is enough to construct an admissible L× n matrix. We proceed
by induction on L. For L = 1, we have 2n2b + 1. For n even, the desired admissible matrix with the 0-property
can be constructed as follows:(
−1, 1,−2, 2, . . . ,−n
2
,
n
2
)
.
For n odd, the desired admissible matrix can be constructed as follows:(
−1, 1, . . . ,−n − 1
2
,
n − 1
2
, 0
)
.
Let L2. If n = (2b + 1)L, then BL is clearly the only admissible L × n matrix (containing the 0-column). If
n = (2b + 1)L − 2, then the only way to obtain an admissible L × n matrix M is to remove a pair of distinct
columns a,−a from BL. Hence, M again contains the 0-column, thus proving our last claim. Let us now assume
n /∈P = {(2b + 1)L, (2b + 1)L − 2|L2}.
If n is even, then we remove ((2b + 1)L − 1 − n)/2 pairs a,−a and the 0-column from BL, thus obtaining an
admissible search matrix of size L × n. If n is odd, then n(2b + 1)L − 4. In this case we ﬁrst remove from BL the
0-column and the three columns
b 0 −b
0 b −b
0 0 0
...
...
...
0 0 0.
Since n> (2b+ 1)L−1(2b+ 1)3, we have at least ((2b+ 1)L − 4− n)/2 pairs of columns a,−a in the remaining
matrix. Removing ((2b + 1)L − 4 − n)/2 such pairs yields again an admissible matrix of size L × n. 
4. The minimum average numbers of weighings
Let us turn to the average case when the uniform distribution is assumed. We will determine the minimum average
number L¯(n) of weighings for the sequential algorithm, and the minimum average number L¯pre(n) of weighings for
the predetermined algorithm.
Given a (q + 1)-ary tree T with n leaves, let (i, T ) be the length of the leaf i in T, i.e., the distance of i from the root
of T. The external path length of T is deﬁned by h(T ) =∑ni=1 (i, T ). Let H(n) = min{h(T )}, where the minimum
is taken over all (q + 1)-ary trees with n leaves. We call tree T ∗ Huffman tree if h(T ∗) = H(n). Determining the
quantity H(n) and obtaining the structure of Huffman tree T ∗ is called the Huffman problem. The following Lemma 2
is the solution to Huffman problem. By 	x
 and x we denote the maximal integer x and the minimal integer x,
respectively.
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Lemma 2. Given an integer n with (q + 1)Ln< (q + 1)L+1. Let n = (q + 1)L + qk + t , where 0k < (q +
1)L, 0 tq−1. T ∗ is a Huffman tree if and only if T ∗ has 1=n−(qk+ t)(q+1)/q leaves at levelL=	logq+1 n

and 2 = (qk + t)(q + 1)/q leaves at level L + 1. Moreover,
H(n) = 1L + 2(L + 1) = n	logq+1 n
 + (qk + t)(q + 1)/q. (3)
Let TL be the tree with (q + 1)L leaves on level L. A Huffman tree with n leaves can be obtained from TL by changing
k leaves into internal nodes each having q + 1 sons if t = 0, and one more leaf into internal node having t + 1 sons if
t > 0.
Proof. See [1, 2]. 
ByTadm(n) we denote the class of all (2b + 1)-ary admissible trees with n leaves, and let
e(n) = min{h(T )|T ∈Tadm(n)}. (4)
It is obvious that L¯(n)= min{h(T )/n|T ∈Tadm(n)} = e(n)/n. Essentially, determining the quantity e(n) is a special
case of the Huffman problem because we are required to obtain a restricted (2b + 1)-ary tree (admissible tree) T with
h(T ) = e(n), where the restriction is required by the test device (b-balance). It follows from Lemma 2 that H(n) is a
lower bound of e(n), i.e., e(n)H(n) for all integers n2. Thus,
H(n)
n
L¯(n)L¯pre(n). (5)
For easy citation, we now give an equivalent formula of H(n). Given an integer n with (2b + 1)Ln< (2b + 1)L+1.
Let n = (2b + 1)L + 2bk + t , where 0k < (2b + 1)L, 0 t2b − 1, and let
(t) =
{
0 if t = 0,
1 if t > 0.
By letting q = 2b in Eq. (3), we have
H(n) = nL + k(2b + 1) + t + (t). (6)
A predetermined algorithmA sufﬁcient to identify the heavier coin among a set of n coins can be represented by
an admissible m × n matrix M, where the n columns are of the same length m, that is, the worst-case number of
weighings. Suppose the ﬁrst j weighings inA can uniquely identify the heavier coin when the heavier coin is the jth
one, then m = max1 jn{j }. The heavier coin is the jth one only if the feedback to the m weighings is just the jth
column. Since the jth coin is uniquely identiﬁed after j weighings, we can cross out the last m − j entries in the jth
column of M. As a consequence, a predetermined algorithm in the average case can be represented by a table which
may have columns of different length. If a table representing the algorithm contains no pair of columns such that one
is the preﬁx of the other, then the heavier coin is uniquely identiﬁed as soon as the sequence of feedbacks coincides
with a column of M. The index of this column corresponds to the index of the heavier coin. For more details, see
Bonis [2].
So an n-column table M with elements aij ∈ [−b, b] represents a predetermined algorithm in the average case if and
only if the following two conditions hold:
(I) In each row, the number of elements k equals the number of elements −k for k ∈ {1, 2, . . . , b}.
(II′) For each pair Mi and Mj of columns of M, Mi is not a preﬁx of Mj .
An n-column table M which satisﬁes the conditions (I) and (II′) is said admissible. Let N(M) be the number of
non-empty entries of an n-column admissible table M, and let N(n) = min{N(M)}, where the minimum is taken
over all n-column admissible table M. Then the minimum average number L¯pre(n) = N(n)/n. Lemma 2 shows that
N(n)H(n), thus L¯pre(n)H(n)/n for all integers n2.
The following Theorem 3 gives the minimum average number L¯pre(n) of weighings for predetermined algorithm.
To simplify the proof of Theorem 3, we establish the following notations:
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• For integers i,  and m, we denote by i×m the table with  rows and m columns having each entry equal to i.
• Given two integers i and j with ij , the notation i · · · j indicates j − i + 1 consecutive row entries containing the
integers from i to j.
• IfM1=(aij ) is an ×m1 matrix andM2=(bij ) is an ×m2 matrix, we use (M1|M2) to denote the new ×(m1+m2)
matrix by appending M2 to M1. Let
∑k
i=1Mi = (M1|M2| · · · |Mk), and k ·M =
∑k
i=1M . If  is a 1×m1 matrix, we
denote by
[
M1

]
the new ( + 1) × m1 matrix by appending a last row  to M1.
Theorem 3. Given an integer n2. Suppose n = (2b + 1)L + 2bk + t , where L0, 0k < (2b + 1)L, 0 t < 2b,
i.e., (2b + 1)Ln< (2b + 1)L+1 . Then
L¯pre(n) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
H(n) + 1
n
if (L = 1, k odd, t odd)
or (L> 1, k = 1, t odd)
or (L> 1, k = (2b + 1)L − 2, t = 2b − 1),
H(n)
n
otherwise.
Proof. We note that n = (2b + 1)L + 2bk + t , where L0, 0k < (2b + 1)L, 0 t < 2b, i.e., (2b + 1)Ln< (2b +
1)L+1. We will show that there exists an admissible n-column table M such that N(M) = H(n) for some cases, thus
L¯pre(n)=H(n)/n. By Lemma 2, it is enough to construct an admissible n-column table M which has 1 =n−(2bk+
t)(2b + 1)/(2b) columns of length 	log2b+1 n
=L and 2 =(2bk + t)(2b + 1)/(2b) columns of length L+ 1. We
proceed by induction on L. We note that 2 = (2b + 1)k + t + (t) and 1 = n − 2.
For L = 0, we have 2n< 2b + 1, 1 = 0 and 2 = n. The desired admissible table exists by Theorem 1.
Case 1: L1, k = 0 and t = 0. Then n = (2b + 1)L, 1 = n and 2 = 0. The only admissible L × (2b + 1)L matrix
BL is our desired table.
Case 2: L1, k = 0 and 1 t < 2b. Then 1 = (2b + 1)L − 1, 2 = t + 1. By 0 we denote the 0-column 0L×1. We
construct the admissible table M with N(M) = H(n) as follows
M = (BL − 0) +
[
0L×(t+1)

]
,
where  is an admissible 1 × (t + 1) table which exists by Theorem 1.
Case 3: L1, t = 0 and 1k < (2b+ 1)L. Then 1 = (2b+ 1)L − k, 2 = (2b+ 1)k. Decompose M as in the ﬁgure
By the preﬁx property all columns of A are distinct and the columns of A do not appear in C. Hence any column c in
C appears precisely (2b + 1) times and is bordered by −b,−b + 1, . . . , b. In other words, if we assume c1, . . . , ck be
the distinct columns of C (each appearing (2b + 1) times) and matrix C′ =∑ki=1 ci , then
[
C

]
=
k∑
i=1
[
(2b + 1) · ci−b · · · b
]
.
We note that (A|C)=BL+2b ·C′. It is easily seen that M satisﬁes (I) only if the matrix C′ satisﬁes (I). But the converse
is also true: If we can ﬁnd k vectors of length L which make up a matrix C′ with property (I), then make them each
appear (2b + 1) times, bordering each of them by −b,−b + 1, . . . , b and adding the other (2b + 1)L − k columns of
length L (A=BL−C′), we clearly obtain an admissible table M with N(M)=H(n). So our problem reduces to ﬁnding
k such distinct vectors of length L. This latter problem is, however, immediately settled by just invoking Theorem 1. If
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(2b + 1)s−1 <k(2b + 1)s, sL, we take an admissible s × k matrix and add (L− s) 0-rows at the bottom. If k = 1,
then we choose the 0-column.
Case 4: (L= 1, 1k < 2b+ 1 even, t > 0) or (L> 1, 1<k = (2b+ 1)L − 2, t > 0). Now 1 = (2b+ 1)L − (k + 1),
2 = (2b + 1)k + t + 1. We decompose M in this case as follows:
By the same reasoning as in case 3, it follows that C contains k + 1 distinct columns (all distinct from the columns of
A). It might be that k of them appear (2b + 1) times whereas one column appear (t + 1) times. Let these columns be
c1, . . . , ck and c. Each column ci must be bordered by −b,−b+1, . . . , b.Whereas c must be bordered by an admissible
1× (t +1) matrix ′. If we set c=0 and the ci’s make up an admissible L×k matrix with ci = 0, then M is admissible.
So we have to ﬁnd an admissible L × k matrix with non-zero columns. This latter problem is, however, immediately
settled by just invoking Theorem 1. If (2b + 1)s−1 <k(2b + 1)s with 1s <L, then we take any admissible s × k
matrix S, add 1,−1 if there is a 0-column in S, and ﬁll up with 0’s.
Case 5: L1, k odd, t > 0 even. Let D={a1,−a1, . . . , a(k+1)/2,−a(k+1)/2}. That is, D is the admissible L×(k+1)
table consisting of distinct columns a1,−a1, . . . , a(k+1)/2,−a(k+1)/2 of BL, D′ = D − {a1,−a1}. We can construct
the admissible table
M = (BL − D) +
b∑
i=−b
[
D′
i1×(k−1)
]
+
b∑
i=1
([
a1
i
]
+
[−a1−i
])
+
−1∑
i=−(1+ t2 )
([
a1
i
]
+
[−a1−i
])
.
It is easy to check that M is an admissible n-column table, the number of columns of length L + 1 is (2b + 1)
(k − 1) + 2b + (2 + t) = (2b + 1)k + t + 1 = 2 = n − ((2b + 1)L − k − 1), the number of columns of length L is
(2b + 1)L − (k + 1) = n − 2 = 1.
Case 6: L> 1, k = (2b + 1)L − 2 and 0< t2b − 3 odd. In this case, we have b> 1. Let s = 2b − t , then
3s2b − 1 odd. By Theorem 1, there exists an admissible L × (k + 1 − s) matrix D which has the 0-property as
(2b + 1)L−1 <k + 1 − s = (2b + 1)L − (2b + 1) + t(2b + 1)L − 4. We construct the admissible table as follows:
M = 0L×1 +
b∑
i=1
[
BL − 0
i1×(k+1)
]
+
−1∑
i=−b
[
BL − 0
i1×(k+1)
]
+
[
D
01×(k+1−s)
]
.
It is easy to check that M is an admissible n-column table, the number of columns of length L + 1 is 2b(k + 1) +
(k + 1 − s) = (2b + 1)k + t + 1 = 2 = n − 1, the number of columns of length L is 1 = n − 2 = 1.
The remaining cases are L = 1, 1k < 2b + 1 odd, t odd; L> 1, k = 1, t odd; and L> 1, k = (2b + 1)L − 2,
t = 2b − 1. For these cases, it is impossible to construct an admissible table M with N(M)=H(n). In fact, for the ﬁrst
case, the proof of Theorem 6 shows that the minimum average number of the sequential algorithm L¯(n)>H(n)/n, so
the minimum average number of the predetermined algorithm L¯pre(n)>H(n)/n as L¯pre(n)L¯(n).
For the second case, we have 1 = (2b + 1)L − 2, 2 = 2b + 1 + t + 1. So in the decomposition of M in case 4, we
conclude that there are two distinct columns in C. Suppose the two columns are c, c′ and they appear x + 1 and y + 1
times in C, respectively, then x + y = 2b + t . To ensure that M is an admissible table,
(A|C) = (BL|x · c|y · c′)
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Fig. 1. General (2b + 1)-ary admissible tree.
must satisfy (I). Since BL satisﬁes (I), then (x · c|y · c′) has to satisfy (I). For 1jL, if the element of the jth row
of c is i ∈ [−b, b], then the element of the jth row of c′ must be −i. So c and c′ should be the negative of each other.
Furthermore, to satisfy (I) we must have x =y. But x +y =2b+ t is odd. So it is impossible to construct an admissible
table M with N(M) = H(n).
For the third case, we have 1 = 1, 2 = (2b + 1)[(2b + 1)L − 2] + 2b. This means that A contains only one
column in the decomposition of case 4. We suppose it to be a. By the preﬁx property, the matrix C′ consisting of
the distinct columns of C is BL − {a} and the number of columns of C′ is (2b + 1)L − 1, (2b + 1)L − 2 of which
appear 2b + 1 times whereas one column (denoted by a′) appears 2b, times. To ensure that the last row satisﬁes (I),
each column of BL − {a, a′} must be bordered by −b,−b + 1, . . . ,−1, 0, 1, 2, . . . , b whereas a′ must be bordered by
−b,−b + 1, . . . ,−1, 1, 2, . . . , b.
For any m × n matrix D = (dij ), let ui =∑nj=1 dij , i = 1, 2, . . . , m. We call rowsum(D) = (u1, u2, . . . , um)T the
row-sum vector of a matrix D (it is an m × 1 matrix). Since M satisﬁes (I), we must have
0 = rowsum(A|C) = rowsum(a + (2b + 1)(BL − a − a′) + 2ba′)
= (2b + 1)rowsum(BL) − 2ba − a′
= − (2ba + a′).
Thus, a′=−2ba, fromwhichwe get a′=a=0. So it is impossible to construct an admissible tableMwithN(M)=H(n).
To ﬁnish the proof, it sufﬁces to show that there exists an admissible table M with N(M) = H(n) + 1 for the above
three cases, respectively. Let
M = (BL − {0, a,−a} − D) +
b∑
i=−b
[
D
i1×(k−1)
]
+
b∑
i=−(t+1)/2
([
a
i
]
+
[−a
−i
])
,
where a is an arbitrary non-zero column of BL, and D is an admissible L× (k−1) matrix which is obtained by deleting
((2b + 1)L − 3 − (k − 1))/2 pairs of columns c,−c from BL − {0, a,−a} (note that k − 1(2b + 1)L − 3 and
(2b + 1)L − 3 − (k − 1) is even). It is easy to check that M is an admissible n-column table, the number of columns of
length L+ 1 is (2b+ 1)(k − 1)+ (2b+ 2+ t + 1)= (2b+ 1)k + t + 2= 2 + 1, the number of columns of length L is
(2b+1)L−3−(k−1)=n−2 −1=1 −1. Thus, N(M)=(1 −1) ·L+(2 +1) ·(L+1)=(1 +2) ·L+2 +1=H
(n) + 1. 
We now determine the minimum average number L¯(n) of weighings for sequential algorithm. Suppose that S =
{1, 2, . . . , n} is the set of n coins and we choose A1 : B1 | A2 : B2 | · · · | Ab : Bb as the ﬁrst weighing, where
|Ai | = |Bi | for 1 ib. Let C0 = S −⋃bi=1(Ai ∪ Bi). An admissible (2b + 1)-ary tree T is shown in Fig. 1, where
Tf denotes the subtree of T rooted at the f-son of T. By |T | we denote the number of leaves of T. It is easy to see that
|T−i | = |Ai |, |Ti | = |Bi | for 1 ib, |T0| = |C0| and
h(T ) = n +
b∑
i=1
(h(T−i ) + h(Ti)) + h(T0). (7)
In order to prove Theorem 6, we need the following lemmas.
Lemma 4. If 2n2b, then there exists an admissible tree T with h(T ) = H(n) = n.
Proof. For 2n2b, we can represent n=(2b+1)L+2bk+ t , whereL=0, k=0 and 1 t2b−1, i.e., t=n−1. By
Eq. (6),we knowH(n)=t+1=n.We chooseA1 : B1 | A2 : B2 | · · · | Ab : Bb as the ﬁrstweighing,where |Ai |=|Bi |=1
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for 1 i	n/2
, and |Ai |=|Bi |=0 for 	n/2
+1 ib.We note that |C0|=n−∑bi=1(|Ai |+|Bi |)=n−2	n/2
=0
or 1 if n is even or odd, respectively. It follows from Eq. (7) that h(T ) = n = H(n). 
Lemma 5. For n = (2b + 1)L, there exists an admissible tree T (L) with h(T (L)) = H(n) = (2b + 1)L × L.
Proof. We proceed by induction on L. L = 0 is trivial. For L = 1, we choose A1 : B1 | A2 : B2 | · · · | Ab : Bb
as the ﬁrst weighing, where |Ai | = |Bi | = 1 for 1 ib. Let T (1) be the corresponding tree, it is easy to see that
h(T (1)) = 2b + 1 = H(n). For n = (2b + 1)L, let T (L) be the corresponding tree. We choose |Ai | = |Bi | = (2b +
1)L−1 for 1 ib. By the induction hypothesis, there are algorithms such that h(T (L)−i ) = h(T (L)i ) = h(T (L)0 ) =
H((2b + 1)L−1) = (2b + 1)L−1 × (L − 1) for 1 ib. It follows from Eq. (7) that h(T (L)) = (2b + 1)L ×
L = H(n). 
Theorem 6. Given an integer n2. Suppose n= (2b+ 1)L + 2bk + t , where L0, 0k < (2b+ 1)L, 0 t < 2b i.e.,
(2b + 1)Ln< (2b + 1)L+1 . Then
L¯(n) =
⎧⎨
⎩
H(n) + 1
n
if L = 1, k odd, t odd,
H(n)
n
otherwise.
Proof. In view of H(n)/nL¯(n)L¯pre(n) and Theorem 3, it remains to verify the following three facts:
Fact 1. L¯(n) = H(n)/n for L> 1, k = 1, t odd.
Fact 2. L¯(n) = H(n)/n for L> 1, k = (2b + 1)L − 2, t = 2b − 1.
Fact 3. L¯(n) = (H(n) + 1)/n for L = 1, k odd, t odd.
Proof of Fact 1. L> 1, k=1, t odd. It is obvious that L¯(n)=e(n)/nH(n)/n. To prove L¯(n)H(n)/n, it is enough
to show that there exists a (2b + 1)-ary admissible tree T with external path length h(T ) = H(n) = nL + (2b + 1) +
t + 1 = nL + 2b + t + 2. We proceed by induction on L.
For L = 2, n = (2b + 1)2 + 2b + t . We choose A1 : B1 | A2 : B2 | · · · | Ab : Bb as the ﬁrst weighing of T, where
|Ai | = |Bi | = 2b + 1 for 1 ib. Then |C0| = n − 2b(2b + 1) = 2b + 1 + 2b + t . By Lemma 5, there are algorithms
such that h(T−i ) = h(Ti) = H(2b + 1) = 2b + 1 for 1 ib. It follows from Eq. (7) that
h(T ) = n + 2b(2b + 1) + h(T0). (8)
If the feedback of this weighing is f = 0, then there is a coin x∗ known to be good (A1 is now a set of good
coins). We choose A′1 : B ′1 | A′2 : B ′2 | · · · | A′b : B ′b ∪ {x∗} as the weighing of T0, where |A′i | = |B ′i | = 1 for
1 ib − 1 and |A′b| = (2b + t + 3)/2, |B ′b| = (2b + t + 1)/2. Then |C′0| = |C0 −
⋃b
i=1(A′i ∪ B ′i )| = 1. We note that
2(2b + t + 1)/2<(2b + t + 3)/22b + 1. It follows from Eq. (7), Lemmas 4 and 5 that
h(T0) = |C0| + 2b + t + 12 +
2b + t + 3
2
. (9)
Combining Eqs. (8) and (9), we have h(T ) = n × 2 + (2b + 1) + t + 1 = H(n) in view of Eq. (6).
For L3, we choose A1 : B1 | A2 : B2 | · · · | Ab : Bb as the ﬁrst weighing of T, where |Ai | = |Bi | = (2b + 1)L−1
for 1 ib. Then |C0| = n − 2b(2b + 1)L−1 = (2b + 1)L−1 + 2b + t and the induction hypothesis implies h(T0) =
[n−2b(2b+1)L−1](L−1)+ (2b+1)+ t +1. Lemma 5 implies there are 2b admissible subtrees T−1, T1, . . . , T−b, Tb
such that h(T1) = h(T−1) = · · · = h(Tb) = h(T−b) = (2b + 1)L−1(L − 1). By Eq. (7),
h(T ) = n + 2b(2b + 1)L−1(L − 1) + [n − 2b(2b + 1)L−1](L − 1) + (2b + 1) + t + 1
= nL + (2b + 1) + t + 1
= H(n).
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Proof of Fact 2. L> 1, k = (2b + 1)L − 2, t = 2b − 1. Now n = (2b + 1)L+1 − (2b + 1). The proof is similar
to the proof of Fact 1. For L = 2, we choose A1 : B1 | A2 : B2 | · · · | Ab : Bb as the ﬁrst weighing of T, where
|Ai | = |Bi | = (2b + 1)L for 1 ib; and choose A′1 : B ′1 | A′2 : B ′2 | · · · | A′b : B ′b ∪ {x∗} as the weighing of T0,
where |A′i | = |B ′i | = 2b + 1 for 1 ib − 1 and |A′b| = 2b + 1, |B ′b| = 2b. It is easy to check h(T )=H(n). For L3,
choosing |Ai | = |Bi | = (2b + 1)L for 1 ib, and applying the induction hypothesis as before.
Proof of Fact 3. L = 1, 1k < 2b + 1 odd, t odd. Now n = (2b + 1) + 2bk + t is even and 2 = (2b + 1)k + t + 1,
1 = n − 2 = 2b − k are odd. We will show that h(T )>H(n) for any admissible tree T in the present case.
Suppose T is an admissible tree with h(T )=H(n).Without loss of generality, letA1 : B1 | A2 : B2 | · · · | Ab : Bb be
the ﬁrst weighing of treeT. |Ai |=|Bi | implies that either both T−i and Ti are leaves at level 1 ofT (|Ai |=|Bi |=1), or both
T−i and Ti are not leaves at level 1 of T (|Ai |= |Bi | = 1), i.e., the total number of leaves of Tf , for f ∈ {−i, i|1 ib}
at level L = 1 is even.
If
∑b
i=1(|Ai | + |Bi |) = n, then |C0| = 0, i.e., T0 is not a leaf at level 1 of T; If
∑b
i=1(|Ai | + |Bi |) = n, then
|C0| = n −∑bi=1(|Ai | + |Bi |) = 0. We note that |C0| is even and |C0|2 as n is even, i.e., T0 is not a leaf at level 1
of T.
So, we can conclude that the total number of leaves at level L = 1 of T must be even. This is a contradiction to the
fact that T has 1 leaves at level L = 1 and 1 is odd.
Theorem 3 shows that there exists an admissible table M with N(M)=H(n)+ 1. An admissible table M is a special
admissible sequential algorithm, so there exists an admissible tree T with h(T ) = H(n) + 1. Thus, L¯(n) = e(n)/n ≤
(H(n) + 1/n). Therefore, L¯(n) = (H(n) + 1)/n in this case. The proof of Theorem 6 is complete. 
5. Optimal sequential algorithms on the constrained model
In this section we focus on the Constrained Model (CM): there is a heavier coin in a set of n coins, n − 1 of which
are good coins having the same weight. The test device is b-balance and we are only allowed to use coins that are still
in doubt. We will determine the minimum worst-case number LCM(n) of weighings of the sequential algorithm, and
the minimum average number L¯CM(n) of the sequential algorithm when the uniform distribution is assumed.
A sequential algorithm of CM is called CM-admissible if the weighing A1 : B1 | A2 : B2 | · · · | Ab : Bb of any
search domain Sf1f2···f satisfy the following conditions:
(III) All sets Ai, Bi (i = 1, 2, . . . , b) are subsets of coins contained in the search domain Sf1f2···f and are pairwise
disjoint;
(IV) |Ai | = |Bi | for i = 1, 2, . . . , b.
Condition (III) is required by the assumption that we are only allowed to use the coins that are still in doubt. Condition
(IV) is required by the fact that no information can be obtained by weighing two unequal-sized sets in one balance.
A (2b + 1)-ary tree T is called CM-admissible if the corresponding sequential algorithm is CM-admissible. By
TCM−adm(n) we denote the class of all (2b+1)-ary CM-admissible trees with n leaves, and L(T) the worst-case length
of tree T. Then,
LCM(n) = min{L(T )|T ∈TCM−adm(n)}, (10)
L¯CM(n) = min
{
h(T )
n
∣∣∣∣ T ∈TCM−adm(n)
}
. (11)
It is obvious thatTCM−adm(n) ⊆Tadm(n) and
log2b+1 nL(n)LCM(n), (12)
H(n)
n
L¯(n)L¯CM(n). (13)
Theorem 1 shows that L(n) = log2b+1 n. The following Theorem 7 gives a stronger result.
Theorem 7. LCM(n) = log2b+1 n for any integer n.
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Proof. It is obvious that log2b+1nLCM(n)L(T ). To prove Theorem 7, it sufﬁces to show that there exists a
CM-admissible tree T such that L(T )log2b+1n. We prove it by induction on . We note that  = log2b+1n if
and only if (2b + 1)−1 <n(2b + 1).
n = 1 is trivial. For  = 1, i.e., 2n2b + 1, we choose |Ai | = |Bi | = 1 for 1 i	n/2
, and |Ai | = |Bi | = 0 for
	n/2
 + 1 ib.  = 1 weighing is enough (see Fig. 1).
2. Now (2b + 1)−1 <n(2b + 1). We represent n = (2b + 1)m + j for some integers m and 0j2b. We
choose |Ai | = |Bi | =m+ 1 for 1 i	j/2
, and |Ai | = |Bi | =m for 	j/2
+ 1 ib. Then |C0| = n−∑bi=1(|Ai | +|Bi |) = m + (j − 2	j/2
).
We note thatm(2b+1)−1 if j =0, andm+1(2b+1)−1 if j = 0 (m(2b+1)−1−j/(2b+1)< (2b+1)−1).
So we conclude that |C0|(2b + 1)−1 and |Ai | = |Bi |(2b + 1)−1 for 1 ib. The induction hypothesis implies
that L(T )1 + ( − 1) = . The proof of Theorem 7 is complete. 
We now determine the quantity L¯CM(n). In order to prove Theorem 10, we need the following lemmas.
Lemma 8. For 1n2b, there exists a CM-admissible tree T with h(T )=H(n)= n; For n= (2b + 1)L, there exists
a CM-admissible tree T (L) with h(T (L)) = H(n) = (2b + 1)L × L.
Proof. The proof of the ﬁrst assertion is the same with that of Lemma 4. The proof of the second assertion is the same
with that of Lemma 5. 
Lemma 9. Given an integer n with (2b+ 1)Ln< (2b+ 1)L+1 and L1. If T is a CM-admissible Huffman tree and
|T | = n is even, then the number of leaves at level L of T is even.
Proof. By Lemma 2, T being a CM-admissible Huffman tree implies that T has 1 leaves at level L and 2 = n − 1
leaves at level L + 1 (q = 2b in Lemma 2), i.e., all n leaves of T are at level L or L + 1 of T. We will prove that 1 is
even by induction on L.
For L = 1, suppose that A1 : B1 | A2 : B2 | · · · | Ab : Bb is the ﬁrst weighing of tree T. |Ai | = |Bi | implies that
either both T−i and Ti are leaves at level 1 of T (|Ai | = |Bi | = 1), or both T−i and Ti are not leaves at level 1 of T
(|Ai | = |Bi | = 1), i.e., the total number of leaves of subtrees Tf , for f ∈ {−i, i|1 ib} at level 1 of T is even.
If
∑b
i=1(|Ai |+|Bi |)=n, then |C0|=n−
∑b
i=1(|Ai |+|Bi |)=0, i.e.,T0 is not a leaf at level 1 ofT; If
∑b
i=1(|Ai |+|Bi |) =
n, then |C0| = n −∑bi=1(|Ai | + |Bi |) = 0. In this case, |C0| is even and |C0|2 as n is even, i.e., T0 is not a leaf at
level 1 of T. We can conclude that the number 1 of leaves at level L = 1 of T must be even.
For L2, suppose that A1 : B1 | A2 : B2 | · · · | Ab : Bb is the ﬁrst weighing of tree T. By Lemma 2, T being a
Huffman tree implies that there are (2b + 1)L nodes (the total number of inner nodes and leaves) at level L of T, i.e.,
|T−i | = |Ti | = |Ai | = |Bi |(2b + 1)L−1 for 1 ib,
and
|T0| = |C0|(2b + 1)L−1.
T being a Huffman tree also implies that any subtree Tf , f ∈ [−b, b], is a Huffman tree (any subtree of a Huffman
tree is also a Huffman tree, see [8]). Thus it follows from Lemma 2 that subtrees T−i and Ti have the same number of
leaves at level L of T. We can conclude that the total number of leaves of subtrees Tf , for f ∈ {−i, i|1 ib} at level
L of T is even.
On the other hand, we note that |C0| = n −∑bi=1(|Ai | + |Bi |) is even as n is even and |Ai | = |Bi |. We claim that
|C0|<(2b+ 1)L. Suppose, on the contrary, that |C0|>(2b+ 1)L (|C0| = (2b+ 1)L as |C0| is even). It is obvious that
|C0|n< (2b + 1)L+1, so we represent |C0| = (2b + 1)L + 2bk′ + t ′, where 0k′ <(2b + 1)L, 0 t ′2b − 1, and
k′ = 0 or t ′ = 0. By Lemma 2, T0 being a Huffman tree implies that the number of leaves at level L + 1 of subtree T0
is (2bk′ + t ′)(2b + 1)/2b = (2b + 1)k′ + t ′ + (t ′) = 0, i.e., the number of leaves at level L + 2 of T is not zero.
This is a contradiction to the fact that all n leaves of T are at level L or L+ 1 of T (T is a Huffman tree). We note that T0
is a Huffman tree, |T0| = |C0| is even, and (2b + 1)L−1 |C0|<(2b + 1)L, and L − 11. The induction hypothesis
implies that the number of leaves at level L − 1 of T0 is even, i.e., the number of leaves at level L of T is even.
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Summing up, the total number of leaves of subtrees Tf , for f ∈ [−b, b] at level L of T is even, i.e., 1 is even. 
Theorem 10. Given an integer n2 with (2b + 1)Ln< (2b + 1)L+1. Let n = (2b + 1)L + 2bk + t , where 0k <
(2b + 1)L, 0 t < 2b. One has
L¯CM(n) =
⎧⎨
⎩
H(n) + 1
n
if both k and t are odd,
H(n)
n
otherwise.
Proof. It is enough to prove the existence of a CM-admissible tree T with n leaves having external path length
h(T ) =
{
H(n) + 1 if both k and t are odd,
H(n) otherwise, (14)
and to show that if both k and t are odd, then any CM-admissible tree has external path length H(n)+ 1. We proceed
by induction on L.
For L = 0, i.e., 2n2b. Lemma 8 implies that Eq. (14) is true.
For L = 1, we distinguish cases t = 0 and t = 0.
(1) t =0. Now n=(2b+1)+2bk and H(n)=n+k(2b+1) (by Eq. (6)).We choose in Fig. 1 that |Ai |=|Bi |=2b+1
for 1 i	k/2
, and |Ai |=|Bi |=1 for 	k/2
+1 ib. Then |C0|=n−∑bi=1(|Ai |+|Bi |)=1+2b(k−2	k/2
)=1
or 2b+1 if k is even or odd, respectively. Lemma 8 shows that there exists a CM-admissible tree T0 such that h(T0)=0
or 2b + 1 if k is even or odd, respectively; and also there exist CM-admissible trees T−i and Ti (1 ib) such that
h(T−i ) = h(Ti) = H(2b + 1) = 2b + 1 for 1 i	k/2
, and h(T−i ) = h(Ti) = H(1) = 0 for 	k/2
 + 1 ib,
respectively. It follows from Eqs. (6) and (7) that h(T ) = n + k(2b + 1) = H(n).
(2) 1 t2b− 1. If k is even, by taking |Ai | = |Bi | = 2b+ 1 for 1 ik/2, and |Ai | = |Bi | = 1 for k/2+ 1 ib,
we have 2 |C0| = t + 12b. It follows from Lemma 8, Eqs. (6) and (7) that h(T ) = n + k(2b + 1) + t + 1 = H(n).
If k is odd and t is even, by taking |Ai |=|Bi |=2b+1 for 1 i(k−1)/2, and |Ai |=|Bi |=1 for (k+1)/2 ib−1,
and |A−b| = |Bb| = b + 1 + t/2, we have |C0| = 1 and 2 |A−b| = |Bb|2b. It follows from Lemma 8, Eqs. (6) and
(7) that h(T ) = n + k(2b + 1) + t + 1 = H(n).
If both k and t are odd, we cannot get any CM-admissible tree which has external path length H(n). Suppose that
there exists a CM-admissible tree T with h(T )=H(n), then T has n−(2bk + t)(2b+ 1)/2b= 2b− k leaves at level
1 (by letting q = 2b in Lemma 2). On the other hand, both k and t being odd implies that n = (2b + 1) + 2bk + t is
even. Lemma 9 shows that the number of leaves at level 1 of T is even. This is a contradiction to the fact that 2b − k is
odd.
A CM-admissible tree T which has external path length H(n) + 1 can be obtained below. In Fig. 1, we take
|Ai |=|Bi |=2b+1 for 1 i(k−1)/2, and |Ai |=|Bi |=1 for (k+1)/2 ib−1, and |A−b|=|Bb|=1+(t+1)/2.Then
|C0|=2b. Lemma 8 shows that there exist CM-admissible trees T0, T−i and Ti (1 ib) such that h(T0)=H(2b)=2b,
and h(T−i )=h(Ti)=H(2b+1)=2b+1 for 1 i(k−1)/2, and h(T−i )=h(Ti)=H(1)=0 for (k+1)/2 ib−1,
and h(T−b) = h(Tb) = H(1 + (t + 1)/2) = 1 + (t + 1)/2. It is easy to check that h(T ) = H(n) + 1 by virtue of Eqs.
(6) and (7). This ﬁnishes the proof of Theorem 10 for L = 1.
For L2, we construct the desired CM-admissible tree T satisfying Eq. (14) by the following strategies:
For integer n2 with (2b + 1)Ln< (2b + 1)L+1. Let n = (2b + 1)L + 2bk + t , 0k < (2b + 1)L, 0 t < 2b.
Suppose that A1 : B1 | A2 : B2 | · · · | Ab : Bb is the ﬁrst weighing of tree T.
• If 0k < (2b + 1)L−1, |Ai | and |Bi | are given by Eq. (15);
• If (2b+1)L−1k < (2b+1)L, we represent k=m(2b+1)L−1+q for some 1m< 2b+1 and 0q < (2b+1)L−1,
|Ai | and |Bi | are given by Eq. (16).
|Ai | = |Bi | = (2b + 1)L−1 for 1 ib, (15)
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|Ai | = |Bi | =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(2b + 1)L if 1 i
⌊m
2
⌋
,
(2b + 1)L−1 if
⌊m
2
⌋
+ 1 ib − 1,
(2b + 1)L−1 + 2b ·
⌊
(2b + 1)L−1 + q
2
⌋
·
(
m − 2
⌊m
2
⌋)
if i = b.
(16)
It is easy to check that if 0k < (2b + 1)L−1 then |C0| = (2b + 1)L−1 + 2bk + t , and if (2b + 1)L−1k < (2b + 1)L
then
|C0| = n −
b∑
i=1
(|Ai | + |Bi |)
= (2b + 1)L−1 + 2bq + t + 2b
(
m − 2
⌊m
2
⌋){
(2b + 1)L−1 − 2
⌊
(2b + 1)L−1 + q
2
⌋}
.
In order to prove Theorem 10, we have to distinguish two cases (A) (k or t is even) and (B) (both k and t are odd).
(A) k or t is even.
(A.1) 0k < (2b+1)L−1. In this case,we have |Ai |=|Bi |=(2b+1)L−1 for 1 ib, and |C0|=(2b+1)L−1+2bk+t .
Lemma 8 shows that there exist CM-admissible trees T−i and Ti such that
h(T−i ) = h(Ti) = H((2b + 1)L−1) = (2b + 1)L−1 × (L − 1) for 1 ib. (17)
The induction hypothesis implies that there exists a CM-admissible tree T0 such that h(T0)=H((2b+1)L−1+2bk+ t).
It is easy to check that h(T ) = H(n) by virtue of Eqs. (6) and (7).
(A.2) (2b + 1)L−1k < (2b + 1)L. If m is even, we have |Ai | = |Bi | = (2b + 1)L for 1 im/2, and |Ai | = |Bi | =
(2b+ 1)L−1 for (m/2)+ 1 ib, and |C0| = (2b+ 1)L−1 + 2bq + t . Lemma 8 shows that there exist CM-admissible
trees T−i and Ti such that
h(T−i ) = h(Ti) = (2b + 1)L × L for 1 im/2, (18)
and
h(T−i ) = h(Ti) = (2b + 1)L−1 × (L − 1) for (m + 2)/2 ib. (19)
The induction hypothesis implies that there exists a CM-admissible tree T0 such that h(T0) = H(|C0|) =
H((2b + 1)L−1 + 2bq + t), as 0q < (2b + 1)L−1, 0 t < 2b, and q or t is even (if t is odd, then k is even, so
q must be even as k = m(2b + 1)L−1 + q). Finally, h(T ) = H(n) is obtained by Eqs. (6) and (7).
If m is odd and q is even, we have |Ai | = |Bi | = (2b + 1)L for 1 i(m − 1)/2, and |Ai | = |Bi | = (2b + 1)L−1 for
(m + 1)/2 ib − 1. Lemma 8 shows that there exist CM-admissible trees T−i and Ti such that
h(T−i ) = h(Ti) = (2b + 1)L × L for 1 i(m − 1)/2, (20)
and
h(T−i ) = h(Ti) = (2b + 1)L−1 × (L − 1) for (m + 1)/2 ib − 1. (21)
We also have |A−b| = |Bb| = (2b + 1)L−1 + 2bk′ + t ′, where k′ = ((2b + 1)L−1 + q − 1)/2, t ′ = 0; and |C0| =
(2b + 1)L−1 + 2bk′′ + t ′′, where k′′ = 1, t ′′ = t . Now, k is odd as k =m(2b + 1)L−1 + q (m odd and q even), so t must
be even in the present case. In both cases, 0k′, k′′ <(2b+ 1)L−1, 0 t ′, t ′′ < 2b, and both t ′ and t ′′ = t are even. The
induction hypothesis implies that there exist CM-admissible trees T0, T−b and Tb such that
h(T0) = H(|C0|) = H((2b + 1)L−1 + 2b + t)
and
h(T−b) = h(Tb) = H((2b + 1)L−1 + 2bk′). (22)
Finally, h(T ) = H(n) is obtained by Eqs. (6) and (7).
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If both m and q are odd, we have |Ai | = |Bi | = (2b + 1)L for 1 i(m − 1)/2; and |Ai | = |Bi | = (2b + 1)L−1 for
(m + 1)/2 ib − 1; and |A−b| = |Bb| = (2b + 1)L−1 + 2bk′ + t ′, where k′ = ((2b + 1)L−1 + q)/2, t ′ = 0; and
|C0| = (2b + 1)L−1 + 2bk′′ + t ′′, where k′′ = 0, t ′′ = t . In both cases, 0k′, k′′ <(2b + 1)L−1, 0 t ′, t ′′ < 2b, and
both k′′ and t ′ are even. Similarly, the induction hypothesis, Lemma 8, Eqs. (6) and (7) give h(T ) = H(n).
(B) Both k and t are odd. In this case, we cannot get any CM-admissible tree which has external path length H(n).
Suppose, on the contrary, that there exists a CM-admissible tree T with h(T ) = H(n), i.e., T is a Huffman tree. On the
one hand, T has n − (2bk + t)(2b + 1)/2b = (2b + 1)L − k − 1 leaves at level L of T (by letting q = 2b in Lemma
2). On the other hand, both k and t being odd implies that n = (2b + 1)L + 2bk + t is even. Thus Lemma 9 shows that
the number of leaves at level L of T is even. This is a contradiction to the fact that (2b + 1)L − k − 1 is odd. Therefore,
we can conclude that h(T )H(n) + 1 for any CM-admissible tree T when both k and t are odd.
We now prove that the strategies deﬁned by Eqs. (15) and (16) give a CM-admissible tree T with h(T ) = H(n) + 1.
For 0<k < (2b + 1)L−1, we have |C0| = (2b + 1)L−1 + 2bk + t . The induction hypothesis (both k and t are odd)
implies that there exists a CM-admissible tree T0 such that
h(T0) = H((2b + 1)L−1 + 2bk + t) + 1.
This equality, together with Eqs. (17), (6) and (7), gives h(T ) = H(n) + 1.
For (2b + 1)L−1k < (2b + 1)L and m even, we have |C0| = (2b + 1)L−1 + 2bq + t . Note that k is odd and m is
even in the equality k = m(2b + 1)L−1 + q, so both q and t are odd (0q < (2b + 1)L−1) in the present case. The
induction hypothesis implies that there exists a CM-admissible tree T0 such that
h(T0) = H((2b + 1)L−1 + 2bq + t) + 1.
This equality, together with Eqs. (18), (19), (6) and (7), gives h(T ) = H(n) + 1.
For (2b + 1)L−1k < (2b + 1)L and m odd, the equality k = m(2b + 1)L−1 + q tells us that q is even. So we have
|A−b|=|Bb|=(2b+1)L−1+2b ·((2b+1)L−1+q−1)/2=(2b+1)L−1+2bk′+t ′, where k′=((2b+1)L−1+q−1)/2,
and t ′=0. Thus, Eq. (22) is true for the present case.We also have |C0|=(2b+1)L−1+2b+t=(2b+1)L−1+2bk′′+t ′′,
where k′′ = 1 and t ′′ = t are odd. The induction hypothesis (k′′ = 1<(2b + 1)L−1 as L2, t ′′ = t < 2b) implies that
there exists a CM-admissible tree T0 such that
h(T0) = H((2b + 1)L−1 + 2b + t) + 1.
This equality, together with Eqs. (20), (21)–(22), (6) and (7), gives h(T ) = H(n) + 1. The proof of Theorem 10 is
complete. 
Corollary 11. Let n = (2b + 1)L + 2bk + t2 for some 0k < (2b + 1)L and 0 t < 2b. Suppose that T ∗ is the
CM-admissible tree constructed in Theorem 10 with L¯CM(n) = h(T ∗)/n. Then T ∗ has m leaves at level L and n − m
leaves at level L + 1 for some integer m, i.e., all leaves of T ∗ are at level L or L + 1 of T ∗.
Proof. It can be easily veriﬁed by the proof of Theorem 10. 
6. Conclusions
One of thewell-known search problems is how to ﬁnd a heavier coin among a set of n coinswhen the test device is b=1
balance (two-arms balance). Let L(1)(n), L(1)pre(n), L¯(1)(n) and L¯(1)pre(n) be the minimum number of weighings for the
worst-case sequential algorithm, the worst-case predetermined algorithm, the average-case sequential algorithm and the
average-case predetermined algorithm, respectively.Aigner [1, Theorem 2.1] showed that L(1)pre(n)=L(1)(n)=log3n.
By letting b = 1 in Theorem 1 of this paper, L(1)pre(n) and L(1)(n) can be determined, which are the same with Aigner’s
results. By letting b = 1 in Theorems 3 and 6 of this paper, L¯(1)pre(n) and L¯(1)(n) can be obtained, respectively. It is easy
to see that they coincide with the results of Aigner [1, Theorem 2.2].
Aigner [1] has studied the CM in the case that the test device is b = 1 balance, and has given the following result:
For 3Ln< 3L+1, the equality L¯CM(n) = H(n)/n cannot be achieved if 3log3 n − n ≡ 3 (mod 4), in the other cases
it is correct. But the expression on L¯CM(n) is not given if 3log3 n − n ≡ 3 (mod 4). Theorem 10 provides the explicit
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expression on L¯CM(n) when the test device is b-balance. In fact, it can be proved that 3log3 n − n ≡ 3(mod 4) is
equivalent to the condition in Theorem 10 when L¯CM(n) = (H(n) + 1)/n and b = 1. Therefore, Theorem 10 has
generalized the above result of Aigner.
It would be interesting to investigate the present models in presence of lies. Pelc [15], Liu [10] give the minimum
number of weighings for the worst-case sequential algorithm when b = 1 and one lie, b = 1 and two lies, respectively.
For more results on the problems of searching with lies, we refer the reader to the survey paper [16].
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