The transformation of a set of spherical harmonic coefficients characterizing a model of the geomagnetic field, or a general function defined on a sphere, subject to a rotation of the coordinate system, is given by the direct relations between the coefficients and then by using a numerical approach. The parameters for a pair of such rotations (from one set to another, and vice versa) are given, along with a few examples of their application. The method is particularly useful for the comparison of geophysical characteristics derived from models developed under different coordinate systems. It offers a practical solution to the problem, which can be implemented without difficulty.
INTRODUCTION
In geomagnetism it is common to use spherical harmonic analysis (SHA) to expand the magnetic potential in terms of spherical harmonics (SHs) (e.g. Chapman & Bartels 1940) . This is done for two main reasons: these basis functions are solutions of the Laplace equation and, at the same time, they represent a complete and orthogonal set of functions over the interval of definition, the sphere-i.e. in the specific case of global analysis we assume a spherical earth.
In practice, the magnetic potential V over the terrestrial sphere assumes the following form (e.g. 
+ (r/a)"[g'a(T) cos m l + hF"(T) sin mil]]
where Pr(cos 0) is the (Schmidt quasi-normalized) associated
Legendre function of degree n and order m; 0 and A are the colatitude and longitude, respectively; Y is the radial distance; a is a reference radius, usually the Earth's mean radius, i.e. 6371.2 km; N is the predetermined maximum degree of the SHA, for which the final error of the fit is negligible (here we assumed the same limit of truncation for internal and external terms); and c , h ; are the spherical harmonic, or Gauss, coefficients. The suffixes 'in' and 'ex' indicate internal and external contributions, respectively. T is the universal time, and is included for the cases in which the temporal variation is analysed along with the spatial one. We will sometimes use the following shorthand notation for the spherical harmonic Yf:
y ( e , n) = {~~?~} P f ( c o s 8 )
It is necessary to refer the spherical harmonic expansion to a specific coordinate system. For example, in the global analysis of the main geomagnetic field and its secular variation, the geocentric system based on the geographic N-S axis is commonly used (e.g. Chapman & Bartels 1940). When one wishes to analyse geomagnetic variations of external origin, however, other coordinate systems might be more suitable for the particular symmetry of the phenomenon under study. Thus one can find analyses referred to geomagnetic dipole coordinates (e.g. Campbell 1989 and references therein), to a reference system with a pole on the geographic equator (e.g. Hobbs & Dawes 1980 De Franceschi et al. 1992 , or to any other desired arbitrary system (this is typical of spherical cap harmonic analysis; e.g. Haines & Torta 1994) . Sometimes symmetry properties are inferred from an SHA of a phenomenon (e.g. Gubbins & Zhang 1993) which can sbggest a change of coordinates in order to clarify the problem. Another example of the need for the study of SHs under rotation of coordinates is found in studies related to seismic-wave velocities, which can also be represented by a spherical harmonic expansion; it is particularly useful to rotate the coordinate system so that the great circle formed by the source-receiver path becomes the equator in the new coordinate system (e.g. Mochizuki 1993) . It is thus a topic of interest not only in geomagnetism, but in any field using functions represented by a series of spherical harmonics.
The problem is an old and persistent one in geophysical applications, and a variety of solutions have been presented in the geophysical literature. The difficulty seems to be caused by a lack of descriptions in standard mathematical handbooks (T. Risbo, personal communication) . In fact, Chapman & Bartels (1940, Section 17.12, p. 620) stated that, when a rotation of coordinates is made, no simple numerical relation exists between the spherical harmonics in the two coordinate systems. Nevertheless, complete descriptions of the generalized relations are given by Schmidt (1935) and Maeda (1953, Section 3, p. 48) involving the mth &derivative of each associated Legendre function, which is not straightforward to compute (especially for m > 2). As usual, Backus (1964, his Appendix 11) offers a solution from basic mathematical principles, but it is not readily applicable. His derivation is based on rigid rotations in three dimensions, described by the Cayley-Klein parameters and their relation with the Euler angles.
James (1969) proposed a recursive approach based on differential operators; he also gave closed forms for the relation between Gauss coefficients in two rotated reference systems in a complex-number notation. The method was elegant but far from being simple, and was formulated in a notation not really familiar to most of the geomagnetism community. In a succeeding paper (James 1970) the same author proposed an iterative scheme based on a Taylor expansion of the real spherical harmonic coefficients. Other numerical algorithms are available (Doornbos 1988, pp. 79-81) , with routines based on the relations given by Backus (1964) .
In other branches of physics, however, solutions are available at textbook level. Angular momentum in quantum mechanics offers the necessary theory for the transformation of spherical harmonics based on group representations for the rotation group (e.g. Edmonds 1957; Brink & Satchler 1962) . In this context, the unitary D-matrices serve as rotation matrices for spherical harmonics. D-matrices of D-functions have also been introduced under the name of generalized spherical harmonics in geophysics by Phinney & Burridge (1973) and Smith (1974) . These authors also provide recursion relations for their numerical evaluation. Recursion relations are also given by Edmonds (1957) . For the practical evaluation of D-matrices, use can be made of the relation between D-functions and Jacobi polynomials (Brink & Satchler 1962) ; Jacobi polynomials can be evaluated by recurrence relations (e.g. Abramowitz & Stegun 1972) . Some analytical expressions based on group theory are also given by Minster (1976) . Courant & Hilber (1953) dedicated an entire appendix to this argument; although characterized by a complicated algebraic notation, it represented an early attempt to systematize the subject. The most recent conceptually simple and numerically stable algorithms for the evaluation of D-matrices can be found in Risbo (1996) , who obtained his solutions by deciphering the appendix of Courant & Hilbert (1953) .
The aim of this paper is to give the expressions which relate the Gauss coefficients in a particular reference system to those in another, and to describe a simple (numerical) procedure to compute them, by means of a least-squares search of the set of transformation parameters, using a real-number formulation, which is the most familiar in geomagnetism. This approach becomes particularly suitable and easy to use in the case of spherical harmonic expansions with a relatively low maximum harmonic degree, for instance in the case of the solar-quiet (Sq) variation field ( N around 5 ) , the secular variation field ( N around 8), or the main field ( N around 10). Three tests of the method with other published cases of low degree and order will be presented. The method can potentially also be applied to higher degrees. Thus, a comparison with an alternative recent method is shown for a case of high degree and order. However, as it is a numerical procedure, an increase in the maximum expansion degree N will affect the error associated with the evaluation of the new rotated coefficients (and will require more computation time).
THE PROPOSED METHOD
Each spherical harmonic defined on the system (0, A) can be represented by a linear combination of all the spherical harmonics on the system (0, A): or, conversely, the set g, hr in terms of the set g,", h",":
Note the transposition of the suffixes rn and p between the parameters a, b, c, d of eqs (3) and those of eqs ( 2 ) and (4) (we omit suffixes n, m, p wherever this does not give confusion). Eqs (3) come directly from (1) and (2). Proof of (4) is not trivial: these equations come from (3) as a consequence of the orthogonality of spherical harmonics. In fact, for a given n, if we consider the parameters a, b, c, d as elements of square matrices A, B, C, D, respectively, we find the following properties which justify the transition from ( 3 ) to (4):
where I is the identity matrix and the symbol 'T' denotes the transpose operation. The square real matrix D, having elements d:,, should not be confused with the previously mentioned complex unitary D-matrices of the group representation theory. The Appendix gives the detailed derivation of (3), (4) and ( 5 ) . It is worthwhile to note that A, B, C, D do not depend on the specific data analysis but only on the particular change of coordinates. Moreover, it is clear from (3) and (4) The main difference between our matrices and the unitary rotation matrix of the group representation theory is that we consider the spherical harmonics and the rotation in realnumber notation, while Backus (1964) , Minster (1976) and Mochizuki (1993) , among others, use complex-number notation, so that the components of the unitary D-matrix are complex numbers. Obviously our properties ( 5 ) must reduce to the unitarity of the complex rotation matrix, for example to property (39) of Backus (19641, or ( 6 ) of Minster (1976) , or ( 2 6 ) of Mochizuki (1993) , by relating our AAT + BBT or CCT + DD' to the product between the unitary D-matrix and its complex conjugate. On the other hand, the unitary D-matrix can be analytically evaluated as a function of the Euler angles (e.g. Backus 1964, eq. 41; Minster 1976, eq. 6; Mochizuki 1993, eq. 22) , and's0 can be our A, B, C , and D matrices. From the equations presented in Bernard et al. (1969) , one can deduce the relations between the rotation parameters of the Gauss coefficients in real-number notation (i.e. the components of our matrices) and those of the unitary complex rotation matrix, as a function of the Euler angles of the rotation.
With present computing facilities, the elements of the transformation matrices A, B, C, D can be estimated either (i) by means of a least-squares fit of eqs (2) over a mesh of values of each spherical harmonic synthesized on the sphere, or (ii) by calculating each element in turn by using numerical quadrature. The numer of parameters associated with each spherical harmonic depends on the harmonic degree n (being 2n for m = 0 and 2n+ 1 for m > O), so the number of synthesized points should be large enough to reconstruct the behaviour of the specific harmonics adequately. Obviously, the higher the degree of the expansion, the denser the grid of synthesized spherical harmonic values in the two systems must be.
Method (i) allows us to find the parameters a, b, c, d by minimizing the norm of the differences between the left-hand side (i.e. one specific spherical harmonic of given degree n and order m evaluated in the old system 0, 1) and the right-hand side of eq. (2) (i.e. a sum of the n + 1 spherical harmonics of same degree, and order from 0 to n, evaluated in the new system 0, A). Method (ii) takes advantage of the orthogonal properties of the spherical harmonics, so that, for instance, we have where C2 is the solid angle at the centre. Hence we can estimate the above expression by evaluating it at discrete points with coordinates Q i , Ai (ai, Ai in the new system) and approximating the integration by a suitable summation over an equal-area data distribution.
Some preliminary comparisons of the two methods have been performed over several grid sizes. In general, each rotation parameter given by both methods converges to the same value for the densest grids, but the parameters from the least-squares converge much faster. To evaluate the accuracy of each method, we can, for a given (n, in), introduce
[and analogously for 6 ( c , d ) ] ; 6 must be zero because the quantity expressed by the square root is unitary owing to the properties ( 5 ) . When the rotation parameters are evaluated numerically, the closer 6 gets to zero, the better the method is. For example, Fig. 1 shows the values of 6 associated with the parameters computed by the least-squares and integral (trapezoidal) methods (als and hint, respectively) for various grids. The graph shows the case for P:(0) cos 41 synthesized over various roughly equal-area grids (from a spacing of 20" x 20" at the equator i.e. 104 points over the sphere, to 2" x 2", i.e. 10 312 points) for a rotation to a new system with a pole at 48"N, 12"E (the choice of the pole was due to the fact that this point is roughly the centre of the European region and had already been used in the context of the spherical cap harmonic analysis of Haines & Torta 1994). Both curves tend to zero (als is not exactly zero, but is always less than but it is clear that the least-squares method gives the best results for scarce data distributions, since it is more robust than the integral method on account of its being less sensitive to the number of points and to their distribution.
In the following section, therefore, we will apply only the least-squares approach (i). However, since the numerical quadrature implies simpler and more direct calculations (each parameter is given separately by a simple division rather than jointly by a matrix inversion), this alternative can be better investigated in conjunction with a more suitable distribution of data points.
Our method differs from the so-called 'brute-force method' (e.g. Mead 1970 ) in that it is not the specific spherical harmonic model (i.e. including the Gauss coefficients) which is synthesized before the least-squares procedure but each spherical harmonic; in this way the method is not dependent on the particular numerical model but only on the specific rotation of coordinates.
EXAMPLES OF APPLICATION
The determination of the rotation parameters started with the synthesis of all spherical harmonics in both of the reference systems, i.e. Y,"(O,1) and %' :(a, A). The Yr(0, A) were evaluated on a grid with cells of approximately equal area of 10" x 10" at the equator (representing a total of 412 points), with (@,A) corresponding to the geographic coordinate system (the polar axis of the spherical polar coordinate system passing through the geographic pole). k,"(@,A) were evaluated on the same grid, but rotating the coordinates of the grid points, (0, A), to the new system with coordinates (@,A). The values of the colatitude and longitude in the rotated system were obtained from the ones in the geographic system by using the subroutine CHPOLE (De Santis, De Franceschi & Kerridge 1994) . Then we performed a least-squares regression to estimate all the a, b, c, d of eq. (2). After calculating Yr(0, A) on the geographic grid, we used them as the 'observations' to be fitted by the right-hand side of (2) in the rotated frame. The least-squares process is done separately for each Y,".
The method was first tested on a pair of examples, both based on spherical harmonic expansions of the solar-quiet Number of grid points points over the sphere, to 2" x 2", i.e. 10 312 points). Theoretically, 6 is zero, but in practice this is not the case: the closer it approaches zero, the better the method.
daily variation (Sq) field. The Sq is a regular, periodic, aspect of the geomagnetic field, recurring on a daily basis. It is evident on all quiet days at a particular place, with some small changes through the seasons in a one-year cycle. The origin of this kind of variation is the solar-driven convection of the middle atmosphere, which varies periodically during the day and drives dynamo currents in the ionospheric E-region between Table 2 ; incidentally, these authors do not show the derivation of the given values.
Hence, as a first, and the simplest, example we investigated the above-mentioned situation for spherical harmonics up to n = m = 4, because such an expansion of the magnetic potential is comparable to the solar-quiet variation analysed by Hobbs & Dawes (1980) . Note that in this simple case all the bs and cs are zero, so that eqs ( 2 ) reduce to (7). The parameters that we obtained agreed numerically with those given by Hobbs & Dawes (1980) , with an accuracy up to at least the last decimal figure used by us,in this example (five decimals after the point).
The efficiency of this method was checked further by considering a mesh of points synthesized from the Malin & Gupta (1977) Sq model for variations about the daily mean. Similarly to in the first example, all harmonics up to N = 4 were independently expanded according to (2), again on the same grid, and the parameters for rotating to a reference system with the pole at 48"N, 12"E were estimated (Table 1) .
The model of Malin & Gupta (1977) also includes the daily time variation of Sq as a fourth-order Fourier expansion. Thus, we synthesized the three-component values for every hour of the day on the 10" x 10" grid mentioned above, and performed a numerical least-squares SHA (with N = 4 and expanding the coefficients temporally as did Malin & Gupta 1977) in the new rotated reference system. In practice, the Gauss coefficients of eq. (1) are expressed as Fourier series in time:
with T expressed in hours. This obviously also applies to the coefficients g: and hr in the rotated system. The analysis of the synthesized grid data points can be done either in two steps, i.e. first with a conventional least-squares SH fit for each hour and then with a Fourier analysis on the 24 values of each g,", h,"; or by modelling the spatial and temporal variations simultaneously, by means of a single least-squares fit. We used the latter approach. The inversion was made by means of an adapted version (De Santis, De Franceschi & Kerridge 1994) of the ZAPP algorithm by Malin, Barraclough & Hodder (1982) , obtaining the coefficients shown in Table 2 .
The coefficients of Table 2 , and the relations (4). On the other hand, the coefficients of our Table 2 can be directly obtained from the original coefficients of Malin & Gupta's Table 2 and again the parameters of our Table 1 , but now using the inverse relations (3). In this spatial-temporal model, each gr (or h r ) in (3) and (4) is replaced by the appropriate Fourier series, so that we have relations (3) and ( 4 ) for each n, m, p harmonic in (8). The elements of the rotation matrices serve, however, for all temporal harmonics associated with the same n, m spatial harmonic. The errors involved in the calculations are due to the errors of the leastsquares regression of (2) and their propagation, derived by Table 1 . a:,, b:,, c t p , dTp parameters for a rotation from the geographical coordinate system to a system with the pole at 48"N, 12"E. In the third column, c or s indicates that the row refers to the parameters without parentheses [a, b] applying (3) or (4). In the specific examples with the elements a, h, c, d rounded to five decimal places, the error associated with each Gauss coefficient was not more than 0.001 nT, except for n = 4, where it was between 0.001 and 0.01 nT [a simple explanation for this is that the number of elements a, b, c, d in (3) or (4) increases with n; see Section 21. These are in practice the maximum differences we found by comparing the g," and hr, obtained by transforming the 2," and h," (Table 2 ) by (4), with those of Malin & Gupta (1977) .
As a final test, we applied our method to the numerical example given by Bernard et al. (1969, their Tables I and 11) . It consisted of a rotation of a set of SH coefficients (probably in Gauss units) of the main field expressed up to n = m = 6 from a non-inclined frame to an inclined frame, with its pole at 78.6loN, 289.97"E, i.e. along the axis of the model geomagnetic dipole. Our results nearly agree in magnitude with the values given by Bernard et al. (1969) in their Table 11 , and there are two occasions of sign discrepancy in 22 and 2: . Unfortunately, the reference from which their Table I was extracted is missing in the list of references. Nevertheless, we have evidence that the above disagreement comes from a typographical error in the sign of g: in their Table I . This can be deduced by looking at the behaviour of this coefficient throughout the main-field models in recent epochs (Barraclough 1978) .
All the above results (the two examples with the Sq field and the one with the main field) were confirmed by using alternative routines based on the work by Risbo (1996) which have been shown to be numerically stable and efficient. This additional set of routines outputs the rotated coefficients directly. Comparing the results given by both methods, the agreement was, in the worst situations, up to the seventh significant figure. Moreover, to test the viability of our method for problems of high degree and order, we again compared its results with those from Risbo's numerical algorithms for the rotation of Pzg cos 501 (i.e. all g,", h," = 0, except gzg = 1) to 48"N, 12"E. The difference between corresponding rotated coefficients was always less than with an overall rms difference of 3.4 x lo-'. We also computed S(g, h) which, in this case for which we rotate just a unitary spherical harmonic, must be zero [like 6(a, b) and 6(c, d ) are]. The values of 6 calculated from both methods are quite similar and are less than 3 x It is thus demonstrated that, from a spherical harmonic expansion, representing a function in a particular coordinate system, it is feasible to find numerically the set of coefficients that represents that function in any other arbitrarily rotated coordinate system.
DISCUSSION
A set of spherical harmonic coefficients completely specifies the modelled geOmagnetic field by means of the (truncated) spherical harmonic expansion. From such a set of coefficients, it is not only possible to synthesize the potential or the field components (negative gradient of the potential) directly, to separate them into parts of external or internal origin, and to calculate the corresponding equivalent current sources, but also to infer some characteristics of the surrounding environment from the information contained in each individual harmonic coefficient, or in a subset of them. Thus, the meansquare value (usually termed R,) of the magnetic field intensity produced by harmonics of a particular degree which contributes to the field spatial spectrum and identifies the contribution of a particular constituent (dipole, quadrupolar or multipolar) to the total field, which, in turn, can help to indicate the origin (core, crustal) of such a contribution (e.g. Lowes 1966; Langel & Estes 1982) . Also, by separating time-varying fields into parts of external origin and the corresponding internal (induced) parts, the electrical conductivity of the Earth as a function of depth can be estimated by using the amplitude ratios and phase differences between the corresponding main harmonics (e.g. Banks 1972) . So, it is not surprising that, along with the table of SH coefficients, some workers also list these amplitude ratios and phase differences 'to assist future workers', and that they are compared with those obtained by previous analyses for the main harmonics (Matsushita & Maeda 1965; Malin & Gupta 1977) . However, because different analyses may use different coordinate systems, their coefficient may not correspond directly, and, consequently, it may not be possible to compare the above-mentioned estimates. It is in such a case that a tranformation of the coefficients between the different coordinate systems is useful.
In this regard, this paper contains two original contributions: (1) it gives, with proof, direct and simple relations, eqs (3) and (4), between the Gauss coefficients of different reference systems [Backus (1964) for instance, gives expressions for the rotation matrices, but not those for the Gauss coefficients], and ( 2 ) it gives a simple numerical procedure to solve the problem.
There are three essential differences between our proposed method, and the conventional 'brute force' numerical transformation (F. J. Lowes, personal communication).
(1) We use a series of least-squares fits, each for a comparatively small number of parameters, rather than one large, combined least-squares fit.
(2) We work with potential, rather than field (potential gradient), so for a given rounding error we would expect to get a roughly equal (potential) coefficient error; when these coefficients are used to produce a field, one would then expect the higher-harmonic fields to have larger errors than the lower-harmonic fields.
(3) In effect our calculation assumes unit Gauss coefficients for each harmonic. So, when multiplied by the actual gr (or / I , "), the terms with larger g," will contribute more absolute error. In the brute-force method, the factors are inserted before the least-squares process (with its rounding errors), so the larger do not contribute more error than the smaller ones.
In some situations, especially in the analysis of ionospheric or magnetospheric fields (e.g. Matsushita & Maeda 1965) , it is found that the field is better represented in a coordinate system in which latitude is replaced by the dip latitude O', with tan 0' = (tan 1)/2, where I is the local value of the magnetic inclination or dip (readers not familiar with the geomagnetic nomenclature should refer to Chapman & Bartels 1940). In such cases, however, the coordinate system is no longer orthogonal, and the method of tranformation described in this paper is not suitable.
Leaving aside these few special cases, we have shown that the transformation is straightforward and easily applicable to real problems. Thus, for instance, since the symmetry of the Sq variation is close to geographic or geomagnetic natural symmetries, one cannot expect sensible internal/external separation of Sq in an analysis of the problem using an unsuitable coordinate system. No reliable conductivity estimate can then be expected from a set of coefficients like those of our Table 2 , even though they represent exactly the same field as Malin & Gupta (1977) . It is therefore necessary to re-translate them to a coordinate system that favours the appearance of certain principal harmonics which are well differentiated from others.
The practical problems mentioned above motivated this work and prompted the realization that similar situations may easily occur among users of spherical harmonic models. We hope that this approach will help.
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