ABSTRACT We propose bit-parallel GF(2 m ) multipliers for irreducible trinomials using an n-term Karatsuba algorithm and Mastrovito approach, which are generalizations of the newly proposed multiplication scheme for a specific trinomial. The complexities of the proposed multipliers for GF(2 m ) depend on the choice of an irreducible trinomial x m + x k + 1 defining GF(2 m ) and values n, m 0 such that m = nm 0 or m = nm 0 + 1. It is possible to achieve a space-time tradeoff by choosing proper values for k, n, and m 0 . For the purpose of a specific comparison, we compare the proposed multipliers with the best-known multipliers for an odd m ∈ [399, 450] for which there exists an irreducible trinomial of degree m. As a result, the proposed multipliers achieve the lowest space complexities among similar bit-parallel multipliers (they have roughly 40% reduced space complexities compared with the fastest multiplier). On the other hand, their time complexities match or are at most 2T X higher than the fastest multipliers, where T X is the delay of one 2-input XOR gate.
I. INTRODUCTION
Low complexity GF (2 m ) multipliers are required in many areas such as coding theory, computer algebra, and public key cryptography [1] , [2] . The efficiency of a multiplier is typically measured in terms of space and time complexities. The former is expressed as the total number of AND gates and XOR gates used in the multiplier. The latter is defined as the total delay of the circuit implementing the multiplier. The efficiency of a multiplier depends on the representation of the field elements and the irreducible polynomial defining the field. In this paper, we consider fields defined by irreducible trinomials and choose a shifted polynomial basis (SPB) to represent field elements.
The multiplication over GF(2 m ) using polynomial basis or SPB can be implemented in two steps: polynomial multiplication and modular reduction. In order to reduce the The associate editor coordinating the review of this manuscript and approving it for publication was Ailong Wu. space complexity of the polynomial multiplication step, a divide-and-conquer approach such as Karatsuba algorithm (KA) is often used, but such a method usually yields an increase in time complexity. Multipliers which only apply KA once in the polynomial multiplication, named as nonrecursive Karatsuba multipliers, have been proposed for trinomials ( [3] - [5] ). They have roughly 25% reduced space complexities, but increased time complexities by a small number of T X compared with bit-parallel multipliers without using a divide-and-conquer approach, where T X is the delay of one 2-input XOR gate.
Moreover, it still has a roughly 25% logic gate gain compared to the fastest multipliers.
In [9] , Li et al. proposed a non-recursive Karatsuba multiplier for a specific trinomial x m + x m 3 + 1, which combines 3-term KA and Mastrovito approach. This multiplication scheme is extended to a class of trinomials x m + x k + 1 with m = nk in [10] using an n-term KA and Mastrovito approach. We call this multiplier the LMZQ multiplier. The lower bound of the space complexity of the LMZQ multiplier is approximately O(
2 ) circuit gates, while its time delay matches the Karatsuba-based multipliers known to date. However, irreducible trinomials x m + x k + 1 with m = nk are not abundant.
In this paper, we generalize the LMZQ multiplier for x nk + x k + 1 into trinomials x m + x k + 1 with m = nm 0 or m = nm 0 + 1. We explicitly evaluate the complexities of the proposed multipliers for GF (2 m ), which depend on the choice of irreducible trinomial x m + x k + 1 defining GF (2 m ) and values n, m 0 such that m = nm 0 or m = nm 0 +1. By choosing proper values for k, n, and m 0 , it is possible to achieve a space-time tradeoff. For the purpose of a specific comparison, we compare the proposed multipliers with the best known multipliers for an odd m ∈ [399, 450] for which there exists an irreducible trinomial of degree m. As a result, the proposed multipliers have about 40% reduced space complexities compared to the fastest multipliers. On the other hand, their time complexities match or are at most 2T X higher than the fastest multipliers. Also, we show that the lower bounds of their space complexities are approximately O( 2 ) circuit gates similar to the LMZQ multiplier. Moreover, the time complexity of the proposed multiplier matches or is faster than the LMZQ multiplier in the case m = nk.
The rest of the paper is organized as follows. In Section II, we introduce some notations used in the paper and recall the LMZQ multiplier with related properties. The new multiplication schemes for trinomials x nm 0 + x k + 1 and x nm 0 +1 + x k + 1 are presented in Sections III and IV, respectively. In Section V, we give comparisons of the proposed multipliers with the best-known multipliers for trinomials. Finally, concluding remarks are made in Section VI.
II. PRELIMINARIES
First of all, we introduce some notations which will be used throughout this paper.
We consider the finite field GF(2 m ) = F 2 [x]/(f (x)) generated by an irreducible trinomial f (x) = x m + x k + 1. In order to represent field elements of GF(2 m ), a shifted polynomial basis is used, which is a variation of the polynomial basis.
Definition 1 [11] : Let v be an integer and the ordered set M = {1, x, · · · , x m−1 } be a polynomial basis of GF(2 m ) over GF (2) . The ordered set
} is called the shifted polynomial basis (SPB) with respect to M .
For trinomial x m + x k + 1, it has been proved that the SPB
} with value v ∈ {k − 1, k} is optimal for an efficient modular reduction ( [11] ). Here, we choose the SPB {x −k ,
For a matrix A, we use the following notations. 
For example, we have
Now, we recall the LMZQ multiplier and related properties in [10] that used throughout this paper.
A. MASTROVITO APPROACH
The field multiplication
} is performed by the polynomial multiplication and then modular reduction. Those two steps can be combined into a matrix-vector product c = Mb, where c and b are the coefficient vectors of C(x) and B(x), respectively, and M is called Mastrovito matrix ( [12] ). First, polynomial multiplication A(x)B(x) can be implemented as a matrix-vector product
Ab,
where A is the (2m − 1) × m matrix defined by 
The degrees of terms of
. . .
Two elements A and B are split into n parts as follows:
where
j=0 a j+ik x j and B i = k−1 j=0 b j+ik x j for 0 ≤ i ≤ n − 1. Then, we have that
The above product is arranged using the following n-term KA. 
By the above lemma, we have that
Now, the product AB is partitioned into two parts, i.e.,
,
Therefore, the field multiplication C = AB mod x nk +x k +1 is equal to
The polynomial multiplication
is represented by a matrix-vector product. The polynomial multiplication
, and VOLUME 7, 2019
Thus the matrix-vector product form corresponding to S 1 is constructed as
where A S 1 is 2nk × nk matrix 
using sub-expression sharing technique, where P i 's and P i 's are vectors of size k. Since two expressions P 0 + P 1 + · · · + P n−2 + P n−1 and P 0 + · · · + P i−1 + P i share i terms for 1 ≤ i < n − 1, one can save (i − W (i))k XOR gates when they are simultaneously computed (see [10, Table 4 ]). The authors also reported in [10, Table 4 ] that (n − 2) − W (n − 2) k XOR gates can be saved for the computation of P 0 + P 1 + · · · + P n−2 + P n−1 since it shares n − 2 terms with P 0 + P 1 + · · · + P n−2 + P n−1 . However, the sub-expression sharing technique cannot be applied to the computation of P 0 + P 1 + · · · + P n−2 + P n−1 as shown in the above example.
2) THE COMPUTATION OF S
The polynomial S 2 in (1) is partitioned into some parts using the following lemma.
Lemma 4 [14, Proposition 1]:
The polynomial
can be partitioned as follows:
According to the above lemma, we get that
The computation of S 2 mod x nk
(iii) Those
matrices E u,v are classified into λ parts according to Lemma 4 and constitute matrices E g 1 , · · · E g λ corresponding to g 1 , · · · , g λ , respectively.
(iv) Add all the entries of the same row in E g 1 , · · · E g λ using a binary XOR tree, and obtain the coefficients of
and add all these results by binary XOR tree to obtain S 2 mod x nk + x k + 1. It has been proved in [10, Table 2 ] that Steps (i)∼(iv) (i.e., the computation of the polynomials g i 's) are implemented with
where T A is the delay of one 2-input AND gate. We will use this result in the next sections.
III. NEW MULTIPLICATION ALGORITHM FOR TRINOMIAL x nm
In this section, we extend the LMZQ multiplication scheme for trinomial x nk
For two given arbitrary elements
}, we split two elements A and B into n parts
according to Lemma 2, where
The product AB can be split into two parts
, and
Thus, the field multiplication C = AB mod x nm 0 + x k + 1 is equal to
Polynomials S 1 and S 2 have similar forms to those in (1), respectively, except for sizes of polynomials and reduction polynomial. We compute S 1 and S 2 in a similar way to Section II-B, but modular reductions S 1 and S 2 mod x nm 0 + x k + 1 are more complicated, and so those should be dealt with carefully.
A. COMPUTATION OF S 1 mod x nm 0 + x k + 1
We consider the matrix-vector product corresponding to
, A i,L and A i,H are m 0 ×m 0 lower and upper triangular matrices, respectively, defined as in (2) . Then, S 1 is given as the matrixvector product A S 1 b, where A S 1 is a 2nm 0 ×nm 0 matrix given in (5), as shown at the bottom of this page, and
The 
and
Thus, we have that
By definition (5), we have that
Here, we define the following new vectors.
Then we obtain that
e 0 + e 1 + · · · + e n e 0 + e 1 + · · · + e n . . .
e 0 e 0 + e 1 . . .
. .
since (t − 1)m 0 < k ≤ tm 0 and
e 0 e 0 + e 1 . . . e 0 + e 1 + · · · + e n−1 e 1 + e 2 + · · · + e n . . .
In order to compute S 1 mod (6) by adding all the entries of the same row in matrices
using binary XOR trees in parallel. For this step, we need (m 0 − 1)(nm 0 − 1) XOR gates and log 2 m 0 T X delays. (iii) We compute the vectors M 1 b and M 2 b in (7) using the sub-expression sharing technique in Lemma 3. For example, if e n + e n−1 + · · · + e 0 is computed with nm 0 XOR gates, we can save m 0 (n − t − W (n − t)) XOR gates for the computaton of e n +e n−1 +· · ·+e t+1 . Therefore, e n +e n−1 +· · ·+e t+1 is computed with only m 0 (n−t −1)−m 0 (n−t −W (n−t)) = m 0 (W (n − t) − 1) XOR gates. In Table 1 , we summarize the required number of XOR gates for the computation of two vectors M 1 b and M 2 b. We note that the delay for this step is log 2 (n + 1) T X . (iv) We implement the sum of the two vectors
To sum up, the complexity for S 1 mod
where J 1 is given in Table 1 . Remark 2: If trinomial f (x) has a special form x nm 0 + x tm 0 + 1 with k = tm 0 , then we have
e t+1 + e t+2 + · · · + e n . . .
Hence, we get that
e 1 + e 2 + e 3 + · · · + e n e 2 + e 3 + · · · + e n . . . e t + · · · + e n e 0 + · · · + e t e 0 + e 1 + · · · + e t+1 . . .
In this case, the complexity for S 1 mod x nm 0 + x tm 0 + 1 is equal to
In parallel with computing S 1 mod x nm 0 + x k + 1, we compute S 2 mod x nm 0 + x k + 1. By the same way as Lemma 4, S 2 is partitioned as
Then, S 2 mod x nm 0 + x k + 1 is computed by the following five steps.
(
, and add all these results by binary XOR tree to obtain S 2 mod x nm 0 + x k + 1. Steps (i)∼(iv) (i.e., the computation of the polynomials g i 's) coincide with those in Section II-B except for sizes of polynomials and their corresponding matrices. Thus, we can implement Steps (i)∼(iv) with 
since λ = n/2 , where u
The modular reduction formula for g i x (2λ−2i+1)m 0 −2k mod x nm 0 + x k + 1 is different according to the parity of n. We use the reduction rules
We will write
where p 
, where
Here, p
1 is composed of a summation of non-overlapped parts as mentioned above. The addition p 
The addition p
2 requires k −(n−2i+1)m 0 XOR gates. Now, we can represent S 2 mod x nm 0 + x k + 1 as
The required number of XOR gates for the above summation (i.e., Step (v)) is and its critical path delay is at most log 2 n T X .
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So, in sum, the total complexity for S 2 mod
using (10) when n is even. Case 2) n is odd: We have that
In this case, we will separate 
The computation of p
(c) For i = 
Otherwise, 
where p
2 , and p
3 are defined as in (15) . The required number of XOR gates for the computation of VOLUME 7, 2019
Now, S 2 mod x nm 0 + x k + 1 can be written as
and the required number of XOR gates for the above summation (i.e., Step (v)) is
We note that
3 can be obtained without any costs since it is combined by non-overlapped parts. Thus, the summation in (16) (i.e., Step (v)) can be computed with at most log 2 (n + 1) T X delays. Hence, the total complexity for
using (10) when n is odd. After the computations of (S 1 mod x nm 0 + x k + 1) and (S 2 mod x nm 0 + x k + 1) in parallel within T A + (1 + log 2 m 0 + log 2 (n + 1) )T X , the addition
is implemented with nm 0 = m XOR gates and T X delay. Consequently, Remark 2, equations (8), (14), and (17) derive the overall complexity for the field multiplication C:
where J 1 and J 2 are given in Table 1 and Remark 2, respectively. It is noticed that l i=1 W (i) can be roughly written as l 2 log 2 l for a nonzero integer l ( [15] ). Hence, J 1 and J 2 are roughly estimated as O(m log 2 n). Consequently, the required number of XOR gates for the computation of the field multiplication can be written as
by omitting the linear parts. We note that −
In the case f (x) = x nm 0 +x tm 0 +1 with k = tm 0 , we can reduce the time delay for the field multiplication C to
For instance, we consider the case where n is even. We compute the vectors e i 's in (6) with the delay T A + log 2 m 0 T X . Then, the coefficient vector of S 1 mod x nm 0 + x tm 0 + 1 is equal to
e n + e n−1 + e n−2 + · · · + e 1 e n + e n−1 + · · · + e 2 . . . e n + · · · + e t e 0 + · · · + e t e 0 + e 1 + · · · + e t+1 . . . 
On the left side of the matrix, we denote the first exponent of indeterminate x for each line. We add the terms pairwise for each line, whose computation requires T X delay. After that, the coefficient vector of S 1 mod x nm 0 + x tm 0 + 1 is expressed as the summation of terms whose number is indicated on the right side of the matrix for each line.
In parallel with implementing the above-described computation with T A + (1 + log 2 m 0 )T X delays, we can write S 2 mod x nm 0 + x tm 0 + 1 as the sum of n polynomials in (13)
Now, we compute
We note that the degrees of terms of p
= 0 if t is odd.) We illuminate the ranges of degrees of terms of p (i) 2 in Fig. 1 . According to Fig. 1 , each coefficient of (
2 + S 1 mod x nm 0 + x tm 0 + 1) consists of a summation of at most (n/2 + 1) terms. Therefore, each coefficient of
2 +S 1 mod x nm 0 +x tm 0 + 1 can be written as a summation of at most n/2+(n/2+1) = (n+1) terms, which is computed with log 2 (n+1) T X delays. Hence, the delay for the field multiplication C = S 1 + S 2 mod x nm 0 +x tm 0 +1 is T A +(1+ log 2 m 0 + log 2 (n+1) )T X .
Similarly, we verify that the delay for the field multiplication is T A + (1 + log 2 m 0 + log 2 (n + 2) )T X when n is odd. It is noticed that for the special case k = m 0 with t = 1, the time complexity of the proposed multiplier matches or is lower than that of the LMZQ multiplier (T A + ( log 2 k + log 2 (3n) )T X ) since
1 + log 2 (n + 1) = log 2 (3n) = 3 if n = 2, 1 + log 2 (n + 2) = log 2 (3n) = 4 if n = 3, 1 + log 2 (n + 2) ≤ log 2 (3n) if n ≥ 4.
IV. NEW MULTIPLICATION ALGORITHM FOR TRINOMIAL
The multiplier for trinomial x nm 0 + x k + 1 proposed in the previous section cannot be applied to trinomial x m + x k + 1 with a prime number m. In order to solve such a problem, we extend the multiplication scheme proposed in the previous section to a trinomial
}, we split two elements A and B as follows. 
Using Lemma 2, we have
Then, we split the product AB into three parts
Thus, the field multiplication C = AB mod x nm 0 +1 + x k + 1 is equal to
We note that polynomials S 1 and S 2 have the same forms as those in (4), respectively.
A. COMPUTATION OF S 1 mod x nm 0 +1 + x k + 1 As in Section III-A, the polynomial
can be given as the matrix-vector product A S 1 b, where A S 1 is a 2nm 0 × nm 0 matrix given in (5), b i is the coefficient vector of B i , and
We first compute the matrix M 1 + M 1 . To simplify notations, we denote
By definition (5), from (lm 0 + 1)th row to (l + 1)m 0 th row of the matrix M 1 equal to
for 0 ≤ l < n and the last row of M 1 is
Using that
we get that from (lm 0 + 1)th row to (l + 1)m 0 th row of the matrix M 1 equal to
for 0 ≤ l < n and the last row of M 1 is a zero row. Consequently, from (lm 0 + 1)th row to (l + 1)m 0 th row of the matrix
for 0 ≤ l < n and the last row of
We define the following vectors as in (6) .
Then we have that (e 1 + e 2 + · · · · · · + e n−1 + e n ) [1]  e t+2 + e t+2 + · · · + e n . . .
e t+1 + e t+2 + · · · + e n if k < tm 0 since (t − 1)m 0 < k ≤ tm 0 . Now, we consider the complexity for the computation of using sub-expression sharing technique. In Table 2 , we report the required number of XOR gates for the computations of vectors M 1 b and M 2 b. Their critical path delay is log 2 (n + 1) T X . Finally, the sum of the two vectors
is implemented with nm 0 − 1(= m − 2) XOR gates and T X delay. We summarize the resulting complexity for S 1 mod x nm 0 +1 + x k + 1 in Table 4 .
In parallel with computing S 1 mod x nm 0 +1 + x k + 1, we implement the computation of S 2 + S 3 mod x nm 0 +1 + x k + 1. We first consider the computation of S 3 mod x nm 0 +1 + x k + 1. The degrees of terms of + 1 can be written as a summation of at most (n + 1) terms when n is odd. Consequently, the above summation for S 2 +S 3 mod x nm 0 +1 + x k + 1 is implemented with log 2 (n + 1) T X delays. Hence, the total delay for the computation of S 2 + S 3 mod
After the computation of S 1 and S 2 + S 3 modulo
+x k +1 is implemented with m(= nm 0 +1) XOR gates and T X delay. We summarize the overall complexity for the field multiplication C in Table 4 . The number of XOR gates for the computation of the field multiplication is estimated as
by omitting linear parts. It is also noticed that − 
V. COMPARISON
We give comparisons of the proposed multipliers with the best-known bit-parallel multipliers for irreducible trinomials in Table 5 . In [7] and [8] , the fastest bit-parallel multipliers for trinomial have been proposed, as far as we know. The multiplier of [6] is the fastest one among Karatsuba-based multipliers and still has about 25% reduced space complexity compared to [7] and [8] . The complexities of the proposed multipliers for GF (2 m For the purpose of a specific comparison, we list complexities of multipliers in Table 6 for an odd m in the range [399, 450] for which there exists an irreducible trinomial of degree m. There are 14 such values for m. In Table 6 , (k, n, m 0 ) * denotes that m = nm 0 and we use the multiplier proposed in Section III. Also, (k, n, m 0 ) means that m = nm 0 + 1 and the multiplication scheme of Section IV is used. We choose the values of k, n, m 0 such that they derive the lowest space or time complexities. For instance, when m = 425, (191, 17, 25) * and (234, 53, 8) achieve the lowest space and time complexities, respectively. In the last column of Table 6 , we report the reduction rates of the space complexities of multipliers compared to the fastest multipliers. According to Table 6 , the proposed multipliers achieve the lowest space complexity (they have roughly 40% reduced space complexities compared to the fastest multipliers). On the other hand, their time complexities match or are at most 2T X higher than the fastest multipliers. For example, when m = 399, the proposed multiplier with the choice (154, 57, 7) * for k, n, m 0 has the same time complexity T A + 10T X as the fastest multipliers, while it has about 40.6% reduced space complexity.
Let us compare the proposed multipliers with that of [6] . For GF (2 m ) with m ∈ {415, 423, 431, 439, 447}, if one would like to take a space optimized multiplication scheme, the proposed multipliers are optimal. However, if one wants time delay T A + 11T X , the multiplier of [6] is more proper. As for the rest of m, the proposed multipliers are more efficient than that of [6] .
Finally, we consider two fields GF (2 233 ) and GF (2 409 ), which are recommended by NIST for Elliptic Curve Digital Signature Algorithm. According to Table 6 , if we consider space and time complexities simultaneously, the proposed multiplier with the choice (k, n, m 0 ) = (322, 51, 8) for the field GF(2 409 ) outperforms other multipliers. Similarly, for the field GF(2 233 ), the proposed multiplier with the choice (k, n, m 0 ) = (159, 29, 8) is more efficient than other multipliers, as shown in Table 6 .
VI. CONCLUSION
We have proposed bit-parallel GF(2 m ) multipliers for irreducible trinomials, which are extension works of the multiplication scheme proposed in [10] . We have explicitly evaluated the complexities of the proposed multipliers. It is argued that the proposed multipliers achieve the lowest space complexities among similar bit-parallel multipliers. Their time complexities match or are at most 2T X higher compared with the fastest known multipliers. Moreover, the proposed multipliers enable one to choose a multiplication formula which is suited for a design environment by providing a space-time tradeoff.
