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REAL REPRESENTATIONS OF C2-GRADED GROUPS: THE
ANTILINEAR THEORY
DMITRIY RUMYNIN AND JAMES TAYLOR
Abstract. We develop the theory of antilinear representations of finite C2-
graded groups. This is a generalisation of the theory of real representations. As
an example, we describe the antilinear representation theory of the alternating
group.
The first study of Real representation theory goes back to Atiyah and Segal [3]
and Karoubi [11], where it appears in equivariant KR-theory. Following Atiyah [2,
1], we use “Real” for objects with an involution and “real” for R-related concepts.
A C2-graded group is a pair G ≤ Ĝ, where G is a subgroup of index 2. The
antilinear Real representation theory of G was introduced by Young [21]. This
studies complex representations where G acts linearly and the other coset Ĝ \ G
acts antilinearly. Earlier studies dealt with the case where Ĝ was a semidirect
product [3, 11, 5, 18, 9]. The recent paper by Noohi and Young [16] considers the
general case and has some of our results with different proofs (see further references
to this work throughout our paper). Some of our results are known in the split
case [3, 11, 5, 18, 9] but our comprehensive exposition will be useful even for those
interested only in the split case.
The real representation theory of G is a classical and well understood subject.
The Real theory specialises to this when Ĝ is the direct product G×C2. However,
all the proofs and many statements are different in the general case. Moreover,
our treatment offers a broader view of the classical real theory.
It is interesting that the Real 2-representation theory of C2-graded groups [21, 19]
is more developed than its 1-counterpart, the topic of the present paper. In 2-
representation theory, the step from split to general C2-graded groups goes back
to Hahn [10], who extends Hermitian Morita theory from algebras with involution
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to algebras with anti-structure. In the split case the group algebra CG becomes
an algebra with involution and Real representation theory can be developed using
modules over such algebras [18]. In the general case the group algebra CG becomes
an algebra with anti-structure. Since the representation theory of such algebras is
not available, we work out Real representation theory from first principles.
Let us describe the content of the paper in detail. In Section 1 we introduce
graded groups. For C2 as the grading group, we describe the Real conjugation
action and Real conjugacy classes.
In Section 2, we develop the general theory of antilinear representations. Equiv-
alently, these are modules over the skew group ring C∗Ĝ. We call them A-
representations and introduce A-characters (A stands for antilinear). Next we
prove Theorem 2.5, our first main result. The A-character theory was also devel-
oped by Noohi and Young [16] but our proofs are essentially different. To make
paper self-contained we include them.
Next we describe Complexification and Realification, the functors that corre-
spond to changing scalars in the classical theory. We also investigate the existence
of invariant bilinear forms, proving our next main result, Theorem 2.13. We finish
the section with an explanation how Real theory specialises to real theory.
In Section 3 we recall the classification of real C2-graded division algebras and
use it to describe real C2-graded simple algebras. We introduce the notion of an
A-block. The main result of the section is Theorem 3.6, describing the ten possible
structures of an A-block.
In Section 4 we define the Real Frobenius-Schur indicator. We learned this
definition from Mathew B. Young. The main result is Theorem 4.2, asserting that
the Real Frobenius-Schur indicator is the correct generalisation of the classical
Frobenius-Schur indicator. In the split case this result was proved by Borevicˇ and
Devjatko [5]. We could not find the paper itself but we found the statement of
the result and its attribution in [18]. The classical proof does not generalise to
Theorem 4.2 because there is no analogue to the decomposition of bilinear forms
into symmetric and alternating squares (cf. 5.6 for further details).
In Section 5 we undertake a further study of A-characters. The first main result,
Theorem 5.1, is the only overlap of this section with [16], but our proof is again
different. The second main result of this section is Theorem 5.4, which brings
together our earlier results and resembles similar summaries of the classical theory
- see the appendix by the first author [13]. The third main result is Theorem 5.6.
Its resemblance to its classical counterpart indicates that the Real theory is, indeed,
a natural and useful generalisation of the real theory.
Finally, in Section 6, we work out the example of the symmetric Real structure
on the alternating group An. We give an explicit description of the Real conjugacy
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classes in terms of cycle type. The Real symmetric theory of An is different but
intricately related to the real theory of An.
Throughout we use the following notation. G, Ĝ and H are always finite groups,
small bold letters g, h etc. are group elements. (h)H is the conjugacy class of
h ∈ H and CH(h) is the centraliser. The group C2 = {1,−1} is multiplicative,
G ≤ Ĝ is an index 2 subgroup and w is an element of Ĝ \G. V is a CG-module,
w · V is the twisted CG-module. W is an A-representation or a C∗Ĝ-module.
1. C2-Graded Groups
1.1. Graded Groups. Let H be a group. By an H-graded group we understand
a short exact sequence
1→ G→ Ĝ
π
−→ H → 1,
where G = ker(π) is called the ungraded subgroup of Ĝ.
Example 1.1. (i) For any group G, we have the standard graded group 1 →
G → G × H → H → 1. More generally, all graded groups are classified
using Schreier’s systems of factors.
(ii) Let K be a field, H a subgroup of its group of automorphisms. Let V be
a K-vector space. For each h ∈ H , consider the set GLh(V ) of invertible
h-linear transformations. These are KH-linear transformations f such that
f(kv) = h(k)f(v) for all k ∈ K, v ∈ V . Their union is an H-graded group:
1→ GL(V )→ GL∗(V ) =
∐
h∈H
GLh(V )
π
−→ H → 1 .
A homomorphism of H-graded groups is a homomorphism of groups φ : Ĝ→ K̂
such that π(φ(g)) = π(g) for all g ∈ Ĝ.
1.2. Real Structures. We refer to a C2-graded group as a Real structure on G.
Here, C2 = {1,−1} is the multiplicative cyclic group of order 2. We commonly
refer to elements of G as even and of Ĝ \G as odd.
Example 1.2. (i) We have four cyclic Real structures: Cn ≤ Cn × C2, Cn ≤
C2n, Cn ≤ D2n and C2n ≤ Dic4n, where Dic4n = 〈a,x | a
2n,x2 = an,xax−1 =
a−1〉 is the dicyclic group of order 4n.
(ii) We call An ≤ Sn the symmetric Real structure on the alternating group
An.
(iii) Let G be a group. Let Anti(G) be the set of antiautomorphisms of G, and
define Aut∗(G) = Aut(G) ⊔ Anti(G). Then 1 → Aut(G) → Aut∗(G) →
C2 → 1 is a Real structure. Note that Aut(G) = Anti(G) if and only if
Aut(G)∩Anti(G) 6= ∅ if and only if G is abelian. Hence, it is essential that
the union is disjoint.
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1.3. Real Conjugacy Classes. If G is the ungraded subgroup of a C2-graded
group Ĝ, then there is an associated homomorphism of C2-graded groups:
ψ : Ĝ→ Aut∗(G), ψ(z)(g) = zgπ(z)z−1.
The resulting action of Ĝ on G is called Real conjugation. We write ((g)) for the
Real conjugacy class of g, and CĜ(g) for the stabiliser. Using the Orbit Stabiliser
Theorem, we have the following, which applies to conjugation and Real conjugation
both being actions of Ĝ on G which extend the conjugation action of G.
Lemma 1.3. Let G ≤ Ĝ be an index 2 subgroup, and G, Ĝ both act on a set
X, with the action of Ĝ extending that of G. Then for any x ∈ X, we have two
(mutually exclusive) cases:
(i) (x)Ĝ = (x)G ⊔ (z · x)G for any odd z, StabG(x) = StabĜ(x) and no odd
element stabilises x.
(ii) (x)Ĝ = (x)G, StabG(x) ≤ StabĜ(x) is an index 2 subgroup, and x is sta-
bilised by some odd element.
Applied to the conjugation action of Ĝ on G, for all g ∈ G, the two cases are:
A1 (g)Ĝ = (g)G⊔(zgz
−1)G for any odd z, CG(g) = CĜ(g), and no odd element
commutes with g.
A2 (g)Ĝ = (g)G, CG(g)
2
≤ CĜ(g) and g commutes with some odd element.
For example, this gives the well-known splitting criterion for the conjugacy
classes of the alternating group. For the Real conjugation action of Ĝ on G,
for all g ∈ G, the two cases are:
B1 ((g)) = (g)G ⊔ (zg
−1z−1)G for any odd z, CG(g) = CĜ(g), and no odd
element has zg−1 = gz.
B2 ((g)) = (g)G, CG(g)
2
≤ CĜ(g) and for some odd z, zg
−1 = gz.
So given g ∈ G, we have four mutually exclusive cases regarding what can
happen, and each of these cases is known to occur. For a conjugacy class X of G,
the set X−1 is another conjugacy class, which is either disjoint or equal. If equal,
we call X self-inverse. We have a nice description of the Real conjugacy classes
when all conjugacy classes of Ĝ are self-inverse.
Proposition 1.4. Let G ≤ Ĝ be a Real structure with all conjugacy classes of Ĝ
self-inverse. Then for g ∈ G,
((g)) =
{
(g)G if (g)G is not self-inverse,
(g)Ĝ if (g)G is self-inverse.
Proof. We have that (g)G ⊂ ((g)) ⊂ (g)Ĝ ∪ (g
−1)Ĝ = (g)Ĝ. If (g)G is of type A2,
then (g)G = (g)Ĝ, and thus ((g)) = (g)Ĝ. Otherwise, (g)G is of type A1. If (g)G
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is not self-inverse, then as (g)Ĝ is self-inverse, there is some odd y element with
yg−1y−1 = g, so we are in case B2 and ((g)) = (g)G. If (g)G is self-inverse, we
are in case B1 (because no odd element commutes with g), thus |((g))| = 2 |(g)G|,
hence ((g)) = (g)Ĝ. 
2. The Antilinear Theory
2.1. Graded and Antilinear Representations. Let K be a field, H a subgroup
of its group of automorphisms. By a graded representation of an H-graded group
G ≤ Ĝ, we understand a pair (V, ρ) where V is a K-vector space, ρ : Ĝ→ GL∗(V ) is
a homomorphism of H-graded groups. A homomorphism of graded representations
is a KH -linear Ĝ-equivariant map.
In other words, these are just modules over the skew group algebra K∗ Ĝ, a
K-vector space with a basis Ĝ and multiplication ag · bh = aπ(g)(b)gh:
Proposition 2.1. The functors
K∗Ĝ-modules ←→ Graded representations of G ≤ Ĝ
(V, (ag) · v := aρ(g)(v)) ←→ (V, av := (ae) · v, ρ(g)(v) := g · v) ,
which are both the identity on morphisms, are isomorphisms of categories.
If the characteristic of K does not divide |Ĝ|, then K∗Ĝ is a semisimple ([14, Cor.
0.2(1)]) KH -algebra. By the Artin-Wedderburn Theorem, K∗Ĝ is isomorphic to a
finite product of matrix algebras over finite-dimensional division KH -algebras. It
would be interesting to investigate this decomposition further. For instance, does
Unger’s algorithm [20] work in this settings?
Our particular interest lies with C2-graded groups and R ≤ C asK
H ≤ K. In this
case we refer to a C2-graded representation as an antilinear representation or an A-
representation. By an A-homomorphism we understand of homomorphism of C2-
graded representations. Notice that the set of all A-homomorphisms HomA(V,W )
is a real vector space.
2.2. Antilinear Maps and Matrices. We use the notation
ǫA =
{
A if ǫ = 1
A if ǫ = −1
and ǫλ =
{
λ if ǫ = 1
λ if ǫ = −1,
where ǫ ∈ C2, A ∈Mn(C) and λ ∈ C. Let us establish the correspondence between
antilinear maps and matrices. A choice of basis in an n-dimensional vector space
V gives a bijection
EndC(V ) ∋ T ←→ [T ] ∈Mn(C) .
A similar bijection exists for antilinear maps
End−1
C
(V ) := HomC(V , V ) ∋ U ←→ [U ] ∈Mn(C) ,
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where the chosen basis is used in both V and V . In elementary terms, a matrix
M determines an antilinear operator v 7→Mv of Cn.
Define GL∗n(C) = {A1 | A ∈ GLn(C)}⊔{A−1 | A ∈ GLn(C)} with multiplication
AǫBδ = (A ·
ǫB)ǫδ =
{
(AB)ǫδ if ǫ = 1
(AB)ǫδ if ǫ = −1.
Notice the inverses in this group:
(1) (Aǫ)
−1 = (ǫ(A−1))ǫ , thus, (A1)
−1 = (A−1)1 , (A−1)
−1 = (A−1)−1 .
The choice of basis of V yields a graded group isomorphism GL∗(V )
∼=
−→ GL∗n(C),
sending Q ∈ GL∗(V ) to its matrix [Q]π(Q) ∈ GL
∗
n(C). If A is the change of basis
matrix and [Q]′π(Q) is the matrix of Q in the new basis, then the choice of basis
formulas are
[T ]1 ⇒ [T ]
′
1 = (A[T ]A
−1)1 , [U ]−1 ⇒ [U ]
′
−1 = (A[U ]A
−1)−1 .
Finally, we define Aǫv := A(
ǫv) for Aǫ ∈ GL
∗
n(C) and v ∈ C
n.
2.3. A-characters. At this point it is convenient to choose a basis and to work
with a matrix A-representation, a C2-graded group homomorphism ρ : Ĝ →
GL∗(C). Its restriction to G is a complex representation of G. We define the
A-character of ρ as the character of ρ|G:
χ : G→ C , χ(g) = tr(ρ(g)) .
Notice that this formula gives only an ill-defined map Ĝ → C because the trace
of A−1 is not invariant under a basis change. On the bright side, the A-character
uniquely determines the A-representation (Corollary 2.10).
Lemma 2.2. A-characters are Real class functions.
Proof. Let g,h ∈ Ĝ. Then [hgπ(h)h−1]1 = [h]π(h) · (
π(h)([gπ(h)h−1]))π(h) = [h]π(h) ·
(π(h)([g]π(h)))1 · (
π(h)[h−1])π(h). Therefore, as tr(AB) = tr(BA) for matrices A,B,
and [h]π(h)(
π(h)[h−1])π(h) = (I)1, we have that
tr([hgπ(h)h−1]1) = tr([h]π(h) · (
π(h)([g]π(h)))1 · (
π(h)[h−1])π(h))
= tr([h]π(h) · (
π(h)[h−1])π(h) · (
π(h)([g]π(h)))1)
= tr((π(h)([g]π(h)))1) = tr([g]1). 
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2.4. Operations on Antilinear Representations. Standard constructions with
complex representations extend to A-representations. Let (W, ρ) and U be A-
representations.
The space of C-linear maps HomC(U,W ), is an A-representation via g · f :=
gfg−1. In particular, the dual of any A-representation is also an A-representation.
In terms of matrices, if g acts as a matrix Ax, then g acts on the dual space as
((A−1)T )x.
The tensor product U ⊗CW is an A-representation via g(u⊗w) := gu⊗ gw. If
U = W , the decomposition into symmetric and alternating squares is compatible
with the action of odd elements, so these are A-subrepresentations.
If z ∈ Ĝ, then z ·W is an A-representation
z ·W , g 7→ ρ(zgz−1) .
Notice that ρ(z) is an isomorphism W → z ·W if z ∈ G. However, if z 6∈ G, then
it is an isomorphism W → z ·W . Therefore, any A-character χ satisfies χ = z · χ.
This is a clear necessary condition for a complex representation to be extendible
to an A-representation, but it is not sufficient (cf. Theorem 2.13).
Suppose Ĝ acts on a set X , the action is denoted ⋆. Then the free vector space
is an A-representation with g · x = g ⋆ x, extended linearly for even elements and
antilinearly for odd elements.
This can be constructed in another way. Take the complex representation
(CX, µ) and notice that in the basis X the matrix [µ(g)] is real valued (in fact, it is
{0, 1}-valued). Hence, the map [Ĝ→ GL∗n(C)] : g 7→ µ(g)π(g) is a homomorphism
of graded groups and an A-representation.
This trick works on any real-valued matrix representation of Ĝ. It is an example
of the matrix version of the induction functor from RĜ-modules to C∗Ĝ-modules,
cf. 2.6.
2.5. Skew Group Algebra. Let us examine the centre Z(C∗Ĝ) of the skew group
algebra C∗Ĝ, defined in Section 2.1 It has real dimension r+2s+ t, where r, s and
t are the number of irreducible A-representations of type R, C and H respectively.
To relate this quantity to the number of conjugacy classes of G, we need an explicit
form of central elements.
Lemma 2.3. An element x ∈ C∗Ĝ is central if and only if it is of the form
x =
∑
g∈G cgg, where cg = ag + ibg ∈ C, ag, bg ∈ R and for any z ∈ Ĝ and g ∈ G,
czgz−1 =
π(z)cg, or equivalently, azgz−1 = ag and bzgz−1 = π(z)bg.
Proof. The element x =
∑
g∈Ĝ cgg is central if and only if for all cz ∈ C∗Ĝ with
c ∈ C, z ∈ Ĝ, x(cz) = (cz)x, which is equivalent to czgz−1(
π(g)c) = c(π(z)cg). Thus
if g is odd, then cg = 0, and if g is even, then czgz−1 =
π(z)cg. 
REAL REPRESENTATIONS OF C2-GRADED GROUPS: THE ANTILINEAR THEORY 8
Lemma 2.4. If x =
∑
g∈G(ag + ibg)g is central and g commutes with any odd
element, then bg = 0.
Proof. If z is odd with zgz−1 = g, then bg = bzgz−1 = π(z)bg = −bg, so bg = 0. 
Generally, if C is a conjugacy class or Real conjugacy class, the sum of elements
of C is not central. For example in Cn ≤ D2n, all Real conjugacy classes have size
one, so a is an element of this form, but bab−1 = a−1 6= a, so ba 6= ab. However,
we can explicitly give a basis of the centre in terms of the conjugacy classes of G
in the proof of the following proposition, also proven in [16, Cor. 13.6]. We will
reprove this less explicitly, using A-characters, in section 5.
Theorem 2.5. dimR Z(C∗Ĝ) = #(Conjugacy Classes of G).
Proof. Using 2.3 and 2.4 above, a basis is given by
S(g) =
∑
k∈(g)
Ĝ
k
for all conjugacy classes (g)Ĝ, and
T (g) = i
 ∑
k∈(g)G
k−
∑
k∈(h)G
k

for (g)Ĝ where (g)Ĝ is of type A2 with (g)Ĝ = (g)G⊔ (h)G. Therefore, the number
of basis elements is one for each class which doesn’t split, and two for each class
that does, which is the number of conjugacy classes of G. 
Let us recall the notion of crossed product. Given an algebra A, the crossed
product is the new algebra
(2) A♯φ,aC2 := A⊕ A̟, ̟
2 = a, ̟x = φ(x)̟ for all x ∈ A
where a ∈ A and φ is an automorphism of A such that the formula (2) defines
an associative algebra. The skew group algebra C∗Ĝ is a crossed product in two
different ways. First, picking w ∈ Ĝ \G yields
(3) C∗Ĝ ∼= CG♯ξ,w2C2 , ξ(x) = wxw
−1 for all x ∈ CG .
Second, the imaginary unit i ∈ C yields
(4) C∗Ĝ ∼= RĜ♯ι,−1C2 , ι(x) = −ixi for all x ∈ RĜ .
The automorphism ι is of order two, so that it determines C2-grading on the algebra
RĜ:
(5) RĜ+ := {x | ι(x) = x} = RG , RĜ− := {x | ι(x) = −x} = R(Ĝ \G) .
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2.6. Complexification and Realification. Given a Real structure G ≤ Ĝ, we
have the following square of R-algebra inclusions:
(6)
RG CG
RĜ C∗Ĝ
Let R be a subring of S. We denote restriction and induction functors by ↓SR and
↑SR = S ⊗R − respectively. Since all extensions in (6) are Frobenius, we observe a
strong form of Frobenius reciprocity.
Proposition 2.6 (Frobenius Reciprocity). If R ≤ S is one of the extensions in
(6), then induction ↑SR is both left and right adjoint to restriction ↓
S
R.
Let us examine the extensions in (6), starting from RG ≤ CG. For a real
representation U of G, its complexification is UC = C ⊗R U ∼= U ↑
CG
RG. For a
complex representation V of G, the realification is RV = V ↓
CG
RG.
The second pair CG ≤ C∗Ĝ contains generalisations (cf. Section 2.8) for A-
representations.
Definition 2.7. For a CG-module V , the Realification of V is the C∗Ĝ-module
V ↑C∗ĜCG = C∗Ĝ ⊗CG V . For a C∗Ĝ-module W , the Complexification of W is the
CG-module W ↓C∗Ĝ
CG .
Let us contemplate the composition of Realification and Complexification. Re-
call that w · V is the CG-module V with a new action of G by g • v := wgw−1v.
Proposition 2.8. For any w ∈ Ĝ \ G and a CG-module V , we have a natural
isomorphism of CG-modules
V ↑C∗ĜCG ↓
C∗Ĝ
CG
∼= V ⊕w · V .
Proof. As a CG-bimodule, C∗Ĝ ∼= CG⊕ C[Ĝ \G]. Therefore,
V ↑C∗Ĝ
CG ↓
C∗Ĝ
CG
∼= (CG⊗CG V )⊕ (C[Ĝ \G]⊗CG V )
∼= V ⊕ (C[Ĝ \G]⊗CG V ).
The inverse of the CG-module homomorphism
f : C[Ĝ \G]⊗CG V → w · V , f(λy⊗ v) = λwyv
is given by f−1(v) = w−1 ⊗ v. It follows that
h : V ⊕w · V → C∗Ĝ⊗CG V, h(v, w) = 1⊗ v +w
−1 ⊗ w
is the natural isomorphism we seek. 
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Proposition 2.9. For any C∗Ĝ-module W , we have a natural isomorphism of
C∗Ĝ-modules
W ↓C∗ĜCG ↑
C∗Ĝ
CG
∼= W ⊕W .
Proof. Fix an odd w, so that G = G ⊔ w−1G. Define a homomorphism f :
C∗Ĝ⊗CG W →W ⊕W by
f((ag + bw−1h)⊗ w) =
(
1
2
(ag + bw−1h)w,−
i
2
(ag − bw−1h)w
)
.
Its inverse is f−1(v, w) = 1⊗ (v + iw) +w−1 ⊗w(v − iw). 
Corollary 2.10. If W1 ↓
C∗Ĝ
CG
∼= W2 ↓
C∗Ĝ
CG , then W1
∼= W2. In particular, an A-
representation is determined by its A-character.
Matrix Form of Realification. Suppose that V is a CG-module, with a basis
{e1, ..., en}. For g ∈ G, let [g] be the corresponding matrix. By 2.8, the vector
space V ↑C∗ĜCG admits a complex basis {1⊗ ei,w
−1 ⊗ ei | 1 ≤ i ≤ n} for some fixed
odd w. The matrices of g ∈ G and z ∈ Ĝ \G respectively are
(7)
(
[g] 0
0 [wgw−1]
)
1
, and
(
0 [zw−1]
[wz] 0
)
−1
.
Let us examine the third pair RĜ ≤ C∗Ĝ, namely, the composition of the
restriction and induction functors here.
Proposition 2.11. For any C∗Ĝ-module W , we have a natural isomorphism of
C∗Ĝ-modules
W ↓C∗Ĝ
RĜ
↑C∗Ĝ
RĜ
∼= W ⊕W .
Proof. In one direction the isomorphism is
f : C∗Ĝ⊗
RĜW ↓
C∗Ĝ
RĜ
→W⊕W, f((x+iy)⊗w) = ((x+iy)w, (x−iy)w), x, y ∈ RĜ .
Its inverse is f−1(v, w) = 1
2
(1⊗ (w + v) + i⊗ (w − v)). 
Given a representation X of Ĝ, by X ⊗ π we denote the tensor product with
the sign representation. Without loss of generality, X ⊗ π = X with a new action
g · v = π(g)gv.
Proposition 2.12. For any RĜ-module X, we have a natural isomorphism of
RĜ-modules
X ↑C∗Ĝ
RĜ
↓C∗Ĝ
RĜ
∼= X ⊕ (X ⊗ π) .
Proof. In one direction the isomorphism is
f : C∗Ĝ⊗
RĜ X → X ⊕ (X ⊗ π), f((x+ iy)⊗ v) = (xv, yv), x, y ∈ RĜ .
Its inverse is f−1(v, w) = 1⊗ v + i⊗ w. 
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Matrix Form of Induction. Suppose that X is an RĜ-module, with basis
{e1, ..., en}. For z ∈ Ĝ, let [z] be the corresponding real valued matrix. A C-
basis of W := X ↑C∗Ĝ
RĜ
is {1⊗ e1, ..., 1⊗ en}. In this basis, the matrix of z on W is
[z]π(z).
Matrix Form of Restriction. LetW be a C∗Ĝ-module with C-basis {e1, ..., en}.
Let us choose the basis {1⊗e1, i⊗e1, ..., 1⊗en, i⊗en} of the restrictionX :=W ↓
C∗Ĝ
RĜ
.
If an even g has matrix [g]1 on W , where [g] = (ajk) and ajk = xjk + iyjk,
xjk, yjk ∈ R, then on X , g has the matrix obtained from [g] by replacing each
ajk with the matrix
(
xjk −yjk
yjk xjk
)
. For an odd element z with matrix [z]−1, where
[z] = (ajk) and ajk = xjk + iyjk, the matrix of z on X is obtained by replacing
each ajk with the matrix
( xjk yjk
yjk −xjk
)
. Therefore, the matrix of z on X has zero
trace. This observation is essential for relating the character to A-representations,
see section 5.
2.7. Bilinear Forms. We work with a CG-module V and a chosen element w ∈
Ĝ \ G in this section. We call V Realisable if it is the restriction of some A-
representation W . Let us characterise Realisable modules in terms of existence of
certain bilinear forms. We call a bilinear form B on V w-invariant if
(8) B(gu,wgw−1v) = B(u, v) for all g ∈ G, u, v ∈ V .
Theorem 2.13. A simple CG-module V falls into one of the three cases:
(i) V 6∼= w · V ∗ and there is no non-zero w-invariant bilinear form on V .
(ii) V ∼= w ·V ∗, V is Realisable, and there exists a non-degenerate w-invariant
bilinear form B on V , which is w-symmetric: B(u,w2v) = B(v, u).
(iii) V ∼= w · V ∗, V is not Realisable, and there exists a non-degenerate w-
invariant bilinear form B on V , which is w-alternating: B(u,w2v) =
−B(v, u).
Proof. We start with the following lemma, the proof of which is standard.
Lemma 2.14. We have isomorphisms of CG-modules:
Bil(V ×w · V,C) ∼= HomC(V,w · V
∗) ∼= (V ⊗w · V )∗,
B(u, v) ↔ F (u)(v) ↔ f(u⊗ v).
The lemma yields linear bijection between the corresponding subspaces of G-
invariants:
(9) Bilw(V ×w · V,C) ∼= HomCG(V,w · V
∗) ∼= ((V ⊗w · V )∗)G .
Since the left side Bilw is the space of w-invariants, the conditions in (1) are
equivalent.
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Now suppose that V ∼= w ·V ∗. By (9) there exists a non-degenerate w-invariant
bilinear form B. On the other hand, Bˆ(u, v) := B(v,w2u) is another non-zero w-
invariant bilinear form. By Schur’s Lemma, B(u, v) = cB(v,w2u) for some c ∈ C.
Observe that
B(u, v) = cB(v,w2u) = c(cB(w2u,w2v)) = c2B(u, v) ,
so that c = ±1 and B(u,w2v) = ±B(v, u), thus, B is either w-symmetric, or
w-alternating. By Schur’s lemma and (9), V cannot admit the w-symmetric and
w-alternating forms simultaneously. Thus, the theorem is reduced to Proposi-
tion 2.15. 
Proposition 2.15. Let (V, ρ) be a simple CG-module, with V ∼= w · V ∗. Then V
is Realisable if and only if there exists a non-degenerate w-invariant bilinear form
B on V with B(u,w2v) = B(v, u).
Proof. Suppose that V = W ↓C∗Ĝ
CG . Let 〈·, ·〉 be a G-invariant Hermitian inner
product on V . Define B(u, v) := 〈u,w−1v〉 + 〈v,wu〉. This is bilinear, as w is
antilinear, and B(u,wu) = 〈u, u〉 + 〈wu,wu〉 > 0 for u 6= 0. Thus, B is the
required form.
Conversely, suppose there exists such a bilinear form B. Let 〈·, ·〉 be a G-
invariant Hermitian inner product on V . For each u ∈ V , the map 〈·, u〉 : V → C is
linear. Since B is non-degenerate, there exists a unique J(u) ∈ V with B(·, J(u)) =
〈·, u〉. The map J is C-antilinear and bijective since 〈·, ·〉 is non-degenerate. In fact,
it is an isomorphism of CG-modules J : V → w · V , since J(gu) = wgw−1J(u).
Therefore, w−2J2 : V → V is an isomorphism of CG-modules. By Schur’s Lemma,
w−2J2 = rIdV for some r ∈ C. Observe that
〈J(v), J(v)〉 = B(J(v), J2(v)) = rB(J(v),w2v) = rB(v, J(v)) = r〈v, v〉,
implying that r ∈ R>0. Let J
′ := r−1/2J . Clearly, w−2J ′2 = r−1w−2J2 = IdV .
Let us extend ρ to odd elements by ρ(gw) := ρ(g)◦J ′, ensuring that the odd el-
ements act antilinearly. It is easily verified that this extension is a homomorphism,
using that J ′ ◦ ρ(h) = ρ(whw−1) ◦ J ′ and, crucially, w−2J ′2 = 1. 
We can relate Theorem 2.13 to subspaces of (V ⊗w · V )∗. Define
(10) τ : (V ⊗w · V )∗ → (V ⊗w · V )∗, τ(f)(u⊗ v) := f(v ⊗w2u).
Corollary 2.16. Let V be a simple CG-module, with V ∼= w · V ∗. Then
((V ⊗w · V )∗)G =
{
+1-eigenspace of τ, if V is realisable,
−1-eigenspace of τ, if V is not realisable.
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2.8. Standard Real Structure. In which sense our Real theory agrees with the
real theory for the standard Real structure on G? The following observation is
immediate.
Proposition 2.17. The following categories are equivalent:
R-representations of G
∼=
←→ A-representations of G ≤ G× C2 .
On real representations the equivalence is given by
(U, µ) 7−→ (C⊗R U, ρ), ρ(g, ǫ)(a⊗ u) :=
ǫa⊗ µ(g)(u) .
On A-representations of G ≤ G× C2 the equivalence is given by
(W,µ) 7−→ (W×, ρ), W× := {w ∈ W | (e,−1)w = w}
ρ(g)(w) := µ(g, 1)(w) = µ(g,−1)(w) .
The Complexification admits a simpler form for the standard Real structure.
Lemma 2.18. For a CG-module V , there is a natural isomorphism of C∗(G×C2)-
modules
V ↑
C∗(G×C2)
CG
∼= C∗C2 ⊗C V ,
where C∗C2 ⊗C V is a C∗(G× C2)-module via a(g, ǫ) · (x⊗ v) = a(e, ǫ)x⊗ gv.
Proof. The isomorphism is written explicitly as
f : C∗(G× C2)⊗CG V → C∗C2 ⊗C V , f(a(g, ǫ)⊗ v) = aǫ⊗ gv
and its inverse is f−1(r ⊗ v) = r ⊗ v. 
Let us consider the following functor diagram:
RGMod C∗(G×C2)Mod
CGMod
C⊗R−
(−)C
(−)×
↓
C∗(G×C2)
CG
C∗C2⊗C−
R(−)
The next proposition essentially asserts that Realification is a generalisation of
realification.
Proposition 2.19. For a CG-module V , we have a natural isomorphism of RG-
modules RV ∼= (C∗C2 ⊗C V )
×.
Proof. The isomorphism is written explicitly as
f : RV → (C∗C2 ⊗C V )
×
, f(v) = ((e, 1) + (e,−1))⊗ v
and its inverse is f−1((a(e, 1) + b(e,−1))⊗ v) = av. 
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Let us now contemplate Complexification.
Proposition 2.20. For a C∗(G× C2)-module V , we have a natural isomorphism
of CG-modules V ↓
C∗(G×C2)
CG
∼= (V ×)C.
Proof. The isomorphism is written explicitly as
f : V ↓
C∗(G×C2)
CG → C⊗R V
× , f(v) =
1
2
(1⊗ (v + (e,−1)v)− i⊗ (iv + (e,−1)iv))
and its inverse is f−1(a⊗ v) = av. 
Finally, we can state a corollary essentially asserting that Complexification is a
generalisation of complexification.
Corollary 2.21. For an RG-module U , we have a natural isomorphism of CG-
modules UC ∼= (C⊗R U) ↓
C∗(G×C2)
CG .
3. Antilinear Blocks
3.1. Graded Division Algebras. A C2-graded algebra F = F+ ⊕ F− is called
graded division algebra if each non-zero homogeneous element is invertible. As-
suming that F is real and finite-dimensional, we conclude that F+ ∈ {R,C,H}. It
is still possible that F− = 0 and the grading is trivial.
Proposition 3.1. All real C2-graded finite-dimensional division algebras with non-
trivial grading are summarised in table 1. The underlying grading is unique up to
an isomorphism and can be given by ι.
Proof. The table represents F as a crossed product F+♯ξ,xC2 with convenient x and
ξ chosen in the table. For consistency, we think of C as either R(i), or R(i) and of
H as R(i, j,k) where
i = i =
(
0 1
−1 0
)
∈M2(R), j =
(
0 i
i 0
)
,k =
(
i 0
0 −i
)
∈M2(C) .
Since F+ is a division algebra and F ∼= F+♯ξ,xC2 is a crossed product, F is
semisimple by Maschke Theorem for crossed products [14, Th. 0.1.]. If F is sim-
ple, then this is an application of the classification of real graded simple division
algebras [17, 4].
The remaining three non-simple examples in the table are the diagonal embed-
dings of K ∈ {R,C,H} into K ⊕ K. An arbitrary embedding π = (π1, π2) : K →֒
K⊕K is isomorphic to the diagonal embedding via the map π1 ⊕ π2.
Nothing else is possible. If F+ = R, then R ⊕ R is the only 2-dimensional
non-simple semisimple algebra.
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Table 1. Classification of real C2-graded division algebras
F+ F x x
2 ξ(a) ι F♯ι,−1C2
R R⊕ R (1,−1) 1 a (a, b) 7→ (b, a) M2(R)
R C i −1 a a 7→ a H
C C⊕ C (1,−1) 1 a (a, b) 7→ (b, a) M2(C)
C M2(R)
(
1 0
0 −1
)
1 a
(
a b
c d
)
7→
(
d −c
−b a
)
M2(R⊕ R)
C H j −1 a a 7→ −iai H⊕H
H H⊕H (1,−1) 1 a (a, b) 7→ (b, a) M2(H)
H M2(C)
(
1 0
0 −1
)
1 −kak
(
a b
c d
)
7→
(
d −c
−b a
)
M4(R)
If F+ = C, then F cannot contain R as a direct summand because the projection
would give an impossible algebra map C → R. Thus, C ⊕ C is the only possible
4-dimensional non-simple semisimple algebra.
Finally, if F+ = H, then F cannot contain R, C or M2(R) as a direct summand
because again H has no algebra maps to these algebras. Thus, H ⊕H is the only
possible 8-dimensional non-simple semisimple algebra. 
The last column of table 1 contains the algebra F♯ι,−1C2 for our future pe-
rusal. Notice how the choice of −1 affects the crossed product. For instance,
M2(C)♯ι,1C2 ∼= M2(H) and M2(R)♯ι,1C2 ∼= M2(C).
3.2. Graded Simple Algebra. Consider a finite-dimensional C2-graded simple
algebra B. “Graded simple” means that there are no non-zero proper graded ideals.
By the graded Artin-Wedderburn theorem [15, 2.10.10], B is graded algebra of
matrices over either non-trivially C2-graded or ungraded division algebra F. A
grading on the algebra of matrices is determined by an n-tuple (ǫ1, . . . ǫn) ∈ C
n
2 :
Mgrn (F)+ = {(ai,j) | ai,j ∈ Fǫiǫ−1j } , M
gr
n (F)− = {(ai,j) | ai,j ∈ F−ǫiǫ−1j } .
Lemma 3.2. Suppose that the algebra F is graded with F− = F+x for an invertible
x. Then Mgrn (F)+
∼= Mn(F+).
Proof. Without loss of generality, ǫ1 = . . . = ǫm = −1 and ǫm+1 = . . . = ǫn = 1
for some m. Then Mgrn (F)+ consists of the matrices of the form (
A Bx
Cx D ) where all
blocks have coefficients in F+. Define the automorphism ξ by ξ(a) = xax
−1). The
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explicit formula
Mn(F)+ → Mn(F+),
(
A Bx
Cx D
)
7→
(
A B
ξ(C)x2 ξ(D)
)
yields the required isomorphism. 
Suppose that B is a real graded matrix algebra over a real non-trivially C2-graded
division algebra. Clearly, we have an isomorphism of extensions
(11) B+ ≤ B ≤ B♯ι,−1C2 ∼= Mn
(
F+ ≤ F ≤ F♯ι,−1C2
)
where F+ ≤ F occupies one of the rows in table 1.
Now suppose that B is a real graded matrix algebra over an ungraded division
algebra with an invertible odd element. In particular, B = Mn(F), F ∈ {R,C,H}.
Any scalar matrix aId, a ∈ F is fixed by the grading automorphism ι. By Noether-
Skolem Theorem, the grading automorphism ι is a conjugation by A ∈ Mn(F).
Using Jordan forms (cf. [12] for Jordan forms of quaternionic matrices), without
loss of generality, A is a diagonal matrix with a series of −1 followed by a series of
1. It follows that
Mgrn (F)+ =
(
∗ 0
0 ∗
)
, Mgrn (F)− =
(
0 ∗
∗ 0
)
.
Since, by assumption, Mgrn (F)− has an invertible element, it follows that n = 2k
and all blocks are of size k × k. The following lemmas are immediate.
Lemma 3.3. Mgrn (F)+
∼= Mk(F⊕ F).
Lemma 3.4. Mgrn (F)♯C2
∼= Mk(M2(F♯C2)) ∼= Mk(M2(
F[̟]
(1+̟2)
)).
The quotient algebra F[̟]
(1+̟2)
is just the tensor product F⊗R C. It follows that,
similarly to (11), we have an isomorphism of extensions
(12) B+ ≤ B ≤ B♯ι,−1C2 ∼=

Mk
(
R⊕ R ≤ M2(R) ≤M2(C)
)
if F = R ,
Mk
(
C⊕ C ≤ M2(C) ≤M2(C⊕ C)
)
if F = C ,
Mk
(
H⊕H ≤ M2(H) ≤M4(C)
)
if F = H .
3.3. Structure of an A-block. The algebra C∗Ĝ is graded (see (5)). By the
graded Artin-Wedderburn theorem [15, 2.10.10], the algebra is represented as
RĜ = ⊕kM
gr
n(k)(F
k) ,
a direct sum of C2-graded matrices over graded division algebras F
k. Recall that
the graded matrices are simply matrices but there are different ways of equipping
them with grading.
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Lemma 3.5. For each k the componentMgrn(k)(F
k)− contains an invertible element.
Proof. If w ∈ Ĝ \G, then wIdMgr
n(k)
(Fk) is such an element. 
Let us examine the four algebras in (6). The conjugation by w defines an
automorphism ξ of all four algebras (cf. (3)). Let e ∈ RG be a primitive central
idempotent. Since w2 ∈ G, ξ2 is an inner automorphism of RG and ξ2(e) = e.
There are two cases to consider:
• unsplit case: ξ(e) = e so that f := e is central in C∗Ĝ,
• split case: ξ(e) 6= e so that f := e + ξ(e) is central in C∗Ĝ.
Notice that in the split case we 6= ew, so e is not central already in RĜ. By an
antilinear block (or simply A-block) we understand the square, obtained from (6)
by the central idempotent f :
(13)
A := fRG C := fCG
B := fRĜ D := fC∗Ĝ
The algebra eRG is simple, hence, eRG ∼= Mn(Fa), where Fa ∈ {R,C,H}. De-
pending on Fa, we will refer to real, complex or quaternion A-block. The algebra
C is always complex. The scalars in B and D are denoted Fb and Fd. By Sa (Sb, Sc
or Sd) we denote a simple module over A (B, C or D). A possible second simple
module is denoted by S ′a 6
∼= Sa. Note that Fa ∼= EndA Sa ∼= EndA S
′
a. Ditto for b,
c, d.
Theorem 3.6. There are 10 possible structures of the A-block. They are sum-
marised in table 2 (including the numbers of distinct simple module for each algebra
and a small example of a graded group and its irreducible complex representation).
The induction and restriction functors within each A-block are in table 3.
Proof. Notice that ι(e) = e, ι(w) = −w and ι(f) = f . It follows that B is C2-
graded with B+ = A. Moreover, the element fw ∈ B− is invertible (cf. Lemma 3.5)
so that
B ∼= A♯ξ,fw2C2 .
Let us prove that an A-block B is graded simple. Suppose not. Then A is not
simple either, thus A =Mn(F)⊕Mn(F). Moreover, B = hB⊕(1−h)B for a central
idempotent h 6= 1 and hB is a graded simple algebra with (hB)− = hB− 6= 0.
The map θ : A → B → hB is a homomorphism of graded algebras. Thus, its
image is in (hB)+ = hB+, whose dimension is small: dimR hB+ < dimR B+ =
dimRA. Hence, θ is not injective and its kernel is one of the direct summands of
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Table 2. Possible A-block structures
Fa Fb Fd |A
∨| |B∨| |C∨| |D∨| G ≤ Ĝ Sc
I R R R 1 2 1 1 C1 ≤ C2 Ctr
II R C H 1 1 1 1 C2 ≤ C4 Csn
III R R C 2 1 2 1 K4 ≤ D8 C+
IV C C C 1 2 2 1 C3 ≤ C6 Cw
V C R R 1 1 2 2 C3 ≤ D6 Cw
VI C H H 1 1 2 2 C4 ≤ Q8 Ci
VII C C C 2 1 4 2 C8 ≤ C8 ⋊ C2 Cα
VIII H H H 1 2 1 1 Q8 ≤ Q8 × C2 C
2
IX H C R 1 1 1 1 Q8 ≤ Q8 ⋊ C2 C
2
X H H C 2 1 2 1 Q8 × C2 ≤ G
8
32 C
2
Table 3. Induction and restriction within an A-block
Sa ↑
B Sb ↓A Sb↑
D Sd↓B Sa↑
C Sc ↓A Sc ↑
D Sd ↓C
I Sb ⊕ S
′
b Sa Sd Sb ⊕ S
′
b Sc 2Sa 2Sd Sc
II Sb 2Sa Sd 2Sb Sc 2Sa Sd 2Sc
III Sb Sa ⊕ S
′
a Sd 2Sb Sc 2Sa Sd Sc ⊕ S
′
c
IV Sb ⊕ S
′
b Sa Sd Sb ⊕ S
′
b Sc ⊕ S
′
c Sa Sd Sc ⊕ S
′
c
V 2Sb Sa Sd ⊕ S
′
d Sb Sc ⊕ S
′
c Sa 2Sd Sc
VI Sb 2Sa Sd ⊕ S
′
d Sb Sc ⊕ S
′
c Sa Sd 2Sc
VII Sb Sa ⊕ S
′
a Sd ⊕ S
′
d Sb Sc ⊕ S
′
c Sa Sd Sc ⊕ S
′
c
VIII Sb ⊕ S
′
b Sa Sd Sb ⊕ S
′
b 2Sc Sa Sd 2Sc
IX 2Sb Sa 2Sd Sb 2Sc Sa 2Sd Sc
X Sb Sa ⊕ S
′
a 2Sd Sb 2Sc Sa Sd Sc ⊕ S
′
C
A, without loss of generality, ξ(e)A. It follows ξ(e)h = 0 and eA ≤ hB and e = h.
Similarly, ξ(e)A ≤ (1 − h)B and ξ(e) = 1 − h. This is a contradiction with the
existence of non-zero element hw ∈ B:
(hw)(1−h) = (h−h2)w = 0 but (hw)(1−h) = ewξ(e) = eξ2(e)w = ew = hw 6= 0.
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Since B is graded simple with an invertible odd element, we can apply the results
of Section 3.2. Such analysis of the possible cases constitutes the rest of the proof.
To show that a particular case is possible, it suffices to find a graded group G ≤ Ĝ
with a homomorphism ρ : Ĝ→ B such that ρ(Ĝ) R-spans B and ρ(G) R-spans A.
The computation of D is immediate from the two formulas
(14) D ∼= C♯ι,−1C2 and M
gr
n (F)♯ι,−1C2
∼= Mn(F♯ι,−1C2)
and the last column of table 1. The first isomorphism, given by ̟ 7→ i, is similar
to (4). It works since D is generated by B and i. The second isomorphism is given
by the obvious formulas (ai,j) 7→ (ai,j) and (ai,j)̟ 7→ (ai,j̟).
Unsplit Real A-block. It is clear that in this case
(15) Fa = R, Sa = R
n, A = Mn(R), Sc = C
n, C =Mn(C) .
Consider a proper graded ideal I = I+ ⊕ I− of B. Since B+ = A is simple,
I+ = 0. Since fw is invertible and fwI− ⊆ I+, I− = 0. Hence, B is graded simple
and the results of section 3.2 are applicable. In particular, we just need to apply
formula (11) to F+ ≤ F occupying one of the top two rows in table 1. This yields
the following two possibilities. Notice that the roman numeral of each possibility
corresponds to the row numbers in tables 2 and 3.
(I) Fb = R, so that Sb = R
n, B = Mn(R) ⊕Mn(R), Sd = R
2n, D = M2n(R).
The trivial representation of C1 ≤ C2 yields such A-block with n = 1.
(II) Fb = C, so that Sb = C
n, B = Mn(C), Sd = H
n, D = Mn(H). The sign
representation of C2 ≤ C4 yields such A-block with n = 1.
Split Real A-block. It is clear that in this case
(16) Fa = R, Sa = R
n, A =Mn(R⊕ R), Sc = C
n, C =Mn(C⊕ C) .
Since B is graded simple, the only possibility comes from (12), where we replace k
with n for consistency:
(III) Fb = R, so that Sb = R
2n, B = M2n(R), Sd = C
2n, D = M2n(C). If C
2 is
the irreducible representation of D4, then C
2 ↓K4= C+ ⊕ C− and C+ is a
representation of K4 ≤ D4, which yields such A-block with n = 1.
Unsplit Complex A-block. It is clear that in this case
(17) Fa = C, Sa = C
n, A =Mn(C), Sc = C
n, C =Mn(C⊕ C) .
It remains to apply formula (11) to F+ ≤ F occupying one of the three middle
rows in table 1. This yields the following three possibilities.
(IV) Fb = C, so that Sb = C
n, B = Mn(C) ⊕Mn(C), Sd = C
2n, D = M2n(C).
The non-trivial representation Cw, w = e
2πi/3 of C3 ≤ C6 yields such A-
block with n = 1.
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(V) Fb = R, so that Sb = R
2n, B = M2n(R), Sd = C
2n, D = M2n(C). The
non-trivial representation Cw of C3 ≤ D6 yields such A-block with n = 1.
(VI) Fb = H, so that Sb = H
n, B = Mn(H), Sd = H
n, D = Mn(H ⊕ H). The
faithful representation Ci of C4 ≤ C8 yields such A-block with n = 1.
Split Complex A-block. It is clear that in this case
(18) Fa = C, Sa = C
n, A =Mn(C⊕ C), Sc = C
n, C =Mn(C⊕ C⊕ C⊕ C) .
Since B is graded simple, the only possibility comes from (12), where we replace k
with n for consistency:
(VII) Fb = C, so that Sb = C
2n, B = M2n(C), Sd = C
2n, D = M2n(C ⊕ C).
The faithful representation Cα, α = e
πi/4 of C8 ≤ C8 ⋊ C2 yields such A-
block with n = 1. The semidirect product is given by the automorphism
ϕ(x) = x5 of C8. It is also known as the modular group of order 16 or G
6
16
in the list of small groups.
Unsplit Quaternionic A-block. It is clear that in this case
(19) Fa = H, Sa = H
n, A =Mn(H), Sc = C
2n, C =M2n(C) .
It remains to apply formula (11) to F+ ≤ F occupying one of the two bottom rows
in table 1. This yields the following two possibilites.
(VIII) Fb = H, so that Sb = H
n, B = Mn(H) ⊕Mn(H), Sd = H
2n, D = M2n(H).
The faithful representation C2 of Q8 ≤ Q8 × C2 yields such A-block with
n = 1. The direct product is also known as the Hamiltonian group of order
16 or G1216 in the list of small groups.
(IX) Fb = C, so that Sb = C
2n, B = M2n(C), Sd = R
4n, D = M4n(R). The
faithful representation C2 of Q8 ≤ Q8⋊C2 yields such A-block with n = 1.
The semidirect product is also known as the Pauli group or G1316 in the list
of small groups.
Split Quaternionic A-block. It is clear that in this case
(20) Fa = H, Sa = H
n, A = Mn(H⊕H), Sc = C
2n, C = M2n(C⊕ C) .
Since B is graded simple, the only possibility comes from (12), where we replace k
with n for consistency:
• (X) Fb = H, so that Sb = H
2n, B = M2n(H), Sd = H
2n, D = M2n(H ⊕
H). The representation C2 of Q8 ≤ Q8 ⋊ G
8
32, coming from the faithful
representation of Q8, yields such A-block with n = 1.

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4. Frobenius-Schur Indicator
By FC and FR we denote the Frobenius-Schur indicators of complex and real
representations of G respectively. Similarly F̂C and F̂R will be the Frobenius-Schur
indicators of Ĝ.
Let χ be a character of a complex representation V of G. We define the
Real Frobenius-Schur indicator of χ or V as
F(V ) = F(χ) :=
1
|G|
∑
z∈Ĝ\G
χ(z2).
Notice that for the standard Real structure F = FC.
Proposition 4.1. For a CG-module V , F(V ) = 1
2
F̂R(V ↓
CG
RG ↑
RĜ
RG)− FC(V ).
Proof. Notice that
∑
g χ(g
2) =
∑
g χ(wg
2w−1) =
∑
g χ(g
2), and, hence,
F̂R(V ↓
CG
RG ↑
RĜ
RG) =
4∣∣∣Ĝ∣∣∣
∑
g∈Ĝ
χ(g2),
because the character of V ↓CG
RG ↑
RĜ
RG is χ+ χ+w · χ+w · χ. Therefore
F(V ) =
2∣∣∣Ĝ∣∣∣
∑
g∈Ĝ
χ(g2)−
1
|G|
∑
g∈G
χ(g2) =
1
2
F̂R(V ↓
CG
RG ↑
RĜ
RG)−FC(V ). 
Theorem 4.2. Let χ be the character of a simple CG-module V . If W is a simple
C∗Ĝ-module in the same A-block as V , then
F(χ) =
 1 if W is of type R,0 if W is of type C,−1 if W is of type H.
Proof. Using the above, F returns these values for the 10 cases described in 3.6,
as shown in the following table. The type of W is the division algebra Fd.
I II III IV V VI VII VIII IX X
Fd R H C C R H C H R C
F̂R(V ↓ ↑) 4 0 2 0 2 −2 0 −4 0 −2
FC(V ) 1 1 1 0 0 0 0 −1 −1 −1
F(V ) 1 −1 0 0 1 −1 0 −1 1 0

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Although this theorem generalises the classical result to the Real setting, the
original classical result is part of the proof. The proof also suggests that the A-
type of V should be the structure of the corresponding A-block. Thus, the A-type
should be a roman numeral, I to X.
Corollary 4.3. The pair of Frobenius-Schur indicators (FC(V ),F(V )) nearly dis-
tinguish the A-type of V : it distinguishes eight types and a group of two remaining
types (IV and VII).
5. Properties of A-Characters
5.1. Homomorphisms and Inner Products. LetW ,W1,W2 be A-representations.
The invariants W Ĝ = {w ∈ W | gw = w for all g ∈ Ĝ} do not generally form an
A-subrepresentation, only an RĜ-submodule of dimension
dimRW
Ĝ =
1∣∣∣Ĝ∣∣∣
∑
g∈Ĝ
ψ(g) = 〈ψ, 1〉 ,
where ψ is the real character ofW . By definition, HomC(W1,W2)
Ĝ = HomA(W1,W2).
Theorem 5.1. If W1, W2 are A-representations with A-characters χ1, χ2, then
dimRHomA(W1,W2) = 〈χ1, χ2〉,
where 〈·, ·〉 is the inner product of class functions on G.
Proof. Let χU be the A-character of U := HomC(W1,W2), ψU the character of U
as an RĜ-module. Then
ψU(g) =
{
χU(g) + χU(g) if g ∈ G,
0 if g 6∈ G,
as in the matrix form of restriction, the trace is 0 outside of G. Thus,
dimRHomA(W1,W2) = dimRHomC(W1,W2)
Ĝ
=
1∣∣∣Ĝ∣∣∣
∑
g∈Ĝ
ψU (g) =
1
2 |G|
∑
g∈G
χU(g) + χU(g)
=
1
2 |G|
∑
g∈G
χ1(g)χ2(g) + χ1(g)χ2(g)
=
1
2
(〈χ1, χ2〉+ 〈χ2, χ1〉) = 〈χ1, χ2〉.
Notice that the last equality holds because χ1 and χ2 are characters and, hence,
〈χ1, χ2〉 is a non-negative integer. 
REAL REPRESENTATIONS OF C2-GRADED GROUPS: THE ANTILINEAR THEORY 23
Let Sj, j = 1, . . . , n be a complete set of non-isomorphic irreducible A-representations,
mj = dimR EndA(Sj), χj = χSj . By Corollary 2.10, the A-characters Sj are dis-
tinct but we can say more now. Consider C∗Ĝ ∼= ⊕jS
bj
j as a left module over itself,
with the regular A-character χR.
Corollary 5.2. Let W = ⊕jS
aj
j be a decomposition of an A-representation W into
irreducible A-subrepresentations. The following statements hold.
(i) χj, j = 1, . . . , n are orthogonal with respect to 〈·, ·〉,
(ii) 〈χj, χW 〉 = ajmj,
(iii) 〈χW , χW 〉 =
∑
j a
2
jmj,
(iv) 〈χj, χR〉 = 2dimC Sj,
(v) bj =
2 dimC Sj
mj
,
(vi) |G| =
∑
j
1
mj
(dimC Sj)
2.
5.2. Complexification and Realification Revisited. The following proposi-
tion follows from computation of the R-dimensions in the Frobenius reciprocity
(Proposition 2.6). By χ· we denote the corresponding complex or A-character.
By ψ· we denote the corresponding real character. We also skip subscripts and
superscripts at arrows if they are unambiguous.
Proposition 5.3. Let V be a CG-module, W a C∗Ĝ-module, X a RĜ-module.
The following statements hold.
(i) 〈χV ↑ , χW 〉 = 2〈χV , χW ↓
CG
〉, in particular, 〈χV ↑, χV ↑〉 = 2(〈χV , χV 〉+〈χV , χw·V 〉).
(ii) 〈χX ↑ , χW 〉 = 〈ψX , ψW ↓
RG
〉, in particular, 〈χX ↑, χX ↑〉 = 〈ψX , ψX〉+〈ψX , ψX⊗π〉.
The next theorem is an important clarification of the structure of an A-block,
fusing together Theorems 2.13 and 3.6. It clarifies the aspects of an A-block,
controlled by the Real Frobenius-Schur indicator. It also generalises a well-known
result in the classical real theory (cf. [13]).
Theorem 5.4. Let W be an irreducible A-representation, V an irreducible sub-
representation of W ↓ = W ↓C∗ĜCG . Let V ↑ = V ↑
C∗Ĝ
CG , w a fixed odd element. Then
W and V are as in one of the columns of table 4.
Proof. If EndA(W ) ∼= R, then 〈χW , χW 〉 = 1, so W ↓ is simple, thus W ↓ = V
and V is realisable. By 2.9, we have that W ⊕W ∼= W ↓ ↑ ∼= V ↑. Furthermore,
W ↓ ⊕W ↓ ∼= V ↑ ↓ ∼= V ⊕w · V by 2.8, hence V ∼= w · V .
If EndA(W ) ∼= C, then 〈χW , χW 〉 = 2. So W ↓ ∼= V ⊕ U , where U is simple,
and W ⊕W ∼= W ↓ ↑ ∼= V ↑ ⊕U ↑. W is simple, so W ∼= V ↑. Therefore, W ↓ ∼=
V ↑ ↓ ∼= V ⊕w · V , and W ↓ is the sum of two simple modules, thus V 6∼= w · V .
If EndA(W ) ∼= H, then 〈χW , χW 〉 = 4. If W ↓ was the sum of four non-
isomorphic simple modules, then H ∼= EndA(W ) ≤ EndCGW ↓ ∼= C
4, contra-
dicting commutativity. Thus EndCGW ↓ ∼= M2(C), so W ↓ ∼= V ⊕ V . Therefore,
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Table 4. The three types of A-representation
EndA(W ) R C H
EndCG(W ) C C× C M2(C)
W ↓ V V ⊕w · V V ⊕ V
V ↑ W ⊕W W W
dimCW n 2n 2n
dimC V n n n
V ∼= w · V ? Yes No Yes
V Realisable? Yes No No
∃w-invariant bilinear form? Yes (w-sym.) No Yes (w-alt.)
F(V ) 1 0 −1
V ⊕V ∼= W ↓ ∼= ↓ V ↑ ∼= V ⊕w ·V , so V ∼= w ·V , andW⊕W ∼= W ↓ ↑ ∼= V ↑ ⊕V ↑,
thus W ∼= V ↑.
If the last two columns were realisable, V = U ↓ for some U . Then W ∼= V ↑ ∼=
U ↓ ↑ = U ⊕ U , which cannot happen as W is simple. The final two rows follow
from 2.13 and 4.2 respectively. 
The next corollary sheds light on the origin of irreducible A-representations.
Corollary 5.5. Every simple C∗Ĝ-module W occurs in V ↑ for some simple CG-
module V . This V is unique if and only if EndRW 6= C. If EndRW = C, then W
occurs twice as V ↑ and (w · V ) ↑.
Corollary 5.5 allows us to derive the A-character table from the complex char-
acter table. Go through the irreducible characters χ of G. If F(χ) = 1, χ is
an irreducible A-character. If F(χ) = −1, 2χ is an irreducible A-character. If
F(χ) = 0, then χ +w · χ is an irreducible A-character. This yields all irreducible
A-characters, once for F(χ) 6= 0, and twice for F(χ) = 0.
The table gives a second proof of Theorem 2.5, which we find instructive:
Second proof of 2.5. Let r, s, t be the number of irreducible A-representations of
type R,C,H respectively, so dimR Z(C∗Ĝ) = r + 2s + t. Each irreducible A-
representation with endomorphism ring H or R comes from one irreducible complex
representation, and those with endomorphism ring C come from two. So the
number of complex irreducible representations is also equal to r + 2s+ t. 
5.3. The A-character Table is Square. This has been proved by Noohi and
Young [16, Cor. 13.2]:
Theorem 5.6. #(Irreducible A-Representations) = #(Real Conjugacy Classes).
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In order to prove this, we make use of a theorem of Brauer. Let S be the set of
irreducible complex characters of G, and C the set of conjugacy classes of G.
Proposition 5.7. [7, Thm. 11.9] Let A be a group which acts on both C and S in
such a way that α(χ)α(C) = χC for all χ ∈ S, α ∈ A, C ∈ C, where χC = χ(g) for
g ∈ C. Then each element of A fixes the same number of irreducible characters of
G as conjugacy classes.
Lemma 5.8. #(Conjugacy Classes of G with ((g)) = (g)G) = #(Irreducible A-
representations of type R or H).
Proof. Let Ĝ act on S by z(χ) := z · π(z)χ. Now an odd w fixes χ if and only if
χ = w−1 ·χ which happens if and only if χ is not of complex type, as given in 5.4.
Let Ĝ act on C by z((g)G) = (zg
π(z)z−1)G. Then χ is fixed by an odd w if and
only if there is some h ∈ G with h−1gh = wg−1w−1, and this happens if and
only if some odd element z = hw has gz = zg−1. Then by the criterion for Real
conjugacy class splitting given in cases B1, B2 after 1.3, this is the case if and
only if ((g)) = (g)G. Then for g ∈ C ∈ C, we have z(χ)z(C) = z(χ)(zg
π(z)z−1) =
χ(z2gπ(z)
2
z−2) = χ(g) = χC . Therefore, by 5.7 above, we have the result. 
Corollary 5.9. #(Irreducible A-Representations of type C) = #(Conjugacy Classes)−
#(Real Conjugacy Classes).
Proof. The difference on the right is the number of pairs of conjugacy classes of G
which join together to form a Real conjugacy class. By Lemma 5.8, this is twice
the number of irreducible characters of G of complex type. This is the left hand
side by Corollary 5.5. 
Proof of 5.6. By 2.5, # (Conjugacy Classes) = r + 2s + t, so by 5.9, # (Real
Conjugacy Classes) = # (Conjugacy Classes) − #(Irreducible A-Representations
of type C) = (r+ 2s+ t)− s = r + s+ t = #(Irreducible A-Representations). 
We now list some immediate consequences.
Corollary 5.10. Irreducible A-characters form a basis of the C-vector space of
Real class functions.
Corollary 5.11 (Column Orthogonality). Let χ1, . . . , χn be irreducible A-characters,
g1, . . . , gn ∈ G representatives of Real conjugacy classes. If CĜ(g) is the Real sta-
biliser (Section 1.3), then∣∣CĜ(gs)∣∣
2
δrs =
n∑
j=1
1
mj
χj(gr)χj(gs).
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5.4. More Results on Irreducible A-representations. Let us state more con-
sequences of Theorem 5.4.
Corollary 5.12. The endomorphism ring of an irreducible A-representation is R
if and only if the underlying CG-module is simple. In particular, all 1-dimensional
A-representations have endomorphism ring R.
Corollary 5.13. IfW is an irreducible A-representation with EndA(W ) 6∼= R, then
dimCW is even.
Proposition 5.14. The central primitive idempotent of C∗Ĝ corresponding to the
irreducible A-character χj is
ej =
χj(e)
mj |G|
∑
g∈G
χj(g
−1)g.
Proof. We know from 2.3 that ej is a C-linear combination of g ∈ G. Hence,
ej =
∑
g∈G agg. The regular representation C∗Ĝ has character
χR(g) =
{
2 |G| if g = e,
0 if g 6= e,
so that χR(ejg
−1) = χR(age) = 2 |G| ag for all g ∈ G. IfWj is the A-representation
that affords the A-character χj , then
χR(ejg
−1) =
∑
k
2 dimCWk
mk
χk(ejg
−1) =
2 dimCWj
mj
χj(ejg
−1) =
2χj(e)
mj
χj(g
−1),
since ej acts as the identity on Wj and as 0 on Wk for j 6= k. 
If χj is of type R or H, then ej is a central primitive idempotent of CG. If χj of
complex type, ej is the sum of two primitive central idempotents of CG.
Corollary 5.15. If, as R-algebras,
C∗Ĝ ∼=
r∏
i=1
Mai(R)×
s∏
j=1
Mbj (C)×
t∏
k=1
Mck(H),
then, as C-algebras,
CG ∼=
r∏
i=1
Mai
2
(C)×
s∏
j=1
(
M bj
2
(C)×M bj
2
(C)
)
×
t∏
k=1
Mck(C).
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5.5. Applications of Frobenius-Schur Indicator. The results of this section
all are consequences of Theorem 4.2. Let us introduce another version of Frobenius-
Schur indicator, applicable to A-characters. Let W be an A-representation with
A-character χ = χW . Define FA(W ) = FA(χ) := F(χW ↓C∗Ĝ
CG
) = F(χ).
Proposition 5.16. If W is an irreducible A-representation, then
FA(W ) =
 1 if W is of type R,0 if W is of type C,−2 if W is of type H.
Proof. This follows immediately from Theorems 4.2 and 5.4. 
This leads to a character theoretic criterion of irreducibility.
Proposition 5.17. An A-representation with A-character χ is simple if and only
if 〈χ, χ〉+ FA(χ) = 2.
Proof. Decompose W into irreducible A-representations: W ∼= ⊕jS
aj
j . Then
〈χ, χ〉+ FA(W ) =
∑
j
a2jmj +
∑
j
FA(Sj) =
∑
j
(a2jmj + FA(Sj)).
Consider the term a2jmj + FA(Sj):
• If EndA(Sj) ∼= R, a
2
jmj + FA(Sj) = a
2
j + 1 ≥ 2.
• If EndA(Sj) ∼= C, a
2
jmj + FA(Sj) = 2a
2
j ≥ 2.
• If EndA(Sj) ∼= H, a
2
jmj + FA(Sj) = 4a
2
j − 2 ≥ 2.
Therefore, all these terms are positive and at least 2. The sum is 2 if and only if
it contains the single term a21m1 + FA(S1) with a1 = 1. 
Let χ1, . . . , χn be all distinct irreducible complex characters of G.
Proposition 5.18. Define r : G→ N by r(h) =
∣∣∣{z ∈ Ĝ \G | z2 = h}∣∣∣. Then
r(h) =
n∑
j=1
F(χj)χj(h) .
Proof. Since r : G→ N is a class function, r =
∑
j ajχj for some aj ∈ C. Then
aj = 〈χj, r〉 =
1
|G|
∑
h∈G
#{z ∈ Ĝ \G | z2 = h}χj(h)
=
1
|G|
∑
h∈G
∑
z∈Ĝ\G
z2=h
χj(z
2) =
1
|G|
∑
z∈Ĝ\G
χj(z
2) = F(χj). 
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Corollary 5.19. r(e) =
∣∣∣{z ∈ Ĝ \G | z2 = e}∣∣∣ =∑nj=1F(χj) dimC(χj).
Corollary 5.20. If G has no A-representations of type H, then r : G→ N attains
its maximum value at the identity.
Proof. Let g ∈ G. Using the facts that r(g) ∈ R≥0 and F(χj) ≥ 0,
r(g) =
∣∣∣∣∣∣
∑
j : F(χj)=1
χj(g)
∣∣∣∣∣∣ ≤
∑
j : F(χj)=1
|χj(g)| ≤
∑
j : F(χj)=1
|χj(e)| = r(e). 
5.6. The Classical and the Split Cases. For the standard Real structure, we
can choose w = (e,−1) as a fixed odd element. Since w is central, V ∼= w · V if
and only if V ∼= V . Furthermore, w-invariant bilinear form is simply a G-invariant
bilinear form (see (8)). Moreover, w-alternating/w-symmetric (cf. Theorem 2.13)
are simply alternating/symmetric respectively because w2 = (e, 1). The results of
this section fully generalise the classical theory (cf. [8, Ch. 9] or [13, Appendix]).
For a split Real structure, we can choose a fixed odd element w with w2 = e.
In particular, w-alternating/w-symmetric are still simply alternating/symmetric.
However, w is no longer central, so the forms are no longer G-invariant. This
illustrates briefly the difficulties of going from the classical case to the split case,
and then to the general case.
6. The Real Structure An ≤ Sn
Throughout this section, let G ≤ Ĝ be a C2-graded group with all simple RĜ
modules of type R. This is called a totally orthogonal Real structure. This ensures
that all conjugacy classes of Ĝ are self-inverse and we can use Proposition 1.4:
Corollary 6.1. If g ∈ G, then ((g)) =
{
(g)G if (g)G is not self-inverse,
(g)Ĝ if (g)G is self-inverse.
The symmetric Real structure on An is totally orthogonal. Moreover, we can
say precisely which conjugacy classes in An are self-inverse.
Lemma 6.2. Let g ∈ An have disjoint cycle decomposition with cycle lengths
r1, ..., rk. The following statements are equivalent:
(i) the class (g)An is not self-inverse,
(ii) the rj are distinct, each odd and
∑k
j=1
rj−1
2
is odd,
(iii) the rj are distinct, each odd, and the number of the rj, congruent to 3
mod 4 is odd.
Proof. Let (g)An be a self-inverse class. If h ∈ An with hgh
−1 = g−1, then each
of the distinct cycles of odd length ri of g must be conjugate to its inverse by h,
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hence h is a product of
∑k
i=1
ri−1
2
transpositions, so this quantity must be even.
Conversely for g with such a cycle type, define h as above with hgh−1 = g−1. 
Since all RĜ-modules are of type R, the only possible A-block structures (cf.
3.6) are types I, III or V. The next lemma follows.
Lemma 6.3. If G ≤ Ĝ is totally orthogonal, then neither C∗Ĝ, nor RG has any
simple module of type H.
For An ≤ Sn, not only this recovers the classical result that RAn has no simple
modules of quaternionic type but also shows that C∗Sn has no simple modules of
quaternionic type.
Given an irreducible complex representation V of G, consider the four represen-
tations V , V , w · V and w · V . In type I, (FC(V ),F(V )) = (1, 1) and all four are
isomorphic. In type III, (FC(V ),F(V )) = (1, 0) and V ∼= V 6∼= w · V ∼= w · V . In
type V, (FC(V ),F(V )) = (0, 1) and V ∼= w · V 6∼= V ∼= w · V .
It is well-known that RAn does not have a simple module of type C if and only
if n ∈ {2, 5, 6, 10, 14} [6, Cor. 4.9]. We can understand this for C∗Sn now.
Proposition 6.4. An ≤ Sn has no irreducible A-representation of complex type if
and only if n ∈ {2, 3, 4, 7, 8, 12}.
Proof. By Corollary 5.9, existence an irreducible A-representation of type C is
equivalent to existence of a partition of n of distinct odd lengths rj, where the
number of rj ≡ 3 mod 4 is even. For n ≤ 12 one can list the partitions, and such
a partition can be found for all n ≥ 13 by considering the cases of n mod 4. 
We finish the paper by joining together the analysis of the possible A-blocks in
the totally orthogonal case with Proposition 5.18. Pick an element g ∈ G. Using
the notation of Proposition 5.18, the number of elements of Ĝ \ G squaring to g
minus the number of elements of G squaring to g is given by:
n∑
j=1
F(χj)χj(g)−
n∑
j=1
FC(χj)χj(g) =
∑
j : χj=χj
χ(g)−
∑
J : w·χj=χj
χj(g).(21)
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