Introduction
Linear matrix equations play a very important role in system theory. In this paper we undertake the study of linear matrix equations which take the form s t This paper has been inspired by an important paper by Kalman [2] . Kalman's concern was the characterization of polynomials whose zeros lie in certain algebraic domains (and the unification of the ideas of Hermite and Lyapunov).
In this paper we show that the same ideas lead to finite algorithms for the solution of linear matrix equations of the form given above. The Analysis in terms of a module structure on matrices presented here is believed to be new.
In a subsequent paper we shall investigate the implications of these ideas on stability theory.
The paper is divided into five sections. In section 2 we define the action fBA over an arbitrary commutative ring with identify and prove a Basic Since ¢2(x) and 2 (y) are monic polynomicals division is possible and as a consequence we can state;
Then g(x,y) can be written uniquely as:
g(x,y) = t(x,y) ¢ 2 (x) 9 2 (y) + P(x,Y) 2 (x) + q(x,y)4 2 (y) + r(x,y)
where:
the degree of p(x,y) in y is less than m (it may be a polynomial in x) or p(x,y) is zero, the degree of q(x,y) in x is less than n (it may be a (2.1) polynomial in y) or q(x,y) is zero, the degree of r(x,y) in y is less than m, in x less than n or r(x,y) is zero.
Proof:
Division in x by 2 where degree of r(x,y) in y is less than m and degree of r(x,y) in x is less than n or r(x,y) is zero.
Now then
This representation is unique since suppose with pi, P2' ql' q2' rl, r 2 satisfying requirements (2.1).
Suppose that a f 0. Then there exists a term on the r.h. 
MN.
It can be shown that fBA has the following properties.
i) fBA(u,M) = uM where u E E.
ii) fBA(g(x,y)+h(x,y), 2) G is invertible. g
(1) A = {(t 1 ,t 2 ) tt K}.
4)
Vg(xy) n V2(X) nV
5) The coset T+g(x,y) is a unit in F[x,y]/f.
Proof:
We will show the equivalences in the order 1) -= 2) ~ 3) 7 4)-5). 
3) 74)
If we look at what 3) says it is the following; that the polynomials g(x,y), ¢ 2 (x) and 9 2 (y) have no common roots in A 2 . But this is statement 4).
4)z?5)
Now V +g(x,y) is a unit iff there exists a Y+f(x,y) such. that 
5) l1)
Show that this is a solution to (1.1).
s t
The P so defined is the unique solution to (1.1).
Let P 1 / P 2 be two distinct solutions to (1.1)
which is a contradiction.
Therefore equation ( f(x,y) is through a constructive proof of the Hilbert-Nullstellensatz or using Resultant Theory [6] .
As will be seen in later pages of this paper for several important equations this generality is unnecessary and easier methods exist.
Remark 2
In our entire construction we have been using the ideal
Other ideals can be used. As an example the ideal What we want to do is find f(y) such that f(y)y + a(y) 2 (y) = 1. If We will now close this section by proving two propositions which make clear the method of solution we have adopted.
Let MN be the vector space of mxn matrices over the field F. Let M be the vector space of mnxl vectors over F. Then we have the obvious n -12-vector space isomorphism f: MN + M defined as: Proof:
We first show that h is well-defined. Let I + a(u) = I + b(u) (i.e.,
show that a(g(x,y)) -b(g(x,y)) = cl(x,y)'2(x) + c 2 (x,y)4 2 (y). = (g(x,y) -g(X i , )) (3, 3) i=l j=l
Now we can show that each factor g(x,y) -g(%X,4jj) can be written in the
This can be seen easily from the fact that if g(x,y) -gt x gt.
x ,+, Therefore r(g(x,y) e T and h is well defined. Now h is a ring homo-
and h('1 + 1) = V + 1.
This completes the proof of Proposition 3. In the following two sections we will be concerned with the problem of constructing the solution to several special cases of the general equation. It is of course assumed that a unique solution does exist. We also prove a stability theorem associated with the Lyapunov equation. It has also been mentioned that such an f(x,y) can be found by using Resultant Theory [6] or from a constructive proof of the Hilbert-Nullstellensatz. But in simple cases like this we need not resort to such general theory.
In carrying out computations, it may be advantageous instead of finding f(x,y) such that f(x,y)g(x,y) = kl 2 (x) + k 2 * 2 (y) + 1 to find f (x,y) such that fu (x,y)g(x,y) = kl 2 (x) + k 2 V 2 (y) + u where u is any non-zero element in F. The solution P is then given by P= (1l/u)-fA(fu (x,y)modT,Q).
We construct f (x,y) in this manner.
We do have that 
¢2(x) = h(x,y)(x+y) + h(y)
. 
T0
-e has an integer solution and we have integer polynomials n-l n-l t(x) = T n x + ... T (x) = x + ... + which satisfy e n-l e n-l 0
This means that f (x,y) in (4.3) has integer coefficients and so does f (x,y)modT, which implies that P = fBA (f (x,y)modT,Q) has integer entries.
The algorithm proceeds as follows. The algorithm is as follows:
M 6 ) Obtain P = f A(pfu(x,y)mod , Q).
M7)
Repeat steps 1-6 for a sufficient number of primes and 2 using the Chinese Remainder Theorem find P and u = -e In such cases it is advantageous to use the Modular Algorithm.
Arithmetic Complexity of the Integer Algorithm
We are concerned with the number of integer operations (addition, subtraction, multiplication, division) involved in running the Integer Algorithm when A and Q are nxn matrices, using classical operations.
Step Il: There are several methods for obtaining the Characteristic polynomial 2 2(x) of a stable matrix. Evaluating 2 (x) at n distinct points and then solving for the coefficients requires 0(n 4 ) operations.
If n is small (say n < 20), evaluating + 2 (x) at x = 1 where l2(1) = A, X = [log 1 0 A] and then at x = 10 k allows one to "read off" the coefficients of ¢ 2 (x) from a large integer. This procedure requires only 0(n 3 ) operations.
Step I2: This step can be done in 0(n 2 ) operations.
Step I3: Solving a linear set of 2n equations simultaneously is and O(n 3 ) operation.
Step I4: Performing the multiplication as T e()[T (y) P(x,y)] requires 0(n 3 ) operations.
Step I5: Obtaining f (x,y)modT involves two polynomial divisions can be done in 0(n 3 ) operations. To form fBA(f (x,y)modT,Q) we use 0(n 4 ) operations.
In the event that the matrix Q is a product of vectors Q = chc' this calculation can be done in 0(n 3 ) operations.
Step I6: It can be done in 0(n ) operations.
It can therefore be seen that the overall calculation requires 0(n 4 ) operations in general and 0(n 3 ) operations in the special cases mentioned.
Storage requirements are much harder to determine since the implementation is on a variable length word computer.
Numerical Examples
We now continue this section by giving two numerical examples.
We wish to compute 0 where x(t) is a solution to
The system modelled by (*) is of the form
where the number of blocks is finite. Example 2.
In closing this section it is interesting to observe how the ideas presented here can be used to prove stability theorems constructively.
In particular we prove Since A is a stability matrix X. + X. ~ 0 for all i,j therefore a unique solution P to the equation PA + A'P = -C'C exists.
We also have that f (x,y) mod T is positive. We can therefore write n f (x,y) mod
We know that the unique solution is given by we must have 1-X.i j 0 for all i,j. Then we must have that 2(x), 9 3 (x) are coprime. Because if they have a non-trivial factor k(x) they must also have at least one common root (i.e., X. = for at least some (i,j)).
On the other hand we also have that We are now ready to construct f(x,y). 
1-xy
Then f(x,y) = pi(x)p' (y) p(x,y).
The discrete Lyapunov equation P-A'PA = Q is a special case.
Over Integral Domains
Suppose now that we are investigating equation ( This means that G in (3.2) is invertible. We have that '(u) = det(It-Gg). 
