The problem of optimal location query in road networks is proposed in this paper. Use 
Introduction
Bichromatic reverse nearest neighbor (BRNN) search has been extensively studied as an important operator in spatial database. Let P and O be two sets of points in the same data space. Given a point pP, a BRNN query finds all the points oO whose nearest neighbor in P is p, namely, there does not exist any other point p´P such that |o, p´|<|o, p|, these points o constitute the BRNN set of p.
Three types of optimal location queries were proposed in [1] . The concept of BRNN is used to search the optimal location of a new server point [2] , namely, maximizing bichromatic reverse nearest neighbor (MaxBRNN) query. Given a set of server points P and a set of client points O, the MaxBRNN query finds the optimal region so that the size of BRNN is maximized.
The method proposed in [2] is applicable only in Euclidean space. So, we present the method of MaxBRNN query in road networks in this paper. That is to say, the distance between objects is network distance, rather than Euclidean distance.
To solve the problem of MaxBRNN query in road networks, we come up with an algorithm called FindOptLoc. Also, the concept of effective point set and boundary point are proposed. Firstly, effective point set of all single-client point set and all boundary points are found with the Dijkstra algorithm. Then, all boundary points are queried to determine the multi-client point set whose effective point set may not be empty. Based on this, the effective point set of the multi-client point set with the maximum weight sum is calculated. The optimal location set is found. Finally, two optimal strategies are proposed in order to improve efficiency.
The rest of the paper is organized as follows. Section 2 reviews related work. Section 3 gives some definitions. Section 4 describes the algorithms. Section 5 shows performance results. And Section 6 concludes the paper.
Related work
There has been a lot of work on Nearest Neighbor (NN) queries [3] [4] [5] . Conceptually, a Reverse Nearest Neighbor (RNN) query is different from a NN query; it is the inverse [6] . RNN query was first proposed by [6] . It has important applications such as decision-support, location-based services, and resource allocation. There are many ways to solve the RNN query such as the method based on precomputation [6] [7] [8] , TPL algorithm [9] , etc. What's more, a new algorithm FINCH [10] is proposed to solve the RNN query. And the method can be used for BRkNN query.
Then, some variant of RNN have appeared. For example, there are visible reverse nearest neighbor query [11] , reverse furthest neighbor query [12] , continuous reverse nearest neighbor query [13] [14] [15] [16] , reverse nearest neighbor search based on aggregate information [17] and ranked reverse nearest neighbor search [18] [19] . In addition, there are some optimal location queries based on reverse nearest neighbor.
There are three types of optimal location queries [1] [20] : (1) to find an optimal location where the minimum distance between it and the associated client points is maximum; (2) to find an optimal location where the maximum distance between it and the associated client points is minimum; (3) to find an optimal location where the number of associated client points is maximum. The first type query is to find the best location for a new obnoxious facility (rubbish dumps, chemical plants, etc.). The second and the third are to find optimal location for an attractive facility (supermarkets, convenience stores, etc.). For example, optimal location query based on min-dist is presented in [21] . Given a set of server points P, a set of client points O, and a spatial region Q, the query returns a location in Q that if a new server point is set up on this location, the average distance between all client points to their nearest server points is minimum. Another optimal location query based on min-max-min is presented in [22] , that is, to find a location to set up a new server point which is satisfied by the condition that the maximum distance between it and every oO is minimum.
This paper studies the third type. The work in [23] and [2] are closely related to ours. In [23] , to find an optimal location that attracts the most clients based on Manhattan distance. Given a set of sites S, a set of weighted objects O and a spatial region Q, the query returns a location in Q with maximum influence. The paper proposes three methods that accurately compute optimal locations. And the third method is the most practical approach. In [2] , to find an optimal location that attracts the most clients based on Euclidean distance. A concept of NLC is proposed. Given a client point o, the NLC of o is defined to be the circle centered at o with radius |o, p|, where p is the nearest neighbor of o in P. The optimal solution of the problem MaxBRNN is represented by an intersection of multiple NLCs. It transforms the optimal region search problem into an optimal vantage point search problem where the optimal vantage point can subsequently be mapped into the optimal region. The vantage points for the search are derived from the intersection points among NLCs.
Problem definitions
Suppose we have a set of server points P and a set of client points O, each client point o is a location that is associated with a weight o.w, which represents the number of clients at location o. The problem in this paper is to search a set of optimal locations in a road network. Given a set of server points P and a set of client points O, we try to find a location to set up a new server point p that can attract as many client points as possible. In this paper, suppose that the road network distance is the only factor to attract client. That is, if a new server point p´ is the nearest neighbor of client point o, p´ can attract all the people in o.
Actually, there are many reasons for people to choose the server point. Except for the distance between them, the quality of service and the price of merchandise are also the factors of attracting people. So, we set a parameter k. If the BRkNN set of server point p contains client point o, p can attract all the people in o. That is, if a new server point is the kNN of a client point, the server point can attract all the people in the client point. Users can set the vlaue of k freely. It is noticed that the value of k can not be excessive. Figure 1 shows part of the road network. There are two client points o 1 and o 2 in O, o 1 .w=500, o 2 .w=700. There are two server points p 1 and p 2 in P, p 1 is the nearest neighbor of o 1 in P, and p 2 is the nearest neighbor of o 2 in P. If a new server point p´ is set up in a location where p´ can attract all the people in o 1 and o 2 , the location will be an optimal location. The location must be satisfied that the server point set on the location will be the nearest neighbor of o 1 instead of p 1 and the nearest neighbor of o 2 instead of p 2 . In fact, since there are so many client points and server points, it is difficult to find a location to attract all client points. So, the optimal location should be a location that can attract most of the people.
Anyhow, the query is to find locations that maximize the size of BRNNs. So, it is important to denote the set of locations.
In this paper, the road network is modeled as a weighted, undirected and connected graph G(V, E). V denotes the set of all vertices in the road network, E denotes the set of all edges in the road network, n denotes the number of vertices in V, and e denotes the number of edges in E. We called the server point and the client point interest points. The interest point can be on the edge or at the vertex of a road network. If an interest point q locates on an edge, we put q into V, and divide up the edge uv into uq and qv. Each edge has a weight which denotes the road network distance or travel time.
Suppose x and y are two locations in a road network and they can be at vertex or on edge, the shortest path distance between x and y is denoted by dist(x, y).
Definition 1. (Effective Point Set (EPS)) Given a road network G(V, E)
, a client point set s and a parameter k which is less than the number of server points, a location loc at a vertex of G or on an edge of G. If a new server point will be set up at loc, for any os, and let a server point p be the kth nearest neighbor of o, we have dist(o, loc)<dist(o, p), then loc is called an effective point of s, which is denoted by EP of s. Now, if a new server point p is set up at loc, then all points in s must be the BRkNN of p.
Suppose e is an edge of G, the set of all the EPs of s on the edge e and the two endpoints of e is denoted by EP e (s). The set of all the EPs of s is called the effective point set of s, which is denoted by EPS ( 
An illustration of the concepts appears in Figure 2 . In this paper, suppose AB and BA denote the same edge AB, which has been traversed from A and B respectively. Let (o i ) uv (or (o i ) vu ) denotes the client point o i´s boundary point on edge uv (or vu), which is determined when uv (or vu) is traversed from the endpoint u (or v) of uv (or vu). Let a client point set be {o 1 The key idea of the paper is to compute the EPS of a client point set. The set that only contains one client point is called a single-client point set, and the set that contains more than one client point is called a multi-client point set.
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Computation of the EPS of a single-client point set
In order to compute the EPS of a multi-client point set, we should give the method to compute the EPS of a single-client point set firstly. Figure 3 shows the pseudocode of the FindEPS algorithm. Algorithm 1 records all the edges which are traversed based on the Dijkstra algorithm. So, the time complexity of algorithm 1 is O((n+e)logn). Figure 5 shows the pseudocode of the Refine algorithm. As an edge may be traversed from its two endpoints, the edge may be recorded at most twice. It is necessary to remove the duplicate records. The time complexity of the algorithm is O(e 2 ).
Let s be a client point set. In the following, there are three cases.
(a) AB is regarded as a part effective edge of s traversed from A and BA is regarded as a part effective edge of s traversed from B. If AB is a complete effective edge of s, AB and BA should be removed from s.P, at the same time AB or BA should be put into s.C.
(b) AB is a complete effective edge of s traversed from A and BA is a complete effective edge of s traversed from B. AB or BA should be removed from s.C.
(c) AB is a complete effective edge of s traversed from A and BA is regarded as a part effective edge of s traversed from B. BA should be removed from s.P. Figure 4 shows the pseudocode of the FindAllEps algorithm. The time complexity of the algorithm is O(n(n+e)logn+ne 2 ). The e.oset denotes the set of those single-client point set that has EP in e. For any se.oset, there must be es.P or es.C.
We describe FindAllEps using the example in Figure 2 . Suppose that k=1. (6) for each pair of edges e and e that denote the same edge in s.C //the complete effective edge (7) s.C=s.C-{e}; (8) for each edge e in s.C (9) for each edge e in s.P (10) if e and e denote the same edge (11) s.P = s.P-{e}; (12) return s; 
Computation of the EPS of a multi-client point set
If a new server point p is set up at an arbitrary location in the EPS of a client point set s, then p can attract all the people in all the client points in s. The weight of s (denoted by s.w) is the sum of the weight of every client point in s. For example, if s={o 1 , o 2 }, then s.w=o 1 .w+o 2 .w. Figure 6 shows the pseudocode of the Intersection algorithm. For calculation of the EPS of a multi-client point set, we can calculate the EPS of the client point set {o 1 , o 2 } firstly. Then, we can get the EPS of {o 1 , o 2 , o 3 } according to the EPS of {o 1 , o 2 } and {o 3 }, and so on. The time complexity of the algorithm is O(e 2 ). Figure 7 shows the pseudocode of the FindOptLoc algorithm. The point query of boundary point (lines 4-9) is used to find the client point set whose EPS may not be empty. For every client point set set in L determined by the point query of boundary point, the EPS(set) may be empty sometimes. The reason is that if EP e ({o 1 })EP e ({o 2 })Ø and EP e ({o 1 })EP e ({o 3 })Ø, we cannot make sure that EP e ({o 1 })EP e ({o 2 })EP e ({o 3 })Ø. So lines 19-20 will make the algorithm correct.
We should notice that with the point query of boundary point it needn't to compute the EPS of all the client point sets, which is the reason to save time. In addition, since we have made use of e.oset (line 6), we needn't to visit all the client points in the process of point query of boundary point.
The time complexity of lines 3-9 in the worst case is O(en 2 ). (4) for each e in s.P (5) for each e in s.C (6) if e and e denote the same edge (7) {ss.P = ss.P{e}; EP e (ss)=EP e (s)} (8) for each e in s.C (9) for each e in s.P (10) if e and e denote the same edge (11) {ss.P= ss.P{e}; EP e (ss)=EP e (s);} (12) for each e in s.P (13) for each e in s.P (14) if e and e denote the same edge and EPe(s)EPe(s)Ø (15) { ss.P = ss.P{e}; EP e (ss)=EP e (s)EP e (s);} (16) return ss (5) set= s;// set is the client point set (6) for each s in e.oset (7) if EP e (s) EP e (s)Ø set=sets; (8) L=L{set}; (9) }//for (10)result = Ø; (11) while (l > 0) { (12) remove set with the largest set.w from L; (13) if set is not empty { (14) remove o from set; (15) s={o};}//if (16) while set is not empty { (17) remove o from set; (18) s= 
The optimal strategy
According to the analysis of the algorithm above, we propose two optimal strategies. Strategy 1: performing point query of boundary point before running the Refine algorithm. Suppose there is any e{o}.P after running the Refine algorithm. Then before running the Refine algorithm, there are at most two edges e and e in {o}.P, which denotes the same edge with e. Since EP e ({o})=EP e ({o})EP e ({o}), if there exists {o} and EP e ({o})EP e ({o})Ø, then we must have EP e ({o})EP e ({o})Ø or EP e ({o})EP e ({o})Ø. So whether running the Refine algorithm before performing point query of boundary point will have the same result.
So, we can perform the point query of boundary point without refining the single-client point set firstly. After the client point set is got by performing point query, the single-client point set needed can be refined.
Strategy 2: sharing the result of the EPS of the client point set Suppose there are l client point set s 1 , s 2 , …, s l . If the intersection of m (m<=l) client point sets is not empty, and the number of the client points in the intersection is more than one, we can calculate the EPS of the intersection firstly, and then get the EPSs of the m client point sets based on it. It means that the calculation of the EPSs of the m client point sets can share the result of the EPS of the intersection.
We use a greedy algorithm. Given U={s 1 , s 2 , …, s l }, suppose that the average client point number of the l client point set is Len, and 0< θ<=1. We remove s 1 from U and put it into G 1 , so G 1 ={s 1 }.The intersection of the client point set in G 1 which is denoted by I(G 1 ) is s 1 . We calculate s 2 I(G 1 ). If there are more than one and not less than θLen client points in s 2 I(G 1 ), we remove s 2 from U and put it into G 1 , so G 1 ={s 2 }G 1 and I(G 1 )=s 2 I(G 1 ). Continue to calculate s 3 I(G 1 ), and if there are more than one and not less than θLen client points in s 3 I(G 1 ), we remove s 3 from U and put it into G 1 , so G 1 ={s 3 }G 1 and I(G 1 )=s 3 I(G 1 ), and so on. Thus, we can put all the client point set that satisfy the conditions into G 1 . Then, we deal with the remaining client point set in U with the same method until U is empty. Finally, we calculate the EPS. For every G i , if there is only one client point set, we can compute the EPS of the client point set directly, otherwise, we compute the EPS of I(G i ) firstly, and then based on it, calculate the EPS of every client point set in G i .
For 
Empirical studies

The setting for experiment
We have conducted extensive experiments to test the query performance of FindOptLoc algorithm and the two optimal strategies. The algorithm with the first optimal strategy adopted is called Opt1, the one with the second optimal strategy adopted is called Opt2, and the one with the two optimal strategies adopted is called Best-opt.
Real datasets and synthetic datasets are adopted to test the efficiency of the algorithm in the experiments.
We deployed the real datasets which are available at http://www.cs.fsu.edu/lifeifei/SpatialDataset.htm. We choose two types of datasets: building and park, where |building|=4110, and |park|=6735. We denote the client point set by building, and the server point set by park. The 10845 points are inserted into the road networks as interest points. In synthetic datasets, we assign the vertices in the road networks as client point or server point randomly. Figure 8 (b), Figure 9 (b) and Figure 10 (b) are the result that assign 1000 vertices in networks as client points and 1000 vertices as server points. In Figure 11 , the rate of client point and server point is assigned as 1:1.
The weight of each client point in both real dataset and synthetic dataset is set to one in the following experiments.
The experiments are executed on an AMD dual-core 2.21GHz PC with 1GB memory, on a Windows XP platform. The algorithms are implemented in C++.
Analysis for experimental result
According to the optimal strategy in section 4.4, Opt2 and Best-opt have to do with θ. So, we should test the influence of θ on the result of query to choose the best value firstly. Then we study the effect of k, l and cardinality of the dataset (i.e., the number of server points) in the experiments. Parameter l limits the number of the client point set whose EPS need to be calculated. So if the value of k and l are small, the time to calculate the intersection of the EPS will be short, and the optimization effect will not be obvious. To test the effect of θ on the optimal result, we set k=l=10. According to the Figure 8 , when θ>0.8 in the real dataset and θ>0.6 in the synthetic dataset, the query time goes up. So, we set θ=0.6 in the following experiments. Figure 9 (a) shows that the effect of k on the execution time of FindOptLoc, Opt1, Opt2 and Best-opt in real dataset and Figure 9 (b) in synthetic dataset. To test the effect of k, we set l=10. Figure 9 show that the execution time of the algorithm increases with the value of k. The reason is that with the increase of k, the complete effective edges and the part effective edges which are contained in the EPS of every client point set increase. So, to get the set of the optimal locations, there are more boundary points for the point query and the execution time is greater. We also can know that the execution time of the algorithm FindOptLoc is the greatest while Opt2 is greater than Opt1, and the Best-opt needs the minimal time with the same k, according to the figure. The optimization effect is more obvious with the increase of k. The optimization effect of the Opt2 is not obvious. As Opt2 aims to save the time of calculating the intersection of the EPS of the client point set, and if the EPS of the client point set is small, the time of calculating the intersection of the EPS is much shorter than the total time. It has to do with the distribution of the client point and the server point. Opt1 reduces the time of refining the client point greatly, because only the needed client points are refined. Figure 10 (a) and 10(b) show that the effect of l. We also test it with the real dataset and the synthetic dataset and we set k=10. The figures show that the execution time of the algorithms increase with the value of l and the growth slow down. As l affects on the time of calculating intersection and we need little time to calculate the intersection in our experiments, the effect of l is less obvious than k. Also, we can see that the optimal effect of Opt1 is obvious than Opt2. Figure 11 shows that the effect of the cardinality of the dataset. We test the Best-opt algorithm with the synthetic dataset, and set |O|:|P|=1:1. From Figure 11 we can see that the execution time increases with cardinality. As the number of the client points increases, the execution time of calculating the EPSs of all the single-client point sets increases. The number of the boundary points increases correspondingly and more time of the boundary point query is needed. So, the total time increases. 
Conclusions
The problem of MaxBRNN query in road networks is proposed and solved in this paper. The concept of EPS is proposed to denote the optimal locations in road networks. To address this problem, algorithm FindOptLoc is proposed. Firstly, compute the EPSs of all single-client point set. Then, point query is performed for boundary point to compute the multi-client point set. Choose the multi-client point set that has the largest weight to compute the EPSs. The result is the optimal location set. Users can limit the range of the EPS of a single-client point set by parameter k, and limit the expected number of optimal location sets by parameter l. Two optimal strategies are proposed to improve the efficiency of algorithm. The efficiency of FindOptLoc algorithm and the optimal strategies are validated by experiments. 
