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Abstract
The real exchange rate - real interest rate (RERI) relationship is central to most
open economy macroeconomic models. However, empirical support for the
relationship, especially when cointegrationbased methods are used, is rather weak.
In this paper we reinvestigate the RERI relationship using bilateral real exchange
rate data spanning the period 1978 to 1997. We first clarify the logic of applying
cointegration methods to the RERI and propose an alternative way of testing the
relationship. We demonstrate that the failure of earlier analyses to detect a
stationary real interest rate is largely due to the low power of the tests employed.
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An earlier version of this paper was presented at the February 2002 CESifo
Macroeconomic conference and we are grateful to participants for their helpful
comments.1 Introduction
Many well-known exchange rate models highlight the role of the real interest
rate diﬀerential as a key determinant of real exchange rates. For example,
sticky price models (see Dornbusch (1976) and Mussa (1984)) and optimising
models (see, for example, Grilli and Roubini (1992) and Obstfeld and Rogoﬀ
(1996)) emphasize the eﬀect of liquidity impulses on real interest rates and
consequently the real exchange rate. This relationship is often summarised
in the form of the real exchange rate - real interest rate (RERI) relationship.
However, despite its centrality to many open economy macro models, the
empirical evidence on the RERI relationship, particularly when cointegration
methods are used, has been rather mixed (this is discussed in more detail
in section 2). In this paper we revisit the RERI relationship and suggest
that the rather ambiguous extant evidence may reﬂect a failure to imple-
ment the relationship appropriately. This leads us to suggest a new way of
testing the RERI model and our results indicate that the real interest rate
diﬀerential is associated with the transitory part of the real exchange rate.
Our empirical ﬁndings are also consistent with Baxter (1994) and Edison and
Pauls (1993) who have emphasized that the link between real exchange rates
and real interest diﬀerentials is in the business cycle domain, rather than in
the low frequency domain. Our way of casting the RERI relationship into
an empirical model also oﬀers a perspective on cointegration-based studies
of the relationship and helps shed light on a number of further issues, such
as the relative volatility of the real exchange rate and the real interest rate
diﬀerential, the persistence of real exchange rates, the low power of cointe-
gration tests and the sometimes ambiguous sign of the correlation between
real exchange rates and real interest rate diﬀerentials. In our analysis we use
bilateral real exchange rates for the G7 countries. The sample period is 1978
quarter 2 to 1997, quarter 4.
The outline of the remainder of this paper is as follows. In the next section
we consider the RERI relationship in some detail and, in particular, highlight
some potential pitfalls in estimating the relationship using cointegration-
based methods. We then go on to outline how the model may be estimated
using the projections from a simple VAR model and also by using what we
refer to as a trivially cointegrated framework. In section 3 we present a set
of preliminary empirical results while in section 4 we examine the long-run
relationship between real exchange rates and the real interest diﬀerential
using a VAR-based approach. Section 5 is a concluding section.
22 The RERI relationship - some motivational
issues and a proposed testing method.
In this section we consider some empirical puzzles that arise in trying to
estimate the real interest rate parity condition. A number of studies have
attempted to test the validity of the RERI relationship by cointegrating the
real exchange rate with the real interest diﬀerential. The basic starting point
of many of these studies is the following reduced form equation:
qt = µ + ϕ( rt − r
∗
t)+wt, (1)
where qt is the real exchange rate rt − r∗
t is the real interest diﬀerential
and wt is a disturbance term. The deﬁnition of the variables entering (1)
and its derivation are considered in some detail below. Before discussing
that derivation, however, we summarise the extant empirical evidence which
exploits cointegration methods to test the RERI. Meese and Rogoﬀ (1988),
Edison and Pauls (1993), Throop (1994) and Coughlin and Koedijk (1990)
use the Engle-Granger two-step method to test for cointegration between
real exchange rates and real interest rates and are unable to reject the null
of no cointegration. Somewhat more favourable evidence is reported when
the maximum likelihood estimator of Johansen is employed (see, inter alia,
Johansen and Juselius (1992), Edison and Melick (1995), MacDonald (1997)).
Using panel cointegration methods MacDonald and Nagayasu (2000) ﬁnd
support for the RERI, while Chortareas and Driver (2001) ﬁnd no evidence
of a long-run relationship.
A d d i t i o n a l l y ,s o m es t u d i e sh a v ea d d e di na ne x t r av a r i a b l e ,d e e m e di m -
portant for systematic movements of the real exchange rate, to the cointe-
grating set (see for example Meese and Rogoﬀ (1988)) and this line of research
also appears to oﬀer mixed support for a cointegrating relationship amongst
the variables. So in sum, the evidence in favour of a cointegrating relation-
ship existing for the RERI relationship is somewhat ambiguous. Is there
a root cause for this rather ambiguous evidence? As Baxter (1994) notes,
studies which use a cointegration framework to test the RERI relationship
are misplaced: ’the real exchange rate should not be cointegrated with the real
rate diﬀerential!’1 In motivating our own tests it is useful to demonstrate
why this is the case (our discussion draws on Baxter (1994)).
The standard derivation of the RERI (see, for example, Meese and Rogoﬀ
(1988)) has as its starting point the familiar risk adjusted uncovered interest
parity condition:
1Baxter (1994), page 29.
3Et(st+1 − st)=( it − i
∗
t)+σt, (2)
where st is the log of the spot exchange rate (home currency price of a
unit of foreign exchange), it is the one period domestic interest rate, Et is
the conditional expectations operator, σt is a stationary (time-varying) risk
premium and an asterisk denotes a foreign magnitude. Assuming rational
expectations, equation (2) may be rewritten as:
st+1 − st =( it − i
∗
t)+σt +  t. (3)
where is  t is an iid random error.
The nominal exchange rate is usually thought of as an I(1)p r o c e s sa n d
it therefore follows that the left hand side variable in (3), st+1 − st, must be
I(0). Since σt +  t is stationary, by assumption, it follows that the interest
diﬀerential, it −i∗
t, must also be stationary - the domestic interest rate must
be cointegrated with the foreign interest rate. The balanced nature of this
expression, in terms of the orders of integration, is a standard feature of
arbitrage conditions and is the starting point of the cointegration testing
methods ﬁrst proposed by Campbell and Shiller (1987) for present value
models. It turns out that translating (3) into the equivalent real interest
parity condition produces a similar balance in terms of the integratedness
of the right and left hand side variables. For example, by subtracting the
expected inﬂation diﬀerential, Et(pt+1 − pt)− Et(p∗
t+1 − p∗
t), from both sides
of (3), where pt denotes the log of domestic price level, and assuming rational
expectations the following expression may be obtained:
qt+1 − qt =( rt − r
∗
t)+σt +  t+1 + ut+1, (4)
where qt = st + p∗
t − pt,rdenotes the domestic real interest rate, deﬁned as
rt = it − (Et(pt+1 − pt)), and ut+1is an iid inﬂation forecast error. Since the
two disturbance terms -  t+1 and ut+1 - and the risk premium are stationary, it
must follow, as in equation (3), that qt+1−qt and (rt−r∗
t) are integrated of the
same order. Since the real exchange rate is usually thought to be I(1), or close
to I(1), qt+1 − qt must be I(0) and therefore so too must (rt − r∗
t). However,
it follows from this that qt and (rt − r∗
t) cannot be cointegrated. Why then
have a number of researchers, such as those noted above, nevertheless tried to
cointegrate these variables? To gain insight into this we follow the derivation
in Meese and Rogoﬀ (1988) which is used in a number of the above-noted
papers to test for a cointegrating relationship between real exchange rates
and real interest rates. Meese and Rogoﬀ consider the following adjustment






qt), 0 <θ<1, (5)
where
−
qt is interpreted as the permanent component of the real exchange
rate, or the long-run equilibrium. Meese and Rogoﬀ then assume that
−
qt






On substituting (6) in (5), the following expression may be obtained:
qt = αk(Etqt+k − qt)+
−
qt, (7)
where αk ≡ 1/(θ
k − 1). Noting that αk goes to −1 as k tends to inﬁnity, we
get:
qt = qt +l i m
k→∞





On using the UIP condition at horizon k - Et(st+k − st)=( kit −k i∗
t) -
where kit represents the nominal interest rates at time t on k-period bonds
a n do ns u b t r a c t i n ge x p e c t e dk-horizon relative inﬂation rates we obtain the
k-period version of the real interest parity relationship, (4), as:
(Etqt+k − qt)=( krt −k r
∗
t), (9)
where krt =k it − (Et(pt+k − pt)). Combining (7) with (9) we then get the
reduced form equation which is the focus of the empirical studies discussed
above, namely:





By assuming the long-run equilibrium real exchange rate in (10) is constant,
we recover equation (1). Alternatively, the long-run equilibrium can be made
time-varying by assuming it is a function of variables like net foreign assets
and/ or a GDP diﬀerential (this is discussed further below). As in our dis-
cussions surrounding (3), it is immediately evident that (10) is an unlikely
candidate for a cointegration-based study. This is because, irrespective of
the order of integration of qt and
−
qt, equation (5) implies that qt −
−
qt is sta-
tionary. If this is so, then equation (10), in turn, implies that krt −k r∗
t is
also stationary. However, the empirical tests noted above, either implicitly
or explicitly, always treat krt −k r∗
t as non-stationary. But if krt −k r∗
t is non-
stationary then the basic theory used to derive (10) is clearly rejected. This
5is a key observation ﬁrst made by Baxter (1994). Hence trying to cointegrate
the real exchange rate with the real interest diﬀerential, as Meese and Rogoﬀ
and others have done, would seem to be wrong because the relationship is
unbalanced.
In this paper, we propose an alternative to the cointegration method
which is more in the spirit of (10). To this end, let us rewrite (10) as:
lim
k→∞
E(qt+k − qt)=−αk(krt −k r
∗
t)t. (11)
This equation states that the current real interest rate diﬀerential contains
suﬃcient information for forecasting the expected long-run change in the
real exchange rate. Hence, while an econometrician may not have all the
information that economic agents use to form expectations, equation (11)
states that current real interest diﬀerentials embody all of that information.
This is a familiar insight that was ﬁrst proposed by Campbell and Shiller
(1987) in the context of present value models but has not, to our knowledge,
been used in the literature on the RERI relation. In particular, equation
(11) indicates that past levels of the real interest rate diﬀerential should be
included in the forecasting equation for real exchange rate changes. To obtain
such a forecasting equation, we rewrite the expected long-run change in q as







A straightforward way to proxy the expectations in equation (12) is to
use a forecast from a VAR that includes past levels of the real interest rate









where A(L) is a matrix polynomial in the lag operator, and εt is an i.i.d.
error vector with covariance matrix Ω.
For expositional purposes, let us consider a VAR(1) here. Then A(L)=A1














2We now drop the index for the maturity horizon and use the shorthand notation rt−r∗
t
to denote long-term real interest rate diﬀerentials. We will henceforth adopt this simpliﬁed
notation whenever the exact maturity horizon does not matter in our derivations.
6To measure how closely limk→∞ E(qt+k − qt) is related to (rt − r∗
t) involves
simply looking at correlations between the two series.
Our approach oﬀers interesting perspectives on some of the earlier litera-
ture on the RERI. For example, Baxter (1994) was among the ﬁrst to argue,
in the context of the RERI derivation discussed above, that the real interest
rate diﬀerential should be a stationary variable and therefore correlating it
with a nonstationary variable does not make sense. Instead, she proposes
correlating the real interest diﬀerential with the transitory, or stationary,
component of the real interest diﬀerential extracted from the real exchange
rate using a multivariate Beveridge-Nelson (1981) decomposition. This ap-
proach is shown to be successful in the sense that such correlations are sig-
niﬁcant and correctly signed. Although our approach also uses a permanent-
transitory decomposition, it diﬀers from Baxter’s in the important respect
that our multivariate decomposition involves the real interest rate diﬀerential
itself.3
This feature of our decomposition also builds an interesting bridge to the
literature, discussed above, that employs cointegration tests to analyse the
RERI relationship. This is because cointegration methods may still be a
useful way of testing the RERI if we are prepared to impose cointegration
on the relevant vector to capture the theoretical necessity of r − r∗ being
I(0). That is, instead of estimating a VAR with q in diﬀerences and r − r∗
in levels, we could instead consider an error correction model in
Xt =
£
r − r∗ q
¤0 . (15)
We refer to such a system as ’trivially cointegrated’ with unit vector.
For example, if we ﬁnd that β
0Xt is I(0) (where β =
£
10
¤0)w ec a nc a l l
β a cointegrating vector for Xt.4 This is a slightly unusual deﬁnition of
cointegration. In fact, it is not encompassed by Engle and Granger’s original
deﬁnition which requires all components of Xt to be I(1). However, Johansen
(1995) has explicitly expanded the deﬁnition to allow for unit vectors as
cointegration vectors and shows that all the standard representation and
asymptotic theory can be used.
Below we provide evidence which shows that, while tests may not detect
any cointegration between the real exchange rate and real diﬀerential at all
(which may be due to low power), the preferred speciﬁcation if cointegration
3Baxter’s multivariate decomposition was derived from a bivariate VAR in monthly
changes of the real exchange rate and inﬂation diﬀerential.
4Although they did not use the term ’trivial cointegration’, Edison and Mellick (1995)
were, to our knowledge, the ﬁrst to test the stationarity of the real interest rate in the
RERI using cointegration methods.
7is imposed would still be the trivial one, which is ultimately equivalent to
the mixed diﬀerences-levels speciﬁcation (13).
In our empirical implementation, we consider two diﬀerent information
sets. One is our ’baseline speciﬁcation’ (13) which only contains the real
exchange rate and the real interest rate diﬀerential. The second speciﬁcation
considered recognizes that qt may be time-varying and we therefore extend





t qt yt − y∗
t
¤0. (16)
Following Bergstrand (1991), there are a number of arguments for includ-
ing the per capita output diﬀerential in a real exchange rate relationship.
First, according to the Balassa-Samuelson hypothesis, countries with a rela-
tively high per capita GDP have a relative productivity advantage in traded
goods compared to their trading partner(s) and this raises the relative price
of non-traded goods, thereby appreciating the real exchange rate deﬁned us-
ing CPIs. A second supply side inﬂuence on the internal price ratio involves
relative factor endowments. In the traditional Heckscher-Ohlin two factor,
two good, relative factor endowments model, nontraded (traded) goods are
assumed to be relatively labour-intensive (capital-intensive) in production.
High per capita income countries are assumed to have a comparative ad-
vantage in producing traded goods and so the relative price of non-traded
goods will be higher in countries with relatively high per capita income. In
addition to these supply side inﬂuences, there is also likely to be a demand
side eﬀect on the internal price ratio if preferences for traded and non-traded
goods are non-homothetic (see, for example, Dornbusch (1988) and Neary
(1988)). In this paper we do not seek to separate the inﬂuence of these dif-
ferent sources on the real exchange rate. Rather we assume that they are
subsumed within our measure of per capita real income and focus on this as
the key determinant of
−
qt.5
3A ﬁr s tp a s sa tt h eR E R IR e l a t i o n s h i p .
3.1 Data
Our data set consists of quarterly data for the G7 countries, the United
States, Japan, Germany, France, Italy, the United Kingdom and Canada,
5There may also be other determinants of the systematic component of the real ex-
change rate, such as net foreign assets, but these are not considered in this paper.
8over the period 1978:Q1 to 1997:Q4. All data are sourced from the IMF’s
International Financial Statistics (IFS).
The nominal interest rates are long bond yields (line 61)a n dt h ep r i c e
indices are consumer prices (line 64). We constructed bilateral CPI-based
real exchange rates vis-a-vis the United States using average quarterly dollar
exchange rates. The output data measure real GDP denominated in domestic
currency (code 99B). These were converted into US dollars using the mean
nominal exchange rate over the sample period. We then expressed GDP data
in per capita terms using annual population data, also from the IFS, before
constructing relative output levels, again vis-a-vis the U.S.
In order to obtain long-term real interest rates, we ﬁrst constructed an
estimate of average inﬂation expectations over the maturity horizon of the
underlying government bonds (typically 10y e a r s ) . T h i sw a sa c h i e v e db y
running a univariate autoregression of CPI-inﬂation with 5 lags.6 We then
generated forecasts of quarterly inﬂation 40 periods ahead. To generate the
average expected annual inﬂation rate we ﬁnally divided the cumulative sum
of inﬂation rates by the bond’s maturity horizon.
3.2 The RERI and Some Simple Correlations
We start our empirical analysis by examining the bivariate relationship be-
tween real exchange rates and the real interest rate diﬀerential. Our approach
predicts a link between changes in the real exchange rate and the level of the
real interest rate diﬀerential. In Figure 1 we plot the two variables for the
six countries, vis-a-vis the United States, and this reveals that in some peri-
ods there is a striking similarity between the real exchange rate and the real
interest diﬀerential, while in others the relationship is not at all clear. A for-
mal correlation analysis also highlights the fact that the RERI relationship
is not always in the data. For example, in Table 1, we provide correlations
between observed changes in the real exchange rate at various time horizons
(1 quarter, 1 year, 5 years, 10 years) and also between the levels of the two
variables.
6To check our results for robustness, we varied the lag length in the construction of
expected inﬂation between 1 and 9 lags. All the results in the paper were found to be
robust to this change in the construction of real interest rates.
9Table 1: Comovement between real interest rates and real exchange rates
Correlations between rt − r∗
t and
qt qt+1 − qt qt+4 − qt qt+20 − qt qt+40 − qt
Canada -0.19 -0.02 0.06 0.47 0.25
France -0.19- 0 . 140 . 11 -0.21 -0.13
Germany -0.67 -0.13 -0.00 0.34 0.74
Italy -0.02 -0.09 0.31 0.10 -0.37
Japan -0.20 -0.19- 0 . 100 . 5 30 . 5 3
United Kingdom -0.53 -0.22 -0.22 0.60 0.62
The numbers in the table reveal that the relationship between real ex-
change rates and the real interest rate would seem, at best, to be identiﬁed in
the long-run. For example, for three out of the six countries the correlation
at the 10-year diﬀerencing horizon is higher than 0.5.H o w e v e r , i t i s a l s o
noteworthy that all short-run correlations, i.e. at the 1-quarter horizon, as
well as the level-correlations, are negative. The correlations between levels
should, however, be interpreted with caution, since the real exchange rate is
likely to be an integrated process.
3.3 Cointegration-based tests of the RERI
Despite the evident problems with applying cointegration methods to the
RERI relationship, we noted in section two one way in which this may be
justiﬁed. We therefore also apply multivariate cointegration methods to the
RERI relationship. In specifying the appropriate lag length of the VAR,
we relied on standard information criteria. Since all of those suggested the
use of either 2 or 3 lags for all countries, we decided to estimate the VAR
with 2 lags throughout and to include a set of seasonal dummies. Using a
VAR speciﬁcation with an unrestricted constant and without trend, we then
proceeded to implement Johansen’s test for cointegration. The results are
g i v e ni nt a b l e2 .
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Figure 1: U.S. bilateral CPI real exchange rates (solid line) and real interest
diﬀerential (in %*10−1)
11Table 2: Cointegration Tests
Bi-variate model Real Diﬀ.M o d e l
Trace Test Max. EV Test Trace Test Max. EV Test
No of CI-relations h=1 h=2 h=1 h=2 h=1 h=2 h=1 h=2
Canada 8.06 0.51 7.55 0.51 24.169 . 4 614.70 6.17
France 13.38 3.53 9.84 3.53 21.86 4.76 17.11 4.72
Germany 15.83 4.03 11.80 4.03 33.56 12.60 20.96 8.49
Italy 10.72 4.146 . 5 84 . 14 18.97 7.19 11.78 6.44
Japan 7.77 2.29 5.48 2.29 18.196 . 6 311.56 4.40
United Kingdom 23.45 5.38 18.07 5.38 43.27 12.91 30.36 12.72
90% Crit. Values 16.06 2.57 14.84 2.57 31.42 16.06 21.53 14.84
95% Crit. Values 18.173 . 7 416.87 3.74 34.55 18.17 23.78 16.87
These results indicate that we accept the null of no cointegration for all
countries with the exception of the UK. However, for this country we also
reject the non-stationarity of the second linear relation, which would suggest
that both variables are I(0). Similar results are obtained in the tri-variate
’real diﬀerential’ system that also included relative per-capita output levels.
These results conﬁrm the evidence reported in other studies.
Table 3: Tests on cointegrating vectors
p− values under H0:





















Canada 0.25 0.01 0.02 0.02
France 0.98 0.02 0.100 . 0 0
Germany 0.01 0.01 0.00 0.03
Italy 0.35 0.20 0.22 0.04
Japan 0.42 0.08 0.04 0.08
UK 0.00 0.00 0.00 0.00
As discussed in section 2, in order to address the potentially low power
of the cointegration tests, we also estimated our two models with one coin-
tegrating relationship imposed. We then tested plausible hypotheses on the
cointegrating vector. In particular, we test: i) the hypothesis of ‘trivial’ coin-





12or, ii), that there is a genuine cointegrating relationship between the vari-




¤0 ,whereas in the real diﬀerential system, we explicitly allowed





Interestingly, although our tests do not suggest the presence of cointegra-
tion, once we impose cointegration we ﬁnd substantial evidence in favour of
the ﬁrst hypothesis, namely that the real interest diﬀerential is I(0).H o w -
ever, this evidence is largely conﬁned to the bi-variate system. Table 3 gives
the corresponding p-values for each country. In the bi-variate setup, the hy-
pothesis is rejected for only two countries, namely Germany and the UK.
For Italy and Japan, we can accept both hypotheses at the conventional 5
percent level. The fact that cointegration is not detected by conventional
tests, but that plausible restrictions on the cointegration vector are accepted
once cointegration is imposed, suggests that it is impossible to characterize
the RERI relationship on purely statistical grounds. As the third column in
table 3 demonstrates, adding a third variable in the form of the second real
diﬀerential - relative outputs - does not help to impose more structure on
the situation. Although it is interesting to note that even in the tri-variate
system the ’trivial cointegration’ hypothesis is accepted in two cases.
A more conventional way to test for the stationarity of the interest rate
diﬀerential would of course have been to conduct univariate unit-root tests on
that variable. These generally also reach the conclusion that r − r∗ is I(1).7
However, we do not believe that unit-root tests are particularly informative
about the RERI. The reason being that, according to the theory, r−r∗ should
be the transitory part of the real exchange rate. This requires us to examine
the dynamic interaction of these variables: the two key variables should be
considered jointly - the RERI cannot be examined by just considering the
persistence of r−r∗. Of course the Johansen method provides an appropriate
method for testing the joint evolution of the two variables.
To address the question of whether standard cointegration or unit-root
tests would pick up the stationarity of the real interest rate diﬀerential if it
was truly stationary we constructed a Monte Carlo experiment, the results of
which are reported in table 4. In particular, we used the parameter estimates
from the VAR-speciﬁcation in which the real interest rate diﬀerential features
in levels, such as in (13), to generate 500 time series of the length of our
sample (T =7 4 ). We then run Johansen’s test on these artiﬁcal data. In the
7Our results are consistent with Obstfeld and Taylor (2002) who provide ample evi-
dence that the real interest rate diﬀerential is a stationary variable at longer horizons but
demonstrate that in shorter samples the null of a unit root cannot be rejected.
13artiﬁcal data sets the real interest rate diﬀerential is I(0) by construction and
t h er e a le x c h a n g er a t ei sI(1). In table 4 we report the rejection frequencies
of the cointegration tests for both the ‘baseline’ and the ‘real diﬀerential’
speciﬁcations. It turns out that the null of no cointegration is generally
rejected with a much lower frequency than the asymptotic nominal size of
the test would suggest (i.e. in our case 95 percent). This suggests that the
test may have particularly low power in the present application. We provide
a rationale of why this may be the case in Section 4. We note also that the
size distortion seems a bit less pronounced in the trivariate ’real diﬀerential’
system.
Table 4:Monte Carlo results on tests for cointegration rank
(actual rejection frequencies of ‘no cointegration’ based on 5% critical values)
baseline real diﬀerential
Trace MaxEV Trace MaxEV
Canada 0.02 0.01 0.180 . 2 0
France 0.69 0.49 0.68 0.57
Germany 0.43 0.26 0.77 0.73
Italy 0.45 0.26 0.93 0.81
Japan 0.68 0.53 0.80 0.61
United Kingdom 0.68 0.56 0.96 0.88
The results in table 4 suggest that cointegration tests may provide very
little guidance in analysing the RERI because they will not reject the null
of non-stationarity when it is likely to be false. The Monte Carlo results
conﬁrm that it may be necessary to override cointegration test results to
uncover the RERI from the data. Doing so provides further evidence in
favour of a stationary real interest rate diﬀerential.
In table 5, we have imposed one cointegrating relationship in the es-
timation of both the baseline and the real diﬀerential speciﬁcations. The
cointegrating vector is left unrestricted. We then calculate the correlation of
14the cointegrating error, β
0Xt, with the real interest rate diﬀe r e n t i a l .A si se v -
ident, this correlation is very high in almost all cases. This provides further
strong evidence that, if cointegrating methods are used, the data indicate
that what should be stationary is indeed the interest rate diﬀerential.
Table 5:
Correlations of r − r∗ with β
0Xt in the cointegrated setup
baseline real diﬀerential
Canada 0.90 (0.05) 0.42 (0.10)
France 1.00 (0.01) 0.86 (0.06)
Germany 0.78 (0.08) 0.70 (0.08)
Italy 0.80 (0.07) 0.66 (0.09)
Japan 0.90 (0.05) 0.35 (0.10)
United Kingdom 0.61 (0.09) 0.02 (0.11)
Standard errors in parentheses
In view of our results, we suggest economic theory should provide guid-
ance on how to proceed. As we have argued in the previous section, assum-
ing that both real interest rates and the real exchange rate are integrated
processes is inconsistent with the simple theoretical model we discussed.
In the remainder of this paper, we therefore maintain the real interest rate
diﬀerential as a stationary variable. As we demonstrate, this gives rise to very
plausible, economically interpretable results. Treating the real interest rate as
a stationary variable also allows us to generate very high correlations between
VAR-generated expectations of exchange rate changes and the real interest
rate diﬀerential itself. Because the real interest rate diﬀerential will typically
be the only stationary variable in the systems we consider, these systems
are viewed as trivially cointegrated with a unit-vector. In such a setup, the
real interest rate diﬀerential can be viewed as the transitory component of
the real exchange rate that indicates to what extent a currency is over- or
undervalued.
15I nc o n t r a s tt om o s to ft h ee a r l i e rl i t e r a t u r e ,t h em e t h o dw eh a v ep r o -
posed in the previous section does not require us to directly examine the link
between observed real exchange rates and the real interest rate diﬀerential.
Rather, we ask: to what extent do real interest rate diﬀerentials reﬂect mar-
ket expectations of long-run exchange rate changes? At the same time, we
also allow for persistent deviations of the actual real exchange rate from this
expectational anchor. We apply and further develop our methods in the next
section.
4 A Second Pass at the RERI: Alternative
Long-run Relationships.
As the last section has demonstrated, we do not, in general, ﬁnd evidence of
cointegration for the RERI, although there is evidence of ’trivial cointegra-
tion’. This is true for both the base-line bi-variate relationship, as well as
for the system that contains relative outputs. In this section we propose an
alternative way of measuring the long-run link between real exchange rates
and the long-term real interest rate diﬀerential.
It is important to emphasize that theory itself does not predict a direct
link between the observed real exchange rate and the real interest rate dif-
ferential. Rather, the real interest rate diﬀerential should reﬂect the expected
rate of change of the real exchange rate. In testing this relation, most of
the extant literature assumes that the market’s expectation of the real ex-
change rate and its actual realization diﬀer only by an i.i.d. error term and
then proceeds to tests a link between the levels of these variables. Hence,
the conventional tests that examine the relation between the real exchange
rate and the real interest rate diﬀerential are joint tests of market eﬃciency
and the long-run link we are interested in. If we are willing to accept that
misalignments, deﬁned as possibly very persistent non-i.i.d. deviations of the
real exchange rate from its long-run level, play a role in actual data, the tra-
ditional way of conducting the analysis is likely to be ﬂawed.8 As we noted
in section 2, we use a simple VAR framework to proxy the long-run expected
rate of change of the real exchange rate.
8Such persistence could arise from the error in the UIP condition. For example, Frankel
and Froot (1987) demonstrate that survey-based exchange rate expectations are persis-
tently biased. One interpretation for this bias could be the existence of noise traders in
f o r e i g ne x c h a n g em a r k e t s ,a si nt h em o d e lo fD eL o n ge ta l( 1990). Jeanne and Rose (1999)
and Devereux and Engel (2001) present models in which the (non-systematic) error in a
UIP equation stems from the behaviour of noise trading.
16In table 6 we provide the correlations of E(∆q) with r−r∗ from both the
baseline-speciﬁcation and the ’real diﬀerential’ model.
Table 6: Correlations of E(∆qt+∞,t) with r − r∗.
Baseline ’Real Diﬀerential’
Canada 0.30 (0.11) 0.19 (0.12)
France 0.60 (0.09) 0.63 (0.09)
Germany 0.86 (0.06)0 . 8 8 (0.06)
Italy 0.96 (0.03) 0.87 (0.06)
Japan -0.24 (0.11) -0.02 (0.12)
United Kingdom -0.20 (0.12) 0.54 (0.10)
Standard errors in parentheses
Except for Japan and the United Kingdom, the correlations of the forecast
from the baseline model are reasonably high, in spite of the parsimony of our
model speciﬁcation. The ’real diﬀerential’ model considerably improves the
approximation for the United Kingdom but does little for the other countries.
One important issue relating to our forecast equation for ∆q is that it also
contains changes in the real exchange rate that economic agents may con-
sider to be permanent. In our current speciﬁcation, these changes might er-
roneously aﬀect our long-run forecast of ∆q. Following Campbell and Shiller
(1988) and Froot and Ramadorai (2001), we could, for example, allow for an
e r r o rt e r mi ne q u a t i o n( 9 ) .I ne q u a t i o n( 4 ) ,w er e f e r r e dt os u c ha ne r r o ra s
a risk premium, although a more neutral interpretation would be the ’excess
return’ in holding a particular country’s currency. By solving the one-period










In the terminology of Campbell and Shiller (1988), the ﬁrst term in paren-
theses, i.e. the expected changes in future real interest diﬀerentials, is the
’cash-ﬂow’ news, whereas the second term is called ’expected returns’ news.
In stock market data, Campbell and Shiller (1988) demonstrate that expected
return news are the dominant source of the long-run variation in stock re-
turns and Froot and Ramadorai (2001) report similar results for the real
exchange rate of currencies.
Suppose, the sum of expected returns is essentially a random walk (as
the evidence by Froot and Ramadorai would suggest), but also contains a
transitory component that is serially correlated, but not too persistent. Then
17observed changes in the real exchange rate would contain both changes in
the random walk component and changes in the long-term real interest rate
diﬀerential. Using observed real exchange rate changes in the forecasting
equation for ∆q c o u l dt h e nl e a dt om e a s u r e so fe x p e c t e da p p r e c i a t i o no r
depreciation that are poorly correlated with the real interest rate diﬀerential.
As long as we do not have a good proxy of movements in expected returns,
the link between real exchange rates and real interest rates may therefore
remain blurred.
Given this, we reformulate the RERI relation as a conditional one: will
c o m m o ns h o c k st ot h er e a le x c h a n g er a t ea n dt h er e a li n t e r e s tr a t ed i ﬀerential
give us a long-run forecast of ∆q that is correlated with the real interest rate
diﬀerential? If this is the case, we should be able to improve our proxy of
market expectations if we explicitly condition our forecasts only on changes
in the real exchange rate that are linked to changes in the real interest rate
diﬀerential. Hence, in forming our forecast of ∆q,w ep r o p o s eu s i n gc u r r e n t
changes in ∆q that are common to both the real interest rate and the real
exchange rate.
I nt h ef r a m e w o r ko ft h eV A Rm o d e l sw eu s ei no u ra n a l y s i s ,w ec a ni d e n -
tify the common component in ∆q and r − r∗ via a Choleski-decomposition
of the reduced-form covariance matrix, Ω. To see this, let the elements of Ω
be denoted by {ωij}i,j=1,2 and note that the expectation of the error-term in
the real exchange rate regression, conditional on the error in the real interest

































= ε2|ε1 + residual.
Hence, the impulse response of the real exchange rate to the ﬁrst of the
two orthogonal shocks (i.e. e1)r e ﬂects the common component in both
the real interest rate diﬀerential and the real exchange rate. The second
18shock can then be interpreted as non-fundamental in the sense that it re-
ﬂects changes in expected ‘excess returns’ on holding the currency.
Table 7: Correlations using conditional forecasts.
2 variables ’Real Diﬀerential’
Canada 0.48 (0.10) 0.30 (0.11)
France 0.74 (0.08) 0.65 (0.09)
Germany 0.88 (0.06) 0.87 (0.06)
Italy 0.98 (0.02) 0.89 (0.05)
Japan -0.25 (0.11) 0.00 (0.12)
United Kingdom -0.27 (0.11) 0.55 (0.10)
Standard errors in parentheses
In table 7 we provide the correlations between r − r∗ and E(∆∞q) using
this ’conditional ’ procedure. Under this procedure E(∆∞q) is now formed
with knowledge only of ε1 and ε2|ε1(and past values of r − r∗ and ∆q,o f
course˙ ) rather than ε1 and ε2 as in table 4. Again, the second column gives
the results we obtain from the tri-variate ’real diﬀerential’ model using the
analogous procedure in which we condition on shocks to both output and the
real interest rate.
For France, Germany and Italy the correlations are again high and there
is little diﬀerence between the relative performance of the bivariate and ’real
diﬀerential’ models. For Canada, the base-line model performs slightly better
in approximating the ups and downs of the real interest diﬀerential, whereas
again for the UK the real diﬀerential model is clearly better. For Japan,
again, neither estimate of E(∆∞q) reﬂects the movements in r − r∗.
Table 8: Correlations from best model.
correlation model
Canada 0.48 2 vars, cond.
France 0.74 2 vars, cond.
Germany 0.88 2 vars cond or real diﬀ uncond.
Italy 0.98 2 vars, uncond.
Japan 0.00 real diﬀ, cond.
United Kingdom 0.55 real diﬀ, cond.
Mean 0.60
19We summarise the results from this section as demonstrating that for
most countries in our sample, very parsimonious models do reasonably well
in providing measures of long-run expected changes in the real exchange rate
that are highly correlated with real interest rate diﬀerentials. In table 8
we summarise for each country the highest correlation between r − r∗ and
E(∆q) generated by any of the four models. In all cases, except Japan,
the best model generates correlations between r − r∗ and E(∆q) that are
considerably above 0.5. For Germany and Italy we even reach correlations
of around 0.9. The average correlation attained is 0.6. Taking account of
the relative parsimony of our models, we believe that these results should be
viewed as very encouraging as they would seem to conﬁrm that the RERI is
in the data.
As we have argued earlier, the approach we have suggested in this section
oﬀers the advantage that it does not require proxies of E(∆q) and actual
realisations of ∆q to move closely together, at least not in the short- to
medium-run. Hence, our procedure implicitly allows for the presence of per-
sistent risk premia or other deviations from uncovered interest parity.
4.1 Cointegration, relative volatilities and exchange rate
persistence
As we demonstrated in Section 3, the interaction of real interest rate diﬀeren-
tials and the real exchange rate is reasonably well characterized by a trivially
cointegrated system. Representing the RERI relation in the form of a trivially
cointegrated system is also quite useful in understanding some closely related
issues, such as the evident persistence of real exchange rates (the so-called
’PPP puzzle’ of Rogoﬀ (1995)) and why the transitory component of the real
exchange rate is more volatile than the real interest diﬀerential. To see this
we use the insight from Gonzalo and Granger (1995), Proietti (1997) and
Johansen (1997) that the permanent and transitory parts of a multivariate
time series can be expressed as a linear combination of the data themselves.
Because the original decomposition by Gonzalo and Granger (1995) is also
the most tractable analytically, we use it here 9. The fundamental idea of
Gonzalo and Granger (1995) is to decompose the non-stationary vector Xt
according to
Xt=[ I − Φ]Xt+ΦXt, (18)
9For comparison we also calculated the transitory components according to the Proietti
and Johansen procedures, with virtually identical results.
20where [I − Φ]Xt is I(1), ΦXt is I(0).I tm u s tf o l l o wt h a tΦ = ψβ
0.B yc h o o s -
ing ψ = α(β
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Hence, the size of the transitory components of the real exchange rate is
determined by the ratio of the loading coeﬃcients that are associated with
the error correction term. A closer look at equation (20) allows us to provide
an integrated explanation of: i) the low power of cointegration tests in the
context of the RERI; ii) why the transitory part of the real exchange rate is
much more volatile than the real interest rate; and iii) why the real exchange
rate may appear excessively persistent in univariate representations.
4.1.1 Power issues
The power of cointegration tests depends on the speed of error-correction.
That is, the ’length’ of the vector α determines whether a cointegration test
will reject the null or not. As is well known, there is a lot of unpredictable
short-term volatility in real exchange rates, and therefore we should not be
surprised to ﬁnd that little error correction is detected in quarterly data.
4.1.2 Relative volatilities
While the overall speed of error-correction will determine the power of cointe-
gration tests, the relative volatility of the transitory part of the real exchange
rate and the real interest rate diﬀerential depends on the ratio of the adjust-
ment coeﬃcients, α2/α1. Hence, a low power in the detection of the ’trivial’
cointegrating relationship that represents the real interest rate diﬀerential is
entirely compatible with a very sizable and highly volatile transitory compo-
nent.
21Table 9: Volatility of E(∆∞q) relative to r − r∗
2 variables Real diﬀ.s y s t e m
BN Cointegrated BN Cointegrated
Canada
6.68 0.76 6.79 2.47
France
5.49 0.73 5.58 1.85
Germany
5.35 5.46 5.84 2.64
Italy
4.86 1.28 5.56 3.00
Japan
2.56 5.70 3.24 8.28
United Kingdom
3.146 . 178 . 5 0 13.91
In table 9, we provide the relative volatilities of the transitory component
of the real exchange rate and the real interest rate diﬀerential, calculated in
two ways: ﬁrst, using our forecast-based method, which we refer to as the
’Beveridge-Nelson decomposition’, and one based on the decomposition (19),
where we have imposed one cointegrating vector in the estimation of the VAR,
but not restricted it to the unit vector. The most interesting result in table
9, is that our measures of expected changes in q are in most cases much more
volatile than the real interest rate diﬀerential itself (the bi-variate system for
Canada and France being an exception). It is well known that real exchange
rates are more volatile than any plausible fundamental (see, for example,
Mussa (1986)). In fact, a transitory component of q that is many times more
volatile than the real interest rate diﬀerential itself is perfectly consistent with
the RERI relationship. To see this note that under the maintained hypothesis
of trivial cointegration the relative volatilities provide an estimate of αk in






where θ is the persistence from the basic Meese-Rogoﬀ (1988) adjustment
equation (5). This implies that the more persistent deviations from the long-
22run equilibrium exchange rate become, the more volatile should they appear
relative to the real interest rate diﬀerential.
While in line with the theory, our results corroborate and extend those
of Baxter (1994). Using univariate decompositions of the real exchange rate,
Baxter ﬁnds that the transitory component reacts less than one-to-one with
movements in real interest rate diﬀerentials, and she generally ﬁnds that qT
is more volatile than r − r∗ in the multivariate decomposition.
4.1.3 Exchange rate persistence
Rogoﬀ (1996) has argued that deviations from purchasing power parity have
a half-life of between 3-5 years. Assuming a half-life of 15q u a r t e r si si nl i n e
with this observation and would amount to a value of θ of around 0.95.F r o m
equation (21) this could imply that the long-term real interest rate diﬀerential
(based on 10 year bonds, i.e. k =4 0 ˙ ) should be roughly as volatile as the
misalignment itself, i.e. α40 ≈− 1. But already with θ =0 .99 the transitory
part of q should be more than 3 t i m e sa sv o l a t i l ea st h er e a li n t e r e s tr a t e
diﬀerential. Our measures of relative variability are mostly in excess of 3,
implying values for θ that are extremely close to unity and that imply half-
lives that are much too long to appear plausible. This result may seem to
cast doubt on the empirical validity of the RERI relationship. However, we
note that in the RERI relationship both variables are endogenous. By using
a VAR and cointegration methods, we acknowledge that the eventual speed
of adjustment depends on the dynamic interaction of the two variables. The
estimates of θ that would be implied by the relative volatilities in table 9
are therefore best seen as indicative and are likely to be highly misleading as
indicators of exchange rate persistence. We also note that the estimates of
θ reported in the literature are surrounded by a huge degree of uncertainty.
This is why, throughout the paper, we have focused on correlation measures
in assessing the RERI, rather than on regression coeﬃcients.
5 Summary of Conclusions
In this paper we have re-examined the real exchange rate - real interest rate
(RERI) relationship using data for six US dollar bilateral exchange rates,
over the period 1978 to 1997. Many previous tests of this relationship have
involved attempting to cointegrate measures of a real exchange rate with a
measure of a country’s real interest diﬀerential. However, following Baxter
(1994) the derivation of the RERI relationship suggests that such a method
is likely to be ﬂawed since if the real exchange rate is integrated of order one,
23the real interest diﬀerential must be stationary. One way of justifying the use
of cointegration methods in the context of the RERI is in terms of what we
have called a trivially cointegrated system, and in this paper we documented
substantial evidence for this approach. For example, estimating a bi-variate
system of the real exchange rate and the real interest rate diﬀerential with
one unrestricted cointegrating vector imposed regularly generates a transitory
component of the real exchange rate which is highly correlated with the real
interest rate diﬀerential. The same result is obtained when the expected
real exchange rate, derived from an estimated VAR model, is correlated with
the real interest diﬀerential. Such correlations follow naturally from the
model derivation. We have also shown that a failure of earlier analyses to
detect a stationary real interest diﬀerential may be due to the extremely low
power of cointegration tests in this particular environment. These ﬁndings
indicate that the real interest rate diﬀerential can indeed be characterized as
a stationary process that forms the transitory component of the real exchange
rate.
As an alternative to cointegration-based tests of the RERI, we proposed
a VAR-based approach. This involves taking the projection for the change in
the real exchange rate from a bivariate VAR, consisting of the change in the
real exchange rate and the real interest diﬀerential, and correlating this with
the real interest diﬀerential. We argued that this kind of test is much closer
to the spirit of the RERI relationship than many extant tests. A more reﬁned
variant of this test involved correlating the component of the change in the
real exchange which is common to both the real interest rate and the real ex-
change rate. We demonstrated how the common component could be derived
from a bivariate VAR of the real interest diﬀerential and the change in the ex-
change rate using a Choleski decomposition. In sum, our correlations-based
approach produced measures of long-run expected changes in the exchange
rate which are highly correlated with real interest rate diﬀerentials. Finally,
we also demonstrated that the expected changes in the exchange rate are, in
the majority of cases, more volatile than the real interest diﬀerential itself
and we show that this is consistent with the RERI model. Finally, using a
measure of persistence derived from an adjustment equation, we have shown
the value of using a correlation-based approach, rather than one based on a
regression analysis, to assessing the RERI.
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