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BASIS ENTROPY IN BANACH SPACES
ANDREI DOROGOVTSEV AND MIKHAIL POPOV
Abstract. To be decided
1. Introduction
All linear (e.g., normed, Banach, Hilbert) spaces are considered over the reals.
A subset A of a Banach space X is called precompact if for every ε > 0, A
contains a finite ε-net, that is, a finite collection x1, . . . , xm ∈ A with (∀x ∈ A)(∃k ∈
{1, . . . ,m})‖x− xk‖ ≤ ε. By the well known Hausdorff criterion (which is valid for
metric spaces), A is precompact if and only if its norm closure A is compact in X .
1.1. Necessary information on bases in Banach spaces.
1.1.1. Bases in Banach spaces. We follow mainly [9] (see also [1], [13]). Recall
that a sequence (en)
∞
n=1 in X is called a basis (more precisely, a Schauder basis)
of X if for every x ∈ X there is a unique sequence of scalars (an)∞n=1 such that
x =
∑∞
n=1 anen. In this case, the coefficients an = e
∗
n(x) are continuous linear
functionals of x and called biorthogonal functionals. So, x =
∑∞
n=1 e
∗
n(x) en for each
x ∈ X . The biorthogonal functionals possess the following property: e∗i (ej) = δi,j .
Moreover, this property determines the biorthogonal functionals: for every sequence
(fn)
∞
n=1 in X
∗ the condition fi(ej) = δi,j for all i, j implies that fi = e∗i for
all i. The partial sums projections Pn of X defined by Pnx =
∑n
k=1 e
∗
k(x) ek,
x ∈ X , calling the basis projections, are uniformly bounded in n, and the number
K = supn ‖Pn‖ <∞ is called the basis constant of (en)∞n=1. A basic sequence is any
sequence (en)
∞
n=1 in X which is a basis of some subspace X0 of X (more precisely,
a basis of its closed linear span [en]
∞
n=1). A sequence (en)
∞
n=1 of nonzero elements
of X is a basic sequence if and only if there is a number K ∈ [1,+∞) such that
∥∥∥
n∑
k=1
akek
∥∥∥ ≤ K ∥∥∥
m∑
k=1
akek
∥∥∥;
for all 1 ≤ n < m and all collections of scalars (ak)mk=1. A basis (basic sequence)
(en)
∞
n=1 is said to be normalized provided that ‖en‖ = 1 for all n. If (en)∞n=1 is a
basic sequence then (en/‖en‖)∞n=1 is a normalized basic sequence. Let (en)∞n=1 be a
basis sequence in X ; (an)
∞
n=1 a sequence of scalars and 0 ≤ k1 < k2 < . . . integers.
A sequence (un)
∞
n=1 of nonzero vectors in X of the form
un =
kn+1∑
i=kn+1
aiei
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is called a block basis of (en)
∞
n=1. Every block basis (in particular, every subse-
quence) of a basic sequence is itself a basic sequence with a basis constant which
does not exceed that of (en)
∞
n=1.
1.1.2. Unconditional bases. A series
∑∞
n=1 xn of elements of a Banach space X
is said to be unconditionally convergent if for any permutation1 of the positive
integers ϕ : N→ N the series ∑∞n=1 xϕ(n) converges. We need the next criterion of
unconditional convergence [13, Lemma 16.1].
Lemma 1.1. For any sequence (xn)
∞
n=1 in a Banach space X the following asser-
tions are equivalent
(i) the series
∑∞
n=1 xn unconditionally converges;
(ii) for any sequence of signs θn = ±1 the series
∑∞
n=1 θnxn converges;
(iii) for any sequence of scalars (an)
∞
n=1 such that |an| ≤ 1, n = 1, 2, . . . the
series
∑∞
n=1 anxn converges.
A basis (en)
∞
n=1 of a Banach space X with the biorthogonal functionals (e
∗
n)
∞
n=1
is called an unconditional basis if the series
∑∞
n=1 e
∗
n(x) en converges uncondi-
tionally for every x ∈ X . In this case, for any subset I ⊆ N the projection
PIx =
∑
n∈I e
∗
n(x) en is well defined on X and bounded, as well as for any sequence
of signs Θ = (θn)
∞
n=1, θn = ±1 the operator MΘx =
∑∞
n=1 θne
∗
n(x) en. Moreover,
supI ‖PI‖ ≤ supΘ ‖MΘ‖ ≤ 2 supI ‖PI‖ < ∞ and the number supΘ ‖MΘ‖ is called
the unconditional constant of the unconditional basis (en)
∞
n=1. An unconditional
basis with unconditional constant 1 is said to be 1-unconditional. A basis which is
not unconditional is called a conditional basis. A sequence which is an uncondi-
tional (resp., conditional) basis in its closed linear span is called an unconditional
basic sequence (resp., conditional basic sequence).
Every infinite dimensional Banach space contains a basic sequence, however, not
every infinite dimensional separable Banach space contains a basis. The classical
Banach spaces L1[0, 1] and C[0, 1] contain bases, however they cannot be isomorphi-
cally embedded in a Banach space with an unconditional basis. The standard basis
en = (0, . . . , 0︸ ︷︷ ︸
n−1
, 1, 0, 0, . . .) of the spaces c0 and ℓp for 1 ≤ p <∞ are 1-unconditional.
We remark that every 1-unconditional basic sequence (en)
∞
n=1 in a Hilbert space
H is orthogonal, because the inequality ‖en + em‖ = ‖en − em‖ yields
(en, em) =
1
4
(
‖en + em‖ − ‖en − em‖
)
= 0
if n 6= m.
We also need the following statement from [9, Proposition 1.c.7] which is true
for real Banach spaces.
Lemma 1.2. Let (en)
∞
n=1 be an unconditional basic sequence in a Banach space
X with the unconditional constant M . Let (an)
∞
n=1 be any sequence of scalars for
which the series
∑∞
n=1 anen converges. Then for any bounded sequence of scalars
(λn)
∞
n=1 one has ∥∥∥
∞∑
n=1
λnanen
∥∥∥ ≤M sup
n
|λn|
∥∥∥
∞∑
n=1
anen
∥∥∥.
1e.i., a bijection
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Furthermore, we need the following finite dimensional version of Lemma 1.2.
Lemma 1.3. Let (xn)
N
n=1 be a finite sequence of elements in a real Banach space
X. Then for any collection of scalars (λn)
N
n=1 one has
∥∥∥
N∑
n=1
λnxn
∥∥∥ ≤ max
n
|λn| max
θn=±1
∥∥∥
N∑
n=1
θnxn
∥∥∥.
Formally Lemma 1.3 does not follow from 1.2, however its proof provided in
the Lindenstrauss-Tzafriri book could be modified to prove Lemma 1.3. Besides,
Lemma 1.3 follows from Lemma 2.3 of [11].
1.1.3. Boundedly complete bases. A basis (en)
∞
n=1 of a Banach space X is called
boundedly complete if for any sequence of scalars (an)
∞
n=1 the boundedness of
the partial sums supn
∥∥∑n
k=1 akek
∥∥ < ∞ implies the convergence of the series∑∞
n=1 anen. Every basis of a reflexive Banach space is boundedly complete [9, The-
orem 1.b.5]. The standard basis of the nonreflexive space ℓ1 is evidently boundedly
complete as well. However, every Banach space with a boundedly complete basis is
isomorphic to a conjugate space [9, Theorem 1.b.4]. A kind of converse statement
is also true: by a deep result of Johnson, Rosenthal and Zippin [7], if a conjugate
Banach space X∗ has a basis then X∗ contains a boundedly complete basis. Finally,
an unconditional basis of a Banach space X is boundedly complete if and only if
X contains no subspace isomorphic to c0 [9, Theorem 1.c.10].
1.2. A characterization of precompactness of sets in a Banach space with
a basis. We provide below a convenient characterization of precompactness in
terms of biorthogonal functionals. Informally speaking, it asserts that the precom-
pactness of a subset A of a Banach spaceX is equivalent to the uniform convergence
of the Fourier series of elements of A with respect to a given basis. Most likely, this
statement is not new, however we do not know a citation, so we provide a complete
proof.
Lemma 1.4. Let X be a Banach space with a basis (en)
∞
n=1 and the biorthogonal
functionals (e∗n)
∞
n=1. A bounded set A ⊂ X is precompact if and only if
(1.1) lim
N→∞
sup
x∈A
∥∥∥∑
n>N
e∗n(x) en
∥∥∥ = 0.
Proof. Let A be precompact. Assuming (1.1) is false, we choose δ > 0 so that
(1.2) lim sup
N→∞
sup
x∈A
∥∥∥∑
n>N
e∗n(x) en
∥∥∥ > 2δ.
Then we construct a block basis uk =
∑nk+1
n=nk+1
anen, ak ∈ R, 0 ≤ n1 < n2 < . . .
and a sequence xk ∈ A so that
(1.3) ‖uk‖ ≥ δ 4K + 1
2K + 1
‖xk − uk‖ ≤ δ
2K + 1
k = 1, 2, . . . ,
where K is the basis constant of (en)
∞
n=1. Choose by (1.2) a number n1 ≥ 0 and
x1 ∈ A so that
∥∥∑
n>n1
e∗n(x1) en
∥∥ ≥ 2δ. Then pick a number m1 > n1 such
that
∥∥∑
n>m1
e∗n(x1) en
∥∥ < δ2K+1 . Then for u1 = ∑m1n=n1+1 e∗n(x1) en we obtain
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‖x1 − u1‖ < δ2K+1 and
‖u1‖ ≥
∥∥∥∑
n>n1
e∗n(x1) en
∥∥∥− ∥∥∥ ∑
n>m1
e∗n(x1) en
∥∥∥ ≥ 2δ − δ
2K + 1
= δ
4K + 1
2K + 1
.
On the second step, choose by (1.2) an integer n2 > m1 and x2 ∈ A so that∥∥∑
n>n2
e∗n(x2) en
∥∥ ≥ 2δ, and then choose m2 > n2 so that ∥∥∑n>m2 e∗n(x2) en∥∥ <
δ
2K+1 . Then for u2 =
∑m2
n=n2+1
e∗n(x2) en we get ‖x2 − u2‖ < δ2K+1 and
‖u2‖ ≥
∥∥∥∑
n>n1
e∗n(x2) en
∥∥∥− ∥∥∥∑
n>n2
e∗n(x2) en
∥∥∥ ≥ 2δ − δ
2K + 1
= δ
4K + 1
2K + 1
.
Continuing analogously the recursive procedure of choice for k = 3, 4, . . ., we
obtain a block basis uk =
∑nk+1
n=nk+1
anen and a sequence xk ∈ A for which (1.3)
holds.
Fix any integers k < m and observe that, by (1.3),
δ
4K + 1
2K + 1
≤ ‖uk‖ ≤ K‖uk − um‖.
Hence,
‖xk − xm‖ ≥ ‖uk − um‖ − ‖xk − uk‖ − ‖xm − um‖
≥ δ
K
4K + 1
2K + 1
− δ
2K + 1
− δ
2K + 1
=
(
2 +
1
K
) δ
2K + 1
= α > 0.
Finally the sequence (xk)
∞
k=1 in A appears to be α-separate, which contradicts the
precompactness of A. So, (1.1) is proved.
Let for a bounded set A condition (1.1) hold. We prove that A is precompact. Fix
any ε > 0 and construct a finite ε-net in A. Choose by (1.1) a number N ∈ N such
that
∥∥∑
n>N e
∗
n(x) en
∥∥ ≤ ε/3 for all x ∈ A. Denote by PN the basis projection
of X defined by PNx =
∑N
n=1 e
∗
n(x) en for all x ∈ X . Since the image PN (A)
is a bounded set in a finite dimensional normed space, there is a finite ε/3-net
PN (x1), . . . , PN (xm) for PN (A), where x1, . . . , xm ∈ A. Show that x1, . . . , xm ∈ A
is an ε-net for A. Indeed, let x ∈ A. Choose k ∈ {1, . . . ,m} so that ‖PNx−PNxk‖ ≤
ε/3. Then
‖x− xk‖ ≤ ‖PN (x− xk)‖+ ‖x− PNx‖+ ‖xk − PNxk‖
= ‖PNx− PNxk‖+
∥∥∥∑
n>N
e∗n(x) en
∥∥∥+ ∥∥∥∑
n>N
e∗n(xk) en
∥∥∥
≤ ε
3
+
ε
3
+
ε
3
= ε.

2. Bricks
The notion of entropy is based on the concept of bricks in a Banach space, that
is, a box with sides that are parallel to the coordinate hyperplanes with respect to
a given basis. The latter concept we develop in this section.
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2.1. Definition and properties. Let X be a Banach space with a basis B =
(en)
∞
n=1 and biorthogonal functionals e
∗
k ∈ X∗0 , and let E = (εn)∞n=1 be a sequence
of nonnegative numbers.
Definition 2.1. A brick (more precisely, the brick corresponding to the pair (B, E))
is defined to be the following set
KB,E =
{
x ∈ X0 : (∀n ∈ N) |e∗n(x)| ≤ εn
}
.
The numbers εn are called the half-hight of the brick KB,E .
In other words, KB,E consists of all sums of convergent series x =
∑∞
n=1 anen
with coefficients satisfying |an| ≤ εn for all n.
A simple observation: any brickKB,E coincides with the brickKB′,E′ , where B′ =
(e′n)n∈M is the normalized basis e
′
n = ‖en‖−1en, n = 1, 2, . . ., and B′ = (e′n)n∈M
the half-height ε′n = εn‖en‖, n = 1, 2, . . .. So, we consider bricks constructed
by normalized bases only.
Definition 2.2. A brick constructed by an unconditional basis, 1-unconditional
basis, or boundedly complete basis is called an unconditional, 1-unconditional or
respectively, a boundedly complete brick.
Recall that a subset A of a linear space X is called absolutely convex provided for
all m ∈ N, x1, . . . , xm ∈ A and λ1, . . . , λm ∈ K the inequality |λ1|+ . . .+ |λm| ≤ 1
implies λ1x1 + . . .+ λmxm ∈ A.
Proposition 2.3. Every brick in a Banach space X is an absolutely convex closed
subset of X.
Proof. Let B = (en)∞n=1 be a normalized basis of X with the biorthogonal function-
als e∗k ∈ X∗ and E = (εn)∞n=1. Assume m ∈ N, x1, . . . , xm ∈ KB,E , λ1, . . . , λm ∈ K
and |λ1|+ . . .+ |λm| ≤ 1. Then for every n ∈ N one has
|e∗n(λ1x1 + . . .+ λmxm)| ≤ |λ1||e∗n(x1)|+ . . .+ |λm||e∗n(xm)|
≤ |λ1| εn + . . .+ |λm| εn ≤ εn.
Thus, KB,E is absolutely convex. By continuity of e∗n’s, KB,E is closed. 
One can deduce from Lemma 1.4 that if KB,E is compact then limn→∞ εn = 0,
and also if
∑∞
n=1 εn < ∞, then KB,E is compact. We are not going to provide
details because of the more general characterization of compactness for bricks below
(Theorem 3.7).
Definition 2.4. A brick KB,E is said to be solid if for each x ∈ KB,E and each
numbers a1, a2, . . . ∈ K such that |an| ≤ |e∗n(x)| for all n ∈ N the series
∑∞
n=1 anen
converges2.
Proposition 2.5. Let X be a Banach space with a normalized basis B = (en)∞n=1
and biorthogonal functionals e∗k ∈ X∗0 , and let E = (εn)∞n=1. Then each of the
following assertions is sufficient for KB,E to be solid
(1) KB,E is unconditional;
(2)
∑∞
n=1 εn <∞.
2and hence, its sum belongs to KB,E
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Proof. (1) follows directly from the definitions and (2) follows from the inequality
∥∥∥
n+l∑
k=n+1
akek
∥∥∥ ≤
n+l∑
k=n+1
|ak|‖ek‖ ≤
n+l∑
k=n+1
|e∗k(x)|‖ek‖ ≤
n+l∑
k=n+1
εk‖ek‖.

Since conditions (1) and (2) of Proposition 2.5 do not imply each other, neither
of them is necessary for the brick to be solid.
Recall that an element x0 ∈ A of a subset A of a linear space X is called an
extreme point of A if there is no segment of A centered at x0, e.i. for every x ∈ X
there exists λ ∈ [−1, 1] such that x0 + λx /∈ A. The next statement easily follows
from the definitions.
Proposition 2.6. Let X be a Banach space with a normalized basis B = (en)∞n=1
and biorthogonal functionals e∗k ∈ X∗0 , and let E = (εn)∞n=1. A vector x0 ∈ KB,E is
an extreme point of KB,E if and only if |e∗n(x0)| = εn for all n ∈ N.
It is immediate that if KB,E has an extreme point then limn→∞ εn = 0. As
we will see below, the existence of an extreme point of a brick unrelated to its
boundedness.
Observe that every element x0 ∈ X generates a brick corresponding to a nor-
malized basis B = (en)∞n=1 of X and the sequence εn = |e∗n(x0)|, an extreme point
of which x0 is.
First we show that the existence of an extreme point of a brick does not imply
its boundedness.
Example 2.7. There exists an unbounded brick with en extreme point.
Proof. Let X = c be the space of all converging sequences with the supremum
norm. Consider the summing basis [9, p. 20] en = (0, . . . , 0︸ ︷︷ ︸
n−1
, 1, 1, . . .), and the brick
generated by the element
x0 = e1 − e2
2
+
e3
3
− . . .+ (−1)
n+1en
n
+ . . . .
The convergence of the series in c follows from that of the Leibniz series
∑∞
n=1
(−1)n+1
n ,
and the unboundedness of the brick KB,E with the half-height εn = 1n is guaranteed
by the equality ∥∥∥e1 + e2
2
+
e3
3
+ . . .+
en
n
∥∥∥ =
n∑
k=1
1
k
and the divergence of the harmonic series. 
To the contrast, every unconditional brick with an extreme point is bounded.
Moreover, the norm of any extreme point (and hence, of an arbitrary element) is
estimated by the unconditional constant of the basis and the norm of any fixed
extreme point.
Proposition 2.8. Let X be a Banach space with a normalized unconditional basis
B = (en)∞n=1 and the biorthogonal functionals e∗k ∈ X∗0 and the unconditional con-
stant M , E = (εn)∞n=1. Let x0 be an extreme point of the brick KB,E . Then KB,E
is bounded by M ‖x0‖. In particular, if B is 1-unconditional then ‖x‖ ≤ ‖x0‖ for
every x ∈ KB,E .
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Proposition 2.8 follows from Lemma 1.2.
Now we show that the boundedness of a brick does not imply the existence of
an extreme point, even of a 1-unconditional brick.
Example 2.9. There exists a bounded 1-unconditional brick without an extreme
point.
Proof. Such a brick, for example, is the closed unit ball of the space c0. Indeed,
consider the 1-unconditional standard basis of c0 and take εn = 1, n = 1, 2, . . ..
Then the absence of extreme points is obvious. 
Proposition 2.10. Every bounded boundedly complete brick contains an extreme
point.
Proof. Let X be a Banach space with a normalized boundedly complete basis B =
(en)
∞
n=1 and biorthogonal functionals e
∗
k ∈ X∗0 , and let E = (εn)∞n=1. Assume
‖x‖ ≤ L for all x ∈ KB,E and some number L. Observe that for an = εn the
condition
∥∥∑n
k=1 akek
∥∥ ≤ L holds for every n ∈ N, because ∑nk=1 akek ∈ KB,E .
Since the basis is boundedly complete, the series x0 =
∑∞
n=1 εnen converges, and
hence there is an extreme point x0. 
3. Radii and a characterization of the compactness for bricks
We consider the following three radii of a brick: the extreme radius, the uncon-
ditional radius and the absolute radius. In the case where the unconditional radius
of a brick is finite all the three radii coincide. Moreover, in this case (and only in
this case) the brick is compact. If an extreme radius is finite then it equals the
absolute radius.
Let X be a Banach space with a normalized basis B = (en)∞n=1 and biorthogonal
functionals e∗k ∈ X∗0 , and let E = (εn)∞n=1.
Definition 3.1. The extreme radius rext(KB,E), the unconditional radius runc(KB,E)
and the absolute radius sup
x∈KB,E
‖x‖ of the brickKB,E is defined to be either a number
or a symbol ∞ as follows.
(1) rext(KB,E) = sup
{‖x0‖ : x0 is an extreme point of KB,E}, if an extreme point
exists, and rext(KB,E) =∞ otherwise.
(2) runc(KB,E) = sup
θn=±1
∥∥∥
∞∑
n=1
θnεnen
∥∥∥ (the norm of a divergent series is ∞).
(3) sup
x∈KB,E
‖x‖.
We do not offer a special symbol for the absolute radius, because the formula
in (3) is not involved and clear. The difference between the defined radii could be
demonstrated using Example 2.9 where as a brick we take the closed unit ball Bc0
of the space c0. By the definitions, r
unc(Bc0) = 1, however r
ext(Bc0) = r
unc(Bc0) =
∞. Below we construct a brick KB,E (Example 3.4), for which rext(KB,E) =
sup
x∈KB,E
‖x‖ < ∞, however runc(Bc0) = ∞. On the other hand, Example 2.7 may
mislead the reader by hinting that a brick with a finite extreme radius need not be
bounded. Actually, we have the following statement on the connection between the
radii.
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3.1. The connection between radii.
Theorem 3.2. For an arbitrary brick KB,E in a Banach space X the following
assertions hold.
(1) rext(KB,E) ≤ runc(KB,E).
(2) If rext(KB,E) <∞ then rext(KB,E) = sup
x∈KB,E
‖x‖.
(3) If runc(KB,E) <∞ then rext(KB,E) = runc(KB,E) = sup
x∈KB,E
‖x‖.
Proof. Item (1) follows immediately from the definitions.
(2) Assume rext(KB,E) < ∞. By the definitions, rext(KB,E) ≤ sup
x∈KB,E
‖x‖. The
inequality sup
x∈KB,E
‖x‖ ≤ rext(KB,E) is quite thin; its proof we present separately
(see Lemma 3.3 below).
(3) Assume runc(KB,E) <∞. The equality rext(KB,E) = runc(KB,E) follows from
the definitions as well, and the equality sup
x∈KB,E
‖x‖ = rext(KB,E) follows from item
(2). 
Lemma 3.3. If rext(KB,E) <∞ then the brick KB,E is bounded by rext(KB,E).
Proof. First we prove that for every n0 ∈ N and every ε > 0 there is N ≥ n0 such
that for all signs θ1, . . . , θN ∈ {−1, 1} one has
(3.1)
∥∥∥
N∑
n=1
θnεnen
∥∥∥ < rext(KB,E) + ε.
Indeed, fix any extreme point x0 =
∑∞
n=1 αnen of KB,E , |αn| = εn, n = 1, 2, . . .
(an extreme point exists because rext(KB,E) <∞). Choose N ≥ n0 so that
(3.2)
∥∥∥∑
n>N
αnen
∥∥∥ < ε.
Let θ1, . . . , θN ∈ {−1, 1} be any signs. Observe that
x =
N∑
n=1
θnεnen +
∑
n>N
αnen
is an extreme point of KB,E , hence ‖x‖ ≤ rext(KB,E). Taking into account (3.2),
we obtain ∥∥∥
N∑
n=1
θnεnen
∥∥∥ ≤ ‖x‖+ ∥∥∥∑
n>N
αnen
∥∥∥ < rext(KB,E) + ε.
Thus, (3.1) is proved.
Let xˆ ∈ KB,E be any element. Show that ‖xˆ‖ ≤ rext(KB,E). Fix any ε > 0 and
pick n0 ∈ N so that for each m ≥ n0
(3.3)
∥∥∥∑
n>m
e∗n(xˆ) en
∥∥∥ < ε.
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Then by the above, choose N ≥ n0 so that for all signs θ1, . . . , θN ∈ {−1, 1} one
has (3.1). Then
‖xˆ‖ =
∥∥∥
∞∑
n=1
e∗n(xˆ) en
∥∥∥ (3.3)≤ ∥∥∥
N∑
n=1
e∗n(xˆ) en
∥∥∥+ ε
Lemma 1.3≤ max
θn=±1
∥∥∥
N∑
n=1
θnεnen
∥∥∥+ ε
(3.1)
< rext(KB,E) + 2ε.
By the arbitrariness of ε > 0, ‖xˆ‖ ≤ rext(KB,E). Thus, KB,E is bounded by
rext(KB,E). 
3.2. Bricks with finite extreme radius. In this subsection we study the question
of the compactness of a brick with finite extreme radius.
Example 3.4. There exists a noncompact brick of finite extreme radius.
Proof. This example is a modification of Example 2.9. We choose integers 0 = n0,
2 = n1 < n2 < . . . such that
(3.4)
1
nk−1 + 1
+ . . .+
1
nk
∈ [1, 2], k = 1, 2, . . . .
Then for X = c0 we define a basis B = (fn)∞n=1 by
f1 = (1, 1, 0, 0, . . .),
f2 = (0, 1, 0, 0, . . .),
f3 = (0, 0, 1, 1, . . . , 1, 1︸ ︷︷ ︸
n2−n1
, 0, 0, . . .),
f4 = (0, 0, 0, 1, . . . , 1, 1︸ ︷︷ ︸
n2−n1
, 0, 0, . . .),
. . .
fn2 = (0, 0, 0, 0, . . . , 0, 1︸ ︷︷ ︸
n2−n1
, 0, 0, . . .),
fn2+1 = (0, 0, . . . , 0︸ ︷︷ ︸
n2
, 1, 1, . . . , 1, 1︸ ︷︷ ︸
n3−n2
, 0, 0, . . .),
. . . .
Using standard arguments, one can prove that the above system B = (fn)∞n=1 is
a basis of c0. More precisely, first we need to prove the inequality
∥∥∑n
k=1 akfk
∥∥ ≤∥∥∑m
k=1 akfk
∥∥ for all n < m and any collection of scalars (ak)mk=1. Then we prove
that the linear span of (fn)
∞
n=1 is dense in c0 (because the standard basis of c0 is
contained in that linear span). We omit the details which are straightforward.
Then we define half-height by εn =
1
n , n = 1, 2, . . ., set E = (εn)∞n=1 and prove
that the brick KB,E is as desired. First we show that KB,E contains an extreme
point. Indeed, the series f0 =
∑∞
n=1(−1)n+1εnfn converges in c0, because the
Leibniz series
∑∞
n=1
(−1)n+1
n converges, and hence, possesses the Cauchy condition.
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By (3.4) we obtain that the brick is norm bounded by 2, hence, rext(KB,E) ≤ 2.
The noncompactness of KB,E follows from the fact that the sequence
gk =
1
nk−1 + 1
fnk−1+1 + . . .+
1
nk
fnk , k = 1, 2, . . . .
satisfies gk ∈ KB,E and ‖gk‖ ≥ 1 by (3.4). 
Now we show that in the most natural cases (unconditional or boundedly com-
plete basis) a brick of finite extreme radius is compact.
Theorem 3.5. Every unconditional or boundedly complete brick of finite extreme
radius is compact.
Proof. Let X be a Banach space with a normalized unconditional or boundedly
complete basis B = (en)∞n=1 and biorthogonal functionals e∗k ∈ X∗0 , and let E =
(εn)
∞
n=1. Assume r
ext(KB,E) <∞, and show that for A = KB,E we have (1.1).
The case where B is unconditional. LetM be the unconditional constant of B and
x0 any extreme point of A (an extreme point exists, because r
ext(KB,E) <∞). Fix
any ε > 0 and choose n0 ∈ N so that for everyN ≥ n0 one has
∥∥∑
n>N e
∗
n(x0) en
∥∥ <
M−1ε. Then for each x ∈ KB,E and each N ≥ n0, taking into account |e∗n(x)| ≤
εn = |e∗n(x0)| and Lemma 1.2, we obtain∥∥∥∑
n>N
e∗n(x) en
∥∥∥ ≤M∥∥∥∑
n>N
e∗n(x0) en
∥∥∥ < ε.
The case where B is boundedly complete. Assume (1.1) is false. Choose δ > 0
and a sequence xNk ∈ KB,E so that N1 < N2 < . . ., ‖xNk‖ ≥ 2δ and e∗n(xNk) = 0
as n ≤ Nk, that is, xNk =
∑
n>Nk
e∗n(xNk) en for k = 1, 2, . . .. We are going
to construct a block basis (uk)
∞
k=1 of B such that uk ∈ KB,E and ‖uk‖ ≥ δ for
k = 1, 2, . . .. Set n1 = 0 and choose n2 > n1 so that∥∥∥∑
n>n2
e∗n(xN1) en
∥∥∥ < δ.
Then for u1 =
∑n2
n=1 e
∗
n(xN1) en one gets that u1 ∈ KB,E and
‖u1‖ ≥
∥∥ ∞∑
n=1
e∗n(xN1) en −
∑
n>n2
e∗n(xN1) en
∥∥∥ ≥ 2δ − δ = δ.
At the second step we choose j2 > j1 = 1 so that Nj2 > n2. Thus,
xNj2 =
∑
n>Nj2
e∗n(xNj2 ) en =
∑
n>n2
e∗n(xNj2 ) en.
Choose n3 > n2 so that ∥∥∥∑
n>n3
e∗n(xNj2 ) en
∥∥∥ < δ.
Then for u2 =
∑n3
n=n2+1
e∗n(xNj2 ) en we obtain that u2 ∈ KB,E and
‖u2‖ ≥
∥∥ ∞∑
n=n2+1
e∗n(xNj2 ) en −
∑
n>n3
e∗n(xNj2 ) en
∥∥∥ ≥ 2δ − δ = δ.
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Proceeding like that step by step, we construct the desired block basis (uk)
∞
k=1.
Now for each n ≤ N1 set an = e∗n(xN1), and for every Njk < n ≤ Njk+1 set
an = e
∗
n(xNjk ), k = 2, 3, . . .. Then
u1 =
N1∑
n=1
anen and uk =
Njk+1∑
n=Njk+1
anen for k = 2, 3, . . . .
Since Sn =
∑n
i=1 aiei ∈ KB,E for all n ∈ N, we get ‖Sn‖ ≤ rext(KB,E) by The-
orem 3.3. Since the basis (en)
∞
n=1 is boundedly complete, the series
∑∞
n=1 anen
converges. However, this is impossible, because the Cauchy condition for its con-
vergence contradicts the inequalities ‖uk‖ ≥ δ, k = 1, 2, . . .. So, (1.1) is valid.
Thus, (1.1) holds anyway. By Lemma 1.4, the brick KB,E is precompact. By
Proposition 2.3, KB,E is compact. 
3.3. A characterization of the compactness for bricks. In this subsection we
characterize the compactness for bricks, partially in terms of the following notion.
Definition 3.6. Let X be a Banach space with a normalized basis B = (en)∞n=1
and biorthogonal functionals e∗k ∈ X∗0 , and let E = (εn)∞n=1. The brick KB,E is
called holistic if for any sequence of scalars (an)
∞
n=1 such that |an| ≤ εn for all
n ∈ N the series ∑∞n=1 anen converges.
In other words, a holistic brick is a solid brick with an extreme point (cf. Defi-
nition 2.4).
The following result is important for the concept of entropy.
Theorem 3.7 (The compactness test for bricks). Let X be a Banach space with
a normalized basis B = (en)∞n=1 and biorthogonal functionals e∗k ∈ X∗0 , and let
E = (εn)∞n=1. Then the following assertions are equivalent.
(1) The brick KB,E is compact.
(2) The brick KB,E is holistic.
(3) The series
∑∞
n=1 εnen converges unconditionally.
(4) runc(KB,E) <∞.
Proof. The equivalence (2) ⇔ (3) follows from Lemma 1.1.
(1)⇒ (2). Let (an)∞n=1 be a sequence of scalars such that |an| ≤ εn for all n ∈ N.
Set xN =
∑N
n=1 anen and show that the series
∑∞
n=1 anen converges. Assume, on
the contrary, that this is false. Then the series does not meet the Cauchy condition,
and hence, there are δ > 0, sequences of integers 1 = n0 < n1 < . . . and (ℓk)
∞
k=1
such that ℓk ≤ nk+1 −nk and ‖uk‖ ≥ δ for k = 1, 2, . . ., where uk =
∑nk+ℓ
j=nk+1
ajej.
Observe that uk ∈ KB,E for all k. Denote by K the basis constant of B and
prove that ‖uk − um‖ ≥ δ/K for all k < m, which contradicts the compactness of
KB,E .Indeed, δ ≤ ‖uk‖ ≤ K‖uk − um‖.
(2) ⇒ (1). We prove that
(3.5) lim
N→∞
sup
|an|≤εn
∥∥∥∑
n>N
anen
∥∥∥ = 0.
Indeed, if this were false, we would choose δ > 0, 0 = n0 < n1 < . . . and a
sequence (an)
∞
n=1, |an| ≤ εn so that∥∥∥
nk∑
j=nk−1+1
ajej
∥∥∥ ≥ δ,
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which contradicts the Cauchy condition for
∑∞
n=1 anen.
Now we prove that, for every δ > 0 the brick KB,E contains a finite δ-net. So, fix
any δ > 0 and choose by (3.5), N ∈ N so that for any sequence of scalars (an)n>N ,
|an| ≤ εn one has
(3.6)
∥∥∥∑
n>N
anen
∥∥∥ ≤ δ
2
.
Let K ′ = KB,E′ be the brick which corresponds to the same basis and the following
half-height E ′ = (ε′n)∞n=1, where ε′n = εn for n ≤ N and ε′n = 0 for n > N . Using
the compactness of the closed bounded subset K ′ of the finite dimensional space
X ′ = [en]Nn=1, we choose in K
′ a finite δ/2-net S = {x1, . . . , xm}. Show that
S is a δ-net in KB,E . Indeed, S ⊆ K ′ ⊆ KB,E , and therefore, S ⊆ KB,E . Let
x ∈ KB,E be any element. Choose k ∈ {1, . . . ,m} so that ‖x′ − xk‖ < δ/2, where
x′ =
∑N
n=1 e
∗
n(x) en ∈ X ′. Then, in view of (3.6), we obtain
‖xk − x‖ =
∥∥∥xk −
∞∑
n=1
e∗n(x) en
∥∥∥ ≤ ‖xk − x′‖+
∥∥∥∑
n>N
e∗n(x) en
∥∥∥ < δ
2
+
δ
2
= δ.
It is left to show the equivalence of (4) to the other conditions. Indeed, the
implication (4) ⇒ (3) is obvious, and back, (3) together with (1) implies (4). 
As a consequence of theorems 3.2 and 3.7 we get the following result.
Corollary 3.8. All the radii of any compact brick are finite and coincide.
The implication (3) ⇒ (1) of Theorem 3.7 gives the following Gelfand theorem
[8, Theorem 1.3.4].
Corollary 3.9 (Gelfand’s theorem). If a series
∑∞
n=1 xn of elements of a Banach
space X unconditionally converges then the set of all sums
∑∞
n=1 θnxn, θn = ±1 is
compact.
Remark also that by the compactness of the convex hull of a compact set [2,
p. 364], the implication (3)⇒ (1) one can deduce from the above Gelfand theorem.
4. Entropy
The entropy of a set A is going to be the infimum of the radii of bricks containing
A. Depending on a type of bricks, we get different types of entropy.
Definition 4.1. Let X be a Banach space. The entropy and the unconditional
entropy of a subset A ⊆ X is a number or the symbol ∞, defined, respectively, by
(1) E(A) = inf
A⊆KB,E
runc(KB,E) (here the infimum is taken over all bricks con-
taining A);
(2) E0(A) = inf
{
runc(KB,E) : A ⊆ KB,E , KB,E − 1-unconditional brick
}
.
In the case where no brick (of the corresponding type) of finite unconditional
radius contains A, we set the corresponding entropy to be equal ∞. In particular,
if X has no basis then there is no brick in X , and hence all subsets of X has infinite
entropy.
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4.1. Common properties. In the following statements we summarize simple prop-
erties of entropy.
Proposition 4.2. Let X be a Banach space. Then
(1) if A ⊆ B ⊆ X then E(A) ≤ E(B) and E0(A) ≤ E0(B);
(2) if A ⊆ X then E0(A) ≥ E(A) ≥ sup
x∈A
‖x‖;
(3) if KB,E is a compact brick then E(KB,E) = sup
x∈KB,E
‖x‖;
(4) if KB,E is a 1-unconditional compact brick then E0(KB,E) = sup
x∈KB,E
‖x‖.
Proof. (1) is obvious.
(2) The left-hand side inequality is obvious. We prove the right-hand side
inequality. Let E(A) < ∞, and let KB,E be any brick with A ⊆ KB,E and
runc(KB,E) <∞. Then
runc(KB,E)
Theorem 3.2 (3)
= sup
x∈KB,E
‖x‖ ≥ sup
x∈A
‖x‖.
Hence,
E(A) = inf
A⊆KB,E
runc(KB,E) ≥ sup
x∈A
‖x‖.
(3) and (4) follow from (2) and the fact that a brick does contain itself. 
As a consequence of Theorem 3.7 we obtain the next statement.
Proposition 4.3. Let A be a subset of a Banach space X. If E(A) < ∞ then A
is precompact.
Given a subset A of a Banach space X , by absconv (A) we denote the closure of
an absolute convex hull of A, which by definition equals the least closed absolute
convex set in X containing A. The next assertion follows from from Proposition 2.3.
Proposition 4.4. For any subset A of a Banach space X one has E
(
absconv (A)
)
=
E(A) and E0
(
absconv (A)
)
= E0(A).
4.2. Sudakov’s characteristic. Following Sudakov [14] and generalizing his no-
tions introduced for an orthonormal basis of a Hilbert space to a normalized basis
of a Banach space, we give some definitions.
Let X be a Banach space with a normalized basis B = (en)∞n=1 and the biorthog-
onal functionals (e∗n)
∞
n=1.
Definition 4.5. The clearances of a subset A ⊂ X relatively to the basis B are set
to be the sequence γB,n(A) ∈ [0,+∞] defined by
(4.1) γB,n(A) = sup
x∈A
|e∗n(x)|, n = 1, 2, . . . .
Definition 4.6. The radius of a subset A ⊂ X relatively to the basis B is the
number or symbol rB(A) ∈ [0,+∞] defined by
(4.2) rB(A) = sup
θn=±1
∥∥∥
∞∑
n=1
θnγB,n(A) en
∥∥∥
(here the norm of a divergent series is set to be ∞).
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This latter radius of a set generalizes the unconditional radius of a brick. Indeed,
if KB,E is a brick in a Banach space X constructed by a basis B = (en)∞n=1 with
biorthogonal functionals e∗k ∈ X∗0 and half-height E = (εn)∞n=1 then γB,n(KB,E) =
εn for all n ∈ N, and hence, rB(KB,E) = runc(KB,E). Thus, Theorem 3.7 and item
(3) of Theorem 3.2 imply that if KB,E is compact then
rB(KB,E) = rext(KB,E) = runc(KB,E) = sup
x∈KB,E
‖x‖.
In [14] the author used the sum of the series
∑∞
n=1 γ
2
B,n(A) instead of the in-
troduced above radius of A, which corresponds to the square of the radius for the
case of an orthonormal basis of a Hilbert space. Very likely, that in such cases the
square root of the sum is not taken just for aesthetic reasons, however it is much
more natural to consider the norm of an element as a characteristic of something
than the square of the norm. Another observation is that, for an orthonormal basis
of a Hilbert space (more general, for a 1-unconditional basis of a Banach space in
the real case) the norm of the sum that appears in the definition of the radius does
not depend on the signs θn, and hence one may replace the right-hand side of (4.2)
with the expression
∥∥∑∞
n=1 γB,n(A) en
∥∥.
Remark that the radius of a set rB(A) does depend on the basis B. Moreover, in
[6] the first named author provided an example of a set in a separable Hilbert space
the radius of which relatively to a certain basis is finite, and infinite relatively to
another one.
Definition 4.7. The Sudakov characteristic of a subset A of a Banach space X
with a basis is the number or symbol s(A) ∈ [0,∞], defined by
s(A) = sup
B
rB(A),
where the supremum is taken over all normalized bases B of X .
The following statement shows that the entropy of a set can be defined as the
Sudakov characteristic, but replacing sup with inf.
Proposition 4.8. For any subset A of a Banach space X the following equalities
hold
(1) E(A) = inf
B
rB(A) (here the infimum is taken over all normalized bases B of
X);
(2) E0(A) = inf
{
rB(A) : B is a 1-unconditional basis of X
}
.
Proof. We prove (1) only; item (2) is proved similarly. We prove (1) under the
assumption that the set of bricks containing A is nonempty (otherwise both sides
of the equality equal ∞). So, let B = (en)∞n=1 be any normalized basis of X with
the biorthogonal functionals (e∗n)
∞
n=1, A ⊆ X any subset. Set ΓB = ΓB(A) =(
γB,n(A)
)∞
n=1
, where γB,n(A) are the clearances of A relatively to B, defined by
(4.1). By (4.2) and Definition 3.1 (2), rB(A) = runc(KB,ΓB). Hence, taking into
account that A ⊆ KB,ΓB , we obtain
E(A) = inf
A⊆KB,E
runc(KB,E) ≤ infB r
unc(KB,ΓB) = infB
rB(A).
In order to prove the other side inequality, we fix any normalized basis B0 of X ,
and denote by ΓB0 the clearances of A relatively to B0. Since A ⊆ KB0,ΓB0 , one has
inf
B
rB(A) ≤ rB0(A) ≤ rB0(KB0,ΓB0 ) = runc(KB0,ΓB0 ).
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By arbitrariness of B0, we get
inf
B
rB(A) ≤ inf
A⊆KB,ΓB
runc(KB,ΓB).
It remains to observe that, if A ⊆ KB,E then A ⊆ KB,ΓB , and therefore,
inf
A⊆KB,ΓB
runc(KB,ΓB) = inf
A⊆KB,E
runc(KB,E) = E(A).

4.3. Is the entropy of every precompact set finite? Equivalently, is every
precompact set contained in a compact brick? Of course, this question is substantial
for subsets of a Banach space with a basis. The answer depends on a space. We start
with an example of an infinite dimensional Banach space in which every precompact
set has finite entropy.
Proposition 4.9. Every precompact subset A of the Banach space c0 has finite
entropy. Moreover,
E(A) = E0(A) = sup
x∈A
‖x‖.
Proof. Let A be a precompact subset of c0. Let εn = γn(A) = supx∈A |e∗n(x)|,
n = 1, 2, . . . be the clearances of A with respect to the standard basis of c0. One
can easily deduce from Lemma 1.4 that limn→∞ εn = 0. Indeed, given any x0 ∈ A,
one has
|e∗n(x0)| = ‖e∗n(x0) en‖ ≤
∥∥∥ ∑
k>n−1
e∗k(x0) ek
∥∥∥ ≤ sup
x∈A
∥∥∥ ∑
k>n−1
e∗k(x) ek
∥∥∥.
Then by arbitrariness of x0 ∈ A,
γn(A) ≤
∥∥∥ ∑
k>n−1
e∗k(x) ek
∥∥∥ by Lemma 1.4−→ 0
as n→∞.
Since limn→∞ εn = 0, the series
∑∞
n=1 εnen unconditionally converges in c0. By
Theorem 3.7, the brick KB,E is compact. By the definition of εn’s, A ⊆ KB,E , and
thus A has finite entropy. Thus,
E0(A) ≤ runc(KB,E) Theorem 3.2.(3)= sup
x∈A
‖x‖.
By (2) of Proposition 4.2, the proof is completed. 
4.4. A class of compacts in a Hilbert space with infinite entropy. Let H
be a separable infinite dimensional Hilbert space, p > 0. By B we denote the Borel
σ-algebra of subsets of H . Following [15], a probability measure µ : B → [0, 1] is
said to have
• a strong p-th moment if
∫
H
‖u‖pdµ(u) <∞;
• a weak p-th moment if
∫
H
|(h, u)|pdµ(u) <∞ for all h ∈ H .
In another terminology, µ is said to have a strong (resp., weak) order in the above
cases. Obviously, if µ has a strong p-th moment then µ has a weak p-th moment.
One can show that the converse is not true. We need the following example.
Example 4.10. There exists a probability measure µ : B → [0, 1] having a weak
4-th moment which does not have a strong 2-d moment.
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Proof. Let (en)
∞
n=1 be an orthonormal basis of H . Consider the measure µ : B →
[0, 1] focused at the points
√
nen with weights
6
π2
1
n2 , n = 1, 2, . . ., that is,
µ =
6
π2
∞∑
n=1
1
n2
δ√nen ,
where δx(A) = 1 if A ∋ x and δx(A) = 0 if A 6∋ x. Then for every h ∈ H one has
∫
H
|(h, u)|4dµ(u) = 6
π2
∞∑
n=1
1
n2
(h,
√
nen)
4 =
6
π2
∞∑
n=1
(h, en)
4 <∞.
On the other hand,
∫
H
‖u‖2dµ(u) = 6
π2
∞∑
n=1
1
n2
‖√nen‖2 = 6
π2
∞∑
n=1
1
n
=∞.

The next consideration is related to [5].
Lemma 4.11. Let a probability measure µ : B → [0, 1] have a weak p-th moment
with p ≥ 2. Then the mapping T : H → Lp(H,B, µ) given by (Tu)(h) = (u, h) for
u, h ∈ H is a linear bounded operator.
Proof. The linearity of T is obvious, and the boundedness one can prove using the
Closed Graph Theorem. 
Recall the definition of the Pettis integral. Let f : Ω → X , where (Ω,Σ, ν) is a
probability space and X a real Banach space. By the Dunford theorem [4, p. 52], if
x∗(f) ∈ L1(ν) for all x∗ ∈ X∗ then for each A ∈ Σ there exists z ∈ X∗∗ such that
z(x∗) =
∫
A
x∗(f) dν
for all x∗ ∈ X∗. The above element z is called the Dunford integral of f over A and
is denoted by z = D-
∫
A
f dν. If, furthermore, z belongs to the canonical image of X
in X∗∗ then f is said to be Pettis integrable, and the Dunford integral of f is set to
be the Pettis integral P-
∫
A
f dν. The latter condition always holds if X is reflexive,
so the Pettis integral exists for any function f : Ω → X such that x∗(f) ∈ L1(ν)
for all x∗ ∈ X∗.
Lemma 4.12. Let a probability measure µ : B → [0, 1] have a weak p-th moment
with p ≥ 2. Then for every u ∈ H the Pettis integral
(4.3) j(u) = P-
∫
H
(u, v) v dµ(v)
exists, and j : H → H is a linear bounded operator. If, moreover, p > 2 then j is
compact.
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Proof. The existence of the Pettis integral in Lemma 4.12 means that
(
h, (u, ·) ·) ∈
L1(H,B, µ) for all h ∈ H , which follows from the well known inequalities∫
H
∣∣(u, v)(h, v)∣∣ dµ(v) ≤ (
∫
H
∣∣(u, v)∣∣2 dµ(v))1/2(
∫
H
∣∣(h, v)∣∣2 dµ(v))1/2
≤
(∫
H
∣∣(u, v)∣∣p dµ(v))1/p(
∫
H
∣∣(h, v)∣∣p dµ(v))1/p <∞,
because µ has a weak p-th moment and p > 2. The compactness of j is proved in
[5]. 
Remark that the image j(H) for µ serves as the space of acceptable shifts for a
Gaussian measure µ (see [5]).
The following example shows that j need not be a Hilbert-Schmidt operator (an
operator T ∈ L(H) is called a Hilbert-Schmidt operator if ∑∞n=1 ‖Ten‖2 < ∞ for
some, or equivalently each, orthonormal basis (en)
∞
n=1 of H).
Example 4.13. There exists a probability measure µ : B → [0, 1] having a weak
2-th moment such that the operator j defined by (4.3) is compact and not a Hilbert-
Schmidt operator.
Proof. Fix any orthonormal basis (en)
∞
n=1 of H and set
µ = C
∞∑
n=1
1
n ln2(n+ 1)
δ√nen ,
where C is the norming constant taken from the condition µ(H) = 1. Show that µ
has a weak 2-th moment. Indeed, given any h ∈ H , we have
∫
H
|(h, u)|2dµ(u) = C
∞∑
n=1
1
n ln2(n+ 1)
(h,
√
nen)
2 ≤ C
ln2 2
∞∑
n=1
(h, en)
2 <∞.
Observe that, by the definition of the Pettis integral, for every u, h ∈ H
(
j(u), h
)
=
∫
H
(
h, (u, v) v
)
dµ(v) =
∫
H
(u, v)(h, v) dµ(v).
Hence, for every u ∈ H
j(u) =
∞∑
n=1
(
j(u), en
)
en
=
∞∑
n=1
(∫
H
(u, v)(en, v) dµ(v)
)
en
= C
∞∑
n=1
( ∞∑
k=1
(u,
√
kek)(en,
√
kek)
k ln2(k + 1)
)
en
= C
∞∑
n=1
n(u, en)
n ln2(n+ 1)
en = C
∞∑
n=1
(u, en)
ln2(n+ 1)
en.
Thus, j(ek) =
ek
ln2(k+1)
, confirming that j is compact and fails to be a Hilbert-
Schmidt operator. 
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