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Recently, anyone can easily publish a lot of information in blogs, SNS, and so on. Then, the amount of 
information existing on the web continues to increase. For that reason, it is not only time consuming to find the 
information that is needed, it is also important to distinguish lie information, malicious information, or wrong 
information. In this research, by comparing similarity with past data, we discover whether incorrect information 
and information that can be subject to criticism exist compared with other information. 























































や SNS に投稿される情報，EC サイトなどの商品レビュ
ーなど様々なものがある．その中でも，本研究では，ユー



























































































3171 語，ポジティブと評価された単語が 2106 語あり，体
言編の極性辞書には，ネガティブと評価された単語が
























 形態素解析とは自然言語処理の基本的な手法の 1 つで
あり，文書やフレーズを，意味を持つ最小限の単位に分解











を実現できるのは，PV-DM（Paragrah Vector with Distributed 



































本研究では，ツイートを Twitter API を介して収集した．
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語 1 の極性値 k1 を+1 とし，単語 1 が極性辞書にネガティ
ブな単語として記載されていた場合は単語 1 の極性値 k1
を-1 とし，単語 1 が極性辞書にニュートラルな単語とし
て記載されていた場合は単語 1の極性値 k1 を 0 とする．
単語 1 が極性辞書に記載されていない単語についても同
様に極性値 k1を 0 とする． 
3．単語 1から単語 n の極性値 k1から knの和を取り，そ
れをツイートの極性値として，初期値 k に代入する． 










書きした 1 つのテキストファイルを作成し Doc2vec で学
習モデルを作成する．学習モデルを作成した際に設定し
たパラメータと数値の一覧を以下の表 2 に示す． 
 
















dbow_words は 0 か 1 の値のみを取り，0 の場合は doc-
vector のみで学習を行い，1 の場合は Bow doc-vectors と
word-vectorsを 2つのベクトルを用いてトレーニングを行
う．Negative の値は 0 より大きい値の場合に負のサンプ











本研究で分析するデータセットとして，2 月 2 日に行わ
れた日本 vs カタールのアジアカップの決勝戦に関するツ
イート 7709 件と，Yahoo ニュースのスポーツのカテゴリ
ーに投稿されているアジアカップ決勝戦後の 2 月 2 日か
ら 2 月 4 日のアジアカップ決勝戦に関するニュースのタ
イトル 33 件を収集した．これらのツイートとニュースの
タイトル，及び本文それぞれに対して，4.2 で述べた手法
に基づいて極性情報を付与した結果を表 3 と表 4 に示す． 
 
表 3 ツイートに割り振られた極性情報とツイート件数 
極性情報 ツイート件数 
Positive 3031 件 
Negative 1516 件 






たツイートが 3162 件となった． 
 
表 4 ニュースのタイトルに割り振られた 
極性情報と件数 
極性情報 ニュースの件数 
Positive 21 件 
Negative 5 件 


















を算出した．過去に炎上したツイート 3 件を表 5 に示し，
過去に炎上したツイートとユークリッド距離が小さかっ






















表 6 炎上したツイート 1 とユークリッド距離の 











































表 7 炎上したツイート 2 とユークリッド距離の 











権田やもんなー( ˘•ω•˘ ) 0.35444 Neutral 
決めきれないんよなー













表 8 炎上したツイート 3 とユークリッド距離の 














































上位 5 件に注目してみたところ，5 件全てではなかった
が，イベントに対して強い批判的なツイートを抽出でき
た．今回分析対象とした過去の炎上ツイートに付与され
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