Abstract. It is shown that il P is a linear partial differential operator with analytic coefficients, and if M is an analytic submanifold of codimensions 3 in R", which is partially characteristic with respect to P and satisfies certain additional conditions, then one can find, in a neighborhood of any point of M, solutions of the equation Pu = 0 which are flat or singular precisely on M. The additional condition requires that a nonhomogeneous Laplace equation in two variables possesses a solution with a strong extremum at the origin. The right side of this nonhomogeneous equation is a homogeneous polynomial in two variables with coefficients being repeated Poisson brackets of the real and imaginary parts of the principal symbol of P.
1. Introduction. Let £ = P(x, D) be a linear partial differential operator of order m > 1 with complex valued coefficients which are defined and analytic in an open subset ñ of R". Theorem 2 of [1] asserts that if M is an analytic manifold in ß, which is partially characteristic with respect to £ and satisfies certain additional conditions, then one can find, in a neighborhood of any point of M, solutions of the homogeneous equation (1.1) P(x,D)u = 0 which are (a) flat on M and analytic and nowhere vanishing in its complement, or (b) singular on M and analytic in its complement. In [3] it is shown that, under the same assumptions on M, one can find solutions of (1.1) which are flat or singular precisely on any analytic submanifold of M. In [4] new assumptions were introduced under which one can again find solutions of (1.1) which are flat or singular precisely on M. A basic new feature of [4] is that at a point (x, £) where the principal symbol pm(x, ü) of £ vanishes, it is assumed that the ¿-gradients of the real and imaginary parts of pm are linearly independent. In this paper we go much further in the direction of [4] and express the condition which guarantees the existence of solutions of (1.1) which are flat or singular on M, by requiring that a certain nonhomogeneous two-dimensional Laplace equation has a solution possessing a strong extremum.
Let us recall some notation. We set Thus /c is the smallest integer such that there is at least one repeated Poisson bracket of A and £ with k H's which does not vanish at y. The theorem proved in this paper requires that the manifold M is of codimension 3. For simplicity in this introduction we state the result for the special case in which Mis a point in R3.
"Let x° E ß C R3 and suppose that for some £° G R3\0:
(ii) gradf A(x°, ¿°) and grad¿ £(x°, £°) are linearly independent, (iii) in a neighborhood of the origin of the (t, 5)-plane, there is a homogeneous solution v -v(t, s) of the equation (1.5) o" + vss = (tHA + sHB)k~]HAB\(xoĥ aving a strong extremum at the origin. Then, in a neighborhood of x° one can find solutions of (1.1) which are flat or singular precisely at x°."
It should be noted that the right side in (1.5) is a homogeneous polynomial of In §3 we show that the assumptions of our theorem are invariant under multiplication of pm by a nonvanishing function. Indeed equation (1.5) itself remains invariant under such a multiplication. The invariance is needed in the reduction of the principal symbol to a first order symbol. This reduction is contained in §4 where we also express condition (iii) in terms of appropriate local coordinates. The desired phase function is constructed in §5 by solving a Cauchy problem with data containing a (k + l)-order term with complex coefficient, the real and imaginary parts of which are chosen to be certain multiples of two of the coefficients of a solution of (1.5) having a strong extremum at the origin. Proof. Let (ii) If in a term at least one of the C¡ is a or ß, then the coefficient of that term contains a factor of the form HE ■ ■ ■ HE A or HE¡ ■ ■ ■ HEB with E¡ being A or £ and h < p.
We also have Since the assumptions of Theorem 2.1 are invariant under multiplication by a nonvanishing factor, these assumptions can be transferred to q'xpm. This allows us to assume from now on that q = 1 in (4.4). We will prove Lemma 4.2 by induction on k0. First, for k0 = 1, (4.9) follows from (4.7) and (4.10) from (4.11) and (4.5). Assuming now that the lemma is valid for k0 we will prove it for k0 + 1. We must show that From the induction hypothesis and since /c0 + 1 > k0 we know that (4.9) and (4.10) hold. Thus in order to prove (4.16) it is only necessary to show it for a + ß = k0.
But this follows from Of course some or all of the coefficients in these operators may be zero. In fact, when/, = 0 all of the coefficients vanish since He |2 = 0 as follows from (4.21), (4.5), (4.6) and (4.7). Consequently, dropping in (4.19) the terms withy, = 0 and using the fact that in the remaining terms we must havey0 + p < k0 -1, we conclude that (4.23) (tHA + sHB)k" = 3^o + £,o_,(3" ds, dy,d().
Applying now (4.23) to (4.11) and using (4.16) and (4.5), we obtain (4.17). The proof of Lemma 4.2 is complete.
We are now ready to express conditions (III) and (IV) of our theorem in terms of the function g. In order to satisfy (5.14) we must take (5.17) C2iy) = c0<k+xiy).
Substituting (5.16) in (5.11), integrating with respect to t and using (5.13) we find (5.18) u(t,s;y) = Cxiy)sk+x+ 2 -L-CjltJ"st-\ j + l=k+\
We will now determine C, by satisfying (5.12). 
