We consider an infinite quiver Q(g) and a family of periodic quivers Q m (g) for a finite dimensional simple Lie algebra g and m ∈ Z >1 . We construct the Weyl group W (g) as a subgroup of the cluster modular group for Q m (g), in a similar way as [IIO19], and study its applications to the q-characters for finite dimensional representations of quantum non-twisted affine algebras U q (ĝ) [FR99], and to the lattice g-Toda field theory [IH00]. In particular, when q is a root of unity, we prove that the q-character is invariant under the Weyl group action. We also show that the A-variables for Q(g) correspond to the τ -function for the lattice g-Toda field equation.
Introduction
The cluster algebra was introduced around 2000 by Fomin and Zelevinsky [FZ02] . The heart of the algebra is algebraic operations called mutations of seeds, where a seed consists of a quiver (or a skew-symmetric matrix) and two tuples of variables (A-variables and X-variables). This algebra has been variously applied in mathematics and mathematical physics. One idea is to find an interesting sequence of mutations which preserves a given quiver Q, from which we define a rational map for the A-and X-variables. Such sequences of mutations constitute a group called the cluster modular group Γ Q . For example, the Laurent property of the Somos-4 sequence [FZ01] , the periodicity of the T -system and Y -system associated with the finite dimensional Lie algebra [FZ03, K10, IIKNS10, IIKKN13] were proved by formulating the system with some quivers.
In [IIO19] , for a symmetrizable Kac-Moody Lie algebra we constructed a family of periodic (weighted) quivers, and introduce the realization of the Weyl group as a subgroup of the cluster modular group. When the Lie algebra is classical finite type, this has application in higher Teichmüller space introduced by Fock and Goncharov [FG03] . We showed that the h-periodic quiver is mutation equivalent to the quiver which gives the cluster structure for the higher Teichmüller space of once punctured disk with two marked points on the boundary, where h is the Coxeter number of the Lie algebra. Based on a result by Goncharov and Shen in the case of A ℓ [GS16] , we further proved that the Weyl group action coincides with the geomtric one defined in [GS16] in the other classical cases.
In this paper, for a finite dimensional Lie algebra g we introduce another family of quivers with the Weyl group realization, and study its applications. Let ℓ be the rank of g, and set S = {1, 2, . . . , ℓ}. We consider an infinite quiver Q(g) and its periodic version Q m (g) for m ∈ Z >1 . The infinite quiver Q(g) is essentially same as what appeared in [HL16] where its semi-infinite version was used to study the cluster algebraic structure of the q-characters of Kirillov-Reshetikhin modules for non-twisted quantum affine Lie algebra U q (ĝ). For the periodic quiver Q m (g), we construct sequences of mutations R i for i ∈ S (Theorem 3.3), which generate the Weyl group W (g) as a subgroup of the cluster modular group Γ Qm(g) (Theorem 3.7). In fact, when g is of simply-laced Dynkin types as A ℓ , D ℓ and E 6,7,8 , this Weyl group realization is same as what studied in [ILP16, IIO19] , mutation µ k of the seed µ k (ε, X, A) = (ε ′ , X ′ , A ′ ) is given by
ε ij + |ε ik |ε kj + ε ik |ε kj | 2 otherwise, (2.1)
(2.2)
(2.3)
It is easily checked that the obtained tuple (ε ′ , X ′ , A ′ ) is again a seed.
Poisson structure. For a seed (ε, A, X), let C(X) and C(A) be the rational functional fields generated by the X-variables and the A-variables respectively. There is a logcanonical Poisson structure on C(X) and a closed two-form on C(A) compatible with seed mutation [GSV03] , expressed as
(2.4)
When the exchange matrix ε is non-degenerate, the form Ω A is a symplectic form.
Cluster modular group. For a given quiver Q, a mutation sequence is a sequence of mutations associated with Q and permutations of the vertex set I. A mutation sequence is trivial if it preserves the seed. The cluster modular group Γ Q is a group generated by mutation sequences which preserve Q, modulo trivial ones.
Tropical X-variables. Let P = P trop (u 1 , u 2 , . . . , u p ) := { p i=1 u a i i ; a i ∈ Z} be the tropical semifield of rank p, equipped with the addition ⊕ and multiplication · as
For an element x = p i=1 u a i i ∈ P, we define the tropical sign; x is positive (resp. negative) if a i ≥ 0 (resp. a i ≤ 0) for all i = 1, . . . , p. We write x > 0 (resp. x < 0), when x is positive (resp. negative).
For a tropical X-seed (Q, x); x ∈ P |I| and k ∈ I, the mutation µ k (Q, x) = (Q ′ , x ′ ) is given by (2.1) and
(2.5)
The followings are fundamental theorems which respectively state the sign coherence of tropical X-variables and the periodicity of seeds. For a quiver Q with a vertex set I, let P = P trop (u) be a tropical semifield of rank |I|. GHKK14] ). For any mutation sequence ν which mutates a tropical X-seed (Q, u) into (Q ′ , (x i ) i∈I ), it holds that each x i ∈ P is negative or positive.
. For a seed (Q, X, A), a tropical X-seed (Q, u) and a mutation sequence ν, the followings are equivalent:
For a quiver Q of a vertex set I, we define a set X Q (P) := {x = (x i ) i∈I ∈ P |I| } where the cluster modular group Γ Q acts. We write X + Q (P) (resp. X − Q (P)) for the subset of X Q (P), where the tropical sign of all x i of x is positive (resp. negative).
Green and Maximal green sequences. For a quiver Q, we again consider the tropical semifield P = P trop (u) of rank |I|. We say that a sequence i = (i 1 , i 2 , . . . , i N ) in I is green, if in the sequence of seeds
it holds that x[k] i k+1 > 0 for k = 0, 1, . . . , N − 1. We say that the sequence i is maximal green if i is green and x[N] ∈ X − Q (P). These notions are essentially the same as the original ones in [K11] .
2.2. Lie algebras and Weyl groups. Let g be a finite-dimensional simple Lie algebra of rank ℓ and over C. Define its rank set S = {1, 2, . . . , ℓ}. Let h be the Cartan subalgebra of g. For i ∈ S, we write α i for the ith simple root, and ω i for the ith fundamental weight. The Cartan matrix C = (C ij ) i,j∈S is given by
where ( , ) is an inner product. We define
and a diagonal matrix D = diag(d 1 , · · · , d ℓ ). we write d and d ′ for the minimum and maximal value of d i ; d = min{d i ; i ∈ S} and d ′ = max{d i ; i ∈ S}. See Figure 1 for the definition of Dynkin diagrams in this paper. We define a symmetrized Cartan matrix B = (B ij ) 1≤i,j≤l by B = DC.
(2.6) We note that the matrix D becomes an identity matrix when g has a simply-laced Dynkin diagram.
The Weyl group W (g) associated with g is group of the following presentation:
Here (m ij ) i,j∈S is a symmetric matrix satisfying m ii = 1 for all i ∈ S, and C ij C ji : 0 1 2 3 ≥ 4 m ij : 2 3 4 6 ∞ for i = j. Note that the case that C ij C ji ≥ 4 does not appear when g is finite.
3. Cluster realization of Weyl groups 3.1. The infinite quiver Q(g). For each g we define an infinite quiver Q(g) of a vertex set I = {v i n ; i ∈ S, n ∈ dZ}. The case of A ℓ , D ℓ , E 6,7,8 . For g of simply-laced Dynkin diagram, i.e., D = I ℓ , we set a Dynkin quiver C(g) as Figure 2 , and write ε = (ε ij ) i,j∈S for the corresponding exchange matrix. We define an infinite quiver Q(g) of a vertex set I = {v i n ; i ∈ S, n ∈ Z} in the following way:
• we have an arrow v i n → v i n+1 , • if ε ij = 1, we have an arrow v i n → v j n and an arrow v j n+1 → v i n . See Figure 3 for the quiver Q(A ℓ ). In the case of B ℓ . We have D = (1, . . . , 1 ℓ−1 , 1 2 ), thus d = 1 2 . We define Q(B ℓ ) of a vertex set I = {v i n ; i ∈ S, n ∈ Z/2} in the following way: • prepare two copies of Q(A ℓ−1 ), where the vertex set of the first and second copies are respectively I 1 = {v i n ; i ∈ S \ {ℓ}, n ∈ Z} and I 2 = {v i n ; i ∈ S \ {ℓ}, n ∈ Z+ 1 2 }, and also prepare vertices v ℓ n for n ∈ Z/2, • we have an arrow v ℓ n → v ℓ n+ 1 2 , for n ∈ Z/2,
• we have an arrow v ℓ n → v ℓ−1 n− 1 2 and an arrow v ℓ−1 See Figure 4 for the quiver Q(B 4 ). The case of C ℓ . We have D = (1, . . . , 1 ℓ−1 , 2), thus d = 1. We define Q(C ℓ ) of a vertex set I = {v i n ; i ∈ S, n ∈ Z} in the following way: • prepare the quiver Q(A ℓ−1 ) and vertices v ℓ n for n ∈ Z, • we have an arrow v ℓ n → v ℓ n+2 , for n ∈ Z, • we have an arrow v ℓ n → v ℓ−1 n and an arrow v ℓ−1 n+2 → v ℓ n , for n ∈ Z. See Figure 5 for the quiver Q(C 4 ).
The case of F 4 . We have D = (1, 1, 1 2 , 1 2 ), thus d = 1 2 . We define Q(F 4 ) of a vertex set I = {v i n ; i ∈ S, n ∈ Z/2} in the following way: • prepare a copy of Q(B 3 ), and vertices v 4 n for n ∈ Z/2, • we have an arrow v 4 n → v 4 n+ 1 2 , for n ∈ Z/2,
• we have an arrow v 4 n → v 3 n and an arrow v 3 n+ 1 2 → v 4 n , for n ∈ Z/2. See Figure 6 for the quiver Q(F 4 ). The case of G 2 . We have D = (1, 3), thus d = 1. A quiver Q(G 2 ) of a vertex set I = {v i n ; i ∈ S, n ∈ Z} is defined in the following way: • we have arrows v 1 n → v 1 n+1 and v 2 n → v 2 n+3 , for n ∈ Z, • we have an arrow v 2 n → v 1 n and an arrow v 1 n+3 → v 2 n , for n ∈ Z. See Figure 7 for the quiver Q(G 2 ).
Remark 3.1. The same infinite quivers Q(g) appear in [HL16] . They use its semi-infinite subquiver to study the cluster structure of the q-character of Kirillov-Reshetikhin modules. For g = A ℓ and other simply-laced-cases, periodic quivers Q m (g) appear in [ILP16] and [IIO19] .
3.2. The periodic quiver Q m (g) and Weyl group action. Let m be an integer bigger than ℓ − 1. We consider the case that the vertex set I of the quiver Q(g) is 'm-periodic'; I = I m = {v i n ; i ∈ S, n ∈ dZ/md ′ Z}. We write Q m (g) for this quiver. By construction, in Q m (g) there are oriented circles P i,γ i ; i ∈ S, γ i = 1, 2, . . . , d i /d. When d i /d = 1, we write P i for P i,1 for simplicity. We present the circles case by case in the following. The case of A ℓ , D ℓ and E 6,7,8 . In the cases of g of simply-laced Dynkin diagram, we have ℓ circles as
The case of B ℓ . The vertex set of Q m (B ℓ ) is I = {v i n ; i ∈ S, n ∈ 1 2 Z/mZ} and we have 2ℓ − 1 circles in total:
The case of C ℓ . The vertex set of Q m (C ℓ ) is I = {v i n ; i ∈ S, n ∈ Z/2mZ}, and we have ℓ + 1 circles:
The case of F 4 . The vertex set of Q m (F 4 ) is I = {v i n ; i ∈ S, n ∈ 1 2 Z/mZ}, and we have 6 circles: P i,1 and P i,2 as (3.2) for i = 1, 2, and P i as (3.3) for i = 3, 4.
The case of G 2 . The vertex set of Q m (G 2 ) is I = {v i n ; i ∈ S, n ∈ Z/3mZ}, and we have 4 circles:
For an oriented circle P of length p as v 1 → v 2 → · · · → v p → v 1 , define a sequence of mutation M(P ) := µ p−2 · · · µ 2 µ 1 and
(3.6)
Here µ k is the mutation at vertex v k , and (v p−1 , v p ) ∈ S p interchanges vertices v p−1 and v p . Also define a polynomial f X (P, v n ) in the X-variables on P :
This is obtained as a corollary of [GS16, Theorem 7.7].
Theorem 3.3. The action of R(P i,γ i ) on the seed (Q m (g), X, A) induces the following action R(P i,γ i ) * on C(X) and C(A).
(1) The action on C(X) when
(3.8)
(2) The action on C(A) is
This theorem follows from the next lemma.
Lemma 3.4. Let Q be a quiver including an oriented circle P as
Then a mutation sequence R(P ) preserves Q and induces the action on C(X) and C(A) as follows:
Here we define
.
(3.10)
Proof. The claim for X n of v n ∈ P is well known (see for example [Bu14, ILP16, GS16] ). The claims for X a and A n are essentially shown in [GS16, Theorem 7.7], for which we present the proof for self-consistency. The case of X n = X a is shown by induction in the same manner as [MOT19] . When p = 2, it is easy to check the claim. Assume the claim for p ≥ L − 1. When p = L, note that a quiver Q ′ := µ 1 (Q) contains a smaller oriented circle
We factorize the sequense of mutation R(P ) as R(P ) = µ 1 • R(P ′ ) • µ 1 , and consider the sequence of X-seeds:
. By the assumption, we have
On the other hand, from the above sequence of seeds we obtain
which completes the induction. The claim for A n of v n ∈ P is shown by slightly modifying the way in [ILP16] . Consider a sequence of A-seeds:
We inductively obtain that
. Due to the translation invariance of the action of R(P ), the claim follows.
Proposition 3.5. For a seed (Q(g), X, A), let p be the positive map from C(A) to C(X) [FZ07] given by
(3.11)
Proof. The simply-laced cases are already shown in [IIO19, Lemma 3.12]. We give an alternative proof which works for general g. Note that ξ i n := A i n−d i /A i n ∈ C(A) is invariant under the action of any R j . Write C(ξ) for the subfield of C(A) generated by the ξ i n . It holds that p * (X i n ) belongs to C(ξ), since for a circle P j,k in the quiver Q m (g) and the vertex v i n we have only two possibilities: (i) there is no arrow among P j,k and v i n , (ii) there is only two arrows among P j,k and v i n such that v j m → v i n and v j m ′ ← v i n for some v j m , v j m ′ ∈ P j,k . Thus the claim follows.
From Theorem 3.3 the following is obtained.
Corollary 3.6. Let P trop (u) be the tropical semifield of rank |I|, where u = (u i n ; v i n ∈ I). For i ∈ S and a tropical X-seed (Q m (g), x) where all x i n for n ∈ dZ/d ′ mZ have positive tropical sign, the tropical action R trop i is expressed as follows:
(3.12) and when d i < d j ,
(3.13)
Finally we get to the realization of the Weyl group W (g):
Theorem 3.7.
(1) The operators R i ; i ∈ S generate an action of the Weyl group W (g) on the seed. Presicely, we have
is a green sequence for Q m (g). When w is the longest element in W (g), then R(w) is the maximal green sequence for Q m (g).
Proof. This claim in the case of simply-laced g appeared in [IIO19] . We prove the other cases. Let P = P trop (u) be the tropical semifield of rank |I|. In this proof we write Q for Q m (g).
(1) Due to Theorem 2.2, it is satisfactory to check the claim for the tropical X-seed in P. The case of (i, j) as C ij C ji = 1 (i. e. m ij = 3) is done in [ILP16] . The other cases are checked case by case using Corollary 3.6, and we shall demonstrate the case of (d 1 , d 2 ) = (1, 1 2 ) for B 2 and (d 1 , d 2 ) = (1, 3) for G 2 . In the first case, for x = (x i n ) ∈ X + Q (P)
we have
n , x 2 n ) n∈Z/2 . In the second case of G 2 , we have
(2) It is known that each R i is green [Bu14] (also see the proof of [ILP16, Lemma 7.5]). Let L(g) = ⊕ i∈S Zα i be the root lattice, and let L(g) + be its nonnegative part, i. e. L(g) + = ⊕ i∈S Z ≥0 α i . Define an embedding φ : L(g) → Fun(X + Q (P)) given by
For f ∈ Fun(X + Q (P)), we write f (ξ) for the evaluation of f at ξ ∈ X + Q (P). Remark that v ∈ L(g) belongs to L(g) + if and only if φ(v)(u) has positive tropical sign.
From Corollary 3.6, we obtain
For a reduced expression s ip s ip−1 · · · s i 1 of w ∈ W (g), write w (j) for s i j · · · s i 2 s i 1 for j = 1, . . . , p. Then, for j = 1, . . . , p − 1 the followings are proved:
s j+1 n has positive tropical sign for all n ∈ dZ/d ′ mZ, in the same manner as [IIO19, Proposition 3.17]. It follows that the embedding φ is W (g)-equivalent, i. e. R trop (w) * (φ(v)) = φ(w −1 v) for v ∈ L(g) and w ∈ W (g).
From (ii), it follows that R(w) is a green sequence. When w is the longest element in W (g), we have wα i = −α i * for i ∈ S, where i * is the image of i by the Dynkin involution on S. Hence φ(wα i )(u) has negative tropical sign, and it follows that R trop (w)(u) ∈ X − Q (P). Remark 3.8. The mutation sequence R(P ) (3.6) first appeared in [Bu14] in studying maximal green sequence for an oriented circle P . It is also applied to study the cluster realization of the geometric R-matrices [ILP16] , the cluster realizaion of the Weyl groups [IIO19] , and the higher Teichmüller theory [GS16, IIO19] . When g has non-simply-laced Dynkin diagram, Theorem 3.7 gives another cluster realization of the Weyl group than [IIO19] .
3.3. Remark on the case of affine Lie algebras. We naturally extend the infinite quiver Q(g) to that for the corresponding non-twisted affine Lie algebraĝ. For the simply-laced casesĝ = A (1)
(1) 6,7,8 , Q(ĝ) is defined in the same way as [IIO19] . We briefly explain the other cases here.
DefineŜ := S ∪ {0}, and letÎ := {v i n ; i ∈Ŝ, n ∈ dZ} be the vertex set of Q(ĝ). In the case of B
(1) ℓ of ℓ ≥ 3, we add vertices {v 0
In the case of C
Finally, in the case of G
(1)
We further define the m-periodic quiver Q m (ĝ) of the vertex setÎ = {v i n ; i ∈Ŝ, n ∈ dZ/d ′ m}, in the same manner as Q m (g). In Q m (ĝ) we have new circles P 0,k and mutation sequences R(P 0,k ) for k = 1, . . . , d ′ /d. Then the generators of the Weyl group W (ĝ) ⊂ Γ Qm(ĝ) are obtained by adding R 0 := d ′ /d k=1 R(P 0,k ) to those of W (g). Remark that for the dual g ∨ of g, whose Cartan matrix is the transpose of C, the infinite quivers, the m-periodic quivers and the Weyl group actions are defined similarly. This is the same forĝ ∨ .
Application to the q-characters
After recalling the basic notions of the q-characters in §4.1, we first present our results in the simplest case of g = A ℓ , and next explain the case of general g. 4.1. q-characters of finite dimensional representations of U q (ĝ). We briefly recall the notion of the q-character and some related topics following [FR98, FR99] . We continue to use the notations in §2.2. Letĝ be the non-twisted affine Lie algebra corresponding to g, and U q (ĝ) be the quantum affine algebra. For a while we assume that q ∈ C × is not a root of unity.
The q-characters. Write Rep U q (ĝ) for the Grothendieck ring of the category of the finite dimensional representation of U q (ĝ) with homomorphisms of U q (ĝ)-modules. The q-character is given as a ring homomorphism:
. See [FR99, Section 3] for the definition ofh and the explicit form of Y i,a .
For each i ∈ S and a ∈ C × , there is a unique irreducible representation V ω i (a) ∈ Rep U q (ĝ), called the ith fundamental representation [CP94] . When we restrict this representation to U q (g) ⊂ U q (ĝ), it has the highest weight ω i . An important fact is that any irreducible finite-dimensional representation of U q (ĝ) is isomorphic to a quotient of the submodule of the tensor product of the fundamental representations [CP94, Corollary 1.4]. It is conjectured in [FR99] and proved in [FM99] that the image of χ q is equal to
Remark 4.1. When q is a root of unity ε as ε n = 1, the q-character map χ q gives the character map χ ε : RepU res
We note that the rational functional fields C(Y i,a ; i ∈ S, a ∈ C × ) and C(A i,a ; i ∈ S, a ∈ C × ) have Poisson structure [FR98, Appendix A]:
Here we set δ(z) = m∈Z z m , and matrices B q = (B q ij ) i,j∈I and D q = (D q ij ) i,j∈I are defined as
Screening operators. Following [FR99, §7] we introduce the screening operators which appears in the q-deformation of the W-algebras for g. For i ∈ S, define linear operators S i given by
and the Leibniz rule:
The operators S i are called screening operators. We consider the quotient
(4.6)
The q-deformed W-algebra for g is defined as the intersection of the kernels Ker S i of S i for i ∈ S. The following is an important theorem which connects the q-characters and q-deformed W-algebras.
Theorem 4.2 (Conjectured in [FR99] and proved in [FM99] ). The image of the character map χ q equals the intersection of Ker S i for i ∈ S.
Remark 4.3. It is easy to see that Y i,b (1 + A −1 i,bq i ) belongs to Ker S i , by using (4.2) and (4.6). As the corollary of the above theorem, the q-deformed W-algebra is generated by the q-characters of the fundamental representation V ω i (a).
4.2.
Correspondence of the q-deformation and the lattice: the case of g = A ℓ . For a ∈ C × /q Z , define a rational functional field Y a,q := C(Y i,aq 2n+i−1 ; i ∈ S, n ∈ Z).
(4.7)
Remark that the variables A i,aq 2n+i (4.2) belongs to Y a,q ;
where Y 0,aq 2n−1 = Y ℓ+1,aq 2n+ℓ = 1 for n ∈ Z. Write A a,q for the subfield of Y a,q generated by A i,aq 2n+i ; i ∈ S, n ∈ Z. We introduce commuting variables y i (n) on a lattice (i, n) ∈ S × Z, and define a rational functional field C(y) := C(y i (n); i ∈ S, n ∈ Z). Further we define a i (n) ∈ C(y) by a i (n) = y i (n)y i (n + 1) y i−1 (n + 1)y i+1 (n) for i ∈ S and n ∈ Z, where we set y 0 (n) = y ℓ+1 (n) = 1 for n ∈ Z. Let φ a be an isomorphism of the rational functional fields given by
(4.8)
It is easy to see that φ a (A i,aq 2n+i ) = a i (n) which gives an isomorphism between rational functional subfields A a,q and C(a) := C(a i (n); i ∈ S, n ∈ Z). Further, we shall transform the (log-canonical) Poisson structure (4.3) on A a,q to that on C(a) by transforming δ(q m ) into δ m,0 with φ a , precisely,
(4.9)
Thus in the current case of g = A ℓ , the Poisson structure on C(a) is obtained as {a i (n), a i (n ′ )} = (δ n ′ ,n+1 − δ n ′ ,n−1 )a i (n)a i (n ′ ); i ∈ S, {a i (n), a i+1 (n ′ )} = (δ n ′ ,n−1 − δ n ′ ,n )a i (n)a i+1 (n ′ ); i ∈ S \ {ℓ} and the others are Poisson commutative. On the other hand, the exchange matrix of the infinite quiver Q(g) is expressed as
and the others are zero. Thus we obtain the following: I02] ). Let C(X) be the rational functional field generated by the X-variables for the infinite quiver Q(A ℓ ), equipped with the Poisson structure (2.4). Define an isomorphism of rational functional fields β : C(X) → C(a) by X i n → a i (n) −1 . Then β is a Poisson map.
Remark 4.5. There is another Poisson isomorphism map β ′ : C(X) → C(a) given by X i n → a i (n), since the log-canonical Poisson bracket is invariant under an inverse transformation of variables; {x, y} = εxy ⇔ { 1
x , 1 y } = ε 1
x 1 y . Remark 4.6. The map φ a (4.8) already appeared in [I02] for a general g, from the view point of the lattice W-algebra and the lattice Toda field theory. Except for the aspect of cluster algebras, what presented in this subsection and §4.4 is based on [IH00, I02]. The variable β i n there corresponds to X i n here.
4.3.
Weyl group action on C(y): g = A ℓ . We set q to be a root of unity, ε 2m = 1, with a positive integer m bigger than ℓ − 1. This setting corresponds to periodicity in Y a,ε ; Y i,aε n+2m = Y i,aε n . Equivalently, we assume periodicity: y i (n + m) = y i (n) in C(y), and a i (n + m) = a i (n) in C(a).
For i ∈ S, we define rational maps r i on C(y) given by
where f y (i, n) := 1 + m−2 k=0 (a i (n)a i (n − 1) · · · a i (n − k)) −1 . Theorem 4.7. Let C(X) be the rational functional field generated by the X-variables for the quiver Q m (A ℓ ). The following diagram is commutative:
for i ∈ S. The rational maps r i (4.10) for i ∈ S generate the action of W (A ℓ ) on C(y).
Proof. To see the commutativity, we calculate r i (a j (n)):
r i (a j (n)) = r i y j (n)y j (n + 1) y j−1 (n + 1)y j+1 (n)
fy (i,n−1)y i (n−1)
fy (i,n−1)y i−1 (n+1)y i+1 (n) fy (i,n)y i (n) y i+2 (n) = a i+1 (n)a i (n)fy(i,n) fy(i,n−1) j = i + 1,
fy (i,n−2)y i−1 (n)y i+1 (n−1) fy (i,n−1)y i (n−1) = a i−1 (n)a i (n−1)fy (i,n−1) fy(i,n−2) j = i − 1, a j (n) otherwise.
Thus it follows that r i (β(X j n )) = β(R * i (X j n )), using β(f X (i, n)) = f y (i, n). Next we check that r i r i+1 r i (y j (n)) = r i+1 r i r i+1 (y j (n)) holds. Due to Theorem 3.7 it holds that non-trivial identities
Then r i r i+1 r i (y i (n)) = r i+1 r i r i+1 (y i (n)) follows from (4.12) via β. In the same manner, r i r i+1 r i (y i+1 (n)) = r i+1 r i r i+1 (y i+1 (n)) follows from (4.13). For the other j it holds that r i r i+1 r i (y j (n)) = r i+1 r i r i+1 (y j (n)) = y j (n), and the claim follows.
4.4.
Correspondence of the q-deformation and the lattice: the case of general g. For a generic q and a ∈ C × /q dZ , define a rational functional field Y a,q :
where ℓ 0 = ℓ − 2 for D ℓ and , ℓ 0 = 3 for E 6,7,8 . The following lemma is proved case by case.
, as a subfield of Y a,q . We introduce commuting variables y i (n) on a lattice (i, n) ∈ S × dZ, and define rational functional field C(y) := C(y i (n); i ∈ S, n ∈ dZ). Further we define a i (n) ∈ C(y) by
for i ∈ S and n ∈ dZ, where
j:v j n →v i n y j (n) almost cases, y i−1 (n + 1)y i+1 (n)y i+1 (n + 1 2 ) i = ℓ − 1 for B ℓ , 2 for F 4 , y ℓ−1 (n + 1)y ℓ−1 (n + 2) i = ℓ for C ℓ , y 1 (n + 1)y 1 (n + 2)y 1 (n + 3) i = 2 for G 2 .
(4.16)
Let φ a : Y a,q → C(y) be an isomorphism of the rational functional fields given by (4.8) for almost cases, except for
Y 3,aq 2n+ 3 2 → y 3 (n), Y 4,aq 2n+2 → y 4 (n) for F 4 . By direct calculations, one obtain the following:
We transform the Poisson structure (4.3) on A a,q to that (4.9) on C(a) in the same manner as in the case of A ℓ , and obtain the following. 
{a i (n), a j (n ′ )} = (δ n ′ ,n+B ij − δ n ′ ,n )a i (n)a j (n ′ ); i < j, d i ≤ d j ,
2 )a i (n)a j (n ′ ); i < j, d i > d j , and the others are Poisson commutative.
Finally, in the same manner as Proposition 4.4, we prove the following.
Proposition 4.11. Let C(X) be the rational functional field generated by the X-variables for the quiver Q(g), equipped with the Poisson structure (2.4). An isomorphism of rational functional fields β : C(X) → C(a) given by X i n → a i (n) −1 is a Poisson map. 4.5. Weyl group action on C(y): the case of general g. We consider the case that q is a root of unity, ε 2d ′ m = 1, where m is a positive integer bigger than ℓ − 1. This corresponds to periodicity in Y a,ε ; Y i,aε n+2 = Y i,aε n . Equivalently, we assume periodicity: y i (n + d ′ m) = y i (n) in C(y), and also in C(a).
For i ∈ S, we define rational maps r i on C(y) by
where F (i, n) is defined at (4.16). We set
Theorem 4.12. Let C(X) be the rational functional field generated by the X-variables for the quiver Q m (g). Then the diagram (4.11) is commutative for i ∈ S. The rational maps r i (4.17) generate the action of W (g) on C(y).
Proof. Note that (4.17) is written as r i (y i (n)) = fy(i,n−2d i )
, and that F (i, n) (4.16) does not include any y i (k). For i ∈ S, we have
For (i, j) such that i = j and d i ≥ d j , we have
Thus it follows that β(R * i (X j n )) = r i (β(X j n )) (4.18) for i = j, and for i = j and d i ≥ d j . In the same manner, we can show (4.18) in the case of d i < d j , too. Then the commutativity of the diagram (4.11) is proved.
To prove the second claim, it is satisfactory to show (i) (r ℓ r ℓ−1 ) 2 (y j (n)) = (r ℓ−1 r ℓ ) 2 (y j (n)) for j = ℓ − 1, ℓ in the case of C ℓ , (ii) (r 2 r 1 ) 3 (y j (n)) = (r 1 r 2 ) 3 (y j (n)) for j = 1, 2 in the case of G 2 .
(i): The non-trivial relations
Next we consider the case that q is a root of unity, ε 2md ′ = 1, which corresponds to the periodic quiver Q m (g). Due to Remark 4.1, we have φ a (Imχ ε ∩ Y a,ε ) equal to
Proposition 4.13. Y χε is invariant under the action of W (g).
Proof. It is satisfactory to check that y i (n)(1 + X i n ) is an invariance of r i . By using an identity:
which can be checked easily, we obtain
Now we come back to the case of generic q, and consider an analogue of the map r i . Define C[y ± ] := C[y i (n), y i (n) −1 ; i ∈ S, n ∈ dZ], and let I X be the ideal of C[y ± ] generated by X i n for i ∈ S, n ∈ dZ. We write C X (y) for the quotient field of the completion of C[y ± ] given by lim ← (C[y ± ]/I k X ). For (i, n) ∈ S × dZ, we define an 'infinite' version of f X (i, n) as a formal power series in the X i n :
For i ∈ S define a mapr i : C(y) → C X (y) similarly as (4.17) bŷ Proof. It is easy to see thatf X (i, n) satisfies the similar relation as (4.25):
The rest is same as the proof of Proposition 4.13.
Remark 4.15. The mapsr i are not related to mutation sequences, because we have no circle on the infinite quiver Q(g) anymore. Moreover they are not extended to the endomorphism on C X (y), thus we cannot naively discuss ifr i (i ∈ S) are related to the Weyl group. *1 We wonder if there is any correspondence betweenr i and the screening operator on the lattice (5.6).
*1 The author thanks Ryo Fujita for pointing out this fact.
5.
Relation with the lattice Toda field theory 5.1. The lattice Toda field. We shall recall the lattice Toda field theory introduced in [IH00, I02], by combining with the results obtained in the previous sections. For a finite dimensional simple Lie algebra g, let s i (n) be commuting variables on the lattice (i, n) ∈ S × dZ, satisfying the following Poisson relations:
where we assume n < m. The others are Poisson commutative. Let C(X) be the rational functional field generated by the X-variables for Q(g). Define C(s) := C(s i (n); i ∈ S, n ∈ dZ) and an embedding map σ : C(X) → C(s) given by
. where we set d ij = min(d i , d j ).
Remark 5.2. By taking a continuum limit of a coordinate n ∈ dZ with s i (n) → s i := s i (z, t), log X i n reduces to −d i ∂ ∂z log s i , and (5.4) reduces to the Toda field equation:
On the other hand, for i ∈ S define linear operators S i as a lattice analogue of (4.5):
S i : C(y) → C(y) i := ⊕ n∈dZ C(y) ⊗ s i (n); y j (n) → δ i,j y i (n)s i (n) (5.6) with the Leibniz rule. Especially we have S i : y j (n) −1 → −δ i,j y j (n) −1 s i (n). Let C(y) ′ i be the quotient of C(y) i with relations s i (n + d i ) = a i (n)s i (n).
(5.7)
By using (4.15) and the Poisson isomorphism β : C(X) → C(a), we obtain the following.
Proposition 5.3 ([I02]). It holds that S i · X j n = {H i , X j n } for i, j ∈ S and n ∈ dZ.
5.2.
Cluster realization of the τ -function. Let τ i (n) for (i, n) ∈ S ×dZ be a function in t ∈ R satisfying the bilinear equation:
D t τ i (n) · τ i (n + d i ) = j:j<i −C ij k=1 τ j (n + kd ij ) · j:j>i −C ij −1 k=0 τ j (n + kd ij ), (5.8)
where D t is Hirota's bilinear operator acting on an ordered pair of two functions f and g as D t f · g := ∂f ∂t g − f ∂g ∂t . We write T i (n) for the r.h.s. of (5.8). It is easy to see the following lemma.
Lemma 5.4 ([IH00]). Set s i (n) = T i (n) τ i (n)τ i (n + d i )
(5.9)
Then the X i n (5.2) satisfy the lattice Toda field equation (5.4). Proof. For the self-consistency we present the proof briefly. The bilinear equation (5.8) is rewritten as ∂ ∂t log τ i (n) τ i (n + d i ) = s i (n).
From this, it follows that
and we obtain the claim by calculating ∂ ∂t X i n using (5.2) and (5.9). We call τ i (n) the τ -function for the lattice Toda field equation (5.4). We are going to relate the τ -function τ i (n) with the A-variables for the infinite quiver Q(g). Let C(τ ) be the rational functional field generated by τ i (n) for (i, n) ∈ S × dZ. For a seed (Q(g), X, A), recall the positive map p (3.11).
Proposition 5.5. Let φ be a map from C(τ ) to C(A) given by τ i (n) → A i n−d i . Define a map p τ : C(X) → C(τ ) given as a composition of (5.2) and (5.9). Then the following diagram is commutative:
Proof. We have p τ (X i n ) expressed as p τ (X i n ) = τ i (n + 2d i ) τ i (n) ·                                  j:j⊳i τ j (n + d j ) τ j (n + d j + d i ) j:j⊲i τ j (n) τ j (n + d i ) almost cases, τ ℓ−1 (n + 1 2 ) τ ℓ−1 (n + 3 2 ) i = ℓ for B ℓ , τ ℓ−2 (n + 1)τ ℓ (n) τ ℓ−2 (n + 2)τ ℓ (n + 2) i = ℓ − 1 for C ℓ , τ 2 f (n + 1 2 )τ 4 (n) τ ℓ−1 (n + 3 2 )τ 4 (n + 1 2 ) i = 3 for F 4 , τ 2 (n) τ 2 (n + 3) i = 1 for G 2 .
(5.10)
It is easy to check φ • p τ (X i n ) = p * (X i n ) case by case. For example, in the case of g of a simply-laced Dynkin diagram, we obtain which coincides with p * (X i n ). Here j ⊳ i is defined at Theorem 3.3.
