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OpenCL is one of the major programming models for heterogeneous
systems. This thesis presents two limitations of OpenCL, the compli-
cated nature of programming in OpenCL and the lack of support for
a heterogeneous cluster, and proposes a solution for each of them for
ease of programming.
The first limitation is that it is complicated to write a program
using OpenCL. In order to lower this programming complexity, this
thesis proposes a framework that translates a program written in a
high-level language (OpenMP) to OpenCL at the source level. This
thesis achieves both ease of programming and high performance by
employing two techniques; data transfer minimization (DTM) and
performance portability enhancement (PPE). This thesis shows the
effectiveness of the proposed translation framework by evaluating
benchmark applications and the practicality by comparing it with
the commercial PGI compiler.
i
The second limitation of OpenCL is the lack of support for a het-
erogeneous cluster. In order to extend OpenCL to a heterogeneous
cluster, this thesis proposes a framework called SnuCL-D that is able
to execute a program written only in OpenCL on a heterogeneous
cluster. Unlike previous approaches that apply a centralized approach,
the proposed framework applies a decentralized approach, which gives
a chance to reduce three kinds of overhead occurring in the execu-
tion path of commands. With the ability to analyze and reduce three
kinds of overhead, the proposed framework shows good scalability for
a large-scale cluster system. The proposed framework proves its effec-
tiveness and practicality by compared to the representative centralized
approach (SnuCL) and MPI with benchmark applications.
This thesis proposes solutions for the two limitations of OpenCL
for ease of programming on heterogeneous clusters. It is expected
that application developers will be able to easily execute not only an
OpenMP program on various accelerators but also a program written
only in OpenCL on a heterogeneous cluster.
Keywords : OpenMP, OpenCL, ease of programming, high perfor-
mance, clusters, heterogeneous systems, programming model, acceler-
ators, benchmarks
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A heterogeneous system is a system that contains different types of
processors, such as general-purpose CPUs, GPUs, FPGAs, DSPs, and
other types of accelerators. According to the TOP500 list[11], the
number of heterogeneous supercomputers is continuously growing.
As of November 2015, 104 supercomputers in the TOP500 list are
equipped with accelerators. Based on this trend, it is easily expected
that the number of heterogeneous high performance computing (HPC)
systems will continue to grow. In addition to this, mobile devices are
already heterogeneous systems. For example, smartphones, in addition
to having a general purpose CPU, have a dedicated graphics proces-
sor to efficiently process images in real time. From mobile devices to
supercomputers, heterogeneous systems are already everywhere in the
world.
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One of the most popular accelerators is the graphics processing
unit (GPU), and several programming models have been proposed to
use it efficiently. Among others, CUDA[53] and OpenCL[32] are used
widely.
CUDA (Compute Unified Device Architecture) is proposed and
maintained by NVIDIA. Since CUDA is designed for NVIDIA GPUs
only, it exposes many hardware-specific details to programmers to
achieve maximum performance on their GPUs.
OpenCL (Open Computing Language) is an open and royalty-free
heterogeneous programming model for many different types of acceler-
ators including general-purpose CPUs. Its specification is maintained
by the Khronos group, and many hardware vendors, such as Altera,
AMD, Apple, ARM, IBM, Imagination, Intel, MediaTek, NVIDIA,
Qualcomm, Samsung, Xilinx, etc., provide OpenCL implementations
for their hardware. Since an OpenCL program should be able to exe-
cute on different types of processors, OpenCL only provides hardware-
independent functions that are able to be performed by all proces-
sors that support OpenCL. In other words, an OpenCL program is
portable across various types of hardware platforms.
In this thesis, two limitations of OpenCL are presented, and a
solution for each of them is proposed. The first one is programming
complexity of OpenCL. Since application developers should write co-
ordination code as well as kernel code to use OpenCL, they should un-
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derstand language extensions and various API functions in OpenCL.
This increases maintenance cost and decreases productivity. In an ef-
fort to alleviate programming complexity from application developers,
this thesis proposes a framework that allows application developers
to write a program using OpenMP as a high-level, directive-based
programming model and translates programs written in OpenMP to
OpenCL.
OpenMP was originally proposed to provide ease of programming
for multicore processors, and it has been extended to support ac-
celerators since OpenMP 4.0. Using OpenMP, application developers
can simply insert compiler directives to existing programs. The code
annotated with the compiler directives is executed on an accelera-
tor. By converting an OpenMP program to an OpenCL program, the
OpenMP program can be executed on various hardware platforms
that support OpenCL. This provides ease of programming on a het-
erogeneous system to application developers.
To lower programming complexity even more, a technique that
automatically minimizes data transfers is proposed. Using this tech-
nique, data transfers between the host and an accelerator are auto-
matically minimized by the runtime system without application de-
velopers’ efforts to reduce data transfers. In addition, in order to en-
hance performance portability, the proposed framework applies dif-
ferent scheduling and reduction policies for different hardware plat-
forms. This thesis also verifies the practicality and effectiveness of
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the translation framework by evaluating it with various benchmark
applications.
The second limitation of OpenCL is the lack of support for a het-
erogeneous cluster. OpenCL only focuses on being executed on a single
operating system (OS) instance even though it is able to be extended
to support a heterogeneous cluster transparently. To program a het-
erogeneous cluster, both OpenCL and a communication library such
as MPI are required. This is difficult and error-prone as application
developers use two programming models in a single program. Instead
of using a mix of two programming models, this thesis proposes a
framework, SnuCL-D, in order to execute a program written only in
OpenCL on a heterogeneous cluster.
SnuCL-D gives application developers the illusion as if all OpenCL
compute devices scattered in different nodes were in a single node.
There are a lot of previous studies that extend OpenCL for hetero-
geneous clusters. Unlike previous studies that apply a centralized ap-
proach, the proposed framework applies a decentralized approach. Us-
ing a decentralized approach, this framework can obtain better scala-
bility compared to the previous studies. Also, this thesis analyzes three
kinds of overhead that occurs in the execution path of commands, and
proposes techniques to reduce them.
The first source of overhead is delivering overhead which occurs
because the host needs to send messages and data to other compute
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nodes. This can be reduced by the decentralized approach. The sec-
ond kind of overhead is scheduling overhead which occurs because the
OpenCL runtime schedules commands and maintains memory consis-
tency between devices. The overhead of maintaining memory consis-
tency can be reduced by using the proposed new OpenCL API func-
tion. The third source of overhead is enqueueing overhead which oc-
curs because unnecessary commands are enqueued to maintain mem-
ory consistency. These unnecessary commands occur because memory
consistency is no longer required due to the proposed OpenCL API
function. These can be reduced by not enqueueing unnecessary com-
mands. While previous studies do not evaluate their scalability for a
large-scale cluster, the solution of this thesis shows good scalability
for a large-scale cluster.
I.1 Motivation and Objectives
I.1.1 Programming Complexity
Programming heterogeneous systems is usually difficult and compli-
cated with current major programming models, such as CUDA[52]
and OpenCL[33]. The code is much longer when a sequential program
is converted to OpenCL even for a simple vector addition program as
shown in Section II.1.1. OpenCL requires programmers to understand
their language extensions and various API functions. For example, a
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fully parallel loop in an application can be executed on a GPU to
boost performance. To use OpenCL, application developers have to
write coordination code as well as the kernel code that is equivalent
to the parallel loop. Specifically, they have to allocate memory objects
on the accelerator and explicitly copy the data from the host to the
accelerator as needed. When the data is ready, the kernel is invoked.
Then, the result is copied back from the accelerator to the host. Even
though the coordination code does not relate to the core computa-
tion in the program, they should know how to write the coordination
code in CUDA or OpenCL. This degrades productivity and increases
maintenance costs.
To lower programming complexity, OpenACC[6] and OpenMP 4.0[7]
have been introduced. OpenACC is an application program interface
that helps application developers create an application for heteroge-
neous systems. By simply adding OpenACC compiler directives to an
existing sequential program, the program can be executed on an ac-
celerator. The representative compiler that supports OpenACC is the
PGI compiler[5].
OpenMP was originally proposed for multicore processors with a
shared memory model. Its support has expanded to programming het-
erogeneous systems since OpenMP 4.0. The latest version, OpenMP
4.5[9], was released in November 2015.
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An OpenMP Program
Translation Framework (OpenMP to OpenCL)
OpenCL framework
Hardware
Figure I.1: The overview of the translation framework.
This thesis proposes techniques to translate OpenMP 4.0 accel-
erator directives to OpenCL. Other directives are not translated and
remain the same. When the translated code is compiled by using other
compilers that support OpenMP, such as gcc, the remaining OpenMP
directives are also translated. In addition, this thesis currently targets
programs written in C or C++. The same techniques can also be used
to translate OpenMP 4.0 accelerator directives in Fortan.
Figure I.1 shows the overview of the translation framework. An
OpenMP program is converted to an OpenCL program. Then, the
translated program is executed on the OpenCL framework. If OpenMP
accelerator directives are translated to OpenCL, the translated pro-
gram can be executed on various hardware platforms that support
OpenCL. This allows for greater portability, which is one of OpenCL’s
strengths. Currently, an OpenCL program can be executed on multi-
core CPUs, GPUs, Intel Xeon Phi coprocessors, DSPs, and FPGAs.
Using the proposed translation framework, application developers can
simply insert OpenMP directives to an existing program in order to
execute the program on various hardware platforms.
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I.1.2 Lack of Support for a Heterogeneous Cluster
OpenCL and CUDA work only on a single operating system (OS)
instance. Even if heterogeneous computing on a single OS instance
continues to grow in popularity, more research is needed for hetero-
geneous computing with a cluster running multiple OS instances, one
in each node. Since both CUDA and OpenCL were originally devel-
oped for a single OS instance, applications written solely in CUDA or
OpenCL cannot be executed on the entire cluster. To develop OpenCL
or CUDA applications for the entire cluster, a communication library,
such as MPI[49], must be used to support communication between
different nodes (i.e., between different OS instances). As a result, pro-
grammers are forced to use a mix of two different programming mod-
els. However, it is cumbersome and error-prone for programmers to
switch between two different programming models in different phases
of an application.
Moreover, programmers have to distribute workload hierarchically
in two levels: MPI and OpenCL. If a loop is parallelized by MPI and
OpenCL, the iterations of the loop are distributed by MPI first. Then,
the iterations assigned to a node are distributed to compute devices
in the node using OpenCL.
Numerous studies have addressed this issue and proposed solu-
tions[13, 16, 25, 40, 42, 45, 70, 73]. These approaches, albeit with

































Figure I.2: Previous OpenCL frameworks for a cluster.
lustrates the idea. There is a centralized host node that executes the
host program, and the other nodes perform kernel computation coor-
dinated by the centralized host node. When the OpenCL host program
enqueues commands to command-queues, the host node schedules the
commands according to the execution order defined by the host pro-
gram and delivers them to the proper target nodes. It is a natural
and intuitive implementation because the OpenCL platform model
contains a single host and multiple compute devices.
However, most of the previous approaches do not address the scal-
ability issue in their solutions. The centralized mechanism may be-
come a significant performance bottleneck for a large-scale cluster due













































Figure I.3: An overview of SnuCL-D.
works only with a small-scale cluster. One exception is our previous
SnuCL[42] that uses a large-scale cluster with 256 nodes for the eval-
uation. We reported that SnuCL did not scale well with more than
64 nodes on some applications due to its centralized approach. The
main problem is the centralized host node. In this centralized ap-
proach, the host node delivers commands to compute nodes, then the
compute nodes execute the commands. The host node may become a
bottleneck if there are a large number of compute nodes.
To solve the scalability problem of the centralized approach, this
thesis proposes a scalable and decentralized OpenCL framework for a
large-scale heterogeneous cluster. It exploits redundant computation
and data replication. This new OpenCL framework is called SnuCL-
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D. In general, the OpenCL host program controls which command
is executed on which compute device. In the centralized approach,
the host program is executed only on the host node and delivers con-
trol messages and data to the compute nodes. Instead of doing this,
SnuCL-D executes the host program in every node redundantly (i.e.,
redundant computation) as shown in Figure I.3. Because of the re-
dundant computation, every node has the data it needs (i.e., data
replication). Since the data is replicated in all nodes, data transfer
incurred by the host node in the centralized approach is eliminated.
Although it increases the overall memory footprint in the system, it
also significantly improves performance. Note that this approach only
increases the memory footprint in the host memory of each node; the
memory space required in each compute device remains the same.
There are studies[12, 37, 43, 61, 72] that exploit redundant com-
putation and data replication to improve performance on parallel sys-
tems even though they require more computing power and memory
footprint.
As a result, SnuCL-D provides the OpenCL application with the
view of a single OpenCL platform image. The OpenCL application




This thesis presents two limitations of OpenCL and tackles them in
two ways. First, to lower the programming complexity of OpenCL, a
translation framework converting an OpenMP program to OpenCL
is proposed. It helps application developers exploit the accelerator
much more easily. Second, to support a heterogeneous cluster, this
thesis proposes a decentralized and scalable OpenCL framework that
transparently extends OpenCL to a large-scale heterogeneous cluster.
This also helps application developers exploit a heterogeneous cluster
easily while preserving scalability.
The contributions of lowering the programming complexity are the
following:
• We present the techniques used in the translation framework
that converts OpenMP 4.0 device constructs to OpenCL. It is
the first practical implementation of the translation framework
of OpenMP 4.0 device constructs.
• We propose an optimization technique that automatically mini-
mizes data transfers between the host and the accelerators. This
technique frees programmers from finding the optimal locations
for data transfer code/directives in OpenMP 4.0 programs. This
further lowers the programming complexity of OpenMP 4.0.
• We propose different scheduling and reduction policies in the
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target OpenCL code for different hardware architectures. These
policies enhances performance portability of the target code.
• To show the effectiveness of our translation framework, we eval-
uate our translation framework with the original OpenCL and
OpenMP programs on three different devices: an multicore Intel
CPU, an AMD GPU, and an NVIDIA GPU.
• To show the practicality of our translation framework, we also
compare it with the commercial PGI compiler.
The contributions to support a large-scale heterogeneous cluster
are the following:
• This thesis proposes a scalable decentralized mechanism of
OpenCL frameworks for a cluster. This approach executes the
host program in every node to eliminate performance bottle-
necks caused by the centralized host. It especially exploits re-
dundant computation and data replication. It also proposes re-
mote device virtualization and deterministic command schedul-
ing techniques.
• This thesis proposes a technique to avoid enqueueing unnec-
essary commands to command-queues of virtual devices. This
technique is implemented in all OpenCL API functions that in-
sert commands to command-queues. It alleviates the command
queueing and scheduling overhead.
• This thesis proposes a new OpenCL API function clAttach-
BufferToDevice() to alleviate consistency management over-
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head. Coupling it with the queueing optimization technique,
SnuCL-D alleviates the consistency management and remote
command scheduling overhead significantly.
• The effectiveness of SnuCL-D can be seen by the evaluation
of eleven benchmark applications running on a large-scale CPU
cluster with 512 nodes (4096 CPU cores in total) and a medium-
scale GPU cluster with 36 nodes (144 GPU devices in total).
Also, SnuCL-D is compared to MPI and SnuCL. It is shown
that SnuCL-D is always faster than SnuCL, and in some occa-
sions going up to 45 times faster than SnuCL. SnuCL-D is im-
plemented by modifying SnuCL[42], our previous open-source






This thesis mainly discusses OpenCL and OpenMP, and this section












































































































Figure II.1: The architecture model of OpenCL.
II.1.1 OpenCL
II.1.1.1 Architecture Model
Figure II.1 shows the architecture model of OpenCL. There is a single
host and multiple compute devices. The host owns the distinct host
memory that is the main memory of a typical heterogeneous system.
A host program, which is written in the general C/C++ language,
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is executed on the host, and an OpenCL kernel, which is written
in the OpenCL C language, is executed on compute devices. Since
multiple accelerators that support OpenCL can co-exist in a system,
OpenCL provides a concept of OpenCL platforms. For example, a
system can contain two AMD GPUs and two NVIDIA GPUs. Since
AMD and NVIDIA provide their OpenCL implementations, there are
two OpenCL implementations (platforms) in the system; one from
AMD and one from NVIDIA. Programmers can select an OpenCL
platform in a program.
A compute device has multiple compute units (CUs). A compute
unit has multiple processing elements (PEs). A PE is a unit of exe-
cution of an OpenCL kernel. An OpenCL kernel is a description of
what a PE should do. A compute device has four distinct memories:
private memory, local memory, constant memory and global memory.
Private memory is private to a single PE and cannot be accessed by
other PEs. The local memory is shared by PEs in a CU. A CU’s local
memory cannot be accessed by PEs in other CUs. Constant memory
is shared by all PEs in the compute device. Since this memory is read-
only memory, it cannot be written by PEs. Global memory is shared
by all PEs in the compute device. Unlike the constant memory, the
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Figure II.3: An example of an NDRange index space in OpenCL.
II.1.1.2 Execution Model
Figure II.2 shows the execution model of OpenCL. At first, the host
program is executed on the host. When a kernel is invoked, it is exe-
cuted on the compute device. Before invoking a kernel, an index space
(NDRange) of the kernel should be specified. Figure II.3 shows an ex-
ample of an NDRange of an OpenCL kernel. This is specified by the
programmer. The figure presents a two-dimensional index space, and
each point is called a work-item. A work-item is an instance of a ker-
nel, and it is executed on a PE. A work-item has a unique global and
local ID in the index space. The global ID of a work-item is its posi-
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tion in the NDRange. The local ID of a work-item is its position in its
work-group. For example, the work-item whose global ID is (10, 0) is
presented as the light gray circle in the figure. Its local ID is (1, 0).
A work-group is a group of work-items, and it is assigned to a CU.
Also, a work-group has a unique ID in the index space. Basically, the
OpenCL runtime dispatches a work-group to a CU, and work-items
in the work-group are executed concurrently on PEs in the CU.
II.1.1.3 Description of an OpenCL Program
Figure II.4 shows two programs that add two vectors (C = A + B).
Figure II.4 (a) shows a sequential C program while Figure II.4 (b)
shows an OpenCL program. Even though the algorithm of the pro-
gram is very simple, the OpenCL program requires many OpenCL
API functions. This increases maintenance cost and decreases pro-
ductivity.
In Figure II.4 (b), an OpenCL platform should be obtained first
at line 20. An OpenCL device is obtained from the OpenCL platform
(line 21). Then, an OpenCL context is created (line 23). The OpenCL
context is a container comprising OpenCL objects such as devices,
command-queues, programs, kernels, and memory objects. In order
to invoke a kernel on the device, a command-queue for the device is
created (line 25). In OpenCL, the host program controls compute de-




3 int main() {
4 const int N = 1024;
5 size_t bytes = N * sizeof(int);
6
7 int* host_A = (int*) malloc(bytes);
8 int* host_B = (int*) malloc(bytes);
9 int* host_C = (int*) malloc(bytes);
10
11 // Initialize host memory objects.
12 for(int i = 0; i < N; ++i) {
13 host_A[i] = i;
14 host_B[i] = i+3;
15 }
16
17 // Calculate C = A + B.
18 for(int i = 0; i < N; ++i) {









4 // An OpenCL kernel that calculates C = A + B.
5 const char* source_str = "__kernel void vecAdd("
6 "__global int* A, __global int* B, __global int * C,"
7 " const int N) {"
8 " int id = get_global_id (0); "
9 " C[id] = A[id] + B[id];"
10 " }";
11







19 // Get an OpenCL platform and device.
20 err = clGetPlatformIDs (1, &platform , NULL);
21 err = clGetDeviceIDs(platform , CL_DEVICE_TYPE_ALL , 1, &device ,
NULL);
22 // Create an OpenCL context.
23 context = clCreateContext(NULL , 1, &device , NULL , NULL , &err);
24 // Create a command -queue.
25 cmd_q = clCreateCommandQueue(context , device , 0, &err);
26
27 const int N = 1024;
28 size_t bytes = N * sizeof(int);
Figure II.4: An example code computing C = A + B.
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29 // Create OpenCL memory objects.
30 cl_mem mem_A = clCreateBuffer(context , CL_MEM_READ_WRITE ,
bytes , NULL , &err);
31 cl_mem mem_B = clCreateBuffer(context , CL_MEM_READ_WRITE ,
bytes , NULL , &err);
32 cl_mem mem_C = clCreateBuffer(context , CL_MEM_READ_WRITE ,
bytes , NULL , &err);
33
34 int* host_A = (int*) malloc(bytes);
35 int* host_B = (int*) malloc(bytes);
36 int* host_C = (int*) malloc(bytes);
37
38 // Initialize host memory objects.
39 for(int i = 0; i < N; ++i) {
40 host_A[i] = i;
41 host_B[i] = i+3;
42 }
43
44 // Copy host memory objects to OpenCL memory objects.
45 err = clEnqueueWriteBuffer(cmd_q , mem_A , CL_TRUE , 0, bytes ,
host_A , 0, NULL , NULL);
46 err = clEnqueueWriteBuffer(cmd_q , mem_B , CL_TRUE , 0, bytes ,
host_B , 0, NULL , NULL);
47
48 // Create an OpenCL program from source.
49 cl_program pg = clCreateProgramWithSource(context , 1, (const
char **)&source_str , NULL , &err);
50
51 // Build the OpenCL program.
52 err = clBuildProgram(pg, 1, &device , NULL , NULL , NULL);
53
54 // Create an OpenCL kernel.
55 cl_kernel kernel = clCreateKernel(pg, "vecAdd", &err);
56
57 // Set arguments of the OpenCL kernel.
58 err = clSetKernelArg(kernel , 0, sizeof(cl_mem), &mem_A);
59 err = clSetKernelArg(kernel , 1, sizeof(cl_mem), &mem_B);
60 err = clSetKernelArg(kernel , 2, sizeof(cl_mem), &mem_C);
61 err = clSetKernelArg(kernel , 3, sizeof(int), &N);
62
63 size_t lws[1] = {32};
64 size_t gws[1] = {N};
65 // Launch the OpenCL kernel.
66 err = clEnqueueNDRangeKernel(cmd_q , kernel , 1, NULL , gws , lws ,
0, NULL , NULL);
67
68 // Get the result from the device.
69 err = clEnqueueReadBuffer(cmd_q , mem_C , CL_TRUE , 0, bytes ,




(b) An OpenCL program.
Figure II.4: An example code computing C = A + B (continued).
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queue. The command-queue is attached to a single compute device,
and commands enqueued in the command-queue are executed on the
attached compute device.
There are three types of commands in OpenCL: kernel execution
commands,memory commands, and synchronization commands. Ker-
nel execution commands are used to execute a kernel on a compute
device. Memory commands are used to transfer data between the host
and compute devices or between compute devices. Synchronization
commands are used to enforce order between commands.
According to the architecture model of OpenCL, the host and
a compute device do not share memory in general. Hence, OpenCL
memory objects should be created to allocate memory regions on a
compute device (line 30-32). The initialized data is copied to OpenCL
memory objects using clEnqueueWriteBuffer() (line 45-46). The
OpenCL kernel vecAdd is written in the OpenCL C language and
included as a C string (line 5-10). This string becomes an OpenCL
program (line 49). An OpenCL program is a container consisting of
multiple OpenCL kernels. In this example the OpenCL program has
only one kernel vecAdd. The source string is built to a binary using
clBuildProgram() (line 52).
After building the OpenCL program, a kernel object is created
(line 55). Using the kernel object, arguments of the kernel are set
using clSetKernelArg() (line 58-61). Then, the kernel is invoked
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Host device Target device 1 Target device 2 Target device n
Shared memory
...
Figure II.5: The architecture model of OpenMP.
(line 66). When the kernel is invoked, programmers should specify
the size of a work-group (lws at line 63) and the size of the NDRange
(gws at line 64). Finally, the result is copied back to the host using
clEnqueueReadBuffer() (line 69).
II.1.2 OpenMP
OpenMP was originally proposed to provide ease of programming for
multicore CPUs. OpenMP has been extended to support accelerators
since OpenMP 4.0. In OpenMP 4.0, device constructs such as the
target construct are proposed for accelerators.
II.1.2.1 Architecture Model
Figure II.5 shows the architecture model of OpenMP. In contrast to
OpenCL, it is much simpler. OpenMP does not expose any architec-
tural detail of accelerators. There is a single host device and multiple
target devices. An OpenMP program is executed on the host device at
the beginning. When a target construct is encountered, the code in
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Figure II.6: The execution model of OpenMP.
a shared-memory model, there is a single memory shared by the host
device and target devices.
II.1.2.2 Execution Model
Figure II.6 shows the execution model of OpenMP. At first, the host
program is executed in the initial thread on the host device. When
a target construct is encountered, the code is executed on a target
device. All threads in all teams are created when a teams construct
is encountered. In the teams construct, the number of teams and the
maximum number of threads are defined. Only the master thread
(i.e., the first thread) in each team executes code before a parallel
construct is encountered. When a parallel construct is encountered,
all threads begins execution.
II.1.2.3 Description of an OpenMP Program
Figure II.7 shows an OpenMP example program computing C = A




3 int main() {
4 const int N = 1024;
5 size_t bytes = N * sizeof(int);
6
7 int* host_A = (int*) malloc(bytes);
8 int* host_B = (int*) malloc(bytes);
9 int* host_C = (int*) malloc(bytes);
10
11 // Initialize host memory objects.
12 for(int i = 0; i < N; ++i) {
13 host_A[i] = i;
14 host_B[i] = i+3;
15 }
16
17 // Below code is executed on the target device.
18 #pragma omp target teams distribute parallel for\
19 map(to:host_A [0:N], host_B [0:N]) \
20 map(from:host_C [0:N])
21 for(int i = 0; i < N; ++i) {





Figure II.7: An OpenMP example code computing C = A + B.
difference is the compiler directives at line 18-20. The for loop at
line 21 is executed on a target device by simply inserting OpenMP
compiler directives immediately before the loop.
Even though OpenMP assumes a shared memory model, memory
regions accessed by pointers should be declared using map clauses with
array sections (e.g., map(from:host C[0:N]) at line 20). Since the
pointers host A and host B are only read in the loop, they are declared
using the map(to:) clause at line 19. Using map(to:), the memory
regions pointed to are copied from the host to the target device before
executing the loop on the target device. Since the pointer host C is
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only written in the loop, it is declared using the map(from:) clause
at line 20. Using map(from:), the memory region pointed to is copied




There have been many studies that lower the programming complexity
for heterogeneous systems. For example, SYCL[10] is a C++ program-
ming model for OpenCL that exploits portability and efficiency of
OpenCL and lowers programming complexity of OpenCL. Application
developers write a general C++ program using the SYCL libraries,
and the program exploits the full range of capabilities of OpenCL in-
ternally. However, there is a disadvantage to this approach in that
application developers have to learn how to use SYCL.
hiCUDA[35] is a high-level directive-based language for CUDA. It
is very similar to OpenACC, but it exposes large amount of details
of CUDA. Hence, programmers need to know the underlying details
of CUDA to use hiCUDA even though what they have to do is to
simply insert hiCUDA compiler directives. In addition, it is not easy
to convert hiCUDA programs to programming languages other than
CUDA.
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As discussed in Section I.1.1, OpenACC[6] and OpenMP 4.0[7]
were proposed to lower the programming complexity for heterogeneous
systems. The PGI compiler[5] supports OpenACC directives for het-
erogeneous computing. Currently, there is no compiler that supports
OpenMP 4.0 device constructs correctly.
There have been studies that try to use OpenMP for heteroge-
neous systems. OpenMP/Clang[4] tries to implement the OpenMP
4.0 specification using clang[46]. However, it focuses on OpenMP 4.0
features that are not the device constructs. While it supports parsing
device constructs, it does not have functionality to offload computa-
tion to accelerators. Their work is merged to clang/llvm. This thesis
targets to execute the code fragment annotated with OpenMP device
constructs on an accelerator.
Ayguade et al.[19, 20] propose an extension of the OpenMP 3.0
tasking model to integrate heterogeneity while preserving simplicity
and portability. Programmers denote tasks and their dependences.
The compiler and runtime execute the code in parallel by analyzing
the dependences between tasks. They also present challenges of im-
plementing the extension for various architectures and show that they
obtain reasonable performance compared to the hand-tuned version.
While they target the task-based programming model, we target the
data parallel programming model.
27
Beyer et al.[22] also propose an extension of the OpenMP program-
ming model. Unlike the Ayguade et al.’s approach of the paralleliz-
ing tasks, they parallelize loops. They propose several new constructs
based on the PGI accelerator directives. Since they implement their
approach before OpenMP 4.0 was released, their device constructs are
different from OpenMP 4.0 device constructs. Moreover, they report
performance of only two applications. Thus, it is not enough to see
the practicality of their approach. On the other hand, our framework
translates OpenMP 4.0 device constructs, and we show its effective-
ness by evaluating 17 benchmark applications on various hardware
platforms. Also, its practicality is demonstrated by comparing with
the commercial PGI compiler.
Liao et al.[47] propose a compiler that translates a program us-
ing the OpenMP accelerator model in OpenMP Release Candidate
2 to CUDA by modifying the ROSE compiler[57]. They translate an
OpenMP program to CUDA while we translate an OpenMP program
to OpenCL. While their translator works only for NVIDIA GPUs,
our translator work with various accelerators that support OpenCL.
Since they only targeted NVIDIA GPUs, they did not consider the
performance portability of their approach. On the other hand, we
target various hardware platforms, so we make an effort in that the
translated program performs well for all hardware platforms. Also, we
propose the data transfer minimization technique to lower program-
ming complexity even more. This is not considered in their paper.
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Scogland et al.[64] propose co-scheduling mechanisms that exploit
CPUs and GPUs together by extending OpenMP directives. They
propose four scheduling policies to handle a variety of application
behaviors. They distribute loop iterations across a CPU and a GPU.
While they target the co-scheduling mechanism using OpenMP, we
target the translation from OpenMP to OpenCL.
All aforementioned approaches are implemented before OpenMP
4.0 was released. Hence, none of them supports OpenMP 4.0 correctly.
This paper translates device constructs from the OpenMP 4.0 stan-
dard and evaluates the translated programs to show the effectiveness
and practicality of the approach.
II.2.2 Support for a Heterogeneous Cluster
There have been many studies to enable OpenCL applications to run
on heterogeneous clusters[13, 16, 25, 40, 42, 45, 70, 73]. SnuCL[42]
is our previous open-source OpenCL framework for a heterogeneous
cluster. It divides cluster nodes into two categories: a single host node
and compute nodes. The host node executes the host program of an
OpenCL application while the compute nodes execute OpenCL com-
mands by coordination of the host node. SnuCL proposes collective
communication extensions, which are similar to MPI collective com-
munication operations, to OpenCL to boost performance.
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dOpenCL[40] is another OpenCL framework for distributed cluster
systems. It divides nodes into two classes: the client and the servers.
The client executes the host program of an OpenCL application while
servers provide access to their devices over the network. To execute
multiple OpenCL applications concurrently, they proposed a device
manager. The device manager manages devices in the cluster, and
provides devices to the OpenCL application when necessary.
clOpenCL[13] makes OpenCL applications run on a heterogeneous
cluster. It provides wrapper functions of OpenCL API functions. The
wrapper functions call the hardware vendor’s OpenCL platform. It
uses Open-MX as a communication library.
Hybrid OpenCL[16] also targets heterogeneous cluster systems. It
is based on the FOXC OpenCL runtime. They add a network layer
using sockets to the OpenCL runtime to support communication be-
tween nodes.
There are several open-source projects (SocketCL[25], CLara[45],
DistributedCL[70], and CLuMPI[73]) that execute OpenCL applica-
tions on a cluster system.
rCUDA[29, 56, 58] proposes a framework that shares GPUs using
CUDA in a cluster to save energy consumption and increase resource
utilization. DS-CUDA[54] is a GPU virtualization tool to enable the
ability to use GPUs located in different nodes. In addition, it supports
redundant calculations to increase reliability.
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All aforementioned approaches have a centralized host node that
executes the host program. Other nodes in the cluster perform compu-
tation controlled by the host node. Thus, the centralized host mech-
anism may become a bottleneck. However, most of the previous ap-
proaches evaluate their frameworks with a small-scale cluster. Among
them, only SnuCL evaluates itself using a large cluster system with
256 nodes and reports poor scalability for some applications. This
thesis tries to solve the scalability problem of previous centralized
approaches.
Some studies propose different interfaces to exploit accelerators in
a cluster. Grasoo et al.[31] proposed libWater, a library to simplify
the programming of heterogeneous clusters. They demonstrated that
it is possible to use an SQL-like programming model as an abstraction
level of OpenCL without losing control over performance.
Barak et al.[21] proposed a many GPUs package (MGP) that pro-
vides an OpenMP-like API layer that exploits the MOSIX virtual
OpenCL layer to execute programs on a heterogeneous cluster. They
showed that kernels are executed on remote devices in a cluster effi-
ciently.
Augonnet et al.[18] proposed StarPU, a task programming library
for heterogeneous architectures. They also extended StarPU with MPI
as a name of StarPU-MPI[17]. It exploited the task-based paradigm
for a GPU cluster. They presented how the task paradigm of StarPU
is combined with MPI to exploit a GPU cluster.
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Duran et al.[30] proposed OmpSs, another task-based program-
ming model based on OpenMP. They proposed heterogeneous ex-
tensions to OpenMP to exploit accelerators. Bueno et al. extended
OmpSs with MPI to exploit a GPU cluster[24]. To do this, the run-
time system determined how data should be moved between different
nodes to minimize the impact of communication.
Hartely et al.[36] proposed APC+ as a simple and highly effi-
cient task-based programming model for high-performance applica-
tions. They achieved good load balance through a work-stealing engine
while providing efficient network usage by using a dedicated storage
layer.
Charm++[1] is an object-based message-passing programming
model. Kunzman et al.[44] extended Charm++ to support a hetero-
geneous cluster. A program using only Charm++ can be executed
on a heterogeneous cluster through the underlying runtime system
that maps the execution of the program across the available host and
accelerator cores.
There are other studies using distributed approaches to overcome
scalability problems in other research fields. Directory-based cache co-
herence protocols adapted a distributed approach to improve scalabil-
ity[26, 67]. There are three categories in directory-based cache coher-
ence protocols: full-map directories, limited directories, and chained
directories. Full-map directories have a single global memory to store
32
states of cache lines, and each cache accesses and modifies the states si-
multaneously. This scheme has a problem in that the number of state
bits of a cache line increases proportional to the number of caches
(i.e., processors). To overcome this problem, limited directories are
proposed. Limited directories maintain the limited number of states,
which allows a cache block to be located in only the limited number of
caches. If the number of caches that claim a single cache block exceeds
the limit, some caches will invalidate their cache lines.
Since the full-map directories and limited directories maintain the
single global memory to store states of cache lines, the single global
memory can limit the scalability of the system. They are centralized
approaches. To improve scalability, the chained directories are pro-
posed. The chained directories distribute the states in caches. Each
cache line in chained directories has a pointer, and this pointer makes
a chain of caches that contain the same cache line. This is a distributed
approach that the states of a cache block are distributed in each cache.
The chained directories are more scalable than the full-map directories
and the limited directories.
The research of file systems advanced towards distributed ap-
proaches. Traditional file systems like NFS contain a central server to
provide all file system services. Such a centralized server can be a per-
formance and reliability bottleneck[15, 38, 48, 62]. To overcome this
bottleneck, many distributed file systems were proposed[63, 69, 71].





To lower the programming complexity of OpenCL, this thesis pro-
poses a translation framework that converts an OpenMP program to
OpenCL. Since programming using OpenMP is much easier than pro-
gramming using OpenCL, it is expected that application developers
will be able to easily exploit accelerators with OpenMP. By convert-
ing OpenMP programs to OpenCL, the programs can be executed
on many hardware platforms that support OpenCL. Currently, exam-
ples of platforms that support OpenCL are multicore CPUs, GPUs,
FPGA, DSPs, and Intel Xeon Phi coprocessors.
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III.1 Motivating Example
This section introduces important OpenMP device constructs and
presents a motivating example.
III.1.1 Device Constructs
Figure III.1 (a) shows a sequential program that computes c = Ax
+ b. While A is a matrix, c, x, and b are vectors. Figure III.1 (b)
shows an OpenMP program that exploits an accelerator. There are
two for loops, and each of them is annotated by an OpenMP 4.0
device construct.
The target construct (line 5 in Figure III.1 (b)) allows for the
code in the next structured block to be executed on a target device.
The target device can be explicitly given, or the environment variable
OMP DEFAULT DEVICE sets the default target device to use in a target
construct. The target construct at line 5 in Figure III.1 (b) uses the
default device.
In addition, the target construct creates a new device data en-
vironment. When an OpenMP program begins, each device has an
initial device data environment that provides a context for execution.
Directives accepting data-mapping attribute clauses (map) determine
how an original variable is mapped to a corresponding variable in the
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1 // c = Ax + b
2 void MatVecMul(double* c, double* A, double* x,
3 double* b, int N) {
4 // 1. c = Ax
5 for(int i = 0; i < N; ++i) {
6 double sum = 0.0;
7 for(int j = 0; j < N; ++j) {
8 sum += A[i*N+j] * x[j];
9 }
10 c[i] = sum;
11 }
12 // 2. c = c + b
13 for(int i = 0; i < N; ++i) {
14 c[i] = c[i] + b[i];
15 }
16 }
(a) A sequential program.
1 // c = Ax + b
2 void MatVecMul(double* c, double* A, double* x,
3 double* b, int N) {
4 // 1. c = Ax
5 #pragma omp target teams distribute parallel for \
6 map(to:A[0:N*N], x[0:N]) \
7 map(from:c[0:N])
8 for(int i = 0; i < N; ++i) {
9 double sum = 0.0;
10 for(int j = 0; j < N; ++j) {
11 sum += A[i*N+j] * x[j];
12 }
13 c[i] = sum;
14 }
15 // 2. c = c + b
16 #pragma omp target teams distribute parallel for \
17 map(tofrom:c[0:N]) \
18 map(to:b[0:N])
19 for(int i = 0; i < N; ++i) {
20 c[i] = c[i] + b[i];
21 }
22 }
(b) An OpenMP program.
Figure III.1: An example code computing c = Ax + b.
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1 // c = Ax + b
2 void MatVecMul(double* c, double* A, double* x,
3 double* b, int N) {
4 #pragma omp target data \
5 map(to:A[0:N*N], x[0:N], b[0:N]) \
6 map(from:c[0:N])
7 {
8 // 1. c = Ax
9 #pragma omp target teams distribute parallel for \
10 map(to:A[0:N*N], x[0:N]) \
11 map(from:c[0:N])
12 for(int i = 0; i < N; ++i) {
13 double sum = 0.0;
14 for(int j = 0; j < N; ++j) {
15 sum += A[i*N+j] * x[j];
16 }
17 c[i] = sum;
18 }
19 // 2. c = c + b
20 #pragma omp target teams distribute parallel for \
21 map(tofrom:c[0:N]) \
22 map(to:b[0:N])\
23 for(int i = 0; i < N; ++i) {




(c) An OpenMP program with a device data environment.
Figure III.1: An example code computing c = Ax + b (continued).
created device data environment. The created device data environ-
ment remains until the associated structured block exits. At the exit,
the created device data environment is destroyed.
To create a memory object on the target device, a map clause is
used. OpenMP 4.0 supports four map-types for the map clause. The
description of each map-type is shown in Table III.1. A cell marked as
“X” means that the associated map-type performs the corresponding
operation. For example, map-type from allocates a memory object
on the target device and copies the contents of the object from the
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Table III.1: Description of four map-types.
map-type allocate
copy copy





tofrom X X X
target device to the host at the end of the next structured block. In
Figure III.1 (b), the contents of c are copied from the target device to
the host at the end of the first for loop because the memory object
allocated for c in the target device is destroyed at the end of the loop.
Then, the contents of c are copied from the host to the target device
before the execution of the second for loop on the target device.
However, this data transfer is useless because there is no modifica-
tion done to the contents of c on the host between the two for loops.
To avoid unnecessary data transfers, we need to make a device data
environment that encloses the two loops. As shown in Figure III.1 (c),
the target data construct at line 4 does this. This construct only cre-
ates a new device data environment, which eliminates the unnecessary
data transfers associated with c.
The target data construct in Figure III.1 (c) creates four mem-
ory objects on the target device: A, x, b, and c. Since A, x, and b
should be copied to the target device before executing loops, they are
mapped using map(to:). The map-type to allows for the contents of
listed memory objects to get copied to the target device at the be-
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ginning of the construct. Since the contents of c must be updated at
the end of the function, it is declared with map(from:). Since all of
these objects are pointers, the size of each memory object should be
informed to the compiler through array sections in the map clauses.
The syntax of an array section is [lower-bound :length ]. For exam-
ple, array A should be mapped with A[0:N*N] because it is accessed
from A[0] to A[N*N-1].
According to the OpenMP 4.0 specification, a map clause for an
already mapped object is ignored by the compiler. Thus, the map
clauses for A, x, c, and b at line 10, 11, 21, and 22 are ignored because
they are already mapped by the enclosing target data construct at
line 4. At the end of the target data construct at line 26, the contents
of the memory object associated with c on the device are copied back
to the host by map(from:c[0:N]) on line 6.
The target teams distribute parallel for construct at line
9 in Figure III.1 (c) is a combined construct consisting of three con-
structs target, teams, and distribute parallel for. The teams
construct creates a league of thread teams, and the master thread of
each team executes the next structured block. Programmers can de-
fine the number of teams using num teams and the maximum number
of threads in a team using thread limit in this construct. If they are
not specified, the default numbers are used. The iterations of the for
loop at line 12 are distributed to all threads in all teams in the target
device due to the distribute parallel for construct.
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1 void vecAdd(double* A, double* B, double* C, int N) {
2 #pragma omp target teams
3 {
4 #pragma omp distribute
5 for(int i=0; i<N; i+= num_threads){
6 #pragma omp parallel for
7 for(int j=i; j<MIN(i+num_threads ,N); ++j){





(a) A usage of distribute.
1 void vecAdd(double* A, double* B, double* C, int N) {
2 #pragma omp target teams
3 {
4 #pragma omp distribute parallel for
5 for(int i=0; i<N; ++i) {




(b) A usage of distribute parallel for.
Figure III.2: Usages of distribute and distribute parallel for.
Above programs do the same computation.
The distribute construct specifies how the next for loop is dis-
tributed to the master thread of each team. An example is shown on
line 4 in Figure III.2 (a). Iterations of the first loop on line 5 are dis-
tributed to each master thread of each team. Due to the parallel
for construct on line 6, iterations of the inner loop on line 7 are dis-
tributed to all threads in each team. Note that although constructs
parallel and for are not included in the set of device constructs,
they can be used with device constructs to distribute workload to
multiple threads in a team.
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The distribute parallel for construct combines three con-
structs distribute, parallel, and for. However, it is slightly dif-
ferent from using the three constructs separately. It specifies how the
iterations of the next for loop is distributed to all threads in all
teams. An example is shown in Figure III.2 (b). Iterations of the loop
are distributed to all threads in all teams. Figure III.2 (b) does the
same computation as Figure III.2 (a).
III.1.2 Needs for Data Transfer Optimization
Making an efficient data environment for a device is not always straight-
forward and causes headaches to programmers. There are two diffi-
culties.
The first difficulty is finding optimal locations of device data envi-
ronments. For example, if the function MatVecMul() in Figure III.1 (a)
is called at multiple program points, programmers have to determine
which call uses which data and where the device data environment
should be created to minimize data transfers. The programmers need
to track all paths to the function call and identify how the data flows
along the paths. It requires a whole-program analysis. If there are
multiple source files and pointers are used, making such a device data
environment becomes much difficult.
The second difficulty is that programmers should explicitly insert
data transfer operations if data should be transferred within the device
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data environment. For example, if the host modifies data in a device
data environment and the data gets copied to the target device before
executing the next kernel, the programmer should specify which data
has to be copied to the target device. For example, if the host modifies
c in Figure III.1 (c) between the two for loops, c would be brought
from the device to the host. After the host modifies c, it would be
copied to the target device. In this case, the data transfer should be
explicitly specified by the programmer. For this explicit data transfer,
the target update construct can be used as shown in Figure III.3.
The target update construct accepts two motion clauses: to and
from. Variables in the motion clause to are copied from the host to
the target device. Variables in the motion clause from are copied from
the target device to the host.
Instead of manually creating device data environments properly,
this thesis proposes a runtime optimization technique that automati-
cally minimizes data transfers between the host and the target device.
It is called data transfer optimization (DTM). Consider Figure III.1
(b). It is known that c, A, x, and b are not accessed by the host because
the two for loops are executed on the target device. In the first for
loop, A and x are copied to the target device. This is necessary because
they are accessed for the first time by the target device. However, it
is not required to copy the contents of c back to the host because it
is not used by the host between the first loop and the second loop.
Before the execution of the second loop, we know that the contents of
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1 // c = Ax + b
2 void MatVecMul(double* c, double* A, double* x,
3 double* b, int N) {
4 #pragma omp target data \
5 map(to:A[0:N*N], x[0:N], b[0:N]) \
6 map(from:c[0:N])
7 {
8 // 1. c = Ax
9 #pragma omp target teams distribute parallel for \
10 map(to:A[0:N*N], x[0:N]) \
11 map(from:c[0:N])
12 for(int i = 0; i < N; ++i) {
13 double sum = 0.0;
14 for(int j = 0; j < N; ++j) {
15 sum += A[i*N+j] * x[j];
16 }
17 c[i] = sum;
18 }
19
20 // Bring the result of c[0] from the target device.
21 #pragma omp target update from(c[0])
22 // Modify the value on the host.
23 c[0] = c[0] + 3;
24 // Update the modified value to the target device.
25 #pragma omp target update to(c[0])
26
27 // 2. c = c + b
28 #pragma omp target teams distribute parallel for \
29 map(tofrom:c[0:N]) \
30 map(to:b[0:N])\
31 for(int i = 0; i < N; ++i) {




Figure III.3: An example code in which the host modifies data within a
device data environment.
c are in the target device and the host has not modified c, hence it
is not required to copy c from the host to the target device. On the
other hand, since b is accessed by the target device for the first time,
it should be copied to the target device. At the time when the host
attempts to accesses c later, it is then copied from the target device
to the host.
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We implement this mechanism by exploiting page faults. Using
DTM, we achieve almost the same performance as that of programs
where the device data environment creation is optimized manually.
III.2 Mapping OpenMP to OpenCL
III.2.1 Architecture Model
The architecture model of OpenCL and OpenMP is presented in Sec-
tion II.1.2.1 and Section II.1.1.1, respectively. OpenMP and OpenCL
are similar in that they assume a single host device and multiple target
devices. However, there are two major differences between them.
One is the memory model. Since OpenCL assumes a distributed
memory model unlike OpenMP, data accessed by the target device
in a target construct gets copied to the device when translating an
OpenMP device construct to OpenCL. This can be done without any
problem because of map clauses in OpenMP. The contents of all vari-
ables, including pointers, get copied to the compute device if they are
declared with map clauses. Note that the memory locations accessed
through a pointer in the target construct must be declared with a
map clause in OpenMP.
The other difference is that OpenCL allows multiple platforms.
Unlike OpenMP, OpenCL allows multiple OpenCL platforms to coex-
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ist in a single system. To define a mapping from OpenMP to OpenCL,
all compute devices in OpenCL are flattened to give the same view
of the architecture model of OpenMP. For example, if a system has
two AMD GPUs and two NVIDIA GPUs, there are two OpenCL plat-
forms in the system. However, because there is no concept of platforms
in OpenMP, the proposed framework shows four target devices (two
AMD GPUs and two NVIDIA GPUs) to application developers using
OpenMP.
III.2.2 Execution Model
The execution model of OpenCL and OpenMP is presented in Sec-
tion II.1.1.2 and Section II.1.2.2, respectively. A work-item in OpenCL
corresponds to a thread in OpenMP. A work-group in OpenCL cor-
responds to a team in OpenMP. The only difference comes from the
execution between the teams construct and the parallel construct.
All work-items begin their execution when a teams construct is en-
countered. For statements before a parallel construct, only the des-




















Figure III.4: The translation process.
III.3 Code Translation
This section introduces how an OpenMP program is translated to
an OpenCL program. Since both OpenMP and OpenCL express two
levels of parallelism, OpenMP programs can be easily translated to
OpenCL.
III.3.1 Translation Process
Figure III.4 shows the translation process. Source file main.c contains
the OpenMP compiler directives including device constructs and other
constructs. The proposed translation framework only translates device
constructs. The code fragments in a target construct are translated
to OpenCL kernel functions. The kernel functions are stored in a dif-
ferent file. Code in the target construct is replaced with our runtime
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1 void func() {
2 // shared by all threads in all teams
3 int global_shared[N];
4 #pragma omp target data map(global_shared [0:N])
5 {
6 // executed on the host
7 stmts;
8 #pragma omp target
9 {
10 #pragma omp teams num_teams (32) thread_limit (32)
11 {
12 // private to a team
13 // shared by all threads in a team
14 int team_private[N];
15 // executed by a master thread in each team
16 #pragma omp distribute
17 for (...) {
18
19 #pragma omp parallel
20 {
21 // private to a thread
22 int thread_private[N];
23 // executed by a thread
24 #pragma omp for







Figure III.5: An OpenMP program using the device constructs.
function calls. The runtime functions perform memory object alloca-
tion, data transfer, and kernel invocation. Other OpenMP constructs
for multicore CPUs remains as the same.
The translated host code is built to an executable binary by us-
ing general compilers such as gcc. At the build process, our runtime
functions are inserted as a library. The remaining OpenMP constructs
can be parallelized by gcc. At the beginning of the program, OpenCL
compute devices are initialized and all kernel functions are built.
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III.3.2 Translating OpenMP to OpenCL
Figure III.5 shows a template of OpenMP programs that use the de-
vice constructs. In the target data construct on line 4, an array
global shared is created on the target device using a map clause. This
array is allocated in the global memory in OpenCL. Since the target
data construct only defines a device data environment, code in this
construct is executed on the host device. Code in the target con-
struct on line 8 is executed on the target device. The teams construct
on line 10 defines the number of teams and the maximum number of
threads, allowing us to determine the number of work groups and the
number of work items using this information. Then, we can launch an
OpenCL kernel. Code in this construct is translated to an OpenCL
kernel. According to the OpenMP specification, there should be no
statements between teams and target. Hence, there is no problem
if code fragments in a teams construct are translated to an OpenCL
kernel instead of code fragments in a target construct.
Code between teams and parallel is executed by the master
thread in each team in OpenMP. This code is executed only by the
master work-item in OpenCL. If there are declarations between teams
and parallel, they are allocated in the local memory in OpenCL. The
assignment to the variables is executed only by the master thread, but
the data can be accessed by any threads in the team. For example,
the array team private on line 14 is allocated in the local mem-
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ory in OpenCL. The local memory in OpenCL can be accessed only
by work-items in the same work-group. Note that programmers can
exploit OpenCL’s local memory to boost performance even though
OpenMP does not introduce any concept of the local memory. Using
the local memory in OpenCL is one of the most important techniques
to significantly improve performance. If there is a for loop, program-
mers can use the distribute construct to distribute loop iterations
to master threads.
On line 19, there is a parallel construct. Code in the parallel
construct is executed by all threads in each team. If there are any
declarations in the parallel construct, they will be allocated in the
private memory in OpenCL. The private memory in OpenCL is private
to a work-item and is not accessible by other work-items. If there is a
for loop, programmers can use the for construct to distribute loop
iterations to all threads in a team.
Until now, we have shown the generic translation process. How-
ever, we can also use combined constructs for simplicity as shown
in Figure III.1. In this figure, three constructs target, teams, and
distribute parallel for are combined to distribute iterations of a
for loop to all threads in a target device. It is a more natural and
easier way to parallelize a loop using OpenMP.
As a result, programmers can implement using either the simple
version or the complicated version. For the simple version, program-
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1 __kernel void vecAdd_cpp_vecAdd_0(__global double* A,
2 __global double* B, __global double* C, __global int* N) {
3 int gid = get_global_id (0);
4 int gws = get_global_size (0);
5
6 #ifdef __CPU__
7 int num_iters = *N;
8 int chunk = num_iters / gws;
9 int start = chunk * gid;
10 int end = start + chunk;
11 if( gid == gws -1 )
12 end = *N;
13 for(int i=start; i<end; ++i) {
14 C[i] = A[i] + B[i];
15 }
16 #endif // __CPU__
17
18 #ifdef __GPU__
19 for(int i=gid; i<*N; i+=gws) {
20 C[i] = A[i] + B[i];
21 }
22 #endif // __GPU__
23 }
(a) An OpenCL kernel.
Figure III.6: The OpenCL program translated from the program in Fig-
ure III.2 (b).
mers insert a target teams distribute parallel for construct
immediately before a for loop. For the complicated version, expert
programmers insert constructs target, teams, and parallel to spe-
cific program points in order to optimize performance.
III.3.3 Example of Code Translation
We explain the translation using an OpenMP 4.0 program in Fig-




2 void vecAdd(double* A, double* B, double* C, int N) {
3 //#pragma omp target
4 {
5 int created_A;
6 cl_mem m_A = CreateOrGetOpenCLBuffer (&A[0],
7 N*sizeof(A[0]), 1, &created_A);
8 int created_B;
9 cl_mem m_B = CreateOrGetOpenCLBuffer (&B[0],
10 N*sizeof(B[0]), 1, &created_B);
11 int created_C;
12 cl_mem m_C = CreateOrGetOpenCLBuffer (&C[0],
13 N*sizeof(C[0]), 0, &created_C);
14
15 //#pragma omp teams
16 {
17 int created_N;
18 cl_mem m_N = CreateOrGetOpenCLBuffer (&N,




23 cl_kernel k = OMP2OCL_GetKernel("vecAdd.cpp",
24 "vecAdd", "0");
25 clSetKernelArg(k, 0, sizeof(cl_mem), &m_A);
26 clSetKernelArg(k, 1, sizeof(cl_mem), &m_B);
27 clSetKernelArg(k, 2, sizeof(cl_mem), &m_C);
28 clSetKernelArg(k, 3, sizeof(cl_mem), &m_N);
29 OMP2OCL_LaunchKernel(k);
30
31 DestroyOpenCLBuffer (&N, sizeof(N), 1, created_N);
32 }
33 DestroyOpenCLBuffer (&A[0], N*sizeof(A[0]), 0, created_A);
34 DestroyOpenCLBuffer (&B[0], N*sizeof(B[0]), 0, created_B);
35 DestroyOpenCLBuffer (&C[0], N*sizeof(C[0]), 1, created_C);
36 }
37 }
(b) The OpenCL host program.
Figure III.6: The OpenCL program translated from the program in Fig-
ure III.2 (b) (continued).
Since the target teams distribute parallel for construct as
shown in Figure III.1 is a combined construct, our translator inter-
nally divides it into three constructs target, teams, and distribute
parallel for. Hence, exactly the same technique can be applied to
the code in Figure III.1.
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Table III.2: Prototypes of runtime functions.
cl mem CreateOrGetOpenCLBuffer(void* host ptr, size t size, int copy, int*
created);
• If there is a memory object corresponding to host ptr already on the device, it returns
the memory object.
• Otherwise, it allocates an OpenCL memory object in the device and returns the object.
void DestroyOpenCLBuffer(void* host ptr, size t size, int copy, int created);
• Destroys the memory object corresponding to host ptr only if created is non-zero.
void OMP2OCL SetThreadLimit(int thread limit);
• Set the maximum number of threads in a team to thread limit.
void OMP2OCL SetNumTeams(int num teams);
• Set the number of teams to num teams.
cl kernel OMP2OCL GetKernel(const char* filename, const char* funcname, const
char* index);
• Returns the corresponding OpenCL kernel object based on filename, funcname, and
index.
void OMP2OCL LaunchKernel(cl kernel k);
• Launches the OpenCL kernel k. It waits until the kernel finishes.
For the target construct, our translator only creates a device data
environment. Even though code in the target construct should be ex-
ecuted on the target device, our translator converts code in the teams
construct to an OpenCL kernel. According to the OpenMP 4.0 speci-
fication, there must be no statements between constructs target and
teams. Hence, there is no problem even if our translator converts code
in the teams construct to an OpenCL kernel. The reason is that the
number of total work-items and the number of work-items in a work-
group (i.e., work-group size) are required to launch an OpenCL ker-
nel, and this information is obtained from the clauses num teams and
thread limit declared in the teams construct. If there is no teams
construct in the target construct, our translator inserts a teams con-
struct with num teams(1) immediately after the target construct so
that the teams construct encloses all statements in the target con-
struct. The for loop in the distribute parallel for construct is
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transformed to code that describes work that a work-item has to per-
form in the OpenCL kernel.
III.3.3.1 Host Code Translation
At line 2 in Figure III.2 (b), there is a clause map(to:A[0:N],
B[0:N]) in the target construct. It creates the memory objects cor-
responding to A and B in the OpenCL device global memory. They
are destroyed at the end of the construct. Our translator converts
this memory allocation and deallocation to calls of runtime func-
tions CreateOrGetOpenCLBuffer() and DestroyOpenCLBuffer().
The prototypes of runtime functions are shown in Table III.2. Their
detailed description is presented in Section III.3.3.3
To allocate a memory object, our translator inserts
CreateOrGetOpenCLBuffer() at the beginning of the construct
as shown at line 5-6 in Figure III.6 (b). To destroy the memory
object in the device, our translator inserts DestroyOpenCLBuffer()
at the end of the construct as shown at line 32 in Figure III.6 (b). As
a result, our translator converts map(to:A[0:N], B[0:N]) at line 2
in Figure III.2 (b) to function calls of CreateOrGetOpenCLBuffer()
and Destroy OpenCLBuffer() at line 4-9 and 32-33 in Fig-
ure III.6 (b). Since they are declared using the map(to:) clause,
copy of CreateOrGetOpenCLBuffer() is set to one while copy of
DestroyOpenCLBuffer() is set to zero.
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Code in the teams construct at line 7-10 in Figure III.2 (b) is trans-
lated to an OpenCL kernel. The name of the kernel is determined as
(file name) (function name) (kernel index) to avoid the name
collision of kernels. A dot(.) in the file name is replaced with an under-
score( ). The kernel index is determined by the order of occurrence
of the teams construct in the function, and it starts from zero. An
example of a kernel name is “vecAdd cpp vecAdd 0” as shown at line
1 in Figure III.6 (a).
The code at line 7-10 in Figure III.2 (b) is replaced with
our runtime function calls. Due to the thread limit(64) clause,
OMP2OCL SetThreadLimit(64) is inserted as shown at line 20 in Fig-
ure III.6 (b). This function call tells the maximum number of threads
in a team to the runtime. If the device does not support the specified
maximum number of threads in a team, the OpenMP runtime should
adjust the value to the maximum number that the device is able to
support. Due to num teams(32) clause, OMP2OCL SetNumTeams(32) is
inserted as shown at line 21 in Figure III.6 (b). This function tells the
number of teams to the runtime. Using this information, the runtime
determines work-group size and the number of total work-items to
launch an OpenCL kernel. If they are not specified, the runtime uses
their default values. How to determine default values are discussed in
Section III.3.3.4.
To launch the kernel, our translator first inserts
OMP2OCL GetKernel() (line 22 in Figure III.6 (b)) to get the
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OpenCL kernel object. Our runtime searches kernel files in the
current working directory, and builds them at the beginning of the
program. The function receives three parameters, the file name, the
function name, and the kernel index. Based on these parameters, it
returns the corresponding OpenCL kernel object.
Then, the arguments of the kernel are set by inserting OpenCL
API function clSetKernelArg(). Variables that are referenced in the
teams construct and declared outside of the construct should be in-
serted to kernel parameters to access the variables in the OpenCL
kernel. The code in the teams construct at line 7-10 in Figure III.2
(b) accesses A, B, C, and N. The memory objects corresponding to A,
B, and C are already allocated in the device due to the map clauses,
but the memory object corresponding to N is not allocated. According
to the OpenMP 4.0 specification, a variable referenced in a target
construct that is not declared in the construct is implicitly treated as
if it had appeared in a map clause with the map-type of tofrom[7].
Hence, N is treated as it is declared with map(to:N). The memory
object corresponding to N is allocated in the device as shown at line
16-18 and destroyed at line 30 in Figure III.6 (b). The memory ob-
jects are passed as parameters to the kernel as shown at line 24-27 in
Figure III.6 (b).
Finally, our translator inserts OMP2OCL LaunchKernel() (line 28
in Figure III.6 (b)). This function launches the kernel on the tar-
get device using OpenCL API function clEnqueueNDRangeKernel().
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T0 T0 T1 T1 T2 T2 T3 T3 T4 T4 T5 T5 T6 T6 T7 T7
loop iterations
(a) The scheduling policy for CPUs.
T0 T1 T2 T3 T4 T5 T6 T7 T0 T1 T2 T3 T4 T5 T6 T7
loop iterations
(b) The scheduling policy for GPUs.
Figure III.7: Scheduling policies for CPUs and GPUs.
When the kernel is invoked, the runtime determines the number of to-
tal work-items and the number of work-items in a work-group based
on the number of teams and the maximum number of threads. This
function is blocked until the kernel finishes its execution.
III.3.3.2 Kernel code translation
The for loop in the distribute parallel for construct at line 8-
10 in Figure III.2 (b) is transformed to code that describes what a
work-item is required to do. The iteration space of the loop is divided
into chunks that are approximately equal in size, and each chunk is
executed on a work-item. For example, if there are 16 iterations and
8 work-items in a work-group, the first two iterations are executed
on the first work-item as shown in Figure III.7 (a). This scheduling
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policy performs well for CPUs, but it does not perform well for GPUs.
As a result, we should apply different scheduling policies for different
types of devices to enhance performance portability. Further detail is
discussed later in Section III.3.5. Code inside the for loop remains
the same.
If constructs distribute and parallel for are used separately
as shown in Figure III.6 (a), the for loop in each construct is trans-
formed to code following the scheduling policy as described before.
III.3.3.3 Description of Runtime Functions
CreateOrGetOpenCLBuffer(). It first checks whether the memory
object corresponding to host ptr is already allocated in the device
or not. Our runtime maintains mapping information between the host
memory region and the memory object in the target device. If the
corresponding memory object exists in the target device, the function
just returns the memory object. Note that cl mem is the type of an
OpenCL memory object. If the corresponding memory object does not
exist, the function allocates a memory object with the specified size
using OpenCL API function clCreateBuffer(). This new mapping
information is recorded in our runtime. If copy is not zero, the function
copies size bytes from the memory region pointed by host ptr to
the newly allocated memory object in the device using OpenCL API
function clEnqueueWriteBuffer(). The variable copy is not zero if
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the map-type of the memory object is to or tofrom. Otherwise, copy
is set to zero. For the last parameter created, an integer variable
per memory object is declared before calling the function (line 4 in
Figure III.6 (b)). This function sets created to a non-zero value if a
new memory object is allocated. Otherwise, created is set to zero.
The variable created is required to determine whether
the corresponding memory object should be destroyed in
DestroyOpenCLBuffer() or not. According to the OpenMP 4.0
specification, if the corresponding memory object is already al-
located in the enclosing device data environment, the new data
environment uses the already allocated memory object. No additional
storage is allocated and neither initialization nor assignment is
performed, regardless of the map-type[7]. For example, the function
calls of CreateOrGetOpenCLBuffer() and DestroyOpenCLBuffer()
for A are inserted twice due to map clauses at line 5 and 10 in
Figure III.1 (c), but only the function calls for the map clause at
line 5 should allocate and deallocate the corresponding memory
object in the device. The other function calls for the map clause
at line 10 should not be performed. The variable created in
CreateOrGetOpenCLBuffer() for A at line 10 is set to zero because
it is already allocated by CreateOrGetOpenCLBuffer() for A at line
5. DestroyOpenCLBuffer() for A at line 10 does nothing because
created is passed as the value of zero.
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DestroyOpenCLBuffer(). It first checks created. If it is zero,
this function immediately returns because the memory object cor-
responding to host ptr is allocated in another construct. Note
that the variable created is passed from the last parameter of
CreateOrGetOpenCLBuffer(). If it is non-zero, it means the mem-
ory object is allocated in this construct. Hence, the memory object
should be destroyed in this function. If copy is non-zero, the contents
of the corresponding memory object in the device are copied to the
host using OpenCL API function clEnqueueReadBuffer(). The vari-
able copy is not zero if the map-type of the memory object is from
or tofrom. Then, the memory object is destroyed in the device using
OpenCL API function clReleaseMemObject(). The mapping infor-
mation between the host memory region and the memory object in
the device is also removed.
III.3.3.4 Determining Default Values
Default value of thread limit. Since the optimal default value of
thread limit can be different for each application, we empirically
select the number for each device. We choose the size of a wavefront
(i.e., 64) for the AMD GPU while we choose the size of a warp (i.e.,
32) for the NVIDIA GPU. For the Intel CPU, we choose the number
of words in a cache block (i.e., 8).
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Table III.3: Formula that calculates the default number of teams.
Work-group size = (maximum work-group size) / (thread limit)
Number of parallel work-groups = (number of CUs) * (work-group size)
Default number of teams = (number of parallel work-groups) * (multiplier)
Default value of num teams. The default value of num teams is
calculated as shown in Table III.3. Work-group size is determined as
the maximum work-group size divided by the value of thread limit.
Parallel work-groups is work-groups that can be scheduled together
on the device. The number of parallel work-groups is defined as the
number of CUs multiplied by the work-group size. The maximum
work-group size and the number of CUs are obtained from OpenCL
API function clGetDeviceInfo().
Due to load imbalance, it is not good to create the number of teams
equal to the number of parallel work-groups, hence we introduce mul-
tiplier. If the multiplier is one, the number of parallel work-groups and
the default number of teams are the same. In this case, all teams are
scheduled to the device at once. No more scheduling is required. If the
execution time of each team varies a lot, the performance would be
bad due to load imbalance. If the multiplier is large (i.e., the default
number of teams is large), the scheduling overhead of work-groups
increases in the OpenCL runtime. Hence, there is a trade-off of de-
termining the multiplier. In our framework, we find the multiplier
empirically as 16. There is no single value to perform the best for all
applications, and the optimal value of the multiplier can be different
for each application.
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• If no corresponding memory object exists,
• Allocate the memory object.
• Copy the data to the target device.
• If the corresponding memory object exists,
• If it is marked as modified,
• Copy the data to the target device.
• Remove the modification mark.
• Remove write permissions of pages of the memory region.
In DestroyOpenCLBuffer()
• Do not destroy the memory object in the device.
map(from:)
In CreateOrGetOpenCLBuffer()
• If no corresponding memory object exists,
• Allocate the memory object.
• If the corresponding memory object exists,
• Do nothing.
In DestroyOpenCLBuffer()
• Do not destroy the memory object in the device.
• Remove read permissions of pages of the memory region.
A read fault
The corresponding memory object is copied (device→host).
Give read permissions to the pages of the memory region.
A write fault
The corresponding memory object is marked as modified.
Give write permissions to the pages of the memory region.
If the number of teams required for a loop is smaller than the
default number of teams, the required number of teams is used instead.
The number of teams required for a loop is calculated from the number
of iterations of the loop divided by the value of thread limit. For
example, if only two teams are required to execute a loop and the
default number of teams is 16, the number of teams for the loop is
set to two. It is because teams other than the first two teams have
nothing to work.
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III.3.4 Data Transfer Minimization (DTM)
As discussed in Section III.1.2, it is important to bind multiple target
constructs within a target data construct in order to minimize data
transfers between the host and the target device. However, it is hard
to find the location of the target data construct to minimize data
transfers. It becomes more serious if the call depth is deep and source
code is separated in multiple files.
To eliminate this difficulty, we provide a runtime technique that
cleverly minimizes data transfers between the host and the target
device automatically. It is called data transfer minimization (DTM).
There are two basic principles: 1) bring data from the target device to
the host when actually the host accesses it. 2) update data from the
host to the device only if the host modifies the data and the device
needs the data.
In order to detect whether the host reads or writes memory re-
gions in the host, we exploit the page fault mechanism. We can de-
tect a page fault at the application level using the system call in
Linux. The detailed actions for events are described in Table III.4.
The map(tofrom:) clause can be considered as a combination of
map(to:) and map(from:). The map(alloc:) clause does not require
data transfers.
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In addition, the memory object should not be destroyed even
though its device data environment is destroyed. This increases the
possibility to reuse the same memory object, but it has a disadvan-
tage. It increases the memory footprint on the target device. This can
make the situation that the target device does not have enough mem-
ory to allocate a new memory object even though the memory object
can be allocated without DTM. When it happens, we reclaim memory
objects whose device data environment has been already destroyed in
the order of LRU (i.e., least recently used).
Illustration of DTM. Using this technique, the numbers of
data transfers are the same between Figure III.1 (b) and (c). We
describe how it operates using the program in Figure III.1 (b) with
actions described in Table III.4. At line 5 in Figure III.1 (b), A and
x are declared using map(to:). At the beginning of the construct,
CreateOrGetOpenCLBuffer() checks that the corresponding memory
object exists in the device. Since this is the first time that they are
declared, there are no memory objects corresponding to them in the
device. Hence, the corresponding memory objects are allocated on
the device and data is copied from the host to the device. Then,
write permissions of pages for them are removed. At the end of the
construct, the corresponding memory objects are not destroyed in
DestroyOpenCLBuffer().
Since c is declared using map(from:) for the first time,
the corresponding memory object is allocated in the device in
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CreateOrGetOpenCLBuffer() at the beginning of the construct. At
the end of the target construct, c is not copied back to the host in
DestroyOpenCLBuffer(). The corresponding memory object is not
destroyed, and the read permissions of pages of c are removed.
At line 16 in Figure III.1 (b), c is declared using map(tofrom:).
At the beginning of the construct, CreateOrGetOpenCLBuffer() is
called. Since the memory object corresponding to c exists and it is
not modified by the host, the function does not copy data to the target
device. The write permissions of pages of c are removed. At the end of
the construct, DestroyOpenCLBuffer() is called. The corresponding
memory object is not destroyed and the read permissions of pages of
c are removed.
Since b is declared using map(to:) for the first time,
the corresponding memory object is allocated and copied in
CreateOrGetOpenCLBuffer() at the beginning of the construct. The
write permissions of pages of b are removed. The corresponding mem-
ory object is not destroyed in DestroyOpenCLBuffer() at the end of
the construct.
When the host accesses c later, a read fault occurs. In the read
fault handler, the contents of c in the device are copied to the host
using OpenCL API function clEnqueueReadBuffer(). It gives read
permissions to the pages of c.
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If the host attempts to modify A, a write fault occurs. In the write
fault handler, A is marked as modified. It gives write permissions to
the pages of A. When MatVecMul() is called once again, A is copied
from the host to the device in CreateOrGetOpenCLBuffer() because
A is marked as modified. Then, the modification mark of A is removed
to prohibit unnecessary copies in the future.
Host memory sharing. In addition, if the host and the target
device share the main memory, it does not need to data transfer be-
tween them. For example, CPUs can be an OpenCL compute device.
If the host and the target device share the main memory, the data
transfer is not performed and the original memory region is used. Our
runtime detects the sharing information using OpenCL API function
clGetDeviceInfo().
Minor discussions. If the host memory region is in the stack,
it is not possible to remove read or write permissions of the memory
region. In this case, we disable DTM for the memory region. If two
host memory regions share a page and a page fault occurs for that
page, actions are performed for both memory regions. This is because
the page fault handler should give proper access permissions to the
pages of the first memory region after handling the page fault. In this
case, we may not capture a page fault for the other memory region.
To reduce this behavior, our runtime replaces the original dynamic
memory allocator with our dynamic memory allocator. Our dynamic
memory allocator avoids the page-sharing between memory regions.
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III.3.5 Performance Portability Enhancement (PPE)
We propose the efficient scheduling and reduction policies for CPUs
and GPUs. Using our translation framework, we can achieve both
performance portability and code portability for OpenMP programs.
Scheduling policy. When a loop is translated to an OpenCL
kernel by our translation framework, the scheduling policy of the loop
should be carefully considered because an OpenCL kernel describes
instructions from a work-item point of view. It is known that OpenCL
does not have performance portability[59, 65, 75]. In other words, an
OpenCL kernel developed for CPUs may not perform well for GPUs.
The main reason is that their execution mechanism at the hardware
level is different. Therefore, different scheduling policies should be
applied for different architectures.
For example, if we parallelize a loop, it is the best option to dis-
tribute a chunk of iterations to a thread for CPUs to increase cache
utilization[65, 66] as described in Figure III.7 (a). In OpenCL imple-
mentations for multicore CPUs, a CPU core is mapped to a CU[34, 42].
Hence, work-items in a work-group assigned to a CU are executed one
by one. Based on this execution mechanism, it is best for CPUs that
a work-item performs contiguous iterations as many as possible to in-
crease cache utilization. Note that, in general, adjacent iterations tend
to access adjacent memory locations. The example code is shown at
line 7-15 in Figure III.6 (a).
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However, it does not perform well for GPUs. It is better to dis-
tribute a chunk of iterations to a group of threads in a team for GPUs
to exploit coalesced memory accesses[39, 60, 74]. For example, if there
are 16 iterations and 8 work-items in a work-group, the first and ninth
iterations are executed on the first work-item as shown in Figure III.7
(b). Since GPUs have PEs in hardware unlike CPUs, multiple work-
items can be executed in parallel. Moreover, if multiple work-items
access a contiguous memory block at the same time, the access re-
quests are coalesced [8, 52]. This greatly reduces memory access la-
tency. Based on this execution mechanism, it is best for GPUs that
a group of work-items performs a group of iterations. The example
code is shown at line 19-21 in Figure III.6 (a).
In order to obtain good performance for both CPUs and GPUs for
a single OpenCL kernel, programmers should implement and main-
tain two different kernels for each hardware architecture. On the other
hand, if the loop with OpenMP device constructs is translated to
an OpenCL kernel by our translation framework, the burden is re-
moved from programmers. Programmers only consider the algorithm
and choose which loops to be parallelized. Our translator generates
an OpenCL kernel for the target hardware. For GPUs, it distributes
every single iteration to a work-item in a round robin manner. For
CPUs, it distributes a chunk of iterations to a work-item. For another
architecture, it can distribute loop iterations for the architecture.
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(a) The reduction policy for CPUs.
T0 T1 T2 T3
T0 T1 T2 T3









(b) The reduction policy for GPUs.
Figure III.8: Reduction policies for CPUs and GPUs.
Our translation framework does this using conditional compila-
tion. It generates code for both CPUs and GPUs, and code for each
device type is encapsulated with the specific symbol. The example is
shown at line 6-22 in Figure III.6 (a). When OpenCL kernels are built
by our runtime, the symbol CPU or GPU is defined according to
the type of the target device.
Reduction policy. The optimal reduction code can be different
depending on the type of the target device. Figure III.8 shows well-
known performance-efficient reduction policies for CPUs and GPUs[3].
For CPUs, each work-item performs the reduction for the assigned
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iterations by following the efficient scheduling policy for CPUs ( 1⃝)
as shown in Figure III.8 (a). This makes a single value for each work-
item. Then, the first work-item performs the reduction from the result
of all work-items after a barrier ( 2⃝). This is the best option because
a CPU core performs work-items sequentially.
For GPUs, each work-item performs the reduction for the assigned
iterations by following the efficient scheduling policy for GPUs ( 1⃝)
as shown in Figure III.8 (b). This makes a single value for each work-
item. Since GPUs can execute multiple work-items simultaneously, it
is the best option to perform the reduction in parallel. The first half
of work-items perform the reduction with the values of the second half
of work-items after a barrier ( 2⃝). This process continues until only
one work-item remains. To eliminate the overhead of synchronization
caused by barriers, it is possible to remove barriers if the number of
work-items is smaller than the size of a warp or wavefront. A warp
for NVIDIA GPUs or a wavefront for AMD GPUs is a group of work-
items that are executed simultaneously by hardware.
III.4 Performance Evaluation
In this section, we evaluate our OpenMP 4.0 device constructs trans-
lation. First, we show the effectiveness of the optimization techniques.
Next, we compare the performance of the translated programs with
the performance of the original OpenCL and OpenMP programs. In
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addition, we compare the performance with the PGI compiler for prac-
ticality.
III.4.1 Evaluation Methodology
Applications. For our evaluation, we use applications from Rodinia
3.0[27, 28]. Rodinia provides programs written in OpenMP, CUDA,
and OpenCL. Since the original OpenMP programs do not use OpenMP
4.0 device constructs, we manually modify the programs to use the de-
vice constructs. In this modification, we insert the combined construct
target teams distribute parallel for immediately before a for
loop that needs to be parallelized.
There are some applications that use double pointers, but OpenMP
4.0 does not allow using double pointers in a map clause. According to
the OpenMP specification, a memory region in a map clause should be
contiguous, and the memory region pointed by a double pointer may
not be contiguous. We convert double pointers to single pointers for
these applications.
We tried to port all OpenMP programs in Rodinia, but we were
unable to port two programs (leukocyte and mummergpu). A library
that contains double pointers is used in leukocyte, and mummergpu
uses CUDA API functions in its source code. In addition, nn reads the
contents of a file continuously in the for loop in the original OpenMP
version. However, it is not possible to read a file in an OpenCL kernel,
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Table III.5: Applications used.
Application Problem size
lavaMD 20x20x20 boxes
myocyte xmax=70, 1000 workloads
nn 33,554,432 records
streamcluster 64K points, 256 dimensions
b+tree 128M nodes for j, 64K nodes for k
kmeans 800K points, 34 features





srad An 502x458 image
pathfinder 100,000 width, 100 steps
nw 2Kx2K data points
cfd missile.domn.0.2M
lud A 4Kx4K matrix
jacobi A 4Kx4K mesh
we modify the program to read all contents in the file before launching
the kernel.
In addition, we add another application jacobi from OpenACC
Programming and Best Practices Guide[55]. In this case, we convert
OpenACC directives to OpenMP 4.0 device constructs. Table III.5
summarizes applications used for our evaluation and their problem
sizes.
We implement two versions of OpenMP programs: base and hand-
tuned versions. The base version is the program where the combined
construct is inserted immediately before for loops (Figure III.1 (b)).
The hand-tuned version is the program where device data environment
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is inserted to avoid unnecessary data transfer in addition to the base
version (Figure III.1 (c)). We will show that the base version with our
optimization techniques performs similar to the hand-tuned version
in Section III.4.2. Since implementing the hand-tuned version is much
more complicated than the base version, our translation framework
further lowers programming complexity of OpenMP without perfor-
mance degradation.
As far as we know, there is no available compiler that supports
OpenMP 4.0 device constructs correctly and completely. Even though
gcc claims that it supports OpenMP 4.0 offloading features since gcc
5.2[2], current gcc does not have the functionality that offloads compu-
tations to GPUs. Thus, to show the effectiveness of our OpenMP 4.0
compiler, we choose the PGI compiler[5] to compare with. Since the
PGI compiler only supports OpenACC, we port all the hand-tuned
versions of the applications but jacobi to OpenACC by hand. Most
of OpenACC directives have one-to-one correspondences to OpenMP
4.0 directives.
For all applications, we measure the wall clock time of the entire
execution without I/O time. I/O time takes a major portion of the
execution time for some applications, and I/O time is not a focus
of this evaluation. Each application is executed 10 times and their
average is reported.
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Table III.6: Evaluation environment.




AMD Radeon R9 390x
NVIDIA GeForce GTX Titan X
OpenCL
Intel OpenCL 15.1 (work-group size = 8)
AMD APP SDK 3.0 (work-group size = 64, 256 for PGI)
NVIDIA driver 352.55 (work-group size = 32, 128 for PGI)
GCC 4.8.3
PGI compiler 15.10
Environment.Wemodify clang 3.5.1[46] to implement our source-
to-source translation framework. The evaluation environment is shown
in Table III.6. We use two GPUs for the evaluation. In total, we have
three OpenCL devices: a CPU device from Intel, a GPU device from
AMD, and a GPU device from NVIDIA. We use the OpenCL im-
plementation from the hardware vendor. For example, we use Intel’s
OpenCL implementation for the Intel CPU and NVIDIA’s OpenCL
implementation for the NVIDIA GPU.
For each device, we choose the default work-group size as shown
in Table III.6. For the fair comparison, we try to use the same values
for the number of teams and the number of threads for the PGI Ope-
nACC compiler, but programs built by the PGI compiler does not
perform well if the number of threads in a team is explicitly speci-
fied. Hence, We have to use default numbers for the number of teams
and the maximum number of threads in a team of the PGI compiler.
The values are obtained using profilers from AMD and NVIDIA. The
default number of threads in a team is 256 for the NVIDIA GPU



























Figure III.9: Reduction in the number of data transfers with DTM on the
AMD GPU.
target OpenCL programs with the default value of the PGI compiler.
Note that our translation framework performs well if the number of
teams and the number of threads in a team explicitly are specified.
The default number of teams for PGI is the number of iterations of a
loop divided by the number of threads in a team. For CPUs, the PGI
compiler directly executes the code on the CPU like OpenMP.
III.4.2 Effectiveness of Optimization Techniques
Reduced number of data transfers. Figure III.9 shows the effec-
tiveness of DTM. Since the reduction in the number of data transfer
is important, we show the result only for the AMD GPU. OMP4-
Base and OMP4-DTM show the result of the base version without and
with DTM, respectively. OMP4-HT show the result of the hand-tuned
version.
We obtain the numbers using AMD’s OpenCL profiler. The num-
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 OMP4-Base  OMP4-DTM  OMP4-All  OMP4-HT
103 103 104 44 44 44
(c) Performance on the Intel CPU.
Figure III.10: Effectiveness of optimization techniques.
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the reduction in the number of data transfers by DTM (OMP4-DTM)
is comparable to OMP4-HT. Surprisingly, the number of data transfers
from OMP4-DTM is smaller than that of OMP4-HT for three appli-
cations: streamcluster, b+tree, and cfd. This indicates that it is
not always easy to manually insert device data environments prop-
erly as described in Section III.3.4. DTM reduces the number of data
transfers by 93% on average.
III.4.2.1 Performance on the AMD GPU
Figure III.10 shows the execution time of various versions normalized
to that of OMP4-Base. OMP4-SCHED represents the speedup that
PPE in Section III.3.5 is applied. OMP4-DTM represents the version
that DTM in Section III.3.4 is applied. OMP4-All represents the ver-
sion that both DTM and PPE are applied. OMP4-HT represents the
hand-tuned version with PPE.
Performance improvement of PPE. Figure III.10 (a) shows
the speedup of applications on the AMD GPU. OMP4-SCHED im-
proves performance by 4% on average compared to OMP4-Base. This
is not satisfactory. There are three reasons.
The first reason is that there are not enough iterations of loops.
It means that each work-item takes only one iteration of the loop.
In this case, there is no difference between two scheduling policies in
Figure III.7. There are four applications (backprop, srad, nw, and
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lud) belonged to this case.
The second reason is that the memory access pattern in the kernel
is not coalesced. The examples are arrays of structures (e.g., a[i].x)
and random accesses (e.g., a[b[i]]). In this case, we cannot obtain
benefit from the scheduling policy for GPUs. There are seven appli-
cations (lavaMD, myocyte, nn, streamcluster, b+tree, heartwall,
and pathfinder) belonged to this case.
The third reason is that the performance improvement takes small
portion of the execution time because the data transfer time takes
a major portion. In this case, the performance improvement is sig-
nificant when DTM is applied together. There are six applications
(kmeans, hotspot, particlefilter, bfs, cfd, and jacobi) belonged
to this case. As shown in Figure III.10 (a), OMP4-All (both optimiza-
tions are applied) for these applications shows noticeable performance
improvement compared to OMP4-DTM. Especially, jacobi shows sig-
nificant speedup (4x in OMP4-DTM to 35x in OMP4-All) when PPE
is applied with DTM.
Performance improvement of DTM. OMP4-DTM improves
performance by 110% on average compared to OMP4-Base. The
performance improvement is significant for seven applications
(streamcluster, bfs, pathfinder, nw, cfd, lud, and jacobi). This
shows that the performance is not proportional to the reduction ratio
because the time consumed by data transfer takes different portion
77
of the execution time for different applications. Of course, the ap-
plications that show large speedup have noticeable reduction in the
number of data transfers.
Performance improvement of both optimization tech-
niques. OMP4-All improves performance by 152% on average com-
pared to OMP4-Base. Since OMP4-HT also applies enhancing per-
formance portability, the speedup is similar between OMP4-All and
OMP4-HT. Note that the performance difference between them is
how they minimize data transfers (i.e., DTM vs. hand-tuned). The
reduction ratio of DTM is almost the same as that of the hand-tuned
version as shown in Figure III.9, so the reduced execution time must
be similar. Hence, the speedup must be similar between OMP4-All and
OMP4-HT.
III.4.2.2 Performance on the NVIDIA GPU
Figure III.10 (b) shows the speedup of applications on the NVIDIA
GPU. Basically, the speedup is similar compared to the speedup on
the AMD GPU. There is one exception. Surprisingly, b+tree shows
significant performance improvement for OMP4-SCHED. After our in-
spection using NVIDIA’s OpenCL profiler, the total execution time
of kernels is reduced by 97% compared to OMP4-Base. Hence, the
scheduling policy for GPUs is more effective than the scheduling pol-
icy for CPUs for b+tree on the NVIDIA GPU. On average, the perfor-
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mance improvement is 11% for OMP4-SCHED, 196% for OMP4-DTM,
and 280% for OMP4-All.
III.4.2.3 Performance on The Intel CPU
Figure III.10 (c) shows the speedup of applications on the Intel CPU.
For CPUs, OMP4-SCHED is not different from OMP4-Base because
the base scheduling policy is for CPUs in PPE. OMP4-DTM is effective
because data transfer does not happen with OMP4-DTM because the
host and the CPU device share the main memory. On average, the
performance improvement is 0% for OMP4-SCHED, 190% for OMP4-
DTM, and 190% for OMP4-All.
III.4.3 Comparison with Other Implementations
Since Rodinia provides both OpenCL and OpenMP versions for the
same application, we can compare the performance of the target
OpenCL code to that of the original OpenCL version to see the effec-
tiveness of our translation framework. Note that the original OpenMP
version does not use device constructs, so it is executed only on the
Intel CPU. The OpenCL version can be executed on all three devices:
the Intel CPU, the AMD GPU, and the NVIDA GPU. Figure III.11
shows the comparison result. OMP4-All stands for the execution time
of our translation result with optimization techniques. The execution
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(c) The performance on the Intel CPU.
Figure III.11: Performance comparison to other implementations.
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resents the normalized execution time of our translation result with
the default number of teams and the default number of threads of the
PGI compiler. OpenCL (AMD), OpenCL (NVIDIA), and OpenCL (In-
tel) represent the normalized execution time of original OpenCL ver-
sion executed on each hardware vendor’s OpenCL framework. OMP
(GCC) represents the normalized execution time of original OpenMP
applications built by gcc. OpenACC (PGI) represents the normalized
execution time of OpenACC programs built by the PGI compiler.
III.4.3.1 Performance on the AMD GPU
For the AMD GPU, the result is shown in Figure III.11 (a). Since
jacobi just has OpenMP and OpenACC versions, it does not have a
bar that corresponds to the original OpenCL version.
Comparison with OMP4-PGI. Only the difference between
OMP4-All and OMP4-PGI is the number of teams and the number
of threads in a team. On average, OMP4-PGI is 59% slower than
OMP4-All. This indicates that our default numbers are better than
the default numbers of the PGI compiler. It is worth noting that The
AMD GPU is very sensitive the number of teams and the number of
threads in a team compared to the NVIDIA GPU.
Comparison with OpenCL (AMD). Except two applications
(backprop and lud), the original OpenCL applications (OpenCL
(AMD)) are slower than OMP4-All. There are two reasons.
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The first reason is that the number of work-items in a work-group
is hard-coded in the program, and the value is not optimized well for
the AMD GPU.
The second reason is that the number of total work-items is defined
as the number of iterations of the original loop for each kernel. That is,
each kernel describes an iteration of the loop. This is the same as how
the PGI compiler distributes iterations of the loop. This can increase
scheduling overhead of work-groups as described in Section III.3.3.
Even though original OpenCL applications are optimized by hand
when they are ported to OpenCL, OMP4-All performs better than
OpenCL (AMD) due to the inefficient number of total work-items and
the inefficient number of work-items for kernels.
The application myocyte provides two modes of parallelization.
The first mode utilizes only two threads due to the data dependences
while the second utilizes more threads. The original OpenCL version
only parallelizes the first mode while OMP4-All parallelizes the sec-
ond mode because of the original OpenMP version. As shown in Fig-
ure III.11 (a), this makes OMP4-All much faster than OpenCL (AMD)
for myocyte.
For backprop, OpenCL (AMD) is 10% faster than OMP4-All. In
this program, the same for loop is performed twice. The number of
iterations for the second is one, and this execution is performed on
the host in OpenCL (AMD) while it is performed on a GPU in OMP4-
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All. The OpenCL runtime overhead and the performance difference
between the CPU and the GPU make the performance difference.
For lud, OpenCL (AMD) is 82% faster than OMP4-All because
OpenCL (AMD) effectively utilizes the GPU local memory. Overall,
OpenCL (AMD) is, on average, about 88% slower than OMP4-All.
Comparison with OpenACC (PGI). Since the PGI compiler
does not have DTM, for fair comparison, we port the hand-tuned
version of OpenMP 4.0 programs to OpenACC. The PGI compiler
fails to compile lavaMD, myocyte, and cfd. There are two reasons of
the performance difference between OMP4-All and OpenACC (PGI).
The first reason comes from the number of teams and the
number of threads in a team. For most applications except three
(streamcluster, b+tree, and lud), the performance is similar be-
tween OMP4-PGI and PGI. As discussed before, the performance dif-
ference between OMP4-All and OMP4-PGI is due to these numbers.
This indicates that OMP4-PGI can perform better if the PGI com-
piler is able to use our default values.
The second reason comes from the execution time of kernels. Since
we do not know how the PGI compiler generates binaries for the
AMD GPU, we use AMD’s GPU profiler. As a result, the performance
difference mostly comes from the execution time of kernels. Overall,
OpenACC (PGI) is 93% slower than OMP4-All on average.
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III.4.3.2 Performance on the NVIDIA GPU
Figure III.11 (b) shows the result on the NVIDIA GPU. Note that
jacobi does not have OpenCL (NVIDIA) for the same reason of the
AMD GPU.
Comparison with OMP4-PGI. Unlike the AMD GPU, the
NVIDIA GPU is less sensitive to the number of teams and the number
of threads in a team. As a result, the performance difference between
OMP4-All and OMP4-PGI is 5% on average.
Comparison with OpenCL (NVIDIA). Like the AMD GPU,
OpenCL (NVIDIA) is faster than OMP4-All for backprop and lud while
OpenCL (NVIDIA) is slower than OMP4-All for myocyte.
OpenCL (NVIDIA) is faster than OMP4-All for other three appli-
cations (lavaMD, hotspot, and cfd). It is because the kernel execu-
tion time of OpenCL (NVIDIA) is faster than OMP4-All . The execu-
tion time of kernels are obtained from NVIDIA’s OpenCL profiler.
This means that NVIDIA’s OpenCL compiler generates better code
for OpenCL (NVIDIA) for these applications. Meanwhile, OMP4-All
is faster than or comparable to OpenCL (AMD) for lavaMD, hotspot,
and cfd. Also, the performance gap for lud on the AMD GPU is much
bigger than that on the NVIDIA GPU. This indicates that OpenCL
does not have performance portabilty. Tuning an application for a
specific device may not be equally effective on a device of the same
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kind from different vendor. Overall, OpenCL (NVIDIA) is 17% slower
than OMP4-All on average.
Comparison with OpenACC (PGI). The PGI compiler fails to
compile only one application, myocyte. For all applications but four
applications (streamcluster, b+tree, heartwall, and cfd), OMP4-
All is comparable to OpenACC (PGI). For those four applications, the
performance difference comes from the execution time of kernels. Our
framework generates better kernel code for them. Overall, OpenACC
(PGI) is 21% slower than OMP4-All on average.
III.4.3.3 Performance on the Intel Multicore CPU
Since we can execute the original OpenMP version (i.e., the version
that does not contain OpenMP 4.0 device constructs) on the Intel
CPU, there are five bars: OMP4-All, OMP4-PGI, OpenCL (Intel), OMP
(gcc), and OpenACC (PGI). However, similar to previous cases, jacobi
does not have OpenCL (Intel).
Comparison with OMP4-PGI. Since the CPU device is insen-
sitive to the number of teams and the number of threads in a team,
the performance difference between OMP4-All and OMP4-PGI is 6%
on average.
Comparison with OpenCL (Intel). OMP4-All is faster than
OpenCL (Intel) for all applications except lud. There are two reasons
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for this.
The first reason is that the original version of OpenCL is typically
implemented having discrete GPUs in mind, and the GPU does not
share main memory with the host processor. Thus, there are unnec-
essary data transfer operations when the original OpenCL version is
executed on multicore CPUs.
The other is that, as discussed in Section III.3.5, the scheduling
and reduction policy for GPUs may not be suitable for multicore CPUs
in general.
One exceptional case is that OpenCL (Intel) is faster than OMP4-All
for lud due to the kernel execution time. The kernels of lud are op-
timized very well when they are ported to OpenCL. Overall, OpenCL
(Intel) is 230% slower than OMP4-All on average.
Comparison with OMP (gcc). For seven applications
(streamcluster, backprop, hotspot, bfs, srad, pathfinder, and
nw), OMP (gcc) is much faster than OMP4-All. The reason is that
the OpenCL runtime overhead (e.g., searching platforms and devices,
scheduling and issuing commands, etc.) takes a large portion of the
execution time. This happens when the total execution time is small
or the execution time of each kernel is small. OpenMP does not have
this kind of runtime overhead.
For seven applications (lavaMD, myocyte, nn, b+tree,
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particlefilter, cfd, and lud), OMP4-All is faster than OMP
(gcc). Since our OpenMP 4.0 programs are ported based on the
original OpenMP programs, the performance difference only comes
from the execution time of kernels. Since nn is significantly modified
due to file read operations in the for loop as described before. This
difference causes a large performance difference between OMP4-All
and OMP (gcc). For other applications, they have different execution
for each iteration. It means that the execution time of each iteration
can be different. While OpenMP statically distributes iterations
by default, OpenCL dynamically distributes iterations by default
because scheduling occurs in a unit of a work-group. If a work-item
of a kernel has different execution time, OpenCL performs better
due to the dynamic work-group scheduling. As a result, OMP4-All
is faster than OMP (gcc) due to load imbalance of the applications.
Overall, OMP (gcc) is 21% slower than OMP4-All on average.
Comparison with OpenACC (PGI). The PGI compiler supports
OpenACC for multicore CPUs since version 15.10 (released in Novem-
ber 2015). However, the PGI compiler fails to execute 13 applications.
It fails to compile myocyte. For five applications (nn, streamcluster,
kmeans, pathfinder, and jacobi), the generated binaries produce in-
correct results. For seven applications (b+tree, backprop, hotspot,
particlefiler, srad, nw, and lud), the binaries built by the PGI
compiler generate runtime errors such as segmentation faults and
aborts.
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Only four applications (lavaMD, bfs, heartwall, and pathfinder)
are compiled and executed successfully. OpenACC (PGI) is faster than
OMP4-All for bfs and pathfinder because the inherent overhead of
the OpenCL runtime as described in the comparison with OMP (gcc).
Our translation framework generates OpenCL programs while the
PGI compiler generates an executable binary for the multicore CPU.
OMP4-All is faster than OpenACC (PGI) for lavaMD and heartwall.
OMP4-All and OpenACC (PGI) perform the same computation because
equivalent directives are inserted. Hence, the performance difference
comes from the computation. This indicates that if the kernel execu-
tion time is long enough to amortize the inherent OpenCL runtime
overhead, OMP4-All performs better than OpenACC (PGI). Overall,
OpenACC (PGI) is 82% faster than OMP4-All for the applications that
executed correctly on average.
III.4.3.4 Summary
If only PPE is applied, the performance is improved not much. How-
ever, DTM is applied together, the performance is improved up to 35x
(jacobi) for the AMD GPU, up to 97x (lud) for the NVIDIA GPU,
and up to 103x (nw) for the Intel CPU.
To see the effectiveness of our translator, we compare the original
OpenCL and OpenMP versions. On average, the original OpenCL
programs are 88%, 17%, and 230% slower than the target OpenCL
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programs on the AMD GPU, the NVIDIA GPU, and the Intel CPU,
respectively. The original OpenMP programs are 21% slower than the
target OpenCL programs on the Intel CPU on average.
Except for the Intel multicore CPU, programs generated by our
translation framework perform much better or as good as programs
built by the PGI compiler. For the multicore CPUs, some programs
generated by our translation framework perform worse because of the
inherent overhead of the OpenCL runtime. Unfortunately, the PGI
compiler fails to generate binaries that work correctly for some appli-
cations. Applications that execute successfully with the PGI compiler
are 13/17 for the AMD GPU, 16/17 for the NVIDIA GPU, and 4/17
for the Intel multicore CPU. On the other hand, our translation frame-





IV.1 Problems of Previous Approaches
Since the centralized host node schedules and delivers OpenCL com-
mands to compute nodes, it would be a problem when the execution
time of each command is smaller than the command scheduling and
delivery (communication) overhead. Even though the target compute
nodes have enough bandwidth to execute many commands, the host
node is not able to deliver an enough number of commands to them
due to the scheduling and delivery overhead. This problem gets more
serious as the number of nodes increases.
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For example, assume that there are 128 nodes (N001 - N128) in
the cluster, and each node has a compute device (a total of 128 de-
vices, D001 - D128). In addition, assume that one command-queue
is attached to each compute device. Now, the OpenCL host program
enqueues a command for each device, a total of 128 commands (C001
- C128), then it again enqueues a command for each device, another
total of 128 commands (C129 - C256). In the end, each device has two
commands to execute. The host node is in charge of scheduling and
delivering all the commands. The host node schedules C001 for D001
and delivers it to D001. Then, the host node schedules C002 and de-
livers it to D002. This process continues until C128 is scheduled and
delivered to D128. Then, C129 is scheduled and delivered to D001.
Even though D001 finishes C001 early, it has to wait and to be idle
until it receives C129 from the host node.
IV.2 The Approach of SnuCL-D
As shown in Figure I.3, SnuCL-D is laid between the cluster and an
OpenCL application. SnuCL-D provides an OpenCL application with
an illusion that all compute devices in the cluster are located in a
single node. The application can use these devices as if they were
located locally. This is the same as what the previous approaches did.
The major difference between previous approaches and SnuCL-D

























Figure IV.1: The organization of the SnuCL-D runtime.
the host node executes the host program. It also schedules commands
and delivers them to appropriate target nodes. On the other hand,
SnuCL-D does not have any designated host node. A copy of the host
program in a single OpenCL application is executed in every node
in the cluster. In addition, a SnuCL-D runtime instance shown in
Figure IV.1 is executed in every node. When a command is enqueued
to a command-queue by the host program instance running in each
node, the command is scheduled by the command scheduler of the
SnuCL-D runtime instance of the same node.
Each node in the cluster may have multiple vendor-specific
OpenCL platforms for different accelerators. The SnuCL-D runtime
instance in the node selects and controls the OpenCL platforms using
the OpenCL installable client driver (ICD) mechanism[32]. When a
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command is scheduled for the devices in the node, it is sent to the
issuer thread of the device through a non-blocking producer-consumer
queue. The issuer then forwards the command to an appropriate
vendor-specific OpenCL platform implementation in the node.
IV.2.1 Overhead Analysis
In Figure IV.1, the execution path of a command from the host thread
to a compute device is divided into three parts. Then, three different
overheads are defined along the path: enqueueing, scheduling, and
delivering overheads.
The delivering overhead occurs when a command is delivered to
the target compute device. Since the host in centralized approaches
must deliver all commands to appropriate devices in compute nodes,
this overhead cannot be avoided in centralized approaches. However,
in SnuCL-D, each node delivers commands only to its actual devices.
Since the delivery occurs locally in a node in SnuCL-D, the deliver-
ing overhead is significantly alleviated compared to centralized ap-
proaches.
The scheduling overhead is caused by the command scheduler.
The command scheduler determines the execution order of commands
and makes sure that memory objects in the compute devices are up-
dated. This scheduling overhead can be significantly alleviated using
a new API function clAtttachBufferToDevice(). This function is
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described later in Section IV.5.
The enqueueing overhead occurs when a command is enqueued by
the OpenCL runtime. Since a command must be enqueued to a com-
mand queue in OpenCL, we cannot avoid this overhead in centralized
approaches. However, in SnuCL-D, if it is known that a command
will be discarded eventually because the target device is virtual, the
command does not need to be enqueued. The enqueueing overhead is
alleviated by a new API function and the queueing optimization tech-
nique. The queueing optimization is described later in Section IV.6.
IV.2.2 Remote Device Virtualization
The SnuCL-D runtime instance in each node makes a remote device
(i.e., the device residing in another node) visible to the node. This
mechanism is called as remote device virtualization (RDV). When the
node sees a compute device installed in another node through SnuCL-
D, the device is called as a virtual device to the node. If a compute
device is installed in the node itself, it is called an actual device.
To implement RDV, the SnuCL-D runtime instance in each node
exchanges its device information with SnuCL-D runtime instances in
other nodes when the host program invokes an OpenCL API function
for the first time in the application. Then, each SnuCL-D runtime
instance assigns a unique device ID to each device across the cluster
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Figure IV.2: Remote device virtualization.
The SnuCL-D runtime instance in each node schedules commands
asynchronously. If there is a command for an actual device in the node,
it schedules and executes the command without any synchronization
with other nodes at all. For example, there are four nodes in the
cluster shown in Figure IV.2. Each node has an actual compute device.
Because of RDV, each node appears to have four compute devices
including three virtual devices. Node 0 has an actual device Dev0 and
three virtual devices Dev1, Dev2, and Dev3. Node 1 also has an actual
device Dev1 and three virtual devices Dev0, Dev2, and Dev3. Since
the same host program is executed in each node, commands enqueued
by the host program for Dev0 are executed in Node 0, for Dev1 in
Node 1, for Dev2 in Node 2, and for Dev3 in Node 3.
IV.2.3 Redundant Computation and Data Replication
Since the OpenCL host program is executed in every node with SnuCL-
D, the data produced by the host program is replicated in every node.
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This makes SnuCL-D faster than the centralized approaches because
it eliminates most of the extra data transfer overhead of the central-
ized approaches between the host and compute nodes.
Previous studies[37, 43, 61] have exploited redundant computation
to reduce data sharing. They showed that the communication over-
head could be reduced by redundant computation. There are some
other studies[12, 72] that have exploited data replication to increase
data locality. They showed that the read latency can be reduced by
duplicating data locally.
In the centralized approaches, the host node needs to send data
to a compute device in a compute node through the interconnection
network in the cluster, and this typically happens to all compute de-
vices simultaneously. Thus, as the number of nodes grows, the cost of
data transfer increases.
On the other hand, in SnuCL-D, every node locally computes nec-
essary data. The node does not need any communication, and just
sends data to its local compute devices. Performing redundant compu-
tation with data replication, SnuCL-D alleviates the delivering over-
head significantly.
This can also be easily applied to the file system. Since the iden-
tical host program is executed on each node, file-read operations can
be executed simultaneously without any synchronization. In this case,
the data is replicated across all nodes. All nodes in the cluster typi-
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cally share a file system so that every node reads the same data from
the same file. For file-write operations, only a designated root node
(e.g., whose MPI rank is zero) executes the file-write operation, while
other nodes do nothing. If there is any synchronization required due
to redundant computation, SnuCL-D exploits wrapper functions. For
example, if there is an srand() call to initialize a seed value, a wrap-
per for srand() is implemented so that makes every node have the
same seed value.
IV.2.4 Memory-read Commands
Memory-read commands (e.g., clEnqueueReadBuffer()) copy data
from a device to the host memory. For memory consistency, the host
memory of each node must be kept up-to-date to run the host program
correctly. Therefore, after a memory-read command is executed on an
actual device, the SnuCL-D runtime instance propagates the data to
other nodes. When a memory-read command for a virtual device is
scheduled by the command scheduler in a node, the runtime instance
in the node receives the data from the node that owns the correspond-
ing actual device. This may cause performance degradation. However,
frequent memory-read commands are not encouraged because it de-
grades performance significantly in heterogeneous computing.
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IV.3 Consistency Management
OpenCL allows multiple commands to access the same memory ob-
ject simultaneously. This may cause a consistency problem. To solve
this problem, a multiple-writers protocol[41] may be employed. This
was used in traditional software shared virtual memory (SVM) sys-
tems[41]. However, this incurs a significant consistency management
overhead because of twins (copies of the original memory object) and
identifying differences between the twin and the modified memory
object.
Instead, SnuCL-D tries to avoid the situation by following essen-
tially the same consistency management mechanism as that of SnuCL.
That is, SnuCL-D executes commands one by one. However, the dis-
tributed consistency management scheme in SnuCL-D has a big ad-
vantage over SnuCL.
When the command scheduler schedules a command, SnuCL-D
checks if there is a conflict between the command being scheduled
and any commands being executed. A conflict occurs if two commands
access the same memory object, and at least one writes to it. If such a
case is detected, the command scheduler synchronizes them with the
event synchronization mechanism in OpenCL, i.e., it serializes them.
In addition, buffers (memory objects) accessed by a command
should have consistent up-to-date data before executing the command.
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Table IV.1: Actions of a special command for consistency management in
SnuCL-D.
B is actual B is virtual
(source) (source)
A is actual
Copy data from B to A Receive data from the node of B
(destination)
A is virtual
Sends data to node of A Do nothing
(destination)
However, a memory object is not associated with a compute device
in OpenCL. Thus, when a command accessing a memory object is
executed, it is required for the runtime to find the device that has the
latest copy of the memory object. To facilitate this, SnuCL-D main-
tains the list of devices that have the latest copy of each memory
object. This list is called the latest device list for a memory object.
The latest device list can contain either actual or virtual devices.
When the command scheduler schedules a command and the corre-
sponding device (Device A) does not have up-to-date data, SnuCL-D
inserts a special command to bring up-to-date data from the latest
device (Device B). Actions of the special command are described in
Table IV.1. If both A and B are actual, it means A and B are in the
same node. Thus, data is copied from B to A. If A is actual and B
is virtual, it means A is in the node while B is in another node. The
node receives data from the node where B resides and updates the
data to A. If A is virtual and B is actual, it means A is in another
node while B is in the node. The node sends data to the node where
A resides. If both A and B are virtual, it means A and B are in other
nodes, and therefore nothing is done.
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SnuCL performs this process only in the host node while SnuCL-D
performs it in every node. The host node of SnuCL delivers a message
to both the source device and the destination device. Then, the source
device sends data to the destination device. As a result, the host node
of SnuCL may be a significant performance bottleneck as the size of
the cluster increases. Since SnuCL-D performs consistency manage-
ment in every node, the source and the destination begin communi-
cation without receiving a message from the centralized host. This is
a big advantage of SnuCL-D over SnuCL.
The total amount of overhead for consistency management in
SnuCL-D seems to be bigger than that of SnuCL because every node
performs consistency management in SnuCL-D. However, the wall-
clock time spent on consistency management of SnuCL-D is smaller
than that of SnuCL because the consistency management overhead is
spread over all the nodes in the cluster, and there is no communication
between the centralized host and the compute nodes. This is justified
by using a microbenchmark in Section IV.7.2.
IV.4 Deterministic Command Scheduling
Another major difference in consistency management between SnuCL
and SnuCL-D is the deterministic command scheduling mechanism in
SnuCL-D. Since every node executes the same host program in SnuCL-














Figure IV.3: Commands C1 and C2 modify the same memory object.
object is the same across all the nodes.
Consider the scenario illustrated in Figure IV.3. There are two
nodes N1 and N2 with devices D1 and D2, respectively. D1 is actual
and D2 is virtual in N1 while D1 is virtual and D2 is actual in N2.
There are two commands C1 and C2 modifying the same memory
object M. C1 is enqueued to a command-queue attached to D1 and
C2 is enqueued to a command-queue attached to D2. Since there is
no synchronization between C1 and C2, they can be scheduled in any
order.
Assume that C2 is scheduled first in N1. The scheduler in N1
records D2 in the latest device list of M. Since C2 is a command for
a virtual device D2, it is discarded after scheduling by the SnuCL-D
runtime. Then, C1 is scheduled in N1. Since the latest device of M is
D2, the scheduler inserts a special command that receives data from
D2.
On the other hand, assume that C1 is scheduled first in N2. D1
is inserted in the latest device list of M. Since C1 is a command for
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a virtual device D1 in N2, it is discarded after scheduling. Then, C2
is scheduled in N2. Since the latest device of M is D1, the scheduler
inserts a special command that receives data from D1. In this scenario,
N1 tries to receive data from N2 while N2 tries to receive data from
N1. Thus, deadlock occurs and there is no progress at all.
To solve this problem, SnuCL-D enforces the command scheduling
order to be the same as the command enqueueing order specified by
the host program, i.e., the order of clEnqueue· · · host API calls
appeared in the host program. For example, if C1 is enqueued first
and then C2 is enqueued in the host program, C1 should be scheduled
first.
If the host program is single-threaded, clEnqueue· · · API calls
are executed sequentially. Thus, SnuCL-D enforces the same order of
execution across all the nodes in the cluster. However, it is possible
that clEnqueue· · · is called by two or more host threads in the same
node because OpenCL API calls are thread-safe except clSetKer-
nelArg()[32]. In this case, the enqueueing order is not deterministic
across nodes. Since single-threaded OpenCL host programs are much
more common, solving this multiple-host-threads problem is left as
the future work.
102
IV.5 New API Function:
clAttachBufferToDevice()
To eliminate the scheduling and consistency management overhead,
we propose a new OpenCL host API function:
void clAttachBufferToDevice(cl mem m, cl device id d);
This function can be inserted by a programmer to eliminate the
scheduling overhead. If this API function is called, the runtime as-
sumes that the compute device d always has the latest copy of the
memory object m. As mentioned before, when a command that ac-
cesses an OpenCL memory object is scheduled, it is required for the
runtime to find the device that has the latest copy of the memory
object. If this function is called for a memory object by the host pro-
gram, the runtime does not need to maintain the latest device list for
the memory object. The runtime always selects d as the device that
has the latest copy of the memory object. In many high-performance
OpenCL applications using multiple devices, a memory object is typ-
ically modified by a single device. Such a memory object can be at-
tached to the device to alleviate the scheduling overhead.
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IV.6 Queueing Optimization
When the command scheduler detects that a command is for a virtual
device, it does not deliver the command to the issuer of the device.
However, the scheduler still needs to schedule these commands be-
cause it has to maintain the latest device list for each memory object.
For example, assume that a virtual device D1 modifies memory
object M because of command C1. Then actual device D2 accesses
the same memory object M because of command C2. Even though C1
is for a virtual device, it should be scheduled by the runtime because
the latest device list of M should be updated to include D1.
However, since the latest device list is no longer required for the
memory object declared by clAttachBufferToDevice(), commands
that access the memory object attached to a virtual device do not
need to be scheduled by the runtime. In addition, some commands for
virtual devices do not need to even be enqueued by the runtime.
For example, assume that clEnqueueNDRangeKernel() is
called once for every actual and virtual device. If there are 128 devices
and only one of them is an actual device, 127 commands enqueued are
discarded by the command scheduler. If each memory object accessed
by those 127 commands is attached to a device (without regard to the
device being actual or virtual) by clAttachBufferToDevice(), they
do not need to even be enqueued either.
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Table IV.2: Conditions under which commands do not need to be enqueued.
API Conditions
clEnqueueNDRangeKernel() 1. Each memory object is attached to a device
2. The command-queue is for a virtual device
clEnqueueCopyBuffer() 1. Each memory object is attached to a virtual device
clEnqueueWriteBuffer() 2. The command-queue is for a virtual device
clEnqueueReadBuffer() Always enqueued to update the host memory in each node
Table IV.2 describes conditions under which a command does not
need to be enqueued. If these conditions are met for a command,
it is discarded rather than enqueued. The command enqueued by a
clEnqueueReadBuffer() call needs to always be enqueued by the
runtime and processed by the scheduler even if the associated device
is virtual because it has to update the host memory of each node in
the cluster.
IV.7 Performance Evaluation
This section describes experimental results of SnuCL-D that trans-
parently extends OpenCL for heterogeneous clusters.
IV.7.1 Evaluation Methodology
The SnuCL-D implementation is based on SnuCL[42], our previous
open-source OpenCL framework for a heterogeneous cluster. SnuCL-
D is evaluated using a large-scale CPU cluster and a medium-scale
GPU cluster. The configurations of the clusters are summarized in
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Table IV.3: System configuration for the large-scale CPU cluster.
Number of nodes 512
Processor 2×Intel 2.93 Ghz quad-core Xeon x5570
for each node
Memory 24GB for each node
OS Red Hat Enterprise Linux 5.3
Interconnect Mellanox Infiniband QDR
OpenCL AMD APP SDK v2.9
MPI Open MPI 1.6.3
C compiler GCC 4.4.6
Fortran compiler GNU Fortran 3.4.6
Table IV.4: System configuration for the medium-scale GPU cluster.
Number of nodes 36
Processor 2×Intel 2.0 Ghz octa-core Xeon E5-2650
for each node
GPU 4×AMD Radeon HD 7970 (2GB each)
for each node
Memory 128GB for each node
OS Red Hat Enterprise Linux 6.3
Interconnect Mellanox Infiniband QDR
OpenCL AMD APP SDK v2.8
MPI Open MPI 1.6.4
C compiler GCC 4.4.6
Table IV.3 and Table IV.4. The focus of the evaluation is the scalabil-
ity of OpenCL programs on large-scale heterogeneous clusters. Since
it is not possible to have access to a large-scale heterogeneous cluster,
the large-scale CPU-only homogeneous cluster is used to evaluate the
scalability of SnuCL-D. To see the scalability of the heterogeneous
cluster, a 36-node GPU cluster is used.
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Table IV.5: Applications used.
Application Source
Input
The CPU cluster The GPU cluster
blackscholes PARSEC 64M options 128M options
BinomialOption AMD SDK 1M samples 1M samples
CP Parboil 16K×16K 16K×16K
N-body NVIDIA 2.5M bodies 10M bodies
MatrixMul NVIDIA 16K×16K 10752×10752
EP NPB class E class E
FT NPB class D class C
CG NPB class E class C
MG NPB class E class C
SP NPB class E class D
BT NPB class E class D
First, SnuCL-D is compared to SnuCL using a microbenchmark.
Then, the performance of SnuCL-D is compared to that of SnuCL
and MPI. The reason of selecting SnuCL as a representative central-
ized approach is that it is the only centralized framework that has
been evaluated with a large-scale cluster. Also, the effectiveness of
the proposed techniques is presented.
The applications are from the SNU NPB suite[65], PARSEC[23],
NVIDIA SDK[51], AMD[14], and Parboil[68] for the evaluation. Ta-
ble IV.5 summarizes the applications used. The SNU NPB suite[65] is
an OpenCL implementation of the NAS Parallel Benchmarks (NPB)
suite[50]. It provides OpenCL NPB applications for multiple compute
devices. Since blackscholes is a multi-threaded C program, it is man-
ually translated to an OpenCL application for multiple devices. As
BinomialOption, CP, N-body, and MatrixMul are OpenCL programs
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for a single device, they are modified to distribute workload across
multiple compute devices.
The original NPB applications are written in Fortran using MPI,
and some of them require the number of MPI processes to be a square
number (the square of an integer). Similarly, the corresponding SNU
NPB applications also require the number of OpenCL compute de-
vices to be a square number. The AMD APP SDK v2.9 on the CPU
cluster configures all the CPU cores in a node as a single CPU compute
device. Thus, the number of the compute devices may not be a square
number. In this case, the SnuCL-D runtime divides a CPU device into
two sub-devices using standard OpenCL API function clCreateSub-
Devices() to make the number of devices in the entire CPU cluster
a square number.
There are two ways to measure the scalability of a parallel system:
strong scalability and weak scalability. For strong scalability, the ex-
ecution time is measured with different numbers of processors while
the problem size is fixed. It is useful to see the overhead of the un-
derlying runtime system on each processor. The overhead takes more
portions of the execution time as the number of processors increases.
It is because the total execution time decreases as the number of
processors increases, but the execution time of the parallel overhead
increases. For weak scalability, the execution time is measured with
different numbers of processors while the problem size per processor
is constant. It is useful to see the communication overhead between
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processors. Since the execution time of the problem per processor
remains constant, the communication overhead dominates weak scal-
ability. Since what we want to see is the runtime overhead including
communication overhead, the strong scalability of MPI, SnuCL, and
SnuCL-D is measured.
The execution time of an NPB application in MPI or OpenCL is
the execution time reported by default by the application. The data
initialization and MPI initialization/finalization time is excluded in
this case. For other OpenCL applications, the measured execution
time is the wall clock time of their entire execution except for the
MPI initialization/finalization time because SnuCL and SnuCL-D use
MPI internally and the MPI initialization/finalization time has a large
variation across different runs. The MPI initialization/finalization re-
quires MPI processes to exchange data with all other MPI processes.
These times vary significantly from one run to another. The source of
the variation is MPI. Thus, they are excluded in the experiment to fo-
cus on the runtime behavior. The data initialization time is included,
though.
IV.7.2 Evaluation with a Microbenchmark
As mentioned before, the major bottleneck of the centralized ap-
proach is the centralized host. Specifically, it is the case that the
time taken by the host node to schedule a command is longer
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than the execution time of the command in each compute node.
In SnuCL, the host node always delivers commands to the target
compute devices. For example, when executing a buffer-write com-
mand (clEnqueueWriteBuffer()), the host always delivers a mes-
sage that contains information about the command and data to the
target compute node. Similarly, when executing a buffer-copy com-
mand (clEnqueueCopyBuffer()), the host node always delivers a
message to the source and destination nodes. Then, the two nodes
communicate with each other and exchange data.
On the other hand, since SnuCL-D executes the host program in
every node, there is no need to deliver such a message. For example,
when executing a buffer-write command, only the node that owns the
device performs the command, and no communication is required.
When executing a buffer-copy command, the source and destination
nodes know each other because the runtime maintains the same latest
device list. Therefore, they just exchange data.
To show the effectiveness of the decentralized approach over a
centralized approach (e.g., SnuCL), a microbenchmark is executed.
In the host program, each device copies the contents of its buffer to
the buffers of all other devices using clEnqueueCopyBuffer(). The
buffer size is 16 bytes to emphasize the delivering overhead. The total
number of calls to clEnqueueCopyBuffer() in each iteration is the































Figure IV.4: Comparison of SnuCL and SnuCL-D using a microbenchmark.
Numbers in the parentheses represent numbers of CPU cores.
Figure IV.4 shows the evaluation results. The x-axis shows the
number of nodes (numbers in the parentheses represent numbers of
CPU cores), and the y-axis in logarithmic scale shows the execution
time in seconds. When the number of nodes is small, the performance
of SnuCL-D is similar to that of SnuCL. However, for more than 32
nodes (256 cores), SnuCL-D significantly outperforms SnuCL. SnuCL-
D is 78 times faster than SnuCL for 512 nodes (4096 cores).
IV.7.3 Evaluation on the Large-scale CPU Cluster
Figure IV.5 shows the performance comparison between MPI, SnuCL,
and SnuCL-D on the large-scale CPU cluster. The x-axis shows the
number of nodes, and the y-axis shows speedup over 256 MPI pro-
cesses running on 32 nodes (i.e., 256 CPU cores) in logarithmic scale.
Since E-class NPB applications do not run with less than 32 nodes
due to the memory size, the applications are executed on 32, 128, and
512 nodes. An exception is FT. Since E-class FT requires a memory





























































































































Figure IV.5: Comparison between MPI, SnuCL, and SnuCL-D on the large-
scale CPU cluster (speedup over 256 MPI processes on 32 nodes with 256
CPU cores). Numbers in the parentheses represent numbers of CPU cores.
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D-class input for FT is used.
The bars labeled MPI and SnuCL show the performance of MPI
and SnuCL, respectively. Since blackscholes, BinomialOption, CP,
N-body, and MatrixMul do not have an MPI version, the speedup is
obtained based on SnuCL on 32 nodes (i.e., 256 CPU cores).
The bar labeled SnuCL-D (decentralization only) indicates the
speedup of the SnuCL-D version only with the decentralization tech-
nique with RDV. The runtime enqueues commands for virtual devices
in addition to actual devices, and clAttachBufferToDevice() is not
used in the applications. Thus, the scheduling overhead and the en-
queueing overhead still remain in this version. The bar labeled SnuCL-
D (decentralization + clAttachBufferToDevice) stands for the SnuCL-
D version with the decentralization technique, and the applications
use clAttachBufferToDevice(). Thus, this version alleviates the
scheduling overhead but not the enqueueing overhead.
Finally, SnuCL-D is the speedup of SnuCL-D that does not enqueue
commands for virtual devices. It is a decentralized version, and clAt-
tachBufferToDevice() is used in the applications. In addition, when
a command is enqueued for a virtual device by the host, the command
is discarded by the runtime to reduce the enqueueing overhead. Since
this optimization only takes effect with the API function clAttach-
BufferToDevice(), clAttachBufferToDevice() should be used in
the applications. SnuCL-D alleviates not only the scheduling overhead
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Table IV.6: The number of commands executed on the large-scale CPU
cluster.
# of nodes
(# of cores) BlackScholes BinomialOption CP MatrixMul N-body EP.E
32 (256) 6,848 12,864 2,688 256 192 320
128 (1024) 27,392 51,456 10,752 1,024 768 1,280
512 (4096) 109,568 205,824 43,008 4,096 3,072 5,120
# of nodes
(# of cores) FT.D CG.E MG.E SP.E BT.E
32 (256) 17,728 2,353,153 2,001,680 4,623,168 1,625,856
128 (1024) 70,912 9,412,609 7,519,568 36,977,920 12,672,000
512 (4096) 283,648 37,650,433 28,381,808 295,793,664 100,036,608
but also the enqueueing overhead.
IV.7.3.1 Applications Executing a Small Number of
Commands
As shown in Table IV.6, blackscholes, BinomialOption, CP, N-body,
MatrixMul, EP, and FT execute a relatively small number of com-
mands. Thus, SnuCL-D (decentralization + clAttachBufferToDevice)
and SnuCL-D do not improve performance significantly compared to
SnuCL-D (decentralization only). However, the decentralized versions
improve performance compared to the centralized version (SnuCL).
The performance gap becomes bigger as the number of nodes becomes
larger.
The execution time of blackscholes, BinomialOption, and CP is
dominated by the execution time of their kernels. The performance
gap between SnuCL and SnuCL-D is due to the delivery overhead of
SnuCL. Since the host node always delivers commands to compute de-
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vices in SnuCL, this cost increases as the number of nodes increases.
On the other hand, SnuCL-D does not have any communication over-
head for delivering commands. Thus, SnuCL-D scales better than
SnuCL.
N-body shows noticeable performance degradation with SnuCL for
512 nodes compared to SnuCL-D. N-body manipulates two arrays Pos
and Vel. The array Vel is divided and distributed to compute devices
while Pos is replicated. For example, if there are 1024 devices and the
input is 2.5M bodies, the size of Vel for each device is 40KB (1.5M×4
elements×4B(float)/1024). However, the size of Pos for each device
is 40MB (1.5M×4 elements×4B(float)). The size of Pos remains the
same even if the number of devices is changed. Hence, the total amount
of data to be transferred increases as the number of devices increases
(40MB for Vel and 40MB×(the number of devices) for Pos). Since
SnuCL needs to transfer the data from the host to compute nodes, its
performance is slightly degraded. On the other hand, SnuCL-D does
not need to transfer data because every node has the data. Thus,
SnuCL-D scales better than SnuCL.
The gap for MatrixMul is dramatic for 128 and 512 nodes.
MatrixMul is an application that multiplies two matrices. It initial-
izes large 16384×16384 float-type matrices, and the size of a matrix
is 1GB (16K×16K×4B). To perform computation on a device, each
device needs all elements of a matrix and some rows of the other ma-
trix. For example, if there are 16 nodes and each node has a device,
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the host node should transfer 1.06GB (1GB+1GB/16) to each com-
pute node in SnuCL. If there are 64 nodes, the host should transfer
1.02GB (1GB+1GB/64) to each compute node. Thus, the host should
transfer at least 1GB to each compute node even though the number
of compute nodes is large. As a result, SnuCL does not scale well for
512 nodes. On the other hand, SnuCL-D does not require any data
communication between nodes and scales well because every node ini-
tializes the matrices in SnuCL-D.
EP is an embarrassingly parallel application. Since a large portion
of EP’s execution time is spent on kernel execution, the reason of the
performance gap between SnuCL and SnuCL-D is similar to the case
of blackscholes. The performance of SnuCL-D is comparable to that
of MPI in this case.
API functions clEnqueueNDRangeKernel() and clEn-
queueAlltoAllBuffer() consume most of the execution time of FT.
The performance of SnuCL-D is comparable to that of MPI up to
128 nodes. However, MPI performs significantly worse than SnuCL-D
for 512 nodes. The grid size of the D-class FT is 2048×1024×1024
(X×Y×Z), and MPI Alltoall() communication is performed based
on the z-axis. There are 4096 MPI processes for 512 nodes, which
is bigger than the number of elements in the z-axis. Thus, MPI
performs another level of MPI Alltoall() communication along the
y-axis in addition to the communication along the z-axis. On the
contrary, since there are 512 compute devices in 512 nodes and this
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makes 1024 sub-devices for SnuCL-D, which is equal to the number
of elements in the z-axis, SnuCL-D performs more efficient one-level
clEnqueueAlltoAllBuffer() along the z-axis. This is the reason
why SnuCL-D outperforms MPI for 512 nodes.
SnuCL does not scale at all for FT and SnuCL-D is much faster
than SnuCL when the number of nodes is large. The performance
of SnuCL decreases as the number of nodes increases. Since clEn-
queueAlltoAllBuffer() commands make the host deliver a point-
to-point communication message to each compute node one by one,
the amount of communication overhead between the centralized host
and compute nodes becomes much more severe as the number of nodes
increases.
IV.7.3.2 Applications Executing a Large Number of
Commands
Unlike the applications executing a small number of commands, SnuCL-
D (decentralization + clAttachBufferToDevice) and SnuCL-D signifi-
cantly improve performance compared to SnuCL-D (decentralization
only) for CG, MG, SP, and BT. In addition, the performance of the de-
centralized versions is much better than SnuCL for these applications.
As shown in Table IV.6, CG, MG, SP, and BT have a large num-
ber of commands executed. The decentralized versions alleviate the
delivering overhead incurred by SnuCL. As expected, using clAttach-
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Table IV.7: The number of commands for actual devices after queueing op-
timization (Numbers in the parentheses represent numbers of commands for
all devices. Since there are two devices in a node, the number of commands
for actual devices is about 2/64 (3.1%) for 32 nodes, 2/256 (0.8%) for 128
nodes, and 2/1024 (0.2%) for 512 nodes.)
# of nodes
(# of cores) BlackScholes BinomialOption CP MatrixMul N-body EP.E
32 (256) 214 402 84 8 6 10
(6,848) (12,864) (2,688) (256) (192) (320)
128 (1024) 214 402 84 8 6 10
(27,392) (51,456) (10,752) (1,024) (768) (1,280)
512 (4096) 214 402 84 8 6 10
(109,568) (205,824) (43,008) (4,096) (3,072) (5,120)
# of nodes
(# of cores) FT.D CG.E MG.E SP.E BT.E
32 (256) 554 73,537 62,272 144,474 50,808
(17,728) (2,353,153) (2,001,680) (4,623,168) (1,625,856)
128 (1024) 554 73,537 57,172 288,890 99,000
(70,912) (9,412,609) (7,519,568) (36,977,920) (12,672,000)
512 (4096) 554 73,537 52,123 577,722 195,384
(283,648) (37,650,433) (28,381,808) (295,793,664) (100,036,608)
BufferToDevice() (SnuCL-D (decentralization + clAttachBufferToDe-
vice)) improves performance significantly because the scheduling over-
head is alleviated.
Queueing optimization of commands for virtual devices (SnuCL-
D) further improves the performance because it alleviates both the
enqueueing overhead and the scheduling overhead. Table IV.7 shows
the number of commands executed by actual devices for a node. The
number of commands that do not need enqueueing increases as the
number of nodes increases because the number of virtual devices in-
creases. Therefore, it is expected that the performance improvement
is more significant when the number of nodes is large.
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However, the exception in Table IV.7 is MG. Its number of com-
mands for actual devices decreases as the number of nodes increases.
E-class MG performs eleven levels of computation in every iteration.
For the last level, the grid size is 2048×2048×2048 (X×Y×Z). As a
level is raised, the grid size becomes a half of the grid size at the level
below in each dimension. If the grid size is smaller than the number
of devices, MG does not perform computation beyond the level. Thus,
as the number of nodes increases, the number of levels executed by MG
decreases. This is the reason why the number of executed commands
for actual devices decreases as the number of nodes increases for MG.
SnuCL-D performs slightly better than MPI for up to 128 nodes
with CG, MG, SP, and BT. These applications execute a large number
of clEnqueueCopyBuffer(). Since the number of MPI processes is
four times larger than the number of OpenCL sub-devices in SnuCL-
D, the amount of communication in MPI is four times larger than that
in SnuCL-D. This is the reason why SnuCL-D outperforms MPI for
up to 128 nodes. For 512 nodes, MPI performs better than SnuCL-D
because the amount of work in the OpenCL kernel for 512 nodes is
much smaller than that in the kernel for 32 or 128 nodes. In other
words, the execution time of a kernel is not big enough to amortize
the inherent overhead of the OpenCL runtime.
A command that is required to be executed locally in a node must
be scheduled by the command scheduler of the same node. This over-
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Figure IV.6: Distribution of the kernel execution time of BT.
the contrary, MPI just executes the code immediately. Since it is ob-
vious that the amount of work in a kernel decreases as the number of
nodes increases for the same input, the inherent runtime overhead in
OpenCL takes a larger portion of the execution time for a large num-
ber of nodes. However, this overhead can be amortized if the input
size is big enough. Since the largest input class allowed for the NPB
applications is class E, it is not possible to increase the input size fur-
ther. It is expected that the performance of SnuCL-D is comparable
to MPI for the input sizes bigger than class E for 512 nodes.
On closer inspection, there is no kernel whose execution time is
larger than 100 milli-seconds for CG, MG, SP, and BT for 512 nodes. For
example, Figure IV.6 shows the distribution of the execution time of
kernels in BT. For 32 nodes, kernels whose execution time is larger
than 100 milli-seconds accounts for 86.5% of the total execution time
of kernels. For 128 nodes, kernels whose execution time is larger than
10 milli-seconds accounts for 86.6% of the total execution time of
kernels. For 512 nodes, kernels whose execution time is smaller than 10
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Table IV.8: Speedup of SnuCL-D over SnuCL on the large-scale CPU clus-
ter.
# of nodes
(# of cores) blackscholes BinomialOption CP N-body MatrixMul EP.E
32 (256) 1.23 1.12 1.05 1.20 1.33 1.29
128 (1024) 1.23 1.18 1.06 1.20 2.84 1.37
512 (4096) 1.32 1.20 1.27 1.68 14.87 1.43
# of nodes
(# of cores) FT.D CG.E MG.E SP.E BT.E
32 (256) 1.24 1.32 1.93 1.34 2.00
128 (1024) 3.79 2.90 10.68 3.81 2.10
512 (4096) 9.03 24.15 28.93 45.31 32.85
milli-seconds accounts for 92% of the total execution time of kernels.
According to the evaluation result with a microbenchmark, the
buffer-copy overhead of SnuCL is much bigger than that of SnuCL-D
for a large number of nodes. Since CG, MG, SP, and BT execute many
buffer-copy commands, they scale well with SnuCL-D.
IV.7.3.3 Speedup over SnuCL
Table IV.8 summarizes the speedup of SnuCL-D over SnuCL. Basi-
cally, the performance gap between SnuCL-D and SnuCL becomes big-
ger as the number of nodes increases. SnuCL-D is better than SnuCL
for blackscholes, BinomialOption, CP, N-body, MatrixMul, EP, and
FT because of the decentralization technique. For CG, MG, SP, and BT,
the gap is much bigger because all the proposed techniques are ef-
fective. For 512 nodes, SnuCL-D is more than 20 times faster than


















































































































































Figure IV.7: Comparison between SnuCL and SnuCL-D on the medium-
scale heterogeneous cluster. Speedup is obtained over SnuCL with 8 GPU
devices on 2 nodes, except SP and BT. Speedup of SP is obtained over SnuCL
with 16 GPU devices on 4 nodes. Speedup of BT is obtained over SnuCL with
36 GPU devices on 9 nodes. Numbers in the parentheses represent numbers
of GPU devices.
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IV.7.4 Evaluation on the Medium-scale GPU Cluster
To see the scalability of SnuCL-D on a heterogeneous cluster, SnuCL
and SnuCL-D are evaluated on the 36-node GPU cluster. Since it is
not possible to have an access to a large-scale heterogeneous cluster,
the scalability is measured on such a medium-scale GPU cluster.
Figure IV.7 shows the performance comparison of SnuCL and
SnuCL-D. The x-axis shows the number of nodes and the y-axis shows
the speedup of SnuCL-D over SnuCL with eight GPU devices in a log-
arithmic scale. It is better to show the speedup over SnuCL with a
single GPU device, but a single GPU device cannot satisfy the mem-
ory requirements of some applications. For consistency, the speedup
is measured based on SnuCL with eight GPU devices. Note that SP
and BT require the number of devices to be a square number. The
speedups of SP and BT are obtained over SnuCL with 16 GPU devices
and 36 GPU devices, respectively.
Since blackscholes, BinomialOptions, and CP are applications
that scale well, both SnuCL and SnuCL-D show good scalability. As
described in Section IV.7.3.1, the total amount of transferred data in
N-body and MatrixMul increases as the number of devices increases.
Thus, SnuCL-D performs better than SnuCL because SnuCL-D does
not need to transfer data. Note that the data delivery latency to a
GPU device is bigger than that of a CPU device in SnuCL (the host
→ a compute node → a GPU). Therefore, the performance difference
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between SnuCL and SnuCL-D is observed even with a small number
of nodes. In MatrixMul, SnuCL-D performs 1.3 times and 2.7 times
faster than SnuCL for 32 nodes on the large-scale CPU cluster and
the medium-scale GPU cluster, respectively.
Since EP is an embarrassingly parallel application, it scales well
with both SnuCL and SnuCL-D. Even if SnuCL-D scales well on the
large-scale CPU cluster in Section IV.7.3, it does not scale well with
FT, CG, MG, and SP on the GPU cluster. The reason is the relatively
small input size. The total amount of work in each kernel is too small
to amortize the OpenCL runtime overhead. In addition, the computing
power of a GPU is much greater than that of a CPU. Since the total
amount of memory in a GPU is limited, it is impossible to increase the
input size further. This is the reason of why SnuCL-D shows inferior
scalability for those four applications in the GPU cluster.
SnuCL-D performs significantly better than SnuCL especially for a
large number of nodes. Since CG, MG, SP, and BT execute a large number
of commands, the enqueueing, scheduling, and delivering overhead in





This thesis presents two limitations of OpenCL: programming com-
plexity and the lack of support for a heterogeneous cluster. It is not
easy for application developers to write a program using OpenCL
because they have to write coordination code and kernel code as
well. It requires application developers to understand language ex-
tensions and various API functions. It adds maintenance cost and
reduces productivity. For ease of programming, this thesis proposes
a translation framework that converts an OpenMP program to an
OpenCL program. Application developers can easily insert OpenMP
compiler directives to an existing sequential program. Then, the pro-
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posed translation framework converts the OpenMP program to an ef-
ficient OpenCL program. Due to OpenCL’s portability, the OpenMP
program can be executed on any hardware platform that supports
OpenCL after the translation. This thesis also proposes two tech-
niques for ease of programming and high performance: data trans-
fer minimization (DTM) and performance portability enhancement
(PPE). Using various benchmark applications, this thesis shows the
translation framework is an efficient and practical solution.
Since OpenCL only focuses on a single OS instance, this thesis pro-
poses SnuCL-D, a scalable and decentralized OpenCL framework for a
heterogeneous cluster to provide ease of programming. Unlike previous
OpenCL frameworks for a heterogeneous cluster, SnuCL-D executes
the host program on every node by exploiting redundant computation
and data replication. This thesis analyzes three overheads: delivering
overhead, scheduling overhead, and enqueueing overhead. The deliv-
ering overhead is reduced by the redundant computation by a nature
of the decentralization. To reduce the scheduling overhead and the
enqueueing overhead, this thesis proposes a new OpenCL API func-
tion and queueing optimization. By reducing these kinds of overhead,
SnuCL-D outperforms SnuCL, our previous OpenCL framework that
applies the centralized approach.. Moreover, SnuCL-D performs com-
parable to MPI for a large-scale cluster.
With the two proposed frameworks, this thesis builds an environ-
ment that provides ease of programming for heterogeneous systems.
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Application developers writes an OpenMP program for an acceler-
ator, then the program is executed on an OpenCL framework with
the proposed translation framework. Application developers write an
OpenCL program for multiple compute devices, then the program is
executed on a heterogeneous cluster with SnuCL-D.
There can be several directions to exploit this research. For lower-
ing the programming complexity of OpenCL, three future research di-
rections are proposed. First, this thesis targets OpenMP 4.0 currently,
and there are some changes in OpenMP 4.5 which is the latest version
of OpenMP. OpenMP 4.5 adds more features to handle accelerators
efficiently. Supporting OpenMP 4.5 is required in the future. Second,
more optimization techniques can be integrated in the framework to
efficiently convert an OpenMP program to OpenCL. For example, ef-
ficient scheduling and reduction policies for other accelerators such
as FPGAs, DSPs, and Intel Xeon Phi coprocessors can be developed.
Third, the framework can generate better optimized code for specific
hardware. For example, code that exploits the local memory in a GPU
can be automatically generated by the translation framework.
For future work of supporting a heterogeneous cluster, there is a
remaining research topic for SnuCL-D to become a complete OpenCL
framework. Currently, SnuCL-D cannot work correctly if there are
two or more OpenCL host threads. This is because the ordering of
commands are defined by the time when they are enqueued. This is
a limitation of SnuCL-D, and it should be solved in the future to
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support multi-threaded OpenCL host programs.
There are two directions that can be taken in order to extend this
research using both frameworks.
First, an OpenMP program that uses a single accelerator can
be transparently executed on a heterogeneous cluster. In this case,
an automatic workload distribution mechanism should be developed.
Specifically, iterations of a for loop are distributed to all compute
devices on a single OS instance. This is transparently extended to
a heterogeneous cluster with SnuCL-D. Eventually, an OpenMP pro-
gram using an accelerator can be executed on a heterogeneous cluster.
This is the ultimate goal of ease of programming for heterogeneous
systems.
Second, an OpenMP program that explicitly uses multiple accel-
erators is converted to an OpenCL program. In this case, an efficient
method how to exploit multiple accelerators should be proposed using
OpenMP. OpenMP has a notion of multiple devices in the specifica-
tion, but it is unknown how to use multiple target devices efficiently.
Then, an efficient translation technique should be proposed to trans-
late an OpenMP program to OpenCL.
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rique S. Quintana-Ort́ı, and José Duato. A complete and efficient
CUDA-sharing solution for {HPC} clusters. Parallel Computing,
40(10):574 – 588, 2014.
[57] Dan Quinlan. ROSE: Compiler Support for Object-Oriented
Frameworks. Parallel Processing Letters, 10(02n03):215–226,
2000.
[58] C. Reano, A.J. Pea, F. Silla, J. Duato, R. Mayo, and E.S.
Quintana-Orti. CU2rCU: Towards the complete rCUDA re-
mote GPU virtualization and sharing solution. In High Perfor-
mance Computing (HiPC), 2012 19th International Conference
on, pages 1–10, Dec 2012.
[59] Sean Rul, Hans Vandierendonck, Joris D’Haene, and Koen
De Bosschere. An Experimental Study on Performance Porta-
bility of OpenCL Kernels. In Application Accelerators in High
Performance Computing, 2010 Symposium, Papers, page 3, 2010.
136
[60] Shane Ryoo, Christopher I. Rodrigues, Sara S. Baghsorkhi,
Sam S. Stone, David B. Kirk, and Wen-mei W. Hwu. Opti-
mization Principles and Application Performance Evaluation of
a Multithreaded GPU Using CUDA. In Proceedings of the 13th
ACM SIGPLAN Symposium on Principles and Practice of Paral-
lel Programming, PPoPP ’08, pages 73–82, New York, NY, USA,
2008. ACM.
[61] Shane Ryoo, Christopher I. Rodrigues, Sam S. Stone, John A.
Stratton, Sain-Zee Ueng, Sara S. Baghsorkhi, and Wen mei
W. Hwu. Program optimization carving for GPU computing.
Journal of Parallel and Distributed Computing, 68(10):1389 –
1401, 2008. General-Purpose Processing using Graphics Process-
ing Units.
[62] Russel Sandberg, David Goldberg, Steve Kleiman, Dan Walsh,
and Bob Lyon. Design and Implementation or the Sun Network
Filesystem. In USENIX, 1985.
[63] Mahadev Satyanarayanan. A Survey of Distributed File Systems.
Annual Review of Computer Science, 4(1):73–104, 1990.
[64] T.R.W. Scogland, B. Rountree, Wu chun Feng, and B.R.
de Supinski. Heterogeneous Task Scheduling for Acceler-
ated OpenMP. In Parallel Distributed Processing Symposium
(IPDPS), 2012 IEEE 26th International, pages 144–155, May
2012.
[65] Sangmin Seo, Gangwon Jo, and Jaejin Lee. Performance char-
acterization of the NAS Parallel Benchmarks in OpenCL. In
Workload Characterization (IISWC), 2011 IEEE International
Symposium on, pages 137–148, 2011.
[66] Jie Shen, Jianbin Fang, H. Sips, and A.L. Varbanescu. Perfor-
mance Traps in OpenCL for CPUs. In Parallel, Distributed and
137
Network-Based Processing (PDP), 2013 21st Euromicro Interna-
tional Conference on, pages 38–45, Feb 2013.
[67] P. Stenstrom. A Survey of Cache Coherence Schemes for Multi-
processors. Computer, 23(6):12 –24, june 1990.
[68] John A. Stratton, Christopher Rodrigues, I-Jui Sung, Nady
Obeid, vLi Wen Chang, Nasser Anssari, Geng Daniel Liu, and
Wen mei W. Hwu. Parboil: A Revised Benchmark Suite for Scien-
tific and Commercial Throughput Computing. Technical report,
University of Illinois at Urbana-Champaign, March 2012.
[69] Tran Doan Thanh, Subaji Mohan, Eunmi Choi, SangBum Kim,
and Pilsung Kim. A Taxonomy and Survey on Distributed File
Systems. In Networked Computing and Advanced Information
Management, 2008. NCM’08. Fourth International Conference
on, volume 1, pages 144–149. IEEE, 2008.
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본 논문은 OpenCL의 두 가지 한계점에 대해 논하고, 쉬운 프로그래
밍을 위하여 각 한계점에 대한 해결책을 제시한다.
첫 번째 한계점은 OpenCL을 이용하여 프로그래밍하기 복잡하다
는점이다.이프로그래밍복잡도를낮추기위해,본논문에서는높은
수준의 프로그래밍 언어(OpenMP)를 이용한 프로그램을 OpenCL로
변환하는 프레임워크를 제안한다. 또한, 본 논문에서는 쉬운 프로그
래밍과 고성능을 달성하기 위하여 두 가지 기법(데이터 전송 최소화
(DTM), 성능 이식성 향상(PPE))을 제시한다. 제안한 변환 프레임워
크를 다양한 하드웨어 플랫폼에서 다양한 벤치마크 프로그램을 실행
하여효율성을검증하였다.또한,상용컴파일러인 PGI컴파일러와의
성능 평가를 통해 실용성을 검증하였다.
두 번째 한계점은 OpenCL이 이종 클러스터를 지원하지 않는다
는 점이다. OpenCL을 이종 클러스터로 확장하기 위해서, 본 논문
은 SnuCL-D라는 성능 확장성이 있고 분산된 OpenCL 프레임워크를
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제안한다. SnuCL-D는 OpenCL만으로 작성된 프로그램을 이종 클러
스터에서 실행될 수 있게 하는 프레임워크이다. 중앙 집중적 방식
(centralized approach)를 이용한 기존의 연구와는 다르게, 본 논문에
서 제안하는 프레임워크는 분산 방식(decentralized approach)를 적
용하였다. 또한, 본 논문에서는 커맨드의 실행 경로에서 발생하는 세
가지오버헤드를분석하고각오버헤드를줄이는기법을제시하였다.
실험을 통해 대규모 CPU 클러스터 및 중규모 GPU 클러스터에서 제
안하는 프레임워크가 좋은 성능 확장성을 보이는 것을 확인하였다.




개발자는 OpenMP를 이용하여 OpenCL을 지원하는 다양한 가속기
를 쉽게 이용할 수 있을 뿐만 아니라, OpenCL만을 이용해 작성한
프로그램을 이종 클러스터 환경에서도 쉽게 실행시킬 수 있을 것이
라 기대한다.
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