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Summary 
The electronic nose is a rudimentary replica of the human olfactory system. However there has 
been considerable commercial interest in the use of electronic nose systems in application areas 
such as environmental, medical, security and food industry. In many ways the existing electronic 
nose systems are considerable inferior when compared to their biological counterparts, lacking 
in terms of discrimination capability, processing time and environmental adaptation. Here, the 
aim is to extract biological principles from the mammalian olfactory systems to create a new 
architecture in order to aid the implementation of a nose-on-a-chip system. The primary feature 
identified in this study was the nasal chromatography phenomena which may provide significant 
improvement by producing discriminatory spatio-temporal signals for electronic nose systems. 
In this project, two different but complimentary groups of systems have been designed 
and fabricated to investigate the feasibility of generating spatio-temporal signals. The first group 
of systems include the fast-nose (channel 10 cm x 500 Jlm2), proto-nose I (channel 1.2 m x 
500 J.lm2) and II (channel 2.4 m x 500 Jlm2) systems that were build using discrete components. 
The fast-nose system was used to characterise the discrete sensors prior to use. The proto-nose 
systems, in many ways, resembles gas chromatography systems. Each proto-nose system 
consists of two microchannels (with and without coating) and 40 polymer-composite sensors of 
10 different materials placed along it. The second group of systems include the hybrid-nose and 
the aVLSI-nose microsensor arrays assembled with microchannel packages of various lengths 
(5 cm, 32 cm, 7lcm, 240 cm) to form nose-on-a-chip systems. The hybrid-nose sensor array 
consists of 80 microsensors built on a 10 mm x 10 mm silicon substrate while the aVLSI-nose 
sensor array consists of 70 microsensors built on a 10 mm x 5 mm silicon substrate using 
standard CMOS process with smart integrated circuitries. The microchannel packages were 
fabricated using the Perfactory microstereolithography system. The most advanced 
microchannel package contains a 2.4 m x 500 J.lm2 microchannel with an external size of only 
36 mm x 27 mm x 7 mm. The nose-on-a-chip system achieved miniaturisation and eliminates 
the need for any external processing circuitries while achieving the same capability of producing 
spatio-temporal signals. 
xiii 
Using a custom-designed vapour test station and data acquisition electronics, these 
systems were evaluated with simple analytes and complex odours. The experimental results were 
in-line with the simulation results. On the coated proto-nose II system, a 25 s temporal delay was 
observed on the toluene vapour pulse compared to ethanol vapour pulse; this is significant 
compared to the uncoated system where no delay difference was obtained. Further testing with 8 
analyte mixtures substantiated that spatio-temporal signals can be extracted from both the coated 
proto-nose and nose-on-a-chip (hybrid-nose sensor array with 2.4 m long microchannel) 
systems. This clearly demonstrates that these systems were capable of imitating certain 
characteristics of the biological olfactory system. Using only the temporal data, classification 
was performed with principal components analysis. The results reinforced that these additional 
temporal signals were useful to improve discrimination analysis which is not possible with any 
existing sensor-based electronic nose system. In addition, fast responding polymer-composite 
sensors were achieved exhibiting response times of less than 100 ms. Other biological 
characteristics relating to stereolfaction (two nostrils sniffing at different rates), sniffing rate 
(flow velocity) and duration (pulse width) were also investigated. The results converge with the 
biological observations that stereolfaction and sniffing at higher rate and duration improve 
discrimination. Last but not least, the characterisation of the smart circuitries on the aVLSI-nose 
show that it is possible to achieve better performance through the use of smart processing 
circuitries incorporating a novel DC-offset cancellation technique to amplify small sensor 
response with large baseline voltage. The results and theories presented in this study should 
provide useful contribution for designing a higher-performance electronic nose incorporating 
biological principles. 
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Chapter 1 
Introduction 
This chapter introduces the mammalian olfactory system and the electronic nose system, 
discussing both the strengths and weaknesses of these systems. In addition, the aims and 
objectives of the research performed here are described. Lastly, an outline of the thesis is 
presented. 
1.1 Mammalian olfactory system 
The sense of smell is the most enigmatic among the five human senses (sight, hearing, 
touch, smell and taste). Olfaction is extremely important in the lives of many species 
since it is often their primary window to the environment [1.1]. Many animals such as 
dogs are classified as macrosmatic (having a keen sense of smell that is important to their 
survival) whereas human are considered microsmatic (have little or no olfactory 
sensitivity) [1.2]. Although the human sense of smell has degraded due to their evolution 
over the past 5 million years or more [1.2-1.3], it is still strongly linked with our 
emotions and aesthetics [1.4]. For many animal species, the sense of smell is crucial to 
their survival. It is used for navigation, food sourcing, sexual reproduction and also as a 
sign of impending danger [1.2, 1.4]. 
To allow an in-depth discussion of the various components of the biological 
olfactory system, an anatomy of the human olfactory system is shown in Figure 1.1 [1.2]. 
The smelling process begins with the inhalation of air through the nostrils, drawing 
odorant molecules towards the olfactory mucosa. A study has shown that 90 % of the 
inspired air is not sampled for olfactory content [1.5]. Nevertheless, the remaining 
content is savoured by the 10 million (5 millions in each nostril) or so olfactory receptors 
(ORs). The ORs are embedded inside a thin mucus layer and are connected to the 
olfactory receptor neuron (ORN). These are subsequently connected to the glomeruli 
nodes (approximately 1000-2000 in numbers) in the olfactory bulb. There are 
approximately 1000 different types of ORs (3 % of total genes in the human body), 
enabling us to recognise approximately 10,000 different odours [1.2, 1.6-1.7]. What is 
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more complex is the constant renewal of the ORs (the process is known as neurogenesis) 
over a 5-7 weeks period; yet the olfactory system is still robust enough to enable us to 
remember ' smell ' even though a completely new set ofORs are in use [\,2, \.6]. 
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bulb 
Olfactory 
mucosa 
~ .... .,., .. ~ - Nerve 
Olfactory 
receptor 
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Mucus Odorant Olfactory Olfactory 
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Figure 1.1: The anatomy of the human olfactory system [\.2] . 
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Comparing the olfactory system of human with other animals, such as rats and dogs, rats 
are 8 to 50 times more sensitive to odour than humans whilst dogs are 300 to 10,000 
times more sensitive, depending upon the odorant [1.8]. Rats have about 10 million ORs 
while dogs have about 1 billion ORs. However, the sensitivity of an OR, in all 3 
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mammals, is similar [1.2] . As such, the improvement in discrimination capability is not 
likely from just the number of ORs but other factors must playa vital role. 
Various other studies have focused on identifying the techniques or features 
employed in mammalian olfactory system that affect discrimination . For example, 
sniffing plays an important role whether odorant is present or not [1.9]. Sobel el al. 
suggest that the function of the brain activity generated by sniffing is to provide a 
warning that an olfactory signal is about to arrive [1.9- 1. 10]. Other related studies 
include the sniff pattern (multiple sniff), sniffing rate and duration of each sniff [1 .1 1-
1.12]. For example, dogs vary their sniffing rate and duration to accommodate for 
different types of odorants and environmental conditions [1.5]. Strong exhaling by them 
also causes environmental particulate disturbance, which could plausibly be an aid to 
olfaction [1.5]. In other studies, on human olfactory system, experimental results show 
that air flow rate through each nostril was different because there is a slight turbinate 
swelling in one [1.11 , 1.13]. The nostril that takes in more air switches from the left to 
the right one and back again every few hours [1.13] . As a result, each nostril conveys to 
the brain a slightly different image of the olfactory world, known as stereolfaction [1.5 , 
\.9, 1.11]. 
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Traditionally, gas sensor systems are operated with a relatively low flow rate, because it 
is generally believed that the response time is reaction-rate limited . Typical gas velocities 
across the sensors are anywhere between 20 and 200 cm S· l [1.11 , 1.14-1.16]. [t is 
interesting that these gas sensors flow rates are considerable slower than the biological 
system. The human olfactory system operates at flow rates of between 180 and I 100 
ml S· l , i.e. 300 - 1540 cm S· l across the olfactory epithelium [1.11, 1.17-1.19] as shown 
in Figure 1.2. This range can be conveniently classified according to three categories: a 
normal intake of breath, typically 300 cm S· l, a medium sniff at 880 cm S· l, and a forceful 
sniff at 1540 cm S·l . The duration of the intake of air also varies with the three types of 
sniffing. Studies have shown that, as expected, increasing the sniffing velocity is usually 
accompanied with a reduced sniffing duration associated with the fixed capacity of the 
lungs, where the duration of a sniff varies anywhere from 100 ms to 3 s [1.11]. Figure 
1.2 shows the range of operation for traditional gas sampling systems and three 
biological operations. 
Zone I 
olfactory sensory neuron 
Figure 1.3: Schematic diagram illustrating the axonal connectivity pattern between the nose and the main 
olfactory bulb (MOB). The olfactory epithelium (OE) in mice is divided into four zones (zones I through 
IV) that are defined by the expression of odorant receptors. Olfactory sensory neurons in a given zone of 
the epithelium project to glomeruli located in a corresponding zone (zones I through IV) of the MOB. 
Axons of sensory neurons expressing the same odorant receptor (red or dark blue) converge to only a few 
defined glomeruli. Neocortex (NC); accessory olfactory bulb (AOB) [1.20). 
Another recent discovery is the segregation of the ORs into 4 zones on the glomerular 
sheet of the main olfactory bulb (MOB) as shown in Figure 1.3 [1.20]. Each zone 
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contains about 250 different types of ORs onto which the same types of ORs are mapped 
onto the same glomerulus. As the ORs are spatially distributed across the olfactory bulb 
(OB) and that the OB has a varying cross-sectional geometry, the ORs will produce a 
spatio-temporal response map. There is also suggestion that the olfactory system may 
employ spatial segregation of sensory input to encode the quality of an odour [1.3]. 
In separate experiments conducted with rats, it has been shown that subtle 
differences in spatial representation can provide enough information for nearly perfect 
discrimination [1.11]. Slow temporal evolution has also been shown to enhance the 
differences in neuron firing patterns [1.12]. Others suggest that the position of the 
activated neurons could plausibly define the quality of odours [1.21]. 
These spatio-temporal data generated by the olfactory system are beginning to 
receive interest from researchers, although it is unclear at this point how this information 
is used [1.2-1.3, 1.9, 1.10-1.13, 1.22]. The spatial information is perceived from two 
perspectives. There are 1000 different types of ORs which are spatially distributed on the 
glomerular sheet. The difference in selectivity and in their placement causes each OR to 
experience distinct odour intensity. There are two primary features in biological olfactory 
system contributing to the generation of temporal signals. Firstly, the odorant must travel 
through each nostril to reach the ORs, which are spatially distributed, and so the time 
taken for the odorant to reach each OR will be different. Secondly, this time interval is 
also controlled by the mucus layer that acts as a retentive material. This delays and 
broadens the odorant pulse by different extents, depending on the odorant compound. 
This phenomena, widely known as 'nasal chromatography' (due to its similarity to the 
gas chromatography (GC) effect) had been proven in numerous experiments [1.22-1.25]. 
Our understanding of the olfactory system is still incomplete, although significant 
progress has been made over the last few decades. The following lists some of the 
unsolved puzzles of the biological olfactory system: 
• It is not known how the signals derived from different ORs are 
represented in the olfactory cortex and other areas ofthe brain [1.6]; 
• How are the individual components of an odour code deciphered to yield 
the perception of an odour [1.6]1 
• There are 4 zones within the glomerular sheet but the function of each 
zone is unknown [1.2]; 
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• How can only 1000 different types of ORs enable the nose and brain of 
mammals to distinguish more than 10,000 different odours [1.26]? 
• How does the central olfactory system combine or compare signals 
among 1000 types ofORs [1.27]? 
The recent award of Nobel prizes in medicine or physiology (2004) to Richard Axel and 
Linda Buck for their work in unravelling the complexity of smell published in 1991 
shows that some of the mysteries are beginning to unfold [1.7]. With many mysteries of 
smell and the biological olfactory system starting to be solved, it is likely that the 
answers to these questions will soon be known. 
1.2 Electronic noses 
Machine olfaction began early in the 20th century although the first conceptualisation of 
e-nose was made only years later in 1982 at the Warwick University in UK by Persaud 
and Dodd [1.28]. The term electronic-nose first appears in 1988 [1.29]; it was 
subsequently defined formally by Gardner et al. [104] as follows 
"An electronic nose is an instrument which comprises an array of electronic chemical 
sensors with partial specificity and an appropriate pattern recognition system, capable of 
recognising simple or complex odours." 
Figure 1.4 shows a comparison between the processing in an electronic nose and the 
biological olfactory system [1.30]. With the aid of a mass flow control system, the 
odorant is drawn across an array of sensors, which convert odorant molecules into some 
form of electrical signals. These signals are then conditioned and processed prior to 
digitalisation. A pattern recognition (PARC) engine (usually implemented in software) is 
then used to classify the current odour with respect to a known odorant databases. 
This type of e-nose architecture works well for simple discrimination analysis 
where the odorant classes are highly dissimilar. For complex odorants where the 
differences are subtle, it is still a very challenging task for an e-nose system to solve. 
Although the e-nose system has its concept abstracted from the biological olfactory 
system, the details differ significantly at various stages of implementation. 
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Figure 1.4: A comparison between the processing in an e-nose and a biological olfactory system [\.30). 
1.2.1 Sensor-based electronic noses 
A sensor-based e-nose typically consists of a flow system connected to a pump and some 
switching valves with a sensor array residing in a sampling chamber. The sensors are 
interfaced to some form of signal conditioning and data acquisition electronics, where the 
sensors responses are collected whenever the system is triggered. The data acquired are 
usually analysed using a software implemented pattern recognition algorithm, which 
compares the present data set to some previously trained data and thus classify them 
under one of the learned classes (e.g. a supervised pattern recognition system). 
Central to the system are the sensors used to detect odorants. Usually sensors are 
either employed in a discrete fashion, i.e. individual or integrated together, by either 
putting discrete devices together or integrating many sensors onto a single device, to 
form an array. Most e-nose systems employ a discrete sensor array since it allows 
individual sensors to be replaced easily, for example if poisoned. The fabrication process 
is also less complex since there is no risk of cross-contamination when depositing 
multiple sensing materials. On the other hand, combining sensors onto one array device 
allows on-chip integration of processing circuitry; hence it enables miniaturisation at a 
lower cost, making it attractive for portable implementation. A few examples of both 
types of sensors are shown in Figure 1.5. 
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Figure 1.5: Discrete gas sen ors and sensor arrays. (a) Polymer-based chemore istive sensor from 
Osmetech [1.31 ]. (b) Polymer-based quartz crystal microbalance (QCM) sensor from Applied Sensor 
[1 .32]. (c) Figaro TGS822 tin dioxide (Sn02) sensor [1 .33]. (d) Osmetech 48-sensor discrete sensor array 
[1.31]. (e) NASA 32-sensor integrated sensor array [1.34]. (I) Smiths Detection (previously known as 
Cyrano Sciences) 32-sensor integrated array [1.35] . (Not to scale) 
Figure 1.6: Sensing techniques and materials employed to produce gas en or. 
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The right sensing technique with an appropriate sensing material can produce a gas 
sensor. Many possible techniques and materials have been demonstrated as listed in 
Figure 1.6. In summary, four commonly used transduction techniques are electrical, 
thermal, mechanical and radiation, while the 3 regular classes of sensing materials are 
metal oxide, polymer-based and carbon nanotube materials. 
The most prevalent gas sensor employed in commercial electronic noses system is 
the chemoresistor. This is because they are cheap and can be easily interfaced to data 
acquisition electronics. The first-generation of commercial electronic nose, based on 
these types of sensors, were bench-top machines that were bulky and expensive. Today, 
portable hand-held units are available due to the improvement in sensor technology. 
(a) (b) 
(c) (d) 
Figure 1.7: Sensor-based electronic noses. (a) PEN (portable electronic nose) from WMA Air ense using 
10 MOS sensors [1.36]. (b) FOX 3000 from Alpha-MO using 12 MOS en ors [1.37]. (c) LibraNO E 3 
from Technobiochip Searl using 8 QCM sensors [\.38]. (d) Cyranose 320 portable electronic no e from 
Smiths Detection using 32 polymer-compo ite sensors [1.35]. (Not to scale) 
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Figure 1.7 shows some examples of the commercially available sensor-based electronic 
nose systems. Figure 1.7(a)-(c) are bench-top units requiring a PC connection to the e-
noses for operation. Portable hand-held units, such as the Cyranose 320 from Smiths 
Detection, are available. However, these systems are lacking in terms of functionality 
(especially in PARC) due to the limited processing power of their embedded processor 
and the power available in battery-operated portable units. 
1.2.2 Instrument-based electronic noses 
Conventionally, chemical composition is analysed using instrumental techniques such as 
GC and mass spectrometry (MS). Chromatographic techniques are based principally on 
the partition of compounds between a stationary phase and a mobile phase, so that 
molecules are separated on the basis of the different strengths of their interactions with 
the stationary phase [1.4]. A strong interaction causes the molecule to remain in the 
stationary phase considerable longer than a molecule with a weak interaction, hence the 
molecules are separated. Using a long micro-column (usually longer than 10 m with 
typical cross-section < 1 mm2) coated with a retentive material on its inner surface, the 
compound to be analysed is injected into the column at an optimum velocity, using an 
inert carrier gas, e.g. He. Towards the outlet of the column, a series of peaks begin to 
elute, representing various components of the composition. The time taken for the 
molecules to elute is a function of the phase/odorant interaction. A flame ionisation 
detector (FlO) or surface acoustic wave (SAW) sensor is normally placed at the end of 
the column and is used to capture these eluted peaks. Other studies have shown that it is 
possible to employ gas sensors, used in electronic noses, for such detection purposes 
[1.40-1.41 ]. 
Another analytical method for detecting odorant compounds is to use mass 
spectrometry. This technique separates molecules by ionisation and then separating the 
ions in the mass spectrometer according to the mass-to-charge ratio of the ion [1.4]. A 
combination of the two techniques, called GC-MS, is a popular technique for identifying 
volatile compounds. However, all these three techniques are costly, requiring a complex 
system and would usually take a long time to complete each analysis. Nevertheless, they 
are still attractive for those applications where high resolution and sensitivity are required 
for off-line analysis. Some of these instrument-based electronic nose systems are 
available on the market as shown in Figure 1.8. Figure 1.8(a) shows an MS-based e-nose 
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system from Smart Nose while Figures 1.8(b)-(d) show three GC-based e-nose systems 
from Agilent Technologies, Electronic Sensor Technology and Alpha-MOS respectively . 
(a) (b) 
(c) (d) 
Figure 1.8: Instrument-based electronic noses. (a) Smart-nose, a M -based e-nose from Smart-nose Ltd. 
[1.41]. (b) HP 4440 A, a GC-based e-nose from Agilent Technologies [1.42]. (c) z-nose, a GC-based e-nose 
from Electronic Sensor Technology [1.43] . (d) Heracles, a GC-based e-nose from Alpha-MOS [1.37]. 
(Not to scale) 
1.2.3 Combined approach to electronic noses 
To harness the advantages of both traditional e-nose sensor based systems and analytical 
instrument-based systems, it is useful to combine them to create a new architecture 
platform for the electronic nose. The Prometheus e-nose system [1.37] from Alpha-MOS 
is one such example as shown in Figure 1.9. It combines the KRONOS (fingerprint mass 
spectrometer) and the FOX 4000 (18-sensor traditional e-nose) system to create an 
integrated platform where both techniques (MS and traditional e-nose) are employed 
simultaneously. 
The pitfall of this system is that the two techniques are loosely combined with 
multiple sensors used to replace the one detector MS system. The sensitivity of the 
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system certainly is improved; however, the analysis time remains similar. These systems 
are also expensive due to the need to include two sets of components instead of one. In 
addition, the original MS system architecture is still used, except with multiple sensors. 
Figure 1.9: Combined approach electronic nose system with multi sensor array system (SAS) and 
fingerprint mass spectrometry (FMS), Prometheus, Alpha-MOS [1 .37]. 
A possible method to reduce the analysis time is to make partial results available before 
the whole separation process is complete. By merging the features found in biological 
olfactory system with the know-how of the traditional electronic nose system, a new 
combined e-nose architecture shown in Figure 1.10 [1.44] has been proposed . The idea 
behind this system is to emulate the ' nasal chromatography' effect observed in the 
biolog ical olfactory system, combined with the spatio-temporal signal extraction and 
processi ng of these signals using silicon implemented olfactory bulb model. The front-
end of the system will consist of a gas chromatography column with an array of sensors 
placed along it. The project is a collaborative effort between University of Leicester, 
University of Edinburgh and University of Warwick. 
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Figure 1.10: Schematic layout orthe proposed silicon implementation o rthe olfactory system, showing the 
odour delivery, chemFET (field e fTect transistor) array, integrate and fire elements, olfactory bulb model 
and output decoder. Peri-glomerulus (PG) ce ll model, granule (GR) ce ll model, mitraVtufled (MIT) cell 
model. Excitatory connections shown as filled circles. Inhibitory connections shown as empty circles 
[1.44]. 
Figure 1.11 shows a plot comparing the analysis time versus the probability of error 
between a GC system and a traditional e-nose system. For the GC system, there will be a 
minimum time before which the first component of the compound starts to elute. From 
that time onwards, various peaks representing the remaining components will elute, 
decreasing the error rate of the system. In traditional e-nose sy terns, all sensors are 
exposed to the compound/odorant simultaneously. The sensors start to respond as soon as 
the analyte is injected. However it will require a finite amount of time to settle down due 
to the differences in response time of the diverse sensor array and the need to perform 
pattern recognition. In general, the effective discrimination is not as favourable when 
compared to the GC system; however it is capable of providing a fast response time. The 
nose-on-a-chip system proposed here (Figure 1.10) harnesses the strength of both 
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systems; it is expected to out-perform its predecessors. For the nose-on-chip (NOC) 
system proposed here, the two effects will combine to generate an initial set of results 
from the sensors that are placed closer to the inlet. As the analytes traverse along the 
microchannel GC, they will be delayed (retained) by differing amount depending on their 
strength of interaction with the stationary phase material. This will be picked-up by the 
sensors toward the end of the microchannel when the analysis time is extended. The 
effective result is expected to outstrip the GC system because it has an array of sensors 
probing along the microchannel GC instead of just one sensor towards the end of the GC 
system. 
PCt) 
GC 
E-Nose 
~ 
Nose-on-a-chip (NOC) 
Time 
Figure t.1l: Comparison of the probability of error versus analysis time for various systems. 
1.3 Applications of electronic noses 
The scope for deploying e-nose systems has been increasing due to its improved 
capability to distinguish odours over recent years. When the first commercial e-nose was 
introduced in 1993 (Fox 2000, Alpha-MOS, France), the main application areas were in 
the food and related industries. Environmental monitoring is also a growing application 
area for the e-nose. Other emerging areas include the use of e-nose for medical diagnostic 
applications especially in the area of health monitoring. Security related applications is 
another area of huge potential for growth. and include explosives and drug detection and 
biometric identification among many others. Table 1.1 tabulates some of the reported 
applications of e-nose classified under these four broad categories. 
In the food and related industries, e-noses are normally used to monitor the food 
quality at various stages of processing [1.45-1.46]. They have the potential to provide 
consistent quality assurance, replacing the human counterparts, who are subjective and 
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easily fatigued. The demands on e-nose systems for environmental monitoring 
applications are far more challenging due to the varying background conditions. The e-
nose provides a practical solution, as it is capable of offering round the clock monitoring. 
There is also potential interest from the automotive industries, where these systems could 
be used to monitor the air quality inside the car cabin and the exhaust gases of a car to 
determine the combustion efficiency and pollution index [1.50]. This will certainly 
accelerate the development of low cost sensors due to their potentially huge demand. 
Table 1.1: Some reported applications of electronic nose systems. 
Category Application E-nose used Reference 
Classification of vegetable oils Fox 2000, Alpha-MOS r 1.45] 
Food and Characterisation of commercial eNose 5000, Marconi [1.46) 
related Cheddar cheese flavour Applied Technologies 
industries Perfume identification Tokyo Inst. Tech. in-house [1.47) QCM-based e-nose 
Contaminating residues of MOSES II by Lennartz [1.48) 
Environmental insecticides ElectroniclMoTech 
monitoring and Characterisation of wastewater NOSE (model D), Neotronics [1.49) 
automotive Scientific 
related Cabin air analyser for Warwick in-house e-nose [1.50) 
automotive 
Detection of Mycobacterium Bloodhound e-nose Model [1.51) tuberculosis (TB) BH1l4 Medical Methicillin Resistant diagnostic and 
health Staphylococcus Aureus (MRSA) Osmetech e-nose [1.52] 
monitoring detection 
Cyranose 320 from Smiths Early Traces of Lung Cancer Detection [1.53) 
Explosive detection zNose 7100 from Electronic [1.54) Sensor Technology 
Security Nerve agent detection zNose 4100 from Electronic [1.55) Sensor Technology 
Body odour (hand) for biometric Scentinel e-nose from [1.56) identification MastifTElectronic System 
Another emerging area for e-noses is in medical diagnostics. Many diseases can be 
detected by the odour they emit, including Escherichia coli (E-coli), Tuberculosis (TB) 
[1.51], Methicillin Resistant Staphylococcus Aureus (MRSA) [1.52], lung cancer [1.53], 
fungal growth and Ventilator Acquired Pneumonia (V AP). The e-nose is an attractive 
option for diagnostic as it is non-intrusive and provides fast analysis. In the area of 
security related applications, e-noses can be employed for various tasks including the 
detection of explosives, nerve agents and toxic gases [1.54-1.55]. It has also been 
reported that the human body odour of the hand can be detected for biometric 
identification [1.56]. 
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1.4 Research objectives 
The primary focus of the project is to extract the engineering design principles 
underpinning the mammalian olfactory system and apply them to an artificial nose. The 
deficiency in the discrimination capability of the current e-nose systems when compared 
to the biological olfactory systems has highlighted the need to re-think its architectural 
implementation. The nasal chromatography effect, which generates spatio-temporal 
signal generation, could well be playing considerable effect, providing significant 
improvements in discrimination. Beside the performance factor, the cost and size of 
commercially available e-nose systems is still expensive (€10,OOO to €100,OOO) and 
bulky in size. To address these issues, new microfabrication techniques will be 
investigated to create a miniaturised nose-on-a-chip microsystem with integrated smart 
circuitry. 
The biologically emulated nose-on-a-chip system requires two essential 
components; these are the smart sensor array and the microchannel package. The 
semiconductor wafer fabrication processes provide an ideal platform for implementing 
the smart sensor array, where signal conditioning and processing circuitry can be 
integrated. The cost will be significantly reduced through volume production while its 
small feature size ensures optimum miniaturisation. The microchannel package is vital 
for producing the spatio-temporal signals. Various micromachining techniques will be 
investigated to facilitate cost-size-performance optimisation. In short, the main research 
objectives are summarised as follows: 
• The development of finite element simulation models for the sensors, 
microchannels and GC microchannels to aid the design and development process. 
• The design and development of discrete gas sensors, sensor arrays and CMOS 
compatible smart sensor arrays. 
• The design and development of novel mass transport limited microchannels and 
microchannel packages that mimics the properties of the olfactory epithelium. 
• The integration of the discrete sensors, sensor arrays and microchannel packages 
to create novel biological emulated prototype systems and nose-on-a-chip 
microsystems. 
• The characterisation of the various microsystems to demonstrate the 
generation of spatio-temporal signals. 
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1.5 Outline of thesis 
The thesis describes the design, development and characterisation of various e-nose 
microsystems. Chapter 1 reviews the biological olfactory system and the electronic nose 
system to highlight their differences. It also discusses the main application areas of the 
electronic nose system. The aims and objectives ofthe thesis are then presented. 
Chapter 2 describes the project evolution, examines the key enabling technologies 
and gives a brief description ofthe various components developed in this project. 
Chapter 3 discusses new finite element simulation models for the biologically 
emulated microchannels performed as part of this project. Two major classes of 
microchannels are described, they are the uncoated microchannels and those 
microchannels coated with a thin layer of retentive materials (known as stationary phase). 
A sensor model for the polymer-composite sensor is also developed to facilitate the 
complete system to be simulated. In addition, other variables such as flow velocity and 
pulse width are studied using these models. 
Chapters 4 and 5 cover new works in the design and development of two of the 
important components, the sensors and the microchannel packages. The fabrication of 
three different types of sensors and sensor arrays are discussed in Chapter 4. In Chapter 
5, the design and fabrication of the microchannel packages will be given. 
Chapter 6 describes the integration process of the discrete sensors and the nose-
on-a-chip microsystem based on the sensor arrays and microchannel packages. The 
deposition process for the microchannel GC is presented. 
Chapter 7 details the components of the support systems for characterising all the 
above systems. They include the vapour test station and data acquisition circuit as well as 
the custom-designed software interfaces to enable automated testing and data logging. 
Chapter 8 reports the characterisation results of the fabricated microsystems to 
evaluate their performance. The focus here has been geared towards obtaining spatio-
temporal signals from these systems and the use of these signals to aid discrimination. 
Chapter 9 concludes the research discussing the results and how the objectives of 
the project are fulfilled. Last but not least, the latest developments are presented to 
highlight the possible future enhancements. 
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Chapter 2 
Project evolution 
and system description 
2.1 Introduction 
It is not uncommon for our increased understanding of biological systems to be followed 
by significant technological advances. One good example is the colour filter masks used 
in colour television, which were created based on study of the human vision system [2.1]. 
In the evolution of electronic noses, there have been many milestones in the areas of 
sensor design, sensing material and packaging. However, the improvement in 
performance has been more limited; considering the advancements in technology and 
biological discoveries achieved over the recent years. In an attempt to bridge this 
limitation, radical hypothesis are investigated by emulating the discoveries observed in 
the biological olfactory system [2.2]. 
In this chapter, the abstraction of one specific primary feature that could govern 
the superiority of biological noses will be discussed. This is the 'spatio-temporal' feature 
that is found in many biological systems and is applied in many real-world applications 
(such as digital video compression). In order to demonstrate this key feature, two proto-
type systems have been built to study the technique of spatio-temporal signals generation. 
At the same time, extensive investigations have been conducted to determine the 
optimum method for constructing a nose-on-a-chip (NOC) system, using the latest 
microfabrication techniques. In addition, this chapter also serves as an introduction to 
discuss various sub-systems developed throughout the project. This should enable readers 
to have a better understanding of the proposed final system before the components are 
examined in detail. 
2.2 Mimicking the biological olfactory system 
Among the five human senses, the sense of smell is the least understood. Although the 
study on mammalian olfactory system has been equivalent with respect to other human 
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senses, it has only yielded many of its secrets in the last two decades. Recently, Richard 
Axel and Linda Buck were awarded with Nobel Prize (2004) for their discovery of a gene 
pool that contains the blueprint for receptors or sensors within the nose which identify 
odours [2.3]. The range of animals used for various studies of olfactory systems is vast, 
ranging from fish [2.4], salamander [2.5], rat [2.6], and dog [2.7] to human [2.3, 2.8-
2.10], amongst many others. 
The study of the human vision system has led to the discovery of the fact that 
only three primary types of colour photoreceptors (rods and cones, i.e. sensors) are used 
to distinguish among all the colours we perceive [2.1, 2.10]. Other researchers working 
on hearing have made many discoveries which have led to many improvements for those 
with hearing disabilities, and more notably the creation of stereo sound. These are just 
some of the well known examples where the study of biological systems can be used to 
aid technological development. 
The concept of electronic nose was mooted in 1982 [2.11] at the University of 
Warwick and later formally defined by Gardner [2.12]. Although the e-nose systems 
have existed for some time, their performance still falls far behind their biological 
counterparts. The general perception for this deficiency is due to the lack of sensor 
numbers (10 million olfactory receptors (ORs) in human and 1 billion ORs in dog as 
compared to the current highest density sensor array of 1,000) and tunings (sensor 
diversity, approximately 1,000 different types of receptor proteins expressed by the 
human genome, diversity in electronic nose is usually less than 50). Moreover, most e-
nose systems do not inherit any enhanced architectural feature of their biological 
counterpart. 
Here, the aim is to investigate any distinct biological features that could be 
exploited to enhance odour discrimination. The relevant feature can be described through 
the following facts. The nasal system has a thin layer of mucus that has been shown to 
exhibit a gas chromatographic effect. Together with the spatial distribution of the vast 
amount of receptors cells, a spatio-temporal map of the odorant is conveyed to the brain 
[2.13-2.16]. Further research by olfactologists is required to show how the brain makes 
use of these information to aid discrimination or to provide evidence that it is capable of 
providing compensation to offset the time differences (temporal signals) [2.17-2.18]. 
Exploiting this distinct feature could yield significant improvement in terms of odour 
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discrimination. The challenge is how to harness this feature by combining it with modem 
fabrication technologies to create a new architecture for e-nose systems. 
2.2.1 Spatio-temporal signal 
Once this spatio-temporal feature was identified, the focus of the research shifted towards 
the interpretation of what constitutes spatio-temporal signals and how these can be 
replicated and exploited. The use of spatio-temporal information is not new and the best 
analogy is its application on digital video compression. The analogue video tape has been 
replaced with high definition digital video or versatile disc (DVD). A motion video 
consists of a minimum of 25 static picture frames arranged in sequence every second. 
The compression technique (MPEG-1I2/4) can reduce vast amount of data by using 
images that are similar (spatio-temporal picture sequence). Consider a video clip with 
blue sky background with a man parachuting. If you analyse each static picture, most of 
the data are similar because the background is the same, so data can be compressed easily 
due to the spatial similarity. Comparing across different frame sequences, only the man 
on parachute is different; hence temporal similarities are abundant as well. 
Mozell el al. published extensively in the 1960s and 1970s on their study of 
various mammalian olfactory systems. Their work focused on collecting evidence of 
different biological olfactory systems to demonstrate that they exhibit a 
'chromatographic alike' effect which results in the creation of an odorant's 'spatio-
temporal map' [2.17-2.23]. Many other researchers have also published similar 
observations [2.8-2.10, 2.13-2.25]. Mozell el al. 's basic concept is known as 'nasal 
chromatography' that is analogous to the gas chromatographic effect. The mucus layer of 
the biological olfactory system acts in the same way as the retentive stationary phase of a 
gas chromatography (GC) column [2.20-2.21, 2.25]. They argued that this 
chromatographic effect is one of the mechanisms basic to odorant discrimination and 
spatio-temporal information is likely to be of central importance to the understanding of 
both quality and intensity of discrimination [2.22]. Due to the differing retentive nature 
of the mucus on different odorants and the physical distance between receptor cells, there 
will be time lag (temporal) information between various analytes reaching different 
receptor cells. The spatial signals can be viewed from two perspectives. Due to the 
relative positioning of different receptor cells on the receptor sheet, their signals will be 
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different. Secondly, as various groups of receptor cells are selectively tuned to different 
odorants, they will response distinctively to a particular odorant. 
Having identified the underlying basic mechanism of nasal chromatography, an 
advance electronic nose-on-a-chip system will be designed based on this biologically 
inspired concept. The NOC system will be built using microfabrication technologies 
incorporating room temperature sensor elements with a micro-GC column. A sensor 
array will be placed along the microchannel to capture spatio-temporal signals. In the 
next section, the microfabrication technologies for realising the system will be 
investigated. 
2.3 Microfabrication 
Recent technological advances in microelectronics have led to a trend towards creating 
integrated miniaturised devices or microsystems (moving towards nanosystems). One 
exemplary paradigm is the semiconductor industry. Since the creation of the first planar 
integrated circuit in 1961, the technology has progressed tremendously in terms of 
resolution (currently, the minimum feature size is 65 nm) and cost. Moore observed in 
1965 an exponential growth in the number of transistors per integrated circuit and 
predicted that this trend would continue. His prediction remains accurate until today and 
is commonly described as the Moore's law [2.26]. Over the last two decades, novel 
techniques have emerged to build on the success of microlithography-based 
semiconductor fabrication (primarily due to mass reproducibility and cost) to extend their 
reach into the area of Micro-Electro-Mechanical-Systems (MEMS), and more recently 
into microfluidic systems (sometimes described as lab-on-a-chip). These hybrid systems 
have proven to be attractive due to the 'cost-feature-size-power' aspects. Taking into 
account such technological advantages, the feasibility of implementing the proposed 
system on such a platform is investigated. 
2.3.1 Micro gas sensor array 
The fabrication of gas sensor arrays using silicon microfabrication techniques is not new. 
Numerous researchers, including Lewis et al. [2.27-2.28], Goodman et al. [2.28-2.29], 
LundstrOm et al. [2.30] and many others [2.31-2.32], have fabricated such arrays, some 
of them with over 1000 sensors. However the sensor diversity is still limited « 20). 
Although these sensor arrays offer high-density integration, they suffer in terms of 
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having to deposit large groups of sensors with the same sensing material, resulting in low 
reproducibility. Lower density arrays are preferred in some scenarios [2.1, 2.12] as the 
distances between sensors are further apart, allowing each sensor to be deposited with a 
different sensing material. The fabrication of micro gas sensor arrays is highly dependent 
upon the type of deposition technique. Those requiring the whole sensor array to be 
dipped into some form of solution (such as electro-chemical deposition [2.33] and 
microlithography deposition [2.34]) will limit the diversity because the deposited sensors 
will be contaminated if they are exposed to other solutions. On the other hand, those 
sensor arrays that offer wider diversity usually employ spraying technique through a 
mechanical mask [2.27-2.29]. Hence, the sensors need farther physical separation. 
The ability to integrate driving and conditioning circuitries within the sensor 
array substrate provides an attractive solution for larger arrays. This is consistent with the 
trend to produce smart sensor arrays [2.35]. However, it is difficult to incorporate large 
numbers of integrated circuits into high density sensor arrays, due to space constraints. 
These arrays usually combine the driving circuitries with some form of multiplexing to 
provide access to each sensor by scanning them sequentially [2.28-2.29]. Others provide 
highly intelligent sensors at the expense of lower sensor count [2.36]. Nevertheless, as 
the technology progresses, higher density smart sensor arrays are becoming more feasible 
and a logical step towards circuit integration. 
2.3.2 Microchannel fabrication review 
Microchannels can be fabricated using various techniques such as the etching of a silicon 
wafer or glass and subsequently bonding them together. Traditional micromachining 
techniques performed on bulk silicon material produce high-quality microchannels with 
high-aspect ratio such as those shown in Figure 2.1(a) which was fabricated using fusion 
bonding [2.37-2.38], and Figure 2.1 (b) which was fabricated using anodic bonding [2.39-
2.42]. However, these bonding techniques usually require high 
temperature/voltage/pressure, which are not compatible with polymer-based gas sensors 
that only can tolerate temperatures less than 100°C. 
Other techniques using photo-patterned materials to create microchannels have 
also been investigated [2.43-2.49]. The advantages of using such techniques include the 
relative ease of fabrication, the use of low temperature, and the fabrication of 
microchannels on silicon (with integrated circuitries) after processing. Poly 
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(dimethylsiloxane) (PDMS) [2.43] , benzocyclobutene (BCB) [2.44], SU-8 [2.45-2.46] 
(Figure 2.2(a» and poly (mono-chloro-para-xylylene) (Parylene) [2.47] (Figure 2.2(b» 
have been proposed by various researchers. These materials have been traditionally used 
as photoresists with the primary advantages of being photo-patternable, low fabrication 
temperature, and ease of processing. In particular, SU-8 has recently gained much 
attention due to its ability to create high-aspect ratio M EMS, its ease of thickness control 
and its high mechanical strength. 
(a) (b) 
Figure 2.1 : Microchannels fabricated by fusion and anodic bonding. (a) Fusion bonded microchannel 
[2.38]. (b) Anodicaly bonded GC microchannel [2.41]. 
(a) (b) 
Figure 2.2: Microchannels fabricated using various micromachining technique and materials. (a) 
Microchannel fabricated with multilayers SU-8 with silicon base and pyrex lid [2.45]. (b) Microchannel 
GC fabricated with parylene [2 .47]. 
Other bonding techniques have also been investigated using different base materials to 
create microchannels. Table 2.1 summarises a survey of some of the available 
techniques. 
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2.4 Project description 
There are several issues to address towards the development of the NOC system. Having 
reviewed the evolution of electronic nose and the biological olfactory system, it was 
established that the superiority of the biological counterpart is not solely based on the 
number and diversity ofORs, but it is also a combination with other features. Although it 
is still unclear at this point which is the main feature providing this superiority, the 
existence of spatio-temporal information in biological nose is expected to play a 
significant role. To achieve optimal performance for the NOC system, biological 
principles are incorporated as basis of the design. Furthermore, an in-depth study on the 
current trend and available technologies is conducted to ensure state-of-the-art platforms 
are chosen to address performance, cost and size issues for low to medium volume 
production. 
The project is separated into two main groups of systems progressing in parallel. 
The first group of systems consist of fast-nose and proto-nose systems which are built 
using discrete components to explore the feasibility of generating spatio-temporal 
signals. Inheriting the nasal chromatography concept, a microchannel (with and without 
coating to experiment the retention effect of stationary phase) with diverse discrete 
sensors placed along it is built. The initial design (proto-nose I) yielded significant 
results. This design was superseded with proto-nose II with improved sensor and 
microchannel configuration. 
The second group of systems comprised NOC microsystems which were designed 
to operate based on the same biological principle as the proto-nose. The NOC was 
intended to offer a huge reduction in size with complete smart integrated circuitry. Two 
sensor arrays have been fabricated within this work based on resistive polymer-
composite sensors and FET devices. The hybrid-nose is a low-cost sensor array test-bed 
dedicated for experimentation. It was fabricated in-house to capture the essence of sensor 
placements without integrated circuitry. Designed in tandem was a aVLSI-nose 
fabricated using a standard CMOS process. This sensor array has integrated drive and 
conditioning circuits to remove the need for an external processing circuit. The sensor 
array itself was insufficient without a media to deliver the analytes to the sensors for 
generating spatio-temporal signals. Hence for the NOC, a microchannel package was 
fitted over the sensor array to deliver the analytes. Having discussed various 
microchannel fabrication techniques in Section 2.3.2, many trials using different 
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materials (such as SU-8) were conducted. The complications and high-cost involved for 
low-volume fabrication using these techniques directed the research to focus on a new 
emerging technique employing microstereolithography. This technique will be examined 
in details in Chapter 5. 
Prior to the design and fabrication of the proposed systems, there are many 
uncertainties considering the integration of the microchannel packaging with the sensor 
array and the performance of the systems. To reduce the cost and time required to 
redesign the system, finite element simulations were conducted to predict the 
performance of various designs of the system components. These simulations (Chapter 3) 
include microchannels of different dimensions, lengths and coatings combined with 
sensors of different diversities and placements. 
2.5 Conclusions 
In this chapter, the rationale for embarking on the project was presented. Initially, the 
recent discoveries made in biological olfactory system were examined. It was identified 
that the spatio-temporal signals generated by the nasal chromatography effect may well 
be the main feature resulting in the superior performance of biological olfactory system. 
Having understood this phenomenon, a review on the current trends in microsystems 
technologies, especially those related to microchannel and microsensor array fabrication, 
was conducted. After careful considerations of the design issues (such as cost, process 
availability, size and the requirements of generating spatia-temporal signals) involved to 
build the systems, the processes used to fabricate the main components were briefly 
discussed. This outline serves as an overview of the work carried out towards building a 
nose-on-a-chip. 
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Chapter 3 
Design and simulation of 
microchannels and microsensors 
3.1 Introduction 
37 
This chapter describes the design and simulation of a range of microchannels, 
microchambers and microsensors for various microsystems. Two types of microchannel 
are described, namely: the uncoated microchannel; and the gas chromatography (GC) 
microchannel. The uncoated microchannel will be used in proto-nose while the GC 
microchannel will be used in both the proto-nose and NOC systems. Here, the primary 
goal is to predict the analyte transport behaviour within a long, narrow microchannel 
coated with a thin inner absorbent coating (Le. a basic GC column). These columns 
exhibit a distinct retentive characteristic for different analytes. A commercial finite 
element (FE) simulation package (FEMLAB, Comsol Inc UK) is used for simulating and 
optimising different geometrical models, while an analytical model was employed to 
predict the dynamic behaviour of the microsensors. Two important characteristics of the 
predicted analyte profile were examined, namely: the diffusion broadening effect as an 
ideal square pulse travels along the microchannel; and the retention delay, either due to 
the offsetted positional placement ofthe sensor or the retentive nature of the coating. 
3.2 Microchannels and microchambers design and simulation 
The microchannel delivery concept has recently attracted considerable attention [3.1-
3.2]. It is driven by a desire to create a highly portable, miniaturised, disposable and 
power efficient integrated system. This is made possible with improvement in 
technologies such as micromachining, and rapid prototyping techniques. With many of 
these systems moving towards microscale and nanoscale, it is necessary to investigate 
many established theories to determine their validity at microscale size, as discussed in 
details in Section 3.2.3. 
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Within the scope of this project, two different but complementary approaches have been 
taken to create the final nose-on-a-chip (NOC) microsystem. Firstly, prototype systems 
(proto-noses) were built, based on large discrete components, to explore and study 
various aspects of the proposed system. Developed concurrently were the miniaturised 
NOC systems used to investigate various microfabrication techniques to create 
microtluidic packages and integrating it with silicon-based microsensor arrays. In the 
next section, the microchannels used for both systems will be described. 
3.2.1 Microchannel geometrical models 
The microchannel is the main component of a microtluidic system used to deliver 
analytes to the sensor array. Two microchannel geometries were studied, namely the 
circular and rectangular cross-sectional microchannel. The rectangular microchannel was 
preferred for 3 important reasons. Firstly, it was easier to fabricate using micromachining 
techniques. Secondly, it was easier to integrate within a microsensor array. The 
integration introduced many complications due to the need for the sensors to be placed at 
various locations along the microchannel. Thirdy, it offered higher performance in the 
case of gas chromatographic columns (described in Section 3.3). The simulations for gas 
flow in four different microchannels are discussed here. Two microchannels were used in 
proto-nose I and proto-nose II, respectively, the other two were the microchannels 
embedded in the microchannel packages MSLIOI and MSLlI3. 
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Figure 3.1: 2-D parabolic velocity profile of microchannel. (a) 118 cross-sectional velocity profile. 
(b) Complete microchannel velocity profile with sensor placement. 
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The microchannels designed for the two proto-nose systems have the same cross 
sectional geometry of 0.5 mm x 0.5 mm. Proto-nose I had a microchannel length of 
approximately 1.2 m whereas proto-nose II was about 2.4 m. As the microchannel cross-
section was square, it exhibited 8-fold symmetry along its central axis , as shown in 
Figure 3.I(b). Therefore, only 118 of the microchannel has to be simulated. This provides 
an 8 fold saving in computational time without any compromise in accuracy. Figure 
3.I(a) shows one-eight cross-sectional velocity profile of the microchannel. Figure 3.I(b) 
shows how they are combined to form the complete microchannel and the location of the 
sensor. 
As the cross-section of the microchannel was uniform, the computational 
complexity was further reduced by performing a 2-D simulation of the transport 
phenomena and couple the results to the 3-D microchannel. Figure 3.2(a) shows the 
microchannel geometry for proto-nose 11 and Figure 3.2(b) shows the mesh of the 
microchannel. The only difference for proto-nose I (not shown here) is the length of the 
m icrochannel. 
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Figure 3.2: Geometrical model of a scaled proto-nose [I. (a) caled microchannel geometry with en ors 
placements. (b) Microchannel mesh (computational node ). 
A limitation of the simulation software prevents geometry with large scaled differences 
(> 100) to be created due to the huge computational complexity (computational nodes) 
required. To overcome this limitation, a scaled geometry was created. The dimensions for 
Y and Z axes shown in Figure 3.2 are in actual sizes, but the X-axis dimension was 
scaled by 1000 times. To compensate for the effect of scaling, the diffusion coefficient in 
the X-axis was scaled accordingly. It is conveniently provided in the software as an 
anisotropic coefficient (Appendix A). This is possible because a linear diffusion model 
has been assumed. 
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Two miniaturised micropackages, to be used with the microsensor array, were designed 
and simulated. A simple microfluidic package (MSLlOI) and a complex microfluidic 
package (MSL 113) were designed to assemble with a silicon microsensor array. The 
MSLlO 1 has a single continuous microchannel of 50 mm in length with a cross-section 
of 200 /!m x 200 /!m. The geometrical design of the microchannel , as shown in Figure 
3.3, was intended to be flip-mounted onto the silicon microsensor array with the 
microchannel traversing across all the sensors. The micropackage sat on top of the 
microsensor array. 
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Figure 3.3: MSL I 0 I geometry. (a) Geometrical model. (b) Cross-section velocity profile . 
The MSLI13 package has a 71 cm x 0.5 mm x 0.5 mm microchannel. A similar 
technique of exploiting symmetry axes and scaling as shown in Figure 3. 1 and Figure 3.2 
was used . Figure 3.4 shows the surface concentration profile of MSL 113 when a 5 s 
pulse of ethanol vapour is injected into the microchannel. 
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Figure 3.4: MSL 113 geometrical model with surface profile of a travelling ethanol vapour pulse. 
Chapter 3: Design and simulation o/microchannels and microsensors 41 
The MSL liS has a much longer microchannel (2.4 m x 0.5 mm x 0.5 mm). The 
simulation for MSL 113 can be reused by specifying a different scaling factor. In the next 
section, the model for various microchamber designs will be discussed. This 
microchamber is necessary for the testing of the microsensor array . 
3.2.2 Microchamber geometrical models 
In addition to the microfluidic packages, a microchamber was designed and built to 
enable rapid testing of the microsensor array without the need for a complicated 
integration process. The microchamber featured a 10 mm x 4 mm x I mm box 
rectangular enclosure with a volume of 40 Ill. The main design consideration was to 
ensure simultaneous uniform concentration distribution across the whole microsensor 
array. Figure 3.5 shows 3 proposed geometrical models for the microchamber . 
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Figure 3.5: FEM simulation of micro chamber nuid now. (a) Final microchamber de ign. 
(b) Microchamber design I. (c) Microchamber design 2. 
Circular tubing originating from vapour test station connected to the microchamber has 
the geometry shown in the top portion of the microchamber (Figure 3.5(a». As the 
microsensor array was spatially distributed in a rectangular manner (Figure 3.5(c» , 
connecting the circular source to the rectangular outlet resulted in a non-uniform analyte 
distribution. Parabolic flow profile worsens the concentration distribution. Hence, five 
small holes were used to re-distribute the analyte vapour, providing a more uniform 
distribution across the sensor array. The other important aspect was the time delay 
(temporal signal) between the same vapour pulses when it reached the different sensors 
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(Section 3.2.5). Fortunately, no significant time variations were observed in the final 
design. 
3.2.3 Mathematical models and boundary conditions 
Fluid flow and transport in a microchannel are usually studied using the classical Navier-
Stokes (NS) equation [3.3-3.5]. However, experimental research has shown that NS fails 
to hold when the cross-sectional area is reduced to less than 80 ~m2 [3.3 , 3.6]. All 
microchannels used for study are outside within this limit, and hence NS can still apply. 
A second important criterion on the usage of NS is to limit it within the laminar flow 
regime [3.3, 3.7]. By keeping the Reynold's number (Re) below 2000, it can be ensured 
that the flow was laminar [3.3]. In addition to the transport of analyte along the 
microchannel, the analyte will also be susceptible to dispersion and broadening. This can 
be accounted for using a Convection and Diffusion (CD) equation [3.7]. The convective 
term has often been neglected [3.8], but is included here to account for the small amount 
of broadening due to convection. 
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Figure 3.6: Microchannel boundary conditions and symmetry axis. 
FEMLAB operates on a system of partial differential equations (PDEs) when attempting 
to solve geometrical model by applying a finite element method (FEM). Many real-world 
applications involve the simultaneous application of PDEs from several areas of sciences 
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or engineering; this type of analysis is referred as multi-physics modelling [3.9]. A multi-
physics model incorporating NS and CD were used to model the analyte transport. NS 
was used to simulate the laminar transport of carrier gas and test analyte along the 
microchannel, while CD accounts for the flux transport and dispersion of the moving 
analyte pulse. Figure 3.6 shows the boundary conditions and Equations (3-1) to (3-5) 
state the POEs and the associated assumptions. 
Navier-Stokes (NS) equation 
(3-1) 
where p is the viscosity, p is the density, P is the pressure and V is the velocity, 
V (the vector differential operator) is the operator (~, ... ,~) 
ax) ax" 
where n = 1,2, or 3. 
Convection and Diffusion (CD) equation 
ac 
-+V.(-DVC+CV) = 0 
at 
where D is the diffusion coefficient, C is the concentration. 
At the inlet, the concentration boundary conditions are: 
C = C1 (I < Ipw) at a Q iC,lnlel 
where C; is the injected concentration for a duration of tpw. 
(3-2) 
(3-3) 
At the outlet, it is assumed that the convective contribution to the mass transport is much 
larger than the diffusive contribution, 
(-DVC +CV).n = (CV).n at a QJC,OUI (3-4) 
where n is the normal vector to the respective boundary. 
Further, it is assumed that there is no transport over the symmetry boundaries. 
(-DVC +CV).n = 0 at a n JC ,symmelry (3-5) 
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3.2.4 Band-broadening effect 
When an analyte pulse is delivered to a sensor, the analyte vapour temporal profile 
presented to the sensor determines its response. [t is hence important to study the amount 
of broadening (refer to Figure 3.16) and any other effects as the analyte travels along a 
microchannel or microchamber. Due to the diffusion and dispersion of the test analyte 
pulse, the fronts of the pulse broaden out with time inside the microchannel. It is 
important to know the rate of broadening at different velocities as this will determine the 
ultimate time-dependent sensor response. For example, consider the perfect model of a 
square vapour pulse being presented to a sensor at a flow velocity of 500 cm s-'. If a 
basic first-order exponential model of the sensor response is assumed, the expected 
sensor response is as shown in Figure 3.7(a). However, if the velocity is reduced down to 
10 em s-' , the delivered pulse broadens out into a bell-like curve and the magnitude of the 
response will also be reduced. So a sensor with the same response model will respond 
differently as illustrated in Figure 3.7(b). In addition to the response time and magnitude, 
the pulse is clearly delayed, i.e. there is a time lag between the moment the analyte is 
injected to the time it reaches the sensor. This problem is compounded by long inlet 
tubes, poor chamber design, and a low velocity at which the analyte is delivered. 
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Figure 3.7: Simulation of pulse delivered to sensor surface and actual sensor response at two difTerent now 
velocities. (a) Velocity = 500 cm S-I. (b) Velocity = 10 cm S- I. 
The simulation results shown in Figure 3.8 demonstrate that significant broadening of an 
ethanol vapour pulse in air occurring near the outlet of a 10 cm x 0.5 mm x 0.5 mm 
microchannel, when the flow velocity is below a value of 20 cm S-I. At a velocity above 
50 cm s-', negligible broadening is observed. Simulations with different test analytes 
have shown similar trends with the precise broadening depending upon the diffusion 
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coefficient of the analyte in the carrier gas (Le. air). An example of the simulation 
parameters is included in Appendix A. When the flow velocity is reduced, it approaches 
a static diffusion function. On the other hand, as the velocity is increased, there will be no 
broadening effect. However, operating beyond the laminar flow regime (Re > 2000) will 
result in turbulent and unwanted mixing effect. 
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Figure 3.8: Broadening effect of delivered pulse as a function of flow velocity. 
3.2.5 Simulation results for microchannels and microchambers 
The two proto-nose simulation results show that similar and predictable analyte profiles 
can be delivered to the sensors. This is clearly a result of only the length being different. 
40 sensors were placed along the microchannel on both proto-noses, their detail 
placements will be discussed in Chapter 5. Due to their offset locations, each profile is 
time-shifted but otherwise appears identical except for a slight broadening as the sensors 
are placed further down the microchannel. Figure 3.9(a) shows the ethanol vapour 
profiles as they appear to the first 5 sensors along the microchannel, of proto-nose I, at a 
flow velocity of 50 cm S· I. In this scenario, aSs analyte pulse is injected at time t = 0 s. 
The time delay between each profile depends on the physical distance between the 
sensors. Due to their close proximity in distance, the profiles are similar. 
The toluene vapour profiles for the same sensor are shown in Figure 3.9(b). They 
are similar to the profile for ethanol vapour as these two analytes only differ in diffusion 
coefficient in the carrier gas (i.e. air). The slight difference in diffusion coefficient does 
not result in any significant changes in the delivered analyte profiles as it is dominated by 
the flow transport. 
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Figure 3.9: Profiles of analyte delivered to sensor S I, S2, S3, S4 and SS for proto-nose I. 
(a) Ethanol vapour in air. (b) Toluene vapour in air. 
As the pulse travels further down the microchannel, more broadening occurs. This 
broadening is insignificant when compared to the time delay between each profile. Figure 
3. 10 shows a comparison between the delivered profiles to sensor SI , S20, S36, S37, 
S38, S39 and S40 for proto-nose II. Due to the close proximity of S36-S40, there is little 
time delay between these profiles. Comparing between the analyte profiles of S I, S20 
and S36, the time delays are significant (7 s between S I and S20, 5 s between S20 and 
S36). Towards the end of the microchannel, the analyte pulse is clearly broadened when 
compared to the pulse near the inlet. 
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Figure 3.10: Profiles of ethanol vapour delivered to sensor SI , S20, S36, S37, S38, S39 and S40 for 
proto-nose II. 
For smaller microchannels, their profiles are also similar. One such example is shown in 
Figure 3.11 for the delivered profiles to MSL 101 microchannel at velocity of 30 cm s· '. 
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In the case of microchannel delivery, although all sensors are placed at di fferent locations 
along the microchannel, their positions relative to the cross-section of the microchannel 
are always consistent (Figure 3.1 (b)). This ensures the effect of the parabolic flow on the 
analyte profile stays the same across all the sensors. For the microchamber intended to be 
used with the microsensor array, this is not observed due to the mismatch in delivery 
channel (interconnect tubing) and measurement chamber dimension. Therefore, it is 
important to perform design iterations to overcome the non-uniform concentration 
distribution across the microsensor array. 
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Figure 3.12: Comparison of different microchamber de igns. (a) Comparison between delivered profiles of 
difTerent microchamber designs. (b) Comparison between delivered profiles to difTerent sensor within the 
sensor array of final microchamber design (refer to Chapter 4 for the sensor locations). 
Figure 3.5 shows three of the many iterated designs and Figure 3.12 shows their 
corresponding simulation results. Figure 3. 12(a) shows three different analyte profiles of 
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the same sensor when a different microchamber is used. The final microchamber design 
provides the best resemblance to the injected analyte pulse. Figure 3.12(b) shows a 
comparison between the analyte profiles at different locations within the sensor array for 
the final microchamber design (Figure 3.5(a». These sensor locations are chosen at all 
extreme comers and middle to determine the maximum possible differences in the 
delivered analyte profiles. The simulation results show that there is no difference in terms 
of temporal delay, but there is a small but negligible variation « 1 %) in terms of 
response magnitude. 
3.3 Gas chromatographic column simulations 
The basic principle of gas chromatographic (GC) separation operates on a layer of 
retentive material (known as a stationary phase) around the inner surface of a column. 
When a pulse of compound analyte is injected into the column with a carrier gas (known 
as the mobile phase, usually an inert gas such as nitrogen or helium is used), each 
component within the compound analyte travels along the column at a different velocity, 
depending upon their affinity with the stationary phase. Hence, towards the end of the 
column, a sequence of pulses will elute representing the separated components. 
Various numerical techniques [3.8, 3.10-3.11] are available although each differs 
slightly in terms of their mathematical formulations. Commercial softwares such as 
ChromWIN [3.12] and GC-SOS [3.13] are also readily available to predict and fine-tune 
various design parameters for performance enhancement. There are two main reasons for 
creating a finite element model instead of using one of the many techniques available. 
Firstly, those available techniques only allow the response at the end of the column to be 
predicted. Here, the responses at various locations along the column are required. 
Secondly, the column design does not conform to the standard GC column. In the case of 
the proto-nose designs, only 3 sidewalls are coated with retentive materials instead of all 
4 for practical reasons. For this design, only two-fold symmetry can be achieved as 
shown in Figure 3.13. 
3.3.1 Gas chromatographic column geometrical models 
Here the two main geometrical models will be discussed. The first relates to the proto-
nose geometry while the second relates to the geometry for the microchannel delivery 
package. The geometrical models for the GC microchannel are the same as the previous 
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microchannels except for an additional retentive layer on its inner surface. The same 
technique of optimising the computational efficiency is used by performing a 2-D 
simulation on the analyte transport and exploiting any symmetrical plane. Figure 3.13 
shows the cross-section of the GC microchannel for proto-nose I and it complete 3-D 
geometry. There is symmetry along the centre of the microchannel as the GC 
microchannel has only 3 coated surfaces. The same technique has been used to create the 
geometrical model for the proto-nose II, details are not shown here as they only differs in 
their length (or scaling factor). 
Stationary phase coating 
.\0 
(m) 
M icrochanne I 
(a) (b) 
Figure 3.13: Proto-nose I geometrical model. (a) 2D velocity profile . (b) Scaled 3D geometrical model. 
For a standard GC microchannel, the geometry is similar to the uncoated microchannel 
except that all the inner surfaces are coated with a thin layer of stationary phase material. 
Figure 3.14 shows the geometrical model for this GC microchannel. As this channel is 
coated on all 4 side walls, more symmetrical planes can be exploited (refer to Figure 
3. I (b)). 
(a) (b) 
Figure 3.14: MSLlI3 geometrical model. (a) 20 velocity profile. (b) caled 3D geometrical model. 
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By extending it length (or using a different scaling factor), the geometry (not shown here) 
for MSL115 microchannel GC can be obtained. 
3.3.2 Mathematical models and boundary conditions 
Numerous researches have identified the physical phenomena dominating the separation 
process of a GC column. This is pre-dominantly a laminar flow with convection and 
diffusion occurring within the column. Only diffusion occurs within the stationary phase 
coating [3.7, 3.14]. A 2-D Navier-Stokes (NS) model is used to simulate the laminar 
transport and the result of this parabolic velocity profile is then exported to the inlet of 
the column. Within the column, a multi-physics mode with Convection and Diffusion 
(CD) and Diffusion (Dl) is used. The NS simulates the laminar transport of carrier gas 
and test analyte along the column, while CD accounts for the flux transport and 
dispersion of the injected pulse. A separate DI mode is required to simulate diffusion 
within the stationary phase. The PDEs for NS and CD are the same as those discussed in 
Section 3.2.3. The POE for DI is given in Equation (3-6). The retentive characteristic of 
the stationary phase material for the analyte is incorporated by modifying boundary 
conditions as described next. 
Diffusion (DI) equation 
~~ + V.(-DVC) = 0 (3-6) 
To account for the partition coefficient, c, which measures the equilibrium distribution of 
analyte molecules between the mobile (gas) phase and the stationary phase, the boundary 
conditions are modified as follows [3.9]. 
at a ClJC,sp (3-7) 
(3-8) 
where n is the normal vector to the respective boundary. 
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Figure 3.15: Microchannel GC boundary conditions and sy mmetry axis. 
c is the partition coefficient define as 
C c = _ s 
CM 
(3-9) 
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where Cs is the concentration in stationary phase and 
the mobile phase. 
M is the concentration in 
As there will be discontinuities in the concentration profile at the boundaries between 
mobile and stationary phases, two separate variables, CM and Cs are used to describe the 
concentration in each of the respective phases. In order to obtain continuous flux over the 
phase boundaries, a special type of boundary condition, using the stiff-spring method is 
employed [3 .9] . Instead of defining Dirichlet concentration condition (Appendix A) 
according to the partition coefficient, c which would destroy the continuity of the flux , a 
continuous flux condition is defined [3.9] . At the same time, the concentration is forced 
to the desired values. M is a large number (Le. 10,000) to ensure the concentration 
differences in the brackets (Equation (3-7) and (3-8)) on the right approaches zero [3.9]. 
Note that these boundary conditions also give continuity in flux , provided M is 
sufficiently large [3.9]. Other boundary conditions and assumptions for the microchannel 
GC are the same as the uncoated microchannel (refer to Section 3.2.3). 
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3.3.3 Band-broadening effect 
The microchannel GC suffers from band-broadening similar to any other traditional 
microchannels due to the diffusion and dispersion effect of a moving pulse. In fact, a 
pulse travelling along a GC microchannel has increasing broadening under the same 
operating conditions when compared to a uncoated microchannel, as the retentive 
material prolongs the duration the analyte stays within the microchannel. The amount of 
broadening affects the performance of the GC column because separated peaks overlap 
with each other, giving less information about the components of the compound analytes 
at the outlet of the column. The velocity of the carrier gas affects the amount of 
broadening as discussed in Section 3.2.4. However, for a GC column, increasing the 
velocity will not always improve the system performance, as less retention occurs within 
stationary phase, hence giving less separation. Therefore the optimum operating point is 
a compromise between the broadening and retention effects. 
From the sketch of an ideal chromatogram shown in Figure 3.16 [3.15], the 
parameters which characterise an output peak can be defined. The amount of broadening 
is defined by the peak basewidth as W = 4a while the retention time is defined by IR. 
~~~t--~-----------tR-,~--__ -_-_-_~_-_-~-~---L----~TIme .\I-'~-----
tR-----~ 
Figure 3.16: Representation ofGC output defining retention time and peak broadening width. 
Considering the case for proto-nose I microchannel GC, aSs ethanol vapour pulse will 
slowly broaden as it travels along the column. Figure 3.17 shows the injected ethanol 
vapour pulse near the inlet and the pulse at the middle of the microchannel GC. Under 
the same flow velocity of 50 cm s·l, a toluene vapour pulse will give a different response 
as shown in Figure 3.18. Two effects can be observed. The first relates to the broadening 
ofanalyte pulse while the second relates to the retention time (delay) of the analyte. 
Chapter 3: Design and simulation ofmicrochannels and microsensors 53 
0.025 
-- 51 profile 
-- S20profile 
0.020 
'" E 0.015 
-Q) (5 
S 
c 0.010 0 
~ 
c 
~ 0.005 
c 
0 () 
0.000 
tR :::: 26 s 
0 10 20 30 40 50 
Time (sec) 
Figure 3. 17: Broadening of ethanol vapour pulse at sensor S I and S20. 
Comparing the two ethanol vapour profiles for the two sensors, the latter sensor' s (S20) 
profile broadens and its magnitude reduced as it travels down the microchannel GC. 
Comparing the two analytes (ethanol and toluene vapour), the amount of broadening is 
different, at the same sensor position, due to the different retentive property of the 
stationary phase acting on each analyte. 
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3.3.4 Retention effect 
The time shifting depends on the affinity of each individual component within a 
compound analyte to a stationary phase. This is usually termed as the retention time (tR) 
as given in Figure 3.16. The degree of affinity of an analyte to the stationary phase is 
defined by the partition coefficient. Using the linear solvation energy relationship 
(LSER) equations, the partition coefficient can be estimated [3.16]. Details relating to 
these estimations can be found in Appendix B. 
The retention times for ethanol and toluene vapour for sensor S 1 and S20 are 
shown in Figure 3.17 and 3.18 respectively. In addition to the finite element simulation, a 
well established analytical model can also be use to determine the retention time for 
standard GC column. The retention time is a function of the column geometry, flow 
velocity and the partition coefficient between the analyte and stationary phase. The 
retention factor, k, is a function of the column geometry, partition coefficient and 
stationary phase coating thickness as given in Equation (3-10). 
k __ Cross -sectional Perimeter 8zocw 2cw -----------x cw = -
Cross - sec tional Area 4z; - Zo (3-10) 
where Zo is the column half height and w is the stationary phase coating thickness. 
At a particular flow velocity of the carrier gas, the analyte will travel at a different 
velocity depending upon k, as shown in Equation (3-11). 
Velave = l+k 
1 (3-11 ) 
where Vc is the velocity of the carrier gas. 
Hence the retention time will be related to the ratio of the length (distance between the 
sensor location to the inlet of the microchannel GC) to the average velocity of the 
analyte, as given in Equation (3-12). 
= L(zo+2cw) 
Vc xZo 
(3-12) 
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Table 3.1: Stationary phase materials and their commercial acronyms. 
Stationary phase material 
Poly (dimethylsiloxane) 
Poly (dimethylmethylphenyl-siloxane) 35% mol phenyl groups 
Poly (ethylene glycol adipate) 
Bis (3-allyl-4-hydroxyphenyl) sulfone 
Poly (tritluoropropylmethyl-siloxane) 
Acronym 
SE-30 
aV-II 
EGAD 
HIO 
QFI 
Table 3.2: Retention time for ethanol and toluene vapour with 5 stationary phase materials. 
SE-30 
aV-1I 
EGAD 
HIO 
QFI 
SE-30 
aV-1l 
EGAD 
HlO 
QFI 
c 
4.76 
6.03 
14.97 
58.03 
6.28 
c 
37.59 
56.74 
170.7 
48.21 
28.57 
Ethanol vapour 
Analytical Numeric 
18.9 s 19.0 s 
21.4s 21.6s 
38.7 s 39.5 s 
122.3 s 125.0 s 
21.9s 22.0s 
Toluene vapour 
Analytical Numeric 
82.6 s 84.5 s 
119.8s 123.0s 
340.9 s 349.0 s 
103.2 s 106.0 s 
65.1 s 66.5 s 
Error 
0.53% 
0.93% 
1.96% 
2.22% 
0.55% 
Error 
2.28% 
2.69% 
2.39% 
2.68% 
2.10% 
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To determine the accuracy of the finite element model, the retention time is cross-
validated with the solution given by the analytical model. As the analytical model only 
applies to a standard GC column, the MSL1l4 (120 cm x 0.5 mm x 0.5 mm GC 
microchannel) will be used for comparison. Two test analytes, ethanol and toluene 
vapours and 5 commercially available stationary phase materials were used. The 5 
stationary phase materials are listed in Table 3.1. Table 3.2 shows a comparison of the 
retention time between the finite element model and the analytical model. The finite 
element model produces accurate estimation of the retention time with an error of less 
than 3 % when compared to the numerical method. 
3.3.5 HETP and separation factor 
The height equivalent to the theoretical plates (HETP) is the usual performance 
measurement guideline to determine the efficiency of a GC column. The HETP 
determines the efficiency per unit length, white a more complete measurement known as 
the separation factor (SF) can compare an overall column. The HETP is first defined by 
Golay in 1958 where he combined theories on Poiseuille flow, static and dynamic 
diffusion and partition coefficient [3.10]. Since then it has been slightly modified by 
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Gidding [3.17], and more recently by Spangler [3.8] to remove some inaccurate 
assumptions. These include the use of NS equations (as oppose to Poiseuille flow) and 
the inclusion ofthe convection term (on top of diffusion). 
(3-13) 
( )
2 
SF- L _k_ 
HETP l+k (3-14) 
In Section 3.3.4, the retention time of the finite element model was compared with that of 
the analytical model and it was found to be similar. To further establish the accuracy of 
the finite element model, the separation factor will be compared to the solutions obtained 
from the analytical model. The HETP and separation factor for the analytical model 
proposed by Spangler are shown in Equation (3-13) and (3-14), respectively. For the 
finite element model, the broadening parameters of the pulse at the outlet, as shown in 
Figure 3.16, will be used to estimate the separation factor. 
(3-15) 
where tR' is the adjusted retention time (refer to Figure 3.16). 
Equation (3-15) provides an estimate of the separation factor by physically measuring the 
broadening and retention time of the eluted peak at the outlet. The adjusted retention time 
is the time difference between the unretained peak (in the case of traditional GC, the peak 
of the carrier gas) and the delayed analyte pulse. 
The same analytes and stationary phase materials given in Table 3.1 and Table 
3.2 will be used for comparison between these two models. Figure 3.19 shows the result 
of the comparison for (a) ethanol vapour and (b) toluene vapour in air. The finite element 
model prediction has an error of 9 % or less; this appears to be higher at larger partition 
coefficients. A few possible sources of these errors are associated with the separation 
factor. These include the physical measurement technique (referring to Figure 3.17 and 
Figure 3.18, IR' and W in Equation (3-15) are estimated by physically drawing the 
anchoring lines over the pulse) used to estimate the separation factor. The geometry 
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scaling technique used may also contribute some percentage of error as each computation 
point along the scaling axis has been stretched (by an amount proportional to the scaling 
coefficient). As for the higher error at larger partition coefficients, it is possibly caused 
by the precision of the computation time step used. As the retention time is a strong 
function of the partition coefficient, the peak at the outlet will take a longer time to elute. 
The higher the precision used for the time step, the longer it will take to complete the 
simulation. Hence, to improve the simulation efficiency, the time steps are scaled 
according to the estimated retention time. 
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Figure 3.19: Comparison of separation factor between analytical and finite element model. 
(a) Separation factor for ethanol vapour. (b) Separation factor for toluene vapour. 
As the finite element model provides a similar estimation of the separation factor for a 
GC microchannel when compared to the analytical solutions, it is possible to show with a 
high degree of confidence that the simulation results for other unknown but similar 
models is likely to be reasonable. 
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Figure 3.20: HETP against average velocity for microchannel GC. 
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In addition to calculating the column efficiency, the HETP is always used to detennine 
the optimum operating velocity of a column. Typically, a classical V-shaped curve 
(shown in Figure 3.20) can be obtained by plotting the velocity against HETP where the 
minimum HETP (max SF) corresponds to the optimum operating point. For the GC 
microchannel, the optimum operating point is at a velocity of around 7 em S-I. However, 
it is more favourable to operate the sensors at a higher velocity (> 50 cm S-I) due to their 
improved response times that are desirable for a low-cost analogue VLSI chip [3.17]. The 
effect of operating at a higher velocity does not appear to affect significantly the 
efficiency ofthe microchannel GC (refer to Figure 3.20). 
3.3.6 Spatio-temporal signals generation 
The spatio-temporal information can be viewed from two perspectives as introduced in 
Chapter 2. In the first case, consider a microchannel coated with stationary phase SP 1 
with multiple sensors of the same type Sa being placed along it. The spatial information 
can be obtained by comparing the sensor responses to other responses in a microchannel 
coated with a different stationary phase SP2. The temporal infonnation corresponds to 
the time-shifting of the sensors as they are placed at different locations along the 
microchannel. Hence the relative time of the sensor response is dependent upon the flow 
rate pulse of the analyte travelling along the channel. In the second scenario, there is only 
one coated GC microchannel, but with sensors of different types (Sa, Sb, •.. , Sc) placed 
along the microchannel. Other variations are possible but these two novel configurations 
will be studied in the simulations described to generate spatio-temporal information. 
In the fonner configuration, a set of 5 GC microchannels, each coated with a 
different stationary phase material (as given in Table 3.1) was studied. In addition, each 
microchannel has the same number of sensors (of the same type) placed along it. In this 
system, it was possible to generate spatio-temporal signals. Figure 3.21 shows the 
simulation results of the spatio-temporal signals generated by these 5 set systems. Only 3 
sensor responses are depicted in Figure 3.21; one near the inlet (S 1), one at the middle 
(S20) and one near the outlet (S40) of the proto-nose I system. 
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Figure 3.2 1: Spatio-temporal signals, (a)-(c) Sensor responses to ethanol (blue) and toluene vapour (green) 
pulses in air at three locations (near inlet (S I), middle (S20) and near outlet ( 40» along a E-30 coated 
column, (d)-(f) Sensor responses under the same condition with a column coated with OV - II , (g)-(i) ensor 
responses under the same condition with a column coated with EGAD, 0)-(1) ensor responses under the 
same condition with a column coated with HIO, and (m)-(o) Sensor responses under the arne condition with 
a column coated with QFI. (Plotted in percentage change in resistance versus time (5». 
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Comparing the sensor responses to ethanol and toluene vapour, the time delay (temporal 
signal) increased when moving towards the outlet of the microchannel. Comparing across 
different GC microchannels, the sensor responses at the same location are distinctive due 
to the disparity in retention behaviour of each stationary phase coating acting on the same 
analyte, thus giving spatial signals. The advantages of using this configuration are that 
only one type of sensor is needed and a better discrimination is achieved due to the 
higher diversity of operating 5 different GC microchannels simultaneously. However, 
this is at the expense of using 5 GC microchannels each coated with a different stationary 
phase materials. 
In addition to the spatio-temporal signal, when a complex analyte is used (such as 
a binary ethanol/toluene mixture), a sequence of separated pulses will elute towards the 
end of the GC microchannel, as would normally be expected for a GC column. The 
advantage of this feature is the ability to provide extra discrimination since the nominally 
identical sensors towards the end of the microchannel will be capable of providing 
information on both the type of analyte and also its quantity. 
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Figure 3.22: Proto-nose I sensor responses to ethanol vapour. (a) Ethanol vapour profiles at 5 en or 
locations along the GC microchannel. (b) 5 different types of en ors responding to ethanol vapour at 
these location . 
In the second scenario, a single GC microchannel with 5 different types of sensors (10 
different types of sensors for proto-nose 11) was considered. The temporal signals were 
generated in the same manner while the spatial signals were extracted using the response 
profiles of different types of sensors. Due to the disparity in partition coefficient, the 
response magnitudes and profiles were di fferent. Details pertaining to the 
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characterisation of these sensors and their response time and profile to ethanol and 
toluene vapour in air are given Section 3.4. 
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Figure 3.23: Proto-nose I sensor responses to toluene vapour. (a) Toluene vapour pro file at 5 sen or 
locations along the microchannel GC. (b) 5 different type of ensors responding to to luene vapour at 
these locat ions. 
Referring to Figures 3.22 and 3.23 , the analyte profiles for ethanol and toluene vapour, as 
presented to the sensors, differs in duration (pulse width), magnitude and retention time. 
Only 5 sensors are shown for simplicity; they are made of different sen ing material and 
placed at various locations along the GC microchannel. The difference in retention time 
(Figure 3.22(a) and Figure 3.23(b» for each analyte gives temporal signals. As different 
types of sensors are being used, the highly similar profiles (slowly broaden pulse) will 
produce contrasting responses. Figure 3.22(b) and 3.23(b) show the spatial signals when 
the corresponding sensors are compared to the other (e.g. compare 12 respon e in 
Figure 3.22(b) to S 12 in Figure 3.23(b». 
This technique is perhaps preferable because it requires only one GC 
microchannel. The expense of increasing the number of sensor types can be easily 
overcome as there are many different types of polymer sensors available. The only 
complication is in the fabrication of the sensor array, as multiple type of sensing 
materials have to be deposited onto a single array in close proximity. This issue will be 
discussed in Chapter 4. 
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3.4 Polymer-composite sensor response model 
It is desirable to be able to understand and then predict the dynamic behaviour of 
different resistive polymer-composite sensors to different analytes. The mechanism 
underlying the interaction between the polymer and the gas molecules, and the manner in 
which this generates a change in the properties of the polymer is still a matter of 
scientific debate [3.18]. Several possible modes of interaction can be envisaged, which 
include swelling effect of the polymer, interaction between gas molecules and charge 
carrier on the polymer chain, interaction between the gas molecules and the counter ions 
within the polymer and oxidation or reduction of the polymer by the gas [3.18]. 
Nevertheless, numerous studies on modelling the behaviour of these sensors have 
suggested that this dynamic response can be approximated with a first-order exponential 
response model [3.18-3.20] . A Pspice model [3 .19] and more recently a Cadence model 
[3 .20] have become available. However, they are not suitable becau e the e models are 
not simulated in an MA TLAB environment. A finite element model ha also been 
proposed using similar method, and its geometrical model is shown in Figure 3.24. 
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Figure 3.24: Geometrical model and boundary conditions for FE imulation of sensor re ponse. 
(a) Geometrical model of microchannel with polymer ensor. (b) Boundary condition . 
The mathematical PDEs and boundary conditions are exactly the same as the GC 
microchannel, and hence are not repeated here (available in [3 .2 1 D. Results of the finite 
element simulation confirmed the first-order exponential response behaviour of this type 
of sensor. Figure 3.25 shows the simulation result of an injection of 5 ethanol vapour 
pulse to the inlet of the microchannel. The sen or response follows a first-order 
exponential model. 
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Figure 3.25: Finite element simulation of polymer-composite sensor response. 
In order to realise the full system response, the analyte profiles simulated in Sections 3.2 
and 3.3 have to be coupled together with the sensor response model. Two techniques can 
be used here. The first technique requires the geometrical model of the microchannel to 
be modified to include a layer of sensing material below the microchannel. In the 
proposed second technique, the analyte profiles are extracted from the finite element 
model and the sensor responses are coupled by applying first-order exponential response 
model numerically. Since FEMLAB is an extension package running on top of 
MA TLAB, the finite element solutions are readily available in MATLAB. Hence, this 
makes the second technique attractive. In addition, the second technique is less complex 
to perform compared to adding geometries that complicates the exi ting model as more 
computational nodes are created. Furthermore, extra multi physics modes have to be 
included to the original model , making it less computational efficient. AI 0 , many 
simulation parameters such as partition coefficient, diffu ion coefficient between the test 
analytes and polymer materials are not readily available. Although using the numerical 
first-order exponential approximation still requires the coefficients for the equation, they 
can be easily extracted by fitting their responses obtained experimentally to the first-
order exponential equation. 
3.4.1 Dynamic sensor response model 
The dynamic sensor responses are polymer and analyte pair specific. The response 
determines both the response magnitude and response time. Ethanol and toluene vapour 
are the primary analytes, and PSB, PEVA, PEG, peL and PVPH (Table 3.3) are the 
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polymer-composite (with carbon black nanosphere particles) sensing materials used. 
Using the first-order exponential model, the "on transient" is given by Equation (3-16). 
(3-16) 
where RON is the base resistance and TON is the response time coefficient. 
while the "off transient" is given by Equation (3-17). 
R = R -fOFJi" OFF e (3-17) 
where ROFF is the base resistance and fOFF is the decay time coefficient. 
For simplicity, the "off transient" is estimated to be about 20 % lower based on 
experimental results. This is due to the slower desorption process [3.18-3.20]. 
Table 3.3: Sensing materials for S sensor types and their acronyms. 
No. 
1 
2 
3 
4 
5 
Polymer material 
Poly (stylene-co-butadiene) 
Poly (ethylene-co-vinyl acetate) 
Poly (ethylene glycol) 
Poly (caprolactone) 
Poly (4-vinyl phenol) 
Acronyms 
PSB 
PEVA 
PEG 
peL 
PVPII 
Table 3.4 gives the fitted "on transient" of the experimental results to the first-order 
exponential equation. In general, the sensors responded much faster to ethanol vapour 
when compared to toluene vapour with a higher percentage change in resistance. This is 
likely due to smaller molecule size of ethanol vapour which resulted in a more rapid 
absorption. It is this difference in both response time and magnitude that provides a better 
selectivity, giving a larger difference in the spatial signal. 
Table 3.4: Experimental results ofPSB, PEVA, PEG, peL and PVPII composite sensor responses to 
ethanol and toluene vapour fitted to a first-order exponential equation (Equation (3-16». 
Sensor Toluene Ethanol 
type RON 'rON R1 RON 'rON R2 
PSB 0.5346 0.3568 0.8638 3.3282 0.4062 0.9902 
PEVA 2.6793 0.7229 0.9626 20.9653 0.5349 0.9870 
PEG 35.1677 0.0630 0.9945 32.5009 0.1445 0.9948 
peL 0.8580 0.103 0.9477 7.7427 0.0807 0.9964 
PVPH 2.1748 0.1887 0.9928 2.1630 0.1881 0.9950 
·For RoN and 'rON. refer to Equation (3-16), R' is the goodness offit to the first-order exponential equation. 
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Figure 3.26: Fitted response ofPSB, PEVA, PEG, peL and PVPH sensor. (a) Sensor response to ethanol 
vapour. (b) Sensor response to toluene vapour. 
Figure 3.26(a) and (b) show the fitted responses of PSB, PEV A, PEG, peL and PVPH 
sensors to ethanol and toluene vapour respectively. 
3.4.2 Velocity effect on sensor response 
Liu et al. first reported the effect of flow rate on gas sensor sensitivity in 1995 [3.22]. 
More recently Eklov et al. [3.23] showed that an increase in flow rate could improve the 
response time of their sensor array. However, they choose to operate at a lower flow rate 
(10 ml min' l) to give differential response to their type of sensor array. The sensors with 
different response profiles (spatial signals) are desired in their case for its ability to 
provide a larger diversity of responses to improve their pattern recognition algorithm 
(rather than redundant responses). Yoshigoe et al. [3.24] simply reported an influence of 
flow rate on their sensor response, but did not elaborate upon their investigation. Finally, 
fast resistive polymer gas sensors were reported by Briglin et al. in 2003. Fast sensor 
responses « 10 ms) were obtained by operating the chamber at flow rates in excess of 
5.9 L min'l (1500 cm S'I). However, they did not investigate the effect of flow rate on the 
sensor response time, 
To study the effect of velocity on sensor response, the diffusion coefficient of the 
analyte within the polymer sensing material has to be modified. The effective diffusion 
coefficient of the polymer has been modelled for the sake of simplicity with a linear term 
as follows 
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where Vo is a first order velocity coefficient and Do is the diffusion coefficient at 
zero velocity (static diffusion). 
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Figure 3.27: Effect of flow velocity on sensor response. (a) Effect of flow velocity on sensor response 
magnitude. (b) Effect of flow velocity on sensor growth coefficient (reciprocal of response time). 
The effective diffusion coefficient as defined in Equation (3-18) is applied to the model 
given in Figure 3.24. Figure 3.27 shows the effect of velocity on the sensor response 
magnitude and response time. A 5 s toluene vapour pulse was injected at the inlet and the 
effect of the sensor response is monitored. Figure 3.27(a) shows the normalised response 
magnitude against flow velocity. As the velocity was increased, the response magnitude 
increased. Similarly, as the velocity increased, the response time decreases as shown in 
Figure 3.27(b), giving a faster responding sensor. Both parameters approach saturation 
when the velocity is increase further, resembling an exponential function. 
3.5 Conclusions 
This Chapter reports on the simulation of the transport of a vapour pulse down a 
microchannel, microchamber and GC microchannel to an array of polymer-composite 
sensors. For microchannel vapour delivery, the most important variable was the flow 
velocity of the carrier gas. It has been shown that a slow flow velocity leads to 
undesirable broadening, producing varying analyte profiles for different sensors placed 
along the microchannel, causing inconsistent sensor response for a same analyte. The 
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geometry of the microchannel has less direct impact on the delivered analyte profile. 
However, it will affect the pressure drop across the microchannel and the amount of 
analyte required. 
For the microchamber, the main design consideration has been focused on 
creating a geometry that is capable of delivering a uniform concentration profile to all 
sensors within the sensor array simultaneously. 
In the case of GC microchannel, the aim of generating spatio-temporal signals has 
been demonstrated. Two different strategies have been discussed; one using multiple GC 
microchannel with different coating materials, and the other using a single GC 
microchannel with a diverse sensing array of multiple sensing materials. Although both 
configurations were capable of generating spatio-temporal signals, the latter 
configuration was selected for its simplicity. When the performance matrix (separation 
factor) for a GC microchannel using a finite element model was compared to the 
analytical solution, it was found to be accurate in predicting the response behaviour of 
the system. 
Finally, the dynamic response behaviours of 5 different types of polymer-
composite sensors have been modelled against their responses to toluene and ethanol 
vapours using the first-order exponential response model. Using measured response data, 
the profiles were fitted to the exponential equations to obtain the coefficients. These 
equations were subsequently used to couple to the analyte delivery profiles to obtain the 
final sensor responses. The velocity effect on the sensor response behaviour was also 
studied to determine the impact of adjusting the flow velocity on the sensors. These 
design considerations on the microchannel geometry, together with practical 
manufacturing constraints, will be discussed in Chapter 5 and 6. The simulation results 
will be compared to the experimental results in Chapter 8. 
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Chapter 4 
Design and fabrication of microsensors 
and microsensor arrays 
4.1 Introduction 
70 
This chapter describes the design and fabrication of three types of sensor chips. The first 
type of sensor chip is discrete, fabricated in-house for the proto-nose microsystems. The 
second type is a 10 mm x 10 mm silicon sensor array with 80 chemoresistive 
microsensors arranged in 5 rows of 16 elements. The last type is an extension of the 
second type, fabricated using standard silicon CMOS process in collaboration with 
University of Edinburgh. It consists of 70 microsensors arranged in 5 rows of 14 
elements. Each microsensor has its own programmable drive, gain and offset cancellation 
circuits. 
In general, chemoresistive microsensor consists of 2 electrodes across which the 
polymer-composite sensing material has to be deposited. Details about the polymer 
materials, their mix recipes, preparation and deposition process are given here. 
4.2 Proto-nose discrete sensors 
The discrete sensors have been designed for the proto-nose microsystem. Due to their 
simplicity, they can be easily fabricated and deposited with different sensing materials. 
The basic design consists of two electrodes with a sensing material deposited across an 
inter-electrode gap. 
4.2.1 Discrete sensors design and fabrication 
The silicon-based substrate for the chemoresistors has been fabricated at University of 
Warwick using UV lithography techniques in a 3" batch process. Each device is 2.5 mm 
x 4 mm in size and consists of a pair of thin gold electrodes on a Si02/Si substrate with 
an electrode length of 1 mm and an inter-electrode gap of75 Ilm. Figure 4.1(a) shows the 
design and dimension of the microsensor and Figure 4.1(b) shows a fabricated sensor 
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after wafer dicing. A \though the aspect ratio (length of the electrode / inter-electrode gap) 
of the sensor does not have significant impact on the sensor response [4.1-4.2], it is 
desirable to have a high aspect ratio as it is easier to achieve the desirable resistance for 
the recipes listed in Table 4. \ and Table 4.2. The effective aspect ratio for this sensor is 
13 .3 (\ mm / 75 ~m). 
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Figure 4.1: Microsensor design. (a) Microsensor design and dimension. (b) Photograph of 
fabricated microsensor. 
A 450 ~m thick, 3" silicon wafer with silicon oxide (I ~m) is used as the based substrate. 
A 20 nm adhesion layer of chrome was thermally evaporated, followed by 250 nm of 
gold. These metals layers were deposited using the Aut0306 thermal evaporation system 
(Edwards, UK). Next, a layer of photoresist (Microposit S 1818, Shipley) was spin-coated 
and the wafer was soft baked at 100 °C for 90 s. The mask for the sensor pattern (shown 
in Figure 4.2(a)) was aligned with the wafer using a double-sided mask aligner system 
(Karl Suss, MJB21) and exposed to UV light for 7 s. The wafer was then developed in a 
photoresist developer (Microposit 351) for I minute and etched to define the electrodes 
using a gold etchant (2 g KI, 19b, 50 ml H20) followed by a chrome etchant (8 g ceric 
suplate, 12 ml nitric acid, 80 ml H20). The photoresist was removed using acetone before 
a layer of SU-8 to (Micro Chem, UK) was deposited and patterned using the mask 
shown in Figure 4.2(b). This layer acts as a protective film and it also defines the 
"windows" for sensing materials deposition and bonding wires for electrical connection. 
The processing steps for SU-8 10 can be found in [4.3]. 
The masks for the discrete microsensors shown in Figure 4.2 consist of 177 
sensors on each wafer. Due to the low resolution required, these masks were fabricated 
in-house using high-resolution laser printer (\ 600 dpi) by direct printing onto an acetate 
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sheet. The resolution of this system gives a minimum feature size of approximately 
10 11m. 
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Figure 4.2: Discrete sensor masks. (a) Sensor electrode mask. (b) ensor passivation layer mask. 
Lastly, the wafer was diced using a dicing saw (Tempress Model 602) and each ensor 
was bonded onto a 4-pin PCB header shown in Figure 4.3(a), ready for sensing material 
deposition. The microsensor mounted on a 4-pin header was placed onto a 
micropositioning alignment system (Figure 4.4(a)) and aligned to a mechanical 
micromask (bronze sheet, 250 11m thick) hown in Figure 4.3(b). 
Wire bonding 
(a) 
4-pin P B 
header 
(b) 
Figure 4.3: Microsensor and mask alignment. (a) Micro cn or bonded onto a 4-pin P B header. 
(b) Micro ensor alignment to a mechanical micromask. 
4.2.2 Micropositioning alignment system 
The micropositioning alignment system shown in Figure 4.4(a) allows the microsensor to 
be attached. A micromask plate (Figure 4.3(b)) with a hole of 1.2 mm in diameter was 
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fixed to 4 supporting pillars. The X-Y adjust provided an easy means of moving the 
microsensor horizontally and vertically such that the hole on the mask aligns directly on 
top of the inter-electrode gap (Figure 4.3(b». The two pins bonded to the microsensor 
were connected to a multimeter to monitor the resistance during sensing material 
deposition. The side-view of the alignment setup is shown in Figure 4.4(b). 
1echanical 
- micrOtna k 
Mechanical microma " 
(b) 
Figure 4.4: Micropositioning alignment system setup. (a) Micropositioning alignment sy tem. 
(b) Side-view of mask and microsensor alignment. 
4.2.3 Discrete sensors polymers deposition 
The five recipes used to create the sensing materials are given in Table 4. 1. The polymers 
materials were supplied by Sigma Aldrich (UK) and the carbon black (Black Pearls 
2000) material was supplied by Cabot Corporation (USA). The polymers were either in 
powder form or small crystals while the carbon black contains nanospheres with diameter 
of typically 50 - 80 nm. The polymer was firstly dissolved in their respective solvent 
overnight with the aid of a magnetic stirrer (See hotplate magnetic tirrer, UK) at an 
elevated temperature (50°C). Next, carbon black was added and the mixture was 
sonicated for 10 minutes using a flask shaker (Griffin and George, UK). The mixture was 
then ready for deposition onto the sensors using an airbrush (HP-BC Iwata, Japan) 
controlled with micro spraying system (RS precision liquid dispenser, UK) as shown in 
Figure 4.5. The airbrush was held 10 - IS cm away from the mask and several passes 
were sprayed depending on the desired thickness (or resistance). This gives a circular 
coating typically 1.5 mm in diameter. The electrical resistances of the polymer sensors 
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were controlled through the deposition process to a value between 2 kn. to 8 kn with a 
typical film thickness of about 20 ~m (± 25 %). 
Table 4.1 : Polymer-composite sensing material recipes for 5 sensing materials. 
No. Polymer material Carbon black Solvent 
I PSB, 0.7 g 0.175 g Toluene, 20 ml 
2 PEVA, 1.2 g 0.3 g Toluene, 20 ml 
3 PEG, 1.2 g 0.3 g Ethanol, 20 ml 
4 PCL, 1.2 g OJ g Toluene, 20 ml 
5 PVPH, 1.2 g 0.3 g Ethanol, 20 ml 
In addition to the 5 types of polymer materials listed in Table 4.1, 5 new types of sen or 
based on different polymer-composite materials were used as shown in Table 4.2. The 
original five types are used in the proto-nose I while the combined 10 different materials 
are used for proto-nose II. The increase in sensor diversity is important especially for the 
classification of complex analytes. The decision of increasing the sensor diversity was 
made after proto-nose I was completed and the analysis showed the need to increase the 
sensor diversity. The use of these materials for various chemical detections has been 
demonstrated previously [4.5-4.6]. 
No. 
1 
2 
3 
4 
5 
Table 4.2 : Polymer-composite sen ing material recipes for 5 new sensor types. 
Polymer material 
Poly (9-vinylcarbazole) (PVC), OJ g 
Poly (vinyl pyrrolidone) (PVPD), 0.3 g 
Poly (bisphenol A carbonate) (PBA), 0.7 g 
Poly (sui fane) (PSF), 0.7 g 
Poly (chloro P xylylene) (PCX), 1.2 g 
Carbon black 
OJ g 
0.3 g 
0.175 g 
0.175 g 
0.3 g 
olvcnt 
Toluene, 20 ml 
, thanol, 20 ml 
Dichromethane, 20 ml 
Dichromethane, 20 ml 
Toluene, 20 ml 
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Figure 4.6 shows two examples of the deposited discrete sensors. Figure 4.6(a) shows a 
PBA sensor and Figure 4.6(b) shows a PSB sensor. Finally, all sensors were exposed to a 
temperature post-treatment at 40 °C for 24 hours to stabilise the resistance prior to use. 
(a) 
Figure 4.6: Deposited discrete sensors. (a) Discrete sensor deposited with PBA. 
(b) Discrete sensor deposited with PSB. 
4.3 Hybrid-nose sensor arrays 
The hybrid-nose is an in-house fabricated version with similar dimension as the final 
analogue very large scale integration (aVLSI) nose sensor array. The aim here was to 
create an interim solution (while waiting for the design and fabrication of aVLSI-nose) to 
prepare for other subsystems including the micromasks, microchannel packaging, etc. 
The other important reason for building the hybrid-nose is the high-cost associated with 
fabricating low volume aVLSI chips using standard industrial process. Large amount of 
chips will be required for the initial polymer deposition and packaging integration trials, 
making the hybrid-nose a highly cost-effective solution for these trials. 
4.3.1 Hybrid-nose sensor arrays design and fabrication 
The silicon-based substrates for the sensor array have been fabricated at the University of 
Warwick. Each device was 10 mm x 10 mm in size and consisted of80 pairs of thin gold 
electrodes on a Si02/Si substrate as shown in Figure 4.7(a). Figure 4.7(b) shows the 
dimension between each sensor and Figure 4.7(c) shows each sensor has two electrodes 
of 220 11m x 200 11m with an inter-electrode gap of 20 !lm. The sensor arrays were 
passivated with a 10!lm thick protective layer ofSU-8 with a "window" defined over the 
electrodes for sensing material deposition and 1/0 pads for electrical connections. The 
effective aspect ratio of each sensor is 9 (180 11m 1 20 !lm) after SU-8 deposition. 
The sensors were arranged in 5 rows of 16 elements. To reduce the number of I/O 
pad connections, such that the sensor array design will fit into a single mask (for the 
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electrodes), some electrodes are commoned together. One electrode of each sensor in row 
I is commoned with one electrode of the sensor in row 4 of the same column. The same 
applies to the sensors in row 2 and row 5 as shown in Figure 4.7(b). This scheme reduced 
the 110 pads by 20 % without any compromise in the sensor performance. However, 
there is a limitation in terms of the connectivity to the data acquisition circuitries; this 
will be discussed in Section 7.3.3 . 
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Figure 4.7: Hybrid-nose sensor array . (a) Hybrid-nose sensor array. (b) Sensor array connectivity. 
(c) Dimension of sensor cell. 
The devices were packaged into a PGA256 semiconductor specific socket for easy 
interconnection, as shown in Figure 4.8(a). The fabrication process for the sensor array 
was exactly the same as the discrete sensor array and hence will not be discussed here. A 
fabricated wafer which consists of26 devices before dicing is shown in Figure 4.8(b). 
50.8mm 
(a) (b) 
Figure 4.8: Hybrid-nose packaging and wafer. (a) Hybrid-nose packaged on a PGA256 ocket. 
(b) 3" wafer wi th 26 hybrid-noses. 
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4.3.2 Micromasks design and fabrication 
The micromasks are fabricated from a 50 J..lm thick copper/beryllium foil (Goodfellow 
Cambridge Ltd, UK) with each aperture being 300 Ilm in diameter. Using standard 
lithography techniques, the copper foil was etched with copper etchant (40 g ferric 
chloride hexahydrate granule (Mega Electronics Ltd, UK), 100 ml H20) for 60 s. Figure 
4.9(a) shows a 16-hole single row micromask fabricated using this technique. Figure 
4.9(b) shows the alignment of an 80-hole micromask with the hybrid-nose sensor array, 
and Figure 4.9(c) shows the dimension of the micromask and alignment with the hybrid-
nose microsensors. 
0.6 mill 
(a) 
Diameter ~'1l1 
(b) (c) 
Figure 4.9: Mechanical micromasks for polymer deposition . (a) ingle row 16-scnsor microma k. 
(b) 80-sensor micromask aligned on hybrid-no e. (c) Magnified view of en or array to micromask 
alignment. 
4.3.3 Hybrid-nose polymers deposition 
The same polymer composite materials as described in Section 4.2.3 were deposited onto 
the hybrid-nose microsensor array. To enable the resistance of each en or to be 
monitored during the deposition process, a printed circuit board (PCB) a hown in 
Figure 4. \0 was used. The same alignment sy tern as shown in Figure 4.4 was used to 
align the micromask on the hybrid-nose microsensor arrays. The depo ition process 
resulted in a circular polymer coating typically 350 J..lm in diameter. The electrical 
resistance of the deposited polymer sensors can be controlled through the deposition 
process to a value of about I kn to 20 kn with a typical film thickness of about 20 Ilm 
(± 50 %). Higher resistance variations were observed due to the sensors being deposited 
in bank (sensors with the same polymer are deposited simultaneously). 
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Figure 4.10: Hybrid-nose resistance monitoring PCB for polymer deposition . 
Again, two variations of hybrid-noses with different polymer materials were fabricated. 
The first type (hybrid-nose I) consisted of 5 different types of sensing materials, as 
shown in Table 4.1, while hybrid-nose II consisted of 10 different types of polymer 
composite materials. There was no specific scheme on the grouping of different sensor 
types as this was dictated by the design of the microchannel packaging. The sensors were 
grouped in 8 or 16's, deposited with the same sensing material due to their close 
proximity. The two deposition schemes for the hybrid-noses are shown in Figure 4.1 I (a) 
and Figure 4.1 1 (b) respectively. Hybrid-nose 1 consists of 5 different sensing materials 
each deposited on 16 sensors across each row. For hybrid-nose 11, 8 sensors are deposited 
with the same sensing material, with two types of materials across each row. 
I'VI'II PC!. • PEG PVI'II I'SII 
PM I' V I'VI,!) PCX 
(a) (b) 
Figure 4.11 : Polymer deposition scheme. (a) Hybrid-nose I with 5 dilTerent types of polymers. 
(b) Hybrid-nose II with 10 dilTerenllypes of polymers. 
These two generations of deposited hybrid-noses are shown in Figure 4.12. Figure 
4.12(a) shows hybrid-nose I and Figure 4.12(b) shows hybrid-nose 11. These devices 
were exposed to the same temperature treatment prior to use. 
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Figure 4.12: Photographs of deposited hybrid-nose . (a) Hybrid-nose I with 5 different sen ing material . 
(b) Hybrid-no e (( with I 0 different sensing materials. 
4.4 aVLSI-nose smart sensor arrays 
The aVLSI-nose is an advance smart sensor array fabricated using standard Austria 
Microsystems (AMS, AG, Austria) Complementary Metal Oxide Semiconductor 
(CMOS) 0.6 ~m CUP process through the Europractice [4.7]. This chip wa 10 mm x 
5 mm in size and was designed using aVL I in collaboration with the University of 
Edinburgh (sensors were designed by the University of Warwick, analogue circuits were 
designed by the University of Edinburgh). This sensor chip contain 70 sensor cells 
arranged in 5 rows of 14 elements. Each sen or has it own programmable current drive, 
DC-offset cancellation, amplification and low pas filtering circuit . Within each ensor, 
the sensing mode of operation was either as a resistive or Field Effect Transistor (FET) 
sensor, which is also programmable. The basic design for each sensor cell is shown in 
Figure 4.13. Some additional test circuits are also included in this chip for integrated 
firing neuron and synapses; these will not be covered here. 
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The AMS 0.6 Ilm CUP is a 2-poly/3-metal CMOS process with a minimum gate length 
of 0.6 Ilm. As the cost is directly proportional to the area of each device, it is extremely 
important to limit the size without any compromise in functionality. The relative 
distances between each sensor have been maintained to be the same as the hybrid-nose to 
ensure the same microchannel packages can be used. One sensor on the front and end of 
each row was removed to ensure the system will fit into a 10 mm x 5 mm die area. 
V BIASJ VBJAS1 
I • 1, 10 or 100 JIA 
• Sensing film 
Figure 4.13: Block diagram ofa sensor cell design. 
Figure 4.13 shows the block diagram of a sensor cell design. The circuits can be 
separated into 3 parts, the driving, sensor and signal conditioning blocks. There are 3 
constant current sources programmable via a software interface. On the sensor mode 
selector, a multiplexer selects between the resistive or FET mode of sensing. These two 
components form a minimal working sensor where the output signal can be selectable to 
be outputted directly or signal conditioned. On the signal conditioning route, the signal 
baseline (offset) was compared to a ramp voltage generated by a counter and digital-to-
analogue converter (DAC) pair. The counter is clocked externally to increase the count, 
thereby increasing the DAC output voltage. This ramping signal was compared with the 
sensor baseline voltage, and upon exceeding the baseline voltage of the sensor, the 
comparator toggles to stop the counter from counting. This difference signal (sensor 
output minus baseline) will be amplified with a selectable gain and low-pass filter. The 
exact programming sequence will be described in details in Section 4.4.3. 
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4.4.1 Combined chemoResistive/FET sensor design 
The basic design strategy for the aVLSI-nose resistive sensor array is the same as hybrid-
nose except that it conforms to the design rules of the CMOS fabrication process. Figure 
4.14(a) shows the design and dimension for the combined sensor. The two black squares 
on each side are the electrodes for the resistive sensor, while the long rectangular strip in 
the middle is the capacitive sensing plate for the FET sensor, as shown in Figure 4. 14(b). 
The different colours of Figure 4.14(a) represent the different layers of the process. 
Although not all the layers are required for the resistive sensor electrodes, many have to 
be included to conform to the design rules [4.8]. These design rules include the minimum 
feature sizes of all layers, as well as the minimum distance between each layer. 
Conformance to these design rules does not guarantee the sensor will be functional, as 
these rules are meant to ensure the fabrication limitations are obeyed. It is possible to 
break the design rules if the designer is aware of the consequence as the manufacturer 
will not guarantee these designs. In addition to the re i tive sensor, aFT test ensor is 
also included in each test cell. This FET sensor uses the same sensing material as the 
resistive sensor, so that it does not require additional post-processing. The design of the 
FET sensor is based on a floating gate, which is capacitively coupled to the sensing 
material. 
Resistive sensor electrodes 
Sensor FET Capacitive plate 
00 00 
Figure 4.14: Combined resistivelFET sen or design. (a) cnsor de ign and dimension . 
(b) Fabricated en or footprint. 
The aspect ratio of the sensor is 2 which is defined by the length (74 ~m) over the inter-
electrode gap (37 ~m). A clearer illustration is shown in Figure 4.15. In Figure 4.15(a), a 
pictorial view of a deposited sensor is shown. The circular mask has resulted in circular 
shape for the deposited sensing material. However, only the rectangular block across the 
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closer edges of the two electrodes needs to be considered. Figure 4. IS(b) shows the 
model for the sensor resistance. 
Rectangular bl ock across 
two closer electrode edges 
e ro s-sectional area, A = IV I 
/ 
74 IIIlI 
~ 
185 11m 
(a) 
Figure 4.15: Relationship between aspect ratio and sensor resistance. (a) Pictorial view of a deposited 
sensor. (b) Model relating sensor resistance to the a pect ratio of sensor electrodes. 
Assuming that the rectangular block of sensing material has a length, L, thickness, t, and 
inter-electrode gap (width), W. Equation (4- 1) can be used to estimate the sensor 
resistance. 
p x L 
A = 
p x L 
W x t 
(4-1) 
where p is the resistivity of the sensing material , L is the length and A is the cross-
sectional area. 
Assuming that the thickness, t, is uniform and therefore constant 
L 
a -
W 
where L / W is the aspect ratio. 
(4-2) 
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As such, the resistance of the sensor is directly proportional to the aspect ratio of the 
electrodes. 
The main limitation of many previously fabricated FET chemical sensors is their 
incompatibility with standard foundries fabrication processes [4.9-4.11]. The gate of this 
FET sensor is connected to a capacitive sensing plate which is left floating. Any potential 
created through the sensing material interaction (working function change) with a target 
gas or vapour appears, due to capacitive coupling, on the gate of the FET. However, there 
is a constraint requiring that sufficient potential at the gate is achieved to ensure the 
transistor turns on. As the gate is floating, it will have a potential subject to the variation 
in the fabrication process. This value can vary anywhere between -500 mV to +2 V [4.9]. 
Therefore, it is possible that if the gate potential is at -500 m V, any small modulation of 
the gate potential created by the sensing material will be lost. A double strategy is 
employed to ensure the transistor will be turned on. Firstly, the source voltage (V/3/AS/ 
shown in Figure 4.13) can be biased to operate in the negative region to allow Vas to be 
greater than 0.7 V, hence in the conduction region. Alternatively, or by employing both 
techniques simultaneously, a second capacitive plate placed below the sensing plate can 
be used to capacitively inject a biasing voltage (VB/AS] shown in Figure 4.13) to turn on 
the FET. 
(a) (b) 
Figure 4.16: Combined resistive/FET sensor. (a) Cross-sectional view of sensor. (b) chematic diagram of 
sensor. 
Figure 4.16(a) shows the cross-sectional view of the sensor and (b) shows the schematic 
diagram of the sensor. The capacitive sensing plate is implemented on metal layer 3 
which is directly below the silicon nitride passivation layer under the sensing film. The 
biasing plate was implemented on metal layer 2. In this design, the sensing mechanism 
was achieved by charge redistribution from the floating gate to the FET gate. It is thought 
that when the polymer is exposed to a reactive gas or vapour, the work function of the 
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polymer changes [4.9-4.11]. This results in a change of the potential of the polymer 
above the floating electrode. This in tum induces a charge movement, between the 
floating gate and the FET gate, so altering the operating point of the FET. Similar designs 
have been reported using a suspended gate FET where the sensing material is deposited 
on the underside ofa top plate [4.9). This top plate is suspended from the lower plate by 
an air gap, which channels the sample gas. A limitation of this design is that as the FET 
is enhanced, it will require a certain minimum voltage before becoming active. Hence, a 
charge will have to be induced on the gate sufficient enough for conduction to occur so 
that the FET is turned on. 
As the design is based on capacitors, it is useful to examine at the capacitive 
equivalent circuit for this design. Figure 4.17( a) shows the circuit schematic of the FET 
sensor. Vs is the potential developed by the sensing material and [SEN is the current 
through the FET. Figure 4.17(b) shows the capacitive equivalent circuit where CSIiNSOR is 
the sensor capacitance, CSUB is the substrate capacitance, COATE is the gate capacitance 
and VOATE is the gate voltage. 
! CsENSOtFil S.8 iF 
(a) (b) 
Figure 4.17: Capacitive equivalent circuit. (a) Circuit schematic ofFET sensor. 
(b) Capacitive diagram with capacitance values. 
It is possible to calculate these capacitance values as the dimensions of the capacitance 
plates and the materials between each layer are known. The length of the centre electrode 
will be extended to 114 J.lm, which is the extension of the pad structure following the 
design rules. The parasitic capacitance includes the track capacitance calculated from the 
track length (6 Ilm x 8 Ilm of metal 2, 5 J.lm x 6 J.lm of metal 1 and 9 Ilm x 1.5 pm of poly 
1) and values from the AMS process parameter data sheet [4.12]. The parasitic resistance 
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is in the order of ~ 1016 n. Transistor dimensions of 0.6 ~m x 1 0 ~m (channel length / 
width) have been used in these calculations. 
V'GATE = 
CSENSOR ----------~~~----------- X Vs 
C SUB + C GATE + C PARASITIC + C SENSOR 
(4-3) 
Using these values, the gate voltage can be calculated as a ratio of the capacitance as 
shown in Equation (4-3) where V'GATE is the gate voltage from only the sensing potential. 
From these values the loss of signal by capacitive coupling from the voltage source is 
calculated to be 24.6 %. 
4.4.2 DC-offset cancellation circuit for offset removal 
The primary function of the DC-offset cancellation circuit was to remove the DC 
baseline voltage of the sensor, allowing the small sensor response signal to be amplified. 
Given in Equation (4-4), the sensor output voltage (Vs) has a nominal value, commonly 
known as the baseline or offset voltage. This offset voltage typically sits at around 2.5 V 
(for CMOS, it is desirable to have an offset voltage in the middle of the operating voltage 
range to allow maximum positive and negative voltage variation). 
(4-4) 
where [SEN is the constant current drive and Rs is the nominal resistance of the 
sensor. 
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Figure 4.18: Example of a polymer sensor response to various pulses of ethanol and toluene vapour in air 
with baseline voltage. 
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When the sensor was exposed to a target analyte, the small response will override on top 
of the baseline voltage. It was not possible to amplify this signal significantly with a 
CMOS circuit as it only has a voltage range of 5 V. In order to enable higher 
amplification of the sensor response signal, the offset voltage has to be removed prior to 
amplification. Figure 4.18 shows an example of a sensor responding to 4 pulses of 
ethanol vapour followed by 4 pulses of toluene vapour of increasing durations (5, 10, 25, 
50 s). The baseline voltage was about 1.965 V and any output voltage variation due to 
analyte exposure results in sensor response being added to the baseline. For example, the 
largest response to toluene vapour of 50 s duration results in the output voltage to change 
from the baseline of 1.965 V to 2.015 V. The signal variation is thus about 50 m V, 
however, due to the high baseline voltage of 1.965 V, it is not possible to amplify the 
signal beyond twice (2x) using CMOS circuitry. 
Various options were studied, which including dynamic capacitive storage [4.13], 
digital storage [4.14] and floating gate [4.15]. However, due to the main constraint of 
having to hold the offset voltage for a long duration, a digital storage scheme was chosen. 
The block diagram of the circuit implementation of the DC-offset cancellation circuit is 
given in Figure 4.13. A 10-bit counter register, 10-bit DAC and comparator were used to 
implement the DC-offset cancellation circuit. An external clock was used to ramp up the 
counter which determines the output voltage of the DAC. This output voltage was 
compared to the sensor baseline voltage and the comparator's output will disable the 
counter when the DAC voltage exceeds the sensor baseline voltage. The Pspice 
simulation for the DC-offset cancellation circuit is shown in Figure 4.19. 
Six signals of interest are shown here, three are digital and three are analogue 
signals. The sensor response (purple trace) has an offset (baseline) voltage of 1.5 V with 
a 100 mV first-order exponential response occurring between 200 ~s and 320 ~s. The 
three digital signals correspond to the comparator output (Comp), the externally driven 
clock (Clock) and the AND-gate output signal (AND_OP). For details about these tap 
points, refer to Figure 4.20. In this simulation, the external clock is pulsed at 1 MHz to 
slowly ramp up the DAC output voltage (DAC_OP, green trace) at 5 mV / ~s (per step). 
While the DAC signal is being gradually increased, it is continuously compared to the 
sensor baseline voltage sitting at 1.5 V. The comparator output remains high, showing 
the sensor baseline is greater than the DAC voltage. When the DAC output exceeds the 
sensor baseline voltage (at 155 I1s), the comparator output negates to low, thereby 
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disabling the clock signal connected to the counter via the AND-gate. As all counters are 
clocked simultaneously with each sensor sitting at a different offset voltage, the full 1024 
cycles will be clocked. The signal conditioned output (red trace) was initially out of 
range due to the lOx amplification. However, as the difference signal falls within its 
operating range, it ramps up rapidly to stabilise at 2.5 V due to Vre/ = 2.5 V. Upon 
completion of this initialisation phase, small sensor response signals can be amplified . 
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Figure 4.19: Pspice simulation result of the DC-ofTset cancellation circuit. 
In the DC-offset cancellation mode, there was a need for an initialisation phase prior to 
the measurement phase. The initialisation phase is required to setup up the counter 
register such that it maintain the count of an equivalent DAC voltage that is slightly 
higher (± I-bit error is only 5 mY) than the sensor baseline voltage. These voltages were 
higher than their corresponding sensor baseline voltages because as soon as the 
comparators detect that the DAC voltage exceed the baseline, they will be negated to 
disable the clock signal connected to increment the counter (counter halt). Since the 
counter is IO-bit, and as all sensor cells are clocked simultaneously, 1024 cycles are 
required to complete the offset calibration cycle. Using a I MHz clock, the offset 
calibration cycle only requires about I ms. Other operations required in the initialisation 
phase include setting up the current drive, sensor mode operation, sensor route and 
amplification selections. 
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4.4.3 Smart sensor cell and sensor array 
For each sensor, there is a dedicated programmable current drive, DC-offset cancellation 
and amplification circuits. Detailed circuit implementation of each sensor cell is shown in 
Figure 4.20. The three programmable current drive selections are implemented using 
current mirror circuits. The values of these 3 selections are determined using external 
resistors and all 70 sensors are classified into 6 groups where their current selections are 
set to the same value. For simplicity, all the current selections are set to I = 1 !lA, 10 !lA 
and 1 00 ~A as the sensor resistance can be controlled through the deposition process. A 
multiplexer (implemented using two switches) is used to select the sensor mode of 
operation either in resistive mode or FET mode. Depending upon the signal level , the 
sensor output can either be directly routed to the output pad or be amplified through the 
DC-offset cancellation circuits . 
...------.-- PRESEiJ5Cc 
~
Figure 4.20: Detailed circuit implementation of a en or cell. 
On the DC-offset cancellation route (also referred as the select interface, 
SEL_INTERF ACE), the nominal gain is x lOon the differential amplifier. This signal 
can be further amplified by 5, 10 or 100 to obtain an effective gain of between 10 and 
1000. A two-stage approach was necessary to avoid using large resistors necessary for 
producing high ratios needed to implement the gain amplifier. This reduced the need for 
large resistors, which is costly to implement in silicon design as it occupied a 
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considerable area. The signal was then filtered with a low pass filter set at a corner 
frequency of 1 kHz to remove high frequency noise. The sensor mode selection, current 
drive selection and gain selection are implemented using switches controlled with a D-
latch. The D-Iatches hold the information for these selections and each sensor cell has 9 
D-Iatches with their format shown in Figure 4.21. 
08 (MSB) 07 D6 05 04 03 02 01 00 (LSB) 
Figure 4.21: Data format for sensor cell operational parameters. 
All D-Iatches within each cell, and across all cells are cascaded in series (row-by-row) to 
reduce the number of I/O's required to initialise the chip. In all, 630T (9 bits x 70 
sensors) cycles are required to initialise the sensor mode, current drive and gain of all 
sensors. This requires only 630 j.lS with a 1 MHz clock. The complete initialisation phase 
requires only 1.63 ms (1 ms + 630 j.ls). However, in the unlikely event of having to 
modify a single selection, the complete cycle has to be re-programmed. The timing 
diagram for the complete initialisation phase is shown in Figure 4.22. Seven control 
signals are required to program the sensor array. 
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Figure 4.22: Timing diagram for initialisation phase ofaVLSI sensor array. 
Measurement 
phase 
The design of the sensor array was based on an incremental bottom-up approach where 
the basic components were designed and simulated before the upper level was built upon 
using these basic components. The final design for each sensor cell and the fabricated 
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footprint are shown in Figure 4.23(a) and (b) respectively. The size constraint limits each 
sensor cell to be less than 600 11m x 600 11m including the tracking (interconnects). 
(a) 
Figure 4.23: mart sensor cell. (a) ensor cell de ign and dimension. 
(b) Fabricated sen or cell footprint. 
(c) 
Figure 4.24: aVL I sensor array . (a) Footprint of sensor array de ign. (b) Fabricated en or array. 
(c) ensor array packaged onto P A256 socket. 
70 sensor cells were tiled into 5 rows of 14 elements. Together with the necessary I/Os 
pads, the circuit was routed to create the final footprint for the aVLSI chip (Figure 
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4.24(a». Figure 4.24(b) shows the fabricated sensor array and Figure 4.24(c) shows the 
sensor array packaged onto the PGA2S6 socket. 
4.4.4 aVLSI post-processing and polymers deposition 
Although standard CMOS process provides numerous advantages for smart sensor array 
fabrication, there is an issue with the use of aluminium as the electrodes material. Due to 
the formation of aluminium oxide on the electrodes of the sensor, they have to be gold 
plated to ensure a stable contact between the sensing material and the aluminium. 
The need for gold plating in the semiconductor industries is growing, especially 
in the area of flip chip bonding where aluminium is not desirable due to electromigration 
and brittle inter-metallic formation [4.16-4.17]. A Ithough these processes are becoming 
standard, they are only available at wafer level. In-house gold plating process is an 
alternative to work at device level. A four steps electrode-less gold plating process 
described in [4. 18] can be used. However, as these chemicals are only available in North 
America (Technic USA and Canada), other techniques have to be explored. 
Figure 4.25: Gold deposition of aluminium electrodes. (a) Aluminium e lectrode before gold deposition. 
(b) Gold deposited electrodes. 
Figure 4.2S(a) shows the electrodes before the gold-plating process and Figure 4.2S(b) 
shows the electrodes after the process. In this instance, a heat embossing technique using 
a wire bonder (Kulicke and Soffa Industries, U A) was employed. This technique 
required each electrode to be manually coated with several passes using a heated 
microtip. The result of this gold deposition is less precise with uneven surfaces. 
However, this does not affect the performance of the circuit. 
The sensor array was then ready for polymer deposition. The same recipes given 
in Table 4.1 and 4.2 were used . The two de po it ion schemes produce two types of sensor 
arrays with two photographs of the deposited sensor array shown Figure 4.26. The 
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aVLSI-nose I sensor array was deposited with 5 different sensing materials, as shown in 
Figure 4.26(a). The aVLSI-nose II sensor array was deposited with 10 different sensing 
materials as shown in Figure 4.26(b). 
(a) 
Figure 4.26: Deposited aVLSI-nose sensor array. (a) aVLS I-nose I sensor array deposited with 5 di ffe rent 
sensing materials. (b) aVLSI-nose II sensor array deposited with 10 different sensing materials. 
A PCB similar to Figure 4.10 (not shown here) is used to monitor the resistance during 
the deposition process. The details about the deposition proces are the same as described 
in Section 4.3.3. 
4.5 Conclusions 
In this chapter, the detailed fabrication processes for three different types of sensor have 
been discussed. They include discrete sensors, the hybrid-nose sensor array and the 
aVLSI-nose sensor array . In addition to the 5 types of sensing materials described In 
Chapter 2, five new recipes have been developed to increase the sensor diversity. 
For the hybrid-nose sensor array, 80 re istive microsensors are built on a 10 mm 
x 10 mm silicon die to achieve miniaturisation. Two different hybrid-noses with 5 and 10 
different types of sensing materials have also been fabricated. 
In the aYLSI-nose chip, the integration of 70 en ors, drive and signal 
conditioning circuitries has been achieved. Both the resistive and FET mode of operating 
the sensor have been discussed. To improve small sensor response signal, a novel DC-
offset cancellation circuit has been implemented for each sensor cell. The 
implementation and simulation of this circuit has been explained in detail , together with 
the appropriate timing protocols required to program it. Although circuit integration has 
been achieved, aluminium electrodes which are not compatible for sensing materials 
deposition requires additional post-processing. A heat-embossing technique is used here 
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to coat the electrodes with gold. Lastly, two different aVLSI-noses with 5 and 10 
different types of sensing materials (as in hybrid-noses) were fabricated. 
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This chapter describes the design and fabrication of novel microtluidic packages using 
stereolithography. The basic design contains an embedded microchannel traversing 
through to the planar silicon microsensors upon assembly. Initial considerations included 
technologies such as silicon micromachining, deep Reactive Ion Etching (RIE), 
Lithography Galvonoforming Abforming (LIGA), as well as other high-aspect ratio 
microstructure and microchannel fabrication techniques using materials like SU-8 and 
benzocyclobutene (BCB). However, these techniques produce "2.5-0" planar structures 
which are not suitable to fabricated full 3-D structures. Moreover, these techniques are 
expensive for small to medium volume fabrication. 
Introduced in the early 1980s by different teams in Europe, USA and Japan, 
microstereolithography (MSL) techniques have been established for the rapid prototyping 
of micro components. The main advantage of this technique over silicon micromachining, 
is that it is possible to fabricate full 3-D devices without the need for expensive sets of 
photo-masks or complex fabrication procedures. 
In the scope of the project, three stereolithograhy (SL and MSL) systems have 
been used. Two systems were made available through our collaborators in USA and in 
UK, while the third system was installed at the Microsystems Laboratory at the 
University of Warwick. The Viper si2 SLA system (3~ Systems, USA, installed at 
Georgia Institute of Technology, USA) was used to fabricate the first generation 
microtluidic packages. At the Rutherford Appleton Laboratory (Oxford, England), the 
Proform MSL machine (Proform AG, Switzerland) was used to fabricate variations on a 
simple microchannel package. At Warwick, as full access to the fabrication facilities is 
available, all remaining designs were fabricated using the Perfactory MSL system 
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(Envisiontec, Germany). The first two systems will be briefly described while the third 
system will be examined in detail. 
5.2 Stereolithography and microstereolithograhy fabrication 
Stereolithography and microstereolithography are 3-D fabrication processes based on 
photopolymerisation. Objects are fabricated by superimposing a large number of layers 
obtained by a light-induced and space-resolved polymerisation of a liquid resin into a 
solid polymer [5.1] . The process begins with the creation of the desired object in the form 
of a computer aided design (CAD) model. The 3-D model is sliced into a series of 2-D 
layers perpendicular to the direction of build. The basic building process is shown in 
Figure 5.1 [5.2]. 
Mirror 
Elevator 
UV laser 
Vat of UV 
'~ .:c...IU-- curable 
solution 
Figure 5.1 : Basic principle of microstereolithography fabrication. 
Most SL systems convert the layer information to trace out a path which is on the surface 
of each layer. The object is then lowered to allow resin to recoat over the previous layer. 
The next layer is then superimposed on top of the previous polymerised layer. This 
process continues until the whole object is built. 
Photopolymerisation is a process that combines a number of monomers (small 
liquid molecules) to make them into polymers (larger solid molecules) with the aid of 
ultra-violet (UV) laser (or other form of light source). The curing depth and line-width of 
the photopolymerisation process are two most critical parameters that require careful 
control during the fabrication process. Figure 5.2 shows the theoretical intensity profiles 
of a UV beam (Gaussian) and the resultant spot cured within the resin [5.2]. The resin 
will only cure where the threshold (also known as the critical exposure) exceeds a desired 
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value. The Beer-Lambert law describes the fraction of light transmitted through an 
absorbing system. Other details pertaining to the photopolymerisation process is 
available in [5.2]. 
- - - - - ---'-~~-"";"""";"""";"""";""---..r---
Cured .,POI 
Figure 5.2 : Theoretical intensity profile of the UV laser beam (approximately Gaussian) and the 
resultant spot cured within the resin. 
Currently, two major classes of systems are available. They are classified as either the 
scanning (vector-by-vector) type or the projection (integral) type [5.3] depending on the 
photopolymerisation process. For scanning type MSL systems, a UV laser spot is 
scanned over the entire 2-D plane (similar to the scanning technique in analogue 
television (without interlacing)) using galvanometric mirrors. In such systems, curing is 
done in a spot-by-spot fashion on the 2-D plane (layer). Upon completion of a layer, the 
next adjacent layer is repeated. An example of such a system is shown in Figure 5.3. 
Also known as the classical MSL system, these types of systems are the most 
common type of MSL systems developed today [5.3]. Significant improvements have 
been made on these systems of which some of the most notable include the integrated 
harden (IH) polymer SL process, the mass-IH system, the super-IH and the two-proton 
MSL system. The IH system was developed by Ikuta eJ al. [5.4] to overcome the beam-
focusing problems found in classical MSL system. The mass-IH system was also 
proposed by Ikuta [5.5] in 1996. This system increases the throughput of the classical 
MSL system by utilising an array of fibre-optic multi-beam scanning. 
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Figure 5.3 : Classical MSL system using the vector-by-vector scanning process. 
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In 1998, lkuta [5.6] proposed yet another improvement to his predecessor system known 
as the super-IH process. In all previous systems, a Z-stage is required to shift the partially 
built object downwards so that a new layer of uncured resin will coat the previous 
polymerised structure. Such a technique reduces the fabrication resolution due to the 
surface tension of the liquid monomer. To address this problem, the super-IH process 
was developed to cure the monomer at a specific point in 3-D space by focusing a laser 
beam into a liquid UV-curable monomer. An added advantage of such a system is that 
the build is freely movable without the need for support structure. Two examples of such 
objects are given in Figure 5.4 [5.7]. 
(a) (b) 
Figure 5.4: Freely movable objects fabricated by super-IH process. (a) Micro ring rotator (Diameter: 
24 Ilm, fabrication time: 3 min) . (b) Micro ring rotator (Diameter: 47 Ilm, fabrication time: 20 min). 
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To further improve the resolution of the conventional MSL process, Maruo and Kawata 
[5.8] introduced the two-proton MSL process. The main feature in the two-photon MSL 
system is the requirement for two-photon absorption to occur before the polymerisation 
process can be initiated. The lateral resolution of such a MSL system is only 0.62 ~m 
while the depth resolution is only 2.2 ~m [5.3]. This is significantly better than any other 
type ofMSL systems. A summary of the various MSL systems available is given in [5.1] 
and updated in Table 5.1. 
Table 5.1: Major SL and MSL processes developed between 1993 and 2004. 
Research team Principle Special feature Build Envelope Resolution References 
Ikuta el 01 1993 Scanning Constraint surface 10 x 10 x 10mm 8-60 11m [5.4) 
Takagi et 011993 Scanning Constraint surface 20 x 20 x 20 mm SxSx3~ [5.9) 
Zissi e/ 011994 Scanning Free surface Not reported 30 x30 x 20 ~ [5.10] 
Zhang el 0/1998 Scanning Free surface Not reported Spot is 1-2 ~ [5.11] 
Bertsch el 011993 Projection LCD,laser SIS nm 1.3 x 1.3 x 10 mm SxSxS~ [5.12) 
G6tzen el 011996 Not reported Used commercially 50 x 50 x 50 mm 10 x 10 x I ~ [5.13) 
Chatwin eloll998 Projection LCD. laser 315.S nm Not reported Not reported [5.14) 
Loubere el 011998 Projection LCD, lamp (visible) 3 x 2.4 mm (x-y) 5 x 5 x 10 ~ [5.15] 
Bertsch el 011998 Projection DMD.lamp (visible) 6 x 8 x 15 mm Sx5x5~ [5.16) 
Bertsch el 012000 Projection LCD, lamp (UV) 10 x 8 x 20mm 10 x 10 x 10~ [5.17] 
Mamo el 0/1996 Under surface 2-photon process A few 100~ Submicrometer [5.8] 
Ikuta el 011998 Under surface I-photon process A few 100 11m Submicrometer [5.6) 
Kawata el 01200 I Under surface 2-photon process A few 10 11m 150nm [5.18) 
Devaux el 01 200 I Projection Wavelength change 3 x3mm(x-y) 20 x 20 x 20 ~ [5.19) 
Viper si2 2001 Scanning Zephyr blade 125 x 125 x 250mm SOxSOx50~ [5.20] 
Perfactory Mini 2002 Projection Back projection 42 x 34 x 230 mm 32 x 32 x 25 ~ [5.21) 
An important point to note is that although the resolution was gradually improved, the 
build envelope is reduced at the same rate because the building time increases as the 
resolution falls, making it costly. This implies that the higher resolutions can only be 
achieved for very small objects. However, in this case and many other potential 
applications, it is desirable to fabricate large parts with small feature size. 
The other type of MSL system is known as the projection-based type MSL 
system. For this type of system, the entire 2-D plane is cured simultaneously using a 
dynamic mask projection system (such as the Digital Micromirror Device (DMDTM) 
[5.22] or Liquid Crystal Display (LCD». The most obvious advantage of this technique 
is the increase in throughput. However, there is a compromise between build resolution 
and build envelope. This limitation is inherited from the resolution of the DMD that will 
be discussed in detail in the next section. 
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5.3 Stereo lithography and microstereolithography systems 
Three systems used for micropackage fabrication as stated earlier will be described in 
this section. 3-D Systems (USA) produced the first commercial SL system in 1987 [5.3] 
with the Viper si2 system (Figure 5.5(a» made available in 200 I [5.20]. The resolution 
for the Viper system in the high-resolution (HI-RES) mode of operation is 75 11m x 
75 ~lm x 50 ~lm (X, Y, Z) with a 125 x 125 x 250 mm3 build envelope. The transparent 
resin used is SL 5510 (Renshape, Switzerland) epoxy-based acrylate resin (details are 
available in Appendix C). The machine setup is similar to those of the classical SL 
system (shown in Figure 5.3). The main distinction of this system lies in the recoating 
mechanism. 
(a) (b) 
Figure 5.5: Stereo lithography and microstereolithography systems. (a) Viper si2 SLA system from 3D 
Systems. (b) Proform MSL machine from Proform AG. 
The Viper system employs a zephyr blade to level a freshly recoated resin on the top 
surface. This technique provides better layer thickness control compared to the "dipping" 
mechanism used in other SL systems. Two such parts fabricated by the Viper system in 
collaboration with Georgia Institute of Technology, USA are shown in Figure 5.6. The 
building time for these parts is about I hour. The layer building time worked out to be 
approximately 20-25 s / layer on average for these parts. 
The Proform MSL system from Proform AG (Switzerland) is the result of 
research output from the Institute of Microsystems at the Swiss Federal Institute of 
Technology (EPFL, Switzerland) [5.17]. This system is based on the projection technique 
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that employs Digital Light Processing (DLP) technology [5 .22]. The build envelope was 
10.24 x 7.68 x 20 mm3, which is determined by the DMD with 1024 x 768 micromirrors. 
-2mm 
(a) (b) 
Figure 5.6: Microchannel package fabricated using Viper si2 system. (a) Fabricated MSL I 01 . 
(b) Fabricated MSLI02. 
It has a lateral resolution (X, Y) of 10 11m x 10 11m. The depth resolution (Z) is also 
10 11m controlled via a Z-translation stage driven by a stepper motor. This system 
employs an epoxy-based acrylate resin (SL 5220, Renshape, Switzerland, details 
available in Appendix C) and uses the "dipping technique" to recoat the top layer with 
fresh resin prior to exposure. 
(a) (b) 
Figure 5.7: Microchannel package fabricated using Proform M L system. (a) Part 1 ofMSLl02. 
(b)Part2ofM L102. 
A photograph of the Proform MSL system is shown in Figure 5.5(b). Due to the size of 
the build envelope of this MSL system, it was not possible to build the whole package in 
a single build cycle. Hence, the package was sliced into two parts, which had to be 
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assembled together prior to curing. Two of the fabricated parts are shown in Figure 5.7. 
The exposure time (7 s) in this system is consistent with other projection MSL systems, 
since each layer is cured simultaneously irrespective of the layer pattern. As the layer 
thickness is only 10 ~m, it takes a long time (~ 3 hours) to fabricate the same package. 
The fabricated packages showed considerable amount of geometrical errors, 
possibly due to the lack of support structures, and jitter between layers. [t was also 
difficult to assemble them upon build without any post-processing. In addition, as only 
limited access to the machine is granted, it was decided to focus on the in-house systems. 
(a) (b) 
Polymerisation tray 
and photopolymer 
_ Opticsand 
projection system 
Figure 5.8: Photographs of Perfactory MSL system. (a) Perfactory M L system. 
(b) Exploded view of the M L system. 
The MSL systems available at Warwick were the Perfactory MSL systems from 
EnvisionTec (Germany) [5.21]. Two systems with different resolutions and 
configurations were available. The first system was a standard version with 93 x 93 x 
50 ~m3 (X, Y, Z) resolution while the second system was a mini version with 32.8 x 32.8 
x 25 ~m3 resolution. The build envelope was 120 x 96 x 230 mm3 for the standard 
version and 41.98 x 33.59 x 230 mm3 for the mini version. This directly corresponds to 
the DMD resolution of 1280 x 1024 micromirrors. Based on the back-projection 
technique, the system provides better layer recoating. As this technique 'sandwich' the 
fresh resin for new layer between the polymerised object and the base plate, the layer 
thickness is in theory consistent and flat (because it is being anchored to the base plate), 
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hence resulting in better build. Figure 5.8 shows various pictorial views of a Perfactory 
MSL system. 
In addition to the uniqueness of the recoating mechanism, the Perfactory system 
also featured an integrated embedded system running Linux Operating System (OS). This 
removed the need for any dedicated PC (or in a form of PC plug-in card) required to run 
the system (as used in the previous two systems), thus further reducing the cost of the 
system. Any computer connected to the network (with Perfactory firmware installed) can 
be used to download the job file (via a Local Area Network (LAN) connection) to the 
Perfactory system. 
5.3.1 System setup 
The Perfactory MSL system setup is similar to any standard projection-based MSL 
system. The hardware consists of a visible light source, a dynamic mask modulator 
(implemented using DMD), a shutter with focusing optics, a photoreactor platform, a Z-
stage for moving the base (build platform) and an embedded Pc. For each layer, the 
DMD modulates the light such that the layer mask pattern appears under the resin. The 
DMD does this by flipping the mirrors toward or away from the light source. Each layer 
mask is stored as a mono picture file with each pixel corresponding to a micromirror state 
(ON/OFF), determined by whether it is black (OFF) or white (ON). 
Photo reactor 
..... _ ... -platform 
),jlIIJ--........ ~ 
. _ II+-Obied base 
Focusing optics 
DMD (5.22] 
Figure 5.9: Setup of the Perfactory MSL ystem. 
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Upon exposure for a pre-determined amount of time (known as the exposure time), the 
pattern corresponding to the mask will be cured. Once a layer is cured, the Z-stage 
(driven by a lead screw coupled to a stepper motor) moves upwards by a layer thickness 
step. As the surface of the photoreactor is coated with a silicone-based material with 
lower coefficient of friction when compared to the object base, the cured layer will be 
attached to the object base instead. Figure 5.9 shows the setup of the Perfactory MSL 
system. 
Similar to any other projection based MSL system, the building time is constant. 
For the standard setup, the building time is 15 mm per hour on 50 pm layer (12 s I layer). 
For the mini version, the building time is 9 mm per hour on 25 pm layer (10 s I layer). 
Table 5.2: Resolution and build envelope of the two variant of Per factory MSL systems. 
System variant Perfactory Standard SXGA (zoom) Perfactory Mini SXGA (Multi Lens) 
Resolution SXGA: 1280 x 1024 pixel SXGA: 1280 x 1024 pixel 
Build envelope 
XYZ 
Pixel size XY 
Layer thickness Z 
190 x IS2 x 230 mm to 
120 x 96 x 230 mm 
148 11m pixel to 93 J.lm pixel 
50 J.lm to 150 J.lm 
Lensf= 60 mm Lensf= 85 mm 
77 x 61 x 230 mm 41 x 33 x 230 mm 
60 11m pixel 32 J.lm pixel 
2S J.lm to SO J.lm 
For each system setup, it is possible to vary the build envelope by compromising the 
pixel resolution. A larger build envelope allows larger objects to be built. However, as 
the DMD has a fixed number of micromirrors, this can only be achieved by extending the 
size of coverage for each pixel. Table 5.2 shows the resolution and build envelope of 
these two systems [5.21]. 
5.3.2 Support structures generation 
For complex objects with protruding parts, support structures are required to hold these 
parts during the build. In other cases, it is desirable to preserve certain surface features or 
to build the object in a certain orientation. All of these techniques require some means of 
attaching the object to the base of the platform to support the weight of the partially built 
object. For example as shown in Figure 5.10(a), the inverted "T" structure requires 
support on its wings during the build. Consider the scenario without the support structure, 
as the object is progressively built, only the vertical portion is fabricated. Upon curing 
the first horizontal layer, the object base will move upwards, allowing fresh resin to flow 
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in. Due to the mechanical strength of this thin layer and the small anchorage connecting 
to the only support (vertical part of the "T"), the recoating process may deform or shift 
the position of the cured layers. In addition, bowing is likely to occur even if the build is 
successful. 
Object base 
~ ............. 
Inverted "T" structure 
(a) 
Supporting 
structure 
(b) 
Complex 
/' microchannel 
.r package 
Support 
structures 
Figure 5.10: Support structure generation . (a) upport structure for inverted "1'" object. 
(b) Support structure for complex microchannel package. 
Figure 5.1 O(b) shows a complex microchannel package with the support structures. The 
base is at the top with the object slightly dipped below this level to retain its sharp top 
surface features. With this support structure, the object can be fabricated to preserve the 
feature on the top and bottom surfaces of the object. The build orientation of the package 
is such that the microchannels are vertical to allow draining of uncured re in inside the 
microchannel while it is being built progressively upwards. The support structure 
attached to the package has a staggered snapping structure so that they can be easily 
removed after the build. 
Unlike some advanced MSL systems, which are capable of building freely 
movable microparts (discussed in Section 5.2), it is necessary to incorporate support 
structures into objects requiring freely movable parts. Figure 5.11 shows two one-way 
micro check valves with (a) a rectangular shaped flap, and (b) a cone shaped flap. In the 
normal mode of operation, the flow pressure from the inlet will lift the flap upwards, 
allowing the air or fluid to flow towards the outlet. However, if the flow i reversed due 
to the pressure applied on the flap, the inlet ("outlet" as the flow is rever ed) will be 
blocked by the flap. As it is not possible to build an object with freely movable parts, 
support structures are required to hold the flap during the build. Upon completion, a 
Chapter 5: Design and fabrication of microj1/1idic packages 106 
microneedle is inserted to remove the support structure, hence releasing the movable 
flap. 
(a) (b) 
Figure 5.11 : upport structure for fabrication of objects with freely movable parts. (a) Micro check 
valve with freely movable rectangular flap . (b) Micro check valve with freely movable cone flap . 
(b) 
Figure 5.12: Fabricated objects with supporting structure. (a) Micro check valve with freely movable 
' coned-shape' flap. (b) Micro check valve with freely movable ' quare- hape' flap . 
(c) Complex microchannel package with upport . 
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The Magic 9.01 (Materialise N.V., USA) [5.23] software is capable of generating support 
structures. However, it can only generate support structures vertically as shown in Figure 
5.l O(a). Custom-designed support structures are required to attach to the side-wall of the 
object as shown in Figure 5.10(b). Figure 5.12 shows the fabricated support structures 
discussed above. Figure 5.12(a) and (b) shows the support structure for the cone and 
rectangular flap respectively. Figure 5.12(c) shows the support structure for a complex 
microchannel package to enable the microchannels to run vertically; at the same time the 
top and bottom surfaces of the object are preserved. Figure 5.12(d) shows the sections of 
the support structures adjoining the package are designed with a staggered snapping 
structure to allow the support structure to be removed easily after the build. 
5.3.3 Design and fabrication process 
The design process begins with the simulation of the different geometrical designs that 
were conceptualised at the beginning of the project. Starting with a simple design, it was 
re-iterated to improve the system responses based on the simulation results, 
manufacturability and ease of integration. The simulation results have been covered in 
Chapter 3. The geometrical models from the simulation software (FEMLAB) can be 
exported as a CAD model file (DXF). 
The Perfactory system accepts object data files in the form of "srL" 
(stereo lithography) file. This file format is widely used in most rapid prototyping 
applications, especially among stereolithography systems. Most CAD softwares have an 
export feature to allow conversion from their native format into "SrL". Here the 
AutoCAD 2002 is used to modify the simulated geometry model of the object before it is 
converted into srL format. 
The object file in SrL format is then analysed using Magic software for any 
triangulation error. The srL file stores the object information in the form of triangulated 
facets of all surfaces of the object. Depending upon the original software used to create 
the SrL file, it may contain triangulation errors that requires repair. These geometrical 
flaws exist in srL file because many commercial tessellation algorithms used by CAD 
vendors are not robust [5.24]. In addition, the Magic software can also be used to 
calculate the volume of resin required and perform any mechanical analysis of the object 
mechanical properties using the parameters of the cured resin. 
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Upon object positioning and orientation adjustment, as well as support structure 
generation and triangulation error repair, the object in the form of a STL file is ready to 
build. The user selects the size of the building envelope (depending on the object size) 
and the layer thickness using the Perfactory host software. The object is then sliced into a 
number of layers depending on the object thickness. For example, a microchannel 
package with a thickness of 4 mm witt be sliced into 160 layers if the selected layer 
thickness is 25 !lm. Figure 5.13 shows 4 masks for a complex microchannel package. The 
size of each mask layer is 1280 x 1024 (XY build envelope) with the white pixels (shown 
in Figure 5. 13 (a» defining the object shape. The remaining 3 masks show different cross-
sections of the object with vertical microchannels. Obviously the orientation of object 
placement has an important impact on the building time. Consider the object where the 
bounding envelope for the object shown in Figure 5.13 is 40 mm (length) x 20 mm 
(width) x 4 mm (depth). When the object is built on its depth (4 mm), it witt require 160 
layers. However if the same object is built on its width, there will be 800 layers. This will 
takes 5 times longer to build when compared to the previous build orientation. 
(a) (b) 
(c) (d) 
Figure 5.1l: Four layer masks for complex microchannc1 package. 
(a) Base layer. (b) Middle layer 1. (c) Middle layer 2. (d) Middle layer 3. 
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Figure 5.14: Perfactory machine parameter. 
Once the object is sliced, the host software transfers the sliced layer rna ks together with 
a configuration file to the MSL machine for the build. The configuration fil e con ists of 
the following information as shown in Figure 5.14. The important parameter is the 
exposure time of each layer; this is related to the res in property and will be discll sed in 
Section 5.3.4. 
Simulation CAD design Support generation MSL fabrication 
Curing Assembly Ultrasonic cleaning 
Figure 5.15: 7-step MSL fabrication proces . 
Upon completion, the object will be attached to the base platform. It has to be removed 
and cleaned to remove uncured resin on its surfaces and microchannels. For smaller 
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microchannels, a microneedle tool is used to remove any excess resin inside the 
microchannel. The object is placed in a breaker containing isopropanol before being 
immersed in an ultrasonic bath (Otto model 300, Italy). After ultrasonic cleaning, the 
object is dried with compressed air, assembled with the microsensor array and cured 
using a light box (Metalight QXl, Primotec, Germany) for 5 minutes. This 7-step MSL 
fabrication process is summarised in Figure 5.15. 
5.3.4 Resin properties 
The resin for the Perfactory MSL system is an orange methacrylate 
(Pentaerytgritoltriltetraacrylate, details available in Appendix C). Unlike other MSL 
systems requiring expensive UV laser source, this type of resin only requires high-
pressure mercury vapour lamp. The curing time is dependent on the layer thickness as 
shown in Figure 5.16. 
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Figure 5.16: Exposure time versus layer thickness for Perfactory Mini material at 400 mW dm·2• 
As shown in Figure 5.16 [5.21], the exposure time for a 25 !-tm layer is about 4.25 s. For 
a 50 !-tm layer, the exposure time has to be increased to 6.25 s. Mechanical properties of 
the cured resin is discussed in Section 5.5.1. 
5.4 Micropackages design and fabrication 
The applications of STL and MSL systems for the fabrication of microcomponents have 
evolved at a rapid pace in recent years. Most researchers focused on creating miniature 
fluidic transport channels and the fabrication of microparts [5.1-5.19], but little attempt 
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has been made to investigate the possible union of this technology with silicon 
microfabrication [5.25-5.26]. Here several issues are investigated simultaneously through 
the use of this fabrication technique (although some new issues are generated). Firstly, it 
was identified that the prime advantage of using this technique to build a long 
microchannel is the possibility of creating multi-layers of microchannel within a small 3-
D structure. As opposed to planar fabrication techniques, STLlMSL fabrication allows 
'further compression' due to its ability to fabricate multiple-planar structures. This 
technique is even more favourable considering the fact that it does not require complex 
fabrication procedures and expensive masks. In addition, the object is simply created as a 
3-D model file using suitable software. 
The next challenge is the need to have access to various locations along the 
microchannel for generating spatio-temporal signals. This added dimension of 
complication arises due to the desire to integrate the microchannel package with a 
microsensor array (as opposed to discrete sensors that can be placed anywhere), 
fabricated using semiconductor technology that resulted in planar sensor array 
implementation (Chapter 4). Other issues (such as alignment and leakage) that arise when 
integrating the 3-D microchannel package with the silicon microsensor array have to be 
resolved. Details regarding these issues will be covered in Chapter 6. 
The microchannel package is a 3-D solid structure with an embedded 
microchannel that is used to deliver test analyte to the microsensor array. The two 
microsensor arrays have different numbers of sensors but their sensor placements are the 
same, allowing the same microchannel package to be used for both arrays. Two main 
classes of packages were designed and fabricated; they are the simple type with single 
continuous microchannel and the complex type with multiple microchannel segments. 
These are discussed in Section 5.4.1 and 5.4.2, respectively. 
5.4.1 Simple micropackages with single continuous microchannel 
The simple microchannel package contains a 5 cm long microchannel with a cross-
section of 200 J.l.m x 200 J.l.m. It has an inlet and outlet connected to the microchannel 
using micropipe connectors as shown in Figure 5.17(c). The microchannel sits on one 
side of the package while the inlet and outlet are on the opposite sides. The two designs 
for the simple micropackage are shown in Figure 5.17(a) and (b). 
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Figure S.17(a) shows the version of the simple micropackage with the sensor array holder 
while Figure S.17(b) shows the version without the microsensor array holder. The holder 
is a slot for the microsensor array to slide in with some holes at the bottom pushing the 
microsensor array towards the microchannel for a good seal. On the top-side, there is an 
inlet and outlet improvised with simple holes. These holes (as shown in Figure S.17(c)) 
have the same size as the outer diameter of the micropipe connector. Micropipe 
connectors will be inserted into inlet/outlet holes for reconftgurable interface to the mass 
flow system. This is the simplest possible design since it uses a minimum channel length 
to connect all the sensors together. 
(a) 
(b) (c) 
Figure 5.17: Simple microchannel package designs and assembly . (a) Simple microchannel package 
design I, MSL 101 (with sensor array holder). (b) Simple microchannel package design 2, MSL I 02 
(without sensor array holder). (c) Microchannel package inlet/outlet assembly with micropipe connector. 
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Some examples of the fabricated micropackages using the Viper system are shown in 
Figure 5.6. Figure 5.18 shows some examples of the microchannel packages fabricated 
by the Perfactory MSL system. Figure 5.18(a) shows two MSL I 0 I micropackages while 
Figure 5.18(b) (bottom) shows MSLI02 and Figure 5.18(b) (top) shows MSLI03. The 
basic microchannel footprint design for these packages is the same as they only differ in 
the housing or enclosure. Figure 5. 18(c) shows the alignment of the package with a 
microsensor array and Figure 5.18(d) shows the assembly with a micropipe connector. 
r ... --3.5mm 
(a) (b) 
4mm 
(c) 
Figure 5.18: Simple microchannel packages fabricatcd by the Perractory M L systcm. (a) implc 
microchannel packages MSLlOI (with sensor array holder). (b) imple microchannel packages, 
MSLl02 (bottom) and MSLI03 (top). (c) Simple microchannel package aligned with ensor array. 
(d) Simple microchannel package with inlet as embly. 
5.4.2 Complex micropackages with multiple microchannel segments 
The complex micropackage consists of multiple microchannel segments transversing 
across all sensors within the array. The microchannel runs vertically to achieve the 
desired length with horizontal segments connecting these vertical segments together to 
form a single continuous microchannel. Two different package designs were fabricated; 
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the first version consists of embedded U-shape microchannel. Although this type of 
design is favourable due to the completeness of the design, the post-processing 
complications render this design impractical (details available in the next section). To 
avoid such problems, alternative designs are implemented in Section 5.4.2.2. 
During the conceptualisation of the designs for the complex microchannel 
packages, several proposals were studied. The three important considerations are the 
length of the microchannel, the overall size of the package and the access points along 
the microchannel for the microsensor array. To achieve the longest microchannel within 
a small size package, a 3-D rectangular spiral can be built. However this design will not 
have any control over the location of the sensors along the microchannel. To maximise 
the microchannel length while maintaining the flexibility to select the location of the 
sensors along the microchannel, a simple design technique is used. A mini-chamber was 
allocated for each group of sensors at the base of the micropackage. These mini-
chambers were then connected to vertical microchannel segments (holes) which act as 
access points to these sensors. At all other empty locations (area without mini-chambers), 
more vertical microchannel segments will be created. Finally, horizontal segments were 
used to connect these vertical segments together to form a single continuous 
microchannel. Appropriate numbers of vertical segments are connected depending upon 
the desire length between mini-chambers. As such, this type of generic design can easily 
be reconfigured to accommodate a longer microchannel by extending either vertically or 
horizontally. In addition, maximised usage of 3-D space is guaranteed by having the 
vertical microchannel segments packed as closely to each other as possible. 
5.4.2.1 Preliminary designs 
There were many designs for the complex microchannel packages, however, the earlier 
versions failed. These earlier versions were designed with small microchannel cross-
section (~ 200 llm x 200 llm) each about 2 cm long. This is desirable as smaller cross-
section meant a longer microchannel within a smaller package (higher packing density). 
Some of these designs are shown in Figure 5.19. Figure 5.19(a) shows a 32 cm long 
microchannel 500 Ilm x 500 Ilm in cross-section. There is a single inlet and outlet for 
external interface and the microsensor array sits under the package. Figure 5.19(b) shows 
a complex microchannel package design featuring a 5 m long microchannel of 100 !lm x 
100 !lm in cross-section. On its top surface, there are multiple inlets and outlets to enable 
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dynamic microchannels configuration (in parallel, series or mix connection) through 
external microvalves. There are 10 microchannel segments transversing through different 
sensors residing at the bottom of the package. 
The main complication with these two designs is the embedded U-shape 
microchannel. Due to the high viscosity of the resin, uncured resin will reside in small 
microchannel after fabrication. It was extremely difficult to clean this resin away 
especially along the U-shape bend at the far-end of the microchannel. For MSL II I, 
many microchannel segments are blocked and inaccessible due to the need to manoeuvre 
through numerous U-shape bends before the uncured resin can be removed. 
Outlet 
~ Inlet 
(a) 
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Microchannels I' 
(b) 
Figure 5.19: Complex microchannel packages earlier design . (a) Complex microchanncl package 
design I, MSLlIO. (b) Complex microchannel package design 2, M Lilt. 
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Other issues include the availability of microtools for cleaning the uncured resin in the 
microchannel. As the diameter of the microchannel falls below 200 I!m, there are no 
efficient tools at this microscale to remove the uncured resin blocking the microchannels. 
Some examples of the fabricated first generation micropackages are shown in Figure 
5.20. Figure S.20(a) shows a sliced MSL II 0 with uncured resin in the U-shape bend. 
Figure S.20(b) shows mUltiple straight microchannels being blocked with uncured resin. 
A microtool used to clean the uncured resin is also shown. 
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Uncured resin in U-shape microchannel 
(a) 
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Figure 5.20: First generation complex microchannel packages. (a) Uncured resin in embcdded U-shape 
bend in MSL II O. (b) Microchannels blockage with uncured resin with microtoolused for cleaning. 
5.4.2.2 Updated designs for resolving post-processing complication 
To resolve some of the issues highlighted in the previous section, all vertical 
microchannels were re-designed to run straight through the micropackage to allow easy 
cleaning. On both ends adjoining the microchannel , a gap is included between the 
microchannels to allow them to connect. This strategy is clearly demonstrated in Figure 
5.21. Such technique allows both ends of the microchannel to be open and acces ible by 
cleaning tool. The cleaning tool can be pushed in from one end to force any excess 
uncured resin to escape from the other end. However, this resulted in an open 
microchannel on both ends that needs to be sealed. An acrylate lid is used to form a leak-
free microchannel. 
(a) (b) 
Figure 5.21 : trategy to resolve blockage by uncured resin for complex microchannel package. (a) liced 
3-D view of the strategy. (b) ero -section 2-D view of the trategy. 
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Based on this new technique, different variations of complex microchannel packages 
were designed as shown in Figure 5.22. These packages consist of two main classes of 
cross-section dimension (300 flm x 300 flm and 500 flm x 500 flm) of 4 different lengths 
(32 cm, 71 cm, 120 cm and 240 cm). The microsensor array holding slot at the bottom 
was removed for ease of interface by bonding the microsensor array onto standard 
PGA2S6 package and fitting the microchannel package from the top. The fabricated 
complex microchannel packages are shown in Figure 5.23. Figure S.23(a) shows the 
fabricated MSL 112. The top photograph shows 8 ' mini-chambers ' on the bottom side of 
the micropackage, each is designed to provide access to 10 sensors (two columns). 
(a) (b) 
~ Top Bo4tom 
view view 
(c) (d) 
Figure 5.22: Complex microchannel package designs. (a) MSL 112, 32 em x 500 11m x 500 11m 
mieroehannel. (b) MSL113, 71 em x 500 11m x 500 Ilm microchannel. (c) MSL114, 120 cm x 500 11m x 
500 11m microchannel. (d) MSLI15, 240 cm x 500 11m x 500 11m mieroehannel. 
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The microchannels for all complex micropackages have through channels to allow simple 
post-processing. Figure 5.23(a) and (b) shows some fabricated packages with the straight 
through microchannel designs while Figure 5.23(c) shows a fabricated MSL 113 with an 
inlet and an outlet prior to assembly. This package has a different bottom design with IS 
mini-chambers, each having access to 5 or 6 sensors. Figure 5.23(d) shows a collection of 
all fabricated complex microchannel packages. 
U-shape 
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20mm 
(d) 
Figure 5.23: Fabricated complex microchannel packages. (a) M L 112 perspective and top view. 
(b) MSLlI5 isometric, partial front and partial top view. (c) M L113 i omeric and partial top view. 
(d) Photographs of complex microchannel packages. 
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Fabricating through microchannels resolve the channel blockage issue, however, an 
additional step is required to passivate the open ends of the microchannel. Figure 5.24 
shows two such assembled microchannel packages. Figure 5.24(a) shows MSL 112 
assembled with a transparent plastic with an inlet and outlet. Figure 5.24(b) shows a 
similar assembly for MSLlI3. Upon completion, the packages are ready for assembly 
with the microsensor array. Details regarding these assembling will be discussed in the 
next chapter. 
(a) (b) 
Figure 5.24: Complex microchannel packages with lid assembly. (a) M Ll1 2 with plastic lid. 
(b) MSLll3 with plastic lid . 
5.5 Micropackages and Perfactory system characterisation 
The microchannel packages were characterised to determine their surface roughness and 
hardness. These tests are important to determine the operating range and limitation of the 
packages. The Perfactory MSL system is also characterised to determine the limitation of 
the machine and possibility of improving the build. 
5.5.1 Mechanical properties: surface roughness and hardness 
The surface roughness is measured over a 600 ~m x 500 ~m area on the package surface. 
The measurements were performed using the WYKO interferometer (NT-2000 optical 
interferometer, Veeco Instrument, UK) and the results are shown in Figure 5.25. Two 
main surfaces of interest are those parallel and perpendicular to the building base. Figure 
5.25(a) shows a measurement with a surface parallel to the base and Figure 5.25(b) 
shows a measurement with a surface perpendicular to the base. 
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Comparing between these two measurements, the surface parallel has a lower surface 
roughness compared to the surface perpendicular to the base. This is because each layer 
is sandwich between the partially built object and the flat bottom of the photoreactor, 
ensuring the flatness of each layer (Figure 5.9). On the surface perpendicular to the 
fabrication plane, it is rougher due to the slight misalignment between each layer while 
the base (Z-stage) is moving upwards. The parallel surface measurements give an Ra 
(mean roughness) between 25 to 200 nm while the perpendicular surface measurements 
give an Ra between 500 nm to 5 11m. 
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(a) (b) 
Figure 5.25: Surface roughness of MSLlI5 . (a) urface parallel to the fabrication plane. 
(b) Surface perpendicular to the fabrication plane. 
" 
.. 
.. 
From Figure 5.25(b), uneven lines representing the misalignment between different 
layers can be clearly observed. A simple technique to optimise the desirable surface 
finish on certain surface is to re-orientate the object such that the surface is parallel to the 
build platform. Using the layer thickness, surface angle and layer profile, it is pos ible to 
estimate the surface roughness [5.27]. 
The polymerised resin has the following properties [5.21] as given in Table 5.3. 
Table 5.3: Polymerised resin propertie . 
Perfactory (5 min post exposure) Light oven (20 min exposure) 
Bending strength 90 - 100 MPa 70 - 80MPa 
Bending modulus 1800 - 2000 MPa 1500 - 1600 MPa 
Elongation at break 6 - 9% 10 - 13% 
Shore hardnes DIN 53505 80 - 85 75 - 80 
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The results show that there is a slight decrease in the material strength and hardness for 
over curing. Separate hardness tests conducted at Warwick [5.26] show the effect of 
increasing the exposure time on the material hardness. The hardness increases by 60 % in 
the first 5 minutes. Thereafter, each subsequent 5 minutes interval the hardness increase 
only by 7 %. However, when the exposure time is extended beyond 20 minutes, the 
hardness is reduced (i.e. over-exposure). For these objects, cracks start to appear after 
some time. A detailed characterisation was not performed as this task is beyond the scope 
of this research. 
5.5.2 Perfactory system resolution, repeatability and build accuracy 
The XY (pixel) resolution of the Perfactory MSL system was determined by the size of 
the DMD device and the focusing optics. There is no issue on this lateral resolution 
except for the possibility of mis-alignment between layers discussed in the previous 
section. The Z-stage is however susceptible to larger error due to the mechanical nature 
for its movement. The vertical drive was implemented in the Perfactory system using a 
lead screw driven by a stepper motor. The resolution of this stage was 5 !lm, which is 
derived from a 1.8 0 motor rotation step, and a 1 mm screw pitch. Using a Renishaw laser 
interferometer with environmental compensation unit to adjust for any temperature 
variation, the vertical movement is monitored. Measurement performed by the Warwick 
MSL team [5.26] shows a maximum error of ± 4 !lm when operating at the minimum 
thickness resolution (25 !lm). As the system employs a stepper motor in an open-loop 
control, there is no means of improving the Z-stage without major system modification. 
The repeatability of the build has largely been time dependent. This time 
dependency can be attributed to the ageing ofthe brightness of the bulb and the monomer 
resin. Although the light bulb has a prescribed life time, it brightness varies throughout it 
lifespan. Such variation usually falls outside the acceptable limits after 50 hours of usage. 
Subsequently, the system required recalibration using a 48-point light meter test (inbuild 
in Perfactory system) to re-adjust the light intensity. The ageing of the resin was more 
difficult to determine as there is no simple measurements to assess it quality. It is also not 
possible to estimate the degradation process that is believed to be time dependent coupled 
with the effect of unnecessary exposure of the resin to ambient light. As the system was 
not placed is any special designed laboratory with shielded yellow light, when an object 
is built, it has to be removed from the base, the resin is exposed to ambient light for about 
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30 s or more. This degrades the quality of the resin by unwanted curing. The other 
possible source of resin degrading is time dependent due to the scattered light during the 
build, again altering the quality of the resin by partial curing. It is therefore 
recommended to replace the resin in the photoreactor completely after every 3 months 
instead of topping the depleted resin. 
The build accuracy is a simple comparison between the designed dimension and 
the actual size of the fabricated object. All objects were cured prior to measurement and 
hence any errors due to shrinkage (if any) are included in the measurements. The 
measurements are performed with 5 packages with an outer dimension of 20 x 20 x 7 
mm
3 fabricated at different time. 
The X and Y errors for the objects have been found to be less than ± 25 ~m in 
both directions. However, for down-facing systems where objects are built downwards, 
the fabricated objects exhibit a sloping effect on its side-walls (similarly for up-facing 
system, sloping effect still occurs but in the opposite direction) [5.27]. This slope was 
measured to be approximately 0.65 % for a 20 mm height. For the fabricated 
microchannels, the error was about ± 25 ~m for both sizes of cross-sectional area. As for 
the depth accuracy, the error is slight larger and found to be ± I 00 ~m. This was 
probably caused by the Z-stage movement error as discussed previously. Similarly, the 
depth of the object was susceptible to the ± I step error. 
(a) 
Object Exposed pixel 
Figure 5.26: Effect of pixel and placement error. (a) Pixel error irregular shape object. 
(b) Effect of offset grid placement. (c) Effect of snap to grid placement. 
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It was also important to note that the ± 1 pixel error for the lateral resolution (the ± 1 step 
error for the depth). Figure 5.26 shows the effect of pixel error on the fabricated object. 
Shown with a reduced 12 x 12 pixel map, each pixel was controlled with a micromirror 
that cures a dot (spot) depending upon the design of the object. For pixels completely 
encapsulated within the object, they are obviously turned-on (exposed). However for 
pixels along the boundary, they become indeterminist as shown in Figure 5.26(a). A 
simple algorithm is to turn on those pixels that have more than 50 % area coverage. 
Although such technique is simple to implement, it does not always produce the 
optimal results especially for diagonal and curve corners. More advance techniques 
employing anti-aliasing and many other algorithms (such as edge super-sampling and 
multi-sampling) [5.28] can produce better results. The other important issue relates to the 
placement of the object within the base grid. Figure 5.26(b) shows the placement of a 
square tube with a hole in the middle of the cross-section of the tube. In this extreme 
scenario, the object is not snapped to the grid but slightly offset. If a 50 % thresholding 
technique is employed to determine the pixel ON/OFF state, the resultant object will 
resemble a distorted solid rod instead of the square tube. However, if the object is 
snapped to the grid, as shown in Figure 5.26(c), the desired object will be fabricated 
instead. It is therefore very important for the designer to be aware of these issues and take 
them into account during the design and placement process to reduce unnecessary errors. 
Another important issue is the layer thickness control. Looking from the side 
view of the same curved object, Figure 5.27 shows the effect of varying the layer 
thickness by a factor of 4. The horizontal pixel width (X or Y) is the lateral resolution 
while the vertical direction is the layer thickness. Figure 5.27(a) shows a large layer 
thickness (2X), Figure 5.27(b) shows a medium layer thickness (X) while Figure 5.27(c) 
shows a small layer thickness (0.5X). As layer thickness is decreased, the object 
produced can more faithfully approach the original design, and the surface quality is 
correspondingly improved [5.29]. The improvement in the final object profile is at the 
expense of fabrication time. A technique called dynamic slicing has been proposed by 
[5.27], this method improves the build quality while optimizing the building time by 
assigning different layer thickness depending upon the profile of the object. As shown in 
Figure 5.27(d), for parts with straight vertical profile, large layer thickness can be used to 
achieve a faster building time without compromising the object surface finish. For curve 
or diagonal lines, smaller layer thickness can be used to achieve better surface finishing. 
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Figure 5.27: Effects of stairs-stepping as a function of layer thickness. (a) Large layer thickness. 
(b) Medium layer thickness. (c) Small layer thickness. (d) Dynamic layer slicing. 
5.6 Conclusions 
In this chapter, the general concepts of stereo lithography and microstereolithography 
fabrication have been discussed. Two different systems have been briefly examined, 
namely the Proform system from RAL and the Viper si system from 3D System. A third 
system, the Perfactory MSL system available at Warwick has been discussed in detail. 
Using these systems, various microchannel packages ranging from simple to complex 
have been fabricated. The simple microchannel packages consist of MSL I 0 I, MSLI 02 
and MSLl03 that have the same microchannel size (5 cm x 200 11m x 200 11m) but 
different external form factors. The complex microchannel packages include MSL II 0 
(32 cm x 500 ~lm x 500 11m), MSL 112 (32 cm x 500 11m x 500 11m), MSL 1\3 (71 cm x 
500 11m x 500 11m), MSLI14 (120 cm x 500 11m x 500 11m), MSLI15 (240 cm x 500 11m 
x 500 11m) amongst others. Prior to fabrication, the microchannel has been designed, 
simulated and supporting structures added if necessary. Upon fabrication, the packages 
have to be cleaned, assembled and cured . These fabrication stages have been discussed in 
details. 
During the fabrication of complex microchannel packages, one major problem 
was encountered. This is primary due to long microchannel segments with several bends 
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embedded within the solid package. Through the use of straight-through microchannel 
segments, the excess resin can easily be cleaned to remove any possible blockage. 
Finally, issues relating to the material and machine properties were briefly discussed to 
allow future users to be aware of the limitations so as to achieve better build quality. In 
the next chapter, the assembly of these microchannel packages with the sensor arrays to 
create nose-on-a-chip systems will be discussed. 
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Chapter 6 
Nose-on-a-chip: 
Integration 
6.1 Introduction 
In the two previous chapters, the design and fabrication of discrete sensors, microsensor 
arrays and microchannel packages were discussed. These components are the essential 
building blocks for the proto-nose and the nose-on-a-chip (NOC) microsystems. For the 
proto-nose microsystems, only the design and fabrication of discrete sensors had been 
described in Chapter 4. The remaining details to assemble the complete proto-nose 
system will be discussed here. In addition, "fast-nose" microsystem, which is built to 
characterise the discrete sensors prior to their usage on the proto-nose II system will be 
discussed. Using this system, numerous other characteristics of the polymer-composite 
sensors were investigated, such as velocity dependence of the response time. Upon 
calibration, the discrete sensors were assembled in a custom machined PCB base with the 
parylene C coated lid to produce the proto-nose II system. 
Building the NOC microsystems required careful assembly of the microsensor 
arrays with the microchannel packages. Two microsensor arrays with identical sensor 
placements have been designed and fabricated to enable the same microchannel packages 
to be used. Lastly, the deposition of a thin layer of parylene C material on the 
microchannels to act as a retentive material (alike the stationary phase coating in a gas 
chromatography column) will be discussed. 
6.2 Proto-nose microsystems 
The proto-nose microsystems consist of two main configurations, proto-nose I and proto-
nose II. The two major distinctions between these two systems lie in their lengths and the 
existence of intra-channel slots to eliminate intra-channel leakage. For each proto-nose 
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system, two types of lids were fabricated . The first type was made of Perspex for use as 
an uncoated microchannel while the second type was made of an inert plastic material 
(Acetal copolymer) for use as a coated microchannel after deposition with parylene C. 
An intermediate system, the fast-nose microsystem used to characterise discrete sensors 
will also be discussed. 
6.2.1 Proto-nose I microsystem 
Proto-nose 1 consists of a PCB base assembly with polymer-composite discrete sensors 
and a machined plastic lid with microchannel for analyte delivery. The PCB base has 40 
rectangular trenches machined within it to allow the sensors to sit flush with the surface 
of the PCB. Figure 6.1 shows details of the PCB base assembled with the sensors. 40 
sensors are installed onto the PCB base. The sensors are classified into 5 groups of 8 
sensors with 5 different types of sensor tunings. The sensors are glued to their designated 
location and thereafter wire-bonded to the electrical track on the PCB as shown in Figure 
6.1 (b). An empty machined rectangular trench prior to sensor assembly is also shown. 
(a) 
Figure 6.1 : PCB base of proto-nose I. (a) PCB base assembled with 40 discrete sensors. (b) Details of 
the machined trench and sen or a sembly. 
The uncoated Perspex plastic lid was machined to contain a 1.2 m long microchannel 
(500 I!m x 500 I!m in cross-section), 40 sets of bonding wire housings, assembly holes 
on one side and an inlet/outlet on the opposite side. Figure 6.2(a) shows the machined 
Perspex lid and (b) shows a detail photograph of the microchannel and the bonding wire 
housing. 
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The fully assembled proto-nose I system is however susceptible to leakage on all the four 
sides with small gaps sandwich between the base and lid . To fully seal the system, an 
inert RTC (room temperature curable) adhesive (3145 MIL-A-46146, Dow Corning, UK) 
was applied on all gaps along the edges to eliminate the leak. Although any external 
leakage was successfully contained, the possibility of intra-channel leakage remains. By 
referring to Figure 6.2(a) and (b), the term "intra-channel leakage" is used to describe the 
flow of analyte across 'short-circuited ' path instead of along the microchannel. This is 
due to unwanted gaps between the base and lid possibly because of uneven surfaces and 
assembly misalignment. The deduction was made based on the responses of sensors that 
were placed sequentially, but they do not response accordi ng to their placement order. 
(a) (b) 
Figure 6.2: Per pex lid of proto-nose I. (a) Machined Perspex lid . (b) Photograph of microchanncl and 
bonding wire housing. 
A fully assembled uncoated proto-nose I system is shown in Figure 6.3(a). Figure 6.3(b) 
shows the coated proto-nose I system while (c) shows the cro - ectional assembly 
details. An in-house fabricated double-sided PCB consists of tracks on both urfaces 
required for the electrical interconnection. On the top-side, 40 rectangular trenches 
slightly larger than the sensors were machined. Once the sensors were assembled, they 
were wire-bonded to the PCB track. As the bonding wires form protruding arc shape, 
bonding wire housings were machined on the lids to prevent damaging these electrical 
interconnections. A microchannel machined on the lid runs directly across the sensing 
area of the sensor. On the top side of the lid, an inlet and outlet for interfacing to the 
vapour test station were created. 
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Figure 6.3: Fully assembled proto-nose I system. (a) Photograph of an uncoated proto-nose I system. 
(b) Photograph ofa coated proto-nose I ystem. (c) Cross-sectional assembly details. 
Table 6.1 : Sensor placements on the pro to-nose I. 
No. Distance {mm} T~Qe No. Distance {mm} T~Qe 
51 5 P5B 521 756 P5B 
52 25 PEVA 522 796 PEVA 
53 55 PEG S23 838 P G 
54 95 peL S24 878 pe L 
S5 137 PVPH S25 918 PVPH 
56 177 P5B 526 959 PSB 
S7 217 PEVA 527 989 PEVA 
S8 259 PEG S28 1029 PEG 
S9 289 peL 529 1050 peL 
SIO 329 PVPH S30 1081 PVPH 
SII 370 PSB S31 1101 PSB 
SI2 410 PEVA S32 1\11 PEVA 
S13 450 PEG S33 1\ 21 PEG 
SI4 492 peL S34 11 31 pe L 
SIS 522 PVPH S35 1141 PVPH 
S16 562 PSB 536 1151 PSB 
SI7 604 PEVA S37 1\61 PEVA 
SI8 644 PEG S38 1166 PEG 
S19 684 peL S39 1\71 pe L 
S20 726 PVPH S40 1176 PVPH 
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From Figure 6.4, it can be seen that towards the front of the microchannel (closer to the 
inlet), the sensors are placed sparsely while at the end of the microchannel , the sensors 
are placed closer together. The idea behind this placement strategy is to focus on the 
information towards the end of the microchannel where more separation is expected to 
occur. The detailed sensor placements are given in Table 6.1. 
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Figure 6.4 : Detailed schematic of proto-nose I de ign. 
Figure 6.4 shows the detailed schematic of proto-nose I design with the corresponding 
sensor placements. Proto-nose I was initially designed and fabricated early in the project 
development. However, testing yielded two unexpected results which will be fully 
described in Chapter 8 (Figure 8.5). Firstly, sensors placed sequentially along the 
microchannel did not respond according to their placement order. Secondly, sensors that 
were further away from the inlet experienced a significant magnitUde reduction compared 
to sensors closer to the inlet. Repeated measurements with various analytes revealed 
similar results suggesting two plausible causes. Although the vapour test station had 
suggested there was a minimal leakage from system, intra-channel leakage could still 
occur (Figure 6.2). Also, as the discrete sensors were not characterised for their response 
variations, real natural differences could have caused the large magnitude disparity. 
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6.2.2 Fast-nose microsystem 
Due to the uncertainty surrounding the results produced by proto-nose I, an intermediate 
system with a reduced microchannel length was designed and fabricated . This system is 
intended to use for measuring the variation in response magnitudes and profiles of 10 
discrete sensors (of the same type) so that numerical compensation can be applied to 
offset any differences when they are assembled in the new proto-nose II system. The 
cross-sectional size of the microchannel was 500 ~m x 500 ~m while the length has been 
reduced to 10 cm. Ten sensors are assembled in the system each time and the system is 
sealed using the same technique discussed in Section 6.2.1 . The design of the fast-nose 
system is shown in Figure 6.5(a) and a photograph of the fully assembled system is 
shown in (b). 
Data acqui sition interface 
Inlet 
(a) (b) 
Figu re 6.5: Fast-nose micro ystem. (a) Fast-no e microsystem design. (b) Fully as cmbled fas t-no c 
microsy tern . 
6.2.3 Proto-nose II microsystem 
Although the discrete sen ors can be pre-measured to compare their response prior to 
assembly, the issue of intra-channel leakage could not be resolved without a new proto-
nose hardware system. As such, proto-nose II was produced to overcome thi deficiency. 
The microchannellength was doubled to improve the efficiency of the y tern. 
The issue of intra-channel leakage has been the mo t daunting due to the need to 
accommodate a long microchannel into a small enough area so that it will fit inside the 
stationary phase deposition chamber (Section 6.4). The technique used here was to create 
slots between the straight segments of the microchannel for filling sealant, hence 
preventing intra-channel leakage. The second modification was to extend the length of 
the microchannel from 1.2 m to 2.4 m. The rationale was to improve column efficiency 
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(Chapter 3), as this is directly proportional to the length of the column. Although the 
length of proto-nose II is doubled, it is still relatively short compared to traditional GC 
systems (usually > 10 m) [6.1-6.2). Lastly, the number of sensor diversities was 
increased from 5 to 10 and their placements re-arranged. The increase in sensor tunings 
has provided more diversity which previously had been proven to improve discrimination 
[6.3-6.4). The strategy for proto-nose I sensor placements had produced considerable 
results (Chapter 8). However, as the sensors toward the end of the microchannel were 
placed too closely together, little additional information can be extracted. Hence they 
differ only in spatial information, but yield no temporal information. In proto-nose II, the 
40 sensors are grouped into eight groups of fives based on their tunings. Within each 
group, their distances are fixed at 20 mm apart. The placement sequence is specifically 
designed such that each group of sensors at both ends are the same (group I with 8, 2 and 
7, etc). 
o 
Group2 
Group1 
Inlet 
o 
Data acquisition interface 
o 0 
0 0 0 0 
0 0 
0 0 0 0 
0 0 0 0 
o 0 
o 0 
o 0 
o 0 0 
o 
o 
o 
o 
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Figure 6.6: Detailed chern . 
attc of proto-nose II design . 
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The details of the sensor types and their placement distances are given in Table 6.2. 
Figure 6.6 shows the detailed schematic design of proto-nose II. Sensor S 1 and S36 are 
both of type PEV A, S2 and S37 are of type PSB and so on. The distances between S 1 to 
S36 and S2 to S37 are the same; hence some correlations can be made to aid 
discrimination for these two groups (and others) of sensors. Also shown in Figure 6.6 is 
the area marked in yellow; these are the slots where sealant can be filled to eliminate 
intra-channel leakage. 
Table 6.2: Sensor placements on the proto-nose II. 
No. Distance (mm) T~Qe No. Distance (mm) T~Qe 
SI 10 PEVA S21 1260 PVC 
S2 30 PSB S22 1280 PVPD 
S3 50 PEG S23 1300 PBA 
S4 70 PCL S24 1320 PSF 
S5 90 PVPH S25 1340 PCX 
S6 240 PVC S26 1620 PEVA 
S7 260 PVPD S27 1640 PSB 
S8 280 PBA S28 1660 PEG 
S9 300 PSF S29 1680 PCL 
S10 320 PCX S30 1700 PVPH 
S11 570 PEVA S31 1950 PVC 
S12 590 PSB S32 1970 PVPD 
S13 610 PEG S33 1990 PBA 
S14 630 PCL S34 2010 PSF 
S15 650 PVPH S35 2030 pex 
S16 930 PVC S36 2180 PEVA 
S17 950 PVPD S37 2200 PSB 
S18 970 PBA S38 2220 PEG 
S19 990 PSF S39 2240 PCL 
S20 1010 pex S40 2260 PVPH 
The 3D design of the modified lid is shown in Figure 6.7(a) and the fabricated PCB base 
(prior to machining) with the Perspex lid is shown in Figure 6.7(b). The assembly 
technique of the sensor with the base and lid had remained the same as that of proto-nose 
I shown in Figure 6.3(c). The sensors are glued to their designated locations and wire 
bonded for electrical connectivity. The lid is then aligned with the base and held in place 
by numerous screws. Finally, the edges and slots are filled with sealant (3145 MIL-A-
46146, Dow Coming, UK) to obtain a leak-free system. The top and bottom view of the 
fully assembled system are shown in Figure 6.7(c) and (d), respectively. 
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Figure 6.7: Proto-nose " system. (a) STL design of the proto-nose II lid. (b) Fabricated P B base 
assembled with Perspex (uncoated) lid . (c) Top-view of the parylene coated proto-nose II sy te rn. (d) 
Bottom-view of the proto-nose " y tern . 
6.3 Nose-on-a-chip microsystems 
The design and fabrication of the various components for the NOe have been di cu sed 
in previous chapters. In this section, several issues relating to the a embly of these 
components to realise the NOe microsystem will be discussed. These is ues include the 
alignment of the microchannel package onto the en or array and ealing it to en ure 
leak-free integration. To facilitate the characteri ation (mea uring magnitude variations 
across the sensor array) of the hybrid-nose and aVLSI-no e en or array prior to 
assembly, a microchamber was designed and fabricated . 
6.3.1 Microchamber design and fabrication 
It is essential to characterise the two types of microsensor arrays to study the variation in 
response magnitudes and profiles prior to a embly with the microchannel packages. 
Furthermore, the studies of sensor array responses have received widespread interest due 
Chapter 6: Nose-on-a-chip: Integration 137 
to their improved discriminatory capabilities [6.3-6.4] . Investigation for a suitable 
microchamber package design has been demonstrated with extensive simulations, as 
discussed in Chapter 3. The final design consists of a rectangular microchamber with a 
40 !!I (10 mm x 4 mm x I mm) volume. Figure 6.8(a) shows the design for the 
microchamber with mounting holes that is used to attach the microchamber on top of the 
microsensor array. A photograph of the fabricated microchamber is shown in Figure 
6.8(b). 
(a) (b) 
Figure 6.8 : Microchamber design. (a) Bottom design of the mierochamber. (b) Photograph o f a 
fabricated microchamber (only the mierochamber is shown). 
Microchamber 
/~.~ 
A sembly bolt to 
hold Ihe 
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towards the packaged 
en or array 
Figure 6.9: Mierochamber as embled with hybrid-no e microsensor array . 
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A fully assembled system with the microchamber package attached to a hybrid-nose 
sensor array is shown in Figure 6.9. The PCB base has a holder to house the hybrid-nose 
packaged onto a PGA256 socket. The bolts are attached from the bottom of the PCB to 
pull the microchamber towards the sensor array and hold them in place (shown in the 
side-view photograph in Figure 6.9). An O-ring provides a secondary protection against 
possible leak. Interconnecting tubings are then used to connect this system with the 
vapour test station. The aVLSI-nose PCB uses the same layout to house the aVLSI-nose; 
hence the same microchamber can be used for both systems. 
6.3.2 Microchannel package with microsensor array alignment 
The microchannel package has to be carefully aligned to the microsensor array to ensure 
each groups of sensors are housed in their designated mini-chamber. To simplify the 
assembly procedure for ensuring that the microchannel package is placed in the right 
position, numerous alignment markers are created on the si licon substrate of the arrays. 
(a) (b) 
Figure 6.10: Microchannel package vertical alignment markers. (a) Alignment markers for aVLSI-no e 
sensor array. (b) Alignment marker for hybrid-nose sensor array. 
Figure 6.10(a) shows the alignment markers for the aVLSI-nose and (b) hows the 
alignment markers for the hybrid-nose. These markers are placed at a fixed distance 
away from the outer row of sensors to guide the positioning of microchannel package. 
The above alignment markers are only capable of ensuring that the microchannel 
package is in the correct vertical position. The horizontal placement is more difficult as 
most microchannel packages are longer than the horizontal size of the sensor array ; hence 
it is not possible to use the same alignment technique. 
Figure 6.11 shows two different types of base designs for the microchannel 
package, as discussed in Chapter 5. Figure 6.1 I (a) shows the slot type design where the 
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sensor array can be slotted into place. The horizontal alignment was guided by the edge 
of the slot while the vertical alignment is adjusted against the vertical markers. The step 
type of base design is similar except that it can be pushed down from the top. This design 
has numerous advantages over the former design. Firstly, this type of base design allows 
a packaged sensor array to be assembled, while in the former case, the sensor array has to 
be removed from the packaging as it can only be slotted in. Secondly, the slot type base 
design requires the sensor array to slot-in, thereby creating potential of damaging the 
deposited sensing materials on the surface of the array. 
(a) (b) 
Figu re 6.1 1: Mieroehannel package base designs for horizontal alignment. (a) Base design I (s lot type) . 
(b) Base design 2 (step type). 
6.3.3 Sealing 
Besides ensuring the packaging is in the right location, sealing was also important. ach 
group of sensors have to be housed in the right ' mini-chamber' and there should be no 
inter-min i-chamber leakage. The base of the package was applied with a thin layer of 
resin (the same resin used to build the package, see ection 5.3.4 for details) before they 
are aligned and press together with an in-house designed jig. The nose-on-a-chip system 
is then cured with UV light to produce a leak-free system. 
(a) (b) 
Figure 6.12: Mieroehannel package sealing. (a) Mierochannel package ba e. (b) Mierochannel package 
leakage characterisation showing no leakage aero dilTerent mini-chamber . 
Figure 6.12(a) shows the base of a microchannel package prior to assembly. The 
protruding area was coated with a thin layer of liquid resin. In Figure 6.12(b), it is 
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assembled with a glass plate to study the leakage characteristics. The mini-chambers at 
each end were filled with water while the rest were empty. No inter-chamber leakage was 
observed as water was injected to fill the remaining chambers. Figure 6.13 shows the 
photographs of 4 fully assembled systems. A photograph of MSL 101 package (slot type) 
assembled with the hybrid-nose is shown in Figure 6.13(a) while another hybrid-nose 
assembled with MSLI02 (step type) is shown in (b). In Figure 6.13(c), a MSLll5 
package was assembled with a hybrid-nose sensor array while in (d), a MSL 113 was 
assembled with the aVLSI-nose sensor array. An in-house jig (not shown here) was used 
to guide the microchannel package to the general location. The precise location was then 
adjusted against the alignment markers under a microscope before they were pressed 
together. Once assembled and cured, the nose-on-a-chip system was ready for use. As a 
precautionary measure, an additional sealant was applied along the outer edges of the 
interface. For taller packages, external supporting structures were used to reinforce the 
assembly. 
(a) (b) 
MSLl13 
(c) (d) 
Figure 6.13: Fully assembly nose-on-a-chip microsystems. (a) Hybrid-nose as em bled with M L101 
(slot type). (b) Hybrid-nose assembled with M L102 (step type). (c) Hybrid-nose assembled with 
MSLI15 . (d) aVL I-nose assembled with M L113. 
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6.4 Stationary phase deposition 
Both the proto-noses and microchannel packages require a thin layer of uniform 
stationary phase coating. A study was conducted to determine the techniques used to coat 
commercial GC columns. It was found that the coating techniques could be largely 
divided into two groups, namely the dynamic and static techniques [6.5-6.6]. Besides the 
actual coating process, some pre and post processing of the column were required. In 
addition, a survey of the coating techniques used in the recently emerging micro-GC 
columns was done as they offered many similarities with the coating of microchannel 
packages. 
Contemporary GC coating technology for the preparation of a column is both 
time consuming and requires three major, individually executed steps. These are surface 
deactivation, coating and stationary phase immobilization [6.7]. Column deactivation is 
an important step as the fused silica capillary inner wall (a commonly used GC column 
material) is prone to undergo adsorptive interactions with the stationary phase coating 
material. It is also used to reduce these active surface sites. This has the effect of 
chemical and/or physical modification to enhance surface wettability [6.7]. The static 
coating is usually used to coat the capillary inner wall of the stationary phase. 
Immobilization is necessary to avoid undesirable effects through free cross-linking that 
leads to the formation of chemical bridges between coated polymer molecules of the 
stationary phase. It greatly controls the tendency to lose viscosity with increasing 
temperature during temperature programming and it produces a stationary phase film that 
is resistant to wash out by organic solvents [6.7]. This is especially important for the 
moderate polar to polar stationary phases. 
In the dynamic coating technique, a solution containing about 10 % liquid phase 
dissolved in a suitable low-boiling solvent is forced through a column under closely 
controlled flow conditions [6.5-6.6, 6.8]. Helium or other inert gases is usual1y used to 
force this volume of solution through the column at a velocity of approximately 
1-2 cm S-I. Continual flushing with helium after coating evaporates the remaining solvent 
and leaves a thin coating of stationary phase. Due to this continuous flushing, the liquid 
stationary phase can move towards the end of the column, causing an uneven thickness. 
As the coating solution discharges from the end of the column, the coating velocity 
increases sharply; which also results in a thicker film at the end of the column. A buffer 
column is often attached to the end of the column to avoid this problem. 
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In the static coating technique, the column is completely filled with a dilute solution of 
the liquid phase, dissolved in a suitable low-boiling point solvent. The completely filled 
column is sealed at one-end, while the other end is either connected to a vacuum pump or 
it is left at an elevated temperature (250°C to 400°C) to allow the solvent to evaporate 
under quiescent condition. The static coating technique is reported to yield a highly 
uniform column that results in higher separation efficiency and resolution although it is 
time consuming compared to the dynamic technique. Two important conditions are 
necessary to produce a highly uniform coating [6.8]. Firstly, the solution of stationary 
phase must be absolutely free of dissolved gas in order to prevent dispersion of the 
solution inside the column. Secondly, the column must be completely free from bubbles 
within the sealed column. 
For micro-GC columns, similar techniques have been used. Wiranto et al. [6.9] 
coated their micro-GC column using the dynamic coating scheme by forcing the 
stationary phase dissolved in a volatile solvent through the column at a constant velocity. 
Alternative coating techniques were investigated by Hudson el al. [6.10] from Sandia 
National Laboratory, although details are not available. Terry et al. [6.11], who created 
the first micro-GC column, employed a dynamic coating technique by blowing the 
dissolved stationary phase through the column. Kolesar el al. [6.12] employed a radically 
different approach to coat their column. An etched silicon wafer was evaporated with the 
stationary phase using a sublimation technique. Then, the wafer was polished prior to 
anodically bonding it to a Pyrex lid to form the coated micro-GC column. Although static 
coating technique is more popular with commercial GC columns, it was noted that 
dynamic coating technique is more commonly used with micro-GC columns. 
Polyethylene glycol (PEG, polar compound), a widely used stationary phase 
material (also known as CW20M or more commonly called carbowax [6.13]) was 
initially used for experimental coating on the proto-nose microchannel using the static 
technique. The PEG static coating procedure is as follows. Firstly, the column was 
cleaned with an organic solvent diethylether for 30 s and dry with clean air. Next, the 
column was filled with a solution (PEG 5 g, dichloromethane 20 ml) and held for 30 
minutes at room temperature. Lastly, the column was heated to 100°C in an oven and 
held for 24 hours. 
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The above coating processes were based on common practice used to coat commercial 
glass and fused silica capillary columns [6. \3]. The process has been modified as the 
material used was not able to accommodate high temperature. To enable the 
immobilization of the column at this lower temperature, the drying duration was doubled. 
Figure 6.14 shows 3 photographs of the coating process. In Figure 6.14(a), a photograph 
of the microchannel prior to cleaning is shown. Once cleaned and dried, the 
microchannel was filled with the mixture solution (PEG in dichloromethane) using a 
syringe. As it is left to stabilise at room temperature, it resembles the photograph in (b). 
Once it is dried in the oven for over 24 hours, it becomes (c). 
Although the process can be easily replicated in-house, it did not result in a thin 
film coating « 25 j.lm). The thickness achieved was in excess of 100 j.lm, hence other 
techniques were explored. 
(a) (b) (c) 
Figure 6.14: Deposition of stationary phase using static coating. (a) Microchannel prior to cleaning. 
(b) Microchannel filled with PEG solution. (c) Microchannel after immobilization. 
The coating techniques for traditional GC columns have remained the same for many 
years. An exception to this is the introduction of simpler techniques that attempt to 
combine various stages together, and one such technique is the sol-gel based method 
[6.14]. For micro-GC system, the stationary phase coating process is still evolving due to 
the reduction in column dimensions, overall size and assembly (usually a micromachined 
channel is bonded to a glass plane to form a long microchannel instead of a standard 
tube). Recently, an evaporation technique using a commercial machine (POS 20 I 0 
Labcoater™ 2, Specialy Coating Systems, Indianapolis, USA, as shown in Figure 
6.1 5 (a)) was introduced by Hesketh et at. [6.15]. The material used is parylene C (Poly 
mono-chloro-para-xylylene) which is similar to other stationary phase materials. 
However, as this material is new as a stationary phase, its retention characteristics have 
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not been fully studied (hence the diffusion and partition coefficients of various analytes 
are not available) although initial investigation showed that it had a similar retention 
characteristics to PEG [6.15]. 
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Figure 6.15: Parylene deposition. (a) Photograph ofPDS 2010 Labcoater™ 2, Specialty Coating 
Systems, Indianapolis, USA. (b) Parylene film thickness versus dimer weight. 
The parylene deposition machine performs deposition under vacuum at room 
temperature, and hence, is well suited for both the proto-noses and microchannel 
packages. The parylene deposition process is as follows [6.16]: 
A fixed amount of parylene dimer (parylene C) is loaded according to the 
desired final coating thickness (~ 2 ~m per I g as shown in Figure 6. I S(b)). 
Solid phase parylene dimer becomes gas phase parylene dimer at 175 °C. 
Parylene dimer is then pyrolized into reactive monomers at 690 °C. 
The reactive monomers are introduced into the chamber where samples 
become polymerized as soon as they contact any surfaces inside the chamber 
that is kept at room temperature. 
The excess amount of dimer is collected in a chiller thimble to protect the 
vacuum pump. 
The inner pressure of the system is kept at 25 mBar (2.5 kPa). 
The total deposition time depends on the final thickness. It usually takes 3.5 
hours for a film thickness of 1 0 ~m including the heating time. 
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Figure 6.15(a) shows a photograph of the parylene deposition system. The bell jar has 
been improvised to accommodate proto-nose II. A specially designed holder was 
fabricated to allow the proto-nose to be attached to the central shaft, which rotates during 
the deposition process, so as to ensure uniform deposition. Figure 6. 1 5(b) shows a plot of 
the parylene dimer weight against the deposited film thickness [6.17]. For a 1 0 ~m thick 
film , 5 g of dimer was required. 
(a) (b) 
ParylcDC coated ftlm 
(c) (d) 
Figure 6.16: Parylene C coated proto-no es and microchannel packages. (a) Parylene coated proto-no e 
I. (b) Parylene coated proto-nose II. (c) Parylene coated M Ll13. (d) Parylene coated M LIIS . 
Figure 6.16(a) shows a photograph of the coated proto-nose I while (b) how a 
photograph of the coated proto-nose II. It is difficult to observe the difference between 
coated and uncoated surfaces. The main difference between them is that the coated lid 
appears to be glossier. For the microchannel packages, as the outer surfaces are not used, 
the coatings on these surfaces were not critical. To simplify the process, masking tape is 
used to hold the microchannel packages onto the rotating base platform. This was 
necessary to ensure these small packages will not be sucked into the vacuum pump 
during the de-pressurisation of the vacuum chamber. A disadvantage of this technique is 
that those surfaces covered by the tape were not coated. Also, when the tape is removed, 
the films along the edges tend to peel off. The results are shown in Figure 6.16(c) and (d) 
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for MSLl13 and MSLl15 respectively. However, this does not affect the coating within 
the microchannel. These parylene coated parts were then ready to be assembled with 
their respective counterparts as explained earlier. 
6.S Conclusions 
In this chapter, the integration of the nose-on-a-chip microsystem has been discussed. 
The assembly processes for the two proto-noses were presented and the removal of intra-
channel leakage by proto-nose II was explained. The design and fabrication of the fast-
nose microsystem which was used to characterise the discrete sensors was also discussed. 
In the previous two chapters, the fabrication of the two microsensor arrays 
(hybrid-nose and aVLSI-nose) and microchannel packages were discussed. Here, the 
procedures used to assemble these components to create the nose-on-a-chip microsystem 
were reported. Finally, the process used to coat the proto-noses and microchannel 
packages was described. This process deposits a thin layer of uniform retentive material 
onto the inner surface of the microchannel to act as the stationary phase of the column. 
Upon assembling the nose-on-a-chip microsystem, it is necessary to interface the system 
to the data acquisition and vapour test systems; this will be described in the next chapter. 
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In this chapter, the data acquisition electronics and vapour test station necessary for the 
characterisation of different nose microsystems is fully described. The designs of these 
components are complicated by the fact that significant flexibility is required to 
accommodate three different olfactory system interfaces. In this chapter, various aspects 
of the test systems, including the electromechanical interfaces and the vapour test station, 
will be discussed. The software required to control the vapour test station and data 
acquisition hardware is also important due to the flexibility required to automate different 
systems. Many communication protocols are implemented using software to reduce 
hardware cost and to simplify the interfacing. In addition, the testing has been automated 
by the same software to free the operator when performing experiments over a long 
period of time. 
7.2 Vapour test station 
The vapour test station (VTS) provides a repeatable process for generating consistent 
amount of test analytes to the microsystem under test. It was decided at the start of the 
project that this miniature system will not have any form of environmental (temperature 
and humidity) control unlike some commercial systems [7.1-7.2] so that it relates better 
to real world operating conditions. As a result, the final system will be smaller and 
consume less power (because it does not need to maintain constant temperature or 
humidity), making it more suitable for low-cost, portable implementation. 
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7.2.1 System setup 
The schematic of the VTS setup is shown in Figure 7. 1. The micropump, located at the 
input, pumps environmental air through the test liquids and across the microsensors. The 
system operates in a binary mode in which the test analyte is switched in and out of the 
carrier gas flow. Prior to the injection of test analyte, carrier gas is selected (green route, 
Vc ON, VI & V2 OFF) to flow through the system for a user defined period of time. The 
test analyte is then injected by switching Vc OFF and VI orland V2 (single or mixture) 
ON for a designated duration. The valves are then switched back to allow the carrier gas 
to flow. On the test analytes route, depending upon the desired analytes, VI or V2 (single 
analyte test) or VI & V2 (mixture test) will be switched ON. 
From 
environmental 
source 
Micro 
pump 
Throttle valve 
Temperature To 
exhaust 1------.... and humidity .... --------..... 
sensor 
Figure 7.1 : Schematic of vapour test station setup (refer to the legend in Table 7. t) 
The throttle valve (Tc) in the carrier gas route provides an additional means to control the 
flow rate (beside the micropump) of the carrier gas while the two throttle valves (TI & 
T2) in the analyte routes are meant to ensure an even blend (50 % to 50 % mix ratio) 
when a compound analyte test is selected. The two analytes are combined (at the junction 
TIE) to produce the mixture, which is joined with the carrier gas at point M. At each end 
of the system-under-test are two mass flow meters (FI & F2) which are used to measure 
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the flow rate and leakage of the system. The piping (at point A) between the mixture 
outlets and the inlet of the system-under-test is critical as slight broadening can occur if it 
is too long. The test analyte finally passes through a temperature and humidity sensor 
(two-in-one integrated sensor) before it is routed to an exhaust. In order to vary the 
concentration of the test analytes, they are placed in a cooling bath (Colora, Messtechnik 
GmBH Germany). A key to the VTS system is given in Table 7.1. 
B-
-{Xl-
Temperature 
and humidity 
sensor 
-®-
-
-
Table 7.1 : Hardware components of the VTS system. 
Micropump 
Microvalve 
Temperature 
and humidity 
sensor 
Mass flow 
meter 
Throttle 
valve 
Non-return 
valve 
CFLEX 
tubing 
PTFE tubing 
Scnsirion AG, 
witzerland 
AH3l 
ensirion AG, 
Switzerland 
A FI430 
Colc-Parmer, UK 
Cole-Parmer, UK 
To transport carrier gas and 
test analytes 
Select between carrier gas 
and tcst analytes 
Temperature and humidity 
measurement 
Flow rate and leakage rate 
measurement 
Regulate carrier gas and test 
analytes flow rate 
Ensure unidirectional flow 
For inert carrier gas 
For corrosive test analytes 
Figure 7.2(a) shows a photograph of the cooling bath and (b) a photograph of the VTS. 
The system has been inter-connected using flexible CFLEX (Tygon 3350 silicone, 
platinum-cured, EW-06424-60, Cole-Parmer UK) tubing on the carrier ga route and 
with inert Poly (tetrafluoroethylene) (PTFE, EW-06407-4 1, Cole-Parmer UK) tubing on 
the remaining interconnections. 
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Figure 7.2: Photographs of the vapour test station. (a) Photograph ortest analytes placed in cooling bath. 
(b) Photograph showing variou components of VTS. 
7.2.2 Electronic interfaces and controls 
It is essential to be able to control the VTS electronically so that the measurements can 
be automated over long duration without human intervention. A general purpo e PC 
installed with a National Instruments (NI) PCI-OI0-96 [7.3] digital I/O (input/output) 
card is used to interface to the VTS and data acquisition system. LabView™ (version 
6.1) from N I is the host software used to automate the system. Complex electronic 
interfaces for the VTS components were required as digital 110 only provide two states 
(ON/OFF) that is only suitable for controlling devices, like the microvalve. 
Figure 7.3 shows the interface electronics for the mass flow meter (ASF 1430 
[7.4], Sensirion) and microvalve (LFAA 1206110H, Lee Co. , UK). Figure 7.3(a) shows 
the microvalve control interface via port C pin 4 for valve VI. A Transistor-Transistor-
Chapter 7: Micro gas test station/or device characterisation 153 
Logic (TTL) signal from the 110 card was used to turn ON the power transistor (for 
switching the high power microvalve at + 12 V). A diode was used to protect against 
back emf (electro-motive force) voltage spikes generated by the microvalve inductive 
coil during switching. The two other microvalves have the same circuit configuration 
except they are controlled by different 110 port pins. Figure 7.3(b) shows the interface of 
a mass flow meter connected to the serial port of the PC. Although the flow sensor has an 
integrated temperature sensor (required for internal temperature compensation for flow 
rate adjustment), it is not used as it reduces the data acquisition rate for the flow rate data. 
Dl 
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P6 9WDSKT9111 
(b) 
Figure 7.3: Schematics of interface electronics to microvalve and mass flow meter. (a) Microvalve 
interface control electronics. (a) Mass flow meter interface control electronics. 
Figure 7.4(a) shows the electronic interface for the programmable voltage source using 
the LTC 1446 [7.5] (12-bit serially programmable digital to analogue converter (DAC)) to 
control the micropump. The timing protocol (Figure 7.4(b)) [7.5] used to program the 
desired output voltage has been implemented in software (LabVicw) by generating the 
appropriate protocol on the digital output pins connected to the DAC. As the DAC 
produces a range of between 0 to 4.096 V (l2-bit), an external differential amplifier is 
used to increase the voltage range to 5 V. 
Although the DAC is capable of providing a differential output, it is not required 
because the micropump only operates between 0 - 5 V. A differential amplifier connected 
to the output of the DAC amplifies the signal to between 0 - 5 V by providing a marginal 
gain of + 1.22. 
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external driving circuit was used to control the micropump from the power source 
directly. To facilitate the monitoring of the operating current of the micropump, a current 
sensing circuit, shown in Figure 7.5, was built. This circuit was designed to convert the 
current drawn by the micropump into a voltage signal that can be measured by an 8-bit 
analogue to digital converter (ADC, AD7819 [7.6]). To reduce the number of digital 110 
required, the parallel ADC was interfaced to a parallel to serial converter (Me 140 14 
static shift register [7.7]) before connecting to the data acquisition card. 
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Figure 7.5: Micropump interface electronics with current sensing ADC. 
Temperature and humidity measurement is important as they can be used to compensate 
for fluctuations in sensor responses due to environmental variations [7.8-7.9]. An 
integrated temperature and humidity sensor (AlB I , Sensirion [7.10]) was used for this 
purpose. The AH31 has a unidirectional serial peripheral interface (SPI) that provides an 
updated 8-bit relative humidity and an 8-bit temperature output every 512 cycles of the 
clock (eLK). The eLK is generated by a comparator (LM311) oscillatory circuit with an 
output frequency of 38.46 kHz. Figure 7.6(a) shows the electronic interface while Figure 
7.6(b) shows the timing protocol used to read out the data. Similarly, the SPI protocol 
was implemented in software using LabView. 
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Figure 7.6: Temperature and humidity sensmitter (AI131. Sensirion) interface and timing protocol. 
(a) Electronic interface for AIBI. (b) Timing protocol for reading the humidity and temperature data. 
7.3 Data acquisition system 
The custom data acquisition system was interfaced through the NI data acquisition card 
(PCI-DIO-96), which is also used to control the VTS (18 digital 1I0s were used for 
VTS). The fast-nose system, the proto-nose system and the hybrid-nose system use the 
same data acquisition hardware. As the design and interface of aVLSI-nose was not 
compatible with other nose systems, an additional AT-MIO-16XESO (NI) [7.11] data 
acquisition card was installed. This was necessary as the aVLSI-nose already has an 
integrated current source, therefore the resistive sensing circuit used to translate 
resistance variation into voltage variation could not be used. As the digital 1I0s on this 
new card were insufficient, 4 extra 1I0s from the previous card (PCI-DIO-96) were used 
to control the multiplexing of sensors for the aVLSI-nose. 
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Figure 7.7: Overview o f system setup, (a) Overall system etup for various nosc '. (b) Photograph of thc 
complcte ystcm. 
Figure 7.7(a) shows a pictorial overview of the complete y tern setup and (b) shows a 
photograph of the complete system, A PC installed with two NI cards running cu tom-
designed LabView software was used to automate the control and data logging. 
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7.3.1 Data acquisition electronics 
The data acquisition electronics are the circuitries required to support the interfacing for 
fast-nose, proto-nose and hybrid-nose microsystems to the National Instruments data 
acquisition card residing in the PC. Here, a general overview of the two basic 
components is given before a more detailed discussion on each system is presented. 
Figure 7.8 shows the setup for a sensor bank (of 8 sensors) resistance 
measurement multiplexing circuit. A simple op-amp configured in the inverting mode is 
used for each sensor bank together with an 8-to-l multiplexer (U12, DG408). Using 
digital select signals (AO, AI, A2), one of the eight sensors was selected and connected to 
the feedback path (Rsensor, CR33 to CR40) while a fixed reference resistor was placed at 
the input (Ri' RPLUG6). The drive signal was derived from a stable negative reference 
source (VRE!" DRIVE) of - 2.5 V (circuit not shown here, but the complete schematic of 
all circuitries are available in Appendix D). 
(7-3) 
This simple inverting amplifier configuration produces a positive output voltage (VOU1) 
according to Equation (7-3). However, as the analogue multiplexer has a finite RON (on 
resistance, 100 n max), the output voltage will be slightly modified to become Equation 
(7-4) 
(7-4) 
This does not affect the sensitivity of the circuit except for shifting of the output voltage, 
which can be easily compensated by increasing R i • There are 5 sets of sensor banks (to 
accommodate a maximum of 40 sensors for the proto-nose) and together with an optional 
on-board temperature sensor, these 6 channels are multiplexed into 2 channels using a 
dual 4-1 multiplexer (Ul3, DG409) to connect to the programmable amplifiers and 
ADCs. 
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The output signal from the sensor measurement circuit is then fed into a programmable 
amplifier (Ul6, PGA204) before being converted into its digital equivalent using a 16-bit 
ADC (AD7805 [7.12]) as shown in Figure 7.9. The programmable instrumentation 
amplifier (PGA204 [7.13]) is capable of amplifying the signal by I x, lO x, IOO x or 
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IOOO x. Upon software control, a desirable sensor can be selected and amplified with a 
variable gain depending on its output voltage (ensuing the output voltage is within the 
ADC input voltage range). 
The circuit towards the right of the A DC (Figure 7.9) is a pulse generation circuit 
required to trigger the ADC. To initiate a conversion, a pulse (with pulse width between 
40 ns to 6 I-ls) was required to trigger a "start of conversion". However, due to the speed 
of the digital I/O card, it is not possible to generate a short pulse width signal below 100 
I-ls. Hence, an oscillator circuit was used to generate this start conversion pulse whenever 
a falling edge signal is detected at its input (PA6). 
7.3.2 Discrete sensor array interfaces for fast-nose and proto-noses 
The fast-nose system has 10 sensors while the proto-nose system has 40 sensors. In order 
to improve the reference resistor matching (there are 5 sensor banks, each bank can 
accommodate 8 sensors and uses a common reference resistor (military grade, I % 
tolerance» for the fast-nose system, 2 sensors are grouped into each banks. On the data 
acquisition board as shown in Figure 7.IO(a), the 40-way connector has open-connection 
for 5 common sensor bank selected signal (CHEMSETl-5) and 40 open-ends connectors 
(CRl-40). The connection setup on the fast-nose interface board is shown in Figure 
7.10(b) where 2 sensors are grouped into each bank. 
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Figure 7.10: Data acquisition interface for fast-nose and proto-nose systcm . (a) 40-way interface 
connector on data acquisition board. (b) 40-way interface connector on fast-no e board. (c) 40-way 
interface connector on proto-nose board . 
For the proto-nose system, 8 sensors are grouped into each bank to give 40 sensors as 
shown in Figure 7.10(c). Beside this slight difference in terms of the number of sensors 
for each system, the remaining electronic interfaces are the same. 
7.3.3 Microsensor array interface for hybrid-nose 
The number of sensors on the hybrid-nose sensor array was increased to 80 from 40 in 
the proto-nose systems. [n addition, some of the sensor pins are shorted together (Section 
4.3 .1) to reduce the number of 1I0s required. Hence certain sensors are grouped together 
to form a bank. Since the interface electronic is designed for only 40 sensors, an 
additional level of multiplexing was required to double the number of sensors supported 
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to 80. On the hybrid-nose interface board, 10 additional multiplexers were used to 
provide this second level of selection. To support the selection, 3 extra digital \/Os select 
logics are required. 
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Figure 7.11 : Hybrid-nose second level multiplex ing circuits to support 80 scnsors. 
A partial implementation of this design is shown in Figure 7.11 with the full details 
available in Appendix D. The sensing amplifier (U5-A) with an 8-1 multiplexer ( UB) was 
the original circuit design, implemented on the data acquisition board, while the rest are 
the new circuitries added to the hybrid-nose interface board. Two dual 4-1 multiplexers 
(U6 & U7 in Figure 7.11 , DG409 [7.14]) are used to map 16 sensors to each sen or bank. 
Equation (7-4) used to derive the output voltage was modified to Equation (7-5) to 
include the second level on resistance (Rom) introduced by the second multiplexer. 
R Sellsor + RoN I + RoN2 
R; 
(7-5) 
The 16 inputs are multiplexed into four signals (CR1 to CR4) to connect to the four 
original inputs. As mentioned previously (Chapter 4), due to the shorting of one electrode 
of each sensor (on all columns) on row I to row 4 and row 2 to row 5, sensors on these 
two commoned rows have to be connected to the same bank. 
Chapter 7: Micro gas test station for device characterisation 163 
7.3.4 Microsensor array interface for aVLSI-nose 
While the fast-nose, proto-nose and hybrid-nose can all be interfaced directly to the data 
acquisition system, the aVLSl-nose does not have a compatible interface. The main 
reason for the incompatibility is due to the aVLSI-nose simply output a voltage 
representing the sensor signal and does not require separate perturbation. As such, an 
additional data acquisition card (NI AT-MI0-16XE-50) was required to monitor the 
output voltage. This card has 8 digital I10s, 16 analogue input channels (16-bit 
resolution) and 2 analogue output channels (12-bit precision). Due to the need for 
programmability, the 8 digital 110s available on the new card were insufficient. Hence 4 
additional digital 1/0s from the other interface card (PCI DI0-96) were used. The aVLSI-
nose 70 sensor outputs were multiplexed using nine 8-1 multiplexers to fit them into the 
16 analogue input channels available. 7 digital 1/0s are used to generate the timing 
signals corresponding to DATA_IN, RESET_SR, PRESET_DCC, RESET_DC , 
ENABLE_DCC, CLK_SR and CLK_DCC as di cussed in Section 4.4.3. These signal 
select the current source, sensor mode, sensor interface, gain and digital of~ et 
cancellation for all 70 sensors. The four additional digital Ii0s were used to select the 
desired sensor output to sample by switching the multiplexers. 
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Figure 7.12: aVL I-no e control ignallevcl shilling_ 
The design of the aVLSI-nose interface board was predominately the ame as the hybrid-
nose system except for some additional biasing. However, the potential need to bias the 
aVLSl-nose with different negative operating voltages complicated the design. The use 
of different operation voltages was resolved by employing a variable power regulator 
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circuit design (Appendix D). As a result programmable control signals were required to 
shift by the same amount. However, they are not compatible because the digital outputs 
are at TTL levels. An elegant way to resolve this issue is to employ two bipolar quad 2-1 
multiplexers (max 333 [7.15]). Each of the 7 control signals are connected to the control 
input of the multiplexer with its two selection inputs tied to the variable supply sources of 
the system. The control input signal is TTL compatible while the output voltage changes 
according to the two selectable inputs, which varied with the operating voltages. This 
simple technique allows the control signal level to vary with the operating voltages. The 
implementation of this circuit is shown in Figure 7.12. 
7.4 Software control system 
The software was primary used to control, arbitrate and automate the VTS and data 
acquisition system. It was also used to drive the numerous interfaces of the hardware 
timing protocols (for example, SPI, serially programmable DAC, etc). The choice of 
using LabView (version 6.1 [7.16], National Instrument) as the host software was natural 
as it provide graphical programmability and simple communication with data acquisition 
hardware (through a huge library of communication modules). LabView enables the user 
to treat an entire complex system as a simple instrument (virtual instrument or VI) 
without exposing the complicated underlying details which may not be of interest to 
some end-users. However, the programmer is able to decompose the entire system into 
smaller modules (called sub-VI) for implementation, using either a top-down or bottom-
up (or a combination of both) approaches. 
7.4.1 Modular hierarchical design 
The LabView software is a data-driven graphical-based programming language which is 
well-suited for seamless integration with the data acquisition system. Each sub-VI 
performs a specific task or deals with the communication with a hardware device. These 
modules or sub-VIs are fully tested before they are integrated to form the next level VI. 
Figure 7.13 shows the hierarchy of the proto-nose data acquisition software in 
LabView. The proto-nose VI at the top level is the main program where all other sub-Vis 
are invoked. Each sub-VI has been designed to deal with a specific task (such as 
acquiring the flow rate), hence they can be re-used for the fast-nose, proto-nose, hybrid-
nose and aVLSI-nose system. 
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Figure 7.13: Proto-nose so llware hierarchy . 
To better illustrate the underlying approach, an example will be described here to 
demonstrate how the temperature and humidity sensor (A H3 1) can be programmed and 
interfaced in LabView (refer to Figure 7.6 (hardware interface and timing diagram) and 
Figure 7.14). Each sub-VI consists of two components ; one is called the panel (Figure 
7.14(b)) which represent the virtual instrument graphical user interface (aUI) while the 
other is known as the diagram (Figure 7. t4(a)) used to program the VI. Each VI can run 
on its own or can be invoked by other Vis as a sub-VI. Here, the AH3 t ub-VI consists 
of 3 1I0s. It has an input on the left (task 10) and two outputs on the right (temperature 
and humidity data) as shown in Figure 7. t4(a). Upon invoking this sub-VI, the ta k 10 is 
supplied by the calling VI. This task 10 is an array of 1/0 addresses used to access the 
individual port on the hardware. Once the temperature and humidity data are collected 
and processed by the sub-VI , they will be returned to the calling VI. 
Using the I/O address provided by task 10, the programmer has to design the 
software algorithm to communicate with the hardware to acquire the necessary data. The 
SPI interface of AH31 was connected to 3 I/O ports where the timing protocols will be 
emulated in software. The detailed implementation is shown in Figures 7.14(a), (c) and 
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(d). The task lD or the addresses for the 110 port connected to the sensor was decoded 
before it is being fed to an outer sequence. A sequence is basically a series of operations 
executed in sequential order. The outer sequence has 3 set of operations (the '0 .. 2 ' 
represent 3 sequences) to be executed in series, only sequence I is shown in Figure 
7.14(a). The first operation is the assertion of the chip select (CS*) while the last 
operation is the negation of chip select (refer to Figure 7.6(b) for details). Once the 
sensor is selected (or turned ON), a FOR loop is encountered. The FOR loop repeats a set 
of operations for a predetermine number of cycle, which in this case is 16 because the 
temperature and humidity data are both in 8-bit format (16-bit in total). 
I 0 .. 2 • 
..!.r----'..-::.::..:--'..:...::.J:.._ ",.....:::......:I.:..:.n-'.ne:..;,r sequence 0 
~ ~ ~ 
(b) 
(a) 
Outer sequence I 
V-(f.Z.5)"(O.OI + 
O.OOO15"RH)+{· 
12.84+O.68·RH+ 
-o.OOO79l!1"(J\W' 
2»; 
k~-4\111 
1 0 .. 2 ... 
(c) 
2 0 .. 2 T 
BeadOIPI 
(d) 
Figure 7.14: Sub-VI example, temperature and humidity sen or interface (AH3 1). (a) AH31 diagram 
(program). (b) AH31 panel (user interface). (c) AH31 programming equence I of2. (d) AH31 
programming equence 2 of2. 
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To read each bit of data from the sensor, a clock (SCK) has to be supplied, hence an 
inner sequence is required for this purpose. This inner sequence performs 3 operations, it 
set the clock to LOW in Figure 7.14(a), set the clock to HIGH in Figure 7.14 (c) and then 
read in data from the sensor MISO output in Figure 7 .14( d). A single bit of data was read 
after the clock was set high because the rising edge of the clock (shown in Figure 7.6(b)) 
shifts the 16-bit data into the output buffer connected to the MISO pin. When these 3 
operations were repeated in sequence for 16 times, it will resemble the timing protocols 
required by the sensor as shown in Figure 7.6(b). Upon reading the 16-bit of temperature 
and humidity data, they have to be processed by splitting it into two 8-bit words. Each 
word then undergo a binary to decimal conversion and subsequently multiplied by a 
conversion factor as specified in the data manual of the sensor [7.10] to generate the 
equivalent temperature (in 0c) and humidity (in R.H.). Other sub-VIs were implemented 
using similar design strategies and hence not elaborated. 
7.4.2 Fast-nose, proto-nose and hybrid-nose software interfaces 
The software interfaces for the 3 noses are similar in terms of design though each system 
contains different number of sensors. Therefore, only the proto-nose software will be 
illustrated here. For the remaining systems, their unique differences will be highlighted. 
Figure 7.15 shows the various control menus of the proto-nose data acquisition 
and logging software. The main-VI will be invoked when the program is executed. The 
instantaneous voltages across the sensors will be displayed along with the status of the 
VTS, such as the microvalves, temperature, humidity, flow rate and leakage information. 
The user is then required to setup the test procedures by invoking the 'test parameter' 
sub-menu by clicking on the test parameter button on the main-VI. The test parameter 
sub-VI will be invoked for the user to input the number of test cycles, test duration, 
analyte selection, analyte injection duration and flow rate. The 'save' sub-VI will next be 
called upon to specify the additional parameters and location to save the results file. 
These additional parameters include the temperature and flow rate for each sampled point 
as they may vary over a long measurement period. 
The display menu selects the update option for the main-VI while the testing is in 
progress. This has a side-effect of reducing the sampling rate because the CPU has to 
spent time acquiring the data to update the display. The gain menu allows a user to 
manually select the gain for each sensor. When the main-VI is first invoked, an 
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automated gain selection algorithm is used to scan all the sensors to configure their gain. 
In any case if the user decides to select a different gain, each sensor can be manually re-
configured to take on a different gain by modifying the gain selector of the 
programmable gain amplifier. The configuration menu shows the current status of the 
VTS and allows the user to perform a manual test (such as turning on valves and 
changing the flow rate) of the system to ensure functionality prior to commencing a test. 
Data-logging sub-vi 
Gain setting su 
Figure 7.15: Proto-nose control soflware and data-logging hierarchy menus. 
Once the user is satisfied with the setup, gain and testing procedure, the test may 
commence by pressing the 'trigger' button on the main-VI menu. Next to the trigger 
button is the sampling rate control where the user can specify the desirable ampling rate 
prior to the start of the test. As all the data acquisition and VTS control are performed 
within the software, the maximum sampling rate is determined by the minimum time 
required to complete One execution cycle (limited by the PC performance). Thi cycle is 
variable as it depends on the user selection of the desirable display to update (di play 
sub-VI) and the parameters to measure (such a temperature and flow rate that can be 
specify in the save sub-VI). If the user enters a sampling rate that i above the maximum 
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sampling rate, the maximum sampling rate will be used. However if a lower sampling 
rate is specified, the software will delay (wait) until the next sample period before it 
commences the next set of sensor responses acquisition. For the proto-nose, the 
maximum sampling rate is approximately 6 ms/cycle or 150 Ils/sensor. The sensor 
sampling rate per sensor was similar for three other systems, however, as each system 
has different number of sensors, the effective sampling will be inversely proportional to 
the number of sensors. The plots on the bottom left of the main-VI show the re ponses of 
the selected sensor bank against time. Their offset (baseline) voltages have been removed 
to show their relative response magnitudes. 
(a) 
(b) 
Figure 7. 16: Fast-nose data acquisition software. (a) Modification to the main-VI. (b) Modification to 
the gain selection sub-VI. 
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The fast-nose microsystem has a similar software implementation. As discussed in 
Section 7.3.2, only 2-out-of-8 possible selections are required for each sensor bank. The 
data acquisition software simply has to reduce the scanning selection from 8 to 2. On the 
display panel, only 10 sensor readings are displayed as shown in Figure 7.16. The 
changes made on the hybrid-nose software is also minimal as the same circuit was used, 
except for the addition of a 2nd level multiplexing required to support 80 sensors. Similar 
modifications are made for the main-VI and gain sub-VI to extend the display for the 
sensor voltages and the gain selections to accommodate 80 sensors. 
7.4.3 aVLSI-nose software interface 
For the aVLSI-nose, various sub-VIs have to be added to support its programmability. As 
the sensor responses had to be acquired using the other data acquisition card (AT -MIO-
16XE-50), the entire software have to be overhauled. Two new sub-Vis were added; they 
were the "sensor mode, driving current and gain selection" sub-VI (Figure 7.17) and the 
"DC-offset cancellation" sub-VI. Details pertaining to the data formats and timing 
protocols have been explained in Section 4.4.3. Each sensor has an associated data byte 
(9-bits) used to define the sensor operation mode, current and gain settings. The data 
bytes of the 70 sensors are cascaded in series to reduce the number of 1I0s required to 
configure the aVLSI-nose chip. Two control signals, a clock and a data signal are used to 
coordinate the configuration by serially latching the right data signal (refer to Figure 
4.22) on each rising edge of the clock signal. 
The DC-offset cancellation circuit has been designed to simplify the 
programming, as only a clock signal is required to increment the counter once it is reset 
(cleared). 1024 (1 O-bit) clock pulses are generated to drive the counter until the DAC 
(which is driven by the counter) output is slightly (one-count) above the sensor offset 
voltage. At this point, a disable signal from the comparator will automatically halt the 
counter. Although the remaining pulses are still supplied externally, the AND gate (refer 
to Figure 4.20) will mask them away. As all DC-offset cancellation circuits are being 
clocked simultaneously, this operation is performed once only. Each counter associated 
with their corresponding sensor holds a different count because each sensor has a 
different offset (baseline) voltage. 
For the data acquisition circuitries, all 70 sensor outputs are multiplexed using 
nine 8-1 multiplexers to connect to 9 (out of the 16 possible) analogue inputs of the data 
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acquisition card. Using a similar strategy as the hybrid-nose and proto-nose, the sensors 
outputs are sequentially scanned and converted into their digital equivalent voltages. 
Figure 7.17 : aVL I-nose configuration menu sub-VI. 
7.4.4 Automated test cycles and data logging 
The main-VI is the most complex as it was required to coordinate between the data 
acquisition and VTS control. Figure 7.18 shows two sequences of the main-VI diagram 
used to automate the test cycles and data logging. 
By this point of execution, the user has already setup all the te t cycles and 
parameters required for data logging. The first sequence on Figure 7.18(a) wa u ed to 
control the VTS and communicate with any other devices pre-selected by the user. On 
the left of the diagram are various combination of commands used to monitor the timing 
of the system to the nearest millisecond. On the right is sequence 0 where the VT are 
activated when the test cycle selected by the user is required to fire. This will encompass 
a sequential switching of certain microvalves in combination, to fulfil the de irable pulse 
width, analyte mixtures and test duration. 
Figure 7 .18(b) shows sequence 1 of the data acquisition and logging block. The 
ADC sub-VI is invoked to measure all the sensor output voltages in sequence before they 
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are reorganised and sent for storage. If the user decides to update the display while 
performing the data acquisition, the graphical plots will be updated accordingly. These 
sequences are then repeated until the entire test cycle is completed. 
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Figure 7.18: Data logging main-VI. (a) Data logging diagram cquence O. (b) Data logging diagram 
equence I. 
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7.5 Conclusions 
The design and fabrication of vapour test station and data acquisition electronics have 
been discussed in this chapter. For the vapour test station, the design and construction of 
the system was depicted along with the details of the component used. As an automated 
system is required to facilitate continuous unattended testing, each component will be 
required to be controlled electronically. The design of these electronic interfacings and 
the controls via software were also discussed . 
While the VTS can be interfaced seamlessly to all four systems (fast-nose, proto-
nose, hybrid-nose and aVLSI-nose), the data acquisition system has to be made 
extensible to accommodate the different number of sensors and interfaces on each 
system. For the fast-nose, proto-nose and hybrid-nose system, the extension i simpler 
because they employ the same type of chemoresistive sensors, differing only in the 
number of sensors. However, for the aVLSI-nose system, a complete different approach 
is required as each sensor has integrated driving and conditioning circuitry. La tly , the 
design and implementation of the software control algorithms and timing protocol 
generation (to simplify hardware interfacing) were di cussed. 
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Chapter 8 
Microsystems characterisation and 
experimental results 
8.1 Introduction 
175 
In the past chapters, the design and fabrication of two separate but complementary 
groups of systems had been discussed. These systems include the fast-nose, the proto-
nose, the hybrid-nose, and the aVLSI-nose. Two proto-nose systems were developed to 
investigate some of the unsatisfactory results from the first system, details of which are 
given here. The primary aim of the proto-nose systems was to generate spatio-temporal 
signals; this will be examined in detail for both simple analytes and complex odours. 
With the hybrid-nose microsystem, its high density and diversity already provides 
added discriminatory information. These arrays have been characterised independently to 
investigate any superiority over discrete sensors. Finally, micropackages ranging from 
simple to complex microchannel packages have been assembled with the hybrid-noses to 
form "nose-on-a-chip" microsystems. These systems are capable of generating spatio-
temporal signals (similar to those generated by the proto-nose) but with significant 
reduction in size. 
The aVLSI-nose has similar sensor placements to the hybrid-nose except that it 
also has all the required integrated circuitries to transform it into a smart sensor array. 
The experiments for this system have been focused on characterising the performance of 
these circuitries as the packaging and spatio-temporal signal generation issues have been 
dealt within the hybrid-nose microsystem. 
8.2 Proto-nose microsystems characterisation 
The two proto-nose microsystems have been characterised to determine their responses to 
simple analytes and complex odours. Proto-nose I was tested to determine its capability 
to generate spatio-temporal data. Initial results had shown that spatio-temporal signals 
Chapter 8: Microsystems characterisation and experimental results 176 
can be generated; however, the sensor responses (of the same type) gave two major 
concerns. When comparing the response magnitudes of the same type of sensors along 
the microchannel, the sensor signal towards the outlet was attenuated by more than 20 
times compared to the sensor signal near the inlet (Figure 8.5). This had neither been 
predicted by the simulation nor the experimental results obtained from the hybrid-nose 
sensor array where all sensors are exposed simultaneously . Two possible causes were 
identified. Firstly , this could be due to variations in sensitivities of different sensors, 
caused by a deviation in coating thickness. The second ambiguity is that the ensor do 
not respond according to their placements order (plausibly due to intra-channel leakage). 
To alleviate these possible causes, two solutions were applied. A fast-nose microsy tem 
was developed to calibrate the deviation in response magnitudes o f the en or be fore 
packing them in the proto-nose. Hence, compensation could be applied. Next, the proto-
nose II was developed, where the intra-microchannel segments are carefully ealed to 
remove intra-channel leakage. 
8.2.1 Discrete sensor characterisation using fast-nose microsystcm 
The fast-nose microsystem has been designed primary for calibrating the deviation of 
discrete sensor response magnitudes prior to assembly onto the proto-no e II. The fa t-
nose has a 10 cm x 0.5 mm x 0.5 mm microchannel. It can accommodate 10 en or , 
which are placed equi-distance to each other (I cm apart),. Ten group o f different en or 
types were characterised on the fast-nose micro ystem with imple analyte (toluene and 
ethanol vapour). 
(b) 
I .. ~ 
\
- E 
., 
.. 
- at 
... 
.. • oo 
Figure 8.1 : Discrete sensor response magnitUdes characterisation at room temperature. (a) PEV A en or 
response to toluene vapour in air. (b) Normalised PEVA sen or re ponses to ethanol vapour in air. 
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Figure 8.1 shows two plots of the response magnitude characterisation for 10 PEV A 
sensors to toluene and ethanol vapour in air. Figure 8.1 (a) shows that the variation in 
response magnitudes of 10 PEV A sensors to toluene vapour in air is less than 5 %. In 
Figure 8.1 (b), the PEV A sensor responses to ethanol vapour are normalised to determine 
the variation in response profiles. Upon normalisation, it shows that there i little 
variation in the profiles between different sensors. Other types of sensor g ive a 10 % or 
less variation in response magnitudes with similar minute variation in response profiles. 
In addition to the sensor response magnitudes and profiles characteri ation, the 
fast-nose microsystem was also used to study other sensor characteristics. The e include 
the stability of the sensor resistance over time and more importantly , the effect of carrier 
gas flow velocity on the sensor response. 
The baseline resistance is the resistance of the ensor prior to any expo ure to an 
analyte using environmental air as the carrier gas. hift in sensor baseline re i tance due 
to ageing, poisoning and other effects are common with the e types of polymer-ba ed 
composite sensors [8.1-8.3]. Therefore, it is necessary to monitor the sen or re i tance 
over a period of time in order to determine its stability. 
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Figure 8.2: Sensor re i lance variations. (a) en or baseline voltage (pr portional t resistance) variati n 
over time. (b) ElTect of flow velocity on baseline voltage for two dilTercnt polymcr 'cn r . 
Figure 8.2(a) shows the baseline voltage (equivalent resistance) aero a PE and a P 
sensor over a period of 500 s. The maximum variation i 5 m V with a tandard deviation 
of approximately 1 m V. In order to determine the impact of carrier ga flow velocity on 
the sensor response, the baseline voltage ha to be mea ured at di fferent now velocitie 
to ensure that any shift in response is not a result of the shift in the ba el ine voltage. The 
baseline voltage was monitored white the now velocity wa increa ed. Figure 8.2(b) 
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shows the baseline voltage versus flow velocity plot for a PEVA and a PSB sensor. It 
was found that the sensor resistances varied less than 0.2 % (DN IV) in a I inear decreasing 
trend with an average variation of ± 1.5 m V. This may be due to the cooling effect when 
the flow velocity is increased. In spite of this, it is still insignificant compared to the 
response magnitude that could vary as much as 40 %. 
Next, the effect of flow velocity on the sensor response was investigated. All the 
experiments were performed at the same nominal concentrations of ethanol and toluene 
vapour in air. The reason for not having environmental control on the temperature and 
humidity of the air was to simplify the system and work under real-world conditions. In 
practice, the measurements were conducted within a time frame of I hour; therefore the 
measurement conditions were similar. The temperature throughout all experiments was 
around 30 °C (± 2 0c) and the relative humidity was around 40 % (± 5 %). The carrier 
gas flows through the system one minute prior to each experiment to tabili e the sen or 
resistance. The vapour pulse is then turned on at time, I = I s and is turned off at time, I = 
6 s to give a 5 s pulse duration. Similar measurements were conducted at increa ing 
velocities. Figures 8.3(a) and (b) show the typical normalised re ponse of a P B sen or 
to 5 s pulses of ethanol and toluene vapour in air at di fferent flow velocitie , re pectively. 
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Figure 8.3: Effect of flow velocity on sensor re pon e. (a) Normalised P B ensor respoll e to a pulse of 
ethanol vapour in air at different flow velocities. (b) Normalised P 13 sen or resp n e to n pulse of toluene 
vapour in air at different flow velocities. 
Figures 8.4(a) shows the normalised maximum response magnitude of the en or to 
toluene vapour in air at the different velocities. The VmBx / V of the responses are u ed 
in all plots. For toluene vapour, the response magnitude increased linearly with velocity . 
Chapter 8: Microsystems characterisation and experimental results 179 
[t is important to note that the increase in response magnitude is not due to any increa e 
in delivered toluene vapour concentration, but as a result of an increa e in respon e time. 
This will approach the saturation limit if the exposure duration is increased, even at lower 
flow velocity. 
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Figure 8.4: Effect of f10w velocity on sensor response magnitude and response time. (a) No rm alised 
experimental and theoretical magnitude of response to a pulse of toluene vapour in ai r at diffe rent n w 
velocities. (b) Observed and theoretical re ponse time of two polymer sensors to a pulse of ethanol vap ur 
in air at different now velocitie . 
The effect of temperature on the sen or response magnitude wa tudied from 30 to 
50 °C. Table 8.1 shows that as the temperature is increa ed, the re p n e magnitude 
decreases for PEVA sensor responding to ethanol vapour in air. Within the te ted 
temperature range, the rate of decrease is approximately 0.5 % / ° (though n t linear 
throughout the entire operating range [8.4]). Thi i expected con idering the proce es 
being governed by the partition coefficient, which i inver ely prop rti nal t the 
absolute temperature. 
Table 8.1 : Effect of temperature on the re pon e magnitude of PEVA sen or to ethan I vapour in air. 
Flow velocity Temp=30 °C Temp=40 ° Temp=50 ° 
100 cm s·1 17.2 % 15.7 % 9.9 % 
200cms·1 20.2% 18.1 % 15.8 % 13.7 % 10.3% 
300cms·1 21.4% 18.8 % 15.8 % 14.0 % 10.8 % 
Figures 8.4(b) shows the effect of flow velocity on the respon e time of the en or . It 
is well known that polymer sensor employed for chemical detection can be 
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approximated to a first-order exponential response model [8.5-8.6], as given in Equation 
(8-1 ). 
(8-1) 
where RoN is the base resistance and TON is the response time coefficient. 
This has been used to generally compare the response time of different polymer sensors 
[8.5-8.6]. Clearly, the response (rise) time for both types of sensors decreases as the flow 
velocity is increased, showing that the sensors have responded faster to ethanol and 
toluene (not shown here) vapour in air when the flow velocity is increased. The extent of 
the impact of velocity on the diffusion coefficient differs for ethanol and toluene vapour 
in air. For ethanol vapour, the velocity coefficient (va in Equation (3-18» is 1, while for 
toluene vapour it is approximately 15. This is possibly related to the size of the analyte 
molecule and the porosity of the polymer sensing layer. The fastest responding sensor 
has a rise time of only 95 ms, hence considered ultra-fast as compared to typical response 
time of similar polymer-based sensors typically in the range of seconds to minutes [8.1-
8.6]. Similar work by Briglin el al. had shown that it is possible to achieve even faster 
response « 5 ms) with their polymer-composite sensors by depositing ultra-thin sensing 
film « 200 nm) and operating at high flow velocity (5.9 L min'l) [8.7]. 
Temperature affects the rise time positively as opposed to response magnitude. 
As the temperature is increased, the rise time decreases, giving a faster responding 
sensor. The average improvement is approximately 10 ms 0C-I. This can be understood 
from the basic Arrenhenius diffusion equation as follows 
_2... 
D = Do e RT (8-2) 
where Q is the activation energy, T is the absolute temperature and R is the gas 
constant. 
As the diffusion coefficient of analyte in the polymer sensing material (Ds) is a strong 
function of temperature, any increase in temperature will result in a large increase in the 
diffusion coefficient, hence a reduction in rise time. Although this will also increase the 
pulse-broadening effect (resulted from an increase in the diffusion coefficient of the 
analyte in mobile phase, Dm), it is nevertheless insignificant to impact the response time 
at high velocity. 
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8.2.2 Proto-nose I and II characterisation 
The characterisation results for the two proto-nose systems will be discussed in this 
section. The primary aim is to show how spatio-temporal data can be extracted from 
these systems and used to aid the classification of simple analytes and complex odours. 
Within each system, two types of lids were employed. One of the lids wa left uncoated 
while the other was coated with a 10 ~m thick of parylene C so as to enable a direct 
comparison between the two different microchannels. 
For the proto-nose I system, experimental results, shown in Figure 8.S(a) 
revealed that the response magnitudes of the sensors, towards the end of the 
microchannel, are highly attenuated. The ratio between the respon e magnitude of I 
over S36 for various pulses of toluene and ethanol vapour in air varied between 20 and 
100 comparing between the sensors toward the front (S I) and end ( 36) of the 
microchannel. The response magnitude ratio of the ensors, for toluene to ethanol vap ur, 
was found to be similar. In Figure 8.S(b), the normalised re pon es how that there i no 
response for S36 as the signal has completely disappeared . 
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Figure 8.5: Analyte absorption along microchannel. (a) 5 P L sen r resp n es to ethan I yap ur in air. 
(b) Normalised P L sen or re pon C orCa). 
In addition, the sensors along the microchannel of proto-no e I did not re pond in 
sequence (not shown here), indicating intra-channel leakage could pos ibly exi t. 
However, the primary aim of generating spatio-temporal data wa achieved with thi 
system. 
In an attempt to eliminate these two ambiguities, proto-no e II was de igned and 
fabricated . Detailed characterisation was performed on thi y tem with both imple 
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analytes and complex odours of different pulse widths and flow rates. Analysis of the 
results show that it is capable of generating spatio-temporal signals that are superior and 
more consistent compared to proto-nose I. 
8.2.2.1 Comparison between uncoated and coated microchannel 
The proto-nose 1\ system was initially assembled with an uncoated lid to study the effects 
of sensor responses along a long microchannel with simple analytes. The lid was 
subsequently swapped with a coated one to compare the sensor responses between the 
uncoated and coated lids. Simple analytes (toluene and ethanol vapour in air) u ed in the 
simulations are employed here for direct comparison. Figures 8.6(a), (b) and (c) how the 
sensor responses ofS I, S26 and S39 to these analytes with the uncoated lid while (d), (e) 
and (t) show the same sensor responses with the coated lid. Comparing the two ensor 
responses as shown in Figure 8.6(a) and (d) for S I, it was observed that both the ethanol 
and toluene vapour reaches the sensor at the same time when either lid i u cd. A the 
pulse travel along the microchannel, it became obvious that with the coated 
microchannel, the toluene pulse starts to be delayed, while with the uncoated 
microchannel, both analyte pulses arrived at the sen or at approximately the arne time. 
Towards the end of the microchannel at sensor S39 as hown in Figure 8.6(c) and (t), the 
delay between ethanol and toluene vapour pulse is further enhanced in the coated y tern 
while in the uncoated system, the two analyte pulse reach the sen or imultaneou Iy. 
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Figure 8.6 : Sensor responses along a coated and uncoatcd microchannel. (a) I. (b) 26. 
(c) Normalised S39 re pon e to toluene and ethanol vapour in air in an uncoated micr channel. 
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(d) S I. (e) S26. (f) Normali ed 39 respon e to toluene and cthanol vapour in ai r in a pary lcnc c utcd 
microchanncl. 
These results clearly resemble the finite element imulation re ult di cu ed in ection 
3.2.5. Figure 8.6 have been normalised to empha ize on the temp ral time delay, hence 
their spatial information diminishs. 
8.2.2.2 Spatio-temporal signals 
In proto-nose II , 10 different types of sen or coating were u ed to achieve a wider 
diversity. These different sensor types have distinct re pon e to different analyte 
depending upon their partition coefficient. Figure 8.7(a) how their re pon e to a 10 
pulse of ethanol vapour in air while Figure 8.7(b) how their re pon e to a 10 pul e of 
toluene vapour in air. The response profiles and magnitudes information corre pond to 
the spatial signals. Comparing the responses of P Land P V A sen or to ethanol vapour 
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in air (shown in Figure 8.7(a» , both sensors have the same response magnitude to 
ethanol vapour. However, their response profiles are di fferent. Although the re ponse 
profiles (transient information) provide added discriminatory information, it ha been 
rarely used until recently [8.8-8.10]. 
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Figure 8.7: Spatial signal of different types o f en ors re ponding to sim ple analytes. (a) ensor rcspon cs to 
ethanol vapour in air. (b) Sensor responses to to luene vapour in air. 
Figure 8.8 shows the spatial signals of the same set of en or re ponding to complex 
analytes (a) peppermint essence vapour and (b) vanilla e ence vapour. learly , each 
type of sensor has a different spatial signal to a particular analyte although it i till 
possible to obtain similar spatial signa\. 
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Beside the spatial signals, the proto-nose system is also capable of generating temporal 
signals. As discussed in Section 3.3.6, an analyte pulse travelling along a coated 
microchannel (Le. GC column) experiences a different retention delay (time) depending 
on the partition coefficient of the analyte with the stationary phase material (in this case 
parylene C). Figure 8.9 shows 3 sets of sensor responses to (a) toluene vapour, (c) 
ethanol vapour and (e) peppermint essence vapour. Eight different sensor responses 
along the microchannel are depicted to illustrate different spatial signals (except S I and 
S39 which are used for comparison). Figure 8.9 shows their normalised responses for (b) 
toluene vapour, (d) ethanol vapour and (f) peppermint essence vapour. Clearly, the 
sensors have responded in sequence according to their placements. The time at which the 
sensor response magnitude reaches 50 % will be used for comparing the retention time 
delay (temporal delay) as shown in Figure 8.9. 
The relative retention time between S 1 and S39 is approximately 92 s for toluene 
vapour, 58 s for ethanol vapour and 45 s for peppermint essence vapour. Using this 
temporal information, different analytes can be easily identified. Comparing these results 
to those obtained by the finite element simulation, the general trend shows much 
resemblance. For toluene vapour, it has a greater retention time when compared to 
ethanol vapour. However, a detailed comparison cannot be performed due to the lack of 
partition coefficients for various analytes with parylene C (the stationary phase material). 
Using the responses of 5 sensors (S2, S 12, S 19, S28 and S39) placed along the 
microchannel, the spatio-temporal signals for various analytes were extracted for PCA 
(Principal Components Analysis) in order to determine the possibility of basic pattern 
classification. PCA is a technique that can be used to simplify a dataset; more formally it 
is a linear transformation that chooses a new coordinate system for the data set such that 
the greatest variance by any projection of the data set comes to lie on the first axis (then 
called the first principal component (PC 1», the second greatest variance on the second 
axis (PC2), and so on. 
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For simplicity, the spatial signal utilised only the respon e magnitude (I1V, change in 
voltage) and the temporal signal used the time at 50 % of V. 8 different analyte 
consisting of simple analytes, complex odours and their mixture were u ed ~ r thi 
experiment. It was conducted at the same flow rate of 25 ml minot and pul e width of 25 
with 5 repetitions at room temperature (25 °C ± 2 °C, 40 % ± 5 % R.H .). 3 P A were 
performed; one operates on the spatial data only, one u es the temporal data while the 
last one utilises the combined data (spatio-temporal data). 
Figure 8.1 O(a) shows the result of the PCA analysis u ing the spatial data . In thi 
case, classification can be achieved for most analytes except milk and banana. However, 
when the temporal data are used for the analysi , di tinct classe can be ob erved a 
shown in Figure 8.IO(b). For banana and milk, the variation within each c1u ter i much 
larger compared to other test analytes_ This is bel ieved to be a result of the degradation of 
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fresh banana and milk over a long test duration (20 hours). In this instant, a better 
classification is achieved when the temporal data is used as compared to the spatial data. 
When both the spatial and temporal data of these sensors are included, a slight 
improvement is observed as shown in Figure 8. I O(c). 
8.3 Hybrid-nose characterisation 
The hybrid-nose sensor array consists of 80 microsensors within a 10 mm x 10 mm 
silicon substrate. The hybrid-nose I has 5 different sensing materials while hybrid-nose II 
has of 10 different materials. The primary aim was to generate spatio-temporal signals 
with a minaturised system to achieve a nose-on-a-chip integration. To ensure the hybrid-
nose microsensor arrays were functioning prior to assembly with the micropackages, they 
were calibrated using a microchamber. Within this microchamber the array was 
characterised with simple analytes, complex odours and their mixtures to determine their 
capability to perform discrimination without micropackages (simply relying on the 
spatial information based on the diversity of a large sensor array). Other more advance 
processing techniques such as those employing biological sniffing characteristics were 
also experimented with. Finally, these hybrid-noses were characterised when assembled 
with various microchannel packages. 
8.3.1 Hybrid-nose characterisation with microchamber 
The hybrid-nose sensor arrays were first characterised with simple analytes to determine 
their disparity in responses as a result of array based deposition. Similar to those 
discussed in Section 8.2.1 for discrete sensors, sensors with the same sensing material 
exhibit variation in response magnitudes. 
Figure 8.11(a) shows the variation of 8 PSIl sensors responding to ethanol vapour 
in air and (b) shows 8 peL sensors responding to toluene vapour in air. The maximum 
variation in response magnitudes for PSB sensors to ethanol vapour is 7 % and 6 % for 
peL sensors to toluene vapour. However, the remaining types of sensors show a much 
higher variation of20 % (max) as compared to 10 % for discrete sensors. This has been 
largely expected as the variation in resistance for the hybrid-nose array is 3 times higher 
than the discrete sensors. Upon normalisation, their response profiles show great 
resemblance. 
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Figure 8.11 : Hybrid-nose sensor array response to simple analytes. (a) 8 PSB sensors responding to 
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Figure 8.12: Typical sensor responses to difTerent analytes with varying pul e widths and flow ra tes. 
(a) PEVA sensor responses to peppermint oil vapour at two flow rates and 3 pulse width . (b) Normali ed 
PSB sensor re pon es to 7 te t analyte . 
The hybrid-nose sensor array not only has distinct response to a particular analyte, it 
also responds differently when the pulse widths and flow rate are varied. Figure 8.12(a) 
shows a typical sensor responses to peppermint oil vapour where the pul e width (PW) 
and flow rates (F) are varied. The results show that with the arne en or the re pon e 
magnitude and response time increase when either the flow rate or the pul e width i 
increased while the concentration are kept constant. This increase i expected to peak at 
some point due to the saturation limit of the sensor. Figure 8. I 2 (b) show the normalised 
(to unity) sensor (PSB) responses to 7 analytes. All analyte were tested at the arne fl ow 
rate (60 ml min-I) and pulse width (25 s). As the pul e width and flow rate are kept 
constant, the variation in response magnitude and re ponse time, with di fferent analyte , 
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is a result of different partition coefficient and diffusivity of the analyte within the 
sensing material. Some sensor responses (e.g. cream, milk) are nosier as the sensors have 
lower sensitivity to these analytes. 
8.3.2 Discrimination analysis using olfactory imaging 
The rapid expansion in sensor array components has resulted in an enormous increase in 
the amount of data one can obtain for each odour measurement. One of the most natural 
ways is to represent these data as an image [8.11] . Olfactory images are not new and are 
believed to be one the features enhancing the capability of mammalian olfactory sy tems 
[S.II-S.15]. Chemical imaging is an established principle of analysis which ha been 
used for many years in biological tasting and smelling [8.15]. 
(a) (b) 
(c) (d) 
Figure 8.13: 3D and 2D fingerprint of cream vapour and peppermint oil vap ur. (a, b) cn or array 
fingerprints to cream vapour (maximum response), PW = 25 s, F = 130 ml min' l. (c, d) cnsor array 
fingerprints to peppermint oil vapour (maximum re ponse), PW = 25 , F = 130 ml min' l. 
Figure S.13(a) and (b) show the hybrid-nose sensor array responses to cream vapour a a 
3D and 2D fingerprint. If each temporal fingerprint is arranged in sequence, an animated 
evolution video will represent the complete response. These 3D fingerprints can al 0 be 
converted into 2D by representing the magnitude of the response as depth information 
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related to a colour bar. The fingerprints to peppermint oil vapour are shown in figure 
8. 13(c) and (d). These fingerprints could be used as templates for future comparison to 
identify the target analyte (using template matching). 
To improve our ability to identify different odorants, the sniffing duration and 
speed will normally be varied [8 .16]. This relates to varying the pulse width and flow rate 
of odorant delivery. Varying these parameters alters our ability to discriminate and 
identify different odorants. In this experiment, an attempt was made to replicate the 
scenario by studying the effect of varying pulse width and flow rate. Each analyte was 
tested at two different flow rates and three different pulse widths, with 5 repeated 
measurements at room temperature (25 °C ± 2 °C, 40 % ± 5 % R.H.). 
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Figure 8.1 4: EfTect of varying pulse widths and flow rates. (a) P A plot of ethanol vapour in air. (b) P A 
plot of toluene vapour in air. (c) peA plot of milk vapour in air. (d) P A plot of cypre oil vapour in air. 
For each measurement, a 20 fingerprint was created u ing the maximum re p n e 
magnitude. A simple PCA was used to determine the imilaritie in multi -dimen ional 
space between these images. Figure 8.14 shows the plot for (a) P A plot of ethanol 
vapour in air, (b) PCA plot of toluene vapour in air, (c) PCA plot of milk vapour in air 
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and, Cd) PCA plot of cypress oil vapour in aIr. Ethanol vapour gave the poorest 
discrimination among the 7 (3 analytes are not shown here) tested analytes. For ethanol 
vapour, approximate classification can be achieved although there are a number of 
outliers. At different flow rates, the results clustered within a zone, enabling 
identification for different flow rates to be easier. In addition, increasing the pulse widths 
while maintaining the flow rate, makes it more difficult to exclusively cluster the 
samples. This is due to the fact that the sensors have responded much faster to ethanol 
vapour, and resulted in sensor saturation. When the pulse width is extended, the response 
magnitude is similar and hence less discrimination was achieved. For other analytes, 
distinct clusters can be identified at different flow rates and pulse widths. One intere ting 
observation for all analytes is that the results fall distinctively into two clusters, based on 
the flow rate. For complex odours, higher flow rates result in easier discrimination. 
Although this cannot provide conclusive evidence, a higher flow rates have re ulted in 
better discrimination for complex odours, compared to a longer expo ure duration in thi 
experiment. 
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Figure 8.15: PCA plots of seven analytes at various pulse widths and flow rates. (a) PW= lO s, F=60 ml 
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The image matching technique can also be used to identify an analyte, even in the case of 
highly similar analytes. Figure 8.15 shows the PCA plots of seven analytes at various 
pulse widths and flow rates. At all tested pulse widths and flow rates, all 7 analytes can 
be distinctively segregated into exclusive clusters. In order to determine the effectiveness 
of varying the pulse widths and flow rates, the Euclidean (linear) distance between each 
cluster centre was calculated using the first 3 principal components (PC). As the pulse 
widths and flow rates are increased, the Euclidean distance between any two clusters 
increases, showing better discrimination as depicted in Table 8.2. There are some 
similarities between this system and the human olfactory system as the discrimination 
ability is improved as we sniff harder and longer [8.16]. One other technique that was 
normally used is to perform multiple sniffs. This successive odour sampling technique is 
believed to produce better discrimination through a process usually known as receptor 
adaptation [8.17] - not to be confused with odour adaptation that reduced our ability to 
smell an odour with time. 
Table 8.2: Average Euclidean distance between any two odorant clusters. 
PW == 10 s 
PW==25 s 
PW==50s 
F == 60 ml min"' 
\3.05 
15.06 
14.74 
F == \30 ml min"' 
\3.47 
16.09 
19.87 
To further improve the discrimination capabilities of the microsensor array, 'stereo' 
olfactory images have been used [8.16, 8.18-8.21]. In these experiments, stereolfactory 
images were generated from test replicates operating at two different flow rates. Ilere, 
three olfactory images were used; one stereo and two mono (one at F=60 ml min"' and 
the other at F=\30 ml min"') images by varying the operating voltage of the micropump. 
Three sets of images were also available for comparison as three different pulse widths 
were experimented. Figure 8.16 shows a comparison between two monolfactory images 
and a stereolfactory image for 7 test analytes. Discrimination can be achieved in all 
cases. 
To make a more appropriate comparison, two matrices commonly used for 
discrimination analysis are used. The Mahalanobis (non-linear) distance function 
determines the similarity of an unknown sample set while the Euclidean distance (linear) 
measures the ordinary distance between any two points using the Pythagorean theorem. 
Within each olfactory image, the intra-cluster and inter-cluster distance were extracted 
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using the first 3 principal components. The intra-cluster distance mea ures the di tance 
between samples of repeated measurements while inter-cluster measures the di tance 
between the centres of each cluster. The analysis with monol factory images show that for 
all pulse widths, at a lower flow rate, results in smaller intra-clu ter distance when 
compared to higher flow rate. However, the opposite is observed for inter-clu ter 
distance. This is reflected in both the Mahalanobis and Euclidean matrice . The 
stereolfactory image gives a compromise between intra-cluster and inter-cluster di tance. 
As both distances are important in determining the success of discrimination, thi 
compromise in both intra and inter-cluster distances hown in stereolfactory image 
believed to provide the additional discriminatory feature. 
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Figure 8.16: Comparison between mono and tereolfactory image. (a) Mon Ifactory image (F=60 ml 
min-I, PW=25 s). (b) Monolfactory image (F=130 ml min-I, PW=25 s). (c) tereolfa t ry image. 
Although the hybrid-nose sensor array is capable of performing di crimination (due to 
the large array and sensor diversity), it i not possible to generate any temporal ignal 
(spatial signal is provided by the sensor diversity). However, due to the patial placement 
of the 80 sensors in an array fashion (5 rows of 16 elements), occupying a urface area of 
Chapter 8: Microsystems characterisation and experimental results 195 
10 mm x 2.5 mm, it is still possible to differentiate the flow direction by comparing the 
response of the sensor at each end of a row. Figure 8.17 shows the respon es of 3 sensors 
along a row (front, middle and end of the row). Figure 8.17(a) shows the sen or 
responses when the flow direction is forward while (b) shows the sensor respon e when 
the flow direction is reversed. The sequence of responses when the flow direction is 
reversed indicates that there is a slight difference in temporal signals. However thi i too 
small to provide any significant contribution to aid discrimination. 
' 0 i D. 
r' ~ D' 
J I 02 
DO 
lD .. 
l-"'1 ' 0 - $67 !64 i D. 
e 
r' D. 
1 jD2 
00 
eo 10 'DO 
' 0 
Tom· t_ ) 
00 ~ 
eo 10 
... 
" ..
' DO 
Figure 8.17: Bidirectional hybrid-nose responses to ethanol vapour in air. (a) Normali sed P L sen r 
responses in forward flow direction. (b) Normali ed P L ensor respon es in reverse fl w dire lion . 
8.3.3 Nose-on-a-chip characterisation 
Preliminary characterisation of the hybrid-nose reveal it uperiority in generating 
spatial signals and thus, provides a good classification for both imple analyte and 
complex odours. However, little or no temporal ignal can be extracted. Three 
micropackages, fabricated using microstereolithography were a embled with the hybrid-
nose to realise nose-on-a-chip microsystems. The e ystem have the arne en ing 
characteristics as the proto-nose, but with a huge reduction in ize (pr t -no e II i 25 )( 
200 x 15 mm3 while hybrid-nose with MSL lIS is only 36 x 27 x 10 mm ). 
8.3.3.1 Microchannel package MSL101 (5 em long microchannel) 
The MSLI 0 I micropackage has a single continuou microchannel that traver e through 
the 80 microsensors in a row by row fashion . To ensure the en or are not affected by 
the assembly process, the sensors are re-calibrated a shown in Figure 8.18. The e 
experiments are also used to study other effects such as the peed at which the e en ors 
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respond. The low dead volume (2 Ill) of the microchannel package requires Ie analyte 
and produces rapidly responding sensors. 
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Figure 8.19 shows two fast re ponding sen or , (a) a P L en or rc p nding t t lucnc 
vapour in air and (b) a PEG sensor re ponding to vanilla e ence vap ur in air. Their 
respective response time i found to be only 480 m and 92 m with many 
showing sub-second response times. The e re p n e time arc a huge impr v mcnl vcr 
similar types of sensors exhibiting re pon e time from ccond t minute [ .4, 8.8-8. I. 
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Figure 8.19: Ultra-fast en or respon e . (8) Fa t P L sen r re p nding to I luene va ur in nir with 
response time of 480 ms. (b) Fast PEG ensor re ponding to vanilla es en e vapour in air wilh resp nse 
time of92 m . 
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Figure 8.20: Temporal signals of sensors along M L I 0 I microchannel. (a) 5 sen or re ponses to vanilla 
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Although MSLlOI has a low dead volume and produces fast responding en ors, it short 
microchannel length does not provide enough time delay to generate distinct temporal 
signals for different analytes, as predicted by the simulations. Figure 8.20 how the 
temporal signals for 5 sensors responding to vanilla essence vapour. Figure 8.20(a) 
shows their relative responses and (b) shows their normalised respon e . The respon e 
of these sensors are in sequence according to their placements; however there i no 
evidence to suggest that there are any significant differences in temporal ignal when 
compared to other test analytes. 
A comparison between 10 different types of sensors depicted in Figure 8.21 has 
shown that the system is capable of generating spatial signals for both simple analyte as 
well as complex odours. 
8.3.3.2 Microchannel package MSL112 (32 cm long microchannel) 
With MSL I 12, a 32 cm long microchannel package was a sembled with the hybrid-no e. 
In the last section, the MSL I 0 I system was shown to be capable of generating patial 
signals. However, due to its short microchannel length, no temporal ignal wa btained. 
In this section and the following one, the Focu will be directed on the generation of 
temporal signals. For MSLlI2, the base of the microchannel package i divided into 8 
' mini-chambers' (Section 5.4.2.1). Each mini-chamber contain 10 en r (in 2 
columns) and adjoining each mini-chamber is a 40 mm egment of microchanncl. 
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Figure 8.22: Temporal signals of sensors along MSL 112 microchannel. (a) 8 ensor rc pon cs to ethanol 
vapour in air at each respective mini-chamber zones. (b) Normali ed responses of (a) . (c) Expanded view 
of (b) showing the temporal signal as each sensor responded in sequence. 
Figure 8.22 shows the responses of 8 sensors across a row with each en or re iding in a 
different mini-chamber. Figure 8.22(a) gives the spatial signal while (b) how the 
normalised responses and (c) shows an expanded view of the temporal ignal to ethanol 
vapour in air. The results show that the temporal signals have been greatly enhanced, a 
compared to MSL 101 due to the longer length of the microchannel. The tim delay 
between each pulse is consistent as their physical distances apart are identical. 
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Figure 8.23: Difference in temporal signal between toluene and ethanol vapour in air n M L 112 
microchannel. (a) S65 (inlet) sensor response to toluene and ethanol vapour in air. (b) 32 ( utlet) sensor \0 
toluene and ethanol vapour in air. 
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Here simple analytes (toluene and ethanol vapour) have been used for these test . Figure 
8.23 shows the varying temporal signal for two simple analytes. Figure 8.23(a) shows 
that the sensor closer to the inlet of the microchannel receives both analytes at 
approximately the same time; whilst in (b) towards the outlet of the microchannel, a 
significant amount of time delay can be observed on the toluene vapour pulse in relation 
to the ethanol vapour pulse. This clearly demonstrates the capability of M L 11 2 
microchannel package to generate distinct temporal signals for different analytes, hence 
fulfilling the aim of spatio-temporal signal generation with a nose-on-chip system. 
8.3.3.3 Microchannel package MSL115 (240 cm long microchannel) 
To further improve the performance of the micronose system, an even longer 
microchannel package, similar to proto-nose II , was designed and fabricated ( ection 
5.4.2.1). This package was designed to obtain the same length (240 cm) and dimen ion 
as proto-nose II in order to achieve equivalent performance. 
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Figure 8.24: Hybrid-nose temporal signals when as embled with M L I 15 microchannel packa e. 
(a) Normalised sensor responses to ethanol vapour in air. (b) Norrnali ed en r re p nse to toluene 
vapour in air. 
Figure 8.24 shows the responses of 4 sensors of the hybrid-no e re ponding t ethanol 
and toluene vapour in air when assembled with MSL 115 microchannel package. Figure 
8.24(a) shows the responses to ethanol vapour while (b) show the re pon e to toluene 
vapour. The temporal signals for ethanol vapour are significantly Ie when compared to 
toluene vapour; this is similar to the results obtained in proto-no ell. 
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Figure 8.25: Varying temporal signals for simple analyte on hybrid-no e when as em bled wi th M L 11 5 
microchannel package. (a) Sensor S50 (30 mm from inlet) respon e. (b) ensor 54 ( 1060 mm from inlet) 
response. (c) Sensor S63 (2280 mm from inlet) re ponsc. 
Figure 8.25 shows the comparison results between the en or re pon e al ng the 
microchannel to simple analytes. Closer to the inlet of the microchannel at (a), b th 
ethanol and toluene vapour pulse reaches the sensor at the ame time. A the pul e travel 
along the microchannel to (b), the retention effects of the two analyte bec me 
significant. Towards the outlet at (c), the two analyte pulses are nearly eparated. F r 
complex odours, it has a similar effect of providing different retention delay . In order t 
determine the performance of this microsystem, PCA was conducted on the pati -
temporal signals (similar to those for proto-nose as given in Figure 8. 10) of 5 en or 
responses. 
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Figure 8.26: pe A plots with spatio-temporal data of 5 ensors ( 34 (30 mm from inlet) 38 ( 1060 mm 
from inlet), S57 (2100 mm from inlet), S27 (2160 mm from inlet), and 30 (2200 mm fr m inlet» r r 
hybrid-nose with MSL 115 microehannel package. (a) Spatial (respon e magnitude, Y) data of 5 en r . 
(b) Temporal (time at 50% point) data of 5 sen or . (e) patiotemporal data of 5 ens rs. 
Figure 8.26 shows the results of the PCA performed on the (a) patial data (b) temp ral 
data, and (c) spatio-temporal data. The results have shown that it i P ible t perf< rm 
classification based on either parameter or both. However, when compared to the re ult 
obtained from the proto-nose II system, the nose-on-a-chip y tem i Ie fav urable. 
There are three plausibly causes for the poorer result obtained from thi no e-on-a-chip 
microsystem. Firstly, the set of experiments conducted here were done continu u Iy with 
minimum recovery time allocated between each test. This might cau e the en or t be 
exposed to the next test analyte before they had recovered from the previou te t and 
returned to their original baseline. Secondly, there could be ' intra-channel leakage ' which 
was not fully characterised. Last and most importantly, the e experiment were 
conducted in a laboratory where the environmental temperature was imilar to the 
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outdoor temperature (variation;::: 10°C or more); whereas the previous experiments on 
the proto-nose systems were conducted in another laboratory with temperature variation 
of less than 5°C. Nevertheless, this provides a good indication that the spatio-temporal 
feature extraction and classification technique is robust and is capable of subjecting to 
drastic environmental variation. 
8.4 a VLSI-nose characterisation 
The aVLSI-nose consists of 70 microsensors arranged in 5 rows of 14 elements. The 
sensor placements and packaging were identical to the hybrid-nose so as to allow the 
same microchamber and micropackages to be used on both designs. Each sensor contains 
a dedicated programmable driving, offset cancellation, amplification and filtering circuit 
to remove the need for any external drive and conditioning circuitries, unlike the case of 
hybrid-nose. The details pertaining to the programmability and interfaces for the aVLSI-
nose were discussed in Chapter 7. Within each smart sensor cell, the sensor can be 
operated either in resistive or FET mode of operation. There are also two possible routes 
for the sensor signal to be either in direct mode or interface mode. The FET test sensor 
has been included by other members within the group and has been characterised 
separately. Hence, all subsequent measurements depicted are made in resistive 
configuration. The direct mode of operation will be discussed in Section 8.4.1 and the 
interface mode of operation in Section 8.4.2. In addition, as the responses with 
microchannel packages would be expected to be similar to those captured by the nose-on-
a-chip systems given in Section 8.3.3, all measurements have been performed with the 
microchamber to simplify the setup. 
8.4.1 Smart sensor cell 
In the direct mode of operation (Section 4.4.3), each sensor is connected to a 
programmable current drive circuit that is cascaded to a buffer op-amp. This mode of 
operation is the minimal building block for an integrated sensor. It is used when the 
sensor response magnitude is sufficiently large and does not require amplification. Three 
select logics per cell are required to be programmed; they are the sensor mode select (2 
bits), the current drive select (3 bits to select the desirable driving current) and the route 
select (2 bits). After these modes are setup, the sensor array is ready for testing. 
Chapter 8: Microsystems characterisation and experimental results 204 
The smart sensor cell was initially characterised for the stability of its constant current 
drive circuit. Figure 8.27(a) shows the change in output voltage across a fixed re istor (a 
fixed resistor is used for characterising the programmable current drive to ensure that the 
noise fluctuation is due to the current drive and not that of the sensor) when the current 
setting was programmed. Upon settling, the noise is within 2 mY. Next, the sen or cell i 
being characterised for its basic functionalities. Six pulses of toluene, ethanol vapour and 
their mixture are used and the results are shown in Figure 8.27(b). The repeatability of 
the sensor response was excellent, except for the case of ethanol vapour where the light 
deviation was attributed to the testing protocol (this test was commenced before the 
sensor resistance stabilised). In addition, the sensor baseline remains relatively constant 
even after prolonged testing. 
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Figure 8.27: Driving current and ensor response stability. (a) Con tant driving current stability a ross u 
fix resistor. (b) Repeated sensor exposure to simple analytes. 
There are two rationales for providing programmable driving current over a wide range. 
Firstly, this is to accommodate for considerable variation in sen or ba eline re i lance a 
a result of spraying deposition. Secondly, the variation in sensor respon e due to the 
selectivity of different sensing materials with target analytes can be adju ted to limit it 
voltage swing. In the former case, for a sensor re istance of 200 kO the three driving 
current selections (1 ~, 10 ~A or 100 ~A) will ideally produce an output voltage of 
200 mY, 2 V or 20 V. Due to the reduced operating range (0 V to +5 V for MO 
process) of the buffer op-amp, the best operating current selection should be I = I 0 ~lA to 
allow the baseline to be in the middle of the operating range (+2.5 Y, 0 a to allow 
maximum positive and negative voltage variations) of the op-amp. 
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Figure 8.28: Effect of varying drive current on sensor response to simple analytes. (a) en or 22 resp nse 
to ethanol and toluene vapour at I = 1 IlA (offset = 1.35 V). (b) en or 22 response to ethanol and toluene 
vapour at 1= 10 !lA (offset = 0 V). (c) Comparison between (a) and (b). (d) Normalised re ponse r ( ). 
In the latter scenario, the current drive selection was altered to boost the ignal level of 
the response magnitude. Figure 8.28(a) shows the response of en or 22 re p nding to 
various pulses of ethanol and toluene vapour in air at I = I IlA (off: et voltage = 1.35 V) 
and (b) at I = 10 IlA (offset voltage = ° V). The response magnitude in (a) i only 30 mY 
while in (b) the response magnitude is 300 mY, an increa e of 10 time. The e two 
responses are compared in (c) with their baseline voltages removed and in (d) their 
responses are normalised. Clearly in this scenario, operating the en or at 10 IlA driving 
current is more favourable (in terms of resolution) as it produced 
magnitude. Upon normalisation to unity, they give similar re pon e . 
In the following test, the effect of concentration variation was studied. Here, a 
sensor (PSB) has been exposed to five different concentrations of ethanol (180, 260, 370, 
520 and 1150 ppm (parts per million)) vapour and toluene (100, 160, 220, 3 10 and 700 
ppm) vapour in air at a constant temperature of 30 °C and humidity (20 % R.H.) as 
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shown in Figure 8.29(a). The response refers to the percentage change (~RlR) in 
resistance. From these results, the static effect of toluene and ethanol vapour in air to a 
PSB sensor are plotted as shown in Figure 8.29(b). The sensitivity to ethanol vapour is 
about 0.00012 % ppm-I and 0.00644 % ppm-I to toluene vapour. Other types of sensors 
show similar linear model across the same range of ethanol and toluene vapour 
concentration. 
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Figure 8.29: Sensor response magnitudcs charactcrisation. (a) Rcsponses of PCB sensor to five dilTcrcnt 
concentrations of ethanol and toluene vapour in air. (b) Static sensor output, litted with a linear model. 
Although the smart sensor is capable of varying the driving current, depending on the 
sensor resistance and affinity to different analytes, the response magnitude is still 
relatively low considering the voltage swing of the CMOS circuit is only 5 V. It is not 
possible to amplify the sensor's output signal significantly without any processing as the 
baseline voltage (ideally at 2.5 V) will saturates the output voltage of 5 V (with a gain of 
2x). To improve the dynamic response range of the sensor, a novel DC offset 
cancellation circuit was implemented for each sensor [8.22-8.24]. 
8.4.2 DC-offset cancellation circuit for offset removal 
The primary limitation for the integrated design is the need to hold the offset (or 
baseline) voltage for a long duration oftime throughout the entire measurement cycle. It 
soon becomes evident that digital techniques provide the simplest means of 
implementing such storage. The setup for each smart sensor cell has been discussed in 
Section 4.4.2 and 4.4.3 and it can be summarised as follows. Prior to the measurement 
phase, a setup phase calibrates all sensor baseline voltages simultaneously with counters, 
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DACs and comparators by comparing the baseline voltage with the DA output (which 
is driven by the counter). As each counter gradually counts upward the DA utput 
voltage increases up to the point where it just exceeds the baseline voltage. At th i point, 
the comparator output negates to stop the counter from increa ing any further. The wh Ie 
process takes only I ms where all 70 sensors are calibrated simul taneou Iy. 
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Figure 8.30: Sensor responses to simple analyte for di re I and inlerfa em de of opcmlioll . 0) , 
response in direct measurement mode. (b) 2 re pon e in inlerfn e m de. 16 rcsp n e in dire I 
measurement mode. (d) 16 re p n c in inlerfo c m dc. 
The sensors are then ready to perform any mea urement with th ba lin v Ita c 
stored digitally in counters. With the ba eline ignal rem v d, th en an b 
amplified ; this is critical when the respon e magnitude i 
sensors responding to low concentration of ethanol and t lu n vap ur pul in ai r. In 
Figure 8.30(a), sensor S2 (PEG) re pon e i mea ured in dire t m de f pcrati n whil 
in (b), it is measured with the DC off: et cancellati n cir uit interra m d . Fi ur 
8.30(c) shows the response for sensor 16 (PVPH) in dire t m de nd d) the am ' 
sensor responding in interface mode. Comparing the re p n e o f b th en r in the 
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direct and interface mode, it can be clearly observed that there is a 10 times amplification 
on the responses measured in interface mode. The slight variation in responses of both 
sensors is attributed to the lower resolution when the direct sensor responses are 
measured. The responses in the interface mode are inverted due to the differential 
amplifier configuration (Figure 4.20). However, this should not pose any problem as it is 
possible to have both positive and negative sensor responses. In the interface mode of 
operation, all sensor responses are inverted, hence giving the same effective results. 
8.5 Conclusions 
In this chapter, the characterisations of3 primary microsystems have been presented. For 
the proto-nose systems, the generation of spatio-temporal signals was depicted together 
with the use of each signal for discrimination analysis on both simple analytes and 
complex odours. In addition, the effect of flow velocity on polymer-composite sensors 
was investigated on the fast-nose microsystem. The velocity effects on both the response 
magnitude and response time to simple analytes have been examined in detail and the 
results fitted well to the proposed analytical model. 
For the hybrid-nose microsystems, the focus has been directed towards building a 
nose-on-a-chip microsystem at reduced scale, but with similar performance to proto-nose 
systems. Microchannel packages, of different lengths, have been assembled with the 
hybrid-noses to form complete nose-on-a-chip microsystems. A short microchannel with 
low dead volume has been used to demonstrate ultra-fast responses with extremely low 
volume oftest analytes. As the length of the microchannel was increased, the difference 
in retention behaviour (time delay) between various analytcs becomes evident. This 
provides clear indication that this system was approaching the performance of the proto-
nose system. 
Finally, the characterisation results of the aVLSI-nose were presented. The aim 
here is to replace the hybrid-nose sensor array with the aVLSI-nose as each sensor 
includes its own smart circuitries (which includes driving and signal conditioning). All 
functionalities incorporated in the design have been tested and work in accordance to 
those predicted by the simulations. 
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The increasing demand for electronic nose systems in a broad spectrum of applications 
such as the food industries, environmental monitoring, medical diagnostics and security 
applications, have produced an emerging industry. The first commerical e-nose system 
became available in 1993 (Fox 2000 by Alpha-MaS, France) with an estimated total 
market value for such systems of only €300,000. In 2000 this market had increased to an 
estimated almost €ISO million [9.1] and it is estimated to be about €9S0 millions in 2004 
[9.2]. 
E-nose systems provide an alternative to the use of organoleptic panels because 
the human olfactory system fatigues easily and is unsuitable for applications involving 
toxic odorants. Most existing commercial electronic nose systems are bench-top units, 
which are expensive and bulky. In addition, these systems usually require a trained 
operator to collect and analyse the data. Futhermore, these systems are only a 
rudimentary implementation of the biological olfactory system, providing basic 
discrimination in controlled environment compared to the mammalian 01 factory systems 
that are mobile and capable of adapting to environmental changes. 
The research undertaken in this project was motivated by the disparity in 
performance, size and cost of electronic nose systems compared to the biological 
olfactory systems. As many of the mysteries regarding the biological 01 factory system 
and smell continue to be solved, it is inevitable some ofthese findings will be significant 
in revealing the features underpinning the superiority of the biological olfactory system. 
One key factor, providing this superiority, could be the discovery of the nasal 
chromatography effect, which produces spatio-temporal signals. In addition, the unique 
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operating features of the biological olfactory systems could also supplement this 
ascendancy; they include stereolfaction (two nostrils sniffing at different flow rates) and 
sniffing rate (flow velocity) and duration (pulse width) variations. Based on these 
phenomena, various artificial systems have been designed, fabricated and tested. This 
study has been divided into two sections: the development of prototype systems to model 
nasal chromatography effects for generating spatio-temporal signals; and the 
development of nose-on-a-chip systems employing microfabrication technologies to 
address cost and miniaturisation issues. 
9.2 Project objectives 
Many of the objectives in this study have been realised, these are summarised as follows: 
• Finite element models have been constructed for microchannels, 
GC microchannels, polymer-composite sensors and used to investigate the effects 
of flow velocity on sensor responses. 
• Microsensors, microsensor arrays and CMOS compatible smart sensor arrays 
with novel processing circuitry have been designed, fabricated and tested. 
• Full 3-D microchannel packages of various lengths (5 em, 32 em, 71 cm. 120 cm, 
240 cm) have been designed. fabricated using stereolithography (SL) and 
microstereolithography (MSL) systems. and characterised. 
• Biological olfactory operations such as sniffing rate (flow velocity) and duration 
(pulse width) variation, and stereolfaction have been experimented to investigate 
their effects on e-nose system. 
• Proto-nose systems mimicking the nasal chromatography effect which was 
observed in the biological olfactory systems have been designed and evaluated to 
demonstrate the generation of spatio-temporal signals to aid discrimination 
analysis. 
• Lastly. nose-on-a-chip systems have been developed by integrating the sensor 
arrays with microchannel packages and characterised to demonstrate the 
commercialisation potential using modem microfabrication technologies while 
sustaining the generation of spatio-temporal signals. 
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9.3 The development of artificial biological olfactory systems 
A number of artificial olfactory systems have been developed to investigate some of the 
key biological discoveries. The main focus was directed towards the development of 
systems that mimick the nasal chromatography effect. The first group of systems consist 
of fast-nose, proto-nose I and proto-nose II systems. The basic design principles for these 
systems are similar. Each system comprises a PCB base with trenches machined on one 
side for discrete sensors to be embedded within. The other component is the lid with a 
microchannel machined onto its surface such that when it is assembled with the PCB 
base, the microchannel transverses across the sensors. The challenge here was to achieve 
the maximum microchannel length while maintaining the sensors positions with respect 
to their physical distances from the microchannel inlet. In addition, the microchanncl 
traversing path cannot interfere with the sensors (and vice-versa) and circuitries on the 
PCB base. The length of the microchannel was 10 cm for the fast-nose, 120 cm for the 
proto-nose I and 240 cm for the proto-nose II. The cross-sectional areas of the 
microchannel on all three systems were 500 Ilm x 500 Ilm. The fast-nose can 
accommodate up to 10 sensors while proto-nose I has 40 sensors of 5 differcnt tunings 
and proto-nose II has 40 sensors of 10 different tunings. The fast-nose system was 
designed to characterise the discrete sensors prior to thcir usage on the proto-nose II 
system. For the proto-nose systems, two different typcs of lids (microchannels) were 
fabricated: one is the normal microchannel (without coating) while the othcr is coatcd 
with a thin layer (10 Ilm) of retentive materials (in this case parylcne C). Such a dcsign 
essentially implements the basic 'nasal chromatography' concept by placing a series of 
sensors (of different tunings) along a coatcd GC microchannel to gcnerate spatio-
temporal signals. This is the first time such a design has been implcmcntcd for a gas 
sensing system. The increase in microchannellength (from 120 cm in proto-nose I to 240 
cm in proto-nose II) by extending the distances bctwccn adjaccnt scnsors cnhances the 
temporal signals, which translate into an equivalcnt improvemcnt in the discrimination 
capability of the system. 
The second group of systems are the nose-on-a-chip systems that combine 
microsensor arrays fabricated using silicon microfabrication proccsscs with microchanncl 
packages fabricated using microstereolithography. The componcnts include hybrid-nose 
sensor arrays, aVLSl-nose smart sensor arrays, and the microchannel packages of 
different lengths. The development of the nose-on-a-chip systcms focused on optimising 
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the proto-nose systems through employing modem microfabrication technologies. The 
hybrid-nose sensor array was fabricated in-house on a 3" silicon wafer, using standard 
photolithography processes, with the primary aim of achieving miniaturisation. The 
fabricated sensor array consisted of 80 microsensors arranged in 5 rows of 16 elements 
on a 10 mm x 10 mm silicon substrate. This sensor array is considered low density 
compared to other higher density sensor arrays (> 1000 sensors) reported earlier due to 
the need to allow individual sensor or group of sensors to be accessible through the 
microchannel package separately. Furthermore, the sparse sensor placements technique 
improves the yield of sensing material deposition and allows individual sensor to be 
deposited with a different material by ensuring a minimum distance of 400 Ilm between 
any two sensors. 
A survey was conducted to investigate feasible techniques and technologies for 
building the microchannel packages. The traversing path of the microchannel is an 
important design issue due to the need to place the sensors at different locations along the 
microchannel. On the fast-nose and proto-nose systems, the delivery microchanncl 
resides on the surface of the lid. Recently, there has been a considerable interest in the 
fabrication of microchannel for various applications. Ilowever, most techniques utilise 
micromachining processes that are only capable of producing 2.5-D structures. Long 
microchannel (1 m) was fabricated on sman area (10 mm x 10 mm) by etching a spiral 
shape pattern on silicon prior to bonding it with a flat base (similar to the proto-nose 
system). These techniques have been deployed to build microchannel GC columns. 
However they are not suitable to build full 3-D microchannc1 packages. 
Microstereolithography and stereolithography systems were used to fabricate these 
microchannel packages. Unlike conventional micromachining techniques, complex full 
3-D microchannel packages can be built without complicated fabrication procedures. The 
length of the microchannel is extensible through simple modification of the CAD model 
file (in software). Microchannels of various lengths (5 em, 32 em, 71 em, 120 em, 240 
em) were designed and built. Using external microvalve arrays, it is possible to construct 
a microchannel of dynamic length. These packages also allow drastic reduction (75 times 
in external dimension) in the overall system size. 
The aVLSI-nose is a smart microsensor array compatible (in terms of sensor 
placements) to the hybrid-nose sensor array. This microsensor array was fabricated using 
standard CMOS process (AMS 0.6 Ilm CUP) via Europractice. The aim is to incorporate 
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programmable driving and conditioning circuitries into each sensor to alleviate the need 
for external supporting circuits. The primary constraint for most resistive gas sensors lies 
with the existence of a drifting baseline or offset voltage superimposed on the small 
differential sensor response. This makes it difficult to amplify the sensor response 
directly due to the saturation limit of CMOS circuit. Through numerous studies, it was 
identified that a digital means of maintaining (sample and hold) the baseline voltage is 
more appropriate due to the long measurement duration required. A novel DC-offset 
cancellation circuit was designed and implemented for each sensor cell to remove the 
baseline voltage at the input to a differential amplifier. This allows the small sensor 
response to be amplified within the dynamic range of CMOS amplifier. The fabricated 
microsensor array consisted of 70 sensors arranged in 5 rows of 14 elements on a 10 mm 
x 5 mm silicon substrate. As each sensor has a set of dedicated circuitries to support its 
operation, the sensors can be programmed to operate at different conditions (driving 
current, sensing mode, baseline and gain). The sensor placements and layout are identical 
to the hybrid-nose sensor array so that the same microchannel packages can be used. 
To assist the design and development of these systems, finite element models 
were created to simulate and predict the performance of various proposed designs prior to 
fabrication. These systems, unlike the existing electronic nose systems, offer some 
resemblance to the biological olfactory system. Although the existing e-noses and the 
proposed NOC systems utilise the same basic components (gas sensors, headspace 
sampler, mass flow system, etc), the unique implementation of the NOC systems using 
the nasal chromatography phenomena produces additional signals (spatio-temporal) to 
aid discrimination. These additional features bestow performance improvements that will 
otherwise be lost. 
Custom-designed vapour test station and data acquisition systems have been built 
to facilitate the characterisation of these e-noses. The data acquisition boards consist of 
multiplexing circuitries to support the measurement of individual sensor response on the 
fast-nose, proto-nose, hybrid-nose and aVLSI-nose. Each sensor will be driven and its 
response signal conditioned and sampled at regular intervals for recording on a PC. The 
interface hardware was designed to be extensible to accommodate different number of 
sensors on each system. The vapour test station (VTS) facilitates automated flow 
injection control to vary the test conditions by changing the flow rate, pulse duration and 
test analyte(s) selection. The VTS accomplished these operations through the switching 
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of various microvalves sequences (analytes mixing and pulse duration control) and 
adjusting the operating voltage of the micropump (flow rate control) at appropriate 
timings. In addition, the operating conditions (temperature, humidity, flow rate and 
leakage) are monitored to allow possible correlation and compensation across different 
experiments when the system operates under different conditions. Both the data 
acquisition board and VTS were controlled by a custom software control program, 
written in LabView, to automate the entire process. 
Table 9.1 shows the major components of various systems fabricated in this 
project and the technologies involved to produce them. 
Table 9.1: Major components of various systems and the technologies used for their fabrication. 
System Components Fabrication technology 
Fast-nose Fast-nose base Standard PCB CNC mochining Fast-nose lid CNC machining 
Proto-nose 1 base Stondard pcn CNC machining 
Proto-noses 
Proto-nose 1 lid (1.2 m long microchannc\) CNC machining 
(I & II) Proto-nose II base Standard PCB CNC machinin~ Proto-nose II lid (2.4 m long microchannel) CNC machining 
Discrete sensors Photolithography, microfahrication 
Microchamber CNC machining 
Hybrid-nose interface board Standard l)eB 
Hybrid-noses Microchannel packages (MSLIOI, MSLlI2, Microstereolithogrnphy, 
(I & II) MSLlI5) stereol ithogrnphy Hybrid-nose sensor array Photol ithographY. m icrofilbricatinn 
Hybrid-nose polymer deposition monitoring Standard pcn board 
aVLSI-nose interface board Standllfd I)cn 
aVLSI-noses aVLSI-nose sensor array Standard CMOS (foundry) 
(I & II) aVLSI-nose polymer deposition monitoring Standard pcn board 
Vapour test Vapour test station board Wire-wrapping 
station 
Data acquisition Data acquisition boards Standard pcn 
system 
9.4 Characterisation and performance of the nose-on-a-chip systems 
The various components described earlier were assembled to realise different systems, 
Table 9.2 list these systems along with their main features and test vapours used to 
evaluate their performance. 
The fast-nose system was primarily used to measure the response magnitudes and 
profiles of discrete sensors to simple analytes (ethanol and toluene vapour in air). All the 
10 different types of sensors exhibit a 10 % or less variation in response magnitudes with 
negligible variation in response profiles to both vapours (across the same type of 
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sensors). These discrete sensors were designed to be used in the proto-nose II system. For 
each experiment, 10 sensors of the same type were used. As it is possible to select 
individual sensor prior to assembly (because they are discrete sensors) on the proto-nose 
II system, the selection criteria for these sensors can be made on a similar bases of their 
properties (i.e. baseline resistance, thickness of sensing material coating, uniformity, 
physical appearance), therefore providing an array of sensors with similar response 
characteristics. 
Table 9.2: Nose-on-a-chip systems description and analyte tested. 
System Packaging Microchannel Size Sensor Sensor '''est (L x W x II) Number Divtl'llity Vapours 
Fast-nose PCB base with 10cm x 10 10 Simple Aluminium lid 500 ~m x 500 ~m 
Uncoated 120 cm x Simple, 
Proto-nose microchannel 500 11m x 500 11m 40 S complex I Parylene C coated 120 cm x Simple, 
microchannel 500 11m x 500 11m complex 
Uncoated 240 cm x Simple, 
Proto-nose microchannel 500 11m x 500 ~m 40 10 complcx II Parylcne C coated 240 cm x Simple, 
microchanncl 500 11m x 500 11m complex 
Microchamber 10mm x Simple, 4 mm xl mm complex 
Uncoated MSLlOI Simple, Scm x 5 rows complex Hybrid-nose Parylcne C coated 200 11m x 200 ~m 
x S Simple, I MSLlOI 16 columns complex Parylene C coated 32 cm x Simple, 
MSLlI2 500 11m x 500 11m complex 
Parylene C coatcd 240 cm x Simple, 
MSLlIS 500 11m x 500 11m complex 
M icrocham ber 10mm x Simple 4mm x I mm 
Parylene C coated Scm x S rows Simple, Hybrid-nose MSLlOI 200 11m x 200 11m complex 
II Parylene C coated 32cm x x 10 Simple, 
MSLlI2 500 ~m x 500 11m 16 columns complex 
Parylene C coated 240 cm x Simple, 
MSLIIS 500 11m x 500 ~m complex 
aVLSI-nose Microchamber 10mm x S rows x S Simple, I 4 mm x I mm 14 columns complex 
aVLSI-nose Microchamber 10mm x S rows x 10 Simple II 4 mm x I mm 14 columns 
During the course of characterising these discrete sensors, it was observed that the 
response magnitude and response time exhibited significant variations to flow velocity. 
For the two tested types of sensors (PSB and PEVA), the response magnitude and 
response time improved as the flow velocity increased. Fast responding sensors with 
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response times of less than 100 ms were obtained by operating the fast-nose system at a 
flow rate of 1500 cm S-I. This response time is fast compared to similar types of sensors 
exhibiting response time ranging from seconds to minutes. Finite element models, 
developed to study these effects, matched well to the experimental results. These studies 
are important when designing a gas sensing system with a long delivery channel or those 
resembling GC systems as the performance of the system will not be optimal if they are 
operating at an incorrect flow velocity. The broadening effect of a test vapour pulse is 
affected by the flow velocity, which is directly related to the performance of the system. 
Low flow velocity increases the amount of time the analyte spends in the GC 
microchannel, resulting in the analyte pulse to broaden further. However, injecting these 
test pulses at high velocity is inappropriate as it undermines the retention effect (the 
analyte pulse is flush out of the microchannel very quickly without interacting with the 
stationary phase coating) of the analytes in the GC column, which will result in less 
temporal signals. 
The response times of the polymer-composite sensors were also investigated. This 
was necessary to ensure the behaviour ofthe system is not misinterpreted. For example, a 
system operating at a slow flow velocity « 10 cm S-I) will cause the analyte pulse to 
broaden significantly when it reaches the far end of a long microchannel. The slower 
responding sensors may mask-off the response completely, erroneously indicating the 
absence of any analyte. Therefore it is important to understand the effect of flow velocity 
on the sensor responses. In addition, the temperature characterisation on the sensors 
shows that the response magnitude decreases when the temperature is increased. 
Furthermore, the response time increases (Le. the sensors response faster) with increasing 
temperature. A good understanding of the impact of varying the temperature on the 
sensor response was necessary to compensate for any differences in sensor responses 
caused by a change in temperature. 
The two proto-nose systems each employs 40 discrete sensors placed along the 
length of a long microchannel. However, due to variations of sensor response magnitudes 
in the proto-nose I system (as these sensors were not characterised prior to use) and the 
possibility of 'short-circuited' flow path, it was superseded by the proto-nose II system. 
The primary aim here was to investigate the feasibility of generating spatio-temporal 
signals using the nasal chromatography phenomena. Both the uncoated and coated proto-
noses were found to exhibit responses that resemble those predicted by the finite element 
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models. Comparing the sensor responses between the uncoated and coated proto-noses, 
when experimented with simple analytes (ethanol and toluene vapours), showed that 
there was no notable difference in terms of retention delay of both analytes on the 
uncoated proto-nose. However, on the coated proto-nose, the toluene vapour pulse was 
significantly delayed by approximately 25 s when compared to the ethanol vapour pulse. 
Subsequently, the coated proto-nose II was studied in detail by expanding the test 
vapours to include complex odours. Peppermint essence, vanilla essence, fresh banana, 
milk vapours and their mixtures were included in the tests. Here, the investigation 
focused on producing different spatio-temporal signals to aid discrimination. In total, 8 
vapours were tested at various flow rates (10, 25, 50, 100, 250, 500 em S·I) and pulse 
widths (I, 5, 10,25, 50, 100 s) with 5 repetitive experiments each. The proto-nose was 
found to be capable of generating both spatial and temporal signals for simple analytes 
and complex odours. To demonstrate the use of these data for discrimination, they were 
fed separately (spatial, temporal and spatia-temporal) for Principal Component Analysis 
(PCA). The PCA employing spatial signals can easily cluster the different vapours. This 
was largely expected since all existing sensor-based e-nose make use of the spatial signal 
for discrimination analysis. Next, the temporal data were analysed using the same PCA 
algorithm. The results show that distinct clusters for different vapours and their mixtures 
can be obtained. These temporal signals should be exploited for analysis to provide 
additional information (which will otherwise be lost) to improve discrimination. This is 
also the first documented account for using such information to perform discrimination 
analysis in an electronic nose system. These experimental results have provided adequate 
evidence that spatio-temporal signals will improve discrimination since temporal signals 
provide an additional dimension of information regarding the test analytes. 
While the proto-nose systems were adequate in establishing that biological 
emulation of the nasal chromatography principle can indeed enhance discrimination, the 
development of hybrid-nose systems were essential to investigate the feasibility for 
commercial realisation. Utilising the hybrid-nose sensor array, as a cost-effective vehicle 
for various trials, the nose-on-a-chip systems were created by assembling the hybrid-nose 
sensor arrays with various microchannel packages. These microchannc1 packages include 
MSLlOI (5 cm column), MSL112 (32 em column) and MSLl15 (240 em column) 
amongst others, which were fabricated using a commercial Envisiontec Perfactory MSL 
system. The hybrid-nose I sensor array was deposited with 5 different materials (16 
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sensors for each type of material) and the hybrid-nose 11 sensor array was deposited with 
10 different materials (8 sensors for each type of material). Prior to the assembly, these 
hybrid-nose sensor arrays were characterised with simple analytes using a microchamber 
where all 80 sensors were exposed simultaneously to simple analytes. The results show a 
variation of less than 20 % in response magnitude (across the same type of sensors). This 
variation was higher compared to the 10 % variation for discrete sensors attributed to the 
higher disparity in sensor properties as a result of array deposition. Using the same setup, 
stereolfaction was emulated (two nostrils sniffing at different rates) by measuring the 
sensor array responses to simple analytes and complex odours at two different flow rates. 
While it was possible to discriminate all odours at each flow rate, the Mahalanobis and 
Euclidean matrices show that stereolfactory images provide a better classification 
compared to monolfactory images. Separate experiments were also performed at different 
flow rates (10, 25,50, 100,250,500 cm 5"1) and pulse durations (1,5, 10,25,50, 100 s) 
in an attempt to mimic the biological sniffing behaviour, where mammals vary their 
sniffing rate and duration. The results converge with the biological observations that 
sniffing harder for longer duration improves discrimination. 
The nose-on-a-chip systems were based on the assembly of the hybrid-nose 
sensor arrays and the three microchannel packages of increasing lengths. Ilere, the three 
systems were characterised with simple analytcs and complcx odours to determine their 
ability to generate spatio-temporal signals. Upon characterisation, they were all found to 
be capable of producing spatial signals. However, negligible temporal signals were 
observed in the sensor responses of the system with MSLlOI (5 cm column), significant 
temporal delays were observed on MSLll2 (32 cm column) and clear distinct pulses 
with different retention delays can be observed on MSL 115 (240 cm column). The 
MSLl15 system was further evaluated and it was found to be capable of discriminating 
between various analytes based on either the spatial or temporal signals (as in thc proto-
nose). However, the performance was slightly inferior when compared to the proto-nose 
II due to two factors. Firstly, the sensor array has a higher response variation due to the 
array deposition technique described earlier. This was unlike the proto-nose system 
where each discrete sensor was characterised and selected prior to use. Secondly, the 
integration technique for assembling the sensor array with the microchannel package has 
to be improved to alleviate possible intra-channel leakage and sensor yield. Nevertheless, 
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the huge reduction in size (factor of 75) while maintaining similar performance still 
provides strong justification to investigate this option further. 
To achieve complete nose-on-a-chip integration, the hybrid-nose sensor array was 
replicated to incorporate smart processing circuitries. The aVLSI-nose sensor array has 
the same sensor placements (but 10 sensors less than hybrid-nose sensor array) and each 
sensor has a dedicated driving and conditioning circuitries to ameliorate the need for 
external discrete circuitries. The operation of individual sensor is programmable in four 
functional blocks. The first block deals with the selection of a suitable driving current 
(out of the three options that can take on different current values using an external 
potentiometer) depending upon the resistance of the sensor. With this flexibility, it 
becomes possible to accommodate a larger range of sensor resistances, making the 
aVLSI-nose sensor array less reliance on the polymer deposition process. The second 
programmable block allows the sensor to operate either in resistive or FET mode. The 
third and most important module is the novel DC-offset cancellation circuit designed to 
remove the baseline voltage of the sensor. This enables the small sensor response to be 
amplified internally within the CMOS chip by the last functional block of programmable 
amplifier. All the circuitries incorporated in the aVLSI-nose sensor array were 
characterised and found to match well to the results predicted by simulation. In addition, 
the linearity of PSB sensor responding to simple analytes was investigated in detail. 
Within the tested range of 100 ppm to 1200 ppm, the response magnitude was found to 
be linearly proportional to the analyte concentration (ppm). The sensitivity to ethanol 
vapour in air was 0.00012 % ppm'! and 0.00644 % ppm'! to toluene vapour in air. 
For the DC-offset cancellation circuit, although there was a need for the sensor 
array to determine the baseline voltage of each sensor, all the counters (connected to the 
DAC) were clocked simultaneously to reduce the initialisation time (which takes less 
than I ms with a 2 MHz clock). This was accomplished through the use of a ramping 
DAC-comparator pair by incrementing their respective counter from 0 to 1023. 
Furthermore, it is only performed once prior to the start of measurement. The other 
possible issue is the response inversion when operating the sensor with the baseline 
removal and dynamic amplification circuit. Due to the differential amplifier 
configuration, used to remove the baseline signal, the sensor response will be inverted 
with respect to the actual response obtained directly from the output of the sensor. While 
this is acceptable when all sensors are operating in the same mode, it will create opposite 
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polarity responses for those sensors operating in a different mode. To avoid such 
problem, a flag can be implemented in software to denote which mode each sensor is 
operating at, so that the polarity of the sensor response can be maintained for subsequent 
compensation through software response inversion. 
Table 9.3 summarised the characterisation results of the main experiments 
conducted on these systems. 
Table 9.3: Summary of the characterisation results. 
System Experiments Results 
• Simple analytes ~ Response magnitude and time characterisation. 
Fast-nose • Flow rate effect ~ Improved response magnitude and time. 
system ~ Ultra-fast sensor response ofless than 100 ms. 
• Temperature effect ~ Lower response magnitude, improved response 
time. 
• Uncoated and coated ~ No retention delay difference for dilTerent 
microchannel analytes in the uncoated system. 
~ Varying retention delay was observed in the 
Proto-nose coated system. 
systems 
• Simple analytes & ~ Spatio-temporal signal generation. 
complex odours ~ Discrimination with spatial signals. 
~ Discrimination with tempoml signals. 
• Simple analytes ~ Response magnitude and time characterisation. 
• Mono and stereolfaction ~ Improved discrimination with stereolfactory 
images. 
Hybrid-nose • Sniffing rate (flow rate) and ~ Higher flow rate with long duration improved 
systems sniffing duration (pulse discrimination. 
duration) variation 
• Nose-on-a-chip systems ~ Spatio-temporal signal generation. 
~ Discrimination with spatial signals. 
~ Discrimination with tem~ral s~nals. 
• Constant driving current ~ 3 selectable settings at lilA, 10 IlA & 100 IlA. 
module 
• Sensor mode selection ~ Resistive or FET mode of operation. 
module 
aVLSI-nose • DC-offset cancellation ~ Able to operate at different baseline voltllge. 
systems module 
• Programmable gain ~ Able to select the desirable gain. 
amplifier module 
• Simple analytes ~ Linear of response mllgnitude versus analytc 
concentration. 
~ Operation of the sensor arr~ in various modes. 
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9.5 Further work 
There are two main strands to this research project that should be pursued further. The 
first strand is related to improving the yield of fabricating the nose-on-a-chip system to a 
level acceptable for commericatisation and mass production. Secondly, the complete 
biological olfactory system can be emulated by incorporating various models for the 
neuron, glomeruli cell and olfactory bulb all implemented onto a single silicon chip. 
Although it has been shown that it is possible to build a miniaturised nose-on-a-
chip system that mimics its biological counterpart closely, the techniques and procedures 
used were not optimised to a yield level (> 90 %) attractive enough for mass production. 
The two underlying factors that require further investigation are the polymer-composite 
sensing material deposition technique and the integration of the sensor array with the 
microchannel package. The current deposition technique utilises mechanical masking 
with air-brush spraying. Such a method suffers from poor resolution, cross-contamination 
(for sensor array with multiple materials), sensor to sensor variation and batch to batch 
variation. Other techniques such as ink-jet printing [9.3] and electrochemical deposition 
[9.4] in their respective stages of development are possible alternatives, but both have a 
number of issues in regard to CMOS compatibility, response magnitude and sensor to 
sensor variation. The other issue arises from the need to integrate the microchannel 
package with the sensor array. Due to poor resolution of the deposited sensor array, 
excess material is deposited outside the designated sensor outline. This creates uneven 
surfaces for integration, resulting in intra-channel leakage. In addition, a manual 
procedure has been used to apply resin along the gaps between the mini-chambers on the 
base of the microchannel packages to ensure leakage-free system. Such a procedure is 
time-consuming and suffers from significant system to system variation, which is not 
suitable for mass production. Soft lithography techniques could be plausible alternative 
[9.5]. Direct write-on MSL technique that allows the microchannel to be build directly on 
the silicon is another possible emerging substitute [9.6-9.7]. 
The other potential development area is the complete amalgamation of sensor, 
integrated firing neuron (IFN), glomeruli cell and higher level olfaction processing into a 
single silicon chip. As highlighted earlier (Chapter I), this project was part of a bigger 
project towards creating an adaptive neuromorphic analogue VLSI chip for integrated 
odour sensing [9.8] in collaboration with Universities of Leicester and Edinburgh. The 
group is currently working on a few key areas which include integrating neuromorphic 
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operations within the sensor array on a single silicon chip [9.9] . Many ther re earchcr 
are working on related areas targeting different aspects of the 01 factory y tem [9. 10-
9.12]. The ultimate goal is to achieve a complete single chip implementati n of a 
biologically olfactory system. Part of these efforts has resulted in partia l intcgrati n, a 
shown in Figure 9. 1. Figure 9.1 (a) shows a aVLSI -neuromorphic chip with 3 Rcccpt r 
Neurons (RN), 27 synapses and I Principal Neuron (PN) implemented n a 7 mm x 
4.5 mm silicon using analogue circuits designed to mimic the bio logical pr e ing. It 
was targeted to interface to the aVLSI -nose sen or array. Figure 9. I(b) h w an 
integrated version aVLSI-plenary e-nose chip with 3 ensor and their c rrc p nding 
neuron circuitries implemented on a 7 mm x 7 mm ilicon. The e y tem arc urrcntly 
being evaluated by other members and the results will certainly be u cful t aid the 
design of future electronic nose system incorporating biological principl . 
(a) (b) 
Figure 9.1 : Advanced ver ion of electronic no e component with neur m rphi fca tllr . u) F tprint r 
aVLSI-neuromorphic chip circuit implementation . (b) Footprint of aVL I-plenary hip wi th 11 'lIrolll rphic 
circuit and integrated en or implementation. 
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Appendix A 22 7 
Finite element simulation of microchannel GC using FEMLAB 
There are several steps necessary to create a geometry model representing the physical 
system. Here, a brief outline of the procedures used to create a model for the 
microchannel GC system will be depicted. Other models with normal microchannels are 
less complex as they only require two mUlti-physics modes. The first step towards 
creating a model is to determine the physical/chemical process occurring in the system. 
In this case, the microchannel GC has very well established theories defining the three 
processes occurring within it. The carrier gas transport in the microchannel can be 
modelled with Navier-Stokes (NS) equation; Convection and Diffusion (CD) is used to 
model the analyte pulse broadening within the microchannel. In the stationary phase, 
Diffusion (D!) is the only dominating process. 
! Mud " l ~ t "' I ~ . t' or 'X 
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Figure A I: Creating a multi-physics model (Mlilliphysics -> Add/Edit modes .. .). 
In FEMLAB [A 1], various add-on modules are available to model different categories of 
phenomena. Here, the three processes (NS, CD, and D!) are available under "chemical 
engineering modules". Figure A 1 shows a snapshot of the procedure of adding multi-
physic modes. The next step is to create the geometry model by either using the 
"geometry creater" shown in figure A2 or importing the model from other standard CAD 
models (DXF and IGES file format supported). 
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Stationary phase coating 
.. 
Microchannel 
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Figure A2 : Creating a geometry model (Draw -> Draw Mode). 
Figure A2 shows an example of a geometry created to model a microchannel G with 8 
fold symmetry along its central axis to reduce the computation complexity. The thin 
layer of pink slat represents the stationary phase coating on the microchannel G . 
. ' AddlEd,' Con't~nt<, _ X I 
NtSme: Expression: Vlllu8: OK 
Os 88- 12 88 - 01 2 Cancel 
M 1000 0 10000 
tp" 5 5 Apply 
s c a le 1000 1000 
vel 50 50 
Ci 0 ,05 0,05 Sel 
c 14. 97 14 .97 
C 
~~- =:J ) Oelele 
NtSme of 10m 
Expression: 18.8e-6 Move Down I 
~ Use as input variable for Simulink/stele-space export 
Figure A3 : Constant definition (Option -> Add/Edit onstants ... ). 
Figure A3 shows a snapshot of the constant definition entry table. The con tant 
parameters used throughout the simulation can be entered here to avoid re-de fining them. 
In addition, it also facilitate automated rerun using MATLAB [A2] scripts to imulate 
the model under different operating conditions. 
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The next step is to enter the boundary conditions as described in Chapter 3. As there are 
three multi-physics modes, there will be three sets of boundary conditions corresponding 
to each mode. The user is required to first select the desired physic mode (for e.g. 
Multiphysics -> Diffusion (D/)) before proceeding to configure their corre ponding 
boundary conditions. Each boundary (surface) will be numbered automatically and as the 
user move along each boundary, the corresponding surface will be highlighted to denote 
the selection. The user then enters the boundary conditions for each urface a hown in 
Figure A4. As briefly described in Chapter 3, the Dirichlet boundary condition pecifies 
the values a solution of the PDE is to take on the boundary condition of the domain. In 
addition, it also allows the velocity at the boundary to be specified. 
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Figure A4: Boundary setting for Diffu sion mode (Boundary -> Boundary ell ings). 
Similarly for the NS mode and CD mode, their boundary condition are pc ified a 
shown in Figure A5 and A6 respectively. 
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Figure AS: Boundary setting for Navier-Stokes mode (Boundary _> Boundary Settings). 
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Figure A6: Boundary setting for Convection and Di ffusion mode (Bollndary -> BOllndary Seu illgs) . 
Figure A 7 shows an example to configure the symmetry urface of the NS boundary 
condition. When surface number 3 is selected, the corre ponding urface i highlighted 
as shown in Figure A 7. The user then selects the appropriate de cription ~ r that 
boundary. 
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Figure A 7: Boundary setting for Navier- toke mode (Bollndary _> Boundary ell ing ). 
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Figure AS: Subdomain setting for OifTu ion mode ( IIbdomain -> SlIbdomain wings) , 
Once the boundary conditions are set, the next tep i t defin th ub-d main cHing 
(the physic(s) mode in each geometry). Here, there are two geometric; the micr hannel 
and the stationary phase coating. As discussed earlier, the microchannel exhibit Nand 
CD while the stationary phase only exhibits DI. By electing the appr priate m de (~ r 
e.g. Multiphysics -> Diffusion (D!)), the user can activate the corre ponding phy ic m dc 
by enabling the "Active in this subdomain" tick box hown in the b tt m left r the 
second window as shown in Figure A8. The diffu ion coefficient fI r the Di./Ju ion m de 
can then be specified. In this case, as the geometry i caled al ng the X-axi , an 
anisotropic diffusion coefficient must be defined . A cating factor i pe ified nly in the 
X-axis for both the diffusion coefficient in the tationary pha e (c ating) and m bile 
phase (microchannel) as shown in Figure A9 and A lOre pectively. 
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Figure A9: Scaling of diffusion coefficient in stationary phase . 
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Figure A 10: Scaling of diffusion coefficient in mobile phase. 
Next, the geometry has to be "mesh" (triangulated) to create finite pint (finit 
elements) within the geometry. The PDEs (partial differential equation) repre enting the 
phenomena are then solved at these points. This can easily be accompli hed with the 
automatic mesh generator. Figure A 11 shows a mesh generated for the micr channel 
GC. 
• 
Figure All : Meshing of geometry (Mesh -> Initialize Mesh). 
_ . 
. 
.. 
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Figure A 12: Solving of geometry (Solve -> olve problem). 
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~o " 
T_7 Suif ... e",,"',,' _ (el) 
75 
Moving pulse 
~ 
o 
Figure Al3: A solved geometry depicting the surface concentrati n pr file at t 7 .. 
The geometry is then ready to be solved by invoking the olver' menu. Ilere, the u er 
can specify the solving duration (output time) time tep and tolerance of the olver a 
shown in Figure A 12. Once the simulation is completed. it will re emble that f Figure 
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A 13. There are several ways to analyse the results. Figure A 13 shows the surface 
concentration profile of the microchannel at time step = 7 s. The analyte pulse can be 
clearly observed to be traversing along the microchannel and it is located at 
approximately 20 cm from the inlet of the microchannel at this instant (I = 7 s). The 
cross-sectional velocity profile, pressure, and other variables defined by the 3 P DEs can 
be extracted for further analysis. As FEMLAB is closely coupled with MA TLAB, the 
results can readily be exported to MA TLAB where more complex signal processing 
operations can be performed by invoking the various library routines available in 
MA TLAB. The results presented in this thesis were obtained using both techniques. 
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Estimation of partition coefficient using linear solvation energy 
relationship (LSER) equations 
The most important factor determining the separability of two analytes lies in their 
difference in partition coefficient with the stationary phase coating. It is therefore crucial 
to determine this value accurately to predict the response correctly. Numerous researches 
conducted by Abraham et at. [B I-B2] demonstrate the ability to predict the partition 
coefficient of various analytes in different stationary phases using the linear solvation 
energy relationship (LSER). 
In Equation (B-1) the parameters Rl, 1(:, a: , P: and LI6 depends on the analyte, 
whereas the coefficients c, r, s, a, band t depend on the stationary phase coating. The 
parameter Rl describes the polarizability of the n- and 7r-electrons in the analyte; 1(: the 
dipolarity; a: the hydrogen-bond acidity; P: the hydrogen-bond basicity; LI6 the gas-
liquid partition coefficient in hexadecane. For the stationary phase coating, c is the 
constant which describes the partition of an analyte with no interactions of the types 
described by the other parameters (an ideal gas atom such as krypton would approximate 
to such an analyte); r describes the polarizability of the coating; s the dipolarity; a the 
hydrogen-bond basicity of the coating; b its hydrogen-bond acidity; and t reflects the 
ability of the coating to distinguish between members of a homologous series of 
compounds [83]. 
Abraham et al. compiled a comprehensive list of commonly used stationary 
phases and test analytes. Unfortunately, not all the desired types of stationary phase and 
test analytes parameters are available. lienee, similar types are used for the simulations 
instead. The diffusion coefficient in the mobile phase (DM) is also required for the 
simulation, and Equation (B-2) can be used to estimate the dilTusion coefficient of 
different test analytes in air. 
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Table B3: Stationary phases used in simulation and their parameters. 
Stationary phase c r s a b l 
SE-30 
-0.194 0.024 0.190 0.125 0 0.498 Poly (dimethylsiloxane) 
OV-l1 
Poly (dimethyl-methyl-
-0.303 0.097 0.544 0.174 0 0.516 phenyl-siloxane) 
35% mol phenyl groups 
EGAD 
-0.688 0.132 1.394 1.720 0 0.410 Poly (ethylene glycol adipate) 
HI0 
Bis (3-allyl-4-hydroxy-
-0.568 -0.051 1.323 1.266 1.457 0.418 
phenyl) sulfone 
QFl 
Poly (trifluoro-propyl-
-0.269 -0.449 1.157 0.187 0 0.419 
methy I-siloxane) 
Table B4: Partition coefficients derived using parameters from Table B3. 
Stationary phase Analyte k 
SPI Ethanol 4.76 
SE-30 Poly (dimethylsiloxane) Toluene 37.59 
SP2 Ethanol 6.03 
OV-l1 Poly (dimethylmethylphenylsiloxane) 35% 
Toluene 56.74 mol phenyl groups 
SP3 Ethanol 14.97 
EGAD Poly (ethylene glycol adipate) Toluene 170.70 
SP4 Ethanol 58.03 
HIO Bis (3-allyl-4-hydroxyphenyl) sulfone Toluene 48.21 
SP5 Ethanol 6.28 
QFl Poly (trifluoropropylmethylsiloxane) Toluene 28.57 
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Appendix C 
Stereolithography and microstereolithography 
resin properties 
1. SL5510 (Renshape, Switzerland) Resin Properties [C 1] 
2. SL5220 (Renshape, Switzerland) Resin Properties [Cl] 
3. Orange Methacrylate Resin (EnvisionTec) [C2] 
Sources 
[C I] RenShape Solutions 
Huntsman Advanced Materials 
rckleton Road 
Duxford, Cambridge 
CB24QA 
UK 
http://www.huntsman.com/renshape/ 
[C2] Envisiontec Ltd 
Spedding Road 
Stoke-on-Trent 
ST42ST 
UK 
http://www.envisiontec.coml21hdesca.htm 
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SL 
DIRECT 
for use on 
RenShape™ SL 551 0 system 
Highest Accuracy Stereolithography Mate ria l 
Ultlmale accuracy 
ExceAeot sidewall quahty 
Humidity r8Ststant 
liquid Material 
Low VISCOSity 
Ideal for m ster patterns 
Ideal lor OuickC 1'" ppl l tOnS 
MEASUREMENT CONDITION VALUE' 
Appearnnce 
Density 
VIScosity 
Viscosity 
Penetration deplh (Op) 
Critical exposure (Ee) 
Ptwt thIcIcnMs· 
Post-Cured Material 
o 2S' C (77' F) 
o 28' C (82' F) 
o 3O' C (86' F) 
Clear ArrkJeI 
1.13 glcm' 
230 cps 
MEASUREMENT TEST METHOD VALUE VAllir 
9O·mlnule UV 
po I ·cur 
·mtnult UV + 2 hour. 
80" Ihenn I posl ·cur 
Hardness. Shore 0 ASTM 02240 
FIeKural modulus ASTM 0 7110 
F1eKuraI strength ASTM 0 7110 
Tensile modulus ASTM 0838 
Tensile strength ASTM0838 
Elongation at bnNIk ASTM 0838 
Impact strength. ASTM0258 
notched Izod 
Heat deflection ASTM 0 648 
lemperature 
Glass transition. T g DMA,E" peak 
CoefficlenI of TMA(T<Tg) 
themIaI 8l<I*'4Ion TMA(T>Tg) 
Thermal conduCtivity 
Density 
86 
3.054 MPa 
(443 KSI) 
99MPa 
(14.400 PSI) 
3.296MPa 
(478 KSI) 
T7MPa 
(11 .100 PSI) 
5.4,., 
27 Jim 
(0.5 It • bsIln) 
0 86 PSI I12' C (144' F) 
0264 PSI 53' C (127'F) 
68' C (154' F) 
84x 10'rC 
182 x lo'rc 
0.181 W/m ' K 
4.33 x 10' caVsec em 'c 
1.23 glcm' 
87' C (189'F) 
76' C (16Q' F) 
79K lo'rc 
184 x lo'rc 
Protec;led by one ()( more of tM follow ng palent : US 5.476.748: US 6.100.007; US 6.130.4117: US 5.1172.563 
Far IL ~ Iupport: TeI: ........... (1bII F ... " Fa: .17 ...... 141 • . ImeI: .......... ~.com 
www.renshape.com 
Yant<lO A&T us. i'IC 0917 o...n_. E. '--'0. ... >IM23 USA Ttl Il00-286-41&0 r .. : ~ 17 ·a:n _ 
.~iS."-_"' __ "'SlIa._oI_NJ. ____ C'.\IrOIoo2003 
.SlAIo.rogiIItf.cI_ordOJd<CoM"'._oI3D~~No T300bUS 
RenShape' 
venti 
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Stereolithography 
Materials 
24 1 
SL 
DIRECT 
for use on 
RenShape® SL 5220 SLA~ 250 system 
Fast Multi -Functional Stereol ithog raphy M at erial 
Fast matenal 
Excellent sidewalls 
Humidity resistant 
Liquid Material 
Ide lor master patterns 
SuIt bIe lor tool ng inSMta 
Suit lor QuIck ... appI lions 
MEASUREMENT CO NDIT IO N VALUE 
Appearance 
Density 
VIscosity 
VIscosity 
Penetration depIII (()P) 
CrItical exposure (Ee) 
Part ~. 
• 25' C (77' F) 
• 28' C (82'F) 
• 3O' C (M'F) 
CIMrNrCet 
1.14 glcm' 
340 cpa 
275 cpa 
5.8 mill 
9.0 rnJIcrrf 
0.10 mm 10.004 In 0.15 mm (0.008 InI 
Post-Cured Materiel 
---"""- --
- n. ___ ... W_ .... _cl., ....,., _____ IN__ 
MEASUHEMENT TE S T r-..~f TH Cm "VAllil VIII III 
9().monute IJV 
poat-curt 
'" Hatdness. Shore 0 ASTM 02240 88 
FlelWnll mocIukI8 ASTM 0 790 2.l1li1 MPe 
(428 KSI) 
FlexUtal atrength ASTM 0 790 IMMPa 
(13.700 PSI) 
Tensile ITIOdIAua ASTM0838 2.703MPa 
(392 K8I) 
Tensile strength ASTM 0 838 62MPa 
($.000 PSI) 
Elongation et bnIIIk ASTM0838 8.3 " 
lmpacIa\tength. ASTM 0258 37 JIm 
notched Izod (0.7 ft-blln) 
Heel deIIecIIon ASTM 0848 OM PSI 4eC (115 78 C (1 
temperet'" 0264 PSI 42'C (101"f) 62 C ( t44 
GIasItrantition. Tg DMA. E" peIk 53 C (127"f) 
CoeIIIcIenI of TMA (T<TQI ae x 10'/"C 
IhermIII tJll*'llon TMA(T>TQI 188.10'/"C 
Thermal conductivity ASTM EI 225 O.I58Wfm 
13.37 • 10" cfM .cm.' C) 
DensIty 1.18 glc:rn' 
Protected by one or more 01 the following patent.: US 8.478.748; US 8.100.007; U8 8.1 .4 7; U 8.1112. 
For SL Technical Support: Ttl: +44 1223 483 3111 . Faa: +44 1223 4 3 2. maN: alffttttri I h\>nl-.n n. m 
www.renshape.com 
..".."." _ - ~ Lt-. 101 ... 1223 ~ 000. F ... 1223 00i1 
:~"C:==.~~ 1ft tr-.oI __ ClntOl'"'N.tltAnoI .. ~ 
-.n 
•• 1."." • 
• &A ......... ~If'Id~ ........ <'X)~  1216d 
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:) ,_. . __ . _ . .. .' . _ _ _ 01 ')( 
~ 
envlslonTEC. 
Comp.ny 
Perb ctory 
TKMk.lI~~ 
Standard 
MinI Mulb lena 
Perteclory ' RM 
Bioplotter 
[--__ It 
--
G_ 
"-.,. . , MI ••• 
'.t-1M1tu .. 
Imagination, creation, dimension ... 
. .. It could be the olutlon 
Th .. fin l m .. ten ..... v ...... bIe IS an oranoe melhacryl.ole . " 
v""ety of rnateMls on dl fforent c;ol~ lind wIth dIfferent 
_chilnoc~ prope,loQs ilre currllntlv under development. 
Mat ,ials Me pack ed ... sealed and leak· proof cartridge. 
and ClIn eAllly be n,pa<lcad. 
Me"""nl.,.,. Prop_las (prw1ImWtorv) - Rasins yslem P.rfoctory 
Group: Acrylate 
Color: red· brown (not transp ..... nt) 
VISCOSIty: 400 mPu (WOe): (not poIy .... nz"d) 
lhree-polnt Bending tHt - polymerized Roosln 
Pw'nwt'Uj 
Be ndon<) modulus : 
lAOI """ed: 
Test part oeometry : 
Support width : 
Uoht source: 
hndinO wength: 
eendino Modulus: 
Elongation ilt breilk : 
Secant modul from O,OS - 0,4 mm elontjaloon 
I mm/rnrn 
2 ' 2 ' 2& mm 
15 mm 
HiQh-pressure mercuty vilpor I~ 
(5 rnwo post . ' posure) (20 """ . xposure) 
90 - 100 MPII 70 - 80 MP 
1800 - 2000 MPa lS00 - 1600 MP.:o 
6 - 9 'III 10 - 13 'III 
8he1 .. Hardn ... DIN 53.505 
Shore 0 : 80 - 85 75- eo 
~--~~------------~--------------~------~------------.~ 
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Appendix D 
Schematic diagrams 
1. Data acquisition and vapour test station circuit (Figure DI-D6) 
2. Proto-nose interface circuit (Figure D7) 
3. Fast-nose interface circuit (Figure D8) 
4. Hybrid-nose interface circuit (Figure D9-Dll) 
5. aVLSI-nose interface circuit (Figure D12-D14) 
Note 
The data acquisition boards were designed using Cadstar (Zuken Ltd, USA) while the 
rest were designed using ProteI (Altium Limited, USA), hence the slight difference in 
their schematic. 
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Figure Dl: Data acquisition and vapour test station circuit 1. 
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Figure D2: Data acquisition and vapour test station circuit 2. 
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Figure D3: Data acquisition and vapour test station circuit 3. 
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Figure D7: Proto-nose interface circuit. 
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Figure 08: Fast-nose interface circuit. 
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H·H 
Figure DI0: Hybrid-nose interface circuit 2. 
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Figure 012: aVLSI-no e interface circuit I. 
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Figure D14: aVL I-nose interrace circuit 3. 
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