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We study the impact of short-range interaction on a finite number of interacting quantum particles
evolving in one-dimensional All-Bands-Flat (ABF) lattices. The underlying ABF single particle band
structure contains flatbands only which yield caging of non-interacting particles due to compact
localized eigenstates. Hubbard interactions in general induce dispersion through pairs of interacting
particles, which break the single particle caging. We obtain fine-tuning conditions for the single
particle Hamiltonian such that the transporting dispersive bound states coexist with novel compact
localized bound states of interacting particles. The compact localized bound states exist for any
finite number of particles, are macroscopically degenerate and their energies are tunable by the
interaction strength.
I. INTRODUCTION
The study of localization phenomena in systems of in-
teracting particles gave rise to some of most remarkable
research streams in condensed matter physics during the
past decades. Typically these phenomena relate on the
absence of translation invariance, as both the first pre-
diction of single particle localization [1] and the finite
temperature transition to many-body localized phases of
weakly interacting quantum particles [2, 3] have been ob-
tained in tight-binding networks in the presence of un-
correlated spatial disorder. However, both single and
many-body particle localization can be achieved in trans-
lationally invariant setups (e.g. see [4, 5] for disorder-
free many-body localization). One of the notable ex-
amples of single particle localization in translationally
invariant lattices are flatband networks - lattices where
at least one of the Bloch energy bands is independent of
the wave vector (hence, dispersionless or flat) [6, 7]. Flat-
bands are fine-tuned and rely on destructive interference.
The associated eigenstates have strictly finite support on
the lattice occupying a finite number of unit cells, and
are therefore called compact localized states (CLS). Di-
verse systematic generator schemes have been proposed
for these lattices [8–12]. Flatbands became ideal testbeds
to study localization phenomena induced by onsite per-
turbations [13–16], non-hermitian potentials [17, 18], and
nonlinear interaction [19–22]. Flatband networks have
also been experimentally realized and the CLS have been
observed in a number of different setups [23–28].
If all Bloch bands are flat, then all single particle
eigenstates are spatially compact. In this case, single
particle transport is fully suppressed and a single parti-
cle stays caged within a finite volume of the system. This
caging phenomenon due to the collapse of the Bloch spec-
trum has been first introduced in the diamond (rhombic)
lattice with fine-tuned magnetic field [29]. That system
- experimentally realized in photonic lattices [30] - has
been employed to study the impact of both quantum [29]
and classical interactions [31, 32]. In the former case
it was shown that Hubbard interaction induces delocal-
ized states of two interacting particles which breaks single
particle localization. In the latter case it was shown that
local Kerr nonlinearity preserves single particle caging
features.
This work is the second part of the study of the impact
of interactions in all bands flat networks, with the first
part written up in Ref. 33 which we recap briefly. At
first, we have introduced an exhaustive generator scheme
for all bands flat networks in one-dimension. Then, us-
ing ν = 2 bands networks as testbeds, we showed that
in general both Kerr nonlinear and Hubbard interactions
break single particle caging and lead to transport along
the chain. We then obtained fine-tuning conditions of
the single particle Hamiltonian such that both types of
interactions preserve caging. In the classical case the fine-
tuning conditions ensure complete nonlinear caging - i.e.
that spatially compact initial states remain compact at
all times. In the quantum case the fine-tuning conditions
yield the coexistence of transporting extended eigenstates
as well as compact localized eigenstates for two interact-
ing particles.
In the present second part we focus on the fine-tuned
class of ν = 2 all-band-flat networks parametrized in
Ref. 33 in presence of Hubbard interaction. We show
that the Hubbard interaction yields renormalized com-
pact states for any finite number 2 ≤ M < ∞ of in-
teracting particles evolving on an infinite lattice. These
states arise inductively as renormalizations of M−1 par-
ticles compact states. We show that these novel states
have energies renormalized by the interaction strength,
and inherit the macroscopic degeneracy of the original
single particle CLS.
II. MANY INTERACTING PARTICLES ON
TWO FLATBANDS NETWORKS
Let us consider M < ∞ interacting particles evolving
on ν = 2 all band flat networks in lattice dimension d = 1
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2defined by the Hamiltonian HˆB = HˆB0 + HˆB1 with
HˆB0 = −
N∑
n=1
[
1
2
(
Cˆ†Tn H0Cˆn
)
+
(
Cˆ†Tn H1Cˆn+1
)
+ h.c.
]
,
(1)
HˆB1 =
U
2
N∑
n=1
[
aˆ†naˆ
†
naˆnaˆn + bˆ
†
nbˆ
†
nbˆnbˆn
]
. (2)
Here n labels the unit cells, Cˆn = (aˆn, bˆn)
T , and
H0 = Γ0
(|z1|2 − |w1|2 −2z1w1
−2z∗1w∗1 |w1|2 − |z1|2
)
, (3)
H1 = Γ1
(
z1w
∗
1 z
2
1
−(w∗1)2 −z1w∗1
)
(4)
are hoppings inside a unit cell and between the n.n. unit
cells; Γ0 = |w2|2 − |z2|2 and Γ1 = 2z2w2. Here zi, wi are
complex numbers such that |wi|2 + |zi|2 = 1 for i = 1, 2,
and the single particle Hamiltonian HˆB0 has two flatbands
at E = ±1 – see Ref. 33.
The wave function |ψ〉 of M interacting particles can
be expanded in Fock states basis of M particles as
|ψ〉 = ∑n∈ZM ϕn |vn〉a,b, and its time evolution is gov-
erned by the M-dimensional Schro¨dinger system (see Ap-
pendix A 1 for details)
iϕ˙n = [A+ UVM ]ϕn +
M∑
j=1
[
Tjϕn+ej + T
†
j ϕn−ej
]
. (5)
Here ϕn is a complex vector with 2
M components, while
A and {Tj}j≤M are square matrixes describing the dy-
namics of the non-interacting particles. The diagonal
matrix VM encodes the interaction between particles de-
scribed by the Hamiltonian HˆB1 .
The Hamiltonian HˆB0 describes M non-interacting par-
ticles and can be fully detangled via a sequence of uni-
tary transformations [33]. Likewise, the M -dimensional
Schro¨dinger system Eq. (5) for U = 0 has only flatbands
whose eigenstates are product states of noninteracting
single particle CLS. This system can be aslo mapped to
a fully disconnected network (Appendix A 2). We now
apply the detangling procedure to the Eq. (5) in pres-
ence of the interaction U 6= 0. The matrix VM induces
a coupling between the otherwise detangled sites which
generates dispersive states of interacting particles and –
under the fine-tuning condition |z1|2 = |w1|2 highlighted
in the first part of this work [33] – renormalized compact
states of interacting particles. In the following, we start
from M = 2 particles case and we work inductively for
3 ≤ M < ∞ over an infinite lattice N → ∞. For con-
venience and without loss of generality, we operate with
distinguishable bosons (Appendix A 3).


|z1|2 = |w1|2
n k
n k
(a1)
n k
n k  ϕn,nϕn,n−1

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(a2)
(a3)
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 −
ϕn−1,n
(a4)
FIG. 1. (Color online) (a1) 2D network described by Eq. (5)
for M = 2 particles. Each dot indicates one unit-cell ϕn,k, and
the black lines represent the hopping between cells. The black
dots indicate the main diagonal k = n where interaction-
dependent terms apply. (a2) Rotated network. (a3) 1D chain
described by Eq. (6) along the main diagonals of the rotated
2D network in (a2). (a4) Same as (a3) for |z1|2 = |w1|2. The
blue links in (a3) disappeared leaving components detangled
form the dispersive chain representing th renormalized CLS.
III. RENORMALIZED COMPACT STATES OF
TWO INTERACTING PARTICLES
For M = 2 interacting particles, Eq. (5) reduces to a
two dimensional network - as shown in Fig. 1(a1) and dis-
cused in details in Appendix B 1. In the non-interacting
case, this network has four flatbands at E = ±2 and
E = 0 (doubly degenerate) and it can be mapped to a
fully disconnected 2D lattice (Appendix B 2). In this new
representation, the interaction matrix V2 induces a net-
work along the diagonals k = n, n ± 1 of Eq. (5), with
equation
iη˙n = KDηn +HDηn+1 +H
†
Dηn+1 (6)
for the unit-cell ηn = (ϕn−1,n, ϕn,n, ϕn,n−1) - as shown
in Fig. 1(a2) and detailed in Appendix B 3.
For k 6= n, n±1 – away from the diagonals – the rotated
network Eq. (5) remains fully detangled, since these sites
correspond to product states of two particles caged far
from each other and therefore insensitive to the Hubbard
interaction. At the diagonals k = n, n± 1, the 1D chain
Eq. (6) - highlighted in Fig. 1(a3) - yields transporting
extended states representing two interacting particles co-
herently evolving along the system and breaking the sin-
gle particle caging - as discussed in Ref. 33. However,
the fine-tuning |z1|2 = |w1|2 reduces Eq. (6) to a lattice
of Fano defects [8] - shown in Fig. 1(a4) and detailed in
Appendix B 4. This implies that
(i) the diagonal k = n in the ϕn,n coordinates yields
dispersive states of two interacting particles;
3(ii) the decoupled component described by
(ϕn−1,n, ϕn,n−1) yields degeneracies of com-
pact states of two interacting particles with
renormalized U -dependent energies and ampli-
tudes.
Let us compute explicitly both types of states (dis-
persive and compact ones) for the sample lattice consid-
ered in Ref. 33 (therein referred as model A) and ob-
tained with zi = cospi/4, wi = sinpi/4 for i = 1, 2 in
Eqs. (3,4) with the prefactor 12 rescaled – case which sat-
isfies the fine-tuning condition |z1|2 = |w1|2. The dis-
persive component in ϕn,n has characteristic polynomial
(Appendix B 5)
pD(E, k;U) = E[E
3 − UE2 − 16E + 8U(1− cos k)]
≡ E gD(E, k;U) (7)
yielding four bands: one flat at E = 0 and three disper-
sive bands given by zeroes of gD(E, k;U). The decoupled
component (ϕn−1,n, ϕn,n−1) has the characteristic poly-
nomial (Appendix B 5)
pF (E;U) = E
3(E2 − 16)(E3 − UE2 − 16E + 8U)
≡ E3(E2 − 16) · gF (E;U) (8)
yielding five non-renormalized bands at E = 0,±4 and
three bands with U -renormalized energies as zeroes of
gF (E;U).
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FIG. 2. (Color online) (a1) Non-renormalized degenerate en-
ergies (red lines) and renormalized energies (blue curves) ver-
sus U . (a2-a4) Renormalized energies (blue curve) within the
dispersive bands (orange areas) of 2IP bound states.
In Fig. 2(a1) we show the non-renormalized (red hor-
izontal lines) and the renormalized degeneracies (blue
curves) versus the interaction strength U . In the remain-
ing three panels Fig. 2(a2-a4) we plot each renormalized
degeneracy shown in panel (a1) and one of the three dis-
persive bands (orange shaded areas) obtained as zeroes
of gD(E, k;U) in Eq. (7). We observe that all the renor-
malized energies (blue curves) lie within one of the dis-
persive bands – as confirmed from the fact that for any
U gF (E,U) = gD(E, 0;U) – characterizing these renor-
malized compact states as quantum two particles bound
states in the continuum (BIC) [34].
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FIG. 3. (Color online) (main) Eigenvalues of M = 2 interact-
ing bosons for N = 20. The numbers count the degenerate
eigenvalues. (a1-a3) Renormalized energies (blue curves) ver-
sus U and numerically obtained degeneracies (black dots) at
the region d−4 (a1), d0 (a2), and d4 (a3).
We tested these results numerically by diagonalizing
the two dimensional network given by Eq. (5) for M = 2
bosons for U = 1, 2, 3, 4 and N = 20. The results are
reported in the upper plot of Fig. 3. We found the ex-
pected non-renormalized degeneracies at E = 0,±4 and
three renormalized degeneracies labeled d0, d±4. The ex-
tracted degeneracy values in each region are shown with
black dots in Fig. 3(a1-a3) for U = 1, 2, 3, 4. The compar-
ison with the analytical (blue) curves reported in Fig. 2
shows excellent agreement. Moreover, as indicated by the
numbers in the main plot of Fig. 3, the non-renormalized
degeneracies at E = 0,±4 scale as N2 while the renor-
malized energies scale as N , indicating that the renor-
malized compact states have macroscopic degeneracy.
These states yield exact two particle caging, and also
beating of spatially compact excitations between non-
renormalized and renormalized two particles states – as
illustrated in Fig. 4 for E = 0 states and the correspond-
ing renormalized states. Numerically – as in Ref. 33 –
we compute the local density ρn,k of the two particles
and the corresponding one-dimensional PDF of the par-
ticle density defined as Qn =
∑N
k=1 ρn,k for U = 1 (a1)
and U = 2 (a2). As initial condition we take a E = 0
CLS of two non-interacting particles that is destroyed in
presence of interaction. In both panels of Fig. 4, we ob-
serve that the oscillation period P (main plots; horizontal
white measuring arrow) is related to the energy differ-
4ence ∆ (insets; vertical black measuring arrow) between
renormalized and non-renormalized energies as ∆ ≈ 2piP .
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FIG. 4. (Color online) Time evolution of Qn for U = 1 (a)
and U = 2 (b) with oscillation period P . Insets: zoom of
Fig.2(a1) and energy difference ∆. The initial conditions is a
E = 0 CLS of two non-interacting particles lost in presence
of interaction.
IV. RENORMALIZED THREE PARTICLES
COMPACT STATES AND BEYOND
The renormalized compact states of M = 2 particles
constitute the base case to show inductively the existence
of such states for any finite number 3 ≤ M < ∞ of
interacting particles on an infinite lattice N → ∞. The
induction scheme unfolds as follows
1. The interaction matrix VM in Eq. (5) can be writ-
ten as sum of M matrixes
VM =
M∑
j=1
VM,nj . (9)
Each VM,nj describes the interaction between M−1
particles, and it is obtained from VM by taking
the jth particle as free (Appendix C). For any
1 ≤ j ≤ M , each interaction matrix VM,nj acts on
the M −1-dimensional networks obtained by fixing
nj = const in the M -dimensional network Eq. (5);
2. Inductive hypothesis: in each M − 1-dimensional
networks, the matrix VM,nj yields renormalized
compact states ofM−1 interacting particles. These
states lie in components detangled from dispersive
chains representing transporting states of M − 1
interacting particles (similarly to the M = 2 case
shown in Fig. 1);
3. At the main diagonal of Eq. (5), the detangled com-
ponents encoding the renormalized compact states
of M − 1-particles merge and form a larger de-
tangled component. The M − 1-particles compact
states combine and yield compact states of M par-
ticles whose energy is further renormalized.
Let us visualize this inductive step for M = 3 particles,
where Eq. (5) becomes to a three dimensional network
which in absence of interaction can be fully detangled
via unitary transformations (Appendix D 1). Following
Eq. (9), the interaction matrix V3 in Eq. (5) can be de-
composed as
V3 = V3,n + V3,k + V3,s (10)
Each matrix V3,n, V3,k, V3,s in Eq. (10) is reported in Ap-
pendix D 2 and it is obtained from V3 by making one
particles non-interacting with the remaining two. Each
matrix V3,n, V3,k, V3,s applies on 2D network (plane) of
Eq. (5) obtained for n = n0, k = k0, and s = s0 respec-
tively – as shown in Fig. 5(a1-a3).
We consider each matrixes in Eq. (10) separately, start-
ing with V3,n. In this case – as detailed in Appendix D 2
– along the diagonal k = s of each plane n = n0, the
matrix V3,n induces a one-dimensional chain Eq. (6). For
fine-tuned networks |z1|2 = |w1|2, the one-dimensional
chain decouples in a dispersive part with detangled com-
ponents – as shown in Fig. 5(b1). Identical outcome fol-
lows considering V3,k and V3,s – as shown in Fig. 5(b2,b3)
– namely along the diagonals s = n (s = k) of in each
plane k = k0 (s = s0), the matrix V3,k (V3,s) induces
one-dimensional chains Eq. (6) which decouple for the
fine-tuned networks |z1|2 = |w1|2.
s
n k
s
n k
n k n k
ss
k = k
n k n k
s = s
n k n k
(a1)
(a2)
(a3)
(b1)
(b2)
(b3)
n = n0
k = k0
s = s0
==
FIG. 5. (Color online) The graphical illustration of the de-
composition given by Eq. (10). (a1) plane for n = n0 of the
3D network Eq. (5) defined with V3,n. Each dot indicates one
unit-cell ϕn,k,s, and the black lines are the hopping between
cells. The red line indicates the main diagonal k = s where
V3,n applies (black dots). (a2) Rotated plane for U 6= 0 as-
suming |z1|2 = |w1|2. The middle and bottom plots are the
same but for k = k0 and s = s0 respectively.
5n k
n k
s
n0 = k0 = s0
(r) (
) (o) (
) (b)
FIG. 6. (Color online) Diagonal structures of the rotated 3D
network given by Eq. (5) for M = 3 particles defined with the
interaction matrix V3. The detangled component with the
compact states of three interacting particles is indicated with
yellow dots and light green lines (also in the right top corner).
Since Eq. (5) is linear the resulting network induced
by V3 is obtained by combining the networks induced
by V3,n, V3,k, V3,s respectively – shown in Fig. 5(b1-b3).
The result is presented in Fig. 6. In each plane n = n0
[blue(b)], k = k0 [red(r)], s = s0 [orange(o)] the one-
dimensional detangled chain Eq. (6) along the respec-
tive diagonal is shown. Away from the main diagonal
n0 = k0 = s0 of Eq. (5), the dispersive chains ob-
tained yield extended bound states of pairs of particles,
while the detangled components within each plane repre-
sent compact states of two interacting particles with the
third particle caged (since it is far away from the bound
pair) - dubbed ”2IP+1” states. At the main diagonal
n0 = k0 = s0 – all three particles are close to each other
– the detangled components of each plane form a unique
component – highlighted as yellow dots and light green
lines and zoomed in the right top corner of Fig. 6. This
triangular component is detangled from the dispersive
chains of each plane, and it encodes compact states of
three interacting particles – states dubbed ”3IP states”.
We studied both detangled components representing
the 2IP+1 and the 3IP compact states in the case of the
sample lattice considered in Ref. 33 (model A) obtained
with zi = cospi/4, wi = sinpi/4 for i = 1, 2 in Eqs. (3,4).
The respective characteristic polynomials of these com-
ponents are reported in Appendix D 3. We found six
renormalized energies of the 2IP+1 states, while we found
twelve renormalized energies of the 3IP states. These en-
ergies are shown with blue curves in Fig. 7(a1) and (a2)
respectively. In the other six panels Fig. 7(a2-a8), we plot
each renormalized degeneracy of 2IP+1 states shown in
panel (a1) in blue color, the renormalized degeneracy of
3IP states shown in panel (a2) in red color, and one of the
six computed dispersive bands with orange shaded areas.
We observe that all the renormalized energies lie within
one dispersive bands, characterizing these renormalized
compact states as quantum three particles bound states
in the continuum (BIC) [34] - although in Fig.7(a3) and
(a6) one of the two 3IP renormalized energies approaches
the boundary of the continuum.
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FIG. 7. (Color online) (a1) Non-renormalized degenerate en-
ergies (red) and renormalized energies (blue) of 2IP+1 states
versus U . (a2) Non-renormalized degenerate energies (red)
and renormalized energies (blue) of 3IP states versus U (a3-
a8) Renormalized energies of 2IP+1 states (blue curve) and
3IP states (red curves) within the dispersive bands (orange
areas) of 2IP bound states.
Similarly to the two particle states, we numerically
tested these results by diagonalizing the three dimen-
sional network Eq. (5) associated to M = 3 bosons for
U = 1, 2, 3, 4 and N = 12. The results are reported in
Fig. 8. We found the expected non-renormalized degen-
eracies at E = ±2,±6 and four renormalized degenera-
cies labeled d±2, d±6. Let us focus on one of the four
regions, e.g. d6, zoomed in panel (a2). For each U , we
observed three different degeneracies: one indicated with
black arrows, and two indicated with green arrows. As
shown in panel (a3), the former degeneracies (black ar-
rows) show excellent agreement with the analytical curve
reported in Fig. 2(a1) for 2IP+1 compact states. In this
case, the degeneracy level is proportional to 2N2, which
follows from the fact that while 2IP have degeneracy N,
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FIG. 8. (Color online) (a1) Eigenvalues of M = 3 interacting
bosons for N = 12. (a2) Zoom on d6. The numbers indicate
the degeneracies of eigenvalues. (a3-a4) Renormalized ener-
gies of 2IP+1 states (blue curve) and 3IP states (red curves)
versus U and numerically obtained degeneracies - black dots
(a3) and green dots (a4) respectively.
the additional caged single particle can be placed in∼ 2N
sites. As shown in panel (a4), the latter degeneracies
(green arrows) show excellent agreement with the analyt-
ical curve reported in Fig. 7(a2) for 3IP compact states.
In this case, the degeneracy level is proportional to 2N
sites, indicating that also the renormalized 3IP compact
states have macroscopic degeneracy.
This scheme can be repeated for any finite number
4 ≤ M < ∞ of interacting particles by splitting the
matrix VM split as sum of M separate matrices as in
Eq. (9). For e.g. M = 4, the detangled components
found would merge giving rise to: compact states of three
interacting particles plus one caged away (3IP+1 states);
compact states made by two separate clusters of two in-
teracting particles (2IP+2IP states); and compact states
of four interacting particles (4IP states). This indicates
that generically for M particles there exist not only de-
generate interaction renormalized compact states of M
interacting particles all concentrated in one spatial re-
gion, but also renormalized compact states of M particles
formed as product states of renormalized compact states
of L ≤M particles.
V. CONCLUSIONS AND PERSPECTIVES
In this work we continued our studies commenced
in Ref. 33 on caging phenomena induced by the Hub-
bard interaction on interacting bosons evolving in one-
dimensional all band flat networks. We showed that
in certain fine-tuned subclass of ν = 2 networks, the
Hubbard interaction simultaneously induces delocalized
transporting states of pairs of particles and renormal-
ized compact states of multiple interacting particles.
These compact states notably exist for any finite number
2 ≤ M < ∞ of particles on an infinite lattice N → ∞,
they preserve macroscopic degeneracy and their energies
are renormalized by the interaction strength. Conse-
quently, these are novel degenerate compact many-body
structures which generalize the extensively studied and
experimentally observed compact localized states for sin-
gle particles [6, 7]. In the few particle case M = 2, 3, we
showed that these states are bound states in the contin-
uum (BIC) [34] - as their renormalized energies sit within
dispersive bands of delocalized states. Conjecturing that
this recursively happen for any finite number of parti-
cles M , these fine-tuned lattices may constitute a new
platform for the study and the experimental realization
of BICs in quantum systems - experimental result which
has not been yet achieved, as discussed in Ref. 34. This
highlights the all band flat networks as a promising plat-
form for unprecedented localization phenomena in quan-
tum many-body problems. Future directions include the
generalization of these renormalized compact states of in-
teracting particles in all band flat models to any number
of bands ν ≥ 3 and higher spatial dimensions d = 2, 3,
analysis at finite density of particles as well as studies
of the impact of disorder, dissipation and external fields,
thermalization and many-body localization [35] in these
systems.
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Appendix A: M-dimensional Schro¨dinger system
1. Mapping an M-particles problem to an
M-dimensional Schro¨dinger system
Let us consider the wave function |ψ〉 of M particles
evolving on the one-dimensional two bands network de-
scribed by the Hamiltonian HˆB = HˆB0 +HˆB1 in Eqs. (1,2).
Then, we consider the multi-index n = (n1, . . . , nM ),
and each entry nj indicates the unit-cell where where
the jth particles is located. Therein, the jth particle in
created on either the a or the b chain by the creation
7operators aˆ†nj and bˆ
†
nj respectively. For a given multi-
index n ∈ ZM , there consequently exist 2M elements
{|vjn〉a,b}j≤2M of the Fock basis of the problem, repre-
senting all possible particles configurations. Hence, the
wave function |ψ〉 of M particles is expanded as
|ψ〉 =
∑
n∈ZM
∑
j≤2M
ϕjn |vjn〉a,b (A1)
for ϕn = (ϕ
j
n)j≤2M a 2
M -dimensional complex vector.
Then, proceed as follow:
1) substitute Eq. (A1) in the equation i∂t |ψ〉 = HˆB |ψ〉
with HˆB = HˆB0 + HˆB1 in Eqs. (1,2);
2) unfold the products in the r.h.s. of i∂t |ψ〉 = HˆB |ψ〉.
Then regroup those terms with common index nj and
common element of the basis {|vjn〉a,b}j≤2M
3) multiply the obtained equation by a,b〈vjn| for all
1 ≤ j ≤ 2M . This yields a 2M equations.
4) group these equations in vector for ϕn. This results
in the M -dimensional Schro¨dinger system Eq. (5) - here
recalled
iϕ˙n = [A+ UVM ]ϕn +
M∑
j=1
[
Tjϕn+ej + T
†
j ϕn−ej
]
(A2)
where ej are the canonical basis of ZM . The matrixes
A, {Tj}j≤M describe the geometry of the Schro¨dinger sys-
tem. The matrix VM encapsulates the interaction Hamil-
tonian HˆB1 , and it is a diagonal matrix with combinations
of Kroneker delta as diagonal entrees.
2. Detangling the M-dimensional Schro¨dinger
system for noninteracting particles
In the non-interacting case U = 0, for any number
of particles M Eq. (A2) has 2M flatbands - namely the
2M combinations of the single particle ones E = ±1.
The Hamiltonian of the non-interacting problem HˆB0 in
Eq. (1) can be fully detangled via a sequence of 3 unitary
transformations (two rotations and one unit-cell redefini-
tion). As a consequence, this holds also for its associated
Schro¨dinger system Eq. (A2). In this case the detangling
procedure consists in a sequence of 3M unitary transfor-
mations, where each triplet of transformations consists
in two unitary rotations and one unit-cell redefinition.
Each triplet of coordinate redefinitions recursively zeroes
one of the hopping matrix Tj and redefine the intra-cell
matrix A. After M triplets of unitary transformations all
hopping matrixes {Tj}j≤M vanished, and the matrix A is
now diagonal with the 2M flatband energies as diagonal
entrees.
In the following, this detangling procedure will be explic-
itly stated and used in the case of M = 2, 3 particles.
3. Distinguishability Vs. indistinguishability
The representation of distinguishable or indistinguish-
able particles can be set in the choice of the domain
of the multi-index n = (n1, . . . , nM ). Let us sup-
pose we consider a network of N unit-cell. Then, set-
ting that each entree nj of n runs as 1 ≤ nj ≤ N
implies to consider a set of distinguishable particles,
since for every state |vjn〉a,b there exist a set of dop-
pelganger states obtained by permuting the indexes -
(. . . , ni, . . . , nj . . . )↔ (. . . , nj , . . . , ni . . . ). All these dis-
tinguished doppelganger states can be accounted in one
unique undistinguished state by restricting the domain of
the multi-index n, namely setting nM ≤ · · · ≤ n2 ≤ n1.
Consequently, Eq. (A2) for indistinguishable particles
gains additional pn = L! prefactor of ϕn within matrix
A, with L the number of equal indexes within the muti-
index n.
Let us observe that distinguishable problem can be
mapped to the indistinguishable case (and viceversa)
by folding(unfolding) Eq. (A2) – namely introduc-
ing(removing) the constrains nM ≤ · · · ≤ n2 ≤ n1 in
the multi-index n and the prefactors pn within the ma-
trix A.
Appendix B: Two Interacting Particles
1. Two dimensional Schro¨dinger system
We represent two distinguishable particles in the two-
bands lattice Eqs. (1,2) with the following basis for 1 ≤
n, k ≤ N
|n, k〉a = aˆ†naˆ†k |0〉 |n, k〉b = bˆ†nbˆ†k |0〉
|n, k〉a,b = aˆ†nbˆ†k |0〉 |n, k〉b,a = bˆ†kaˆ†n |0〉 (B1)
The 2IP wave-function |ψ〉 - expanded as in Eq. (A1)
|ψ〉 =
N∑
n,k=1
Xn,k |n, k〉a + Zn,k |n, k〉b
+
N∑
n,k=1
Yn,k |n, k〉a,b +Wn,k |n, k〉b,a (B2)
evolve according to a two dimensional system of
Schro¨dinger equations
iϕ˙n,k = [A+ UV2]ϕn,k + Tnϕn+1,k + T
†
nϕn−1,k
+ Tkϕn,k+1 + T
†
kϕn,k−1 (B3)
with ϕn,k = (Xn,k, Yn,k,Wn,k, Zn,k)
T . The onsite ma-
trixes A is
A = 2Γ0
|z1|
2 − |w1|2 −z1w1 −z1w1 0
−z∗1w∗1 0 0 −z1w1
−z∗1w∗1 0 0 −z1w1
0 −z∗1w∗1 −z∗1w∗1 |w1|2 − |z1|2

(B4)
8while the hopping matrixes Tn, Tk are
Tn = Γ1
 z1w
∗
1 0 z
2
1 0
0 z1w
∗
1 0 z
2
1
−(w∗1)2 0 −z1w∗1 0
0 −(w∗1)2 0 −z1w∗1
 (B5)
Tk = Γ1
 z1w
∗
1 z
2
1 0 0
−(w∗1)2 −z1w∗1 0 0
0 0 z1w
∗
1 z
2
1
0 0 −(w∗1)2 −z1w∗1
 (B6)
for Γ0 = |w2|2 − |z2|2 and Γ1 = 2z2w2. The BH interac-
tion HˆB1 applies only when both particle are on the same
site. The matrix V2 hence reads
V2 =
δn,k 0 0 00 0 0 00 0 0 0
0 0 0 δn,k
 . (B7)
2. Detangling the two dimensional Schro¨dinger
system – no interaction
Let us consider the two dimensional system in Eq. (B3)
without interaction
iϕ˙n,k = Aϕn,k + Tnϕn+1,k + T
†
nϕn−1,k
+ Tkϕn,k+1 + T
†
kϕn,k−1 (B8)
with matrixes A, Tn, Tk in Eqs. (B4,B5,B6). This system
has all bands flat at E = 0 (counted twice) and E = ±2,
and it can be recast into a fully disconnected lattice by
applying these unitary transformations
S1j = e
−iθj

z∗j −wj 0 0
w∗j zj 0 0
0 0 z∗j −wj
0 0 w∗j zj
 , (B9)
S2j = e
−iθj

z∗j 0 −wj 0
0 z∗j 0 −wj
w∗j 0 zj 0
0 w∗j 0 zj
 (B10)
and unit-cell redefinitions
R1 :

Xn,k 7−→ Xn,k
Yn,k 7−→ Yn,k+1
Wn,k 7−→Wn,k
Zn,k 7−→ Zn,k+1
R2 :

Xn,k 7−→ Xn,k
Yn,k 7−→ Yn,k
Wn,k 7−→Wn+1,k
Zn,k 7−→ Zn+1,k
(B11)
in the following order:
1. rotate via S11 - Eq. (B9) for j = 1
2. apply R1 - Eq. B11 left
3. rotate via S12 - Eq. (B9) for j = 2
4. rotate via S21 - Eq. (B10) for j = 1
5. apply R2 - Eq. (B11) right
6. rotate via S22 - Eq. (B10) for j = 2
By applying this procedure, the two dimensional system
Eq. (B8) is equivalent to a fully detangled network
iϕ˙n,k = A6ϕn,k (B12)
where
A6 = S22A5S
†
22 =
−2 0 0 00 0 0 00 0 0 0
0 0 0 2
 . (B13)
3. Interaction term
Let us repeat the six steps of the detangling procedure
for the interaction term V2 in Eq. (B3). As the matrix V2
in Eq.(B7) exists along the main diagonal and R1, R2 in
Eq. (B11) impact only neighboring cells, we focus on the
diagonal k = n and the first upper and lower diagonals
k = n± 1.
In order to identify the onsite matrixes along the main
diagonals, herewith the appendix we add the superscript
notation
V
(n,n)
2 =
1 0 0 00 0 0 00 0 0 0
0 0 0 1
 . (B14)
Similarly will be done with the hopping matrixes
T¯
(.,.)
n , T¯
(.,.)
k that will emerge due to R1, R2. Moreover,
we temporarily drop the subscript index 2 from V2 and
along the procedure we will rename the matrixes with
the cell step-number.
1. The transformation S11 in Eq. (B9) maps V
(n,n)
into
V
(n,n)
1 =
 |z1|
2 z∗1w1 0 0
z1w
∗
1 |w1|2 0 0
0 0 |w1|2 −z∗1w1
0 0 −z1w∗1 |z1|2
 (B15)
2. The redefinition R1 in Eq. (B11) splits V
(n,n)
1 into
the onsite matrix V
(n,n)
2 at the diagonal unit-cell
(n, n)
V
(n,n)
2 =
|z1|
2 0 0 0
0 0 0 0
0 0 |w1|2 0
0 0 0 0
 (B16)
9and the matrix V
(n,n−1)
2 along the first lower diag-
onal
V
(n,n−1)
2 =
0 0 0 00 |w1|2 0 00 0 0 0
0 0 0 |z1|2
 . (B17)
Moreover the redefinition R1 links the unit-cell
(n, n) with the nearest unit-cell (n, n−1) along the
k direction, yielding
T¯
(n,n−1)
k2 =
 0 0 0 0z1w∗1 0 0 00 0 0 0
0 0 −z1w∗1 0
 . (B18)
3. The transformation S12 in Eq. (B9) recasts
T¯
(n,n−1)
k2 into
T¯
(n,n−1)
k3 = z1w
∗
1
−z2w2 −w
2
2 0 0
z22 z2w2 0 0
0 0 z2w2 w
2
2
0 0 −z22 −z2w2
 (B19)
while the onsite matrixes V
(n,n)
2 and V
(n,n−1)
2 turn
V
(n,n)
3 = |z1|
2|z2|2 |z1|2z∗2w2 0 0
|z1|2z2w∗2 |z1|2|w2|2 0 0
0 0 |w1|2|z2|2 |w1|2z∗2w2
0 0 |w1|2z2w∗2 |w1|2|w2|2
 (B20)
and
V
(n,n−1)
3 = |w1|
2|w2|2 −|w1|2z∗2w2 0 0
−|w1|2z2w∗2 |w1|2|z2|2 0 0
0 0 |z1|2|w2|2 −|z1|2z∗2w2
0 0 −|z1|2z2w∗2 |z1|2|z2|2

(B21)
4. The transformation S21 in Eq. (B10) recasts
T¯
(n,n−1)
k3 into
T¯
(n,n−1)
k4 =
−ξz2w2 −ξw
2
2 −χz2w2 −χw22
ξz22 ξz2w2 χz
2
2 χz2w2
−ρz2w2 −ρw22 ξz2w2 ξw22
ρz22 ρz2w2 −ξz22 −ξz2w2

(B22)
while the onsite matrixes V
(n,n)
3 and V
(n,n−1)
3 be-
come
V
(n,n)
4 =
ζ|z2|
2 ζz∗2w2 ξ
∗|z2|2 ξ∗z∗2w2
ζz2w
∗
2 ζ|w2|2 ξ∗z2w∗2 ξ∗|w2|2
ξ|z2|2 ξz∗2w2 χ|z2|2 χz∗2w2
ξz2w
∗
2 ξ|w2|2 χz2w∗2 χ|w2|2
 , (B23)
V
(n,n−1)
4 =
 χ|w2|
2 −χz∗2w2 −ξ∗|w2|2 ξ∗z∗2w2
−χz2w∗2 χ|z2|2 ξ∗z2w∗2 −ξ∗|z2|2
−ξ|w2|2 ξz∗2w2 ζ|w2|2 −ζz∗2w2
ξz2w
∗
2 −ξ|z2|2 −ζz2w∗2 ζ|z2|2

(B24)
where
ξ = z1w
∗
1(|z1|2 − |w1|2) χ = 2|z1|2|w1|2 (B25)
ζ = |z1|4 + |w1|4 ρ = 2z21(w∗1)2 (B26)
5. The redefinition R2 in Eq. (B11) turns he onsite
matrixes V
(n,n)
4 and V
(n,n−1)
4 turn to
V
(n,n)
5 = ζ
 |z2|
2 z∗2w2 0 0
z2w
∗
2 |w2|2 0 0
0 0 |w2|2 −z∗2w2
0 0 −z2w∗2 |z2|2
 , (B27)
V
(n,n−1)
5 = χ
 |w2|
2 −z∗2w2 0 0
−z2w∗2 |z2|2 0 0
0 0 0 0
0 0 0 0
 (B28)
and introduces the onsite matrixes V
(n−1,n)
5 along
the first upper diagonal
V
(n−1,n)
5 = χ
0 0 0 00 0 0 00 0 |z2|2 z∗2w2
0 0 z2w
∗
2 |w2|2
 . (B29)
Furthermore, the redefinition R2 turns the matrix
T¯
(n,n−1)
k4 into
T¯
(n,n−1)
k5 = ξ
−z2w2 −w
2
2 0 0
z22 z2w2 0 0
0 0 z2w2 w
2
2
0 0 −z22 −z2w2
 (B30)
and introduces two matrixes T
(n−1,n)
n5 , T
(n,n+1)
n5
along the n-direction which links the unit-cells
(n, n− 1) to (n, n)
T¯
(n−1,n)
n5 = ξ
 0 0 0 00 0 0 0|z2|2 z∗2w2 0 0
z2w
∗
2 |w2|2 0 0
 (B31)
and links the unit-cells (n, n) to (n, n+ 1)
T¯
(n,n+1)
n5 = ξ
 0 0 0 00 0 0 0−|w2|2 z∗2w2 0 0
z2w
∗
2 −|z2|2 0 0
 . (B32)
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At last, the redefinition R2 introduces the matrix
B5 which connects the unit-cell (n − 1, n) to the
unit-cell (n, n− 1)
B5 = χ
0 0 −z2w2 −w
2
2
0 0 z22 z2w2
0 0 0 0
0 0 0 0
 (B33)
and the matrix C5 which connects two unit-cells
(n, n) to the unit-cell (n+ 1, n+ 1)
C5 = ρ
 0 0 0 00 0 0 0−z2w2 −w22 0 0
z22 z2w2 0 0
 . (B34)
6. The transformation S22 in Eq. (B10) turns the ma-
trixes V
(n,n)
5 , V
(n−1,n)
5 , V
(n,n−1)
5 respectively to
V
(n,n)
6 = ζ|z2|
4 + |w2|4 −z∗2w2Γ0 −z∗2w2Γ0 2(z∗2)2w22
−z2w∗2Γ0 2|z2|2|w2|2 2|z2|2|w2|2 z∗2w2Γ0
−z2w∗2Γ0 2|z2|2|w2|2 2|z2|2|w2|2 z∗2w2Γ0
2z22(w
∗
2)
2 z2w
∗
2Γ0 z2w
∗
2Γ0 |z2|4 + |w2|4

(B35)
V
(n,n−1)
6 = χ |z2|
2|w2|2 −z∗2w2|z2|2 z∗2w2|w2|2 −(z∗2)2w22
−z2w∗2 |z2|2 |z2|4 −|z2|2|w2|2 z∗2w2|z2|2
z2w
∗
2 |w2|2 −|z2|2|w2|2 |w2|4 −z∗2w2|w2|2
−z22(w∗2)2 z2w∗2 |z2|2 −z2w∗2 |w2|2 |z2|2|w2|2
 ,
(B36)
V
(n−1,n)
6 = χ |z2|
2|w2|2 z∗2w2|w2|2 −z∗2w2|z2|2 −(z∗2)2w22
z2w
∗
2 |w2|2 |w2|4 −|z2|2|w2|2 −z∗2w2|w2|2
−z2w∗2 |z2|2 −|z2|2|w2|2 |z2|4 z∗2w2|z2|2
−z22(w∗2)2 −z2w∗2 |w2|2 z2w∗2 |z2|2 |z2|2|w2|2
 ,
(B37)
where Γ0 = |w2|2 − |z2|2 in Eq. (3). The hopping
matrix T
(n,n−1)
k5 turns to
T
(n,n−1)
k6 = ξ (B38) z2w2Γ0 w
2
2Γ0 −2w22|z2|2 −2z∗2w32
−z22Γ0 −z2w2Γ0 2z2w2|z2|2 2w22|z2|2
−2z22 |w2|2 −2z2w2|w2|2 −z2w2Γ0 −w22Γ0
2z32w
∗
2 2z
2
2 |w2|2 z22Γ0 z2w2Γ0
 .
(B39)
The hopping matrixes T
(n−1,n)
n5 , T
(n,n+1)
n5 turn to
T
(n−1,n)
n6 = ξ−z2w2|z2|
2 −w22|z2|2 −w22|z2|2 −z∗2w32
−z22 |w2|2 −z2w2|w2|2 −z2w2|w2|2 −w22|w2|2
z22 |z2|2 z2w2|z2|2 z2w2|z2|2 w22|z2|2
z32w
∗
2 z
2
2 |w2|2 z22 |w2|2 z2w2|w2|2
 ,
(B40)
T
(n,n+1)
n6 = ξz2w2|w2|
2 −w22|z2|2 w22|w2|2 −z∗2w32
−z22 |w2|2 z2w2|z2|2 −z2w2|w2|2 w22|z2|2
−z22 |w2|2 z2w2|z2|2 −z2w2|w2|2 w22|z2|2
z32w
∗
2 −z22 |z2|2 z22 |w2|2 −z2w2|z2|2
 .
(B41)
At last the diagonal hopping matrixes B6, C6 turn
to
B6 = χ |z2|
2|w2|2 z∗2w2|w2|2 −z∗2w2|z2|2 −(z∗2)2w22
−z2w∗2 |z2|2 −|z2|2|w2|2 |z2|2 z∗2w2|z2|2
z2w
∗
2 |w2|2 |w2|2 −|z2|2|w2|2 −z∗2w2|w2|2
−z22(w∗2)2 −z2w∗2 |w2|2 z2w∗2 |z2|2 |z2|2|w2|2
 ,
(B42)
C6 = ρ
 z
2
2w
2
2 z2w
3
2 z2w
3
2 w
4
2
−z32w2 −z22w22 −z22w22 −z2w32
−z32w2 −z22w22 −z22w22 −z2w32
z42 z
3
2w2 z
3
2w2 z
2
2w
2
2
 . (B43)
4. Lattice of Fano defects
Let us define the unit-cell
ηn ≡
ϕn−1,nϕn,n
ϕn,n−1
 (B44)
which encode the three main diagonals k = n, n±1. The
one-dimensional chain
iη˙n = KDηn +HDηn+1 +H
†
Dηn+1 (B45)
is defined by the block matrixes KD, HD which depend
on the interaction strength U
KD =
 V
(n−1,n)
7 UT¯
(n−1,n)
n6 UB6
UT¯
(n−1,n)†
n6 V
(n,n)
7 UT¯
(n,n−1)
k6
UB†6 UT¯
(n,n−1)†
k6 V
(n,n−1)
7
 , (B46)
HD = U
O4 O4 O4O4 C6 T¯ (n,n+1)n6
O4 O4 O4
 (B47)
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where all the onsite matrixes V
(n,n)
7 , V
(n−1,n)
7 , V
(n,n−1)
7
are defined as
V
(n,n)
7 = A6 + UV
(n,n)
6
V
(n−1,n)
7 = A6 + UV
(n−1,n)
6
V
(n,n−1)
7 = A6 + UV
(n,n−1)
6
(B48)
for the diagonal matrix A6 in Eq. (B13).
From Eqs. (B39,B40,B41), we notice that the
hopping matrix T¯
(n,n−1)
k6 , T¯
(n−1,n)
n6 , T¯
(n,n+1)
n6 have
ξ = z1w
∗
1(|z1|2 − |w1|2) - defined in Eq. (B26). In the
case |z1|2 = |w1|2 (condition for nonlinear caging), then
ξ = 0 and the matrixes in Eqs. (B46,B47) reduce to
KD =
V
(n−1,n)
7 O4 UB6
O4 V (n,n)7 O4
UB†6 O4 V
(n,n−1)
7
 (B49)
and
HD = U
O4 O4 O4O4 C6 O4
O4 O4 O4
 (B50)
the network in Eq. (B45) reduces to a network of Fano-
defects [8]: it decouples in a 4-components dispersive
chain
iϕ˙n,n = V
(n,n)
7 ϕn,n + U
[
C6ϕn+1,n+1 + C
†
6ϕn−1,n−1
]
(B51)
and a detangled (Fano) part
i
∂
∂t
(
ϕn−1,n
ϕn,n−1
)
=
(
V
(n−1,n)
7 UB6
UB†6 V
(n,n−1)
7
)(
ϕn−1,n
ϕn,n−1
)
(B52)
shown in Fig. 1(b4) of the main text.
5. Lattice of Fano defects - an example
In the case of the sample lattice considered in
Ref. [33] obtained with zi = cospi/4, wi = sinpi/4
for i = 1, 2 in Eqs. (3,4). - the onsite matrixes
V
(n,n)
7 , V
(n−1,n)
7 , V
(n,n−1)
7 reduce to
V
(n,n)
7 =
1
4
U − 16 0 0 U0 U U 00 U U 0
U 0 0 U + 16
 , (B53)
V
(n−1,n)
7 =
1
8
U − 32 −U U −U−U U −U UU −U U −U
−U U −U U + 32
 , (B54)
V
(n,n−1)
7 =
1
8
U − 32 U −U −UU U −U −U−U −U U U
−U −U U U + 32
 . (B55)
The hopping matrixes turn to
B6 =
1
8
 1 1 −1 −1−1 −1 1 11 1 −1 −1
−1 −1 1 1
 , C6 = 1
8
 1 1 1 1−1 −1 −1 −1−1 −1 −1 −1
1 1 1 1
 .
(B56)
The Bloch solutions xn = e
iknyk for the eigenvalue prob-
lem of Eq. (B51) obtained via ψn,n = xne
−iEt yields the
Bloch Hamiltonian
N(E, k;U) = V
(n,n)
7 + U
[
eikC6 + e
−ikC†6
]
. (B57)
This yields the characteristic polynomial of the disper-
sive component Eq. (B51) defined by the matrixes in
Eqs. (B53,B56)
pD(E, k;U) = E[E
3 − UE2 − 16E + 8U(1− cos k)]
(B58)
yielding four bands: one flatband at E = 0 and three
dispersive ones.
The detangled component Eq. (B52) defined by
the matrixes in Eqs. (B54,B55,B56) has characteristic
polynomial
pF (E;U) = E
3(E2 − 16)(E3 − UE2 − 16E + 8U)
(B59)
yielding flatbands at E = 0 (three times degenerate), two
bands at E = ±4, and three additional bands which are
zeros of
gF (E;U) = E
3 − UE2 − 16E + 8U (B60)
and therefore U -dependent.
Appendix C: Interaction matrix VM decomposition
The interaction matrix VM in Eq. (9) is a diagonal
matrix of entrees vs with 1 ≤ s ≤ 2M corresponding
to the sth element |vsn〉a,b of the chosen Fock basis in
Eq. (A1), namely
vs = a,b 〈vsn| HˆB1 |vsn〉a,b (C1)
with HˆB1 in Eq. (2). Each state |vsn〉a,b represents
M particles, with L on chain a and M − L on chain
b. The correspondent entree vs consists in a sum of(
L
2
)
+
(
M−L
2
)
= L(L−1)2 +
(M−L)(M−L−1)
2 Kroneker delta
indicating the interaction between a pair of particles on
either chain a or chain b - see Eq. (B7) for M = 2 and
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Eq. (D14) for M = 3.
Let us consider one states |vsn〉a,b of the basis in
Eq. (A1). Excluding one particle from the interaction
with the remaining M − 1 yields M states |vs,jn 〉a,b, since
any of the 1 ≤ j ≤ M particles can be chosen. We then
define the set of coefficients
vjs = a,b 〈vs,jn | HˆB1 |vs,jn 〉a,b (C2)
The following relation in general holds
vs =
1
M − 2
M∑
j=1
vjs (C3)
for every 1 ≤ s ≤ 2M . Indeed, if L = M (all M particles
are on chain a), then
vs =
M∑
t=1
M∑
r=t
δnt,nr (C4)
while
vjs =
M∑
t=1
t 6=j
M∑
r=t
δnt,nr (C5)
since the Kroneker delta including nj are excluded (the
jth particle is not interacting). Consequently, the Kro-
neker delta δnk,nw is absent in v
k
s and v
w
s , but it exists
once in all the other M − 2 sums vjs. Consequently,
M∑
j=1
vjs = (M − 2)vs. (C6)
Likewise it holds for L = 0 (all M particles are on chain
b). Moreover, for L 6= {0,M}, since
vs =
L∑
t=1
L∑
r=t
δnt,nr +
M∑
t=L+1
M∑
r=t
δnt,nr (C7)
where the first sum concerns the L particles on chain a
and the second sum concerns the M−L particles on chain
b. Excluding one particle from the first bunch (chain a)
does not effect the second sum, and viceversa. Conse-
quently,
vjs =

∑L
t=1
t6=j
∑L
r=t δnt,nr +
∑M
t=L+1
∑M
r=t δnt,nr
1 ≤ j ≤ L∑L
t=1
∑L
r=t δnt,nr +
∑M
t=L+1
t 6=j
∑M
r=t δnt,nr
L+ 1 ≤ j ≤M
(C8)
Considering the terms for 1 ≤ j ≤ L - particle in chain
a, left column of Eq. (C8) – the upper sum yields L− 2
terms while the below sum M − L terms, and therefore
the sum of M − 2 terms. Likewise for L + 1 ≤ j ≤ M –
particle in chain b, right column of Eq. (C8) – the upper
sum yields L terms while the below sum M − L − 2
terms, with the sum of M − 2 terms. This confirms
Eq. (C6) for a generic state |vsn〉a,b of the basis.
We define the matrixes VM,nj as diagonal matrixes,
where the diagonal elements are the coefficients vjs in
Eq. (C2) divided by M − 2. This therefore validate the
decomposition Eq. (9)
VM =
M∑
j=1
VM,nj (C9)
for any number of particles M - Eq. (9) in Sec. IV.
Appendix D: Renormalized compact localized states
of three interacting particles
1. Mapping three interacting particles in one
dimensional network into a three dimensional
Schro¨dinger system
We represent three interacting particles in the two-
bands lattice Eqs. (1,2) with the following basis for
1 ≤ n, k, s ≤ N
|n, k, s〉a = aˆ†naˆ†kaˆ†s |0〉 |n, k, s〉b = bˆ†nbˆ†k bˆ†s |0〉
(D1)
|n, k, s〉a,a,b = aˆ†naˆ†k bˆ†s |0〉 |n, k, s〉a,b,b = aˆ†nbˆ†k bˆ†s |0〉
(D2)
|n, k, s〉a,b,a = aˆ†nbˆ†kaˆ†s |0〉 |n, k, s〉b,a,b = bˆ†naˆ†k bˆ†s |0〉
(D3)
|n, k, s〉b,a,a = bˆ†naˆ†kaˆ†s |0〉 |n, k, s〉b,b,a = bˆ†nbˆ†kaˆ†s |0〉
(D4)
The 3IP wave function |ψ〉
|ψ〉 =
N∑
n,k,s=1
Xn,k,s |n, k, s〉a + Zn,k,s |n, k, s〉b (D5)
+
N∑
n,k,s=1
Y
(1)
n,k,s |n, k, s〉a,a,b +W (1)n,k,s |n, k, s〉a,b,b
+
N∑
n,k,s=1
Y
(2)
n,k,s |n, k, s〉a,b,a +W (2)n,k,s |n, k, s〉b,a,b
+
N∑
n,k,s=1
Y
(3)
n,k,s |n, k, s〉b,a,a +W (3)n,k,s |n, k, s〉b,b,a
Let us define the eight-component vector
ϕn,k,s = (Xn,k,s, Y
(1)
n,k,s, Y
(2)
n,k,s,W
(3)
n,k,s,
W
(1)
n,k,s,W
(2)
n,k,s,W
(3)
n,k,s, Zn,k,s)
T . (D6)
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This yields the equation
iϕ˙n,k,s = [A+ UV3]ϕn,k,s + Tnϕn+1,k,s + T
†
nϕn−1,k,s
+ Tkϕn,k+1,s + T
†
kϕn,k−1,s
+ Tsϕn,k,s+1 + T
†
sϕn,k,s−1.
(D7)
The matrix A is defined as
A =
(
AL | AR
)
(D8)
for the left matrix AL
AL = Γ0× (D9)
3
[|z1|2 − |w1|2] −2z1w1 −2z1w1 −2z1w1
−2z∗1w∗1 |z1|2 − |w1|2 0 0
−2z∗1w∗1 0 |z1|2 − |w1|2 0
−2z∗1w∗1 0 0 |z1|2 − |w1|2
0 −2z∗1w∗1 −2z∗1w∗1 0
0 −2z∗1w∗1 0 −2z∗1w∗1
0 0 −2z∗1w∗1 −2z∗1w∗1
0 0 0 0
 ,
the right matrix AR
AR = Γ0× (D10)
0 0 0 0
−2z1w1 −2z1w1 0 0
−2z1w1 0 −2z1w1 0
0 −2z1w1 −2z1w1 0
|w1|2 − |z1|2 0 0 −2z1w1
0 |w1|2 − |z1|2 0 −2z1w1
0 0 |w1|2 − |z1|2 −2z1w1
−2z∗1w∗1 −2z∗1w∗1 −2z∗1w∗1 3
[|w1|2 − |z1|2]

and the prefactor Γ0 = |w2|2 − |z2|2.
The matrixes Tn, Tk, Ts respectively read
Tn = Γ1× (D11)
z1w
∗
1 0 0 z
2
1 0 0 0 0
0 z1w
∗
1 0 0 0 z
2
1 0 0
0 0 z1w
∗
1 0 0 0 z
2
1 0
−(w∗1 )2 0 0 −z1w∗1 0 0 0 0
0 0 0 0 z1w
∗
1 0 0 z
2
1
0 −(w∗1 )2 0 0 0 −z1w∗1 0 0
0 0 −(w∗1 )2 0 0 0 −z1w∗1 0
0 0 0 0 −(w∗1 )2 0 0 −z1w∗1
 ,
Tk = Γ1× (D12)
z1w
∗
1 0 z
2
1 0 0 0 0 0
0 z1w
∗
1 0 0 z
2
1 0 0 0
−(w∗1 )2 0 −z1w∗1 0 0 0 0 0
0 0 0 z1w
∗
1 0 0 z
2
1 0
0 −(w∗1 )2 0 0 −z1w∗1 0 0 0
0 0 0 0 0 z1w
∗
1 0 z
2
1
0 0 0 −(w∗1 )2 0 0 −z1w∗1 0
0 0 0 0 0 −(w∗1 )2 0 −z1w∗1
 ,
Ts = Γ1× (D13)
z1w
∗
1 z
2
1 0 0 0 0 0 0
−(w∗1 )2 −z1w∗1 0 0 0 0 0 0
0 0 z1w
∗
1 0 z
2
1 0 0 0
0 0 0 z1w
∗
1 0 z
2
1 0 0
0 0 −(w∗1 )2 0 −z1w∗1 0 0 0
0 0 0 −(w∗1 )2 0 −z1w∗1 0 0
0 0 0 0 0 0 z1w
∗
1 z
2
1
0 0 0 0 0 0 −(w∗1 )2 −z1w∗1
 .
The matrix V3 reads
V3 =

∆n,k,s 0 0 0 0 0 0 0
0 δn,k 0 0 0 0 0 0
0 0 δn,s 0 0 0 0 0
0 0 0 δk,s 0 0 0 0
0 0 0 0 δk,s 0 0 0
0 0 0 0 0 δn,s 0 0
0 0 0 0 0 0 δn,k 0
0 0 0 0 0 0 0 ∆n,k,s

(D14)
where for ∆n,k,s = δn,k + δn,s + δk,s.
For U = 0, Eq. (D7) has eight flatbands: one at energy
E = 3 and one E = −3; three at E = 1 and three at E =
−1. This system can be recast into a fully disconnected
lattice by applying these unitary transformations
S1j = e
−iθj× (D15)
z∗j 0 0 −wj 0 0 0 0
0 z∗j 0 0 0 −wj 0 0
0 0 z∗j 0 0 0 −wj 0
w∗j 0 0 zj 0 0 0 0
0 0 0 0 z∗j 0 0 −wj
0 w∗j 0 0 0 zj 0 0
0 0 w∗j 0 0 0 zj 0
0 0 0 0 w∗j 0 0 zj

,
S2j = e
−iθj× (D16)
z∗j 0 −wj 0 0 0 0 0
0 z∗j 0 0 −wj 0 0 0
w∗j 0 zj 0 0 0 0 0
0 0 0 z∗j 0 0 −wj 0
0 w∗j 0 0 zj 0 0 0
0 0 0 0 0 z∗j 0 −wj
0 0 0 w∗j 0 0 zj 0
0 0 0 0 0 w∗j 0 zj

,
S3j = e
−iθj× (D17)
z∗j −wj 0 0 0 0 0 0
w∗j zj 0 0 0 0 0 0
0 0 z∗j 0 −wj 0 0 0
0 0 0 z∗j 0 −wj 0 0
0 0 w∗j 0 zj 0 0 0
0 0 0 w∗j 0 zj 0 0
0 0 0 0 0 0 z∗j −wj
0 0 0 0 0 0 w∗j zj

and unit-cell redefinitions
R1 :

Xn,k,s 7−→ Xn,k,s W (1)n,k,s 7−→W (1)n,k,s
Y
(1)
n,k,s 7−→ Y (1)n,k,s W (2)n,k,s 7−→W (1)n+1,k,s
Y
(2)
n,k,s 7−→ Y (1)n,k,s W (3)n,k,s 7−→W (1)n+1,k,s
W
(3)
n,k,s 7−→ Y (1)n+1,k,s Zn,k,s 7−→ Zn+1,k,s
(D18)
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R2 :

Xn,k,s 7−→ Xn,k,s W (1)n,k,s 7−→W (1)n,k+1,s
Y
(1)
n,k,s 7−→ Y (1)n,k,s W (2)n,k,s 7−→W (1)n,k,s
Y
(2)
n,k,s 7−→ Y (1)n,k+1,s W (3)n,k,s 7−→W (1)n,k+1,s
W
(3)
n,k,s 7−→ Y (1)n,k,s Zn,k,s 7−→ Zn,k+1,s
(D19)
R3 :

Xn,k,s 7−→ Xn,k,s W (1)n,k,s 7−→W (1)n,k,s+1
Y
(1)
n,k,s 7−→ Y (1)n,k,s+1 W (2)n,k,s 7−→W (1)n,k,s+1
Y
(2)
n,k,s 7−→ Y (1)n,k,s W (3)n,k,s 7−→W (1)n,k,s
W
(3)
n,k,s 7−→ Y (1)n,k,s Zn,k,s 7−→ Zn,k,s+1
(D20)
in the following order:
1. rotate via S11 - Eq. (D15) for j = 1
2. apply R1 - Eq. (D18)
3. rotate via S12 - Eq. (D15) for j = 2
4. rotate via S21 - Eq. (D16) for j = 1
5. apply R2 - Eq. (D19)
6. rotate via S22 - Eq. (D16) for j = 2
7. rotate via S31 - Eq. (D17) for j = 1
8. apply R3 - Eq. (D20)
9. rotate via S32 - Eq. (D17) for j = 2
Via this procedure, the three dimensional system
Eq. (D7) is ultimately equivalent to a fully detangled
network
iϕ˙n,k,s = A9ϕn,k,s. (D21)
The diagonal elements of the onsite matrix A9 in
Eq. (B13) are the flatband energies
A9 =

−3 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 3

. (D22)
2. Renormalized compact states of two interacting
particles + 1 free particle
As introduced in Eq. (9), the interaction matrix V3
in Eq. (D14) can be decomposed in the sum of three
matrixes
V3 = V3,n + V3,k + V3,s. (D23)
Specifically, the matrix V3,n is obtained by considering
the particle indexed via n non-interacting with the re-
maining two
V3,n =

δk,s 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 δk,s 0 0 0 0
0 0 0 0 δk,s 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 δk,s

. (D24)
This matrix describes the interaction between the
particles labeled by k and s respectively, it applies on
each plane of the system in Eq. (D7) obtained by fixing
n = n0, and it posses terms along the main diagonal
s = k - see Fig. 5(a1).
Likewise holds for V3,k which is obtained by con-
sidering the particle labeled by k non-interacting with
the other two, and it describes the interaction between
the particles labeled by n and s respectively
V3,k =

δn,s 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 δn,s 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 δn,s 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 δn,s

. (D25)
This matrix applies on each plane Eq. (D7) obtained
by fixing k = k0, and it posses terms along the main
diagonal s = n - see Fig. 5(a2).
At last, the matrix V3,s is obtained by considering
the particle labeled by s non-interacting with the
other two, and it describes the interaction between the
particles labeled by n and k respectively
V3,s =

δn,k 0 0 0 0 0 0 0
0 δn,k 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 δn,k 0
0 0 0 0 0 0 0 δn,k

. (D26)
This matrix applies on each plane of Eq. (D7) obtained
by fixing s = s0, and it posses terms along the main
diagonal k = n - see Fig. 5(a3).
For each of these three matrixes, the detangling pro-
cedure for fine-tuned networks |z1|2 = |w1|2 yields
dispersive chain along the main diagonal of each plane
and a Fano detangled component - see Fig. 5(b1-b2-b3).
Each dispersive chain represent extended bound states
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of pairs of particles, while the detangled components
represent renormalized compact states of two interacting
particles with the third particle free.
Considering the sample model obtained with
zi = cospi/4, wi = sinpi/4 for i = 1, 2 in Eqs. (3,4), the
characteristic polynomial of the dispersive chain reads
pD,2+1,s(E, k;U) = (−4 + E2)[
(E2 − 36)(E2 − 4)2 − 2E(E4 − 32E2 + 112)U
+(E4 − 24E2 + 48)U2 + 32U2 cos k
−16(E2 − 4)(E − U)U cos k]
= (−4 + E2)gD,2+1,s(E, k;U) (D27)
for a total of 8 bands: 2 flat at E = ±2 and 6 dispersive
bands as zeroes of gD,2+1,s(E, k;U). Instead, the detan-
gled component for this sample case has a characteristic
polynomial
pF,2+1,s(E;U) = (E
2 − 36)(E2 − 4)4[
E3 − E2(U + 6) + 4E(U − 1) + 4(U + 6)][
E3 − E2(U − 6)− 4E(U + 1) + 4(U − 6)]
= (E2 − 36)(E2 − 4)4gF,2+1,s(E;U) (D28)
for a total of 16 degeneracies: 10 non-renormalized ones
at E = ±2,±6 (with E = ±2 counted four times each)
and 6 renormalized energies as zeroes of gF,2+1,s(E;U).
3. Renormalized compact states of three
interacting particles
Let us consider the 3D system Eq. (D7) defined with
the interaction matrix V3 and rotated via the detangling
process. The independent structures which exists along
the diagonal of each planes s = n0, k = k0 and n = s0
due to V3,s, V3,k, V3,n taken singularly and shown in
Fig. 6(a1-a3) now merge.
In particular, at the main diagonal n0 = k0 = s0
of Eq. (D7), the detangled components of each plane
form a unique component - highlight in yellow dots and
green lines and zoomed in the right top corner of Fig. 6.
The system resulting from combining the detan-
gled components has characteristic polynomial of degree
24
pF,3,ns(E;U) = (E
2 − 36)(E2 − 4)5[
(E2 − 36)2(E2 − 4)4
−4UE(E2 − 36)(E2 − 28)(E2 − 4)3
+U2(E2 − 4)2(6E6 − 345E4 + 4888E2 − 1872)
−2U3E(E2 − 4)(2E6 − 105E4 + 1376E2 − 1392)
+U4(E8 − 49E6 + 616E4 − 1168E2 + 576)]
=(E2 − 36)(E2 − 4)5gF,3,ns(E;U) (D29)
yielding a total of 24 degeneracies: 12 non-renormalized
ones at E = ±2,±6 (with E = ±2 counted five
times each) and 12 renormalized energies as zeroes of
gF,3,ns(E;U).
[1] P. W. Anderson, “Absence of diffusion in certain random
lattices,” Phys. Rev. 109, 1492–1505 (1958).
[2] D.M. Basko, I.L. Aleiner, and B.L. Altshuler, “Metalin-
sulator transition in a weakly interacting many-electron
system with localized single-particle states,” Ann. Phys.
321, 1126 – 1205 (2006).
[3] I. L. Aleiner, B. L. Altshuler, and G. V. Shlyapnikov, “A
finite-temperature phase transition for disordered weakly
interacting bosons in one dimension,” Nat. Phys. 6, 900–
904 (2010).
[4] Manuel Pino, Lev B. Ioffe, and Boris L. Altshuler, “Non-
ergodic metallic and insulating phases of Josephson junc-
tion chains,” PNAS 113, 536–541 (2016).
[5] Dmitry A. Abanin, Ehud Altman, Immanuel Bloch, and
Maksym Serbyn, “Colloquium: Many-body localization,
thermalization, and entanglement,” Rev. Mod. Phys. 91,
021001 (2019).
[6] Daniel Leykam, Alexei Andreanov, and Sergej Flach,
“Artificial flat band systems: from lattice models to ex-
periments,” Adv. Phys.: X 3, 1473052 (2018).
[7] Daniel Leykam and Sergej Flach, “Perspective: Photonic
flatbands,” APL Phot. 3, 070901 (2018).
[8] Sergej Flach, Daniel Leykam, Joshua D. Bodyfelt, Pe-
ter Matthies, and Anton S. Desyatnikov, “Detangling
flat bands into Fano lattices,” EPL (Europhysics Letters)
105, 30001 (2014).
[9] Wulayimu Maimaiti, Alexei Andreanov, Hee Chul Park,
Oleg Gendelman, and Sergej Flach, “Compact localized
states and flat-band generators in one dimension,” Phys.
Rev. B 95, 115135 (2017).
[10] M. Ro¨ntgen, C. V. Morfonios, and P. Schmelcher, “Com-
pact localized states and flat bands from local symmetry
partitioning,” Phys. Rev. B 97, 035161 (2018).
[11] L A Toikka and A Andreanov, “Necessary and sufficient
conditions for flat bands in m-dimensional n-band lat-
tices with complex-valued nearest-neighbour hopping,” J
Phys. A: Math. Theor 52, 02LT04 (2018).
16
[12] Wulayimu Maimaiti, Sergej Flach, and Alexei An-
dreanov, “Universal d = 1 flat band generator from com-
pact localized states,” Phys. Rev. B 99, 125129 (2019).
[13] Daniel Leykam, Sergej Flach, Omri Bahat-Treidel, and
Anton S. Desyatnikov, “Flat band states: Disorder and
nonlinearity,” Phys. Rev. B 88, 224203 (2013).
[14] Joshua D. Bodyfelt, Daniel Leykam, Carlo Danieli, Xiao-
quan Yu, and Sergej Flach, “Flatbands under correlated
perturbations,” Phys. Rev. Lett. 113, 236403 (2014).
[15] Carlo Danieli, Joshua D. Bodyfelt, and Sergej Flach,
“Flat-band engineering of mobility edges,” Phys. Rev. B
91, 235134 (2015).
[16] Daniel Leykam, Joshua D. Bodyfelt, Anton S. Desyat-
nikov, and Sergej Flach, “Localization of weakly disor-
dered flat band states,” Eur. Phys. J. B 90, 1 (2017).
[17] Daniel Leykam, Sergej Flach, and Y. D. Chong, “Flat
bands in lattices with non-hermitian coupling,” Phys.
Rev. B 96, 064305 (2017).
[18] C. Danieli and T. Mithun, “Casting dissipative compact
states in coherent perfect absorbers,” Phys. Rev. Re-
search 2, 013054 (2020).
[19] Magnus Johansson, Uta Naether, and Rodrigo A. Vi-
cencio, “Compactification tuning for nonlinear localized
modes in sawtooth lattices,” Phys. Rev. E 92, 032912
(2015).
[20] G. Gligoric´, A. Maluckov, Lj. Hadzˇievski, Sergej Flach,
and Boris A. Malomed, “Nonlinear localized flat-band
modes with spin-orbit coupling,” Phys. Rev. B 94,
144302 (2016).
[21] Ajith Ramachandran, Carlo Danieli, and Sergej Flach,
“Fano resonances in flat band networks,” in Fano
Resonances in Optics and Microwaves: Physics and
Applications, edited by Eugene Kamenetskii, Almas
Sadreev, and Andrey Miroshnichenko (Springer Inter-
national Publishing, Cham, 2018) pp. 311–329.
[22] C. Danieli, A. Maluckov, and S. Flach, “Compact dis-
crete breathers on flat-band networks,” Low Temp. Phys.
44, 678–687 (2018).
[23] Naoyuki Masumoto, Na Young Kim, Tim Byrnes,
Kenichiro Kusudo, Andreas Lo¨ffler, Sven Ho¨fling, Alfred
Forchel, and Yoshihisa Yamamoto, “Exciton–polariton
condensates with flat bands in a two-dimensional kagome
lattice,” New J. Phys. 14, 065002 (2012).
[24] Sebabrata Mukherjee, Alexander Spracklen, Debaditya
Choudhury, Nathan Goldman, Patrik O¨hberg, Erika An-
dersson, and Robert R. Thomson, “Observation of a lo-
calized flat-band state in a photonic Lieb lattice,” Phys.
Rev. Lett. 114, 245504 (2015).
[25] Rodrigo A. Vicencio, Camilo Cantillano, Luis Morales-
Inostroza, Bastia´n Real, Cristian Mej´ıa-Corte´s, Steffen
Weimann, Alexander Szameit, and Mario I. Molina,
“Observation of localized states in Lieb photonic lat-
tices,” Phys. Rev. Lett. 114, 245503 (2015).
[26] Shintaro Taie, Hideki Ozawa, Tomohiro Ichinose, Takuei
Nishio, Shuta Nakajima, and Yoshiro Takahashi, “Co-
herent driving and freezing of bosonic matter wave in
an optical Lieb lattice,” Sci. Adv. 1 (2015), 10.1126/sci-
adv.1500854.
[27] Steffen Weimann, Luis Morales-Inostroza, Bastia´n Real,
Camilo Cantillano, Alexander Szameit, and Rodrigo A.
Vicencio, “Transport in sawtooth photonic lattices,” Opt.
Lett. 41, 2414–2417 (2016).
[28] Shiqiang Xia, Carlo Danieli, Wenchao Yan, Denghui
Li, Shiqi Xia, Jina Ma, Hai Lu, Daohong Song, Liqin
Tang, Sergej Flach, and Zhigang Chen, “Observation
of quincunx-shaped and dipole-like flatband states in
photonic rhombic lattices without band-touching,” APL
Phot. 5, 016107 (2020).
[29] Julien Vidal, Benoˆıt Douc¸ot, Re´my Mosseri, and Patrick
Butaud, “Interaction induced delocalization for two par-
ticles in a periodic potential,” Phys. Rev. Lett. 85, 3906–
3909 (2000).
[30] Sebabrata Mukherjee, Marco Di Liberto, Patrik O¨hberg,
Robert R. Thomson, and Nathan Goldman, “Experi-
mental observation of Aharonov-Bohm cages in photonic
lattices,” Phys. Rev. Lett. 121, 075502 (2018).
[31] Marco Di Liberto, Sebabrata Mukherjee, and Nathan
Goldman, “Nonlinear dynamics of Aharonov-Bohm
cages,” Phys. Rev. A 100, 043829 (2019).
[32] Goran Gligoric´, Petra P. Belicˇev, Daniel Leykam, and
Aleksandra Maluckov, “Nonlinear symmetry breaking of
Aharonov-Bohm cages,” Phys. Rev. A 99, 013826 (2019).
[33] Carlo Danieli, Mithun Thudiyangal, Alexei Andreanov,
and Sergej Flach, “Caging of short-range interactions in
all bands flat lattices: Part I,” (2020), arXiv:2004.11871
[cond-mat.quant-gas].
[34] Chia Wei Hsu, Bo Zhen, A. Douglas Stone, John D.
Joannopoulos, and Marin Soljacic, “Bound states in the
continuum,” Nat. Rev. Mat. 1, 16048 (2016).
[35] Carlo Danieli, Alexei Andreanov, and Sergej
Flach, “Many-body flatband localization,” (2020),
arXiv:2004.11928 [cond-mat.stat-mech].
