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Abstract
In video games, music must often change quickly from one piece to another due to player
interaction, such aswhenmoving between different areas. This quick change inmusic can
often sound jarring if the two pieces are very different from each other. Several transition
techniques have been used in industry such as the abrupt cut transition, crossfading,
horizontal resequencing and vertical reorchestration among others. However, while
several claims are made about their effectiveness (or lack thereof), none of these have
been experimentally tested.
To investigate how effective each transition technique is, this dissertation empirically
evaluates each technique in a study informed by music psychology. This is done based
xii ABSTRACT
on several features identified as being important for successful transitions. The obtained
results led to a novel approach to musical transitions in video games by investigating
the use of a multiple viewpoint system, with viewpoints being modelled using Markov
models. This algorithm allowed the seamless generation of music that could serve as a
transition between two composed pieces of music. While transitions in games normally
occur over a zone boundary, the algorithm presented in this dissertation takes place over
a transition region, giving the generated music enough time to transition.
This novel approach was evaluated in a bespoke video game environment, where
participants navigated through several pairs of different game environments and rated the
resulting musical transitions. The results indicate that the generated transitions perform
as well as crossfading, a technique commonly used in the industry. Since crossfading is
not always appropriate, being able to use generated transitions gives composers another
tool in their toolbox. Furthermore, the principled approach taken opens up avenues for
further research.
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1Games are both object and process; they can’t be read as texts or
listened to as music, they must be played. Playing is integral,
not coincidental like the appreciative reader or listener.
Espen Aarseth, “Computer Game Studies, Year One”1,2
1
Introduction
Much has changed since the development of Pong (Atari 1972), considered to be one
of the first video games. Advances in video game technology have resulted in hyper-
realistic graphics, advanced AI and physics engines, and innovative gameplay mechanics.
Furthermore, games are growing larger in size and scope, requiring large teams of people
in order to build and create the amount of content necessary for them to be released.
One such solution to this issue is by using algorithms that are able to quickly create such
1Espen Aarseth (2001). “Computer Game Studies, Year One”. In: Game Studies 1.1. url: http:
//gamestudies.org/0101/editorial.html
2Throughout my PhD, I was inspired by wider reading on the topic. As acknowledgement of my
intellectual debt to those authors, each chapter is prefaced with a quote that meant something to me while
writing. A footnote with a full citation is provided for each quote.
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content. However, as stated by K. Collins (2009, p. 12), there are several reasons why this
has not becomemore common for music in games. One such reason is the requirement of
computationally expensive algorithms in order to generate such music, which must also
compete for resources with the rendering of graphics or the processing of complicated
AI techniques.
1.1 Problem Area
Music plays a large part in setting the mood and atmosphere in digital games by working
together with the narrative and complementing the gameplay (Herzfeld 2013). In both
games and films, music is used to heighten tension in stressful situations or to emphasise
happiness in joyful situations. However, films are a linear medium that have a defined
start and end, and watching a film again does not change the narrative or the order in
which events takes place. This is not the case for most computer games. Since the player
has an active role in progressing through the game, the amount of time that a player
takes to experience certain parts of the game and the order in which the game’s narrative
can be experienced may differ from player to player. This non-linearity means that it is
impossible to know how long different game states will be experienced for.
One particular issue that presents itself when composing music for video games is
how long the music should be for each game state, making it problematic when trying to
successfully transition between two distinct pieces of music. In essence, this problem
is due to adding music (traditionally a linear medium) to video games (a non-linear
medium). A common solution to this problem is to use the crossfading technique between
the music pieces, i.e. lowering the volume of the first piece, while raising the volume
of the second piece. However, pieces of different genres, tempo, or simply containing a
different rhythm cannot use this technique easily, since these mismatches can cause the
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result to contain clashing notes or a rhythm that does not match; Berndt (2009, p. 356)
refers to these audible clashes as “unintended disharmony and rhythmic stumbling”.
This dissertation investigates the use of algorithms to automatically generate music
for games. In particular, it aims to generate dynamic musical transitions between two
pieces of precomposed music. This will allow game composers to create music that they
feel is fitting for particular scenarios or game environments while allowing the algorithm
to handle the nonlinearity and unpredictability of when to begin a musical transition in
response to player choices.
1.2 Research Question and Objectives
The research question that is being considered in this dissertation is as follows:
How can suitable musical transitions be generated automatically within the context
of a digital game?3
This main question can be broken down into several different objectives, as described
below. Each of these objectives will be tackled during the course of this dissertation.
• Investigate the criteria of success for a musical transition.
• Investigate the use of a predictive technique – multiple viewpoint systems – to
generate musical transitions.
• Develop an algorithm that is able to transition successfully between two pieces of
music in the context of a video game.
• Evaluate the algorithm based on its ability to keep players immersed.
3While this dissertation’s main focus is video games, there are some similarities with other types of
interactive media such as interactive theatre and interactive film. Aspromallis and Gold (2016) define these
as being Extended Performance Experiences.
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1.3 Clarification of Scope
First of all, this dissertation focuses on the generation of music in the Western tradition.
This is because a large amount of the prior research on generating music also focuses
on Western music. Furthermore, most game composers tend to use the Western style of
composition when creating music for video games.4 While the results of this research
may very well be applicable to other music traditions, this will not be discussed in this
dissertation.
The main focus of this research is its applicability to digital games, which Juul (2005,
p. viii) characterises as “games played using computer power, where the computer
upholds the rules of the game and where the game is played using a video display”.
More specifically, this dissertation focuses on open-world games, where players are
allowed to explore large expanses of the game world due to the large variety of music
associated with different areas in such a world.
Finally, this dissertation will be focusing on the generation of in-game music, which is
defined by McAlpine et al. (2009, p. 97) as being “music which accompanies the player’s
interaction with the main gameplay elements”. This is in contrast with other types of
music commonly used in games, such as cutscene music which does not offer the player
any level of interaction and is therefore more similar to traditional film music.
1.4 Video Games as a Primary Source
When studying music systems in games, it is particularly important to play the game in
question and interact with the music system. This allows researchers to understand how
the system works within the context of a video game. Indeed, Pinchbeck et al. (2009)
4This is also true for many popular non-Western video games, such as Japanese role-playing games
(JRPGs) in the Final Fantasy series. One counter-example of a game that makes heavy use of traditional
music is the action/adventure game O¯kami (Clover Studio 2006).
1.4. VIDEO GAMES AS A PRIMARY SOURCE 5
states that it is “highly questionable . . . to not actually engage with the primary data”.
However, some games are no longer legally available to play or purchase for a variety of
reasons.
For example, some games are no longer available due to the developers or the pub-
lishing company having gone out of business, licensing agreements having expired, or
the ownership of such rights being unclear (such as with the first-person shooter (FPS)
No One Lives Forever (Monolith Productions 2000), which is in a state of legal limbo as it
is currently unclear as to who owns the rights to the game.). Other games can only be
played online or their design requires a purely multiplayer experience, such as massive
multiplayer online role-playing games (MMORPGs), and rely on central servers that
are often hosted by the game developers. If these servers are shut down, or the game
is discontinued (such as with Asheron’s Call (Turbine Entertainment Software 1999))
the game can no longer be played. Games that have been released on consoles or other
hardware that is no longer available can also no longer be played without owning the
necessary hardware.
The Digital Millennium Copyright Act (DMCA), specifically Section 1201, is a US
copyright law that further complicates this issue by making it illegal for anyone to
circumvent copyright protection even if this falls under fair use, hindering researchers
looking to study games that are no longer available due to the aforementioned reasons.
Museums and libraries were granted an exemption to this law in 2015 (McSherry et al.
2015) in order to preserve games that have been abandoned, but this exemption was only
recently extended to include online games (Hansrajh 2018).
One possible solution to this issue is emulation, where “the environment used to
run the game in its original format is recreated virtually on a contemporary platform”
(Pinchbeck et al. 2009). However, this presents its own set of issues and challenges,
such as the authenticity of all aspects of emulated experience, such as gameplay and
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music. For example, K. Collins (2008, p. 173, footnote 2) states that one emulator she
encountered actually caused the audio to be played back half a semitone off.
Furthermore, as stated by Summers (2016, p. 35), while gameplay recordings may
be found on YouTube, this does not allow researchers to fully experience the game for
themselves, particularly when trying to study how music reacts to different in-game
events. This is particularly tricky when researching games that can no longer be played
(such as abandoned MMORPGs, which no longer have the player base necessary to
recreate the in-game experience), since the researcher can no longer interact with the
game, missing out on the experience of the primary data source.
It is also important to specific which version of the game is being discussed due to
the possibility of differences in music between versions. For example, Summers states
that releases of games in different geographical regions have different music to better
suit their intended audience (such as Japanese releases of the racing game Gran Turismo
(Polys Entertainment 1997) having differentmusic fromWestern releases (Summers 2016,
p. 26)). Furthermore, remasters or re-releases of a game may also include changes to its
music (such as with the 2009 remake ofMonkey Island 2: LeChuck’s Revenge (LucasArts
1991), andwith the 2002 remake of Resident Evil (Capcom 1996), amongst other examples
(Summers 2016, p. 27)).
In a similar manner to Summers (2016, p. 231), and in an attempt to take into account
the aforementioned issues, I have listed which version of the game has been used in this
dissertation in Appendix A.
1.5 Main Contributions
The main contributions of this dissertation can be summarised as follows:
• identifying suitable features that can be used to evaluate transitions
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– Musical transitions have unfortunately not been studied in as much depth
as they deserve, meaning that not much research has been done in how to
evaluate them (both human-composed and otherwise). In Chapter 2, this dis-
sertation looks at several features that have been identified as being essential
to a good transition from disciplines such as music theory, ludomusicology,
and film studies among others.
• empirically evaluating the success of different transition techniques
– While several features have been described as being essential for a good
musical transition, these have not been empirically evaluated in any way. In
Chapter 3, this dissertation conducts a study that adapts methods from music
psychology in order to evaluate the success of four different musical transition
techniques. The results from this study are evaluated in Chapter 4, which
takes a look at which transition techniques were considered successful by
participants and the features identified as being a part of their success.
• reformulating the transition problem, and constructing a novel transition algo-
rithm
– In Chapter 5, this dissertation discusses the limitations of common imple-
mentations of musical transitions in video games, and develops an approach
that may be used to allow generative music transitions. A novel transition
algorithm that makes use of Markov models and multiple viewpoint systems
is also described in this chapter.
• evaluating the new transition algorithm within the context of a video game en-
vironment
– In Chapter 6, the newly proposed transition algorithm is placed within the
context of a video game environment and compared to the crossfading transi-
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tion techniquewhich is commonly used in the industry, while in Chapter 7, the
results of this study are evaluated based on the identified features described
in Chapters 2 and 3.
1.6 Dissertation Overview
This chapter has introduced the main ideas and context of this dissertation.
Chapter 2 further places this dissertation into context by investigating related work
that has been done in previously conducted research. This chapter first takes a look at how
and why music is used in games, and the role that film music played in its development.
Secondly, several algorithmic techniques that have been used in music generation, as
well as content generation techniques used in video games, are also discussed. Finally,
transitions and other related techniques are discussed both in the context of music theory,
as well as video games.
Chapters 3 discusses a study involving the detection of various different musical
transitions. Chapter 4 analyses the results of said study, presenting results that inform
the development of a new transition algorithm.
Chapter 5 discusses a novel approach that is taken in order to solve issues of abrupt-
ness with traditional techniques. This chapter also discusses the design of a novel transi-
tion algorithm, which is based on the use of Markov models and a multiple viewpoint
system.
Chapters 6 places this new transition algorithm within the context of a digital game
environment in order to evaluate its success and the level of immersion that players
experience. Chapter 7 analyses said results in order to examine whether or not such a
transition algorithm has achieved the objectives of this dissertation.
1.6. DISSERTATION OVERVIEW 9
Chapter 8 concludes the dissertation by revisiting the research question and dis-
cussing the main conclusions acquired from the research, as well as possible next steps
that research could take based on the work conducted here.
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Just as those studying film must engage with films as critical
viewers, so we must engage with video games as critical players.
We need to be both players and analysts of the games we discuss;
it is through playing, listening and interacting that we come to
know and understand the music we research.
Tim Summers, Understanding Video Game Music, pp. 34–351
2
Literature Review
This chapter discusses previous work on automatically generating musical transitions
for video games. Section 2.1 discusses why music is used in games, and the role that film
music has played in its development. Section 2.2 discusses various techniques that have
been used for algorithmic composition. Finally, Section 2.3 looks at different techniques
used for musical transitions and their use in games.
1Tim Summers (2016). Understanding Video Game Music. With a forew. by James Hannigan. Cambridge
University Press. isbn: 9781107116870. doi: 10.1017/CBO9781316337851, pp. 34–35
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2.1 Music in Video Games
The video game industry has become one of the biggest industries in the world, account-
ing for more than half of the entertainment market in the UK in 2018 (where it was larger
than both the music industry and the film industry combined) (Entertainment Retailers
Association 2019).
Both music artists and record labels are becoming more involved with video games
and collaborating with game publishers by contributing music to a game’s soundtrack
(Tessler 2008), and sometimes entire game soundtracks are made up of popular music
(such as in the action/adventure game Grand Theft Auto V (Rockstar North 2013)) and
the top-down shooter Hotline Miami (Dennaton Games 2012). Video game music being
performed by national orchestras and played in concert halls2 is becoming increasingly
common, and pop artists themselves have been influenced by video games (Muriel and
G. Crawford 2018, pp. 46–47). It has also been represented at the Grammy Awards:
Civilization IV’s (Firaxis Games 2005) theme song Baba Yetu, written by Christopher Tin,
was the first piece from a video game to be nominated for and to win a Grammy award,
andwas awardedBest Instrumental Arrangement AccompanyingVocalist at the 2010Grammy
Awards. Austin Wintory’s soundtrack to the adventure game Journey (thatgamecompany
2012), was also nominated for Best Score Soundtrack for Visual Media at the 2013 Grammy
Awards. Not only does the appearance of video game music demonstrate its impact on
popular culture, it also demonstrates its growing acceptance as an art form.
Throughout the literature, a distinction is made between the terms music and sound
effects in games. The term sound effects is defined as “non-musical sound” (K. Collins 2008,
p. 165), and covers sounds made by objects in the game (such as gun shots, explosions,
2Such examples include the Playstation in Concert 2018 event performed by the Royal Philharmonic
Orchestra at the Royal Albert Hall in London, as well as the Distant Worlds 2018 event performed by the
Distant Worlds Philharmonic Orchestra at Carnegie Hall in New York City, USA.
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and foot steps) as well as sounds made by the game’s user interface. Music refers to
any in-game music that accompanies the player during gameplay. This dissertation will
focus purely on music.
2.1.1 Definitions
There is no widely accepted definition for the term game. While there have been many
attempts to define games, there are always counter-examples that seem to break these
definitions. Wittgenstein (1986, pp. 31–32) attempted to search for similarities between
different games such as board games, card games, folk games, and sports. He came to
the conclusion that while there is no set of features that are common to all games, there
are “family resemblances” between different categories of games.
C. Crawford (1984, pp. 2–12) provides a taxonomy of games, paraphrased by Bateman
(2016, p. 74) as follows: a game is “something that was created for money, is interactive,
has a defined goal, has one or more agents to compete against, and has the means
to impede such opponents”. However, as stated by Juul (2005), Suits (1978, p. 41)
demonstrates that “the simplest way to test a game definition is to test it for being either
too broad or too narrow”, and so this definition falls short since several games may be
identified that do not fit within this definition. For example, Minecraft (Mojang 2011) is
an open-world sandbox game where players can manipulate the environment by mining
and building, but which does not specifically contain a defined goal. Moreover, several
games are created with no intention to make money from the results; one such example
is the FPS .kkrieger (.theprodukkt 2004) made by demoscene3 programmers in order
to create a game that fits within 96kb. Bateman (2016, p. 74) cites the online game
The Endless Forest (Tale of Tales 2006) as being one example that doesn’t meet any of
Crawford’s requirements, except for it being interactive.
3The demoscene is a subculture within the realm of computingwhere programmers write short programs
called demos that show off their programming and visual skills.
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Figure 2.1: Juul’s game model, taken from Juul (2005, p. 44)
Fig. 2.1 illustrates Juul’s (2005, p. 44) game model, which presents examples of what
Juul considers to be games, borderline cases, and not games in an attempt to provide a
definition for game. In particular, Juul states that games are rule-based, have different
outcomes that can be measured, have outcomes that can be classified as positive or
negative, require players to work towards an outcome, enable players to be emotionally
invested in the outcome, and can be played “with or without real-life consequences”.
Here again, several games do not fit within this definition; the text adventure game
Colossal Cave Adventure (Crowther and Woods 1977) (and all other games within the text
adventure and interactive fiction genres) is excluded from Juul’s (2005) model due to
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having a fixed outcome. However, this is not so, as the game has both win states and
lose states.
Bateman (2016, p. 72) steps away entirely from attempting to characterise the term
game, and follows the Wittgensteinian approach of examining various different charac-
terisations of game. This is done by extracting aesthetic values being used in order to
“reveal a variegated landscape of play, within which all games (whatever this term is
intended to mean) find their place”. In particular, Bateman considers the following six
aesthetic lenses:
• problem aesthetic, which focuses on goals to be achieved or challenges to be solved
• victory aesthetic, which focuses on play as a form of puzzle resolution
• reward aesthetic, which focuses on the framing of games as rewarding activities,
“where the enjoyment comes in part by the accepting of limitations”
• social aesthetic, which focuses on diplomacy and socialisation
• imaginative aesthetic, which focuses on the “fictional elements of play” such as
role-playing
• uncertainty aesthetic, which simply focuses on change
Rather than continuing to attempt to define the term game, this dissertation will make
use of the genres that games are commonly classified as in order to give the reader a better
sense of what type of game is being discussed. For example, most game genres (such as
action, shooter, and strategy), tend to focus on both the problem aesthetic and the victory
aesthetic, while role-playing games (RPGs) tend to focus on the problem aesthetic and
the imaginative aesthetic. The genres for the games discussed in this dissertation are
taken from websites that review, discuss, and catalogue games like MetaCritic.com and
MobyGames.com.
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The vast majority of the dissertation will be investigating video games, which Juul
(2005, p. viii) characterises as “games played using computer power, where the computer
upholds the rules of the game and where the game is played using a video display”,
which according to K. Collins (2008, p. 3) may include “computer monitors, mobile
phones, handheld devices, televisions, or coin-operated arcade consoles”.4
Music games are excluded within the context of this dissertation, which are defined
by Kassabian and Jarman (2016, p. 124) as being games “where the majority of gameplay
or activity, and if applicable, winning and losing, are predicated on the ability to make
good sound and/or musical choices”. Four categories of music games are described
by the authors: simulator games such as Guitar Hero (Harmonix 2005) where players
must press buttons on a physical controller shaped like an instrument in order to stay in
time with the music, karaoke games such as SingStar (SCEE Studio London 2004) where
players sing along to karaoke versions of popular songs, rhythm games such as Space
Channel 5 (United Game Artists 1999) where players must press the correct buttons at
the appropriate time to follow the presented rhythm, and “non-games” ranging from
digital instruments and apps that allow you to remix music.
While the games excluded by Kassabian and Jarman’s (2016) definition only involve
games that deal with the production of music as their main focus, this dissertation
also excludes games where music is tied to the game mechanics in a significant way.
Some examples of games that are excluded include Otocky (SEDIC 1987) which is a side-
scrolling shooter where the player’s actions create the game’s melody, Electroplankton
(Indieszero 2005) which is a musical toy allowing players to control various different
plankton in order to create music, games where levels are created depending on the
4While the majority of this dissertation discusses the music in video games, the title of this dissertation
is Automatic Generation of Dynamic Music Transitions in Computer Games, where according to the definitions
provided by Juul and K. Collins, computer games are a subset of video games. While it is expected that
the techniques discussed in this dissertation will work without issues on other platforms such as mobile
devices and consoles, they were only tested on a desktop computer and may require additional refinements
to work on such platforms.
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associated music such as the rhythm games Dance Dance Revolution (Konami 1997)
(where players must step on areas of a dance mat that correspond to a pre-designed
sequence of symbols on screen at the right time, in effect making the player dance to the
music) and Audiosurf (Fitterer 2008) (where players must navigate a track by collecting
blocks on separate lanes; this track is automatically generated depending on the chosen
music), and rhythm games that use other mechanics such as Crypt of the NecroDancer
(Brace Yourself Games 2015) and Cadence of Hyrule (Brace Yourself Games 2019), both of
which are roguelike5 rhythm games where players must collect items and defeat enemies
while moving the character in time to the music.
In a similar manner to games, there is also no widely accepted definition for the term
music. A commonly used definition is one given by Edgard Varèse; music is “organized
sound” (Goldman 1961, p. 133). However, this is too broad a definition, as human speech
certainly fits within this definition, but does not seem to be regarded as music. Since
defining music falls outside the scope of this dissertation, the following characterisation
by Kania (2011) will be used:
Music is (1) any event intentionally produced or organized (2) to be heard,
and (3) either (a) to have some basic musical feature, such as pitch or rhythm,
or (b) to be listened to for such features.6 (Kania 2011, p. 12)
In the context of this dissertation, the above serves to encompass both human-
composed music as well as algorithmically generated music, and game music that spans
a variety of different genres.
5The term roguelike is used to describe games that are similar to the game Rogue (Toy et al. 1980), but
is not particularly descriptive to anyone who hasn’t played such games. As stated by Garda (2013), the
Berlin Interpretation is a series of factors that characterise such games, and was developed by the roguelike
community at a development conference in Berlin. These factors include random environment generation,
permanent death, grid-based gameplay, and tile-based gameplay among other factors.
6Kania discusses how the circular definition is avoided by defining a musical feature as a sound intended
to be musical, relying on the musician’s intention rather than the perception of the listener.
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2.1.2 Similarities Between Film Music and Game Music
To understand why music is used in games at all, a brief comparison is made to the use of
music in films. Sabaneev (1935, p. 18) states that music and cinema were always linked
from the very beginning, such as by having pianists play along in real time to the film
being screened. In this way, the pianist’s “aesthetic function was. . . to fill up the tonal
void which was an inherent feature of the silent film”. This is similar to claims made by
Berndt and Hartmann (2008, p. 126), who state that the “tremendous importance [of
music in games] only becomes apparent when taking it away, i.e., muting the music, and
experiencing the disillusioning lack of this unconscious something”. Similarly, Lankoski
(2012, p. 40) states that “[o]ne needs only to turn off the sounds from the Silent Hill 3
(Konami Computer Entertainment Tokyo 2003) or Thief: Deadly Shadows (Ion Storm 2004)
to see how the games lose their emotional impact”.
In a similar manner to film, music in games is used to accompany the visuals and
to set the tone and mood of the scene. Therefore, not only is the use of music in games
important, “[it] is accepted, even expected, because videogame players’ expectations are
often informed, inter-medially, by filmic convention” (Hooper 2016, p. 125). Similarly,
K. Collins (2008, p. 137) states that “the realism aspired to in games is not a naturalistic
realism in the sense of being a simulation of reality, but a cinematic realism that relies on
established motion-picture convention”. Hooper gives an example of this for the game
Red Dead Redemption (Rockstar San Diego 2010), a Western-themed action-adventure
game that instead of using period music as background music, relies on musical themes
similar to Ennio Morricone’s music composed for Sergio Leone’s Western films in the
1960s. In contrast, K. Collins (2013, p. 3) states that the musical accompaniment used in
certain games is closer in style to cartoons, “with music more intimately tied to action,
rhythm, and movement and stylized in ways that are often not intended to be realistic”;
this technique is often calledMickey-Mousing and is a reference to Disney and Iwerks’s
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(1928) short film Steamboat Willie, where the characterMickeyMouse was first introduced
and where this technique first appeared.
However, there are also some differences in how music works in games, and how
music works in film. Sweet (2014, pp. 16–20) describes five differences between the two:
• differences in interaction: while watching a film is passive, meaning that there is no
interaction between the film and the viewer other than following the story, a game
requires active interaction for players to reach the conclusion.
• structure: a film is normally linear and contains “one beginning, one middle, one
end” (Sweet 2014, p. 16), while a game is nonlinear and may contain multiple
endings or alternate paths for players to explore.
• variable length: films have a fixed length, with the average length of a film being
between 1 and 3 hours, while the average length of a game depends the type of
game and its genre. Sweet gives three examples of game types: casual games which
have an average play time of 2-3 hours, console games which have an average play
time of 10+ hours, and MMORPGs which have a total play time of 50+ hours.7
• multiple sessions: while a film is normally watched in its entirety in one sitting, most
games are played over several sessions due to their sheer length. This means that
each gameplay session will itself have its own individual soundtrack consisting
of those parts and sequences of a game’s music heard during a session, and that
“[t]he totality of the game’s music is [. . . ] not encompassed by one instance of the
game being played”8 (Summers 2016, p. 25).
7While not a video game example, Summanen (2004) describes the process of composing music for
the live action role-playing game (LARP) Mellan himmel och hav (Wieslander and Björk 2003). In total,
Summanen composed 72 hours worth of music for the game, an approach that is not practical for video
game studios (both in terms of storage space, as well as production time and effort) and would not take
into consideration any of the issues being discussed here.
8While TV series and other episodic media are not normally consumed in one sitting, each episode
contains its own self contained soundtrack that does not change with repeated viewings. This is in contrast
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• amount of music: the amount of music composed for a film is slightly shorter than or
about the same length as the film. In contrast, games tend to be much longer than
films and therefore require much more music. However, most games tend to resort
to looping or reusing music in different in-game locations, since it is impossible to
know just how much music needs to be composed due to a game’s variable length.
Sweeney (2014, p. 37) claims that the terminology used in the analysis of video
game music is derived from that of film music, with more game-specific terminology
being used as the area progressed. However, K. Collins (2007) claims that comparisons
between film music and game music have resulted in the implication that games are
inferior to film, making reference to Bessell (2002, p. 142) who suggests that techniques
used by Boulez should be used when composing music for games, unaware that these
techniques had already been used since the early 1980s.
2.1.3 Music’s Role in Video Games
As mentioned previously in Section 2.1.2, a large amount of terminology used in the
analysis of video game music has its origins in film studies. One such example is the
distinction between diegetic audio and extra-diegetic audio, which can apply to both music
and sound effects in games.
diegetic audio
audio that occurs within the game itself and can therefore be heard by the
player character (such as the sound of footsteps being created by the player
running through the level, or music being played by the bard in the tavern
that the player character has just entered)
extra-diegetic audio
audio that occurs outside the game and can not be heard by the player character
to a player’s interaction with a video game, where each gameplay session may have a different soundtrack
each time depending on the player’s actions within the game.
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(such as a menu selection sound in a menu screen, or music that is heard at
the end of a level in a game)
One game that makes use of both diegetic and extra-diegetic music is Bioshock (2K
Boston and 2K Australia 2011), a dystopian FPS set in the 1960s and set in an underwater
complex. Gibbons (2011) states that Bioshock makes use of diegetic music by playing
music from the 1930s, 1940s and 1950s through speakers in the in-game underwater
complex that the player character can hear, but also makes use of extra-diegetic music by
providing orchestral music during battles.
However, this distinction between diegetic and extra-diegetic music is not without
issues. Winters (2010) states that while these terms originated from literary theory and
were sufficiently descriptive there, applying them to filmmusic assumes that music plays
a limited role in the film’s narrative, which is not the case. In addition, Jørgensen (2010)
states that game music has additional roles that are normally not present in film music.
Such roles include usability, where the music helps inform players on how to progress in
the game, and informs gameplay by guiding players in different scenarios.
Due to these limitations, Jørgensen (2007, p. 105) introduces the term trans-diegesis.
Here, trans-diegetic music is defined as being “[m]usic with no source in the game world
but still [having] the ability to inform about events in that world”. While most uses of the
term trans-diegesis is with respect to sound effects in games, Jørgensen (2008b) gives the
example of the use of combat music in the action/RPG game The Elder Scrolls IV: Oblivion
(Bethesda Game Studios 2006) which starts playing as soon as an enemy is close to the
player character. This allows players to prepare for combat even though they might not
have even seen the enemy.
In summary, music plays various different roles in video games. Zehnder and Lip-
scomb (2006) state that music can provide a sense of immersion, complement the game
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narrative, or provide emotional subtext to a scene. In addition, as stated by Jørgensen
(2010), game music can help inform players about their progress, as well as inform
gameplay.
2.1.3.1 Different Uses of Game Music
While the previous section highlighted several different roles that music plays in video
games, these roles vary in prominence depending on the genre of video game in question.
Sweet (2014, pp. 329–330) describes three possible categories of games and the different
ways in which they use music:
closed systems (games on rails)
Sweet claims that games that fall into this category, such asUncharted: Drake’s For-
tune (Naughty Dog 2007) or King’s Quest 6 (Sierra On-Line 1992), are very
heavily story driven, and are normally split up into self-contained segments
separated by checkpoints. These checkpoints can provide some indication to
the audio engine that the music should change. Sweet states that although
these type of games excel at “emotionally connecting the player to the story”,
they are generally unable to react to different emotional states within the
segment.
open systems (open-world games)
Games that fall into this category, such asWorld of Warcraft (Blizzard Entertain-
ment 2004), allow the players to explore a large open world. Sweet states that
music is composed to distinguish between different zones in the world, and
the music may not necessarily change when different events are encountered
(such as encountering enemies).
combat-triggered music interactivity
Sweet states that many games make use of music to indicate whether a player
2.1. MUSIC IN VIDEO GAMES 23
has entered combat; examples can be seen in Final Fantasy X (Square 2001)
or Pokémon Red (Game Freak 1996) where combat is presented as random
encounters that occur while walking around in specific areas on a world
map. However, Sweet claims that most music engines do not cater for any
differences that may occur during combat (such as whether the player is close
to death, or close to victory).
McAlpine et al. (2009) also distinguish between different types of game music, which
take on different roles depending on which part of the game is being experienced:
title music
the first piece of music that the player hears when loading the game, or at the
title screen; this is normally used to set the overall mood. Munday (2007) also
claims that this type of music serves as bridge between the real world and the
virtual world.
menu or high score music
referred to as the “elevator music of the video game world” byMcAlpine et al.,
this type of music is low-key and used simply to prevent silence.
cutscene music
accompanies an in-game cutscene, which is a short sequence where players
have no interaction and simply watch a sequence of events play out. Since
cutscenes are linear, the music that accompanies them tends to be linear and
works similarly to film music9
in-game music
as described byMcAlpine et al., this is “music which accompanies the player’s
9For a more in-depth analysis of the use of music in video game cutscenes, see Hooper (2016).
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interaction with the main gameplay elements”.10 In particular, Stockburger
(2003, pp. 6–7) states that music can be tied to different locations in the game,
increasing the player’s spatial experience of the game.
Following these definitions, it can be seen that in-game music is the most likely to
change depending on the player’s interaction in the game. Cutscenes are normally
linear and have a fixed length, so cutscene music does not need to be interactive as they
can be composed to fit the scene precisely (Whalen 2004). Menu music may similarly
be influenced by the player’s interaction with those screens, although there are fewer
opportunities to provide this interaction. The title screen contains little to no interactive
elements, so title music does not need to be interactive either (although a composer can
never know how long the player is willing to remain on the title screen).
The focus of this dissertation will be on the applicability of generative techniques to
in-game music, since both menu music and hi-score music provide very little interaction
in comparison. Furthermore, the player spends the vast majority of the game experience
actually playing the game, rather than in the menus or the hi-score screens.
2.1.3.2 Game Music and Immersion
There seems to be no clear and unified definition for the term immersion in the literature;
indeed, E. Brown and Cairns (2004) claim that the term’s definition changes depending
on the underlying motivations and its context, while Calleja (2011) states that immersion
has been applied to different types of media (such as paintings or text), which provide a
10While this dissertation is about video game music, there are some parallels with how music is used
in tabletop games. Jamison (2009, pp. 222–223) discusses how music can be used effectively in tabletop
role-playing games (TTRPGs) by catering to the appropriate mood, and several music albums have been
composed specifically to be used in a TTRPG setting, such as Midnight Syndicate’s album Dungeons and
Dragons (Midnight Syndicate 2003). Similar tools exist for board games, such as the websiteMelodice (http:
//www.melodice.org), which provides crowdsourced playlists that are appropriate during gameplay.
Furthermore, some tabletop games even release their own selected background music; the mobile app One
Night (Bézier Games 2013) automatically directs the game and serves as accompaniment to the hidden
identity party game One Night Ultimate Werewolf (Alspach and Okui 2014).
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different experience to games. Furthermore, the term has been associated with experi-
ences as varied as “general engagement, perception of realism, addiction, suspension
of disbelief, [and] identification with game characters” by both industry and academia,
contributing to the confusion around the term’s definition (Calleja 2011, p. 25).
Sanders and Cairns (2010) distinguish between the terms immersion, flow, and pres-
ence. Although they are frequently used interchangeably in the literature, the authors
claim that these terms have clear definitions and refer to slightly different concepts.
Sanders and Cairns, p. 160 define presence as “the sense a person has of actually being
located in the virtual space” in an environment in virtual reality or games using a first-
person view. The authors claim that players may feel present but not immersed in a
particular experience, and gives the example of a player performing a boring task in
a realistic virtual environment. Flow is defined by Sanders and Cairns (2010, p. 160)
as “an extreme experience where goals, challenges and skill converge”, and Nakamura
and Csikszentmihalyi (2002, p. 90) state that there are several conditions that must be
fulfilled before entering a state of flow, such as “intense and focused concentration on
what one is doing in the present moment”, “loss of reflective self-consciousness”, and
“distortion of temporal experience” amongst others. While Sanders and Cairns claim
that flow is a binary experience, immersion is contrasted with flow by being able to be
measured along different levels of intensity. Nacke and Lindley (2009) also introduce
the concept of boredom, which in the context of a game, they describe as being a lack of
player engagement that gives the player no experience of immersion or flow.
Work done by Grimshaw et al. (2008) (using an FPS game, and different conditions
such as whether or not sound and music were playing), Gormanley (2013) (using a
hidden object game), and Engström et al. (2015) (using a point-and-click adventure game
played by both sighted and blind people) show that music is an important contributor to
immersion in video games.
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However, there has been very little work done into what specific musical factors
contribute towards immersion. For example as stated by both van Elferen (2016) and
Hooper (2016), Calleja (2011) only mentions music’s role in immersion in passing by
using anecdotes. van Elferen (2016) presents a model for analysing game music immer-
sion, made up of three factors: musical affect which relates to any personal connection
that players might have with the music, musical literacy which relates to the knowledge of
musical conventions and tropes that are being used, and musical interaction which relates
to how players interact with the soundtrack. However, van Elferen’s (2016) model is
purely analytical and cannot be used to evaluate the level of immersion experienced due
to the music.
2.1.3.3 Game Music Styles
With a large variety of different game genres and settings, it is understandable that
the music should complement the established game world. Video game music cannot
be categorised into one musical genre, and one cannot simply say that certain game
genres use certain styles of music either. Rather, Munday (2007, p. 51) claims that “today,
videogame music inhabits every style imaginable, from baroque to bluegrass, rockabilly
to symphonic”, and thus is composed depending on the requirements of the intended
game.
As such, a variety of different and diverse musical styles are represented in video
game soundtracks. Examples include the use of heavy metal and industrial music in
the FPS DOOM (id Software 2016)11, jazz in both the run-and-gun platformer Cuphead
(StudioMDHR 2017) and the point-and-click film-noir adventure game Grim Fandango
(LucasArts 1998), as well as musique concrète and atonality in the survival horror game
Resident Evil 7: Biohazard (Capcom 2017).
11This version is a remake of the original DOOM released in 1993.
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Summers (2011) also states that composers take into account both the environmental
setting of the game as well as the type of game itself when creating the game’s music.
While Civilization IV (Firaxis Games 2005) and Dune II (Westwood Studios 1992) are
both strategy games, the different settings in which the games take place change the
requirements of the needed soundtrack. In Civilization IV, a game where players take a
real-world empire from prehistoric times to the modern day, each civilisation has their
own leitmotif that makes them distinct from each other, and as the game progresses, that
musical theme starts out melodically simple and “[changes] to a version of the theme
that is more fully orchestrated, stronger, and more melodically complete” (Summers
2011, p. 13). In contrast, since Dune II takes place on alien worlds, the soundtrack shifts
from eerily sparse ambience to grandiose space opera. Munday (2007) claims that the
type of music in video games can be determined by the amount of narrative content in
the game: games with a low narrative content tend to license pop songs that are meant
to motivate the player while playing, while games with a higher amount of narrative
normally employ composed scores.
2.1.4 History of Music in Games
Pong (Atari 1972) is considered by K. Collins (2008, p. 8) to be one of the first digital
games12 with sound effects in it. This was the beeping sound when the ball collided with
the player’s paddle, which was implemented entirely within the game’s hardware. Music
was at first limited to menu screens and game over screens, due to the limitations of the
hardware at the time (Fritsch 2013). However, as computers became more powerful and
the amount of available memory increased, these limitations started to subside, with K.
Collins (2008, p. 12) stating that Space Invaders (Taito 1978) “set an important precedent
for continuous music, with a descending four-tone loop of marching alien feet that sped
up as the game progressed”.
12While K. Collins (2008, p. 7) states both penny arcades and pinball machines made use of both music
and sound effects in order to attract new players, investigating this further is not relevant here.
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By the 1980s, dedicated sound chips had been introduced that made use of synthesis,
allowing developers greater control over the types of sounds that could be produced.
The Musical Instrument Digital Interface (MIDI) protocol was slowly introduced in the
mid-1980s, allowing game composers the advantage of relying on instruments built into
the sound card, thus saving space within the game. However, this meant that the same
piece might be interpreted differently due to the different types of hardware.13 By the
beginning of the 1990s, sound and music were prerecorded onto CDs, allowing game
developers to ensure that players would hear the same piece regardless of the hardware
they owned, as well as allowing for higher quality audio (K. Collins 2008).
However, the use of high-fidelity sound came with a particular drawback: “the
dynamic MIDI techniques had been abandoned in favor of a return to linear tracks and
loops” (K. Collins 2008, p. 67). Page and M. Kelly (2007) state that one possibility to
remedy this could be the return to MIDI, since “you could have all the [digital signal
processors], all the soft synths and everything else actually on the console, and then
just play it as a MIDI file”. This also has the advantage of allowing the use of real time
mixing to create interactive tracks as well as reduced memory usage, with the caveat that
the return to MIDI might not be viable for orchestral music. However, K. Collins (2009)
states that returning to MIDI might come as a shock to players who are now used to
high-quality music in games. This seems to be the case, since little to no modern games
have been released that use MIDI. While the approach suggested by Page and M. Kelly
(2007) does not seem to have been used much by game developers, the announcement
of the MIDI 2.0 protocol may serve to change that (The MIDI Assocation 2019).
13The website http://sound.dosforum.de/ showcases different audio files in order to compare the
results of the same pieces of music over different sound cards and synthesisers, for example, to compare the
title theme for The Secret of Monkey Island (Lucasfilm Games 1990) played using an AdLib soundcard and a
Creative SoundBlaster card.
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2.2 Algorithmic Composition
This section discusses the history of algorithmic composition, different techniques that
have been used to algorithmically composemusic, and common uses for these techniques.
The term procedural content generation (PCG) is discussed in the context of video
games, and different techniques that could be used to generate music for video games
are compared and contrasted.
2.2.1 Algorithmic Composition
Several terms have been used to define the concept of automatically composed music that
uses little to no input from humans. Ariza (2005) identifies several of these definitions, a
few of which include algorithmic composition, computer-aided composition, computer music,
and procedural composition, while Wooller et al. (2005) also introduce the term generative
music.
The terms that are the most relevant to the processes used in this research are as
follows:
• algorithmic composition
• procedural composition
• generative music
• computer-aided algorithmic composition
Each of these termswill be described in terms of their respective scope and limitations
in the hopes of settling on a suitable definition.
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2.2.1.1 Algorithmic Composition
Music composition using algorithmic techniques is not a novel technique. Maurer (1999)
claims that Pythagoras was one of the first to introduce algorithmic thinking and “formal
processes” to the creation of music, while N. Collins (2018, p. 69) states that Guido
d’Arezzo’s vowel-to-pitch algorithm and the ars combinatoriamusical dice games were
commonly regarded as the first instances of algorithmic composition.
S. A. Hedges (1978) states that the first musical dice games were published in the mid-
18th century, and allowed the performers to roll two dice as the piece was being played,
generating the reference to the bar of music that should be played next. According to
S. A. Hedges, the first published instance of a musical dice game seems to be Kirnberger’s
(1767) Der allezeit fertige Polonoisen- und Menuettenkomponist; this was used as a model for
other composers to create and publish similar works. The most frequently cited (and
possibly most well known) dice game isMusikalisches Würfelspiel, capable of producing
waltzes. This was attributed to Mozart (1793), though S. A. Hedges claims that the use
of Mozart’s name was simply a publicity stunt for the publishers, and that the composer
was never really involved.
An interest in algorithmic composition was rekindled with the introduction of elec-
tronic computers. Maurer (1999) states that one of the earliest examples of this can
be seen in Hiller and Isaacson’s (1957) Iliac Suite, an algorithmic composition in four
movements made by using rule-based systems and Markov models.
2.2.1.2 Procedural Composition
K. Collins (2009, p. 13, see footnote 1) defines procedural composition as being “com-
position that evolves in real time according to a specific set of rules or control logics”.
There are two distinct features in this definition; first, the idea that the composition is
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evolving and changing in real time, and second, that the composition is ultimately being
guided by a pre-defined set of rules.14
2.2.1.3 Generative Music
Wooller et al. (2005) state that the term generative music has been used by scholars to
refer to a number of different concepts, as listed below.
linguistic/structural
As stated by Lerdahl and Jackendoff (1996, p. 6): “the sense of “generate”
in the term “generative grammar” is not that of an electrical generator that
produces electricity, but the mathematical sense, in which it means to describe
a (usually infinite) set by finite formal means”. In this category, Wooller
et al. place music that has been created by theoretical structures inspired by
generative grammars.
interactive/behavioural
Here, generative music is defined to mean music that is produced from a
non-musical input, such as by using a seed value.
creative/procedural
Wooller et al. group any music “resulting from processes set in motion by the
composer” into this category. Note that this is similar in scope to procedural
composition, as stated earlier in Section 2.2.1.2.
biological/emergent
Music that is non-deterministic, such as wind chimes. Here, Wooller et al.
state that this definition has emerged from the term generative art.
14Note that procedural is used as part of the term procedural content generation (PCG), which is described in
more detail in Section 2.2.3
32 CHAPTER 2. LITERATURE REVIEW
Wooller et al. (2005) attempt to provide a clearer definition by creating a framework
used to categorise algorithmic music systems. In this framework, an algorithm is defined
as being generative “when the resulting data representation has more general musical
predisposition than the input and the actual size of the data is increased”when compared
to the original input (Wooller et al. 2005). The example given by the authors is an
algorithm that takes a seed value as an input and returns a sequence of notes as an
output.
2.2.1.4 Computer-Aided Algorithmic Composition
As can be seen, most of the above definitions overlap each other and describe somewhat
similar concepts. Futhermore, a detailed investigation of each definition is beyond the
scope of this dissertation. However, Ariza (2005) states that a better term that could be
introduced is computer-aided algorithmic composition, combining the definitions of computer-
aided composition (which focuses on the idea that composition is aided by the use of
a computer, but does not specifically mention the use of generative algorithms. This
could essentially describe anything from music notation software to music sequencing
software.) and algorithmic composition (which does not necessarily mean that a computer
is needed).
Ariza (2005, p. 765) states that computer-aided algorithmic composition is “software
that facilitates the generation of new music by means other than the manipulation of
a direct music representation”, where a direct music representation is one that is the
same for both the user’s input as well as the algorithm’s output, as well as “permits the
user to manipulate indirect musical representations”. However, Ariza admits that this
definition is rather vague.
2.2. ALGORITHMIC COMPOSITION 33
2.2.2 Algorithmic Techniques
There is a vast amount of literature on the different techniques and algorithms that have
been used to generate music. In this section, these techniques will be grouped into six
different categories:
• grammars
• knowledge-based systems
• Markov models
• artificial neural networks
• evolutionary algorithms
• chaos and self-similarity
This grouping is loosely based onwork done by Papadopoulos andG.Wiggins (1999),
Nierhaus (2008), and Fernández and Vico (2014). Although I will not be delving into
detail on how each technique works, their advantages and disadvantages are discussed
with respect to their use in an interactive digital environment such as a video game.
There are several variations as to the scope of the survey papers being referenced here.
For example, Fernández and Vico (2014) and Papadopoulos and G. Wiggins (1999) do
not include papers that discuss the generation of dynamic and adaptive music (such as
in games or other interactive settings). Similarly, Nierhaus (2008) only briefly discusses
the use of algorithmically generated music for interactive systems. This is mitigated
by Herremans et al. (2017), who include papers that address some of the challenges
associated with generating interactive music. Furthermore, while Fernández and Vico
(2014) restrict the coverage of their survey paper to algorithmic techniques used for
symbolic representations of music, Herremans et al. (2017) have no such restriction.
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grammars
Generative grammars are linguistic models based on a finite set of rules. They
were first described in detail by Chomsky (1957), with Lerdahl and Jackendoff
(1996) applying these techniques to music.
Nierhaus (2008, p. 117) states that one issue with using generative grammars
formusic generation is “their basic orientation on a sequential model thatmust
neglect simultaneously occurring structure”, implying that while suitable
for monophony or chord progressions, grammars might not be suitable for
polyphonic music. Both Nierhaus (2008, p. 117) and Papadopoulos and G.
Wiggins (1999) also state that the grammatical parsing of musical structure is
computationally expensive.
knowledge-based systems
This category refers to rule-based systems (or expert systems) which are able
to reason through to a problem in order to arrive to a particular conclusion.
A prominent example of the use of a rule-based system in algorithmic com-
position is Ebcioğlu’s (1988) CHORAL system, which is able to harmonise
melodies in the style of Bach chorales.
Papadopoulos and G. Wiggins (1999) state that rule-based systems suffer
from the issue that it is both a difficult and lengthy process to acquire and
encode the required knowledge into a system. They also state that the systems
are only ever as good as the experts who were involved in building them, and
such systems tend to become complicated and convoluted when catering for
edge cases.
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Markov models
Markov15 models are stochastic models first described and used by Markov
(1924) to model language. By modelling a sequence of events in time, they are
able to predict the probability of the next event at a given point in time based
on the previous events encountered. Pachet and Roy (2011, p. 149) state that
“the Markovian aspects of musical sequences has long been acknowledged”
ever since Shannon’s (1948) work on information theory, and the earliest
examples of these models being used to model music include work done by
Pinkerton (1956) and Brooks et al. (1957). Markov models have also been
used in conjuction with other techniques, such as in T. Collins’s (2011) work
on pattern discovery and generation.
According to Nierhaus (2008, p. 81), Markov models are best suited for “one-
dimensional symbol sequences” such as melodies. However, melodies can
be represented in more complex and effective ways, as shown by T. Collins
(2011) and Whorley (2013) who both show that a suitable representation can
also allow for the generation of harmony without exponentially increasing the
state space. Furthermore, Nierhaus states that they are best suited for style
imitation. However, Markov models have several limitations; for example
according to Fernández and Vico (2014), low-order models tend to wander
aimlessly while higher-order models tend to replicate large chunks of the
corpus. However, Fernández and Vico state that these limitations become less
apparent in more restricted domain areas, such as real time composition and
improvisation and the generation of musical transitions.
15As stated by Fernández and Vico (2014), Markov and Markoff are alternative English transliterations of
the Russian surnameМарков. While older papers use the transliteration Markoff, Markov seems to be more
commonly used nowadays.
36 CHAPTER 2. LITERATURE REVIEW
artificial neural networks
Artificial neural networks are models that are inspired by biological neurons.
They are made up of an interface layer which takes the input into the system, a
propagation function that combines the input values and propagates them to
each layer in themodel, an activation functionwhich determines the activation
state of the model based on a threshold value, and an output function that
is able to return the result (Nierhaus 2008, p. 206). There are many different
types of neural networks, each with their own strengths and weaknesses, that
have been used in algorithmic composition, with a well-known example being
Hild et al.’s (1991) HARMONET system which is able to harmonise melodies
based on Bach chorales.
Toiviainen (2000, p. 51) states that while neural networks are “capable of
successfully capturing the surface structure of a melodic passage and produce
new melodies on the basis of the thus acquired knowledge, they mostly fail to
pick up the higher-level features of music, such as those related to phrasing
or tonal functions”.
Deep learning techniques are similarly based on neural network techniques,
but involve the use of “multiple layers processing multiple hierarchical levels
of abstractions, which are automatically extracted fromdata” (Briot et al. 2019).
Briot et al. state that the main advantage of using deep learning networks is
the ability to generalise the model across different musical genres, provided
that enough data is provided to the system.
evolutionary algorithms
Evolutionary algorithms are inspired by Darwin’s theory of evolution and, ac-
cording to Nierhaus (2008, p. 158), can be used to search for optimal solutions
to problems.
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Evaluating the results of an evolutionary algorithm may be done in two ways:
automatically by using an evaluation function, or by using human evaluation.
Papadopoulos and G. Wiggins (1999) state that the problem with using hu-
mans is that the evaluation is subjective; furthermore, both Papadopoulos and
G. Wiggins (1999) and Nierhaus (2008, p. 183) state that using a human eval-
uator may cause bottlenecks, since a large number of candidates would need
to be manually evaluated for each generation. Nierhaus (2008, p. 184) states
that while evolutionary algorithms may not be well suited for style imitations
tasks, they can be used successfully for other compositional approaches such
as harmonisation of an existing melody (Fernández and Vico 2014).
chaos and self-similarity
This grouping encompasses several different techniques, including fractals,
Lindenmayer systems (also referred to as L-systems), and cellular automata,
the latter two of which will be described further.
Originally developed by Lindenmayer (1968) to represent algae growth, L-
systems were later applied to music composition by Prusinkiewicz (1986),
who used a mapping to convert a graphical representation of an L-system into
music. They are frequently grouped together with grammars due to operating
in a similar way by using rewriting rules, replacing symbols with a larger
string of symbols. Cellular automata are models that use state transition rules
on a grid of cells in order to produce a new state. They were first applied to
music by Beyls (1989), based on a mapping of note pitches to cells.
According to Fernández and Vico (2014), L-systems have been used success-
fully when implementing parts of the compositional process, and not the
process in its entirety, while Papadopoulos and G. Wiggins (1999, p. 111)
state that evaluating the results of these systems is difficult because “unlike
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all the other approaches, their “knowledge” about music is not derived from
humans or human works”; this is problematic if the aim of music generation
is to further understand a human’s compositional process. Finally, Nierhaus
(2008, p. 202) states that both L-systems and cellular automata tend to be used
for “personal compositional strategies” rather than stylistic imitation.
Based on the techniques discussed above and their applicability to music composition
in a real time environment, the rest of this dissertation will focus on the use of Markov
models. A further description of how Markov models work and how they may be used
in algorithmic composition is given in Chapter 5.
2.2.3 Procedural Content Generation
The use of algorithmic techniques for content generation in games is not a new approach,
and has been used in both analogue and digital games.16 Within the game studies
community, the algorithm generation of such content is referred to as procedural content
generation (PCG).
Procedural content generation is defined by Togelius et al. (2011a, p. 6) as “the
algorithmical creation of game content with limited or indirect user input”. Following
Togelius et al.’s (2011b, p. 172) definition for game content: “all aspects of the game that
affect gameplay other than nonplayer character (NPC)17 behavior and the game engine
itself”. More specifically, the authors state that this definition of game content covers
“terrain, maps, levels, stories, dialogue, quests, characters, rule-sets, dynamics, and
weapons”, while placing less importance on so-called “decorative assets such as lighting,
textures, and sound effects” since they do not directly affect gameplay (although there
are exceptions for music, such as in music games, as discussed in Section 2.1). Freiknecht
16Most notably, these include techniques such as roll tables and modular designs used in TTRPGs such as
Dungeons and Dragons (Gygax and Arneson 1974). For a detailed look at this topic, see Smith (2015).
17A nonplayer character (or NPC) is a character in the game that is not controlled by the player.
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and Effelsberg’s (2017, p. 5) definition for PCG: “the automatic creation of digital assets
for games, simulations or movies based on predefined algorithms and patterns that
require a minimal user input” is much more inclusive and less reliant on being relevant
to gameplay.
Typically cited examples of the use of PCG algorithms in games all seem to revolve
around playable content. The following list presents several examples that are frequently
cited in the literature:
• Rogue (Toy et al. 1980), a dungeon exploration game that used generated levels for
replayability.
• Elite (Braben and Bell 1984), a space exploration game that included generated
planets that made the in-game universe feel enormous.
• SpeedTree (Interactive Data Visualization Inc. 2002), a software tool used by both
game developers and film makers alike in order to procedurally generate realistic
looking trees.
• Borderlands (Gearbox Software 2009), an FPS that uses PCG to generate different
types of guns that the players can use.
• Minecraft (Mojang 2011), a sandbox game that generates the terrain of a 3D voxel18
world.
• Dwarf Fortress (Adams 2006), a simulation/rogue-like game that generates a world
in its entirety, down to its history, geology, and the different cultures that live there.
However, within the literature that discusses PCG in games, very little attention
is given to music. In a survey by Hendrikx et al. (2013), PCG algorithms for music
18In a similar manner to how a pixel works in a 2D display, a voxel represents a value in a 3D grid. In
Minecraft, these voxels are represented by using differently textured blocks that can be used to build virtual
worlds.
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Figure 2.2: Six main classes of game content, as described and categorised by Hendrikx
et al. (2013)
generation in games are alluded to, but much of the discussion is spent on procedural
sound effects instead. Freiknecht and Effelsberg (2017) completely dismiss sound and
music from their survey paper. This implies that the community has not yet begun to
seriously tackle the application of generative algorithms to music in a video game. As
can be seen in Fig. 2.2, Hendrikx et al. (2013) present six main classes of game content
that may be generated using PCG. The authors state that these categories are presented in
the form of a pyramid because elements towards the top of the pyramid may be created
from elements from the bottom of the pyramid. According to this diagram, sound (which
also incorporates music) falls under the game bits category, and should therefore be an
essential component in the generation of content found in higher layers of the pyramid.
A taxonomy for PCG algorithms for games is provided by Togelius et al. (2011b),
and is as follows:
online versus oﬄine
online algorithms run during the game’s runtime, while oﬄine algorithms are
run during the game’s development and the results finalised during release.
necessary versus optional
necessary content is required by players to progress through the game, while
optional content may be ignored with no detrimental value to completing
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a game. Togelius et al. (2011b) use this distinction to refer to content that
affects gameplay (such as levels, bosses, or in-game rules, all of which may be
considered optional depending on the game in question) as per their definition
of game content described earlier. Under this distinction, music would be
normally classified as optional content (since outside of rhythm games, music
is not normally considered to be essential to completing a game).
random seeds versus parameter vectors
also referred to as the degrees of control, or the amount of parameters the
algorithm takes in order to generate the result. While a seed consists of only
one value (and therefore gives the algorithm a low level of control), having
multiple parameter vectors allows the algorithm to be modified in multiple
different ways by the user.
stochastic versus deterministic
the amount of variance in the results that the algorithm produces. If an
algorithm produces the same results when the same parameters are given,
then it is deterministic.19
constructive versus generate-and-test
constructive algorithms generate the content once, making sure that they never
generate broken content, while generate-and-test algorithms keep generating
results and testing them until they find something suitable
Following this taxonomy, a generative music algorithm that focuses on increasing
immersion while taking into account player interactivity would have to be online, since it
would be running at the same time as the game is being played, and optional since it is
not generating content that is essential to the gameplay. It would have to have a high
19Note that deterministic algorithms can also be interpreted as a form of data compression; .kkrieger
(.theprodukkt 2004) is a good example of an FPS that uses procedural content generation to compress the
whole game into 96kb.
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degree of control to be able to interpret the game state and generate music accordingly,
and should be stochastic to allow for different music each time. Finally, it should be
constructive, since it may not have the opportunity to generate and test the results during
gameplay (though if done quickly enough, this could certainly be a viable approach).
2.2.4 Algorithmic Music in Games
Jørgensen (2008a, p. 163) describes what she calls the golden rule of audio design – “never
let the player become annoyed or bored by the repetitiveness of the sound”. This is a
core tenet of my work and a driving force behind research in generative music for games,
and following this golden rule is critical to my focus on generating immersive music.
Algorithmic techniques are frequently used in games to allow the music to change and
react to changes in the game or its environment, thereby following this golden rule of
audio design. There have been several algorithmic approaches to music in computer
games, both in academia and in industry, and this section discusses several of these
techniques, as well as the ways they have been used.
Medina-Gray (2016) describes the concept of modular music used in avant-garde mu-
sic, discussing concepts such as open form and aleatoric music that have since been used
algorithmically in games. For example, Medina-Gray makes reference to Stockhausen’s
Klavierstück XI (Stockhausen 1956) where the pianist must choose which segments to
play in which order, and compares this process to the computer randomising20 pieces of
the score in the action-adventure game The Legend of Zelda: The Ocarina of Time (Nintendo
EAD 1998). Similar ideas are described by Aristopoulos (2017) (the composer for the
action platformer game Apotheon (Alientrap 2015)), who designs an algorithmic system
focused on recombinant techniques to improve the linear looping of music in games.
20Medina-Gray (2016, p. 61) takes a closer look at the role of both the computer and the player, stating
that “[w]hile chance enters modular assembly through the computer, choice in the assembly step is the
purview of the player.” A thorough examination of this concept is considered to be out of scope for this
dissertation.
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One of the six techniques described by Langston (1989) is the “riffology” algorithm,
which was used in the sports game Ballblazer (Lucasfilm Games 1984). Langston states
that this algorithm was inspired by his experience as a lead guitarist. Essentially, the
algorithm has a record of melodic fragments (or riffs) that can be used by the algorithm.
When one is selected at random, the algorithm determines at what volume the melodic
fragment should be played at, at what speed it should be played at, and whether or not
to add or remove notes from the fragment, among other options. The riffology algorithm
is restricted to notes from a blues A scale. However, as stated by Langston (1986, p. 5),
while the results of the riffology algorithm may be considered music, they cannot really
be considered interesting music, “because the rhythmic structure and the large scale
melodic structure are boring. It appears that for music to remain interesting it must have
appropriate structure on many levels.”
For the action-adventure/survival game No Man’s Sky (Hello Games 2016), Weir
(2017) states that the musical system Pulse collects music stems written by the experi-
mental/post-rock band 65daysofstatic and automatically organises and layers them into
suitable soundscapes based on environment and what the player is doing in-game. The
battle royale game Pixelfield (Epic Stars Inc. 2016) is claimed by Barreau (2018) to be the
first game to feature an entire soundtrack that was generated by an algorithm. Here,
a melody is created oﬄine by AIVA using deep learning networks that are trained to
generate music in a particular style, and the results tweaked and orchestrated in a digital
audio workstation later (Frey 2019). This implies that the algorithm cannot yet function
in a real time environment.
The simulation/strategy game Spore (Maxis 2008), which allowed players to create
their own creatures, buildings, vehicles, and spaceships, implemented several constraints
in their music generator using PureData according to Jolly and McLeran (2008). For
example, notes are chosen from one specific scale, and seeds used to create short rhythmic
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and melodic pieces that can be looped and modified. Furthermore, sample choices are
restricted depending on the type of object being built in the game. The top-down
beat ’em up game Ape Out (Cuzzillo 2019) restricts the scope of algorithmic composition
by only focusing on a particular genre of music; in this case, by generating a percussive
jazz soundtrack by simulating a drummer.21
There are several recent examples of generative music systems for games that have ap-
peared in academic literature. Hoeberechts et al. (2014) describe one such system called
the Algorithmic Music Evolution Engine, which is a component based system architecture
that generates music in real time based on game events. Different generators are used to
create various parts of the musical piece, such as generators for the musical structure,
harmonic content, motifs, andmeter, andmay either generate material randomly or make
use of patterns. Finally, producer components use these different generators in order to
generate music in a structured fashion. Hoeberechts et al.’s system was implemented in
the unpublished match-3 game Pop Tunes (Hoeberechts et al. 2012).
Gungormusler et al.’s (2015) work is based on work done by Hoeberechts et al.
(2014), but contains an architecture that is similar in structure to a musical performance
by using musician components that are directed by a conductor component. The authors
state that different generators are used to control the structure of the music at various
different levels, and are also able to choose between synthesising sounds or using samples.
Gungormusler et al. claim that when testing the system with users, the vast majority of
people were able to determine that the music was changing in real time.
Several techniques for algorithmic composition in games focus on dynamicmusic that
can convey different emotional states being portrayed in a game. For example, Prechtl
et al. (2014a) describe the use of an algorithm that makes use of Markov models that is
21A demonstration of the algorithmic music system used in Ape Out can be seen at https://www.
youtube.com/watch?v=ed0wicQ6rFs.
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able to move between music that portrays safety and music that portrays danger (such
as by decreasing the probability of major chords and increasing the tempo; this was
successfully implemented in the maze game Escape Point (Prechtl 2015)). The Sonancia
system by Lopes et al. (2015) is able to generate music with varying levels of tension
based on a procedurally generated level built around a specified tension curve. Here, the
music is created using various short pieces that can be dynamically combined depending
on the level of tension required. Scirea et al. (2018) use evolutionary algorithms that
generate melodies that include wanted features while avoiding unwanted ones; this was
implemented in an open-source version of draughts.22
Figure 2.3: A screenshot of the adaptive music software Elias Studio (Elias Software 2015)
Various third-party tools exist that allow composers and audio programmers to
harness algorithmic techniques without having to implement everything from scratch.
One such example is Elias Studio (Elias Software 2015), illustrated in Fig. 2.3, which
allows composers to use a multitude of techniques in order to ensure that the resulting
music sounds acceptable to the composer.
22Also known as checkers in American English.
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As has been demonstrated above, algorithmic music in games has been implemented
using a variety of techniques and to solve a variety of different problems. The rest of this
dissertation will focus on using algorithmic techniques in order to generate transitions
between two pieces of music in a real time environment such as a video game. As
will be discussed in Section 2.3, there are still considerable gaps in this area and in its
understanding, making it a suitable avenue for further research.
2.3 Transitions
This section discusses transitions as a musical phenomenon that occurs across different
levels of musical form, as well as how transitions have been composed historically and
implemented in interactive media.
2.3.1 Definition
The term transition has been used to refer to a variety of different concepts, and several
other terms have be used to refer to similar ideas. This sectionwill attempt to sort through
these different definitions in order to isolate the definition that is most useful in this
dissertation.
Figure 2.4: Hierarchy of form for the different definitions of transition
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Fig. 2.4 illustrates the placement of the different uses of the term transition in the
literature in terms of their hierarchical placement in musical form, where the transition
is shown using the colour grey.
As can be seen in the diagram, three different types of transitions have been high-
lighted:
• inter-piece transitions, which handle transitions between two pieces of music
• inter-section transitions, which cater for transitions between two sections in a
piece of music
• inter-note transitions, which encompass transitions between two notes in a music
section
(a) Roads’s nine time scales
of music (Roads 2001, pp. 3–
4)
(b) Miranda’s three musi-
cal levels of abstraction (Mi-
randa 2001, pp. 2–3)
Figure 2.5: Comparison between musical time scales
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This hierarchical placement mirrors the nine time scales of music defined in Roads
(2001, pp. 3–4), as well as Miranda’s (2001, pp. 2–3) three musical levels of abstraction.
These can be seen as illustrated in Fig. 2.5.
Due to the differences in size between each time scale and musical level described
above, this dissertation will be focusing on a subset. Four relevant time scales taken from
Roads (2001, pp. 3–4) are briefly described below, while two musical levels of abstraction
taken from Miranda (2001, pp. 2–3) have been appropriately grouped together with
Roads’s definitions.
supra
Roads describes this musical time scale as being longer than any single com-
posed piece of music, and extends into “months, years, decades, and cen-
turies”.
macro
This time scale is described as spanning a single composed piece of music,
normally consisting of minutes, hours, or in extreme cases, days.
meso
As stated by Roads, this time scale handles “divisions of form” and “groupings
of sound objects”, such asmusical phrases. This time span is usuallymeasured
in seconds or minutes. Miranda refers to this level of musical abstraction as
the building block level.
sound object
This time span is described as being “a basic unit of musical structure”, and
normally covers single notes or events on that scale. It is normally measured
between fractions of a second to a few seconds. This level is referred to by
Miranda as being the note level.
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Based on the time scales given above by Roads and Miranda, the hierarchy of form
for transitions can be mapped as followed:
• inter-note transitions operate on a sound object scale to create music on ameso scale
• inter-section transitions operate on a meso scale to create music on a macro scale
• inter-piece transitions operate on a macro scale to create music on a supra scale
I will give details regarding each individual transition layer in the following sections.
2.3.1.1 Inter-Note Transitions
Inter-note transitions are transitions between individual notes in a piece of music. These
transitions normally deal with parameters for audio waveforms rather than with a
symbolic representation like the commonly used MIDI representation.
According to Strawm (1985), a transition is the overlap between the attack and decay
of two successive notes, and “includes the ending part of the decay of one note, the
beginning and possibly all of the attack of the next note, and whatever connects the two
notes” (Strawm 1985, pp. 2, 175); this is illustrated in Fig. 2.6. These types of transitions
take up a small amount of time, typically in the tens or hundreds of milliseconds.
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(a) No interaction between notes
(b) Notes placed close together
(c) Notes overlapping
Figure 2.6: Inter-note transitions (reproduced from Strawm (1985, p. 2))
While Strawm (1985) uses discrete short-time Fourier Transform as a technique to
generate suitable waveforms as transitions between two notes, Holloway and Haken
(1992) use an extended McAulay-Quatieri technique23, which they claim also allows
them to generate transitions between non-harmonic sounds. Both Strawm and Holloway
and Haken state that the best way to approach the synthesis of inter-note transitions is to
23The discrete short-time Fourier Transform and the extended McAulay-Quatieri technique are both algorithms
used in digital signal processing. I will not look in detail at these algorithms, because the focus of this
dissertation is primarily on the generation of musical transitions using symbolic representations rather than
music waveforms.
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overlap the two notes slightly and synthesise the overlap to successfully bridge the two
notes.
I will not be considering inter-note transitions in this dissertation for several reasons.
First of all, these techniques can only be applied to audio waveforms, while this project
attempts to model transitions between different pieces using a symbolic representation
of music. This means that audio synthesis is never involved. Secondly, with reference to
Fig. 2.5, the level of musical form at which inter-note transitions take place is too small
to be considered useful when generating transitions between pieces of music in a video
game, and inter-section transitions or inter-piece transitions would be more appropriate.
2.3.1.2 Inter-Section Transitions
Inter-section transitions are transitions between different sections in the same piece of
music. One example of this is described in Macpherson (1930) when referring to the
sonata form, a tripartite form built up of three parts: exposition (notated as A), development
(notated as B, and serves as a contrast to A), and recapitulation (notated as A′, and serving
as a reintroduction of the ideas expressed in A). The sonata form is discussed here since
it can be used as a point of reference as to how musical transitions have been handled
within the composition of classical music, and how the techniques used there may be
used when generating musical transitions.
Here, Macpherson states that the transition is “matter serving as a connecting-link
between [the first subject] and the Second subject” (Macpherson 1930, p. 122) within the
exposition. These transitions may either use elements from the first section or introduce
entirely new musical material (Macpherson 1930, p. 122). 24
24Interestingly, Macpherson (1930, pp. 122–123) states that a transition was considered a novelty towards
the end of the 18th century. It was first introduced using “scale-passages and broken-chord figures” in order
to introduce this new type of structure to listeners and to serve as sign posts, informing them that something
new was being introduced. Once this was established, composers starting making these transition pieces
more creative.
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Macpherson, pp. 123–125 states that Piano Sonata No.5, Op.10 No.1 by Beethoven is
an example of a piece where the transitions introduce new musical material, as can be
seen in Example 2.1 below.25 According to Macpherson, the first subject comes to an end
at bar 30, with the transition beginning at bar 32 and continuing till bar 56, where the
second subject starts.ăIG2222223434 ?@ >ˇ ˇ` ˇ 27 > > ˇˇ‰ˇˇ` ˇ ˇ` ˇ ˇ`Ö `Vˇ 28 ˇˇ‰ˇ‰ˇ >‰ˇ >> 29 ˇ6ˇ‰ˇ‰6ˇ >‰ˇ >> 30 ˇˇˇ‰ˇ‰ˇ >‰ˇ >>ăIG22222231== 32 ˘`= 332˘˚ ˘`> ˘ˇ B ˇ 34 ˘› ˘`˘`˘ ˇ 35 ˘2˘`˘`˝ ˇ ˇ 2ˇ 36 ˘á Ł s˘`˘`˝ ˇ 6ˇÁcˇ H37`˘ ˘`> ˘6ˇ C ˇC‚ăGG22222238 ˘`´ ˘`˘`˘ ˇ 39 ˘`˘`6˘`˝ ˇ 2ˇ ˇ 40å1`˘`˘˘`˝ ˇ ˇÁcˇ 41`˘ ˘`> ˘ˇ C ˇ 42 ˘`“ ˘`2˘`˘ ˇ 43 ˘2`˘`˘`˜ ˇ ˇ 2ˇ»ó Ăaˆ
25Note that this musical example and all other musical examples presented in this dissertation are
representations of the particular idea or theme being discussed, and do not necessarily conform to the
normal rules of music presentation. For example, accidentals are repeated in a bar, and no end barlines are
used.
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Example 2.1: An example of a transition introducing new musical material from
Beethoven’s Piano Sonata No.5, Op.10 No.1
Similarly, Piano Sonata No.14, Op.27 No.2 by Beethoven (1975a) is given as an example
where the transition uses material from the first section. Fig. 2.2 shows an example from
the third movement, where according to Macpherson, the transition begins at bar 15 and
ends at the crotchet in bar 21.
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Example 2.2: An example of a transition as an outcome of the first subject from
Beethoven’s Piano Sonata No.14, Op.27 No.2, third movement
Schoenberg states that “[t]he purpose of a transition is not only to introduce a contrast;
it is, itself, a contrast” (Schoenberg 1970, p. 178). Similarly, White (1984, p. 59) states
the term transition should be used when referring to musical passages that modulate
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between sections and where the musical material in the first section must move to the
contrasting key. However, this only applies to large forms such as the sonata-allegro and
rondo forms.
Schoenberg (1970, p. 179) states that a transition is composed of four elements, as
detailed below:
establishment of the transitional idea
Here, Schoenberg states that the transitional idea can be introduced through
repetition, often in a sequential manner.
modulation
This musical feature is the source of contrast in the transition. According to
Schoenberg, “a well-developed modulatory passage between the principal
and subordinate themes becomes a valuable source of contrast” (Schoenberg
1970, p. 203).
liquidation of motival characteristics
Liquidation is described as a process concerned with “gradually eliminating
characteristic features, until only uncharacteristic ones remain, which no
longer demand a continuation” (Schoenberg 1970, p. 58).
establishment of a suitable upbeat chord
Establishing an upbeat chord allows the new section to be developed.
2.3.1.3 Inter-Piece Transitions
Inter-piece transitions are transitions that connect two separate and distinct pieces of music,
or as defined by Sweet: “the musical bridge that connects the two pieces of music” (Sweet
2014, p. 166).
56 CHAPTER 2. LITERATURE REVIEW
Unlike the previous two types of transitions, the point at which an inter-piece transi-
tion takes place in a piece of music must depend on an external event taking place, such
as in a video game, rather than the usual unfolding of the piece.
Specifically, Sweet describes these pieces as being “source music” and “destination
music”; in the context of a video game, these refer to a piece of music that the player is
coming from, and a piece of music that the player is heading towards. For the rest of the
dissertation, the terms source piece and target piece will be used.
(a) Linear inter-piece transi-
tions (b) Interactive inter-piece transitions
Figure 2.7: Differences in inter-piece transitions between linear media and interactive
media
When writing inter-piece transitions, it is therefore important to know in what order
the pieces will be played. This allows the music to be written in such a way as to follow
seamlessly from one piece to another. This is particularly relevant for album releases26,
music playlists, and DJ mixes, which are all designed to be played in a linear manner
from beginning to end. However, this is more complicated in interactive media such
as video games, since there may be more than one possible piece that could follow the
currently playing piece. In essence, linear media such as playlists, mashups, and mixes
26Agood example of this is the albumNonagon Infinity byAustralian psychedelic rock bandKingGizzard&
the Lizard Wizard (King Gizzard & the Lizard Wizard 2016), which features 9 tracks designed to seamlessly
transition from one to the other, as well as have the entire album seamlessly loop, essentially creating an
infinite track.
2.3. TRANSITIONS 57
work in a similar manner to lists, while interactive media (like video games) works more
like a graph; this difference is illustrated below in Fig. 2.7.
The following sections delve into more detail on how inter-piece transitions are used
in their respective contexts.
2.3.1.3.1 Playlists, Mashups, and Mixes
While this dissertation will not examine automatic playlist generation in detail, a tech-
nique is presented below that has been used to generate suitable linear inter-piece transi-
tions.
Davies et al. (2014) describe AutoMashUpper, a system that allows the automatic
creation of mashups based on a selection of songs. The authors describe a mashability
measure which is calculated based on harmonic compatibility, rhythmic compatibility,
and spectral balance. This is calculated locally over various segments, as opposed to
having a global score for the entire song. However, there are several disadvantages with
using this technique in a real time environment. For example, songs are mashed together
based on segments and will therefore still be subjected to a slight delay until the next
possible position.27 Furthermore, AutoMashUpper works with waveforms as opposed to
a higher order representation of music, like MIDI. This means that several algorithms
must be run in order to extract information such as harmonic capability and tempo from
the waveform.
2.3.1.3.2 Looping
One sub-problem for inter-piece transitions is how to handle the looping of the same
piece over and over again, meaning that the source piece and target piece are effectively
the same piece. This is quite common in a video game, for example: when the length of
27This is similar to the way horizontal resequencing transitions work, as described in Section 2.3.3.4.
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a specific piece of music is shorter than the amount of time a player spends in a location
in a game. Looping is very often used in games since composers cannot know howmuch
time a player will spend in a particular area. Early game composers also looped the
music they composed to save space. However, K. Collins (2007, p. 278) claims that some
players experience listener fatigue due to looping, which she defines as players becoming
tired of listening to the same piece of music being repeated over and over. While I will
not be taking a detailed look at techniques to improve looping, some relevant techniques
that could be used when working with musical transitions are briefly discussed below.
Sweet (2014, pp. 128–130) and Phillips (2014, p. 168) both provide several techniques
for composing effective loops and solving what Phillips calls the loop point problem: how
to create a seamless transition between the ending of the piece and the beginning of the
piece. Several of these techniques revolve around the concept of composing around the
consequence-antecedent, where the end of the piece is composed to naturally resolve at the
beginning of the piece when looped. This naturally means that instead of approaching
the composition of a piece as having a beginning, a middle, and an end, the composition
should be structured less rigidly; Sweet suggests breaking down the entire piece into
smaller chunks that can be looped accordingly. Both authors do discuss the idea of
avoiding landmarks: sonic features that stick out when the piece is looping and that can
therefore break immersion.
2.3.1.3.3 Interactive Transitions
The previous examples that have been discussed have all used compositional techniques
while creating the music in order to transition between one piece and another. Due to
player interaction in video games, composers can never really predict when this change
is going to take place, and the transition must therefore take place in real time, as can be
seen in Fig. 2.7b.
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2.3.2 Morphing
Methods such as morphing may be adapted to create suitable transitions. Typically
applied to video, Slaney et al. (1996, p. 1001) define morphing as “a process of generating
a range of images that smoothly move from one image to another”. Similarly, audio
morphing becomes a process of generating a range of notes to move from one melody to
another, defined by Polansky (1992, p. 57) as shown in Equation 2.1:
f(S, T,Ω) = M (2.1)
where S is the source music, T is the target music,M is the resulting morph music, and
Ω is what Wooller (2007, p. 4) describes as the morph index, such that when Ω = 0,
M = S and when Ω = 1,M = T .
Wooller and A. R. Brown (2005) identify three different categories of morphing:
compositional morphing, parameter morphing, and morphing in music theory. These are
described in more detail below:
2.3.2.1 Compositional Morphing
Compositional morphing is a “process that can generate a sui generis musical work by
reworking musical elements extracted from any number of music inputs” (Oppenheim
1997, section 4). Wooller and A. R. Brown state that the main focus of compositional
morphing is that of creating suitable morphs by using pitch and rhythm.
Some previous work has been conducted in this area, such as described in an abstract
by Berger (1995), which unfortunately has not attracted further work, as well as commer-
cial applications such as Edlund’s (1999) Musifier Adaptive Improviser and Oppenheim’s
(1997) DMorph system. Both systemswork in a similar manner wheremusic is generated
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based on different weightings of music pieces, and can function both oﬄine as well as in
a real time environment.
Several discussed techniques can be categorised as compositional morphing, as de-
scribed below:
cyclostationary
Slaney et al. (1996, p. 1002) describe cyclostationary morphing as “smoothly
changing a repetitive sequence of sounds” using a sequence of steps. An
example of this technique can be seen in Example 2.3
G 44 (ˇ ˇ ˇ (ˇ ˇ ˇ ˇ ˇ (ˇ ˇ ˇ -ˇ ˇ (ˇ ˇ
G ˇ ˇííˇ (ˇ ˇ ˇ ˇííˇ ˇ ˇ ˇ ˇííˇ ˇ ˇ
Example 2.3: The resulting piece using the cyclostationary transition algorithm. New
notes that have been introduced are marked in grey.
interleaving
Interleaving is defined by Oppenheim (1997, section 6) as “alternately select-
ing one or more elements from each of the music inputs”, such as sequences
of pitches. A related concept to interleaving is what Wooller and A. R. Brown
(2005) defines as layering, which introduces a weighted selection that deter-
mines which piece to select elements from.
interpolation
Interpolation is described byWooller and A. R. Brown (2005) as being “a tech-
nique for estimating appropriate transition values between known points”,
with several different techniques available. One such example, linear inter-
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polation, can be seen below in Examples 2.4 and 2.5, where the technique is
used to transition between two different pieces of music.
Gˇ ˇ (ˇ ˇ ˇ ˇ ˇ ˇ ˇ (ˇ ˇ
Example 2.4: A rising linear interpolation
Gˇ -ˇ -ˇ ˇ ˇ ˇ ˇ ˇ (ˇ ˇ ˇ
Example 2.5: A falling linear interpolation
weighted averaging
Wooller and A. R. Brown (2005) describe a technique they call Markov morph-
ing, where two Markov chains28 are created. In order to generate a transition,
a model is chosen via weighted selection (where models are weighted depend-
ing on the current position in the transition) and a suitable musical element
is generated.29
2.3.2.2 Parameter Morphing
Wooller and A. R. Brown state that parameter morphing involves the manipulation of
sonic properties of music such as timbre, which according to the authors may consist
of “interpolating filter coefficients, FM modulation ratios and depths, or other synthesis
parameters”.
28Markov chains are discussed within the context of algorithmic composition in Section 2.2, and described
in further detail in Chapter 5.
29This transition technique is evaluated in Chapter 3 alongside other transition techniques used in games,
and serves as inspiration for the novel algorithm presented in this dissertation in Chapter 5.
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Since this dissertation deals with music represented in MIDI, and is focused on
generating melodic transitions, techniques grouped as parameter morphing by Wooller
and A. R. Brown are considered to be out of scope.
2.3.2.3 Morphing in Music Theory
Wooller and A. R. Brown state that morphing is an “established compositional strategy”,
with Oppenheim (1995) stating that Beethoven was perhaps one of the first composers
to consciously attempt musical morphing between two distinct themes in his sonatas.30
Modulation is also discussed as being a form of music morphing. Oppenheim (1997)
also states that similar morphing techniques have been used outside of classical music,
such as in electronic music and musique concréte “for modulating one sonic-texture into
another”.
2.3.3 Transitions in Games
So far, the types of transitions described in Section 2.3.1 have been discussed within
the context of a non-interactive environment. This section describes the use of different
transition techniques in interactive environments such as video games.31
As stated in Section 2.1.3.1, music has different uses in games, which Sweet (2014,
pp. 329–330) groups into three categories: closed systems, open systems, and combat-
triggered music interactivity. These categories similarly reflect the different use cases of
musical transitions in games, as follows:
zone transitions
This category of transitions deals with music changes when moving between
30This is discussed in more detail in Section 2.3.1.2, in the context of inter-piece transitions
31As discussed in Section 2.1.3.3, video games tend to use different musical genres and tempos in order
to accommodate for different in-game scenarios. One notable exception is the Western-themed action/
adventure game Red Dead Redemption (Rockstar San Diego 2010), where composers restricted themselves to
writing pieces in A minor using 130 or 65 beats per minute, in order to make it easier to transition between
different pieces (Jeriaska 2011).
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two different in-game locations. These locations often have unique music
associated to them. Zone transitions may be seen in open-world games such
as World of Warcraft (Blizzard Entertainment 2004), where different areas are
associated with their own pieces of music, as well as closed-system games
such as in the point-and-click adventure game Monkey Island 2: LeChuck’s
Revenge (LucasArts 1991) or the JRPG Final Fantasy X (Square 2001).
event-triggered transitions
This category contains any possible transition to a piece of music that is
triggered by some sort of in-game event. One common example is a combat-
triggered transition. In this case, musical transitions are used to move between a
resting state, which normally contains music that the player experiences when
exploring the world, and combat state, containing music composed specifically
to signify that the player is now in combat against an enemy. This applies
to games where combat is considered a separate game state (such as Final
Fantasy X (Square 2001) or Pokémon Red (Game Freak 1996)) as well as games
where the player seamlessly enters combat (such as in the open-world action
game Batman: Arkham Knight (Rocksteady Studios 2015)).
Other transitions that could fall under this category include narrative tran-
sitions, where the music changes due to some narrative event in the game
(such as triggering a cutscene) and status transitions, where the music changes
to reflect a change in the player character’s state. The most common exam-
ple of this is when the character is dangerously close to dying, such as in
Pokémon Red (Game Freak 1996) where alarm bells are added to the melody.
Five transition techniques are frequently described in the literature; these techniques
are the abrupt cut transition, crossfading, stingers, horizontal resequencing, and vertical re-
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orchestration, and are discussed in further detail below. Other novel transition techniques
will be discussed towards the end of this section.
2.3.3.1 Abrupt Cut
Figure 2.8: Abrupt cut transition
Early games tended to simply cut abruptly from one song to another when needed, as
can be seen in Fig. 2.8.32
One example of the use of this transition is in the arcade game Cavelon (Jetsoft 1983).
Here, players control a knight that storms a castle in order to rescue a princess. Fast and
upbeat music is played as players explore each level of the castle; however, if the player
character is shot by one of the guards inside the castle, an abrupt cut transition is heard as
the gameplay music stops playing and death music is played instead. Another example
is in the arcade game Frogger (Konami 1981), where players must guide a frog home by
crossing a busy road and a dangerous river. Once players managed to successfully guide
a frog home, the music would abruptly change to a new piece.
While implementing an abrupt cut transition is as simple as stopping the currently
playing piece of music and starting the new piece, the downside of using an abrupt cut
transition is that if the source and target pieces are different enough from each other,
they will audibly clash.
32An abrupt cut transition is also referred to as butt-splicing within the audio engineering community; see
Eargle (2003, pp. 338–341).
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2.3.3.2 Crossfading
Figure 2.9: Crossfade transition
In order to transition between different pieces of music without resorting to an abrupt
cut transition, one possible solution is to crossfade between the tracks when needed.
This is done by lowering the volume of the initial piece while gradually increasing the
volume of the next piece to be played. An illustration of this type of musical transition
can be seen in Fig. 2.9, and as shown in the figure, it may be possible to hear both pieces
of music playing at the same time as the volume is being adjusted.
A crossfade typically occurs between two pieces of music, but may also occur between
a piece ofmusic and silence; here, themusic is described as fading out to silence, or fading in
from silence. In both scenarios, the only parameter that can be changed is the speed of
the crossfade.
Crossfading is overwhelmingly one of the more popular techniques used in video
game music, since it is a relatively simple technique to implement. However, there are
scenarios where a crossfade may result in a jarring transition, such as when the pieces
are of wildly different musical genres (such as rock, jazz, or trance), moods, tempos, or
meters.33 An example of such a jarring transition can be found in World of Warcraft (Bliz-
zard Entertainment 2004) when travelling between the Asian-inspired region called the
Valley of the Four Winds and the horror-themed region called the Dread Wastes, and partic-
33Note that if the meters align, crossfading between two pieces of music may be slightly easier. A more
extreme example can be seen in Red Dead Redemption, where as previously stated, all pieces in the game
were composed at a tempo of 130 beats per minute or the corresponding half time of 65 beats per minute to
make for easier transitions (Jeriaska 2011).
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ularly between the tracks mus_50_bamboo_01 and mus_54_shadescendant_01.34
A crossfade between these tracks is jarring due to extreme difference in tempo and genre
between the two pieces.
2.3.3.3 Stingers
Figure 2.10: Stinger transition
In an attempt to hide the change in music, some games have used a stinger – a short piece
of music or a sound that masks the change between one piece of music and another. This
is illustrated in Fig. 2.10. The JRPG Final Fantasy X (Square 2001) is one example of this;
as players travel to different areas, scene-appropriate music is played to fit the area, such
as the piece ビサイド島 (Besaid Island)35 when the player is exploring Besaid Island.
However, when the player comes across a random encounter and has to battle monsters,
the encounter is introduced with a visual effect (the shattering of the screen) and an
appropriate sound cue before the battle musicノーマルバトル (Battle Theme)36 begins
playing. The sound of the screen shattering masks the transition between the area music
and the battle music.
34The track mus_50_bamboo_01 can be heard at the following link: https://www.youtube.com/
watch?v=Y-0gMlSg1gE, while the track mus_54_shadescendant_01 can be heard at the following
link: https://www.youtube.com/watch?v=9ta1fCfL0tE&t=435s.
35The trackビサイド島 or Besaid Island can be heard at the following link: https://www.youtube.
com/watch?v=cMYasM_o2hU&t=2755s
36The trackノーマルバトル or Battle Theme can be heard at the following link: https://www.youtube.
com/watch?v=cMYasM_o2hU&t=1293s
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2.3.3.4 Horizontal Resequencing
Figure 2.11: Horizontal resequencing transition
More complex approaches to transitioning music involve the use of horizontal resequenc-
ing or vertical reorchestration. Horizontal resequencing, also called cue-to-cue transitions,
describes the scheduling of musical changes in advance depending on certain events
that are called. An illustration of this transition can be seen in Fig. 2.11.
A well-known example of the use of horizontal resequencing in games is Monkey Is-
land 2: LeChuck’s Revenge (LucasArts 1991), a pirate themed point-and-click adventure
game which makes use of the iMuse system (Land and McConnell 1994). A good exam-
ple can be seen in Woodtick, a city in the game. As the player enters different buildings
in the city, a cue is triggered that informs the audio engine to switch to more relevant
music on a bar by bar basis (Strank 2013).
While horizontal resequencing allows the music to wait for the right moment in order
to successfully transition between two pieces, one downside to this technique is the way
that the triggered musical change will always lag behind the visual change, even if by a
small amount. For example, as can be seen in Fig. 2.11, while the cue to change music
has been triggered in the third bar, the game must wait for the third bar to finish playing
before switching to the next piece of music. Paul (2013, p. 67) describes this time delay as
a “speed quantisation”, and introduces several possibilities, such as immediately37, after
37An immediate speed quantisation means that an abrupt cut transition is used, since instead of waiting
for the appropriate moment to trigger the transition, it simply occurs immediately.
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each beat, after each bar, or after every phrase. Alternatively, custom markers may be
added to each piece of music that indicate the best position for initiating a transition; the
placement of these markers would of course vary depending on the type of music being
used. As stated by Paul, the downside to custom markers is that they require manual
placement.
2.3.3.5 Vertical Reorchestration
Figure 2.12: Vertical reorchestration transition
Vertical reorchestration involves the addition or removal of different musical elements or
melody lines to the currently playing piece. This can be seen in Fig. 2.12.
One example of the use of vertical reorchestration is in the 3D action platformer
Banjo-Kazooie (Rare 1998), where the technique is used to differentiate between being
underwater or not. Similiarly, the strategy/puzzle game Pikmin (Nintendo EAD 2001)
allows for seamless transitions by fading entire instrument lines in and out depending
on the player’s activity in the game, such as entering combat or ending the day.
2.3.3.6 Other Transition Techniques
One compositional technique that has been used to create successful transitions is musical
fragmentation.38 A clear example of its use can be seen in The Legend of Zelda: Breath
of the Wild (Nintendo 2017). Using musical fragmentation allows the in-game music
38Musical fragmentation consists of splitting up melodies and musical motifs into smaller fragments.
Sweet (2014, p. 117) states that many game composers were inspired by Stockhausen’s Klavierstück XI
(Stockhausen 1956), which makes frequent use of this compositional technique.
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to be broken up into short musical sections and silence. Yu (2017) states that this
provides various advantages, such as preventing players from anticipating the music
(and therefore feeling tired of the music) as well as making transitions between different
pieces of music easier.
Another useful concept for seamless transitions is imbricate audio. Hulme (2017)
describes this as an “extension of the concept of a standard modular score”, based on
the process of “recording a score with regular pauses to capture the reverb tails of every
branching point”, as can be seen in Fig. 2.13. By breaking up music into modular chunks
and preserving reverb tails, Hulme (2017) states that crossfading is no longer needed in
order to transition between different pieces. However, this technique still suffers from
the same problems that horizontal resequencing has; namely, that the triggered musical
change will lag behind the music being played.
Figure 2.13: An example of imbricate audio in use between two different tracks (repro-
duced from Hulme (2017))
Some work has been also done on automatically generating musical transitions.
One example is work done by Aspromallis and Gold (2016) on generating interactive
transitions usingmusical grammars. Here, the authors cater for unpredictable interaction
by generating chords based on three different events: ENDING (where by predictingwhen
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the player will reach the goal, a cadence is scheduled at an appropriate time during the
currently playing music), RECOVERED (where the algorithm recovers and returns to the
previously generated music if the player has changed their mind), and GOAL_REACHED
(where the musical transition is complete). Two limitations to this system are as follows:
first, there is nomention of any target music to be reached and transitioned into. Secondly,
the algorithm as described by Aspromallis and Gold (2016) caters for chords rather than
melody, limiting its use in a video game.
A similar approach is taken by Prechtl et al. (2014a) and used in the maze game
Escape Point (Prechtl 2015); here, a first-order Markov model is used to generate chords
as the player traverses through a maze. As players encounter enemies within the maze,
the chords that are being generated change into ones that are more suited to depicting
danger (such as by increasing volume and tempo, and preferring diminished chords over
major chords). Here again, the generative system focuses on chords rather than melody.
However, while the algorithm described by Aspromallis and Gold (2016) works with
music transitioning due to changes in space (such as moving from one area to another),
the algorithm described by Prechtl et al. (2014a) generates music based on changes in
the game environment (such as the presence of enemies).
Gillespie and Bown (2017) use a geometric model of interval spaces in order to gen-
erate appropriate music for gameplay, relying on predeterminated events that determine
when combat has started or ended to inform the system. However, the authors evaluate
their system on a recording of gameplay as opposed to within the game environment
itself, and the corresponding music is first generated and then synthesised and mixed
in order to match the game recording’s audio. While preliminary work, this approach
certainly seems promising.
Sporka and Valta (2017) discuss the design and implementation of the Sequence
Music Engine, a system used to generate seamless transitions in the action/RPG Kingdom
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Come: Deliverance (Warhorse Studios 2018). Each pre-composed piece of music has its
own start and ending (represented in Fig. 2.14 at the own start and own end positions).
Seamless transitions are created by composing branches for each piece of music, allowing
phrases to end gracefully and terminate at a “well-defined state of music which can be
characterised by the current melodic tendency, harmonic function, and orchestration”
which the authors call an aleph (represented with the symbol ℵ). Corresponding intro
pieces can also start from the appropriate aleph in order to link up with the piece of
music in question. This system is illustrated in Fig. 2.14. Sound effects called cinels are
also used in the system and function in a similar manner to stingers, in that they mask
any noticeable transition points between one piece and another as well as providing a
suitable amount of suspense.
Figure 2.14: Seamless transitions using alephs and branching points (reproduced from
Sporka and Valta (2017))
While the focus of this dissertation is on digital games, there are other domains that
also make use of the aforementioned transition techniques. The board game Dropmix
(Harmonix 2017) allows players to play the part of a DJ by adding cards to the board
that represent different stems from well-known popular songs (such as drums, vocals, or
guitars). This means that the gameplay revolves entirely around the concept of vertical
reorchestration, with different stems being played or removed from the overall mix.
Furthermore, the music also waits for the most appropriate time before adding a newly
played stem (such as waiting from the appropriate beat or by introducing a drop39),
demonstrating the use of the horizontal resequencing technique.
39A musical drop is an increase in tension and a sudden change in the rhythm.
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Figure 2.15: Syrinscape’s user interface to allow for creating suitable soundscapes for
TTRPGs
Another example of transitions used in TTRPGs is the use of Syrinscape (Loomes
2008), as seen in Fig. 2.15. Here, different layers of sound effects and small snippets of
pre-recorded loopable music are collected together in the form of a soundboard and used
to create a suitable atmosphere; in essence by making use of the vertical reorchestration
technique. When transitioning between different scenes that would necessitate the use
of different sound packs (such as changing from the Desert sound pack to the High Seas
pack), crossfading is used so that any unnecessary sounds and music are slowly faded
out and more relevant sounds and music are faded in.
Chamberlain et al. (2017) discuss what they define as locative music: music that is
able to change and react depending on the physical location of a person in a defined
area, as can be seen in Fig. 2.16. Here, pre-composed music is assigned to particular
regions at The Yorkshire Sculpture Park, and as visitors walk in and out of these regions,
a GPS-enabled phone can interpret where they are physically located and transition to
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an appropriate piece. The authors handle this approach by subdividing each region into
bands that give the music the time needed to transition appropriately.
Figure 2.16: Locative music. Taken from Chamberlain et al. (2017, p. 29)
Note that the concept of locative music is similar to zone music as implemented in
open-world games (as discussed in Section 2.3.3). An example of this can be seen in
Fig. 2.17, which illustrates the differentmusical zones40 present in the region ofDarkshore,
Kalimdor in the MMORPGWorld of Warcraft (Blizzard Entertainment 2004).
2.3.4 The Ideal Transition
Several criteria have been identified as being necessary in order to create the ideal
transition. These have been grouped into two distinct categories: rate of change and degree
of fitting, and will be discussed below.
40These musical zones, marked in various different colours, were added by the author and are not present
in the original image.
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Figure 2.17: A map of Darkshore, Kalimdor in World of Warcraft, with musical zones
loosely mapped out (author’s addition)
2.3.4.1 Rate of Change
Macpherson (1930, p. 128) states that the most important aspect of the transition is the
“gradual obliteration of the key and feeling of the first theme”; indeed, he states that
composing a transition is “often a test of the composer’s constructive skill, as nothing
reveals weakness in this respect more than what may be described as a bad “join””
(Macpherson 1930, p. 123).
Similarly, K. Collins states that abrupt cut transitions “can feel very jarring for the
player” (K. Collins 2008, p. 146), and crossfading transitions, while a commonly used
technique in the games industry “can still feel abrupt, depending on the cues or the speed
of the cross-fade” (K. Collins 2008, p. 146). Sweet also states that “effective transitions
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tend to be longer in length and complete a musical idea or thought”, while shorter
transitions “tend to sound more repetitive and less musical” (Sweet 2014, p. 167).
While the work cited above describes several criteria identified for an ideal transition
in terms of rate of change, this does not seem to have been empirically evaluated in any
way. This is tackled in this dissertation in Chapters 3 and 6.
2.3.4.2 Degree of Fitting
Medina-Gray (2016, p. 63) claims that “gamemusic aesthetics tend to privilege smoothness
– a quality inwhich distinctmodules fitwell together – asmultiplemodules combine”; this
idea is indicative of what the ideal transition between two pieces of music should sound
like.41 However, Medina-Gray also states that “musical disjunction”, where there is a lack
of smoothness between two pieces of music, can also be used if dramatic circumstances
call for it.
While much of Sabaneev’s (1935) work discusses the composition of music for film,
Kaae (2008, p. 85) states that his work “could as well have been written 70 years later as
an overall instruction in how to compose dynamic music for computer games” due to his
instructions on how to composemusic in such away as to be reactive towhat is happening
on screen.42 In particular, Sabaneev (1935, p. 39) states that “the transition from one
piece of music to another must not be casual; there must be either a modulation, or an
orthodox contrast of keys”. Similarly, Sabaneev (1935, p. 39) states that “the composer
has to link up the individual parts and sections of his music in accordance with certain
41According to Medina-Gray, similar aesthetics are sought in dynamic media, such as accompanists that
play music to silent films, theatre and circus performances, and DJ mixes.
42This is because Sabaneev discusses compositional techniques that composers could use to overcome
challenges at the time when music in films was still a relatively novel idea. In particular, Sabaneev discusses
the idea that music should be composed in amanner that can still work seamlessly with the film if last minute
changes are needed by the director and the music may not be able to cadence successfully, particularly at a
time when recording music was expensive.
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musical principles, and not haphazard [sic]. He cannot discontinue a musical thought
abruptly, but must at least carry it on to the cadence.”
Wooller et al. (2005) discuss two different properties that are used to evaluate a
successful morph between two pieces of music. These may be used in a similar manner
for transitions:
smoothness
how well does each part of the morph fit with its surrounding musical sec-
tions?
coherence
“the logic of the musical syntax or structural form of the morph”, that is: the
section used for morphing should follow a similar high level structure to that
found in the rest of the entire piece
Ultimately, as stated by Phillips (2014), “the key to achieving a pleasing result lies in
paying very close attention to the transitions between these moments of activity, ensuring
that all musical events logically rise from their circumstances and do not make overtly
surprising appearances” (Phillips 2014, pp. 162–163).
In a similar manner to the rate of change category described above, the criteria
associated with the degree of fitting of a transition do not seem to have been empirically
evaluated. This is again tackled in this dissertation in Chapters 3 and 6.
Conclusions
This chapter has demonstrated the multiple roles that music plays in video games and
how it is used differently in different parts of the game. It has also compared and
contrasted different algorithmic techniques that have been used to generate music, while
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comparing similar work that has been done within the realm of procedural content
generation in games. Finally, a closer look has been taken at the role of musical transitions
at different levels of musical form and how they have been used in video games.
This chapter has also demonstrated the broadness of the term transition due to its
musical application over various levels of hierarchical form. While the rest of this disser-
tation focuses on inter-piece transitions (as discussed in Section 2.3.1.3), the limitation of
the term transition is acknowledged. Similarly, the term piece is normally understood to
operate in what Roads (2001, pp. 3–4) calls themacro scale (as discussed in Section 2.3.1),
but has also been used to describes music that operates on higher or lower scales of
musical form.
Several areas have been identified in this chapter that will be tackled in this disser-
tation. First of all, certain features are claimed to be required for a good transition but
have not been empirically evaluated; this is described further in Chapters 3 and 6.
This dissertation will focus on generating musical transitions between two pieces
of extra-diegetic in-game music in open-world video games such as the MMORPG
World of Warcraft (Blizzard Entertainment 2004) or the action game Batman: Arkham
Knight (Rocksteady Studios 2015). Extra-diegetic music was chosen as it is the most
common way music is presented in games, while in-game music was chosen since it
has the most opportunities to change due to player interaction. Finally, open-world
video games were chosen due to the way different music is assigned to various areas
in the world and how the player can move between these zones, allowing for musical
transitions.
This chapter has shown that two separate fields of research: algorithmic music and
procedural content generation, can be brought together in order to generate music for
games. By also rethinking how transitions work in video games, a novel algorithm will
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allow the generation of suitable musical transitions that transition between one piece
of music and another. This is described further in Chapter 5. These transitions will be
created using Markov models within the framework of a multiple viewpoint system in
order to leverage the speed and flexibility of the models. Finally, MIDI will be used in
order to take advantage of its flexibility and ease in generating dynamic music.
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A symphony, like a novel, is first and foremost a dramatic narra-
tive in which a change in relationships occurs. [. . .] This means
that a symphony is experienced in performance, by performers
and listeners alike, not as form or structure but as a sequence of
significant events in time, a drama of opposition and resolution.
Christopher Small,Musicking: The Meanings of Performing
and Listening, p. 1591
3
Investigating the Detection of Musical
Transitions
This chapter details the methodology and dataset used for a study involving the percep-
tion and detection of musical transitions. The focus of the study is purely on the musical
transitions and not on their interaction with the context they are placed in.
Section 3.1 describes the aims and objectives of the study in greater detail, setting
out in several questions that will be answered by the study. Section 3.2 describes the
1Christopher Small (1998). Musicking: TheMeanings of Performing and Listening. Middletown, Connecticut,
United States of America: Wesleyan University Press, p. 232. isbn: 9780819522573, p. 159
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methodology used for the study (as well as previous iterations that were discarded, and
the reasons for doing so), while Section 3.3 discusses the dataset used, and the transition
techniques, included in the study. Finally, Section 3.4 describes the system design and
the interface that participants interact with.
3.1 Aims and Objectives
The primary aim of this study was to investigate how easily detectable different transition
techniques were when transitioning between one piece of music and another. This is
motivated by Jørgensen (2008a, p. 163)’s golden rule of audio design, to “never let the player
become annoyed or bored by the repetitiveness of the sound”, and therefore would
imply that an undetectable music transition is desirable. A similar implication is that
an undetectable music transition is more immersive; this is explored in Chapter 6 while
immersion as related to game music is discussed in Section 2.1.3.2.
Four transition techniqueswere chosen for this study: abrupt cut transition, horizontal
resequencing, weighted averaging, and crossfading, as described in Section 2.3. A
secondary aim of this study was to determine suitable descriptions and criteria that
could be used to evaluate such a complex auditory phenomenon. These aims can be
broken down into several different questions:
• How easily detectable are different transition techniques?
– Is there a relationship between the evaluation criteria of a transition and how
easily detectable it is?
– Are people with musical experience better at detecting transitions?
• What are the criteria of success for a musical transition?
– Are longer transitions more successful than shorter transitions?
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– Are transitions more effective between the same source and target piece, as
opposed to different source and target pieces?
3.2 Methodology
An iterative approach was taken in order to determine the best direction to take to have
participants evaluate presented transitions experimentally; this approach was chosen
due to the complex nature of the phenomenon being investigated. After the first couple
of iterations, once it was determined just how complex and mentally taxing it was to
evaluate this phenomenon, the scope of the experiment was narrowed down in order to
allow for the adaptation of methodologies from music psychology.
Although not directly related to music, Bech and Zacharov (2006) provide a good
general starting point for a suitable methodology for the study. In particular, according
to Bech and Zacharov, for a subject to be a suitable candidate for the study, they must
be considered part of the required population sample, they must not have any hearing
difficulties, they must be able to successfully assess and rate the stimuli provided in the
study, and they must be available for the study. Although the results of this study are
intended to inform the use of transitions in a video game context, no knowledge of video
games is needed for this particular study, making the viable pool of participants larger.
Two significant influences to this study’s methodology include work by Deliège
(1987), work done by Clarke and Krumhansl (1990), and work done by Berz and A. E.
Kelly (1998). Deliège’s study aims to test musical grouping rules formulated by Lerdahl
and Jackendoff (1996) by using listening tests. She groups her participants into two
groups, nonmusicians and musicians; however, she states that her criteria for falling
into the category of musicians is their knowledge of harmony, rather than the amount
of training they have for their instrument. This is because “[t]he simple practice of an
instrument does not guarantee true mental training” (Deliège 1987, p. 334). This bears a
82 CHAPTER 3. INVESTIGATING THE DETECTION OF MUSICAL TRANSITIONS
resemblance to Bech and Zacharov’s three-tiered distinction between untrained subjects,
experienced subjects, and expert subjects.
Clarke and Krumhansl (1990) conduct six experiments in order to investigate the
perception of segmentation in atonal music. Here, the authors use two pieces of music,
Stockhausen’s Klavierstück IX and Mozart’s Fantasie in C minor, K. 475, and conduct three
similar experiments for each piece, the most relevant of which is the first experiment: the
identification of boundaries. Clarke and Krumhansl ask seven participants experienced
in music to identify boundaries by listening to the music. First, the participants listen to
the piece once. On the second playthrough of the piece, the participants are asked to
identify segment boundaries by pressing a foot pedal when they hear one. On the third
and final playthrough of the piece, the participants are allowed to remove any erroneous
segment boundaries, but cannot add any more.
Finally, Berz andA. E. Kelly (1998) conduct a study to investigate listeners’ perceptions
of musical structure. Participants, grouped into inexperienced and experienced listeners,
were asked to click the mouse when “a new event” began. Berz and A. E. Kelly show that
inexperienced listeners were significantly worse than experienced listeners in detecting
formal structural events in the music.
3.2.1 Iterative Approach
The implementation of the study was developed with reference to the above studies.
Initial iterations separated rhythmic, pitch, and melodic transitions into separate experi-
ments, the idea being to investigate whether there were differences in what constituted a
smooth transition between rhythmic pieces, pitch pieces, and full melodic pieces.
3.2. METHODOLOGY 83
3.2.1.1 First Iteration
For the first iteration of the study, participants were presented with an interface (as seen
in Fig. 3.1) and briefed about the aims and objectives of the study. This version of the
study was limited to investigating rhythmic transitions, and not melodic transitions, and
so, no pitch information was played from any of the pieces. Each piece was presented to
participants as a series of percussive rhythms taken from the dataset of pieces.
Figure 3.1: Screenshot of the first iteration of the study
The beginning and ending of a piece used in the study was marked by the use of a
percussive bell sound; this was to highlight the fact that some of the pieces used in the
study were not complete pieces with a proper ending, but were simply excerpts of the
full piece. Participants could start and stop the currently playing piece using the given
buttons, and while the piece was being played, the greenDetect Transition button could be
pressed if the participant thought that a transition was happening at that particular time
84 CHAPTER 3. INVESTIGATING THE DETECTION OF MUSICAL TRANSITIONS
in the piece. Participants were allowed to repeat the piece as many times as they liked
before moving onto the next one. After the participant was satisfied with the number
of transitions detected, they were asked to rate each transition for its smoothness on
a 3-point scale (where 1 meant Least smooth and 3 meantMost smooth), and to rate the
overall piece for howwell-formed it was on a 3-point scale (where 1meantNot well-formed
and 3 meant Very well-formed).
A full record of the participant’s interaction with the study was kept by logging the
events and their respective timestamp. This would indicate how often the participant
repeated the playback of the piece, whether or not the participant had noted any transi-
tions which were then removed, and whether the participant changed their mind on the
ratings they gave to the smoothness of the transitions and to what extent a piece was
well-formed.
In total, this iteration of study contained 18 pieces, using the abrupt cut transition, hor-
izontal resequencing, and weighted average transition techniques. Pieces were presented
to participants in a randomised order.
This iteration of the study was pilot tested with 3 participants who deemed it too
mentally taxing, stating that they could not cope with listening to the piece, detecting a
transition, and rating that transition’s smoothness at the same time. They further stated
that the presented pieces were difficult and frustrating to follow due to the lack of pitch
content available.
The rest of this chapter therefore discusses experiments with melodic transitions.
Further iterations discussed below focus on trying to find a balance between reducing
the amount of mental load for participants, as well as getting suitable transition ratings
from participants.
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3.2.1.2 Second Iteration
For the second iteration of the study, participantswere presentedwith a different interface
(as seen in Fig. 3.2). They were again briefed about the aims and objectives of the study,
but were also exposed to dialog boxes that walked them through the same objectives.
This version of the study was used to investigate melodic transitions, meaning that the
melodic content of each piece (i.e. both pitch and rhythmic content) was played.
Figure 3.2: Screenshot of the second iteration of the study
There are several experimental differences between this iteration and the first. The
most crucial difference is the introduction of a slider in the centre of the screen. Rather
than having participants rank each detected transition on a Likert scale, they were instead
asked to move the mouse up and down while the piece is playing in order to rate the
smoothness of the piece in an ongoing manner, and to click the left mouse button when
they felt that they had detected a transition. While the piece is playing, the position
of the mouse cursor is clamped to only move freely along the displayed slider, and is
released after the piece has ended. Participants were free to replay the piece as many
times as they like before moving on, and to remove transitions that they believed they
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had detected erroneously. The ending time of the piece was also displayed, in order to
give participants an idea of how long the piece was.
Upon clicking on the Review button to continue to the next piece, participants were
shown the graph similar to the one illustrated in Fig. 3.2. This graph illustrated the
smoothness curve of the piece (in blue), as well as the position of each of the participant’s
detected transition (in black), and the position of the actual transition (in orange).
In a similar manner to the first iteration of the study, a full record of the participant’s
interaction was kept. This was extended to cater for new buttons and ways of interacting
with the piece. The precise data points that represent the generated smoothness curve
were also stored.
In total, the study contained 28 pieces; separated into 4 example pieces that served
to acquaint the user with the study interface, and 24 study pieces. Pieces were again
presented to participants in a randomised order.
This iteration of the study was pilot tested with 3 participants, but was also deemed
mentally taxing by users, as participants could either focus on detecting transitions
by clicking the mouse button or move the mouse up and down to rate the transition
smoothness, but could not do both at the same time.
3.2.2 Third Iteration
In this iteration, participants were presented with a study consisting of 4 example tran-
sition pieces and 18 study transition pieces. A screenshot of the user interface of this
iteration can be seen below in Fig. 3.3. In a similar manner to Clarke and Krumhansl
(1990) and Berz and A. E. Kelly (1998), each participant listened to the respective piece
once and without any interaction. On their second and final listen, they were then asked
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Figure 3.3: Screenshot of the third and final iteration of the study
to click on the green Detect Transition button when they thought that they had detected a
transition in the piece.
In a similar manner to the second iteration, participants were allowed to detect
multiple transitions in the same piece (since the instructions given to them do not
state how many possible transitions there are), and could remove erroneous detections
afterwards. However, they were not allowed to add new ones after the second and final
listening. Finally, they were asked to rate the piece based on the success of its transition,
and to rate each detected transition based on four criteria, detailed below. Participants
could also add further comments in a text area if they wished to do so.
• Success: How strongly would you agree or disagree with the below statement? –
“The music successfully transitions from the beginning to the end of the piece.”
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– Participants were given a 5-point scale ranging from Strongly Disagree to
Strongly Agree
• Rate of Change: How would you rate the overall rate of change of the transition
found in the piece?
– Participants were given a 5-point scale ranging from Very Abrupt to Very
Gradual
• Perception: How would you rate how noticeable the transition was in the piece?
– Participants were given a 5-point scale ranging from Very Subtle to Very Clear
• Degree of Fitting: How would you rate how well the transition fit with the rest of
the piece?
– Participants were given a 5-point scale ranging fromVery Jarring toVery Smooth
Therefore, a high value for Success indicates that the participant strongly agrees that
the music successfully transitioned from the beginning to the end of the presented music,
while a low value shows that the participant strongly disagrees with that statement.
In a similar manner, a high value for Rate of Change shows that the participant found
the music to transition very gradually, while a low value indicates that the participant
found the music to transition very abruptly. A high value for Perception shows that the
participant found the music to transition very clearly and noticeably, while a low value
shows that the participant found the music to transition in a very subtle manner. Finally,
a high value for Degree of Fitting indicates that the participant found the transition to be
very smooth, while a low value indicates that the participant found the transition to be
very jarring.
At the end of the study, participants were asked to answer a few questions related to
their demographics, as can be seen in Fig. 3.4.
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Figure 3.4: Screenshot of the demographics screen in the third and final iteration of the
study
3.3 Dataset
Six pieces were chosen to be used in the main study: two marches taken from classical
music, and four pieces of music taken from video games.2 Eight original pieces were
also selected to create four example transition pieces, each using a different transition
technique. All chosen pieces (both for the study and as examples) were in common time,
but had different tempo markings and key signatures.
3.3.1 Example Pieces
Four example transition pieces were created to be used as examples shown to each
participant before interacting with the main body of the study. These are shown below:
• two are countries’ national anthems
– Germany’s Deutschlandlied (Haydn 1797)
2As discussed in Section 2.1.3.3, video game music cannot really be classified as one particular genre, but
rather as making use of multiple different genres.
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– Australia’s Advance Australia Fair (McCormick n.d.)
• four pieces are traditional Christmas carols
– While Shepherds Watched Their Flocks by Night (Rondeau 2009)
– O Come, All Ye Faithful (Wade 1751)
– Angels We Have Heard on High (Barnes n.d.)
– God Rest Ye Merry Gentlemen (Hudson n.d.)
• one piece is an arrangement of a traditional sea shanty
– The Drunken Sailor (Strohbach 1963)
• one piece is a prelude to most games in the Final Fantasy series, and is composed
entirely of arpeggios
– Final Fantasy - Prelude (Gluck n.d.)
The tempo and key signatures for each piece can be seen in Table 3.1.
Tempo Key Signature Piece
120 E[major Deutschlandlied (Haydn 1797)
N/A C major Advance Australia Fair (McCormick n.d.)
120 F major While Shepherds Watched Their Flocks by Night (Rondeau 2009)
N/A G major O Come, All Ye Faithful (Wade 1751)
N/A F major Angels We Have Heard on High (Barnes n.d.)
N/A E minor God Rest Ye Merry Gentlemen (Hudson n.d.)
120 G major The Drunken Sailor (Strohbach 1963)
160 A minor Final Fantasy - Prelude (Gluck n.d.)
Table 3.1: Example piece selection for study
The above pieces were then combined to form four example transition pieces, with
each piece using a different transition technique. These example transition pieces can be
seen below in Table 3.2.
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Example Transition Piece (Source to Target) Transition Type
Final Fantasy - Prelude to God Rest Ye Merry Gentlemen Abrupt Cut
O Come All Ye Faithful to Deutschlandlied Horizontal Resequencing
While Shepherds Watched Their Flocks to Drunken Sailor Weighted Averaging
Advance Australia Fair to Angels We Have Heard On High Crossfade
Table 3.2: Example pieces
3.3.2 Study Pieces
The six pieces chosen for the main part of the study can be seen below in Table 3.3.
Type Tempo Key Signature Piece
March N/A D major Radetzky March, Op. 228, by Johann Strauss (Strauss
n.d.)
March 144 G major March of the Toy Soldiers, The Nutcracker Suite, Op. 71, by
Pyotr Tchaikovsky (Tchaikovsky 1892)
Game 117 G major The Pantheon (Ain’t Gonna Catch You), by Darren Korb,
written for Bastion (Korb 2012)
Game 110 G major Rise, by Raney Shockne and transcribed by Patti Rudisill,
written for Dragon Age: Inquisition (Shockne 2015)
Game 108 F major Rikku’s Theme, by Junya Nakano, Masashi Hamauzu, &
Nobuo Uematsu, and arranged by Masashi Hamauzu,
written for Final Fantasy X (Square Enix 2002)
Game 92 D major Eyes on Me, by Nobuo Uematsu, and arranged by Shiro¯
Hamaguchi, written for Final Fantasy VIII (Square Enix
2000)
Table 3.3: Piece selection for the main study
One of the main decisions taken for the above choice of music used was the idea to
use music that could realistically be used in a video game. For example, classical music
was often used in early computer games to avoid restrictive music licensing agreements,
and also because of the technical limitations of the audio hardware at the time (Gibbons
2009); for example, Tchaikovsky’s March of the Toy Soldiers was used in the platformer
Dynamite Headdy (Treasure 1994), and Strauss’sRadetzkyMarchwas used in the platformer
Technician Ted (Marsden and Cooke 1984).
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Furthermore, while a vast amount of music has been composed for games, very little
of this is accessible to the public in the form of officially released sheet music. When this
is done, the selection of scored music is usually restricted to popular pieces from games
such as prominent musical themes for main characters or locations in games. While
fan-made transcriptions exist of most compositions, a conscious decision was made to
only use sheet music (both digital or otherwise) that has been officially released by the
game’s publisher.
Thus, the six chosen pieces represent a mixture of classical and modern music, vocal
and non-vocal music, diegetic and extra-diegetic music, and thematic and non-thematic
music, with varying degrees of instrumentation, composers, game genres, and moods
used in the pieces. While it is assumed that the reader is familiar with both Tchaikovsky’s
March of the Toy Soldiers and Strauss’s Radetzky March, more detail is given below for the
other 4 pieces chosen with regards to their game’s original context.
Most music written for Final Fantasy games normally do not have lyrics as the pieces
are intended to be used as thematic background music, fitting appropriately to both
the mood of the narrative as well as the in-game location. As JRPGs, music written for
Final Fantasy games tends to be highly motific, with most main characters and in-game
locations have their own themes. A good example is Rikku’s Theme, a character theme
from Final Fantasy X (Square 2001). This theme plays when one of the main characters
of the game, Rikku, has a prominent role in the game’s narrative, as is itself a variant of
another piece written for the game, Oui are Al Bhed, with the Al Bhed being a different
ethnicity in the game world that Rikku is a part of. In contrast however, Eyes OnMe is one
of the main themes in Final Fantasy VIII (Square 1999); it is a ballad with lyrics written
by Nobuo Uematsu for Chinese singer Faye Wong. The piece plays a heavy narrative role
in the game’s storyline, and appears towards the end of the game, with an instrumental
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arrangement titled Julia and a waltz arrangement titledWaltz for the Moon, both appearing
towards the beginning of the game.
The Pantheon (Ain’t Gonna Catch You) is a piece featured in Bastion (Supergiant Games
2011), an action game with RPG elements. The piece can be found as bonus material
towards the end of game once certain conditions are met. While the in-game piece
features a vocalist and a guitar, sheet music for both guitar and piano are provided,
accompanied by a vocal melody. Rise is a tavern song taken from the RPG Dragon Age:
Inquisition (BioWare 2014), and the only example of diegetic music from the choice of
video game music in the study, as the song is played by in-game bards that can be found
in taverns in the game. While the song contains vocals and guitars, the sheet music
provided by the publisher only contains the vocal melody, which is what was used for
the study.
While it is assumed that some participants may not have prior familiarity with
the game music chosen for the study, a larger number of participants may have prior
familiarity with the classical pieces chosen. This implies that if participants hear notes
that do not match with their familiarity of the piece, they can assume that the transition
has most likely taken place. While participants are likely to get more and more familiar
with the pieces (including ones with no prior familiarity) as they progress through the
study, this is not considered to have a major effect on the study, since each participant is
presented with a unique combination of source and target piece, and each piece is heard
for a limited amount of times.
3.3.3 Musical Representation
The musical representation used for this study can be seen below in Fig. 3.5, with each
music event represented by a duration value and a pitch value.
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8D5, 8R, 12D5, 12D5, 12D5, 8E5, 8R, 8E5, 8R, |, 8F]5, 8R,
8D5, 8R, 2E5, |, ...
Figure 3.5: A snippet of the musical representation chosen for pieces
Duration values for each musical event were represented in a similar manner to the
Humdrum **kern representation for music notation (Huron 1998)3, where 1 represents a
semibreve, 8 represents a quaver, and a 16. represents a dotted semiquaver. This is
then internally converted to a numeric representation based on a granularity value of 96
taken from M. Pearce et al. (2005), where a semibreve is represented by 96, a quaver
is represented by 12, and a dotted semiquaver is represented by 9. A full table of this
representation can be seen in Appendix F.
Pitches are represented as a combination of a letter representation of the note’s pitch
along with any required accidentals ], [, and \4, along with a numeric representation of
the octave that the note is played on (Young 1939). Rests were simply notated by using
the letter R.
Where necessary, each barline was noted by using a | symbol, and the beginning
and end of a transition were noted by using the £ and e symbols respectively. Phrase
boundaries were represented using the characters < and > to signify the beginning and
end of a phrase respectively. Any sharps or flats from the piece’s key signature were
applied to each individual note in the entire piece in the representation, thus removing the
key signature entirely. Any performance markings were ignored, including tie markings;
the latter to ensure certain transition techniques worked properly. One such example is
3An updated version of this musical representation can be found at http://www.humdrum.org/rep/
kern/
4Enharmonic equivalence was used while processing pieces in order to have a consistent representation
for Markov models to use. This means for example, that 4B[4would instead be represented internally as
4A]4.
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when using horizontal resequencing, since the target piece is played at the end of the
next bar when an event is triggered, which could potentially break tied notes.
Since crossfading transitions could potentially have two pieces play at the same
time, each full piece was represented by two distinct parts: the source piece that would
eventually fade out, and the target piece that would eventually fade in. Both parts
would be scheduled accordingly so that the output would play at the same time. For
crossfading transitions, a velocity parameter5 was added to notes by first adding a %
symbol to distinguish from any melodic content. The amount of velocity needed was
then added by using the appropriate numeric amount and the character V; thus, %40V
represents a velocity value of 40. An example of a crossfading transition is shown below
in Fig. 3.6.
First: 4E5, 4D5, 4C5, 4B4%80V, 4A4%60V, 4G4%40V, 4F4%20V, 4R, 4R
Second: 4R, 4R, 4R, 4E4%20V, 4F4%40V, 4G4%60V, 4A4%80V, 4B4, 4C5
Figure 3.6: An example of the representation used to play a piece containing a crossfade
transition
3.3.4 Dataset Configuration for the Study
To conduct a thorough study of the phenomenon in question, a 288 transition piece
dataset was created for the study by taking all possible combinations of the six study
pieces as source pieces and target pieces, the four chosen transition techniques, and the
two different transition positions. All pre-processing, such as generating the dataset and
dividing it into batches, was done oﬄine before the study took place in order to preserve
consistency. When generating transitions between two pieces for the dataset, a suitable
5As per the General MIDI specification (General MIDI System Level 1 1991), velocity is a numeric value
ranging from 0 to 127. A value of 100 was taken as the default velocity value of notes to be played by the
system. Note that while velocity is normally interpreted to be the dynamic level or loudness of individual
notes, the specifications themselves do not specify a particular interpretation (Dannenberg 2006)
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position was randomly selected in the source piece, making sure that enough of the piece
was available in order to provide the participant with enough musical context.
3.3.4.1 Transition Positions
One variable introduced to the study was the position at which the transition took place.
This could be at one of two locations: within amusical phrase, or outside amusical phrase.
A transition is determined to be a within-phrase transition if the event is triggered while
the music is currently within a phrase. Similarly, a transition is an outside-of-phrase
transition if the event is triggered between one phrase and another.
Example 3.1 shows an extract of Rise from Dragon Age: Inquisition, with phrase
markings added by the author for convenience. Here, a within-phrase transition is one
that is triggered within the phrases shown in the extract (i.e. at any time within the
phrase shown in bars 1-4, and within the phrase shown in bars 5-8), while an outside of
phrase transition is one triggered between phrases (i.e. at bar 4 or bar 8, before or after
each crotchet rest).
G 44 `ˇ -ˇ ˇ ˇ 2 `ˇ 4 (ˇ 4ˇ ? (ˇ 3 `ˇ (ˇ ˇ ˇ 4 `ˇ (ˇò ě rˇ >
G 5 `ˇ -ˇ ˇ ˇ 6 ` ˇ 4 (ˇ 4ˇ > 7 (ˇ 4 (ˇ (ˇ (ˇ ˇ ˇ 84ˇ (ˇ 4 (ˇá ĺ r4ˇ >
9
Example 3.1: A musical extract from Rise from Dragon Age: Inquisition. Phrase markings
added by the author.
3.3.4.2 Transition Techniques
For this study, four transition techniques were chosen: the abrupt cut transition, hori-
zontal resequencing, crossfading, and weighted averaging. The abrupt cut transition is
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frequently claimed in the literature to be a poor performing transition technique, and
thus serves as a good comparison between the other techniques. Horizontal resequencing
and crossfading are both commonly used in the industry, with the crossfading technique
being the most frequently used due to its ease of implementation. Finally, the weighted
averaging technique was chosen due to its potential application in generative transitions
for games. While a detailed description of each transition technique was given in Section
2.3, this section will focus on the specific representation and implementation of each
technique.
3.3.4.2.1 Abrupt Cut
Fig. 3.7a shows an extract from a piece in the dataset to demonstrate how an abrupt
cut transition technique is represented in the data set. Example 3.7b visualises this
extract using music notation, where the abrupt cut transition is represented in bar 3 by
reintroducing the time signature. Note the incomplete bar in bar 2; this is because the
glsnom:abruptcuttransition occurred before the bar was over.
8F]5, 8R, 8B5, 8R, 8A5, >, 8R, <, 8A5, 8F]5, |, 8G5, 8R,
8B5, 8R, 8A5, 8R, 8A5, £, <, 8D5, 8R, 12D5, 12D5, 12D5,
8E5, 8R, 8E5, 8R, |, 8F]5, 8R, 8D5
(a) A representation of the resulting transition
G 44 4-ˇ ? -ˇ ? -ˇ ? -ˇ 4-ˇ 2 -ˇ ? -ˇ ? -ˇ 344 -ˇ ? —fl3fl—ˇ ˇ ˇ -ˇ ? -ˇ ? 44-ˇ ? -ˇ
(b) A musical extract of the resulting transition
Figure 3.7: A within-phrase abrupt cut transition between Radetzky March andMarch of
the Toy Soldiers
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3.3.4.2.2 Horizontal Resequencing
A horizontal resequencing transition technique can be seen in the musical representation
in Fig. 3.8a; the corresponding musical example 3.8b visualises this extract using music
notation. In a similar manner to the abrupt cut transition discussed in Section 3.3.4.2.1,
the horizontal resequencing transition is represented in bar 3 by reintroducing the time
signature.6
As stated at the beginning of Section 3.3.4, a suitable position was randomly selected
in the source piece in order to determine where the transition should take place. While
no further changes are made with an abrupt cut transition, this position is moved to the
end of the chosen bar in a horizontal resequencing transition.
Note that while in an interactive environment there is some sort of event that triggers
the need for a horizontal resequencing transition (an example of this is shown in 3.8b
marked by the X symbol), this cannot be replicated in this particular study due to the
lack of an interactive environment.
6Note that in a similar manner to an abrupt cut transition, no newmusical material is generated here. This
is because when an appropriate in-game event is received that triggers a horizontal resequencing transition,
the music is allowed to reach the end of the bar before the target piece begins playing, as discussed earlier
in Section 2.3.3.4
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8A5, 8D5, 8A]4, 8D5, 8F5, 8D5, 8F5, 8G5, |, 4A5, 4F5, 4D5,
4F5, >, |, £, <, 8A6, 8G6, 12F]6, 12D6, 12C]6, 12A5, 12G5,
12F]5, 12D5, 12F]4, 12D5, >, |, <, 4D5, 8E5
(a) A representation of the resulting transition
G 44 ˇ ˇ 4ÊˇÊˇ ˇ ˇŁˇŁˇ 2 ˇ ˇ Xˇ ˇ 344
ˇÈÈˇ –fl3fl–\ˇÏˇ\ˇ –fl3fl–ˇÉˇ\ˇ —fl3fl—ˇ \ˇ ˇ 4 ˇ -ˇ
(b) A musical extract of the resulting transition
Figure 3.8: A horizontal resequencing outside of phrase transition between Rikku’s Theme
from Final Fantasy X and Eyes on Me from Final Fantasy VIII
3.3.4.2.3 Weighted Averaging
Fig. 3.9a shows the representation of a weighted averaging transition technique, with
the corresponding musical example illustrated in Example 3.9b. The musical material
generated for the transition can be seen in bar 3 in a grey colour.
The weighted averaging transition is performed by using first-order Markov models,
with the models using a pitch-duration representation (as shown earlier in Fig. 3.5. Bar
lines (|), phrase markings (< and >), and transition markings (£ and e) were ignored
by the Markov models. A step count of 4 was used, meaning that generated transitions
would always be 4 musical events long, regardless of the duration of the event.7
7Of course, this ultimately depends on the pieces used as input for the Markov models, but theoretically,
a transition generated using this technique could be made up of a segment as short as 4 semiquavers, or as
long as 4 semibreves.
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4.A4, 8F]4, 4F]4, 4R, |, 8D4, 8F]4, 8G4, 8A4, £, 4A4, 4A4,
4E4, 4R, e, 4R, <, 4B4, 4A4, 8A4, 8E4, |, 4G4, 4E4, 4E4,
8E4, 8E4
(a) A representation of the resulting transition.
G 44 `ˇ 4 (ˇ 4ˇ > 2ˇ 4ˇŁˇˇ 3ˇ ˇ ˇ > 444 > ˇ ˇ ˇ ÎÎˇ 5ˇ ˇ ˇ ˇ ˇ
(b) A musical extract of the resulting transition.
Figure 3.9: A weighted averaging within-phrase transition between Rise and The Pantheon
3.3.4.2.4 Crossfading
Finally, a crossfade transition technique can be seen represented in Fig. 3.10a, and as
the corresponding musical example as seen in Extract 3.10b. Here, the transition was
implemented as both parts fading in and fading out at the same time (rather than fading
to silence and subsequently fading from silence). Each crossfading transition was also
hard-coded to last for 10 musical events, whether or not they were rests or notes, and
each musical event increased or decreased the velocity by a value of 10.
As can be seen in the figures below, the target piece (i.e. the part which is fading in)
is initially represented with rests of a value equivalent to the musical events happening
in the first part of the piece. After the crossfade is complete, the source piece has faded
out and therefore stops playing.
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First: 8E5, 16R, 16D5, 8C5, 16R, 16E5, 8F]4, 16R, 16E5, 8D5,
16R, 16F]4, |, £, 8G5%90V, 16R%80V, 16F]5%70V, 8E5%60V,
16R%50V, 16F]5%40V, 8D]5%30V, 8R%20V, 8B5%10V
Second: 8R, 16R, 16R, 8R, 16R, 16R, 8R, 16R, 16R, 16R, 16R,
8R, <, 8A6%10V, 8G6%20V, 12F]6%30V, 12D6%40V, 12C]6%50V,
12A5%60V, 12G5%70V, 12F]5%80V, 12D5%90V, e, 12F]4, 12D5,
>, |, <, 4D5, 8E5, 8F]5, 4E5, 4C]5
(a) A representation of the resulting transition.ł
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(b) A musical extract of the resulting transition.
Figure 3.10: A crossfade outside of phase transition between March of the Toy Soldiers and
Eyes on Me from Final Fantasy VIII
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3.3.4.3 Batches
As explained earlier, a 288 piece dataset was created for the study by taking into account
all possible combinations of source and target pieces, transition techniques, and transition
positions. This dataset was then split up into 18 different batches, balanced in such a way
as to have each batch contain an equal amount of pieces with within-phrase and outside
of phrase transitions, and similar amounts of pieces with different transition techniques.
Complete coverage of the entire dataset was ensured by having 32 participants, meaning
that the entire dataset would be covered twice. Each study participant was presented
with a particular batch in a random order.
3.4 System Design
The system used for this preliminary study was coded in C# using WinForms, and the
midi-dot-net library8 used to schedule MIDI sounds in an internal message queue. By
default, pitch sounds were played over Channel 1, but Channel 2 was also used when
using the crossfade transition technique, with both channels playing at the same time.
Percussion sounds for initial iterations of the study were assigned to the Snare Drum 1
sound and were played over Channel 38, while the default Acoustic Grand Piano sound,
assigned to instrument ID 0 according to the General MIDI specification (General MIDI
System Level 1 1991), was used for Channels 1 and 2. TheMicrosoft GSWavetable SW Synth,
the default software synthesizer found onWindows, was used as the software instrument
for this study. Each piece in the study was played to participants at a hard-coded tempo
of 120 beats per minute, regardless of the piece’s original tempo.
8While the original version of the midi-dot-net library was created by Tom Lokovic (which can be found
at https://code.google.com/archive/p/midi-dot-net/), this study uses a fork by Justin Ryan,
which can be found at https://github.com/jstnryan/midi-dot-net.
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3.5 Conclusions
This chapter has presented a study framework aimed to investigate how easily detectable
four different musical transition techniques are: abrupt cut transition, horizontal rese-
quencing, crossfading, and weighted averaging. The technique used in this study, where
participants must click a mouse button when they have detected a musical transition
within the piece, has been adapted frommethodologies used inmusic psychology studies
such as Deliège (1987) and Clarke and Krumhansl (1990). The transitions are then rated
based on their success, their rate of change, their perception, and their degree of fitting
within the piece. The following chapter analyses and discusses the results of this study.
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Thus it is that music, mirroring the essential shape and substance
of human experience, from time to time contains sudden, shocking
clashes with unpredictable chance. Lesser composers tend to
eschew such harsh encounters with the unexpected, avoiding them
by employing a single-minded sameness of musical materials
or minimizing them by making a fetish of well-oiled, smooth
transitions. But the great masters have faced fate boldly, and
capricious clashes with chance are present in much of their finest
music.
Leonard Meyer, Emotion and Meaning in Music, p. 1961
4
Evaluating the Detection of Musical
Transitions
This chapter describes the techniques used to evaluate the study described in Chapter 3.
Section 4.1 goes into more detail about the participants that took part in this study.
Section 4.2 describes the use of non-parametric tests in order to evaluate the obtained
results, while Section 4.3 discusses the observations made from the results of the study.
1Leonard B. Meyer (1961). Emotion and Meaning in Music. University of Chicago Press, p. 320. isbn:
978-0226521398, p. 196
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4.1 Participants
Each participant was asked to enter their demographics at the end of the study; a screen-
shot of the provided form can be seen in Fig. 4.1. 32 participants completed the study,
split between 18 males and 14 females, and were recruited via word of mouth, forming
a convenience sample. The age of the participants ranged from 18–63 years old (mean
age: 35.5, s.d. = 13.9). The vast majority of participants were Maltese (28), while the
remaining 4 were of Greek, Polish, Norwegian, and Icelandic origin. All participants had
a Western background and upbringing.
Figure 4.1: Screenshot of the demographics collection screen from the study
Participants were asked to self-rate their knowledge of musical harmony according
to the 5-point scale presented in Fig. 4.1. This means that only the first and last points
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of the scale were labelled (with the labels None and Expert respectively). The following
results were obtained:
• none (8)
• minimal (8)
• some (11)
• knowledgeable (3)
• expert (2)
The results above were grouped into 16 untrained participants (made up of partici-
pants rated as none and minimal) and 16 trained participants (made up of participants
rated as some, knowledgeable, and expert).
Participants were also asked howmany years they had spent practising an instrument.
10 participants responded that they had never practised an instrument before, with the
remaining 22 participants ranging from 1–50 years of instrument practice (mean: 12.36,
s.d. = 13.77). Out of these 22, 2 participants did not list which instruments they played,
while the rest reported experience with 1-4 instruments (mean count: 1.75, s.d. = 0.89).
22 participants expressed experience with a harmonic instrument, 24 participants with a
melodic instrument, and 2 with a rhythmic instrument (taking into consideration that
some participants expressed experience with more than one instrument type, and some
instruments can be classified under multiple categories). Table 4.1 shows the instruments
played by this study’s participants and their categorisation, and was verified by an expert.
Two of the participants did not click the mouse button to detect transitions for the
entire study, while one participant only did so for the examples. This means that for these
participants, the presented pieces only contain the ratings for success, rate of change,
perception, and degree of fitting, while missing any timestamps for transition detections.
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Instrument Category Participant Count
Cello Melodic 2
Clarinet Melodic 1
Drums Rhythmic 2
Flute Melodic 1
Guitar Harmonic2 8
Mandolin Melodic 1
Ocarina Melodic 1
Piano Melodic/Harmonic 12
Pipe Organ Melodic/Harmonic 1
Ukulele Harmonic 1
Viola Melodic 1
Violin Melodic 3
Voice Melodic 1
Table 4.1: Categorisation of the instruments played by participants
4.2 Non-Parametric Tests
The section discusses the use of non-parametric tests on the data collected for this
study. As stated in Section 3.2.2, the data associated with a transition piece included the
timestamps of when participants detected transitions within the piece, as well as the
ratings of the transition’s success, rate of change, perception, and degree of fitting values.
Each of the latter values were taken from a 5-point Likert scale.
4.2.1 Using Discrete Visual Analogue Scales
Each criterion is presented to participants as a 5-point discrete visual analogue scale. As
stated by Uebersax (2006), this type of scale presents participants with 5 categories that
they can use to answer the question. All categories are unlabelled except for the extremes,
and only the categories presented in the scale may be used.3 Data from a discrete visual
2No participants reported having experience with playing classical guitar, so all guitar players were
grouped together under the harmonic category.
3This is in contrast to a visual analogue scale, where participants can place a mark anywhere along a line
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analogue scale must be treated as categorical data and not interval data; this is because
participants may perceive different distances between each category on the scale (Brill
2008). This is in contrast to items in a Likert scale, where each point on the scale must
be more or less evenly spaced and notated with consecutive numbers and verbal labels
(Uebersax 2006).
Discrete visual analogue scales result in ordinal values. These do not have a normal
distribution, meaning that non-parametric tests must be used for statistical analysis.
4.2.2 Issues and biases with self-reporting and scales
Although participants were asked how many years they spent playing or learning how
to play an instrument, no definition was provided as to what this meant. This meant that
there was no difference between participants that took formal training in an instrument,
or participants that were self-taught. Furthermore, just because a participant stated that
they have been playing an instrument for 10 years does not necessarily mean that there
was improvement to that participant’s skill in playing that instrument. Similarly, with
participants that reported playing multiple instruments, there was no granular detail
asked as to how many years were spent playing each instrument.
A similar issue can be found when asking participants to rate their knowledge of
harmony; no definition is given for this in the question provided, and therefore the
question may be interpreted in different ways.
Several biases as discussed by Brill (2008) when using self-reporting techniques such
as Likert items. One bias is the central tendency bias, where participants are more inclined
to avoid values on both extremes of a scale. Other biases include acquiescence bias (where
participants tend to choose answers that they believe is being expected of them) and
social desirability bias (where participants select answers that portray themselves in a
favourable light). None of these biases are deemed applicable to the ratings of each
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transition technique, since the question is about the technique itself rather than the
participant.
4.2.3 Techniques
All statistical tests described below were carried out in statistical package R (R Core
Team 2017).
A linear-by-linear test4 (also known as an ordinal chi-squared test) was used to
determine association between two variables in a contingency table (Agresti 2007, pp. 229–
232), with the null hypothesis being that there existed no association between them.
The list below shows the results for tests run for each pair of Likert scale variables
(success, rate of change, perception, and degree of fitting, as discussed in Section 3.2.2),
presenting the corresponding χ2 value, p-value and degree of freedom value for each test.
The α value is taken to be 0.05, and if the p-value is lower than α, the null hypothesis is
rejected. Cramér’s V (also referred to as Cramér’s φ) was also computed to measure the
effect size of each association, where a small effect size has a magnitude of 0.1, a medium
effect size has a magnitude of 0.3, and a large effect size has a magnitude of 0.5 (Cohen
1988, pp. 223–226).
Pair of Variables χ2 df p-value Cramer’s V Effect size
Success vs. Rate of Change 443.16 16 p < 2.2× 10−16 0.397 medium
Success vs. Perception 275.56 16 p < 2.2× 10−16 0.313 medium
Success vs. Degree of Fitting 665.86 16 p < 2.2× 10−16 0.486 medium
Rate of Change vs. Perception 457.12 16 p < 2.2× 10−16 0.403 medium
Rate of Change vs. Degree of Fitting 687.75 16 p < 2.2× 10−16 0.494 medium
Perception vs. Degree of Fitting 447.56 16 p < 2.2× 10−16 0.399 medium
Table 4.2: Results from the ordinal chi-squared test for each pair of Likert variables
The above results in Table 4.2 show that the null hypothesis is rejected in all cases,
meaning that there is an association between each pair of variables.
4lbl_testwas the function used to run this test in R Studio, taken from the coin package
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Kendall’s tau is used to determine whether the relationship between two variables
is monotonic (i.e. as one variable increases in value, the other variable also increases)
and measured on a scale of −1 to 1. This is calculated for each statistically significant
pairwise difference, and the positive correlations found can be seen below in Table 4.3.
Pair of Variables Z p-value Kendall’s tau Effect size
Success vs. Rate of Change 14.37 p < 2.2× 10−16 0.44 medium
Success vs. Degree of Fitting 19.153 p < 2.2× 10−16 0.587 medium
Rate of Change vs. Degree of Fitting 20.321 p < 2.2× 10−16 0.62 medium
Table 4.3: Positive correlations found for each pair of Likert variables
Negative correlations that were also found between the pairwise differences are
shown below in Table 4.4.
Pair of Variables Z p-value Kendall’s tau Effect size
Success vs. Perception −8.53 p < 2.2× 10−16 −0.261 weak
Rate of Change vs. Perception −12.699 p < 2.2× 10−16 −0.388 medium
Perception vs. Degree of Fitting −13.543 p < 2.2× 10−16 −0.414 medium
Table 4.4: Negative correlations found for each pair of Likert variables
Taking into consideration the value ranges associatedwith each variable (as discussed
in Section 3.2.2), these results demonstrate that:
• A transition can be considered successful if the rate of change between one piece
and another is gradual (due to a medium strength positive correlation between
Success and Rate of Change).
• A transition can be considered successful if the degree of fitting between one piece
and another is very smooth (due to amedium strength positive correlation between
Success and Degree of Fitting).
• A transition can be considered successful if the change between one piece and an-
other is perceived to be very subtle (due to a medium strength negative correlation
between Success and Perception).
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• A subtle transition is one that has a high degree of fitting between one piece and
another (due to a medium strength negative correlation between Perception and
Degree of Fitting).
• A gradual transition is perceived to be very subtle (due to a medium strength
negative correlation between Rate of Change and Perception).
• A gradual transition is one that has a high degree of fitting between one piece and
another (due to a medium strength positive correlation between Rate of Change
and Degree of Fitting).
These results confirm what is stated in the literature, as can be seen in Section 2.3.4.
The four transition techniques were grouped into 2 categories based on the resulting
transition length: the abrupt cut transition and horizontal resequencing transition tech-
niques were placed in the Short category, while the weighted averaging and crossfading
techniques were placed in the Long category. The Wilcoxon Rank Sum Test (also known
as the Mann-Whitney U Test) was used to compare the differences between means of
these two categories, with the null hypothesis being that there is no difference in ratings
between both categories. This test was also used to compare the differences between the
means of transition position (that is, whether or not a transition was either within-phrase
or outside-of-phrase). The obtained results are shown below in Table 4.5.
Transition Length,
p
Transition
Position, p
Success 0.00797 0.386
Rate of Change 0.0428 0.0642
Perception 0.00101 0.0936
Degree of Fitting 2.005× 10−5 0.0373
Table 4.5: Results of the Wilcoxon Rank Sum Test for transition length
The results obtained for transition length categories show are all statistically signifi-
cant with a p-value < 0.05, meaning that there is a difference between the 2 categories.
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Fig 4.2 below shows that short transitions seem to have been rated as more successful,
smoother, subtler, and more gradual than longer transitions.
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Figure 4.2: Ratings between transition lengths
A statistically significant difference was obtained between transition positions for
ratings of degree of fitting, meaning that the null hypothesis is rejected. As illustrated in
Fig. 4.3, outside-of-phrase transitions tend to be rated as smoother than within-phrase
transition. This is presumably because a transition that occurs after a phrase has com-
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pleted is musically less jarring, as any musical thought would have been completed
during the phrase.
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Figure 4.3: Degree of Fitting Ratings Between Transition Positions
The Wilcoxon Rank Sum Test (also known as the Mann-Whitney U Test) was used
to compare the differences between means of two participant groups, with the null
hypothesis being that there is no difference in ratings between the groups. In this case,
the testwas run 3 times based on participant gender, knowledge of harmony, and knowing
how to play an instrument. The results are shown below in Table 4.6.
Participant
Gender, p
Knowledge of
Harmony, p
Instrument
Knowledge, p
Success 0.755 0.941 0.175
Rate of Change 0.79 0.975 0.77
Perception 0.0269 0.0785 0.544
Degree of Fitting 0.753 0.791 0.286
Table 4.6: Results of the Wilcoxon Rank Sum Test for participant gender, knowledge of
harmony, instrument knowledge, and transition position
While the null hypothesis is not rejected for the majority of conditions (suggesting
that there is no major difference between both populations for these pair of groups), a
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statistically significant difference was shown between participant genders for perception
ratings. As illustrated in Fig. 4.4, women tend to rate transitions as being clearer when
their results are compared to that of men.
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Figure 4.4: Perception Ratings Between Participant Gender
4.3 Observations
4.3.1 Transition Detections
Asdiscussed inChapter 3, the entire datasetwas covered twice by a total of 36 participants.
Fig. 4.5 illustrates one transition from the study with results from two participants. The
colours of each line have the following meanings:
• gray: bar lines
• green: phrase markings (both beginning and end)
• orange: the actual start and end time of the transition
• black: transition detections by participants, with the top and bottom half of the
figure corresponding to the different participants
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• blue: 450ms after the transition has begun
• pink: 2000ms after the transition has begun
Figure 4.5: An example of a detected transition
For each study piece, the timing of the first detection made by participants after
the actual start time of the transition was saved in order to determine how long it took
participants to detect when the transition actually took place.
This result is illustrated in Fig. 4.6, which shows the percentage of all successfully
detected transitions over time. This shows that there seems to be a significant increase in
the number of transition detections between 1 and 2 seconds after the actual transition
takes place. The size of this increase gradually decreases over time until it tapers off at
around 7 seconds.
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Figure 4.6: Percentage of all successfully detected transitions over time
Fig. 4.7 shows the percentage of successfully detected transitions over time for each
transition technique used in the study pieces. Here, a significant number of both abrupt
cut transitions and horizontal resequencing transitions seem to have been detected
1.5 seconds after the actual transition takes place. In contrast, both weighted averaging
and crossfading transitions are detected much later, with almost 50% of crossfading
transitions not being detected after 7 seconds.
118 CHAPTER 4. EVALUATING THE DETECTION OF MUSICAL TRANSITIONS
0
50
0
1,
00
0
1,
50
0
2
,0
0
0
2
,5
00
3,
00
0
3,
50
0
4
,0
00
4
,5
00
5,
00
0
5,
50
0
6
,0
00
6
,5
00
7,
00
0
0
10
20
30
40
50
60
70
80
Time since start of transition in milliseconds
Pe
rc
en
ta
ge
of
De
tec
ted
Tr
an
sit
io
ns
Abrupt Cut Horizontal Resequencing
Weighted Averaging Crossfading
Figure 4.7: Percentage of Successfully Detected Transitions Over Time
4.3.2 Differences Between Transition Techniques
The Kruskal-Wallis rank sum test was used in order to determine if there were statistically
significant differences between the transition techniques for each variable. The Dunn’s
test using the Benjamini–Hochberg correction was used as a post-hoc test in order to see
which techniques contained significant differences.
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4.3.2.1 Success Rating
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Figure 4.8: Success Ratings for each transition technique
The success ratings for all 4 transition techniques are illustrated in Fig. 4.8. The Kruskal-
Wallis test showed that there was a statistically significant difference between all 4 tran-
sition techniques, χ2 = 17.522, df = 3, p = 0.000552. The Dunn’s test showed that the
statistically significant differences were between the crossfading technique and all other
transition techniques, as shown below in Table 4.7.
First Technique Second Technique p, adjusted
Crossfade Abrupt Cut 0.00887
Crossfade Horizontal Resequencing 0.00614
Crossfade Weighted Averaging 0.000484
Abrupt Cut Horizontal Resequencing 0.991
Abrupt Cut Weighted Averaging 0.399
Horizontal Resequencing Weighted Averaging 0.489
Table 4.7: Results of the Dunn Test for success ratings between transition techniques
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Overall, these results indicate that the crossfading technique seems to have been
rated as less successful than the rest of the transition techniques within the context of
this study.
4.3.2.2 Rate of Change Rating
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Figure 4.9: Rate of Change Ratings for each transition technique
The ratings for rate of change for all 4 transition techniques are illustrated in Fig. 4.9. The
Kruskal-Wallis test showed that there was no statistically significant different between
the transition techniques, χ2 = 6.993, df = 3, p = 0.0721.
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4.3.2.3 Perception Rating
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Figure 4.10: Perception Ratings for each transition technique
The perception ratings for all 4 transition techniques are illustrated in Fig. 4.10. The
Kruskal-Wallis test showed that there was a statistically significant difference between
all 4 transition techniques, χ2 = 9.456, df = 3, p = 0.0238. The Dunn’s test showed that
the statistically significant differences were between the crossfading technique and both
the abrupt cut and weighted averaging techniques, as shown below in Table 4.8.
First Technique Second Technique p, adjusted
Crossfade Abrupt Cut 0.0427
Crossfade Horizontal Resequencing 0.328
Crossfade Weighted Averaging 0.03
Abrupt Cut Horizontal Resequencing 0.29
Abrupt Cut Weighted Averaging 0.907
Horizontal Resequencing Weighted Averaging 0.284
Table 4.8: Results of the Dunn Test for perception ratings between transition techniques
122 CHAPTER 4. EVALUATING THE DETECTION OF MUSICAL TRANSITIONS
Overall, these results indicate that the crossfading technique seems to have been
rated as clearer to perceive than both the abrupt cut transition and weighted averaging
techniques within the context of this study.
This result is particularly surprising given the previous results. For example, as
described in Section 4.3.1, the crossfading technique was detected later than all other
transition techniques tested. This would imply that crossfading was therefore more
difficult to perceive than the other transition techniques, which contradicts the results
found in Table 4.8.
One possible interpretation as to why crossfading was detected later than the rest of
the transitions may be because participants only counted the transition as having taken
place when the crossfading had finished, rather than when it began.
4.3.2.4 Degree of Fitting
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Figure 4.11: Degree of Fitting Ratings for each transition technique
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The ratings for degree of fitting for all 4 transition techniques are illustrated in Fig. 4.11.
TheKruskal-Wallis test showed that therewas a statistically significant difference between
all 4 transition techniques, χ2 = 23.177, df = 3, p = 3.71× 10−5. The Dunn’s test showed
that the statistically significant differences were between the crossfading technique and
all other transition techniques, as shown below in Table 4.7.
First Technique Second Technique p, adjusted
Crossfade Abrupt Cut 0.000381
Crossfade Horizontal Resequencing 0.000409
Crossfade Weighted Averaging 0.000171
Abrupt Cut Horizontal Resequencing 0.906
Abrupt Cut Weighted Averaging 0.869
Horizontal Resequencing Weighted Averaging 0.956
Table 4.9: Results of the Dunn Test for degree of fitting ratings between transition tech-
niques
Overall, these results indicate that the crossfading technique seems to have been rated
as more jarring than the rest of the transition techniques within the context of this study.
4.3.3 Comparison of Source and Target Pieces
From the data set of 288 pieces, 48 of these consisted of transitions between the same
source and target pieces (for example: transitioning from the Radetzky March into the
Radetzky March again). Since the data set was seen twice, this meant that 96 data points
were from pieces that had the same source and target, while 480 data points were from
pieces that have different source and targets (for a total of 576 data points).
TheWilcoxon Rank SumTest was used to compared the differences between these two
categories, with the null hypothesis being that there is no difference in ratings between
them. The results can be seen in Table 4.10.
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Category W p value
Success 16542 p = 7.163× 10−6
Rate of Change 14967 p = 2.405× 10−8
Perception 33468 p = 6.324× 10−13
Degree of Fitting 14702 p = 8.312× 10−9
Table 4.10: Results of the Wilcoxon Rank Sum Test when comparing transitions between
source and target pieces
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Figure 4.12: Ratings between pieces with the same source and target piece, and pieces
with a different source and target piece
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Thus, the null hypothesis is rejected, and the difference between the two groups is
statistically significant, meaning that the more similar the source and target pieces are,
the greater the possibility of the transition being ranked as successful, gradual, subtle, or
smooth. This is illustrated in Fig. 4.12.
4.4 Conclusions
In conclusion, this study has shown that for the context presented in this particular study,
there are associations between success, rate of change, degree of fitting, and perception
of transitions. Transitions that are rated as being smooth tend to change gradually,
smoothly, and subtly between the source and target pieces. Moreover, transitions that
occur in between musical phrases tend to be rated as less jarring, and transitions that
occur between the same source and target piece also tend to be rated as more successful.
This implies that in order to create musical transitions for video games, following these
criteria may lead to a more immersive experience. However, there is nothing stopping a
composer or audio programmer from using these results to create transitions that are
more jarring as a conscious artistic decision, as discussed in Section 3.1.
An interesting result is the tension between the amount of time needed to detect
a crossfading transition compared with the ratings of all 4 criteria for this transition
technique. While a crossfading transition tends to be detected fairly late by participants,
they were also more likely to be rated as unsuccessful, very abrupt in terms of their
rate of change, very clear in terms of their perception, and very jarring in terms of their
degree of fitting between both source and target pieces. One possible interpretation is
that while participants might not have detected the exact event at which the transition
took place, nevertheless the accumulated effect over time must have been substantial
enough for the transition to be deemed unsuccessful.
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In a similar manner, Sweet (2014, p. 167) states that longer transitions are considered
to be more effective. The results obtained from this study contradict this, as shorter
transitions (such as abrupt cut transition and horizontal resequencing) were rated as
more successful, smoother, subtler, and more gradual than longer transitions. However,
both longer and shorter transitions may be considered as different tools in a game
composer’s toolbox and may be used when appropriate in a variety of different scenarios.
While the results obtained in this study show that shorter transitions were preferred over
longer transitions in this context, this does not necessarily mean that shorter transition
techniques should be used in all situations. In particular, a composer should consider
the different pieces of music being used, and that the effectiveness of longer transitions
may depend on the similarity between the two pieces.
Finally, while the weighted averaging technique did not exceed any one particular
transition technique in terms of success, rate of change, perception, and degree of fitting
ratings, there are several improvements that can be applied to this technique, as will be
discussed in Chapter 5.
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Supposing, for instance, that the fundamental relations of pitched
sounds in the science of harmony and of musical composition
were susceptible of such expression and adaptations, the engine
might compose elaborate and scientific pieces of music of any
degree of complexity or extent.
Ada Lovelace, translator’s note in Luigi Menabrea’s
“Sketch of the Analytical Engine invented by Charles
Babbage”, p. 6941
5
Towards a New Transition Algorithm
This chapter describes the technical details behind the development of a new transition
algorithm to be used in a video game context. Section 5.1 investigates how transitions
are normally implemented in video games, and introduces the concept of a transition
region. Section 5.2 introduces the multiple viewpoint system by discussing viewpoints
and the use of Markov models within such a system. Finally, Section 5.3 discusses the
iterative approach used to find a suitable algorithm for generating transitions using a
multiple viewpoint system within the context of a video game.
4Luigi Federico Menabrea (1843). “Sketch of the Analytical Engine invented by Charles Babbage”. In:
Scientific Memoirs: Selected from the Transactions of Foreign Academies of science and Learned Societies and from
Foreign Journals. Ed. by Richard Taylor. Trans. and comm. by Ada Lovelace. Vol. 3. London, United Kingdom:
Richard and John E. Taylor. Chap. 29, pp. 666–731
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5.1 Rethinking Transitions
As discussed in Chapter 2 Section 2.3.3, transitions in games can be placed in one of two
categories: zone transitions, and event-triggered transitions. This section will discuss the
development of an algorithmused to algorithmically generate suitablemusical transitions
between different zones.
Figure 5.1: Boundary line between between zones A and B
In Chapter 2 Section 2.3.3, some common transition techniques used in video games
were discussed, such as horizontal resequencing, vertical reorchestration, and crossfading.
Any of these transitions may be used when transitioning between different zones. A
common implementation for each of these techniques is for an event to trigger when
crossing a zone boundary, as can be seen in Fig. 5.1. This event lets the game know that
the player’s position has moved across the boundary from the first to the second zone,
and that the music should change accordingly. However, this requires an instantaneous
musical change between the source piece and the target piece.
As described earlier in Section 2.3.4, a musical transition that must happen immedi-
ately after it has been triggered will either sound jarring, or happen after some amount
of delay. This issue is further complicated due to the player having direct control over
the movement over their character in the virtual environment, meaning that unlike in
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a linear scenario such as a film, transitions cannot be prepared beforehand, since it is
unknown as to when they will actually take place.
Figure 5.2: Transition region between zones A and B
One solution to this issue is to have a transition region that plays a generated transition
between the two pieces, as illustrated in Fig. 5.2. This region serves as a buffer zone, and
the major difference that this has over the use of a zone boundary is that it may have a
variable width2 whichmay be set individually for each transition region used. In contrast,
as stated before, a zone boundary has no width, meaning that musical transitions must
occur immediately after crossing the threshold. Having a variable width allows transition
regions to be as wide as necessary to allow the music to transition accordingly into the
new piece representing the new zone.
However, player interaction must still be taken into account when considering the
use of a transition region. Fig. 5.3 demonstrates various different player behaviours that
must be accounted for when considering musical transitions between zones, and the
system should be able to cater for any of these behaviours.3
2Different game engines tend to work with different units of measurement, so a precise value tends to be
specific to the implementation of the transition region.
3While Fig. 5.3 describes theoretical player behaviour that must be accounted for when implementing
transition regions, the study described in Chapter 6 only takes into account the behaviour shown in Figs. 5.3a
and 5.3d as can be seen in Section 6.2.2.
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(a) Seamless transition between A and B (b) Starting at A, entering the transition re-
gion, and leaving the transition region back
to A
(c) Starting at A, entering the transition re-
gion, and remaining inside it
(d) Starting at A, entering the transition re-
gion, and stopping inside it
Figure 5.3: Examples of player movement while moving between two zones
5.2 Building A New Transition Algorithm
Several algorithmic techniques used in computer music were discussed in Section 2.2.2.
Markov models were chosen due to their suitability when working with melodies and
their effectiveness when working with style imitation, both of which are relevant when
generating transitions between two melodies. The following section further details the
use of Markov models in order to generate music, and introduces the multiple viewpoint
system as the technique that will be used in this dissertation.
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5.2.1 Markov models
According to Nierhaus (2008, p. 68), aMarkov chain can be defined as a form of stochastic
process which has the following features:
• As a stochastic process, a Markov chain is able to model a sequence of events, where
a unique event at time t is represented by et. Each unique event in the sequence is
represented as a state in the chain.
• The probability of a state is dependent on the previous n states (referred to by
Whorley (2013, p. 50) as the context) that have appeared before it. A first-order
Markov chain therefore generates the probability of the next state based on a single
previous state, while a second-order Markov chain generates the probability of the
next state based on the previous two states, and so on. Markov chains can therefore
be referred to as n-gram models, where n is the size of the chain’s context.
A Markov chain can be represented as a transition matrix of probabilities, or as a
directed graph with nodes representing events and edges representing the probability of
predicting one event given another. Example 5.1 shows the first four bars of the melody
in the nursery rhyme Girls and Boys, taken from Rimbault (1846, p. 5). Fig. 5.4 illustrates
the representations of a first-order Markov chain made from said example, with Fig. 5.4a
illustrating the transition matrix of probabilities, and Fig. 5.4b illustrating the directed
graph.
G468 ˇ -ˇ ˇ (ˇ ˇ -ˇ ˇ (ˇ ˇ (ˇ ˇÉ ˇ (ˇ ˇ -ˇ ˇ`
Example 5.1: The first two bars of the nursery rhyme Girls and Boys from Rimbault (1846,
p. 5)
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G4 ♩G4 ♩.G4 A4 ♩A4 B4 C5 ♩C5 ♩D5 EndG4 0 0 0 0 1 0 0 0 0 0♩G4 1 0 0 0 0 0 0 0 0 0♩.G4 0 0 0 0 0 0 0 0 0 1A4 0 0 0 0 0 0 0 0 1 0♩A4 0 0 0 0 0 1 0 0 0 0B4 0 0.2 0.2 0.2 0 0 0.2 0.2 0 0C5 0 0 0 0 0 1 0 0 0 0♩C5 0 0 0 1 0 0 0 0 0 0♩D5 0 0 0 0 0 1 0 0 0 0
(a) Transition matrix for the first two bars of Girls and Boys
G4 ♩A4 C5
♩G4 B4 ♩.G4
♩D5 A4 ♩C5Start
End
1
1
1
1
0.2
0.2
0.2
0.20.2
1
1
1 1
1
(b) Transition chain for the first two bars of Girls and Boys
Figure 5.4: Representations of a first-order Markov chain made from Example 5.1
The transition matrix of probabilities in Fig. 5.4a represents every probability of
transitioning from the one state (as seen on each row) to another (as seen in every
column). As stated by Ames (1989), since each number in a cell represents a probability,
by definition a row of numbers must add up to 1 (or an end state has been reached).
A transition chain, as seen in Fig. 5.4b represented by a directed graph, is a graphical
representation of the transitions between states, and is used to represent the model’s
transition matrix and the probability of transitioning from state to state.
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While Fernández and Vico (2014) discuss the use of different types of Markovmodels
such as hidden Markov models and Markov decision processes, this dissertation will be
using Markov chains as discussed above.
5.2.2 Viewpoints
This dissertation makes use of viewpoints in order to model abstract attributes of a
musical event from a sequence of events, rather than modelling the entire event itself.
In essence, a viewpoint is simply a lens that allows a sequence of musical events to
be converted into a sequence of attributes taken from those events. By using several
viewpoints inside a multiple viewpoint system and combining them accordingly, a
distributed approach can be used to model music (Conklin 1990).
A melody can be represented as a sequence of individual musical events ei1, where i
is the length of the sequence.4 Each event e is made up of a collection of basic attributes
that describe abstract properties of such events, and all attributes (whether basic or
otherwise) are represented by their type τ . Thus, each event can be formally defined as
an n-tuple of basic types (M. Pearce 2005), as can be seen in Equation 5.1.5
e : {τb1 , τb2 , . . . , τbn} (5.1)
The domain [τ ] of an event type τ defines the set of all possible values that the type
may contain. Normally, these are numeric values that may be mapped onto the attributes
of a particular event. The semantic domain of a type, represented by [[τ ]], is described by T.
Hedges (2017, p. 63) as being the set of domain values [τ ] represented using values that
are easier for people to conceptually understand. A mapping from a domain value to a
semantic domain value is given by [[·]]τ : [τ ]→ [[τ ]]. Similarly, a mapping from a semantic
4While this approach has been extended to harmony, notably by Whorley (2013) and T. Hedges (2017),
the rest of this dissertation will be framed with reference to melody.
5Note that most equations have been taken from T. Hedges (2017), unless as otherwise stated here.
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domain value to a domain value is done via the following function: [[·]]′τ : [[τ ]]→ [τ ]. An
example of this can be seen in Table 5.1 below.
The set of all possible events is denoted by ξ, where e ∈ ξ. This is made up of the
product of domains of any relevant basic types, as can be seen in Equation 5.2.
ξ = [τb1 ]× [τb2 ]× · · · × [τbN ] (5.2)
Formally, a viewpoint is defined by the partial function Ψτ as shown in Equation 5.3,
which allows a sequence of events in ξ∗ to be mapped onto the viewpoint’s type τ .
ξ∗ represents the Kleene closure of ξ which contains all possible sequences of events,
including the empty sequence. This function is typically applied to each event in a
sequence, iterating over the complete sequence, in order to convert a sequence of notes
to a sequence of viewpoint values. For example, a list of notes could be mapped to a list
of its corresponding pitch values.
Ψτ : ξ
∗ ⇀ [τ ] (5.3)
In Conklin (1990, p. 59), a viewpoint is formally defined as consisting of both the
viewpoint function Ψτ and the associated model. The approach used in this dissertation
is one similar to M. Pearce (2005) and T. Hedges (2017), where the statistical model
is separated from the definition of the viewpoint. This is to allow for a multitude of
different models associated with the same matching function, and allows for statistical
models to be made based on the corresponding sequence of types, rather than just the
entire event itself. As stated by T. Hedges (2017, p. 66), while any finite context model
may be used to model a viewpoint, the vast majority of the literature has used Markov
models, and this dissertation will do the same.
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Each viewpoint also contains a type set, as shown below in Equation 5.4, which as
stated by Conklin and Witten (1995), shows which types the viewpoint is made up from
and therefore which types the viewpoint can predict. In the case of basic viewpoints, the
type set is simply the viewpoint type itself.
〈τ〉 ⊆ {τb1 , . . . , τbn} (5.4)
A summary of the notation and functions related to typed attributes is given below
in Table 5.1.
Symbol Interpretation Example
τ A typed attribute cpitch
[τ ] Syntactic domain of τ {60, . . . , 72}
〈τ〉 Type set of τ {cpitch}
[[τ ]] Semantic domain of τ {{B#3,C4, . . . }, . . . , {B#4,C5, . . . }}
[[·]]τ : [τ ]→ [[τ ]] Semantic interpretation of [τ ] [[60]] = {B#3,C4, . . . }
[[·]]′τ : [[τ ]]→ [τ ] Syntactic interpretation of [[τ ]] [[B#3]]′ = 60
Ψτ : ξ
∗ ⇀ [τ ] Viewpoint function Projection function
Table 5.1: Sets and functions associated with typed attributes, replicated from T. Hedges
(2017, p. 64)
While a matching function is introduced by Conklin (1990, pp. 59–60) in order to
remove undefined values from sequences, as can be seen in Equation 5.5, it is not used
in this dissertation in order to preserve those null values, since they may represent rests.
Φτ : ξ
∗ ⇀ [τ ]∗ (5.5)
5.2.3 Viewpoint Classes
In the literature, several viewpoints are grouped in different classes, with each class able
to model different sequences in different ways. These classes are:
• basic viewpoints
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• derived viewpoints
• linked viewpoints
• test viewpoints
• threaded viewpoints
• relational viewpoints
Each of the viewpoint classes are described in more detail below. The first two bars of
Strauss’s Radetzky-Marsch, zu Ehren des grossen Feldherrn (Strauss n.d.) is used to illustrate
each viewpoint type, and the values for each chosen viewpoint are displayed in a solution
array.
G44S ˇ ˇ ˇ ? ˇ ˇ ˇ ?
ˇ ˇ ˇ` -ˇ
Position 1 2 3 4 5 6 7 8 9 10 11 12
Music Event 8D6 8D6 8D6 8R 8D6 8D6 8D6 8R 4F#6 4E6 4.D6 8C#6
Figure 5.5: The first two bars of Strauss’s Radetzky March, Op. 228, used to illustrate each
viewpoint class
5.2.3.1 Basic Viewpoints
Basic viewpoints model basic types that make up the musical event. This means that a
basic viewpoint Ψτb operates on a single element and simply returns the corresponding
basic type. Hence, the type set 〈τ〉 of a basic viewpoint is the basic type itself. Four basic
viewpoints that are used in this dissertation can be seen in Table 5.6, and are described
in more detail below.
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G44S ˇ ˇ ˇ ? ˇ ˇ ˇ ?
ˇ ˇ ˇ` -ˇ
Position 1 2 3 4 5 6 7 8 9 10 11 12
Onset 0 12 24 36 48 60 72 84 96 120 144 180
Pitch 86 86 86 ⊥ 86 86 86 ⊥ 90 88 86 85
Duration 8 8 8 8 8 8 8 8 4 4 4. 8
Octave 6 6 6 ⊥ 6 6 6 ⊥ 6 6 6 6
Figure 5.6: Examples of basic viewpoints Pitch and Duration
Onset
Onset returns the event’s onset in time from the beginning of the melody.
In a similar manner to M. Pearce (2005, p. 63), a timebase value is used to
determine the “granularity of the time representation” of an event’s duration;
here, the timebase is set to 96.6. The domain [τ ] of the Onset viewpoint
corresponds to Z∗.7 Musical events that do not contain pitch information
(such as rests) will return undefined values, which are represented as ⊥.
This viewpoint is not used in this dissertation on its own, but is used to create
the derived viewpoint IOI (and any linked viewpoints that use that derived
viewpoint).
Pitch
Pitch returns the MIDI note number that corresponds with the note’s pitch
and octave. If the event is a rest, an undefined value (represented as ⊥) is
returned. The domain [τ ] corresponds to Z, but is most often restricted to
{36, . . . , 96}, representing a range of pitches between the C found 2 octaves be-
6For example, the value of a crotchet (or quarter note) becomes 24, and the value of a quaver (or eighth
note) becomes 12 A full list of each note duration and their corresponding value with a timebase of 96 can
be seen in the Appendix F.
7In this context, Z∗ is used to define non-negative integers.
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lowmiddle C and the C found 3 octaves above middle C. As a basic viewpoint,
the type set 〈τ〉 is therefore Pitch itself.
This viewpoint is used in this dissertation both on its own, as well as part of
other derived viewpoints such as Interval and linked viewpoints such as
Pitch ⊗ Duration.
Duration
Duration returns the duration value associated with the musical event.
The domain [τ ] corresponds to Z+, but is most often restricted to the val-
ues {3, . . . , 96} representing a range of durations between a demisemiquaver
(or 32nd note) and a semibreve. These values assume a timebase value of
96, as discussed earlier. As a basic viewpoint, the type set 〈τ〉 is therefore
Duration itself.
This viewpoint is used in this dissertation both on its own, as well as part of
other derived viewpoints such as DurationRation and linked viewpoints
such as Pitch ⊗ Duration.
Octave
Octave returns the octave value associated with the note. If the event is a
rest, an undefined value is returned. The domain [τ ] corresponds to Z, but a
range of {2, . . . , 7} is commonly used.
This viewpoint is used in this dissertation both on its own, as well as part of
linked viewpoints such as Octave ⊗ DurationRatio.
The basic types Pitch and Duration will be used to define the event space; i.e.
the basic types needed to create an event, as described in Equation 5.2, such that e =
{Pitch,Duration}.
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5.2.3.2 Derived Viewpoints
Derived viewpoints are made up of one or more basic viewpoints and can model rela-
tionships between adjacent events in a sequence. In practice, this is done by iterating over
the sequence of events and applying the viewpoint function Ψ to two distinct elements
at a time. A derived viewpoint may contain undefined values (denoted as ⊥), since a
viewpoint function is partial (M. Pearce 2005). The type set 〈τ〉 of a derived viewpoint is
the set of all basic types that make up the viewpoint.
Ψτd(e
j) =

⊥ if j = 1
(Ψτb(e
j)−Ψτb(ej−1) otherwise.
(5.6)
Previous implementations of derived viewpoints represented them as a piecewise
function as seen in Equation 5.6, which returned a value based on a comparison between
two adjacent events in a sequence. However, in this dissertation, since basic viewpoints
may contain undefined values (such as rests not having a Pitch value), a comparison is
made by skipping any undefined values until a defined value is reached. If no defined
value is reached, then the function returns ⊥.
Five derived viewpoints used in this dissertation can be seen in Table 5.7, and are
described in more detail below to serve as a better example of how derived viewpoints
work.
140 CHAPTER 5. TOWARDS A NEW TRANSITION ALGORITHM
G44S ˇ ˇ ˇ ? ˇ ˇ ˇ ?
ˇ ˇ ˇ` -ˇ
Position 1 2 3 4 5 6 7 8 9 10 11 12
Contour ⊥ 0 0 ⊥ 0 0 0 ⊥ 1 -1 -1 -1
Interval ⊥ 0 0 ⊥ 0 0 0 ⊥ 4 -2 -2 -1
DurationRatio ⊥ 1 1 1 1 1 1 1 2 1 1.5 0.3˙
ScaleDegree 0 0 0 ⊥ 0 0 0 ⊥ 4 2 0 11
IOI ⊥ 12 12 12 12 12 12 12 12 24 24 36
Figure 5.7: Examples of derived viewpoints Interval and Duration
Contour
Contour is a derived viewpoint, and returns an indication of whether the
current note has a higher or lower pitch than the previous note. The domain
[τ ] of this viewpoint is {⊥,−1, 0, 1}, as can be seen in Equation 5.7 below.
Ψcontour(ej) =

⊥ if Ψpitch(ej) is a rest
−1 if Ψpitch(ej) < Ψpitch(ej−1)
0 if Ψpitch(ej) = Ψpitch(ej−1)
1 if Ψpitch(ej) > Ψpitch(ej−1)
(5.7)
As described earlier in Section 5.2.3, the Contour viewpoint (and all other
derived viewpoints used in this research) have been amended to cater for
undefined values due to rests. If Ψpitch(ej−11 ) is a rest, the previous musical
event is checked. This process is repeated until a note is found, and ⊥ is
returned if no note has been found.
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This viewpoint is not used in this dissertation on its own, but is used as part
of linked viewpoints such as Contour ⊗ Duration.
Interval
Interval is a derived viewpoint, and returns the interval between two
pitches. The domain [τ ] of this viewpoint is Z, but is most often restricted
to {−24, . . . , 24} for practical reasons, as it allows a range of two intervals in
either direction, while the type set 〈τ〉 for this implementation is the basic
viewpoint Pitch. The viewpoint function for Interval can be seen below
in Equation 5.8.
Ψinterval(ej) =

⊥ if j = 1 or Ψpitch(ej) is a rest
Ψpitch(ej)−Ψpitch(ej−1) otherwise.
(5.8)
This viewpoint is both used in this dissertation on its own, as well as part of
linked viewpoints such as Interval ⊗ DurationRatio.
DurationRatio
DurationRatio is a derived viewpoint, and returns the ratio of durations
between two events. The domain [τ ] of this viewpoint is Q, while the type set
〈τ〉 for this implementation is the basic viewpoint Duration. The viewpoint
function for DurationRatio can be seen below in Equation 5.9.
Ψdurationratio(ej) =

⊥ if j = 1
Ψduration(ej)
Ψduration(ej−1)
otherwise.
(5.9)
This viewpoint is both used in this dissertation on its own, as well as part of
linked viewpoints such as Interval ⊗ DurationRatio.
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ScaleDegree
ScaleDegree is a derived viewpoint, and returns the interval from the tonic
of the piece. The domain [τ ] of this viewpoint is {0, . . . , 11}, and its corre-
sponding viewpoint function can be seen below in Equation 5.10.
Ψscaledegree(ej) =

⊥ if j = 1 or Ψpitch(ej) is a rest
Ψpitch(ej)− piece’s tonic otherwise.
(5.10)
This viewpoint is used as part of linked viewpoints such as ScaleDegree
⊗ DurationRatio.
IOI
IOI is a derived viewpoint, and returns the inter-onset interval between two
musical events. The domain [τ ] of this viewpoint corresponds to Z+, while the
type set 〈τ〉 for this implementation is the basic viewpoint Duration. The
relevant viewpoint function can be seen below in Equation 5.11.
Ψioi(ej) =

⊥ if j = 1
Ψonset(ej)−Ψonset(ej−1) otherwise.
(5.11)
This viewpoint is used as part of linked viewpoints such as Pitch ⊗ IOI.
5.2.3.3 Test Viewpoints
Test viewpoints model types with a Boolean value determined by the result of a test
applied to each event in the sequence. Such tests may include whether or not a musical
event is the first event in a bar. T. Hedges (2017) states that though these viewpoints can
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predict the basic types that they are derived from, they are more often used together
with threaded viewpoints.
G44S ˇ ˇ ˇ ? ˇ ˇ ˇ ?
ˇ ˇ ˇ` -ˇ
Position 1 2 3 4 5 6 7 8 9 10 11 12
FirstInBar T F F F F F F F T F F F
Figure 5.8: Example of test viewpoint FirstInBar
5.2.3.4 Threaded Viewpoints
Threaded viewpoints can model types whose values are only defined at certain points in
the sequence. Here, M. Pearce (2005) states that these viewpoints were developed to
take advantage of larger scale structures and patterns in music. Threaded viewpoints are
made up of what T. Hedges (2017) calls base viewpoints (such as derived viewpoints or
linked viewpoints) and test viewpoints, and are notated as τbase 	 τ test.
G44S ˇ ˇ ˇ ? ˇ ˇ ˇ ?
ˇ ˇ ˇ` -ˇ
Position 1 2 3 4 5 6 7 8 9 10 11 12
Interval 	 FirstInBar {T, 0} ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ {T, 4} ⊥ ⊥ ⊥
Figure 5.9: Example of threaded viewpoint Interval 	 FirstInBar
5.2.3.5 Linked Viewpoints
Linked viewpoints, also represented as a piecewise function as seen in Equation 5.12, are
made up of the product of what T. Hedges (2017) calls primitive viewpoints; any viewpoint
that is not linked or threaded. Linked viewpoints are able to model interactions between
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individual types (Conklin and Witten 1995), and are defined by a product type τp
over n constituent types, such that τp = τ1⊗· · ·⊗τn. The domain of a linked viewpoint is
therefore [τp] = [τ1]× · · · × [τn], and the type set of a linked viewpoint is 〈τp〉 =
⋃n
k=1〈τk〉.
Two examples can be seen below in Table 5.10.
Ψτ (e
j
1) =

⊥ if Ψτj (ej) = ⊥ for any j ∈ 1, . . . , n
(Ψτ1(e
j), . . . ,Ψτn(e
j) otherwise.
(5.12)
G44S ˇ ˇ ˇ ? ˇ ˇ ˇ ?
ˇ ˇ ˇ` -ˇ
Position 1 2 3 4 5 6 7 8 9 10 11 12
Pitch ⊗ Duration {86, 8} {86, 8} {86, 8} ⊥ {86, 8} {86, 8} {86, 8} ⊥ {90, 4} {88, 4} {86, 4.} {85, 8}
Interval ⊗ DurationRatio ⊥ {0, 1} {0, 1} ⊥ {0, 1} {0, 1} {0, 1} ⊥ {4, 2} {−2, 1} {−2, 1.5} {−1, 0.3˙}
Figure 5.10: Examples of linked viewpoints Pitch ⊗ Duration and Interval ⊗
DurationRatio
5.2.3.6 Relational Viewpoints
Relational viewpoints, introduced by T. Hedges (2017, p. 224), are viewpoints that take
a parameter (or a referent, in T. Hedges’ terminology). Five relational viewpoints can be
seen in Table 5.11, and are described in more detail below. The piece used as the target
can be seen in Example 5.2.
5.2. BUILDING A NEW TRANSITION ALGORITHM 145
G44S ˇ ˇ ˇ ? ˇ ˇ ˇ ?
ˇ ˇ ˇ` -ˇ
Position 1 2 3 4 5 6 7 8 9 10 11 12
IntervalFirstInTarget −15 −15 −15 ⊥ −15 −15 −15 ⊥ −19 −17 −15 −14
IntervalAveragePitchFromTarget −14 −14 −14 ⊥ −14 −14 −14 ⊥ −18 −16 −14 −13
Figure 5.11: Examples of relational viewpoints IntervalFirstInTarget and Inter-
valAveragePitchFromTarget
G4S ˇ ˇ ˇ ˇ ˇ ˇ 2 ˇ ˇ ˇ ˇ
Example 5.2: The first two bars of Strohbach’s The Drunken Sailor to be used as the target
piece
IntervalFirstInSource
IntervalFirstInSource is a relational viewpoint, and returns the inter-
val between the current note and the first note in the source piece. Similar
to the Interval viewpoint, the domain [τ ] of this viewpoint is Z, but is
most often restricted to {−24, . . . , 24}. Furthermore, the type set 〈τ〉 for this
implementation (and for all further implementations of relational viewpoints
that use intervals) is the basic viewpoint Pitch. The viewpoint function is
described below in Equation 5.13. Here, R refers to the referent being used,
which is the first pitch in the source piece.
Ψintervalfirstinsource(ej , R) =

⊥ if Ψpitch(ej) is a rest
Ψpitch(ej)−R otherwise.
(5.13)
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This viewpoint (and all following viewpoints) is used in this dissertation on
its own and part of linked viewpoints such as IntervalFirstInSource
⊗ DurationRatio.
IntervalFirstInTarget
IntervalFirstInTarget is a relational viewpoint that returns the interval
between the current note and the first note in the target piece. The domain
[τ ] of this viewpoint is Z (and is restricted in a similar manner to all previous
Interval viewpoints. The viewpoint function is similar to the one used in
the IntervalFirstInTarget function, but R refers to the first pitch in the
target piece instead.
IntervalAveragePitchFromSource
IntervalAveragePitchFromSource is a relational viewpoint that returns
the interval between the current note and the average pitch in the source piece.
The domain [τ ] of this viewpoint is Z (and is restricted in a similar manner to
all previous Interval viewpoints. The viewpoint function is similar to the
one described for the IntervalFirstInSource function, but R refers to
the average pitch from the source piece.
IntervalAveragePitchFromTarget
IntervalAveragePitchFromTarget is a relational viewpoint that returns
the interval between the current note and the average pitch in the target piece.
The domain [τ ] of this viewpoint is Z (and is restricted in a similar manner to
all previous Interval viewpoints. The viewpoint function is similar to the
one described for the IntervalFirstInSource function, but R refers to
the average pitch from the target piece.
IntervalAveragePitchFromBothPieces
IntervalAveragePitchFromBothPieces is a relational viewpoint that
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returns the interval between the current note and the average pitch obtained
from both source and target pieces. The domain [τ ] of this viewpoint is Z
(and is restricted in a similar manner to all previous Interval viewpoints.
The viewpoint function is similar to the one described for the Interval-
FirstInSource function, but R refers to the average pitch from both pieces.
5.2.4 Contextual Use of Viewpoints
There are several ways in which the viewpoint system as originally described in M.
Pearce (2005), Whorley (2013), and T. Hedges (2017) is different to the conceptualisation
and the implementation described in the rest of this chapter. For example, in previous
implementations in the literature, the viewpoint system was used to generate pieces of
music from a large corpus, and generation took place oﬄine. Since in this dissertation the
focus is on generating music in response to player interaction in video games, the music
generation takes place in an online manner, and the viewpoint system is created from a
limited corpus: the source piece (and the target piece when using relational viewpoints).
The differences also extend to the types of viewpoints used. For example, Interval-
FirstInBar and IntervalFirstInPhrase are viewpoints that generate the corre-
sponding intervals of each pitch depending on the first pitch in the bar and in the phrase
respectively. However, when generating a transition between two pieces, it is impossible
to know whether to use the IntervalFirstInBar viewpoint from the source piece or
from the target piece.
It is also important to note that some new viewpoints have been added to the system
implementation to take into account the use of the target piece in the transition. While
it is impossible to know when the transition will take place during the source piece, in
this implementation, a musical transition connects to the beginning of the target piece,
meaning that the first note of the target piece is always known.
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5.2.4.1 Viewpoints Used
Conklin and Witten (1995) reported the best performing system as having an entropy8
value of 1.87 bits/pitch, and containing the viewpoint features below. These features
were generated used the SONG/3 machine learning system, and in this case were used
solely to predict Pitch.
• ScaleDegree ⊗ Interval
• Interval ⊗ IOI
• Pitch
• ScaleDegree ⊗ FirstInBar
M. Pearce (2005, p. 191) uses a set of viewpoint features referred to as System C,
consisting of the features shown below. The system has a cross-entropy9 value of
1.95 bits/symbol, and was originally developed to minimise cross-entropy over the
corpus used.
• Interval ⊗ Duration
• ScaleDegree ⊗ IntFirstInPiece
• Pitch ⊗ Duration
• ScaleDegree ⊗ FirstInBar
• Interval ⊗ Tactus
• ScaleDegree ⊗ Duration
8Entropy, first described by Shannon (1948) in the context of information theory, is a measure of uncer-
tainty within the system being modelled; the greater the entropy value, the less predictable the encoded
messages. Entropy is measured in bits, which describes on average how many bits are needed to transmit
each character in a message (and therefore, how predictable the message is).
9Cross-entropy is defined byM. Pearce (2005, p. 83) as being “a quantity which represents the divergence
between the entropy calculated from these estimated probabilities and the source entropy”.
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• Interval ⊗ DurationRatio
• InteralFirstInPiece
• Interval ⊗ FirstInPhrase
M. Pearce (2005, p. 206) states that System C is not “capable of consistently generating
chorale melodies which are rated as equally successful stylistically as those in Dataset 2”
(the chorale data set). Therefore, he adds six more viewpoints to create System D, shown
below. This system has a cross-entropy value of 1.91 bits/symbol. The features for both
System C and System D were generated using a viewpoint selection algorithm based on
forward stepwise selection, with the aim of minimising the system’s cross-entropy value.
Similarly to Conklin and Witten (1995), the viewpoint features for both systems were
chosen to generate Pitch alone.
• Interval ⊗ Duration
• ScaleDegree ⊗ IntFirstInPiece
• Pitch ⊗ Duration
• ScaleDegree ⊗ Mode
• ScaleDegree ⊗ LastInPhrase
• ScaleDegree ⊗ Duration
• Interval ⊗ DurationRatio
• Interval ⊗ InScale
• Interval ⊗ FirstInPhrase
• IntervalFirstInPhrase
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The sets of viewpoint features described above have entropy values calculated based
on the corpus used; for Conklin and Witten (1995), this corpus was 100 Bach chorale
melodies, while for M. Pearce (2005) this corpus was 185 Bach chorale melodies.
The current context of the viewpoint systems requires the generation of melodies
in real-time between two different pre-composed pieces in order to generate a suitable
musical transition. Given the difference in context, the use of cross-entropy to determine
whether a set of viewpoint features is best suited for the task might not be a good idea.
A better approach is to use features that overall describe the suitability of the generated
transition (transition success, rate of change, perception, and degree of fitting between
pieces). These transition features were used in the first study conducted.
The list below describes the various basic, derived, and relational viewpoints used in
this research (and more specifically, in this implementation). A full list of viewpoints
used, including linked viewpoints, is given in Table 5.2.
The first two bars of Strauss’s Radetzky-Marsch, zu Ehren des grossen Feldherrn (Strauss
n.d.) is used to illustrate each viewpoint type, and the values for each chosen viewpoint
are displayed in a solution array. The referent values used for relational values can be
seen below in Table 5.12, with the target piece taken to be the first two bars of Strohbach’s
The Drunken Sailor (Strohbach 1963), as illustrated in Fig. 5.13:
Source Target
First Pitch 86 71
Average Pitch 86 70
Average Pitch Both Pieces 78
Figure 5.12: Table of referent values
G44S ˇ ˇ ˇ ? ˇ ˇ ˇ ?
ˇ ˇ ˇ` -ˇ
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G4S ˇ ˇ ˇ ˇ ˇ ˇ 2 ˇ ˇ ˇ ˇ
Position 1 2 3 4 5 6 7 8 9 10
Music Event 4B4 8B4 8B4 4B4 8B4 8B4 4B4 4E4 4G4 4B4
(a) The first two bars of Strohbach’s The Drunken Sailor to
be used as the target piece
Figure 5.13: Referent values used to generate full list of viewpoints
Position 1 2 3 4 5 6 7 8 9 10 11 12
Music Event 8D6 8D6 8D6 8R 8D6 8D6 8D6 8R 4F#6 4E6 4.D6 8C#6
Basic
Pitch 86 86 86 ⊥ 86 86 86 ⊥ 90 88 86 85
Duration 8 8 8 8 8 8 8 8 4 4 4. 8
Octave 6 6 6 ⊥ 6 6 6 ⊥ 6 6 6 6
Onset 0 12 24 36 48 60 72 84 96 120 144 180
Derived
Contour ⊥ 0 0 ⊥ 0 0 0 ⊥ 1 -1 -1 -1
Interval ⊥ 0 0 ⊥ 0 0 0 ⊥ 4 -2 -2 -1
DurationRatio ⊥ 1 1 1 1 1 1 1 2 1 1.5 0.3˙
ScaleDegree 0 0 0 ⊥ 0 0 0 ⊥ 4 2 0 11
IOI ⊥ 12 12 12 12 12 12 12 12 24 24 36
Relational
IntervalFirstIn-
Source
0 0 0 ⊥ 0 0 0 ⊥ 4 2 0 -1
IntervalFirstInTar-
get
−15 −15 −15 ⊥ −15 −15 −15 ⊥ −19 −17 −15 −14
IntervalAver-
agePitchFromSource
0 0 0 ⊥ 0 0 0 ⊥ 4 2 0 -1
IntervalAver-
agePitchFromTarget
−14 −14 −14 ⊥ −14 −14 −14 ⊥ −18 −16 −14 −13
IntervalAver-
agePitchFromBoth-
Pieces
−8 −8 −8 ⊥ −8 −8 −8 ⊥ −12 −10 −8 −7
Linked
Pitch ⊗ Duration {86, 8} {86, 8} {86, 8} ⊥ {86, 8} {86, 8} {86, 8} ⊥ {90, 4} {88, 4} {86, 4.} {85, 8}
Pitch ⊗ IOI ⊥ {86, 12} {86, 12} ⊥ {86, 12} {86, 12} {86, 12} ⊥ {90, 12} {88, 24} {86, 24} {85, 36}
Pitch ⊗ DurationRa-
tio
⊥ {86, 1} {86, 1} ⊥ {86, 1} {86, 1} {86, 1} ⊥ {90, 2} {88, 1} {86, 1.5} {85, 0.3˙}
Continued on next page
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Table 5.2 – Continued from previous page
Octave ⊗ Duration {6, 8} {6, 8} {6, 8} ⊥ {6, 8} {6, 8} {6, 8} ⊥ {6, 4} {6, 4} {6, 4.} {6, 8}
Octave ⊗ IOI ⊥ {6, 12} {6, 12} ⊥ {6, 12} {6, 12} {6, 12} ⊥ {6, 12} {6, 24} {6, 24} {6, 36}
Octave ⊗ Dura-
tionRatio
⊥ {6, 1} {6, 1} ⊥ {6, 1} {6, 1} {6, 1} ⊥ {6, 2} {6, 1} {6, 1.5} {6, 0.3˙}
Interval ⊗ Duration ⊥ {0, 8} {0, 8} ⊥ {0, 8} {0, 8} {0, 8} ⊥ {4, 4} {−2, 4} {−2, 4.} {−1, 8}
Interval ⊗ IOI ⊥ {0, 12} {0, 12} ⊥ {0, 12} {0, 12} {0, 12} ⊥ {4, 12} {−2, 24} {−2, 24} {−1, 36}
Interval ⊗ Dura-
tionRatio
⊥ {0, 1} {0, 1} ⊥ {0, 1} {0, 1} {0, 1} ⊥ {4, 2} {−2, 1} {−2, 1.5} {−1, 0.3˙}
Contour ⊗ Duration ⊥ {0, 8} {0, 8} ⊥ {0, 8} {0, 8} {0, 8} ⊥ {1, 4} {−1, 4} {−1, 4.} {−1, 8}
Contour ⊗ IOI ⊥ {0, 12} {0, 12} ⊥ {0, 12} {0, 12} {0, 12} ⊥ {1, 12} {−1, 24} {−1, 24} {−1, 36}
Contour ⊗ Dura-
tionRatio
⊥ {0, 1} {0, 1} ⊥ {0, 1} {0, 1} {0, 1} ⊥ {1, 2} {−1, 1} {−1, 1.5} {−1, 0.3˙}
ScaleDegree ⊗ Dura-
tion
{0, 8} {0, 8} {0, 8} ⊥ {0, 8} {0, 8} {0, 8} ⊥ {4, 4} {2, 4} {0, 4.} {11, 8}
ScaleDegree ⊗ IOI ⊥ {0, 12} {0, 12} ⊥ {0, 12} {0, 12} {0, 12} ⊥ {4, 12} {2, 24} {0, 24} {11, 36}
ScaleDegree ⊗ Dura-
tionRatio
⊥ {0, 1} {0, 1} ⊥ {0, 1} {0, 1} {0, 1} ⊥ {4, 2} {2, 1} {0, 1.5} {11, 0.3˙}
ScaleDegree ⊗ In-
terval
⊥ {0, 0} {0, 0} ⊥ {0, 0} {0, 0} {0, 0} ⊥ {4, 4} {2,−2} {0,−2} {11, 1}
ScaleDegree ⊗ In-
tervalFirstInSource
⊥ {0, 0} {0, 0} ⊥ {0, 0} {0, 0} {0, 0} ⊥ {4, 4} {2, 2} {0, 0} {11,−1}
ScaleDegree ⊗ In-
tervalFirstInTarget
⊥ {0,−15} {0,−15} ⊥ {0,−15} {0,−15} {0,−15} ⊥ {4,−19} {2,−17} {0,−15} {11,−14}
IntervalFirstIn-
Source ⊗ Duration
{0, 8} {0, 8} {0, 8} ⊥ {0, 8} {0, 8} {0, 8} ⊥ {4, 4} {2, 4} {0, 4.} {−1, 8}
IntervalFirstIn-
Source ⊗ IOI
⊥ {0, 12} {0, 12} ⊥ {0, 12} {0, 12} {0, 12} ⊥ {4, 12} {2, 24} {0, 24} {−1, 36}
IntervalFirstIn-
Source ⊗ Dura-
tionRatio
⊥ {0, 1} {0, 1} ⊥ {0, 1} {0, 1} {0, 1} ⊥ {4, 2} {2, 1} {0, 1.5} {−1, 0.3˙}
IntervalFirstInTar-
get ⊗ Duration
{−15, 8} {−15, 8} {−15, 8} ⊥ {−15, 8} {−15, 8} {−15, 8} ⊥ {−19, 4} {−17, 4} {−15, 4.} {−14, 8}
IntervalFirstInTar-
get ⊗ IOI
⊥ {−15, 12} {−15, 12} ⊥ {−15, 12} {−15, 12} {−15, 12} ⊥ {−19, 12} {−17, 24} {−15, 24} {−14, 36}
IntervalFirstInTar-
get ⊗ DurationRatio
⊥ {−15, 1} {−15, 1} ⊥ {−15, 1} {−15, 1} {−15, 1} ⊥ {−19, 2} {−17, 1} {−15, 1.5} {−14, ˙0.3}
IntervalAver-
agePitchFromSource
⊗ Duration
{0, 8} {0, 8} {0, 8} ⊥ {0, 8} {0, 8} {0, 8} ⊥ {4, 4} {2, 4} {0, 4.} {−1, 8}
IntervalAver-
agePitchFromSource
⊗ IOI
⊥ {0, 12} {0, 12} ⊥ {0, 12} {0, 12} {0, 12} ⊥ {4, 12} {2, 24} {0, 24} {−1, 36}
IntervalAver-
agePitchFromSource
⊗ DurationRatio
⊥ {0, 1} {0, 1} ⊥ {0, 1} {0, 1} {0, 1} ⊥ {4, 2} {2, 1} {0, 1.5} {−1, 0.3˙}
Continued on next page
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Table 5.2 – Continued from previous page
IntervalAver-
agePitchFromTarget
⊗ Duration
{−14, 8} {−14, 8} {−14, 8} ⊥ {−14, 8} {−14, 8} {−14, 8} ⊥ {−18, 4} {−16, 4} {−14, 4.} {−13, 8}
IntervalAver-
agePitchFromTarget
⊗ IOI
⊥ {−14, 12} {−14, 12} ⊥ {−14, 12} {−14, 12} {−14, 12} ⊥ {−18, 12} {−16, 24} {−14, 24} {−13, 36}
IntervalAver-
agePitchFromTarget
⊗ DurationRatio
⊥ {−14, 1} {−14, 1} ⊥ {−14, 1} {−14, 1} {−14, 1} ⊥ {−18, 2} {−16, 1} {−14, 1.5} {−13, ˙0.3}
IntervalAver-
agePitchFromBoth-
Pieces ⊗ Duration
{−8, 8} {−8, 8} {−8, 8} ⊥ {−8, 8} {−8, 8} {−8, 8} ⊥ {−12, 4} {−10, 4} {−8, 4.} {−7, 8}
IntervalAver-
agePitchFromBoth-
Pieces ⊗ IOI
⊥ {−8, 12} {−8, 12} ⊥ {−8, 12} {−8, 12} {−8, 12} ⊥ {−12, 12} {−10, 24} {−8, 24} {−7, 36}
IntervalAver-
agePitchFromBoth-
Pieces ⊗ Dura-
tionRatio
⊥ {−8, 1} {−8, 1} ⊥ {−8, 1} {−8, 1} {−8, 1} ⊥ {−12, 2} {−10, 1} {−8, 1.5} {−7, 0.3˙}
Table 5.2: List of viewpoints used in this research
5.2.4.2 Transition Region Discretisation
Since the width of the transition region will affect the generated transition as discussed
in Section 5.1 (in effect, a wider transition region will result in a longer transition), and
the transition will be generated from a combination of the models from both source
and target pieces, an additional combination technique must be used together with the
viewpoint combination technique. This allows the transition region to slowly ease into
music generated by the model for the target piece.
The transition region is first discretised into several smaller sections, and each section
is then assigned a ratio that signifies the weights for each corresponding piece. As can
be seen in Fig. 5.14, the transition region is discretised into 4 sections, with each one
assigned a ratio that shows the probability of a particular piece being chosen.
As an example, the first section is assigned a ratio of 4 : 1. This means that in order to
generate the next musical event in the transition, the transition system has an 80% chance
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Figure 5.14: A transition region made up of 4 sections, each with their own relevant
weighted ratios
of selecting the viewpoint system generated from the source piece, and a 20% chance of
selecting the viewpoint system generated from the target piece. As the player traverses
further into the transition region, these ratios may change depending on the section they
are in.
Therefore, on leaving zone A, the player first enters a section with a ratio of 4 : 1,
meaning that the generated music will be predominantly from the model of the source
piece, with a 1 in 5 chance that the generated music would be from the model of the
target piece. As the player moves away from zone A and towards zone B, each section
contains ratios that represent a decrease in probability that the model from the source
piece would be chosen, and an increase in probability that the model from the target
piece would be chosen. In the example shown in Fig. 5.14, these ratios are 4 : 1, 3 : 2,
2 : 3, and 1 : 4 respectively.10
This means that in order to determine which model should be chosen in order to
generate the corresponding music, one can simply use the ratio that corresponds to the
section in the transition region that the player is currently in.
10In general, for n sections, the ratios for each section are as follows: n : 1, n− 1 : 2, n− 2 : 3, . . . , 1 : n.
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5.3 Generating Transitions
This section discusses three different techniques that have been used here to generate
musical transitions by combining multiple viewpoints. While the first two techniques
were found to be unsuitable for generating suitable musical transitions, the third tech-
nique was ultimately the one chosen to be used in the study described in Chapter 6. The
three different techniques that are described are as follows:
• weighted averaging: as described by Wooller and A. R. Brown (2005), this technique
generates an event from a sequence ofweightedMarkov chains based on the player’s
position within the transition region
• model selection: where viewpoint systems for source and target pieces are created,
and the next musical event in the transition is generated by selecting a viewpoint
system based on the player’s position within the transition region
• weighted viewpoint selection: where the distributions from viewpoint systems for
source and target pieces are combined and weighted, and the next musical event
in the transition region is generated based on the resulting distribution
5.3.1 Weighted Averaging
One of the techniques discussed by Wooller and A. R. Brown (2005) in Section 2.3.2.1
is weighted averaging. Here, separate Markov models are created from the source
and target pieces. No viewpoints were used when creating the models; instead, each
musical event was represented using the same musical representation as discussed in
Section 3.3.3.
As previously discussed in Section 5.2.4.2, intermediate Markov chains are created
between the source model and the target model in order to generate a suitable transition
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between the two. Fig. 5.15 shows 5 intermediate steps between the source and target
model, with each step composed of its own transition matrix that has weighted transition
probabilities depending on its position in the sequence.
♩D4 ♩E4 ♩F4 ♩G4♩D4 0.25 0.5 0.25 0♩E4 0.3 0.3 0.3 0♩F4 0.5 0 0 0.5♩G4 0 0 0 0
Model A – 6 : 0
♩D4 ♩E4 ♩F4 ♩G4♩D4 0.227 0.5 0.227 0.045♩E4 0.294 0.294 0.412 0♩F4 0.416˙ 0 0 0.583˙♩G4 0.3˙ 0.3˙ 0 0.3˙
5 : 1
♩D4 ♩E4 ♩F4 ♩G4♩D4 0.2 0.5 0.2 0.1♩E4 0.25 0.25 0.5 0♩F4 0.3˙ 0 0 0.6˙♩G4 0.3˙ 0.3˙ 0 0.3˙
4 : 2
♩D4 ♩E4 ♩F4 ♩G4♩D4 0.16˙ 0.5 0.16˙ 0.16˙♩E4 0.2 0.2 0.6 0♩F4 0.25 0 0 0.75♩G4 0.3˙ 0.3˙ 0 0.3˙
3 : 3
♩D4 ♩E4 ♩F4 ♩G4♩D4 0.125 0.5 0.125 0.25♩E4 0.143 0.143 0.714 0♩F4 0.16˙ 0 0 0.83˙♩G4 0.3˙ 0.3˙ 0 0.3˙
2 : 4
♩D4 ♩E4 ♩F4 ♩G4♩D4 0.071 0.5 0.071 0.357♩E4 0.077 0.077 0.85 0♩F4 0.083˙ 0 0 0.916˙♩G4 0.3˙ 0.3˙ 0 0.3˙
1 : 5
♩D4 ♩E4 ♩F4 ♩G4♩D4 0 0.5 0 0.5♩E4 0 0 1 0♩F4 0 0 0 1♩G4 0.3˙ 0.3˙ 0 0.3˙
Model B – 0 : 6
Figure 5.15: Blended Markov chains that show a weighted average of the transition
probabilities between the first model (marked as Model A), and the second model
(marked as Model B)
Therefore, a transition matrix weighted in the ratio 4 : 2 means that when the transi-
tion probabilities are calculated, a weighting of 4 is giving to the source model, and a
weighting of 2 is given to the target model. Example 5.3 details an example transition of
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5 notes generated between two pieces, where each note is generated from the appropriate
transition matrix.
G Aˇ Aˇ Aˇ 5:1ˇ 4:2ˇ 3:3ˇ 2:4ˇ 1:5ˇ Bˇ Bˇ Bˇ
Example 5.3: An example of a generated piece using the weighted average transition al-
gorithm. The notes taken from the blended Markov chains are marked in grey. Each note
is marked to show which particular Markov chain was used to generate that particular
note.
Since a musical transition must be generated in real-time over a transition region, as
discussed in Section 5.1, the boundary must be split into smaller subsections with each
subsection being associated with a transition matrix.
However, when this approach was implemented, it was found that the generated tran-
sition tended to stick too closely to the source piece, and any changes resulted in sudden
lurches, making this technique unsuitable for transitions in a real-time environment.
5.3.2 Model Selection
In this technique, two different multiple viewpoint systems are created: the source
viewpoint system, which is created from the source piece, and the target viewpoint
system which is similarly created from the target piece. The following hand-selected
viewpoints were used for each viewpoint system, with the chosen viewpoints based
off of the viewpoints used in M. Pearce’s (2005) System D. Each order shown below
represents the order used for each respective Markov model:
• IntervalFirstInTarget (orders 1 to 4)
• AveragePitchFromTarget ⊗ Duration (orders 1 to 4)
• AveragePitchFromBothPieces ⊗ Duration (orders 1 to 4)
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• Interval ⊗ DurationRatio (orders 1 to 4)
• Pitch ⊗ Duration (orders 1 to 4)
• Contour ⊗ DurationRatio (orders 1 to 4)
The following viewpoints are used as fallback if the viewpoint system is unable to
generate the next relevant attribute. Note that these correspond to the basic types needed
to create a musical event, as described in Equation 5.2.
• Pitch (orders -1 and 0)11
• Duration (orders -1 and 0)
The entire transition system is illustrated below in Fig. 5.16
The following steps are taken in order to generate the next musical event:
1. Select viewpoint system to be used
When traversing a transition region, new musical events are generated by
selecting a multiple viewpoint system based on the player’s position along
the transition region. This means that if a player is currently in the transition
section closest to the source piece in a transition region containing 4 transition
sections, the source viewpoint system is 4 times more likely to be chosen
than the target viewpoint system (as can be seen in Fig. 5.14, where the first
transition section contains a ratio of 4 : 1).
2. For each basic type in the event space:
As stated before in Section 5.2.3.1, the basic types Pitch and Duration
are the basic types used to create the event space used in this dissertation.
According to T. Hedges (2017, p. 70), no particular order is given in the
11A 0th-order Markov model returns the probability of an event based on its frequency in a sequence,
since it is dependent on the previous 0 states that have come before it. A -1th-order Markov model returns
an equal probability for each element (T. Hedges 2017, pp. 69–70)
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Figure 5.16: Transition system used for the model selection transition technique
literature as to which of these basic types should be generated first. In this
case, a duration element and a pitch element are generated in that order.
This is because if the generated pitch element is null, then a rest of that
particular duration has been generated and therefore no pitch element is
needed. Otherwise, a musical note of the selected pitch and duration has been
generated.
(a) Get global list of elements
In order to ensure that elements could be generated that appeared in
both source and target pieces, as well as elements that could plausibly
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be generated in a transition between those two pieces, a global list of
elements is created.
For example, for the basic type Pitch, this is done by generating a list
of pitches that start from the lowest pitch from both pieces to the highest
pitch from both pieces. This is illustrated below in Fig. 5.17.
Figure 5.17: Generating a global list of pitches
Similarly, for the basic type Duration, this is done by generating a list
of durations that start from the shortest duration from both pieces to the
longest duration from both pieces, and including dotted durations if they
are used.
(b) For each viewpoint with the current basic type in its type set
If a particular viewpoint does not have the relevant basic type in its type
set 〈τ〉, it is unable to predict it and is therefore skipped.
i. Return probability distribution for current context
The Markov model associated with the viewpoint is checked to see
whether it contains the current context. If the context does not appear
in the model, it is not able to predict the next element in the sequence,
and is therefore skipped.
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ii. Convert each probable element to a basic type element
For non-basic viewpoints such as Interval, the possible next ele-
ment in the sequence must be converted into a suitable basic type
element in the event space, since they are not immediately usable (as
can be seen in Table 5.2). For example, if the previousmusical element
was 4C4, and the Interval viewpoint returned a 50% probability of
the next element in the sequence being 2, this needs to be converted
into the required pitch representation, which in this example is D4.
(c) Normalise final probability distribution
Each element in the final probability distribution is normalised in order
to ensure that the sum of probabilities of all elements in the distribution
adds up to 1.
(d) Return element from probability distribution
Once a final probability distribution is obtained, an element is selected at
random (in accordance with the resulting probability distribution) and
returned in order to create the final musical element.
In a similar manner to the weighted averaging technique discussed in Section 5.3.1,
initial tests showed that this implementation was found to generate material from the
source piece the majority of the time, and only generate material from the target piece in a
sudden and abrupt manner. This meant that this technique was unsuitable for generating
musical transitions in a real-time environment.
5.3.3 Weighted Viewpoint Selection
This technique combines elements from both the weighted averaging technique described
in Section 5.3.1, as well as the model selection technique described in Section 5.3.2.
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For each basic type in the event space, each of the model orders associated with each
viewpoint is assigned a level of certainty, obtained by measuring the model’s Shannon
entropy for each basic type as shown in Equation 5.14.
H(pm) = −
∑
t∈[τ ]
pm(t) log2 pm(t) (5.14)
Note that in the case of pm(t) = 0, since the full expression evaluates to 0 log2 0, the
result is taken to be 0 since limx→0 x log2 x = 0.
To generate the next musical event using this technique, the following steps are taken:
1. For each basic type in the event space:
In a similar manner to previous techniques, the basic types Pitch and Dura-
tion are used to create the required event space.
(a) Viewpoint selection from source system
In a similar manner to previous techniques, the Markov model associated
with the viewpoint is checked to see whether it contains the current
context. If the context does not appear in the model, it is not able to
predict the next element in the sequence, and is therefore skipped. The
remaining viewpoints will be used in order to compute a probability
distribution as described later.
(b) Viewpoints selection from target system
The same procedure used for the source system is used here, as described
in point 1a above.
(c) Generate source and target probability distributions
In this step, all the chosen viewpoints obtained from a particular view-
point system must be combined in order to assign a probability for each
possible element to be generated for the relevant basic type. This is per-
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formed for both the source and target viewpoint systems, resulting in two
different probability distribution.
A probability distribution is generated by using the weighted geometric
combination function12 and is described below in Equation 5.15.
p(t) =
1
R
(
∏
m∈M
pm(t)
wm)
1∑
m∈M wm (5.15)
The model weight is represented by wm and is defined in terms of relative
entropy as follows in Equation 5.16:
wm = Hrelative(pm)−b (5.16)
Here, b is a bias factor used to give preference to models with lower
entropy (and therefore, models that are more certain) by using an expo-
nential weighting, and is defined by T. Hedges (2017, p. 69) as b ∈ Z∗.
With a bias factor value of 0, no weighting takes place. In this dissertation,
b ∈ Q as a bias value of 1.4 is used, which was acquired through trial and
error by listening to the generated results.
Relative entropy is defined in Equation 5.17 below in terms of maxi-
mum entropy and the model’s Shannon entropy (defined earlier in Equa-
tion 5.14).
Hrelative(pm) =

H(pm)
Hmax(pm) if Hmax(pm) > 0
1 otherwise.
(5.17)
12The weighted geometric combination function is introduced byM. Pearce (2005, p. 116) and is presented
as an improvement to the previously used weighted arithmetic combination function, which is not discussed
here.
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Finally, the maximum entropy of a distribution is defined as follows in
Equation 5.18:
Hmax(pm) = log2|[τ ]| (5.18)
(d) Combine to create final probability distribution
To generate a new musical event using this technique, both probability
distributions generated from the source and target viewpoints are com-
bined. This is done by using the appropriate weighting ratio (as shown
in Fig. 5.14) that is dependent on the player’s location along the transition
region. An example of this can be seen in Table 5.3. Here, the first column
(marked Duration) shows the list of duration elements that can be gener-
ated, while the columns marked Source and Target show the probability
distribution of duration elements for the source and target pieces. These
probability distributions are then combined (in this case, using a 2 : 3
ratio) to form the combined distribution shown in the final column.
Duration Source Target Combined
4 1 0.941 0.965
4. 0 0 0
2 0 0.0582 0.0349
2. 0 0 0
1 0 0 0
Table 5.3: Combined probability distributions from the source and target
viewpoint systems using a 2 : 3 ratio
(e) Return element
Once a combined probability distribution is obtained, an element is se-
lected at random and returned in order to create the final musical element.
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This technique is used to generate musical transitions in a study described in Chap-
ter 6.
5.4 Conclusions
This chapter has discussed issues with zone boundaries in video games and introduced
the concept of a transition region, allowing the use of generative algorithms for musical
transitions. It has also introduced Markov models and their use in a multiple viewpoint
system, as well as the specific system used to generate transitions within a video game.
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We may remember . . . that many years ago Marcel Duchamps
[sic] allowed a number of threads to fall on pieces of cloth and
then framed and preserved them. Our example shall be in the
field of music.
John R. Pierce (as J. J. Coupling), “Science for Art’s Sake”,
p. 901
6
Generative Transitions in a Game
Environment
This chapter describes in detail the system design, methodology, and dataset used for
a study investigating the use of the new transition technique in the context of a video
game environment. This is compared to the crossfading technique, which is frequently
used in the industry to transition between different pieces of music. Section 6.1 describes
the aims and objectives of this study, and Section 6.2 details the design of the system
used to run the study. Section 6.3 describes the dataset used in the study, as well as the
1John R. Pierce (Nov. 1950). “Science for Art’s Sake”. In: Astounding Science Fiction. Ed. by John W.
Campbell Jr., pp. 83–92
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generation of a lookup table that is able to select an appropriate viewpoint set to use to
generate a transition. Finally, Section 6.5 describes the methodology used in the study.
6.1 Aims and Objectives
The primary objective of the study is to investigate the use of a new transition technique
in the context of a video game environment. In particular, this study aims to answer the
following questions:
• Can multiple viewpoint systems be used to generate musical transitions in a game
environment?
– Are multiple viewpoint systems suitable for use in real-time environments
such as games?
– How successful are these generated transitions?
– Are some viewpoints better than others at generating musical transitions?
• Can generated transitions increase the amount of immersion players experience in
games?
The custom transition technique will be compared with the crossfading transition,
for two reasons. First of all, the crossfading technique is frequently used in the industry
as a standard transition technique due to its ease of implementation. Secondly, it is used
due to its ability to deal with varying lengths of transition times; here ideally, the custom
technique will be able to fulfill a similar role in a more musically sophisticated manner.
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6.2 System Design
In a similar manner to the first study, music was generated using themidi-dot-net library to
schedule MIDI messages and the default software synthesiser Microsoft GS Wavetable SW
Synth, as was previously done in the study described in Chapter 3.
6.2.1 Game Environment Implementation
The game environment used for this study was built in the Unity2 game engine using C#.
All assets created for the game were found online for free or created specifically for the
environment; this included 3D models, textures, particle systems, shaders, and sound
effects. Proper attribution for these assets can be found in Appendix E.
A low-poly3 graphical style was used to implement the game environment; this style
is noted for its use of minimalism by taking complex objects and constructing them
using simpler geometric shapes. There have been many successful games released in
this style, such as underwater adventure game Abzû (Giant Squid Studios 2016), the
FPS/puzzle game Superhot (Superhot Team 2016), and the puzzle game The Witness
(Thekla Inc. 2016). Using this style allows the game environment to be more visually
cohesive, especially when using pre-made assets, since it does not need to be built with
realistic object models that might differ in quality.
The environment was divided into six distinct islands, with each island being de-
signed specifically to evoke a certain theme or idea. The islands used and other aspects
of the game environment are described below. A short brief is included (given in italics),
intended to describe the scene to the composer.
2Unity is a 3D game engine that allows for the development of video games. It is developed by Unity
Technologies and can be found at http://www.unity.com. At the time of writing, is released under 3
different licenses: pro, plus, and personal. This dissertation uses the personal license, which provides a free
version of Unity.
3Low-poly is short for “low polygon count”.
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6.2.1.1 Global Elements
Figure 6.1: The player character, bridges, and the ocean
As can be seen in Fig. 6.1, several elements in the environment such as the ocean, the
player character, and bridges, are common to all six islands and therefore an essential
part of the game environment.
ocean
The ocean is a third-party package from the Unity asset store, and is imple-
mented as a large flat plane containing several vertices that are spaced evenly
along the plane. The corresponding shader gives the appropriate colour to
each segment in the ocean, as well as the surf found between the ocean and
each island. This shader was chosen to match the low-poly graphics of the
entire game environment. Finally, a script manipulates the position of each
vertex, moving these up and down to create the illusion of a moving body of
water.
player character
The player character is the avatar that represents the player inside the game
environment, and is made up of a number of components. The character
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model is humanoid, and is animated to allow for idling, crouching, walking,
running, jumping, and falling; an appropriate animation controller handles
the transitions between each of these states. The model also contains a capsule
collider4, used for collision detection. Finally, the character model is a rigid-
body, meaning that within the physics simulation in the game, the character
model has mass and obeys gravity.
An audio source allows for walking sounds to be played that are synchronised
to the character’s footsteps in an animation sequence. These sounds are also
dependent on the environment the player is in, meaning that there are unique
footstep sounds for all six islands as well as the bridges. These sounds are
implemented using round-robin sampling, where multiple unique sounds
are associated to a particular environment, and the next sound to be played is
chosen at random.
The game camera, which is positioned just behind the player character, uses a
perspective projection and implements occlusion culling (where any object
that is being hidden by other objects in the scene are simply not rendered).
Furthermore, a script prevents the camera from clipping5 into other models
in the environment.
A script allows for control of the player character. In a similar manner to
other games in a 3D environment, the character can be moved using the WASD
keys or arrow keys, and the camera’s position can be changed by moving the
mouse, allowing the player to look around the environment by having the
camera rotate around the character model.
4In game development, a collider is a shape that is placed around the object that is used during collision
detection; whether two objects have physically collided. The size and shape of the collider determines how
often collision detection is called and how accurate collision is. In this case, a capsule collider is one shaped
like a capsule and is a suitably efficient middle-ground between speed and accuracy.
5Camera clipping is a common problem in game development where the game camera is forced inside
an object model resulting in visual glitching.
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bridges
The bridges allow players to cross over from one island to another, and are
made up of four segments. The sides of each bridge are covered with an
invisible barrier, so as to prevent players from falling off the bridge into the
water below.
The game environment was lit by using a large directional light that acted like the sun.
Several other light sources can be found across the islands, such as campfires and torch
light. The Baked Indirect lighting mode was used, allowing a combination of real-time
lighting that allowed for dynamic shadows (such as those cast by the player or other
moving objects), as well as the use of baked lighting, where shadows for static objects
are pre-calculated.
Each object in the game environment contains an appropriate collider (normally a
mesh collider or a capsule collider) used to prevent the player character from walking
through objects by detecting collisions. Each island was also surrounded by invisible
colliders in order to prevent players from walking off the island.
6.2.1.2 Forest Island
“This island is heavily forested, and inhabited by various types of wildlife and
plants. This island is uninhabited except for the logger on the far side of the island,
but is often frequented by campers.”
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Figure 6.2: Forest Island
Many games contain forested areas or woods as unique locations. Examples of such
areas include Channelwood from the puzzle game Myst (Cyan 1993), Macalania Woods
from the JRPG Final Fantasy X (Square 2001), and the Sasau Forest in the action/RPG
Kingdom Come: Deliverance (Warhorse Studios 2018).
In this implementation, the forest island seen in Fig. 6.2 contains several different
varieties of trees, bushes, plants, and other types of flora. The island is also home to a
family of foxes and moose. There are three unique locations on the island:
• a wooden cabin found on the far side of the island, home to a lumberjack
• a stone circle found in the middle of the forest, where the occasional fairy may
appear
• a tent and a campfire found under a ridge on the eastern side of the island
The fairy, campfire, and lumberjack’s torchlight were all implemented using individ-
ual particle systems (or a combination of systems). Fire sources, such as the campfire or
the torchlight, emitted their own light, and also had audio sources associated with them
allowing them to produce sound effects such as the crackling of fire.
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6.2.1.3 Village Island
“This island hosts a small farming and fishing community that live in a quiet
village. The locals enjoy spending their time by the lake or in the small grove of trees
on the far side of the island.”
Figure 6.3: Village Island
Similarly, many games take place in either large sprawling urban environments or
small medieval villages. Such examples include Pelican Town from the farming simula-
tion game Stardew Valley (Barone 2016), Woodtick from the point-and-click adventure
game Monkey Island 2: LeChuck’s Revenge (LucasArts 1991), and Pallet Town from JRPG
Pokémon Red (Game Freak 1996).
In this environment, the village island seen in Fig. 6.3 contains a small village at the
far side of the island. A small farm containing pigs, sheep, and cows, as well as a variety
of crops, provides food for the locals. Several small groves of trees can be found towards
the eastern side of the island, and a large lake can be found in the centre of the island.
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6.2.1.4 Snow Island
“A harsh winter has descended on this island, and the ground is covered with
inches of snow. The island is uninhabited, save for the lighthouse keeper on the far
side of the island, and the local fauna.”
Figure 6.4: Snow Island
There are several examples of icy and arctic environments in games. Such examples
include the entirety of the puzzle/platformer Never Alone (Kisima Inŋitchuŋa) (Upper
One Games 2014), the mountain in the adventure game Journey (thatgamecompany
2012), and Freezeezy Peak in the 3D action/platformer Banjo-Kazooie (Rare 1998).
Here, the snow island seen in Fig. 6.4 is rather sparse, and populated mainly by icy
boulders, rocks, and trees that have been snowed over. A lighthouse can be found at
the far end of the island, along with a large log cabin. A group of penguins can also be
found on the western side of the island. The island also contains falling snow to add to
the atmosphere; this was implemented using a particle system.
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6.2.1.5 Circus Island
“The circus has come to town, and set up a variety of stalls on this island. Visitors
can expect a grand spectacle, with acrobats, death-defying spectacles, and a firework
show.”
Figure 6.5: Circus Island
While a carnival or circus environment is not particularly common in games, there are
still a few examples that may be noted. These include Darkmoon Faire in the MMORPG
World of Warcraft (Blizzard Entertainment 2004), the Carnival of the Damned in the point-
and-click adventure game The Curse of Monkey Island (LucasArts 1997), and Flotsam’s
circus in Palm Brinks in the action game Dark Chronicle (Level-5 2002).
On this island as seen in Fig. 6.5, players can find a large carnival tent; walking inside
reveals a seating area and a juggling display. Outside, several attractions can be seen
dotted around the island; these include a merry-go-round, a trampoline, a acrobat’s
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cannon (with the corresponding hoop target), a knife-throwing stall, and a food stand.
Several trees and balloons can be found around the island, with larger hot-air balloons
found higher up in the sky. A fireworks display also takes place above the carnival tent.
The fireworks were implemented using three individual particle systems to represent
the launching of the firework into the sky, the light display, and trails given off after
the firework has gone off. Each firework contained an audio source which was used for
sound effects associated with the launching of the firework into the air and the fizzling
sound of the firework’s light display. The carnival tent also contains a light source that
serves as a spotlight onto the performance taking place inside.
6.2.1.6 Desert Island
“This island is a harsh desert with little to no wildlife, and sparsely populated
with various cacti. It hosts a small community of traders on the far side of the island,
and a tomb of a great king can be found in the centre of the island.”
Figure 6.6: Desert Island
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Although not many games take place entirely in the desert, there are several games
that make use of them. Such examples include the desert in the adventure game Journey
(thatgamecompany 2012), Bikanel Island in the JRPG Final Fantasy X (Square 2001), and
the desert ruins in the puzzle game The Witness (Thekla Inc. 2016).
In this implementation, the island as seen in Fig. 6.6 is a rather sparse sandy desert,
dotted with various different cacti and brown rocks. A large pyramid stands in the centre,
with several monuments found to one side. A desert village can be found at the far side
of the desert, with a market place close by. A pile of skulls and bones can also be found
on the opposite side of the island.
6.2.1.7 Spooky Island
“This island has been aﬄicted by a terrible curse, and has been plunged into a
state of constant fog, allowing terrible creatures to live here. Only the bravest of
people visit this island, and only the local gravedigger lives here.”
Figure 6.7: Spooky Island
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Several games (such as horror games, or games that contain horror elements) are
entirely designed to scare players. Other games may contain specific locations that are
intended to be creepy to players (such as graveyards or catacombs). Such examples
include the region ofKarazhan in theMMORPGWorld ofWarcraft (Blizzard Entertainment
2004), the Shadow Temple in the action/adventure game The Legend of Zelda: The Ocarina
of Time (Nintendo EAD 1998), and the Mad Monster Mansion from the 3D action/
platformer Banjo-Kazooie (Rare 1998).
Here, the island seen in Fig. 6.7 is covered in a fog and a large section of dead trees
separated by a path. The island also contains a cemetery, containing a mausoleum and a
number of graves, as well as a dark and foreboding house. The island is also populated
with werewolves, zombies, and ghosts, and is also covered with mushrooms.
Similarly to the forest, the campfire is made up of a combination of particle systems,
a light source, and an audio source for associated sound effects. The island’s fog is
implemented using a particle system that is consistent with the game environment’s
low-poly style. The zombie models are also animated; one can be seen trying to crawl
out from under the mausoleum, the head of another can be seen moving about inside a
grave, and the last zombie can be seen idling amongst the trees on the east side of the
island. All zombies have audio sources associated with them in order for them to emit
various sound effects such as moans and growls. Each ghost is also associated with an
animator, allowing it to slowly bob up and down.
6.2.2 Integration of the Transition Algorithm
This section discusses the implementation and integration of the transition algorithm
discussed in Chapter 5 for use within in game environment.
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Figure 6.8: Breaking up the transition area into cubes
6.2.2.1 Implementing the Transition Region
A possible approach to implementing the transition region, as discussed in Section 5.1, is
to subdivide it into equal parts. In this game environment implementation, the bridges
found between islands have been used as the transition regions. An example is shown
in Fig. 6.8, showing a bridge between the forest island and the carnival island that is
divided into four equal parts. While these parts have been coloured in the illustration
and the rest of the game environment rendered in greyscale for convenience, they are
not actually visible during run-time. Note the difference between the island cubes (in
white and on either end of the bridge), and the transition cubes (given the colours blue,
red, orange, green); while transition cubes are generated automatically based on the size
of the transition region, the island cubes are placed when building the environment and
used to connect two islands together by placing a bridge in between.
By dividing the transition region into a number of parts, the system can easily weight
the transition algorithm accordingly depending on the player’s position within a region.
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However, to keep track of where the player is at any given time during the transition, an
event system has been implemented; this can be seen in Fig. 6.9.
Figure 6.9: Transition triggers and their corresponding events
Each individual cube shown in Fig. 6.9 (both island cubes and transition cubes) is
implemented in Unity as a trigger zone; this allows interactions between the cube and
the player character to be handled via collision detection. Two such interactions are
OnTriggerEnter and OnTriggerExit, which are described further below.
OnTriggerEnter
This event marks the moment that a collision take a place, no matter how
slight.
If this event is triggered when entering an island cube, nothing happens.
However, if this event is triggered when entering a transition cube, the system
immediately discards any material it had previously generated and scheduled,
and proceeds to generate and schedule newmaterial based onwhich transition
cube the player has now entered.
OnTriggerExit
This marks the moment that a collision is no longer taking place.
If this event is triggered when exiting an island cube, a check is made to
determine if the player is stepping onto the bridge (marked A or a in Fig. 6.9),
in which case the system should begin playing generated transition music
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from the first transition cube, or leaving the bridge (marked E or e in Fig. 6.9),
in which case the piece corresponding to the island is scheduled to be played.
However, if the event is triggered when exiting a transition cube while remain-
ing on the bridge (marked B, C, D, b, c, and d in Fig. 6.9), the system simply
updates the player’s current position to be that of the current cube. This is
necessary since this particular case also triggers an OnTriggerEnter event,
which needs to know which cube the player is in.
In Section 5.1, several player behaviours were introduced as being important to
consider when implementing transition regions. Each player behaviour is discussed
below with reference to their implementation in this study.
seamless transition between zones A and B (Fig. 5.3a)
This figure illustrates behaviour that involves the player entering the transition
region from the source island and exiting the region into the target island,
regardless of the path that is taken in between the two islands. This is con-
sidered to be standard player behaviour that allows for a musical transition
between two zones.
entering the transition region from zone A, and returning to zone A (Fig. 5.3b)
This figure illustrates behaviour that involves the player entering the tran-
sition region from one zone, and leaving the transition region to the same
zone (in effect, not crossing the transition region). While this is technically
implemented within the game environment, this player behaviour is restricted
for the purposes of the study in order for players to experience a complete
musical transition from zones A to B; this is done by hiding the source island
and blocking off the player’s path.
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entering the transition region from zone A, and remaining inside it (Fig. 5.3c)
This figure illustrates behaviour that involves the player traversing paral-
lel to the transition boundary instead of crossing it. While this is implemented
within the game environment, the player is restricted by the width of the
transition region (which in this case, corresponds to the width of the bridge).
entering the transition region from zone A, and stopping inside it (Fig. 5.3d)
This figure illustrates behaviour that involves the player entering the transition
region and stopping in the middle of it. This behaviour may be common in
open-world games where the transition regions aren’t defined as clearly. This
behaviour is catered for within the game environment as well as the study,
but participants will not be able to continue with the study until they have
crossed the transition region into the target island.
6.2.2.2 Generating Notes and Preparing them to be Played
In order to prevent the transition algorithm from being called after each generated
note, the algorithm generates a sequence of musical events that are then batched. The
current implementation generates 20 musical events in one batch. Each generated note is
converted to a corresponding NoteOnMessage and NoteOffMessageMIDI messages,
while each generated rest is similarly converted to a corresponding RestOnMessage
and RestOffMessageMIDI messages.6 Both NoteOnMessage and RestOnMessage
are called to indicate that the respectivemusical event will be begin playing at a particular
time, while the NoteOffMessage and RestOffMessagemessage indicate the end of
their respective musical event. Finally, at the end of the generated sequence of musical
events, a CallbackMessage is added that allows the transition algorithm to be called
6While the RestOnMessage and RestOffMessages do not appear in the MIDI specifications, they
were created by extending the base ChannelMessage in order to make things easier to work with.
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again to generate the next batched sequence of musical events. This process is displayed
below in Fig. 6.10.
G ˇ ˇ ˇ Ľˇ > ˇ
(a) Musical representation of generated events
4A4, 4F4, 8G4, 8A4, 4R, 4A4
(b) Internal representation of generated events
(c) Sequence of generated MIDI
messages (with corresponding
notes or rests for reference)
Figure 6.10: Batching note generation
A frequent occurrence is a transition taking place before the respective NoteOffMes-
sage has been sent. This means that the scheduled pitch triggered with the previous
NoteOnMessage will not end due to the lack of the corresponding NoteOffMessage.
This results in notes that continue to ring while new notes are being scheduled and
played. This issue is illustrated below in Fig. 6.11. To solve this, the corresponding Note-
OffMessage is generated using the appropriate clock time before any of the transition
notes are generated.
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Figure 6.11: Issues with sustained notes
6.2.3 Study Session Generation
For each pair of islands presented to participants, the following steps were followed in
order to make sure that both islands are suitably connected and that a walkable path is
created between the source and target islands over a bridge.
1. In order to determine where the target island should be placed, the source island
and its associated bridge are first spawned into the environment and their positions
are recorded.
2. A vector is taken to determine the direction the bridge is facing, and the target
island is placed at the end of the bridge facing the source island (using the direction
vector as a reference).
3. Finally, the target island is rotated using quaternion rotation in order to ensure that
both islands match up accordingly.
6.3 Dataset
The music pieces created for the study were commissioned and composed by Jan Flessel7,
and have been included in Appendix E.
7Jan Flessel is a German composer who, at the time of writing, is based in Copenhagen, Denmark. His
website can be found at https://www.janflessel.com/.
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Before sitting down to write anything, the composer was presented with visuals
of all 6 islands that were to be used in the study (as described in Section 6.2.1), and
was told that these would work in the context of a game environment. The list below
shows certain keywords that refer to moods and areas that the composer thought were
appropriate to convey in the pieces he created for each island.
• Snow: Cold, but warm in atmosphere due to the snowman and the sled. No sign
of death. Shelter.
• Carnival: Fun. Children. Celebration. Silliness
• Desert: Signs of death. Ruins and wonder. Yet contains life due to the market and
town.
• Spooky: Desolation. Abandoned. Misty, yet the graveyard provides some silliness
and fun elements. Chapel could be shelter or place of wonder as well.
• Forest: Elvish mood. SomeWisps. Ruins, but barely recognisable. Peaceful. Home.
• Village: Grass. Silence. Distance.
After being presented with the written description for each island (shown in Sec-
tion 6.2.1), several ideas were discussed on how to best compose such pieces, such as by
leaning into (or avoiding) particular musical tropes associated with different environ-
ments8. Such ideas included the use of high pitched notes for the Snow island, the use
of longer notes for the Spooky island, and avoiding cliches in the Desert island.
The composer was asked to write each piece in common time using a tempo of
120 beats per minute and in the scale of C major, though the use of different modes
was allowed. Changes in time signature, key signature, tempo, and the use of dynamic
8An introduction to the use of musical tropes in video games can be seen in “Soaring Through the Sky:
Topics and Tropes in Video Game Music” (Atkinson 2019).
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markings was not allowed. In a similar manner to the study described in Chapter 3,
performance markings such as ties were ignored; this is because the latter would interfere
with the generation of musical events during the actual transition.
Each piece was to be composed as a simple melody that could be used in a video game
(meaning that it should be able to loop if necessary), and was to be around 2 minutes
long. The composer was told that these pieces would ultimately be played using the
default software synthesiser Microsoft GS Wavetable SW Synth (as discussed in 6.2), and
was allowed to utilise the full range of the piano. Twelve pieces were written in total,
resulting in two pieces for each island.
In a similar manner to the first study (and as described in Section 3.3.3), a 240 piece
dataset was created by taking all possible combinations of six source island types, five
target island types9, two transition types, and the two types of source and target pieces.
This dataset was created oﬄine before the study took place and divided into 16 batches.
A study participant would be presented a specific batch in a randomised order.
6.4 Creating a Lookup Table
For this study, a lookup table was used containing different sets of viewpoints. This
allowed different viewpoint sets to be chosen to generate suitable transitions depending
on the source and target pieces in the game environment.
To create such a lookup table, the twelve composed pieces were first grouped into
separate categories based on the length of notes used (referred to as the Tempo group,
and grouped into the three categories Fast, Medium, and Slow) and based on the
pitches used (referred to as the Octave group, and grouped into the three categories
High,Medium, and Low). This categorisation can be seen in Table 6.1 below.
9A transition between the same source and target island is not taken into account here, since this does
not make sense within the context of a game environment.
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Piece Tempo Category Octave Category
Forest 1 Fast High
Forest 2 Medium High
Village 1 Medium High
Village 2 Medium High
Desert 1 Medium Medium
Desert 2 Medium Medium
Spooky 1 Slow Low
Spooky 2 Slow Low
Snow 1 Slow High
Snow 2 Medium High
Circus 1 Fast High
Circus 2 Fast Medium
Table 6.1: Tempo and octave categories for pieces composed for each island
5 sets of viewpoints were considered to be used in order to create the lookup table,
with viewpoints taken from the full list previously described in Chapter 5 in Table 5.2.
The sets of viewpoints considered for this study are shown below:
Conklin and Witten (1995)
These viewpoints are taken from Conklin and Witten (1995). Any viewpoints
that could not be implemented (due to knowledge of bar structure or phrasal
structure of the particular pieces, which is not available during a generated
transition) were excluded, meaning that the final set of viewpoints were as
follows:
• ScaleDegree ⊗ Interval
• Interval ⊗ IOI
• Pitch
M. Pearce (2005) System D
These viewpoints are taken fromM. Pearce (2005)’s SystemD. Any viewpoints
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that could not be implemented (due to knowledge of bar structure or phrasal
structure, for example)were excluded, meaning that the final set of viewpoints
were as follows:
• Interval ⊗ Duration
• ScaleDegree ⊗ IntervalFirstInSource
• Pitch ⊗ Duration
• ScaleDegree ⊗ Duration
• Interval ⊗ DurationRatio
Highest Weighted
The entire list of viewpoints is sorted in descending order based on the en-
tropy value for each viewpoint. This viewpoint set is made up of the 5 high-
est weighted viewpoints for the chosen pair of islands.
Mid Weighted
The entire list of viewpoints is sorted in descending order based on the entropy
value for each viewpoint. This viewpoint set is made up the 5 mid weighted
viewpoints for the chosen pair of islands.
Lowest Weighted
The entire list of viewpoints is sorted in descending order based on the entropy
value for each viewpoint. This viewpoint set is made up the 5 lowest weighted
viewpoints for the chosen pair of islands.
A test was run with 2 participants in order to populate the lookup table. Each
participant was asked towatch 5 videos, with each video containing 9 different transitions
between pieces of music from one island to another. Each transition was generated by
using one of the viewpoint systems discussed above. Each participant was asked to rate
the generated transition on a scale of 0 to 2, where:
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• 0: the transition was unsuccessful
• 1: the transition needed some work
• 2: the transition was largely successful
The island pairings presented to these participants were selected in such a way that
each possible pairing of tempo and octave categories (as shown in Table 6.1) could be
tested; this can be seen in Table 6.2 below.10
Tempo Octave
Source
Category
Target
Category
Source
Piece
Target
Piece
Source
Category
Target
Category
Source
Piece
Target
Piece
Fast Fast Forest 1 Carnival 1 High High Snow 1 Village 1
Fast Medium Carnival 2 Desert 2 High Medium Carnival 1 Desert 1
Fast Slow Carnival 1 Snow 1 High Low Forest 2 Spooky 2
Medium Fast Forest 2 Carnival 2 Medium High Desert 2 Snow 2
Medium Medium Desert 1 Village 2 Medium Medium Village 2 Carnival 2
Medium Slow Village 1 Spooky 1 Medium Low Carnival 2 Spooky 1
Slow Fast Spooky 1 Forest 1 Low High Spooky 1 Forest 1
Slow Medium Spooky 2 Snow 2 Low Medium Spooky 2 Desert 2
Slow Slow Snow 1 Spooky 2 Low Low No such combination exists
Table 6.2: Island piece combinations used to create the lookup table
Table 6.3 shows an excerpt from the generated lookup table.
During the study, before a pair of islands are presented to participants, their corre-
sponding source and target pieces are categorised according to their Tempo and Octave
categories and referenced in the generated lookup table in order to select the best ranking
viewpoint set. If, for example, the selected source piece was Forest 1, and the selected
target piece was Ice 1, their respective Tempo and Octave categories are obtained and the
total ratings for each viewpoint set compared, as can be seen in Table 6.4. In this example,
the highest score obtained for the Tempo group was the Conklin and Witten (1995)
viewpoint set with a score of 3, while the highest score obtained for the Octave group
10While both Spooky 1 and Spooky 2 are classified as Low, the environment does not allow for transition
between the same island.
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Octave: Conklin and Witten (1995)
Source
Category
Target
Category Source Piece
Target
Piece
Rating:
Participant A
Rating:
Participant B Total Rating
High High Ice 1 Village 1 2 2 4
High Medium Carnival 1 Desert 1 0 1 1
High Low Forest 2 Spooky 2 0 1 1
Medium High Desert 2 Ice 2 0 2 2
Medium Medium Village 2 Carnival 2 0 1 1
Medium Low Carnival 2 Spooky 1 1 2 3
Low High Spooky 1 Forest 1 1 1 2
Low Medium Spooky 2 Desert 2 1 2 3
Table 6.3: Excerpt from the generated lookup table, displaying the ratings given to
transitions between pieces of different Octave categories using the Conklin and Witten
(1995) viewpoint set
Source
Piece
Target
Piece Total Rating
Forest 1 Ice 1
Conklin
and
Witten
(1995)
M. Pearce
(2005) Sys-
tem D
Highest
Weighed
Mid
Weighted
Lowest
Weighted
Tempo Fast Slow 3 1 2 2 2
Octave High High 4 4 0 0 1
Table 6.4: Finding the highest rated viewpoint set for two pieces. The highest rating for
each category is marked in bold for convenience.
was either the Conklin and Witten (1995) viewpoint set or the M. Pearce (2005) Sys-
tem D viewpoint set with a score of 4. Therefore, either the Conklin and Witten (1995)
viewpoint set or the M. Pearce (2005) System D viewpoint set would be used, chosen at
random.
6.5 Methodology
Participants were taken to a quiet environment in order to take part in the study. This
was conducted on a 64-bit Windows 10 laptop using the Intel HD Audio specification,
and a pair of Sennheiser HD215 over-ear headphones were used in the study.
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Participants were presented with an information sheet and a consent form, and given
a brief explanation of what the study entailed.11 They were also shown how to navigate
the character through the 3D game environment, as well as given time to check if the
volume levels were suitable.
Two “panic” keys were implemented just in case participants could not progress
during the study due to the player character getting stuck in some way. F12 placed the
character just before the bridge, rescuing characters that were stuck in the environment in
some way and allowing players to still be able to cross the bridge and listen to the music
transition. F7 skipped the particular island pair, allowing the participant to continue
with the study; this was used a total of 3 times during the study due to error messages
that prevented the music from continuing to play.
Each participant was assigned one of 16 study blocks, where each block was made
up of both a custom transition or a crossfading transition between 15 pairs of islands.
The order of the island pairs was randomised. For each island pair, participants were
placed in one of three different locations on the island and were allowed to explore the
immediate environment while listening to the corresponding music. After 10 seconds,
the second island and the connecting bridge would appear, allowing participants to
cross over to the second island by traversing the bridge. Doing so allows participants to
listen to the transition (either a crossfade or the generated transition using the viewpoint
system). When entering the second island, the first island and bridge are hidden, and the
participant is allowed to explore the second island’s environment for 8 seconds before
being presented with an evaluation questionnaire, as shown in Fig. 6.12.
11The information leaflet given to participants for this study may be found in Appendix D
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Figure 6.12: Questionnaire presented to participants after each pair of islands
6.5.1 Evaluating Transitions
As can be seen in Fig. 6.12, the left side of the questionnaire consisted of four differ-
ent questions that pertain to evaluating the musical transition that the participant has
experienced in the game environment. These questions are as follows:
• How strongly would you agree or disagree with the following statement?: “The
music successfully transitions from the one piece to another.”
– Participants were given a 5-point scale with the following labels: Strongly
Disagree, Disagree, Neutral, Agree, and Strongly Agree
• How would you rate the overall rate of change of the transition between the two
pieces?
– Participants were given a 5-point scale with the following labels: Very Abrupt,
Abrupt, Neutral, Gradual, and Very Gradual
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• How would you rate how noticeable the transition was between the pieces?
– Participants were given a 5-point scale with the following labels: Very Subtle,
Subtle, Neutral, Clear, and Very Clear
• How would you rate how well the transition fit with the rest of the piece?
– Participants were given a 5-point scale with the following labels: Very Jarring,
Jarring, Neutral, Smooth, and Very Smooth
These questions were similar to the ones used in the first study, as can be seen in
Section 3.2.2 on page 87.
6.5.2 Immersion
One of the research questions that motivated the investigation of generative transitions
in a video game is whether or not their use could increase the amount of immersion
experienced by players while playing video games. The following questions presented
to participants (found on the right side of Fig. 6.12) relate to level of immersion they
experienced while interacting with the game environment in the given island pair.
• To what extent did you enjoy the graphics and the imagery?
– Participants were given a 5-point scale with the following labels: Not At All,
Very Little, Neutral, Somewhat, and Very Much So
• To what extent did you enjoy the audio and the music?
– Participants were given a 5-point scale with the following labels: Not At All,
Very Little, Neutral, Somewhat, and Very Much So
• To what extent did the game environment hold your attention?
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– Participants were given a 5-point scale with the following labels: Not At All,
Very Little, Neutral, Somewhat, and Very Much So
Nordin et al. (2014) presents an overview of different questionnaires that have been
used in the literature to attempt to measure immersion. These were used as a reference
in order to determine which questions should be used. In this study, three questions
were selected to evaluate the immersion experienced by participants. Out of these three
questions, the first two were taken from the questionnaire posed by Engström et al.
(2015), itself a modified version of the Immersive Experience Questionnaire proposed by
Jennett et al. (2008) and predominantly used in most studies pertaining to immersion in
games. The third question was taken from the questionnaire found in Appendix B in
Jennett et al. (2008).
These questions were chosen for several reasons. Most of the questions in the Im-
mersive Experience Questionnaire were not relevant to the context (such as for example,
questions about in-game challenges or game difficulty). Furthermore, the entire ques-
tionnaire could not be used due to its length, since it was intended to be used after a
long session of gameplay rather than multiple times in the same session. Finally, the
Immersive Experience Questionnaire does not contain any questions related to a player’s
auditory experience of the game, and hence the extra question added by Engström et al.
(2015) was included, particularly since as discussed in Section 2.1.3.2, very little work
has been conducted on which specific factors in music contribute towards immersion.
6.6 Conclusions
This chapter has presented a methodology aimed to evaluate the use of a new transi-
tion algorithm within the context of a video game environment, as compared to the
crossfading transition technique. This evaluation is conducted based on four criteria:
Success, Rate of Change, Perception, and Degree of Fitting, as well as the level of immersion
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experienced by participants. The following chapter analyses and discusses the results
obtained from this study.
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A performance of a composition which is indeterminate of its
performance is necessarily unique. It cannot be repeated. When
performed for a second time, the outcome is other than it was.
Nothing therefore is accomplished by such a performance, since
that performance cannot be grasped as an object in time. A
recording of such a work has no more value than a postcard;
it provides a knowledge of something that happened, whereas
the action was a non-knowledge of something that had not yet
happened.
John Cage, Silence, p. 391
7
Evaluating Generative Transitions in Games
This chapter describes the techniques used to analyse the study described in Chapter 6.
Section 7.1 describes the participants that took part in the study. Section 7.2 takes a look
at the results of evaluating the transitions, while Section 7.3 investigates the results of
evaluating immersion during transitions in a game environment.
1John Cage (1961). Silence. Wesleyan University Press. isbn: 9780819560285, p. 39
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7.1 Participants
Each participant was asked to fill in a questionnaire at the beginning of the study regard-
ing their gaming habits and knowledge of music theory; this questionnaire is illustrated
below in Fig. 7.1.
Figure 7.1: Questionnaire presented to participants before beginning the study
32 participants completed the study; split between 19 males, 12 females, and 1 person
who actively identified as neither male nor female. The age of the participants ranged
from 24-59 years old (mean age: 35.28, s.d. = 9.12). These participants were recruited
via word-of-mouth as well as a call for participants on Twitter, and made up a conve-
nience sample consisting of professors, lecturers, researchers, and students at the Open
University.
Participants were grouped into 3 categories based on the number of times they
reported they played video games during the week (Never, Less than 1 day a week,
1-2 days a week, 3-5 days a week, Every Day), with clarification given to people who
asked what counted as a video game.2 Participants were grouped asHeavy Gamers if
2Here, the definition given to participants was the one presented by K. Collins on page 16: “any game
consumed on video screens, whether these are computer monitors, mobile phones, handheld devices,
televisions, or coin-operated arcade consoles” (K. Collins 2008, p. 3)
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they reported as playing 3-5 days a week or every day, Casual Gamers if they reported
as playing less than 1 day a week or between 1-2 days a week, and None if they never
play games. As illustrated below in Fig. 7.2, 22 participants were categorised as being
Casual Gamers, 6 participants categorised as Heavy Gamers, and 9 participants as never
playing games.
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Figure 7.2: Participants grouped depending on how often they play video games
Similarly, participants were grouped into 3 categories based on their self-reported
knowledge ofmusic theory (None, Minimal, Some, Knowledgeable, Expert). Participants
were grouped as having Lots of knowledge of music theory if they rated themselves
as experts or knowledgeable, having Some amount of knowledge of music theory if
they rated themselves as having some knowledge or minimal knowledge, andNone if
they rated themselves as having no knowledge of music theory. As illustrated below in
Fig. 7.3, 17 participants were categorised as having Some knowledge of music theory,
5 participants categorised as having Lots of knowledge ofmusic theory, and 5 participants
as having no knowledge of music theory.
At the end of the study, participants were also given time to provide comments about
their experience navigating the environment and about the study in general. Several
participants stated that their perspective started to change while taking part in the study,
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Figure 7.3: Participants grouped depending on their self-reported knowledge of music
theory
where focus on the music increased as the novelty provided by the game environment
decreased (and therefore, familiarity increased). Other participants stated that due to
habituation, they started to recognise where to go, further contributing to this.
While one participant stated that they closed their eyes when the transition took
place in order to completely focus on the music, another participant expressed difficulty
in remembering what took place during the musical transition. A separate participant
stated that their enjoyment of music was ranked low overall due to their expectation that
the music would be similar to that of actual games (i.e. by using orchestral high-quality
music and not by using melodies and MIDI instruments).
7.2 Evaluation of Transitions
The following subsections will take a look at the ratings given to transitions by each
participant for each of the four categories: Success, Rate of Change, Perception, and Degree
of Fitting.
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7.2.1 Success
Fig. 7.4 shows the total ratings of Success given to each transition by each participant,
split into the two techniques used: crossfading, and the custom algorithm used. As can
be seen, the results seem to show that the custom algorithm is rated equally as successful
as the crossfading algorithm.
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Figure 7.4: Ratings of transition success
The Kruskal-Wallis rank sum test shows that the averages of the distributions of
success rankings for the crossfading and custom transitions are not significantly different,
χ2 = 0.039026, df = 1, p = 0.8434. This means that for the rating of the transition’s
success, no difference was detected and crossfade and custom transition can be said to
perform equally successfully in the context of a video game. Similarly, no differences were
found in the success rankings of all transitions between gender categories (χ2 = 1.3453,
df = 2, p = 0.5104).
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Figure 7.5: Difference in the rating of success between different categories of knowledge
of music theory
However, the Kruskal-Wallis test indicates that the distributions produced by the
groupings identified for a participant’s knowledge of music theory (χ2 = 7.959, df = 2,
p = 0.01869) came from different populations. This is illustrated in Fig. 7.5.
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Figure 7.6: Difference in the rating of success between different categories of Gamer
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Similarly, the Kruskal-Wallis test shows that the distributions produced by the
groupings identified for a participant’s amount of game playing (χ2 = 18.264, df = 2,
p = 0.0001081, illustrated in Fig. 7.6), are from different populations altogether.
No differences were found in the success rankings of all transitions for different
combinations of duration categories between source and target pieces (such as Fast
to Fast, or Medium to Slow) (χ2 = 12.007, df = 8, p = 0.1509). However, significant
differences were found in the success rankings of all transitions for different combinations
of octave categories between source and target pieces (such as High to High, or Medium
to Low) (χ2 = 20.567, df = 7, p = 0.004467).
Dunn’s test was run as a post-hoc test in order to investigate which categories were
different from each other by performing a pairwise comparison. The p-values were
adjusted using the Benjamini-Hochberg method. For a participant’s knowledge of music
theory, this test resulted in only one combination of categories having different averages in
their distributions, between None and Some (p = 0.01603). The rest of the combinations
were not statistically significant (None and Lots: p = 0.229, Some and Lots: p = 0.338).
For a participant’s amount of game playing, this test resulted in the means of all 3
categories being different from each other (Casual Gamer toHeavyGamer: p = 9.5×10−2,
Casual Gamer to None: p = 7.06× 10−5, and Heavy Gamer to None: p = 9.8× 10−2.
The above results therefore show that the level of experience that participants have
with games makes a difference as to how they would rate the transition’s success, as can
be seen in Fig. 7.6. Heavy gamers aremore likely to rate a transition as being unsuccessful,
while casual gamers are more likely to rate a transition as being overall successful.
7.2.2 Rate of Change
Fig. 7.7 shows the total ratings of Rate of Change given to each transition by each partici-
pant, split into the two techniques used: crossfading, and the custom algorithm used. As
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Figure 7.7: Ratings of transition rate of change
can be seen, the results seem to show that with regards to the transition’s rate of change,
the custom algorithm is rated as similar to the crossfading algorithm.
The Kruskal-Wallis rank sum test shows that the averages of the distributions of rate
of change rankings for the crossfading and custom transitions are also not significantly
different (χ2 = 0.065999, df = 1, p = 0.7973), This means that for the rating of the
transition’s rate of change, a crossfade and custom transition can be said to perform
equally well in the context of a video game. Similarly, no differences were found in the
rate of change rankings of all transitions between gender categories (χ2 = 3.1473, df = 2,
p = 0.2073).
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Figure 7.8: Difference in the rating of rate of change between different categories of
knowledge of music theory
However, the Kruskal-Wallis test indicates that the distributions produced by the
groupings identified for a participant’s knowledge of music theory (χ2 = 7.9346, df = 2,
p = 0.01892) are from different populations altogether. This is illustrated in Fig. 7.8.
Similarly, the Kruskal-Wallis test shows that the distribution produced by the group-
ings identified for a participant’s amount of game playing (χ2 = 6.3429, df = 2,
p = 0.04194, illustrated in Fig. 7.9), are also from different populations.
Significant differences were found in the rate of change rankings of all transitions for
different combinations of duration categories between source and target pieces (such
as Fast to Fast, or Medium to Slow) (χ2 = 30.141, df = 8, p = 0.0001995). However,
no differences were found in the rate of change rankings of all transitions for different
combinations of octave categories between source and target pieces (such as High to
High, or Medium to Low) (χ2 = 13.364, df = 7, p = 0.06372).
Dunn’s test was run as a post-hoc test in order to investigate which categories were
different from each other by performing a pairwise comparison. The p-values were
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Figure 7.9: Difference in the rating of rate of change between different categories of
Gamer
adjusted using the Benjamini-Hochberg method. For a participant’s knowledge of music
theory, this test resulted in only one combination of categories having different averages
in their distributions, between None and Some (p = 0.035). The rest of the combinations
were not statistically significant (None and Lots: p = 0.526, Some and Lots: p = 0.131).
However, no differences were found between the categories established for the amount
of experience participants had with playing games (None and Casual Gamer: p = 0.0858,
None and Heavy Gamer: p = 0.948, Casual Gamer and Heavy Gamer: p = 0.0983).
7.2.3 Perception
Fig. 7.10 shows the total ratings of perception given to each transition by each participant,
split into the two techniques used: crossfading, and the custom algorithm used. As can
be seen, the results seem to show that with regards to the transition’s perception, the
custom algorithm is rated as similar to the crossfading algorithm.
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Figure 7.10: Ratings of transition perception
The Kruskal-Wallis rank sum test shows that the averages of the distributions of
rankings for perception for the crossfading and custom transitions are not significantly
different (χ2 = 2.0231, df = 1, p = 0.1549), This means that for the rating of the
transition’s perception, a crossfade and custom transition can be said to perform equally
well in the context of a video game.
No significant differences were found in the averages of distributions for rankings for
perception of all transitions between gender categories (χ2 = 0.71984, df = 2, p = 0.6977),
a participant’s knowledge of music theory (χ2 = 0.033894, df = 2, p = 0.9832) and for a
participant’s amount of game playing (χ2 = 3.1648, df = 2, p = 0.2055).
Significant differences were found in the perception rankings of all transitions for
different combinations of duration categories between source and target pieces (such
as Fast to Fast, or Medium to Slow) (χ2 = 18.722, df = 8, p = 0.01642), as well as in
the perception rankings of all transitions for different combinations of octave categories
between source and target pieces (such asHigh toHigh, orMedium to Low) (χ2 = 15.903,
df = 7, p = 0.02602).
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7.2.4 Degree of Fitting
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Figure 7.11: Ratings of transition degree of fitting
Fig. 7.11 shows the total ratings of Degree of Fitting given to each transition by each
participant, split into the two techniques used: crossfading, and the custom algorithm
used. As can be seen, the results seem to show that with regards to the transition’s degree
of fitting, the custom algorithm is rated as similar to the crossfading algorithm.
The Kruskal-Wallis rank sum test shows that the averages of the distributions of
rankings for the degree of fitting for crossfading and custom transitions are also not
significantly different (χ2 = 0.007281, df = 1, p = 0.932). This means that for the rating
of the transition’s degree of fitting, a crossfade and custom transition can be said to
perform equally well in the context of a video game. Similarly, no significant differences
were found in the degree of fitting rankings of all transitions between gender categories
(χ2 = 5.9907, df = 2, p = 0.05002).
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Figure 7.12: Difference in the rating of degree of fitting between different categories of
knowledge of music theory
However, the Kruskal-Wallis test indicates that the distributions produced by the
groupings identified for a participant’s knowledge of music theory (χ2 = 10.494, df = 2,
p = 0.005263) were from different populations altogether. This is illustrated in Fig. 7.12.
Similarly, the Kruskall-Wallis test showed that the distributions produced by the
groupings identified for a participant’s amount of game playing (χ2 = 6.5502, df = 2,
p = 0.03781, illustrated in Fig. 7.13) are different populations altogether.
Significant differences were found in the degree of fitting rankings of all transitions
for different combinations of duration categories between source and target pieces (such
as Fast to Fast, or Medium to Slow) (χ2 = 22.314, df = 8, p = 0.004366), as well as
in the degree of fitting rankings of all transitions for different combinations of octave
categories between source and target pieces (such as High to High, or Medium to Low)
(χ2 = 18.333, df = 7, p = 0.01055).
Dunn’s test was run as a post-hoc test in order to investigate which categories were
different from each other by performing a pairwise comparison. The p-values were
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Figure 7.13: Difference in the rating of degree-of-fitting between different categories of
Gamer
adjusted using the Benjamini-Hochberg method. For a participant’s knowledge of music
theory, this test resulted in only one combination of categories having different averages
in their distributions, between None and Some (p = 0.012). The rest of the combinations
were not statistically significant (None and Lots: p = 0.502, Some and Lots: p = 0.0662).
Similarly, between the categories established for the amount of experience participants
had with playing games, this test resulted in only one combination of categories having
different averages in their distributions, between None and Casual Gamer (p = 0.0428)
compared to None and Heavy Gamer (p = 0.526) and Casual Gamer and Heavy Gamer
(p = 0.226).
7.3 Immersion
One main issue that participants expressed regarding the study is that due to the study
conditions, they became used to the graphics and audio being presented, resulting in
habituation. Several participants stated that, while at the beginning of the study they
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enjoyed spending their time exploring the islands presented and admiring the graphics
and sounds, towards the end of the study, they became more focused on what was
required of the study and less and less engaged with the environment itself. This meant
that several participants expressed that they felt that answering the three questions
pertaining to immersion was repetitive, again because they were engaging with the
environment as a study and not as a game.
Other participants also stated that the questions themselves did not make sense due
to the fact that an island pair was being presented; for example, one participant did not
know how to answer if they enjoyed the audio of the first island, but did not enjoy the
audio of the second island.
One possible reason for this is that immersion is normally experienced over a longer
period of time (such as the 10 minutes given to participants by Grimshaw et al. (2008) for
each study condition, or the 25 minutes given to participants by Engström et al. (2015),
rather than the 1-2 minutes that each participant took for each island pair. Furthermore,
while in both Grimshaw et al. (2008) and Engström et al. (2015) participants were
presented with fully complete games that they could experience, here participants were
presented with game environments where the only form of interaction they had was to
look around and explore.3
The Kruskal-Wallis rank sum test shows that the averages of the distributions of
ratings for total immersion for crossfading and custom transitions are not significantly
different (χ2 = 2.109, df = 1, p = 0.1464). However, due to the issues stated above, this
result is considered to be quite weak, and further research is necessary.
3The study took place in a roomwith sensor-activated lights that triggered whenmovement was detected.
One participant was so engrossed with the study that the lights went out after some time and they didn’t
notice until much later. While an interesting anecdote, it is uncertain whether this level of focus was due to
the game environment and the corresponding music, or due to the study conditions.
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7.4 Conclusions
In conclusion, this study has shown that for the presented game environment, the custom
transition algorithm was rated as performing equally as well as a crossfading transition
across all four ratings (i.e. success, rate of change, perception, and degree of fitting). Since
a crossfading transition is considered to be the industry standard in musical transitions,
these results show that generative transitions can be a suitable alternative.
Some differences were also noticed in the ratings given between different participant
categories. Heavy gamers were more likely to rate a musical transition as being unsuc-
cessful compared to casual gamers; this might be because participants who have played
more games have simply experienced more musical transitions and can more easily tell
which ones work and which ones don’t.
While the study also showed that the custom transition algorithm was ranked as
equally as immersive as the crossfading transition, this result is taken to be inconclusive
due to issues with transition length and evaluation as explained in Section 7.3.
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But this didn’t feel like magic. It felt a lot older than that. It felt
like music.
Terry Pratchett, Soul Music1
8
Conclusions
In this final chapter, the main conclusions of this dissertation are discussed in relation to
the original research question presented in Chapter 1, with several areas for future work
being identified.
8.1 Research Insights
At the beginning of this dissertation, the following research question was presented:
1Terry Pratchett (1995). Soul Music. Paperback. Corgi
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How can suitable musical transitions be generated automatically within the context
of a digital game?
This question was further broken down into several sub-questions, each of which is
examined further below.
8.1.1 Investigating the Detection of Musical Transitions
In Chapter 3, the following sub-questions were presented:
• How easily detectable are different transition techniques?
– Is there a relationship between the evaluation criteria and how easily de-
tectable transitions are?
– Are people with musical experience better at detecting transitions?
• What are the criteria of success for a musical transition?
– Are longer transitions more successful than shorter transitions?
– Are transitions more effective between the same source and target piece, as
opposed to different source and target pieces?
Each of these sub-questions are discussed in more detail below.
8.1.1.1 How easily detectable are different transition techniques?
Chapter 4 investigated how easily detectable four different transition techniques are:
abrupt cut transition, horizontal resequencing, weighted averaging, and crossfading.
As shown in Fig. 4.7, a significant amount of both abrupt cut transition and horizontal
resequencing transitions were detected after 1.5 seconds. In contrast, just under 50% of
crossfading transitions were detected after 7 seconds. This demonstrates that transitions
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that occur over a longer period of time (such as weighted averaging or crossfading) are
harder to detect than transitions that occur instantly or over a shorter period of time.
As discussed in Section 4.2.3, evidence shows that there is a relationship between
how easily detectable a transition is and the other evaluation criteria. A subtle transition
is shown to change the music very gradually and have a high degree of fitting between
the source and target pieces, making it more likely to be successful.
Finally, the last question asks whether people with more musical experience are
better at detecting transitions. No significant difference was found between participants
with different knowledge levels of music harmony, as well as their level of knowledge
in playing an instrument. One interpretation of this result is that even with trained
musicians or experts in music theory, a musical transition may be a more complex
phenomenon than previously thought, particularlywhen considering the rate of detection
for four different transition techniques (as discussed in Section 4.3.1).
8.1.1.2 What are the criteria of success for a musical transition?
While several features were listed in the literature as being required to have a successful
transition, grouped into rate of change and degree of fitting, no evidence was found that
these features had been experimentally tested. Based on the literature, the criteria of
success for a musical transition were determined to be rate of change: that is, how quickly
or slowly the source piece transitioned into the target piece, and degree of fitting: how
well the musical transition fits between both the source and target pieces of music.
As discussed in Section 2.3, the literature states that longer transitions tend to be
more successful due to their ability to bring the source music to a close and introduce
elements of the target music. The results obtained in Chapter 4 show that this might
not necessarily be the case, with shorter transition techniques such as the abrupt cut
transition and horizontal resequencing technique being rated as more successful, more
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gradual, more subtle, and a better fit between the source and target pieces compared to
longer transition techniques. This might indicate that shorter transition techniques may
also have a place in the game composer’s toolbox when used appropriately.
Finally, the effectiveness of transitions between the same two pieces was examined
in Chapter 3. While only a small subset of the data, the results indicate that transitions
between the same source and target piece were rated as more successful compared to
transitions between different pieces. This result may indicate that generative transitions
may be a suitable technique to use when looping music.
8.1.2 Generative Transitions in a Game Environment
In Chapter 6, the following sub-questions were presented:
• Can multiple viewpoint systems be used to generate musical transitions in a game
environment?
– Are multiple viewpoint systems suitable for use in real-time environments
such as games?
– How successful are these generated transitions?
– Are some viewpoints better than others at generating musical transitions?
• Can generated transitions increase the amount of immersion players experience in
games?
8.1.2.1 Can multiple viewpoint systems be used to generate musical transitions in a
game environment?
A novel transition algorithm was created by using an implementation of the multiple
viewpoint system (as previously described by Conklin (1990), M. Pearce (2005), Whorley
(2013), and T. Hedges (2017)) and by usingMarkovmodels that were trained on a corpus
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of a single piece, the details of which are described in Chapter 5. This was implemented
within a game environment, and a study (described in Chapters 6 and 7) was run in
order to compare the new transition algorithm to the crossfading technique.
The implementation shown in this dissertation shows that the multiple viewpoint
system is indeed suitable for use in real-time environments such as games. While the al-
gorithm’s integration in the game environment currently suffers from slight performance
issues, the current implementation is fully functional and can certainly be optimised for
use in a more complex scenario.
The transitions generated using the newly presented algorithm were also rated as
comparable to the crossfading algorithm used as a benchmark, as can be seen in Fig. 7.4,
implying that this technique is suitable for use in a video game environment. Since not all
transition techniques are appropriate for all circumstances, this novel transition algorithm
can be added to the composer’s toolbox as another technique to be used when generating
transitions. Furthermore, while already comparable to the crossfading algorithm, the
technique presented in this dissertation has a lot of scope for future development
In this dissertation, different sets of viewpoints were used by using a pre-built lookup
table to determine which set of viewpoints was the most appropriate to use to generate a
transition. Since Conklin (1990) shows that the viewpoints used must be specific to the
chosen corpus, no one particular set can be said to be better than another at generating
musical transitions.
8.1.2.2 Can generated transitions increase the amount of immersion players experi-
ence in games?
Finally, the results of the new transition algorithm was evaluated based on the four
previously discussed features (namely success, rate of change, perception, and degree of
fitting), as well as questions taken from immersion questionnaires by Jennett et al. (2008)
218 CHAPTER 8. CONCLUSIONS
and Engström et al. (2015). However, these questions may not have been suitable to use
when focusing on measuring the amount of immersion that players have experienced
due to the music, as discussed in Section 7.3. This may be because the questionnaire is
designed for use over a longer experience with a more holistic focus, such as a 20-minute
gameplay session, rather than short repeated sessions that is focused purely on music.
8.2 Future Work
This dissertation has introducedwork that advances the field of researchwhen discussing
automatically generating musical transitions in a game environment. Several possibilities
for future work based on this dissertation are given below.
8.2.1 Musical Transitions with Harmony
The work presented here focused on generating transitional melodies between two pre-
composedmelodies. While this dissertation did not take into account the effect of implied
harmony that exists within amelody, future workmaywish to take this into consideration
in order to generate better melodic transitions.
The soundtrack for most modern games tends to be music of a more elaborate com-
position, such as by making use of harmony. While there has been some work done with
automatically generating four part harmony (such as work done by Whorley (2013) and
T. Hedges (2017) using multiple viewpoint systems), future work could focus on the
use of generative harmony in transitions in a video game context by following in the
footsteps of the aforementioned authors and applying it to an interactive context, as well
as extending their work to be used in the generation of music with several melodic or
harmonic lines.
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8.2.2 Improvements to the Multiple Viewpoint System
There are several areas of future work with regards to the multiple viewpoint system.
The dataset used for this dissertation was very small, and involved the use of one piece
of music for the corpus of each viewpoint system. One immediate area for future
work would be to collect and use a larger corpus that is suitable for generating musical
transitions within the context of a video game.2 This would allow the viewpoint system
to have stronger predictive power and be able to generate better and more suitable
transitions.
The current implementation of the multiple viewpoint system has followed similar
approaches in the literature by hand-selecting a set of viewpoints beforehand in order
to generate suitable transitions. Future work may involve developing a method of au-
tomatically selecting relevant viewpoints for generating a suitable transition. This will
allow the multiple viewpoint system to be generalisable in order to be able to generate a
transition between any pair of pieces.
While some viewpoints were added in order to cater for the generation of transitions,
the vast majority of viewpoints used were based on previous work done by Conklin
(1990), M. Pearce (2005), Whorley (2013), and T. Hedges (2017). One area of future work
may involve the identification of specialised viewpoints which can be similarly generalis-
able, since as stated by T. Hedges (2017, p. 253): “[t]he potential for computationally
learning the viewpoint representations themselves has been discussed as potential future
work by M. Pearce (2005, pp. 220–221), however, to date this line of research has not
been pursued”. Other areas for future work may involve integrating a similarity metric
between the source and target piece. This allows the transition boundary to be as wide or
narrow as necessary to give the generated music enough time to transition successfully.
2For example, the datasets used by T. Hedges (2017, p. 91) each contain at least 150 pieces.
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In this dissertation, Markov chains were used to model musical sequences in a mul-
tiple viewpoint system. As T. Hedges (2017, p. 66) states, “[a]lthough in theory any
finite context model can be used, almost all multiple viewpoint systems to the author’s
knowledge use a form of Markov model”. T. Hedges makes reference to one exception:
Cherla et al. (2013)’s work on melodic prediction using Restricted Boltzmann Machines
instead of Markov chains, which the authors claim helps to avoid data sparsity. One
possible avenue for further work could be the exploration of alternative models for music
generation to be used in a multiple viewpoint system, particularly in the context of musi-
cal transitions. Such examples may include the aforementioned Restricted Boltzmann
Machines, or other models such as neural networks.
While the multiple viewpoint system has been used here to model musical events,
they could be adapted in order to handle higher level structures such as motifs, phrases,
or thematic content. This could be handled in a two-step process:
1. higher level viewpoints would first generate the probability of playing a new theme
or a new phrase that needs to be played
2. if a new theme or phrase is needed, it is then populated by content from lower
level viewpoints
Furthermore, the use of viewpoints may be modified to cater for structural events,
such as the addition or removal of instruments during a piece. This would allow the
vertical reorchestration transition technique (discussed in Section 2.3.3.5) to be modelled
by the system.
8.2.3 Integration into a Game Engine
Hendrikx et al. (2013, p. 3) state that “[t]o avoid losing control over the design process,
it is desirable that artists and designers can still influence the final product by adjusting
the parameters of the procedure”. This approach has been successfully implemented
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for visual assets such as in SpeedTree (Interactive Data Visualization Inc. 2002), where
designers can tweak different parameters in order to get the model they require for their
use-case.
However, this still seems to be an issue with generative music for games; for example,
Somberg (2018) states that while there is some interest in the industry in real-time music,
sound designers want a lot of control over the final product. This means that most of
these tools tend to be used in an oﬄine environment by the designer, rather than in
the final product itself. Furthermore, Somberg states that since there aren’t really any
authoring tools that can be integrated cleanly into the developer environments that are
currently being used, the use of these new techniques becomes difficult. Some progress
has been made in this regard, with commercial products such as Elias Studio (Elias
Software 2015) and Melodrive (Melodrive 2017) both offering algorithmic music libraries
that can be integrated into popular game development environments.
Other developers have integrated algorithmic music systems into the game itself,
allowing players to play around with the system. One such example is the platformer
Uurnog Uurnlimited (Niﬄas Games 2017).3
8.2.4 Evaluating Music Transitions
Most of the work conducted on evaluating algorithmicmusic revolves around the concept
of evaluating the output; that is, the generated result of an algorithmic system. Such work
includes:
• M. T. Pearce and G. A. Wiggins’s (2007) focus on using expert judges to rate the
stylistic success of generated pieces
• Ariza’s (2009) discussion of musical Turing tests (such as the Lovelace test)
3A trailer featuring the algorithmic music generator can be seen here: https://www.youtube.com/
watch?v=WPOvohYeTKw, with further improvements being made to the generator as can be seen here:
https://www.youtube.com/watch?v=n51Nmcqicr0.
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• Linson et al.’s (2012) distinction between qualitative and quantative evaluation
techniques based on the context and use-case of the algorithmic system
• Jordanous’s (2012) focus on evaluating systems based on the amount of creativity
they express
• Prechtl et al.’s (2014b) distinction between player-focused and music-focused
analysis techniques
• Williams et al.’s (2016) focus on evaluating player affect based on the generative
music
• T. Collins and Laney’s (2017) focus on evaluating generated music based on the
corpus used to create it
However, one issue encountered in this research was to what extent these techniques
could be used or adapted to evaluate the generated transitions, whichmaywarrant future
research.
This dissertation focused on rating transitions based on four different features: success,
rate of change, perception, and degree of fitting. While these features were taken from
the literature and an experimental investigation of these features carried out, future
work could be conducted in this area in order to further refine these concepts. This is
particularly important in light of the differences between evaluating the generation of
entire pieces of music as opposed to evaluating transitions between two pieces.
One possible avenue for future work involves focusing on evaluating the system, rather
than the output. Previous work has been done by Smith and Whitehead (2010) on
analysing the expressive range of a generative system for game levels, as illustrated in
Fig. 8.1 below. This is done by quantifying the resulting level based on a few chosen
metrics, and plotting the results of multiple generated outputs in order to examiner
potential biases that the algorithmic system contains.
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Further work in this regard has been conducted by Cook et al. (2016) to incorporate
such techniques into a Unity plugin that allows game developers to use such a tool to
quickly select the best parameters for a level generator, aswell as by Summerville (2018) in
order to identify plagiarism and compare generated output to potential exemplars (such
as the worst performing). Adapting such an approach to music with the appropriate
metrics may give additional insight into the strengths and weaknesses of an algorithmic
music system; initial work in this regard has been conducted by N. Collins (2008).
Figure 8.1: The expressive range of a level generator in terms of leniency and linearity.
Reproduced from Smith and Whitehead (2010)
In a similar manner, Karth (2018) focuses on the poetics of generative systems by
focusing on four different aspects of a generator: complexity, form, locus, and variation.
While much of the paper discusses content such as game levels or environments (such as
in Minecraft (Mojang 2011)) or algorithmically generated novels (such as Short (2015)’s
The Annals of the Parrigues), future work may involve adapting Karth’s frameworks for
use in generative music systems.
Finally, Jan (2018, p. 2) states that “[the] human-centricity of music theory and
analysis poses a problem for those wishing to extend it from [human-generated music]
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to [computer-generated music]”, implying that techniques used to analyse music created
by humans may need to be adapted or changed completely when dealing with the
analysis of computer-generated music.
8.3 Closing Remarks
Throughout the years, video games have seen many advances such as high-quality real-
time graphics and realistic physics among other areas. While the field of game music
is still in its infancy, it has attracted a significant amount of interest over the last couple
of years, with much of the focus being on dynamic music systems. This dissertation
has shown that the area of musical transitions is still not yet fully understood, and that
algorithmic techniques for music generation are a promising direction for future work in
dynamic music in games.
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A
Platforms Used in Ludography
Game Platform Used
.kkrieger (.theprodukkt 2004) PC
Abzû (Giant Squid Studios 2016) PC, via Epic Games Launcher
Ape Out (Cuzzillo 2019) Referenced only
Apotheon (Alientrap 2015) Referenced only
Asheron’s Call (Turbine Entertainment Soft-
ware 1999)
Referenced only
Audiosurf (Fitterer 2008) PC, via Steam
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Table A.1 – continued from previous page
Game Platform Used
Ballblazer (Lucasfilm Games 1984) Emulation, played on PC via VICE1
Banjo-Kazooie (Rare 1998) Emulation, played on PC via
Project642
Bastion (Supergiant Games 2011) PC, via Steam
Batman: Arkham Knight (Rocksteady Stu-
dios 2015)
Referenced only
Bioshock (2K Boston and 2K Australia
2011)
PC, via Steam
Borderlands (Gearbox Software 2009) PC, GOTY version via Steam
Cadence of Hyrule (Brace Yourself Games
2019)
Referenced only
Call of Duty (Infinity Ward 2003) Referenced only
Cavelon (Jetsoft 1983) Emulation, played on PC viaMAME3
Civilization IV (Firaxis Games 2005) PC, via Steam
Colossal Cave Adventure (Crowther and
Woods 1977)
Emulation, played online via Peo-
ple’s Republic of Interactive Fiction
(http://pr-if.org/play../)
Crypt of the NecroDancer (Brace Yourself
Games 2015)
PC, via Steam
Cuphead (StudioMDHR 2017) PC, via Steam
1VICE can be used to emulate games made for the Commodore 64, and can be found at http://vice-
emu.sourceforge.net/.
2Project64 can be used to emulate games made for the Nintendo 64, and can be found at https:
//www.pj64-emu.com/.
3MAME can be used to emulate games on a variety of different platforms, and can be found at https:
//www.mamedev.org/.
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Table A.1 – continued from previous page
Game Platform Used
Dance Dance Revolution (Konami 1997) Played at a physical arcade in Malta
Dark Chronicle (Level-5 2002) PlayStation 2
DOOM (id Software 2016) Referenced only
Dragon Age: Inquisition (BioWare 2014) Referenced only
Dropmix (Harmonix 2017) Referenced only
Dune II (Westwood Studios 1992) Referenced only
Dungeons and Dragons (Gygax and Arne-
son 1974)
4th and 5th editions of the game
played as both player and dungeon
master
Dwarf Fortress (Adams 2006) PC
Dynamite Headdy (Treasure 1994) Emulation, played on PC via Kega
Fusion4
Electroplankton (Indieszero 2005) Referenced only
Elite (Braben and Bell 1984) Referenced only
Escape Point (Prechtl 2015) PC
Final Fantasy VIII (Square 1999) PlayStation
Final Fantasy X (Square 2001) PlayStation 2
Fortnite: Battle Royale (Epic Games 2017) Referenced only
Frogger (Konami 1981) Emulation, played on PC via MAME
Gran Turismo (Polys Entertainment 1997) Referenced only
4Kega Fusion can be used to emulate games made for the following consoles: Sega SG1000, SC3000,
SF7000, Master System, Game Gear, Genesis/Megadrive, SVP, Pico, SegaCD/MegaCD and 32X, and can be
found at https://www.carpeludum.com/kega-fusion/.
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Table A.1 – continued from previous page
Game Platform Used
Grand Theft Auto V (Rockstar North 2013) Referenced only
Grim Fandango (LucasArts 1998) PC, remastered version via Steam
Guitar Hero (Harmonix 2005) Referenced only
Hotline Miami (Dennaton Games 2012) PC, via Steam
Journey (thatgamecompany 2012) PlayStation 3
King’s Quest 6 (Sierra On-Line 1992) PC
Kingdom Come: Deliverance (Warhorse Stu-
dios 2018)
Referenced only
Mellan himmel och hav (Wieslander and
Björk 2003)
Referenced only
Minecraft (Mojang 2011) PC
Monkey Island 2: LeChuck’s Revenge (Lu-
casArts 1991)
PC, Special Edition via Steam
Myst (Cyan 1993) PlayStation
Never Alone (Kisima Inŋitchuŋa) (Upper
One Games 2014)
PC, via Steam
No Man’s Sky (Hello Games 2016) Referenced only
No One Lives Forever (Monolith Produc-
tions 2000)
Referenced only
O¯kami (Clover Studio 2006) Referenced only
Otocky (SEDIC 1987) Referenced only
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Game Platform Used
Pikmin (Nintendo EAD 2001) Emulation, played on PC via Dol-
phin5
Pixelfield (Epic Stars Inc. 2016) Referenced only
Pokémon Red (Game Freak 1996) Emulation, played on PC via Visual-
Boy Advance6
Pong (Atari 1972) Referenced only
Pop Tunes (Hoeberechts et al. 2012) Referenced only
PlayerUnknown’s Battlegrounds (PUBG Cor-
poration 2017)
Referenced only
Resident Evil (Capcom 1996) Referenced only
Resident Evil 7: Biohazard (Capcom 2017) Referenced only
Rogue (Toy et al. 1980) Emulation, played on PC via DOS-
Box7
Silent Hill 3 (Konami Computer Entertain-
ment Tokyo 2003)
Referenced only
SingStar (SCEE Studio London 2004) Referenced only
Space Channel 5 (United Game Artists
1999)
Referenced only
5Dolphin can be used to emulate games made for the Nintendo GameCube and Nintendo Wii, and can
be found at https://dolphin-emu.org/.
6VisualBoy Advance can be used to emulate games made for the Nintendo Gameboy Advance, Nintendo
Gameboy Color, and Nintendo Gameboy, and can be found at http://www.emulator-zone.com/doc.
php/gba/vboyadvance.html.
7DOSBox can be used to emulate games built for a Microsoft DOS environment, and can be found at
https://www.dosbox.com/.
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Table A.1 – continued from previous page
Game Platform Used
Space Invaders (Taito 1978) Emulation, played on PC via Stella8
Spore (Maxis 2008) PC, via Steam
Stardew Valley (Barone 2016) PC, via Steam
Super Mario Bros. (Nintendo 1985) Emulation, played on PC via
Nestopia9
Superhot (Superhot Team 2016) Referenced only
Technician Ted (Marsden and Cooke 1984) Emulation, played on PC via
Speccy10
The Curse of Monkey Island (LucasArts
1997)
PC
The Elder Scrolls IV: Oblivion (Bethesda
Game Studios 2006)
PC
The Endless Forest (Tale of Tales 2006) Referenced only
The Legend of Zelda: Breath of the Wild (Nin-
tendo 2017)
Referenced only
The Legend of Zelda: The Ocarina of Time
(Nintendo EAD 1998)
Emulation, played on PC via
Project64
The Secret of Monkey Island (Lucasfilm
Games 1990)
PC, Special Edition via Steam
The Witness (Thekla Inc. 2016) PC, via Steam
8Stella can be used to emulate games built for the Atari 2600, and can be found at https://stella-
emu.github.io/.
9Nestopia can be used to emulate games made for the Nintendo Entertainment Systems (NES), and can
be found at http://nestopia.sourceforge.net/.
10Speccy can be used to emulate most models of the Sinclair ZX Spectrum, and can be found at https:
//fms.komkon.org/Speccy/.
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Game Platform Used
Thief: Deadly Shadows (Ion Storm 2004) Referenced only
Uncharted: Drake’s Fortune (Naughty Dog
2007)
Referenced only
Uurnog Uurnlimited (Niﬄas Games 2017) PC, via Steam
World of Warcraft (Blizzard Entertainment
2004)
PC, via Battle.net
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B
Conventions of Mathematical Notation
B.1 Sets
Notation Description
|S| the cardinality of set S
2S the power set of S
S × S′ the Cartesian product of S and S′
Z the set of all integers
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Table B.1 – continued from previous page
Notation Description
Z+ the set of all positive integers
Z∗ the set of all non-negative integers
R the set of all real numbers
Q the set of all rational numbers
B.2 Symbols and Sequences
Notation Description
⊥ the null symbol
e an event
ei an event at position i of a sequence
eji a sequence of events indexed from i to j
ξ the set of all possible events
ε the empty sequence
A an alphabet of symbols
A+ the positive closure of A (the set of all non-empty sequences composed
from elements of A)
A∗ the Kleene closure, defined as A+ (the set of all sequences composed
from elements of A, including ε)
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Table B.2 – continued from previous page
Notation Description
eji ∈ A∗ a sequence of symbols drawn from alphabet A and indexed from i to
j, where j ≥ i ∈ Z+
‖ sequence concatentation
B.3 Viewpoint Notation
Notation Description
τ a typed attribute
τi a typed attribute, indexed i
τb a typed basic attribute
τbi a typed basic attribute, indexed i
[τ ] the syntactic domain of τ
[τ ]′ the syntactic domain of τ that has been seen by the
model
t ∈ [τ ] a viewpoint element
〈τ〉 the type set of τ
[[τ ]] the semantic domain of τ
[[·]]τ : [τ ]→ [[τ ]] semantic interpretation of [τ ]
[[·]]′τ : [[τ ]]→ [τ ] syntactic interpretation of [[τ ]]
Ψτ : ξ
∗ ⇀ [τ ] viewpoint function
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Table B.3 – continued from previous page
Notation Description
Φτ : ξ
∗ ⇀ [τ ]∗ viewpoint matching function
Ψ′τ : ξ∗ × [τ ]→ 2[τb] inverse viewpoint function
τl a typed relational attribute
P the domain of referent symbols
Υτl : ξ
∗ × P⇀ [τl] relational viewpoint function
Ωτl : ξ
∗ × P∗ ⇀ [τl]∗ matching function of relational viewpoint
Υ′τl : ξ∗ × [τl]× P→ 2[τb] inverse relational viewpoint function
B.4 Probability and Information Theory
Notation Description
p(e|c) or p(ei|(ei − 1)1 probability of event e in a sequence given the context c
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Glossary of Terms
abrupt cut transition A transition where the source piece is stopped abruptly and the
target piece begins playing.. xiii, xxix, 60, 61, 63, 70, 76, 80, 91, 92, 96, 105, 111, 116,
120, 210, 211
battle royale A game genre where players must explore an in-game environment to-
gether with other players and survive for as long as possible in order to be the last
person standing. Popular examples include PlayerUnknown’s Battlegrounds (PUBG
Corporation 2017) and Fortnite: Battle Royale (Epic Games 2017). 39
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crossfading A transition where the source piece is faded out by lowering its volume,
while at the same time the target piece is faded in by increasing its volume.. xiii,
xiv, 2, 7, 60, 61, 65, 68, 70, 76, 89–91, 94, 96, 105, 111, 113–117, 120, 124, 163, 164, 188,
192, 197, 199, 200, 202–204, 207, 208, 210, 211, 213
diegetic Audio that occurs within the game itself and can therefore be heard by the
player character.. 18, 19, 87, 88
extra-diegetic Audio that occurs outside the game and can not be heard by the player
character.. 18, 19, 73, 87
first-person shooter A game genre where players control a character in first person view,
i.e. the player’s view of the world is through the eyes of a character in the game.
Games in this genre tend to be action-heavy and revolve around the core mechanic
of shooting at enemies. Popular examples include Call of Duty (Infinity Ward 2003)
and DOOM (id Software 2016). xxxvii, 5
horizontal resequencing A scheduledmusic change based on in-game events that allow
for the source music to resolve before the target piece begins playing.. xiii, xxviii,
xxix, 54, 60, 63, 65, 67, 76, 80, 91–93, 96, 105, 111, 120, 124, 210, 211
inter-note transition Transitions between individual notes in a piece of music, often
dealing with parameters for audio waveforms.. xxviii, 43, 45–47
inter-piece transition Transitions that connect two separate and distinct pieces of music..
xxviii, 42, 45, 47, 52–54, 58
inter-section transition Transitions between different sections in the same piece of mu-
sic.. 42, 45, 47
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platformer A game genre where players navigate a character through a level consisting
of a series of platforms and other objects at various heights, while avoiding enemies.
Popular examples include Super Mario Bros. (Nintendo 1985) and Banjo-Kazooie
(Rare 1998). 23, 38, 64, 86, 171, 175
stinger A short piece of music (or a sound) that masks the change between one piece of
music and another.. 60, 62, 67
trans-diegetic “[M]usic with no source in the game world but still [having] the ability
to inform about events in that world” (Jørgensen 2007). 19
transition region A region that serves as a buffer zone between two areas in a game
world, giving the music enough time to transition from one piece to another.. xiv,
xxx, 123, 125, 126, 149–151, 153, 154, 160, 161, 176, 178, 179
vertical reorchestration The addition or removal of differentmusical elements ormelody
lines to the currently playing piece.. xiii, xxviii, 60, 63, 64, 67, 68, 124
viewpoint A lens or particular view that allows a sequence of musical events to be
converted into a sequence of attributes taken from those events.. xiv, xxiv, xxx, 123,
129–143, 145–147, 149, 151, 153, 154, 156–158, 160, 164, 183–185, 212, 213, 215
voxel In a similar manner to how a pixel works in a 2D display, a voxel represents a
value in a 3D grid. One popular implementation of voxels in computer games is in
the sandbox gameMinecraft (Mojang 2011). 35
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D
Briefing Documents
D.1 Investigating the Detection of Musical Transitions
What is the aim of this research?
The purpose of this study is to investigate the success and suitability of different musical
transition techniques. The study will focus particularly on how easily detectable different
musical transitions are, and whether or not this affects how successful the transition is in
the piece.
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Who is conducting the research and who is it for?
Simon Cutajar is carrying out this research as part of his PhD studies, and is supervised
by Robin Laney and Alistair Willis. Simon is a PhD student at the Open University and
is part of the STEM faculty in the Computing and Communications department.
If I take part in this research, what will be involved?
Participants will be asked to conduct the study using our custom-designed software.
The study will take approximately 40 minutes and would be conducted at the Open
University, at a date and time that is convenient to you. To ensure your safety, all our
researchers carry photographic identification. Participants are free to request a summary
copy of the research findings if interested.
What will the study be like?
Participants will be evaluating 22 pieces of music and the transitions that occur in these
pieces. To do so, participants will first listen to the piece in its entirety, without interaction.
Once this is complete, participants will listen to the piece for the second time, clicking
whenever they detect a musical transition within the piece. Participants will be able to
delete erroneous detected transitions, but will not be able to add new detections after
the second listening of the piece.
Participants will also be asked to rate each presented piece based on how well it
transitions, the overall rate of change of the transition, how noticeable the transition was,
and how well the transition fit with the rest of the piece. Participants are free to add
further comments if they wish to do so.
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Is it confidential?
Your participation will be treated in strict confidence in accordance with the Data Pro-
tection Act. No personal information will be passed to anyone outside the research
team. We will write a report of the findings from this study, but no individual will be
identifiable in published results of the research.
Participants are free to withdraw from the project without explanation or prejudice
and are free to request the destruction of any gathered data until it is anonymised on
April 1st 2018. After this point, the data will have been processed and it will not be
possible to withdraw any provided unprocessed data.
All generated data will be stored on Open University servers and will be destroyed
after 1 year. Any anonymised research data may be made available to other members of
the research community for a period of 2 years, and if necessary, a pseudonym will be
used when referring to any specific data.
D.2 Generative Transitions in a Game Environment
What is the aim of this research?
The purpose of this study is to compare a novel algorithm for generating musical transi-
tions to an already existing musical transition technique. The study will focus on having
participants evaluate musical transitions based on four different criteria, and evaluate
each participant’s level on immersion.
Who is conducting the research and who is it for?
Simon Cutajar is carrying out this research as part of his PhD studies, and is supervised
by Robin Laney and Alistair Willis. Simon is a PhD student at the Open University and
is part of the STEM faculty in the Computing and Communications department.
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If I take part in this research, what will be involved?
Participants will be asked to conduct the study using our custom-designed software.
The study will take approximately 30 minutes and would be conducted at the Open
University, at a date and time that is convenient to you. To ensure your safety, all our
researchers carry photographic identification. Participants are free to request a summary
copy of the research findings if interested.
What will the study be like?
Participants will be evaluating 16 musical transitions between different pieces. To do
so, participants must navigate through a game environment, travelling from one area to
another in order to experience the musical transition. Once this is complete, participants
will be presented with a screen allowing them to rate the musical transition based on the
four presented criteria, as well as allowing them to rate the experience based on its level
of immersion. Participants are free to add further comments if they wish to do so.
Is it confidential?
Your participation will be treated in strict confidence in accordance with the Data Pro-
tection Act. No personal information will be passed to anyone outside the research
team. We will write a report of the findings from this study, but no individual will be
identifiable in published results of the research.
Participants are free to withdraw from the project without explanation or prejudice
and are free to request the destruction of any gathered data until it is anonymised on
May 11th 2019. After this point, the data will have been processed and it will not be
possible to withdraw any provided unprocessed data.
All generated data will be stored on Open University servers and will be destroyed
after 1 year. Any anonymised research data may be made available to other members of
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the research community for a period of 2 years, and if necessary, a pseudonym will be
used when referring to any specific data.
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E
Asset Attribution
This chapter provides the necessary attribution for creators whose work was used to
create the environment built for the study described in Chapter 6. Section E.1 lists
attributions for any of the graphics used, Section E.2 lists attributions for any of the
sound effects used, while Section E.3 lists the sheet music for the pieces used.
E.1 Graphics
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Table E.1: Asset attribution for in-game models
Asset Image Attribution
Ball
Environment: Circus
Author: Dmitriy Dryzhak (arvart-lit)
Website: blendswap.com
Package: Horror Circus Props (https://www.cgtrader.
com/3d-models/various/various-models/
horror-circus-props)
License: Royalty Free
Balloons
Environment: Circus
Author: Stephen Cutajar
Website:
Package:
License: None
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Table E.1 – continued from previous page
Asset Image Attribution
Bench
Environment: Village
Author: Matthias Pieroth (Jayanam Games)
Website: patreon.com
Package: Low Poly Nature https://www.patreon.com/
posts/free-low-poly-5-11361937
License: none
Blacksmith’s Building
Environment: Village
Author: Niko Abeler (H4kor)
Website: itch.io
Package: Low-Poly Village Buildings (https://h4kor.itch.
io/low-poly-village-buildings)
License: none
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Table E.1 – continued from previous page
Asset Image Attribution
Bone Pile
Environment: Spooky
Author: 3D Sauce
Website: sketchfab.com
Package: https://sketchfab.com/models/
5ec580b41a934cea86d4297980d1378f
License: CC BY 4.0
Bridge
Environment: All
Author: Matthias Pieroth (Jayanam Games), edited by Stephen
Cutajar
Website: patreon.com
Package: Low Poly Nature https://www.patreon.com/
posts/free-low-poly-5-11361937
License: none
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Table E.1 – continued from previous page
Asset Image Attribution
Bush
Environment: Forest
Author: Broken Vector
Website: assetstore.unity.com
Package: https://t-allen-studios.itch.io/low-
poly-log-cabin
License: none
Cabin - Forest
Environment: Forest
Author: Tyler Allen (tallenstudios)
Website: itch.io
Package: Farm Animals (https://vertexcat.itch.io/
farm-animals-set)
License: CC0 1.0 Universal
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Table E.1 – continued from previous page
Asset Image Attribution
Cabin - Snow
Environment: Snow
Author: Kenney
Website: kenney.nl
Package: Holiday Kit (https://kenney.nl/assets/
holiday-kit)
License: CC0 1.0 Universal
Cactus
Environment: Desert
Author: 23 Space Robots and Counting...
Website: assetstore.unity.com
Package: Low Poly Desert Pack (https://assetstore.
unity.com/packages/3d/environments/free-
low-poly-desert-pack-106709)
License: None
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Asset Image Attribution
Cactus 2
Environment: Desert
Author: Runemark Studio
Website: assetstore.unity.com
Package: POLYDesert (https://assetstore.unity.
com/packages/3d/environments/landscapes/
polydesert-107196)
License: None
Cactus 3
Environment: Desert
Author: Runemark Studio
Website: assetstore.unity.com
Package: POLYDesert (https://assetstore.unity.
com/packages/3d/environments/landscapes/
polydesert-107196)
License: None
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Table E.1 – continued from previous page
Asset Image Attribution
Cannon
Environment: Circus
Author: Dmitriy Dryzhak (arvart-lit)
Website: blendswap.com
Package: Horror Circus Props (https://www.cgtrader.
com/3d-models/various/various-models/
horror-circus-props)
License: Royalty Free
Campfire
Environment: Forest, Spooky
Author: Broken Vector
Website: assetstore.unity.com
Package: LowPoly Survival Essentials (https://assetstore.
unity.com/packages/3d/props/tools/low-poly-
survival-essentials-109444)
License: None
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Cart
Environment: Desert
Author: Solum Night
Website: assetstore.unity.com
Package: Low Poly Pack - Environment Lite https:
//assetstore.unity.com/packages/3d/props/
exterior/low-poly-pack-environment-lite-
102039
License: None
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Asset Image Attribution
Cemetery Walls & Gate
Environment: Spooky
Author: Solum Night
Website: assetstore.unity.com
Package: Low Poly Pack - Environment Lite https:
//assetstore.unity.com/packages/3d/props/
exterior/low-poly-pack-environment-lite-
102039
License: None
Chicken
Environment: Village
Author: Ren Alea (vertexcat)
Website: itch.io
Package: Farm Animals (https://vertexcat.itch.io/
farm-animals-set)
License: CC0 1.0 Universal
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Coffin
Environment: Spooky
Author: Syoma Pozdeev (Addixon)
Website: cgtrader.com
Package: Scary Fantasy Halloween Pack (https://www.
cgtrader.com/free-3d-models/character/
fantasy/free-demo-of-scary-fantasy-
halloween-pack)
License: Free
Cow
Environment: Village
Author: Ren Alea (vertexcat)
Website: itch.io
Package: Farm Animals (https://vertexcat.itch.io/
farm-animals-set)
License: CC0 1.0 Universal
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Crypt
Environment: Spooky
Author: Syoma Pozdeev (Addixon)
Website: cgtrader.com
Package: Scary Fantasy Halloween Pack (https://www.
cgtrader.com/free-3d-models/character/
fantasy/free-demo-of-scary-fantasy-
halloween-pack)
License: Free
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Dead Tree
Environment: Spooky
Author: Syoma Pozdeev (Addixon)
Website: cgtrader.com
Package: Scary Fantasy Halloween Pack (https://www.
cgtrader.com/free-3d-models/character/
fantasy/free-demo-of-scary-fantasy-
halloween-pack)
License: Free
Desert House
Environment: Desert
Author: Caio Viero Baddo (CaioVB)
Website: sketchfab.com
Package: https://sketchfab.com/models/
0d7c3e2ab66a4adfa72cb3e2065582f3
License: none
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Duck
Environment: Village
Author: Ren Alea (vertexcat)
Website: itch.io
Package: Farm Animals (https://vertexcat.itch.io/
farm-animals-set)
License: CC0 1.0 Universal
Food Hut
Environment: Circus
Author: Stephen Cutajar
Website:
Package:
License: None
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Flowers
Environment: Forest
Author: Rad-Coders
Website: assetstore.unity.com
Package: Low Poly: Foliage https://assetstore.
unity.com/packages/3d/vegetation/low-poly-
foliage-66638
License: None
Flowers 2
Environment: Forest
Author: Rad-Coders
Website: assetstore.unity.com
Package: Low Poly: Foliage https://assetstore.
unity.com/packages/3d/vegetation/low-poly-
foliage-66638
License: None
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Forest Tree
Environment: Forest
Author: Broken Vector
Website: assetstore.unity.com
Package: LowPoly Survival Essentials (https://assetstore.
unity.com/packages/3d/props/tools/low-poly-
survival-essentials-109444)
License: None
Forest Tree 2
Environment: Forest
Author: Works for Fun
Website: assetstore.unity.com
Package: Low Poly’s Pack vol. 2 (https://assetstore.
unity.com/packages/3d/environments/low-
poly-s-pack-vol-2-46375)
License: None
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Fox
Environment: Forest
Author: PixelMannen
Website: opengameart.org
Package: https://opengameart.org/content/fox-and-
shiba
License: CC0 1.0 Universal
Ghost
Environment: Spooky
Author: Stephen Cutajar
Website:
Package:
License: None
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Grave
Environment: Spooky
Author: Syoma Pozdeev (Addixon)
Website: cgtrader.com
Package: Scary Fantasy Halloween Pack (https://www.
cgtrader.com/free-3d-models/character/
fantasy/free-demo-of-scary-fantasy-
halloween-pack)
License: Free
Hoop
Environment: Circus
Author: Dmitriy Dryzhak (arvart-lit)
Website: blendswap.com
Package: Horror Circus Props (https://www.cgtrader.
com/3d-models/various/various-models/
horror-circus-props)
License: Royalty Free
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House
Environment: Spooky
Author: Solum Night
Website: assetstore.unity.com
Package: Low Poly Pack - Environment Lite https:
//assetstore.unity.com/packages/3d/props/
exterior/low-poly-pack-environment-lite-
102039
License: None
Ice Rocks
Environment: Snow
Author: Kenney
Website: kenney.nl
Package: Holiday Kit (https://kenney.nl/assets/
holiday-kit)
License: CC0 1.0 Universal
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Ice Rocks
Environment: Snow
Author: Kenney
Website: kenney.nl
Package: Holiday Kit (https://kenney.nl/assets/
holiday-kit)
License: CC0 1.0 Universal
Ice Tree
Environment: Snow
Author: Kenney
Website: kenney.nl
Package: Holiday Kit (https://kenney.nl/assets/
holiday-kit)
License: CC0 1.0 Universal
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Igloo
Environment: Snow
Author: Stephen Cutajar
Website:
Package:
License: None
Juggling Pin
Environment: Circus
Author: Dmitriy Dryzhak (arvart-lit)
Website: blendswap.com
Package: Horror Circus Props (https://www.cgtrader.
com/3d-models/various/various-models/
horror-circus-props)
License: Royalty Free
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Knife Throwing Hut
Environment: Circus
Author: Stephen Cutajar
Website:
Package:
License: None
Lighthouse
Environment: Snow
Author: Dimmyxv
Website: blendswap.com
Package: Low-poly Iceberg, whale and penguins (https://
www.blendswap.com/blends/view/73565)
License: CC0 1.0 Universal
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Market Stall
Environment: Desert
Author: Solum Night
Website: assetstore.unity.com
Package: Low Poly Pack - Environment Lite https:
//assetstore.unity.com/packages/3d/props/
exterior/low-poly-pack-environment-lite-
102039
License: None
Merry-Go-Round
Environment: Circus
Author: Stephen Cutajar
Website:
Package:
License: None
310 APPENDIX E. ASSET ATTRIBUTION
Table E.1 – continued from previous page
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Moose
Environment: Forest
Author: m.altay
Website: sketchfab.com
Package: https://sketchfab.com/models/
57f6633a35ab48849bf08676ac88d8a9
License: CC BY 4.0
Mushrooms
Environment: Forest
Author: Rad-Coders
Website: assetstore.unity.com
Package: Low Poly: Foliage https://assetstore.
unity.com/packages/3d/vegetation/low-poly-
foliage-66638
License: None
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Palm Tree
Environment: Desert
Author: 23 Space Robots and Counting...
Website: assetstore.unity.com
Package: Low Poly Desert Pack (https://assetstore.
unity.com/packages/3d/environments/free-
low-poly-desert-pack-106709)
License: None
Penguin
Environment: Snow
Author: Dimmyxv
Website: blendswap.com
Package: Low-poly Iceberg, whale and penguins (https://
www.blendswap.com/blends/view/73565)
License: CC0 1.0 Universal
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Plant
Environment: Forest
Author: Rad-Coders
Website: assetstore.unity.com
Package: Low Poly: Foliage https://assetstore.
unity.com/packages/3d/vegetation/low-poly-
foliage-66638
License: None
Plant 2
Environment: Forest
Author: Rad-Coders
Website: assetstore.unity.com
Package: Low Poly: Foliage https://assetstore.
unity.com/packages/3d/vegetation/low-poly-
foliage-66638
License: None
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Pig
Environment: Village
Author: Ren Alea (vertexcat)
Website: itch.io
Package: Farm Animals (https://vertexcat.itch.io/
farm-animals-set)
License: CC0 1.0 Universal
Player Character
Environment: All
Author: David Costine (omegagrim)
Website: itch.io
Package: Mages (https://omegagrim.itch.io/lowpoly-
mage-asset)
License: Free
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Post
Environment: Circus
Author: Dmitriy Dryzhak (arvart-lit)
Website: blendswap.com
Package: Horror Circus Props (https://www.cgtrader.
com/3d-models/various/various-models/
horror-circus-props)
License: Royalty Free
Pyramid
Environment: Desert
Author: Aquarius Max
Website: assetstore.unity.com
Package: https://assetstore.unity.com/packages/
3d/environments/fantasy/desert-sandbox-
lite-25935
License: None
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Rock
Environment: Desert
Author: 23 Space Robots and Counting...
Website: assetstore.unity.com
Package: Low Poly Desert Pack (https://assetstore.
unity.com/packages/3d/environments/free-
low-poly-desert-pack-106709)
License: None
Seating Area
Environment: Circus
Author: Stephen Cutajar
Website:
Package:
License: None
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Sheep
Environment: Village
Author: Ren Alea (vertexcat)
Website: itch.io
Package: Farm Animals (https://vertexcat.itch.io/
farm-animals-set)
License: CC0 1.0 Universal
Shovel
Environment: Spooky
Author: Syoma Pozdeev (Addixon)
Website: cgtrader.com
Package: Scary Fantasy Halloween Pack (https://www.
cgtrader.com/free-3d-models/character/
fantasy/free-demo-of-scary-fantasy-
halloween-pack)
License: Free
E.1. GRAPHICS 317
Table E.1 – continued from previous page
Asset Image Attribution
Shrubs
Environment: Forest
Author: Rad-Coders
Website: assetstore.unity.com
Package: Low Poly: Foliage https://assetstore.
unity.com/packages/3d/vegetation/low-poly-
foliage-66638
License: None
Shrubs 2
Environment: Forest
Author: Rad-Coders
Website: assetstore.unity.com
Package: Low Poly: Foliage https://assetstore.
unity.com/packages/3d/vegetation/low-poly-
foliage-66638
License: None
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Skull
Environment: Desert
Author: 23 Space Robots and Counting...
Website: assetstore.unity.com
Package: Low Poly Desert Pack (https://assetstore.
unity.com/packages/3d/environments/free-
low-poly-desert-pack-106709)
License: None
Sled
Environment: Snow
Author: Kenney
Website: kenney.nl
Package: Holiday Kit (https://kenney.nl/assets/
holiday-kit)
License: CC0 1.0 Universal
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Snow Fort
Environment: Snow
Author: Kenney
Website: kenney.nl
Package: Holiday Kit (https://kenney.nl/assets/
holiday-kit)
License: CC0 1.0 Universal
Snowman
Environment: Snow
Author: Kenney
Website: kenney.nl
Package: Holiday Kit (https://kenney.nl/assets/
holiday-kit)
License: CC0 1.0 Universal
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Snow Tree
Environment: Snow
Author: assetstore.unity.com
Website: kenney.nl
Package: https://assetstore.unity.com/packages/
3d/vegetation/trees/snowy-low-poly-trees-
76796
License: None
Stand
Environment: Circus
Author: Dmitriy Dryzhak (arvart-lit)
Website: blendswap.com
Package: Horror Circus Props (https://www.cgtrader.
com/3d-models/various/various-models/
horror-circus-props)
License: Royalty Free
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Stand 2
Environment: Circus
Author: Dmitriy Dryzhak (arvart-lit)
Website: blendswap.com
Package: Horror Circus Props (https://www.cgtrader.
com/3d-models/various/various-models/
horror-circus-props)
License: Royalty Free
Statue - Snake
Environment: Desert
Author: Aquarius Max
Website: assetstore.unity.com
Package: https://assetstore.unity.com/packages/
3d/environments/fantasy/desert-sandbox-
lite-25935
License: None
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Statue - Sphinx
Environment: Desert
Author: Aquarius Max
Website: assetstore.unity.com
Package: https://assetstore.unity.com/packages/
3d/environments/fantasy/desert-sandbox-
lite-25935
License: None
Tent - Circus
Environment: Circus
Author: Stephen Cutajar
Website:
Package:
License: None
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Tent - Forest
Environment: Forest
Author: Broken Vector
Website: assetstore.unity.com
Package: LowPoly Survival Essentials (https://assetstore.
unity.com/packages/3d/props/tools/low-poly-
survival-essentials-109444)
License: None
Tombstone
Environment: Spooky
Author: Syoma Pozdeev (Addixon)
Website: cgtrader.com
Package: Scary Fantasy Halloween Pack (https://www.
cgtrader.com/free-3d-models/character/
fantasy/free-demo-of-scary-fantasy-
halloween-pack)
License: Free
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Trampoline
Environment: Circus
Author: Stephen Cutajar
Website:
Package:
License: None
Tree
Environment: Forest
Author: Taika Studios
Website: itch.io
Package: Low-Poly Ground (https://taikastudios.itch.
io/low-poly-ground)
License: none
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Tree
Environment: Village
Author: Niko Abeler (H4kor)
Website: itch.io
Package: Low-Poly Village Buildings (https://h4kor.itch.
io/low-poly-village-buildings)
License: none
Tree Stump
Environment: Forest
Author: Matthias Pieroth (Jayanam Games)
Website: patreon.com
Package: Low Poly Nature https://www.patreon.com/
posts/free-low-poly-5-11361937
License: none
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Torch
Environment: Forest
Author: MagicPot Inc.
Website: assetstore.unity.com
Package: LowPoly Dungeon Modules https://assetstore.
unity.com/packages/3d/environments/
dungeons/lowpoly-dungeon-modules-108997
License: Free
Village House
Environment: Village
Author: Niko Abeler (H4kor)
Website: itch.io
Package: Low-Poly Village Buildings (https://h4kor.itch.
io/low-poly-village-buildings)
License: none
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Well
Environment: Village
Author: Niko Abeler (H4kor)
Website: itch.io
Package: Low-Poly Village Buildings (https://h4kor.itch.
io/low-poly-village-buildings)
License: none
Werewolf
Environment: Spooky
Author: VitSh
Website: sketchfab.com
Package: https://sketchfab.com/models/
451d0af45af74892b119eabed444fa04
License: CC BY 4.0
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Villager
Environment: Forest
Author: François Espagnet
Website: sketchfab.com
Package: https://sketchfab.com/
3d-models/the-tavern-man-1-
c7732b90f63841d2898f5af22cce3423
License: CC BY 4.0
Zombie
Environment: Spooky
Author: Tomás Laulhé (Quarternius)
Website: reddit.com
Package: https://www.reddit.com/r/gamedev/
comments/7pla8z/free_lowpoly_animated_
zombie/
License: CC0 1.0 Universal
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Table E.2: Asset attribution for in-game sound effects
Sound Effect Attribution
Campfire
Environment: Forest, Spooky
Author: aerror
Website: freesound.org
Package: https://freesound.org/people/aerror/
sounds/350757/
License: CC0 1.0 Universal
Firework
Environment: Carnival
Author: bmlake
Website: freesound.org
Package: https://freesound.org/people/bmlake/
sounds/251619/
License: CC BY 3.0
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Footsteps: Bridge
Environment: All
Author: Felix Blume (felix.blume) (edited by Simon Cutajar)
Website: freesound.org
Package: https://freesound.org/people/felix.
blume/sounds/397670
License: CC0 1.0 Universal
Footsteps: Desert
Environment: Desert
Author: Cheeseheadburger (edited by Simon Cutajar)
Website: freesound.org
Package: https://freesound.org/people/
Cheeseheadburger/sounds/141517/
License: CC BY 3.0
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Footsteps: Grass, 1
Environment: Forest, Village, Carnival
Author: Natalie Kirk, Owlish Media (OwlStorm)
Website: freesound.org
Package: Footsteps (https://freesound.org/people/
OwlStorm/sounds/151230/)
License: CC0 1.0 Universal
Footsteps: Grass, 2
Environment: Forest, Village, Carnival
Author: Natalie Kirk, Owlish Media (OwlStorm)
Website: freesound.org
Package: Footsteps (https://freesound.org/people/
OwlStorm/sounds/151229/)
License: CC0 1.0 Universal
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Footsteps: Grass, 3
Environment: Forest, Village, Carnival
Author: Natalie Kirk, Owlish Media (OwlStorm)
Website: freesound.org
Package: Footsteps (https://freesound.org/people/
OwlStorm/sounds/151228/)
License: CC0 1.0 Universal
Footsteps: Grass, 4
Environment: Forest, Village, Carnival
Author: Natalie Kirk, Owlish Media (OwlStorm)
Website: freesound.org
Package: Footsteps (https://freesound.org/people/
OwlStorm/sounds/151235/)
License: CC0 1.0 Universal
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Footsteps: Snow
Environment: Snow
Author: Jonathan Shaw (InspectorJ) (edited by Simon Cutajar)
Website: freesound.org
Package: https://freesound.org/people/
InspectorJ/sounds/421022
License: CC BY 3.0
Zombie, 1
Environment: Spooky
Author: Evan X. Merz (PaulMorek)
Website: freesound.org
Package: Zombie Moans (https://freesound.org/
people/PaulMorek/sounds/196721/)
License: CC0 1.0 Universal
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Zombie, 2
Environment: Spooky
Author: Evan X. Merz (PaulMorek)
Website: freesound.org
Package: Zombie Moans (https://freesound.org/
people/PaulMorek/sounds/196720/)
License: CC0 1.0 Universal
Zombie, 3
Environment: Spooky
Author: Evan X. Merz (PaulMorek)
Website: freesound.org
Package: Zombie Moans (https://freesound.org/
people/PaulMorek/sounds/196719/)
License: CC0 1.0 Universal
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Zombie, 4
Environment: Spooky
Author: Evan X. Merz (PaulMorek)
Website: freesound.org
Package: Zombie Moans (https://freesound.org/
people/PaulMorek/sounds/196718/)
License: CC0 1.0 Universal
Zombie, 5
Environment: Spooky
Author: Evan X. Merz (PaulMorek)
Website: freesound.org
Package: Zombie Moans (https://freesound.org/
people/PaulMorek/sounds/196723/)
License: CC0 1.0 Universal
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Zombie, 6
Environment: Spooky
Author: Evan X. Merz (PaulMorek)
Website: freesound.org
Package: Zombie Moans (https://freesound.org/
people/PaulMorek/sounds/196722/)
License: CC0 1.0 Universal
E.3 Music
E.3.1 Circus Island
E.3.1.1 Circus 1
G 44 ˇ ˇŁˇ ˇ ˇ ˇÊˇ ˇ ˇ ˇŁˇ ˇ ˇ ˇÊˇ ˇ 2 ˇ ˇŁˇ ˇ ˇ ˇÊˇ ˇ ˇ ˇŁˇ ˇ ˇ ˇÊˇ ˇ
G 3 ˇ ˇŁˇ ˇ ˇ ˇÊˇ ˇ ˇ ˇŁˇ ˇ ˇ ˇÊˇ ˇ 4 ˇ ˇŁˇ ˇ ˇ ˇÊˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇĎˇ ˇ
G 5 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ 6 ˇ ˇÊˇ ˇ ˇ ˇÊˇˇ ˇ ˇÊˇ ˇ ˇ ˇÊˇˇ
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G 7 ˇ ˇÊˇ ˇ ˇ ˇÊˇ ˇ ˇ ˇÊˇ ˇ ˇ ˇÊˇ ˇ 8 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ
G 9 ¯ 10 ˇ ˇŁˇˇ ˇ ˇÊˇˇ ˇ ˇŁˇˇ ˇ ˇÊˇˇ 11 ˇ ˇŁˇˇ ˇ ˇŁˇ
ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ
G12 ˇ ˇ ? ˇ ˇ ˇ @ ˇ @ ˇ ˇ ? ˇ ˇ 13 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇÊˇ ˇ ˇ ˇ ˇ ˇ
G14 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ 15 ˇ ˇÊˇˇ ˇ 8 ˇ ˇ 16: ˇ ˘ ˇ ˆ
G17` ˇ ˇ ˇŰˇ
ˇ ˇ ˇŰˇ
ˇ ˇ ˇĲˇˇ 18 ˇ ˇĲˇˇ ˇ ˇĲˇˇ ˇ ˇŁˇ
ˇ ˇ ˇ ˇ ˇ
G19 .ˇ @ ? ˇ ˇÖˇ ˇ .ˇ @ ? ˇ ˇÖˇ ˇ 20 ˇ ˇ ? ˇ ˇÖˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ
G21 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ 22ˇ ˇ ˇ
¨ ˇ ˇ ˇ ˇ ˇ
G23 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇŁˇ ˇ ˇ ˇĎˇ ˇ 24 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇÊˇ ˇ ˇ ˇŁˇ ˇ
G25 ˇ ˇÊˇ ˇ ˇ ˇŁˇ ˇ ˇ ˇÊˇ ˇ ˇ ˇŁˇ ˇ 26 ˇ ˇÊˇ ˇ ˇÃ ˇ ˇ ˇ ˇÄÄˇ
G27 ˇĹĹˇ ÈÈˇÉˇ ˇ ˇ ˇ ÈÈÉÉˇ ˇ ĹĹˇ 28 ˇÈÈˇ ˇ ˇ ˇ ˇ ÈÈˇ ˇ ĹˇĽˇ 29 ˇ ˇĹĹĽĽˇ ˇÈÈˇ ˇ ˇ ÈÈÉÉˇ ˇ ĹĹˇ
G30 ˇ ˇ ˇ ˇĽĽˇ ÈÈˇÉˇÉˇ ˇ ˇ ˇ 31 ÈÈˇÉˇÉˇ ˇ ˇ ˇ ÈÈˇÉˇÉˇ ˇ ˇ ˇ
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G32ÈˇÉˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇÉÉˇ ˇ ˇĽˇĽˇ33 ˇ ˇ ˇÉÉˇ ˇ ˇČˇČˇ ˇ ˇ ˇČČˇ ˇ ˇ ˇÃÃˇ 34 ˇ ˇÃˇÃˇ ˇ 7 ˘
Example E.1: Circus 1
E.3.1.2 Circus 2
G 44 ˇ ˇ ˇĽĽˇ 2 ˘ ˜ ˇ ˇŁˇŁˇ 3
ˇ` ˇÈÈÈÈˇ ˇ ´ ˇ ˇ ˇ ˇ 4 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ
G 5 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇŃˇˇ 6
ˇ ¨ ˇ ˇ ˇ ˇ ˇ ¨ ˇ ˇ ˇ ˇ
G 7 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇŁˇˇ 8 ˘ 9 ˇ ˇŁˇŁˇ 9 ˇ` ˇ ÈÈ
ÈÈˇ ˇ 8 ˇ ˇÊˇˇ
G10 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ
11 ˇ ˇÄˇÄˇ ˇ ˇ ˇ ˇ ˇ ˇŚˇˇ
G12 ˇ ˆ ˇ ˇ ˇ ˇ ˇ ˇ ˇŁˇ ˇ 13 ˘ ¨ ˇ ˇ ˇ ˇ 14
ˇ` ˇÈÈÈÈˇ ˇ ˆ ˇ ˇ ˇ ˇ
G15 ˇ ˇÊˇÊˇ ˇ ˇÊˇÊˇ 16 ˇ 7 ˇ ˇÉˇÉˇ ˇ 7 ˇ ˇÉˇÉˇ 17 ˇ 7 ˇ ˇÉˇÉˇ ˇ 7 ˇ ˇÉˇÉˇ
G18 ˇ 7 ˇ ˇÃˇÃˇ ˇ ˇÃˇÃˇ ˇ ˇÉˇÉˇ J
19 ˘ ˜ ˇ ˇŁˇŁˇ
20 ˇ ˇ ˇ ˇ ˇ ˇÊˇÊˇ
I21 ˘ ˜ ˇ ˇ ˇŁŁˇ
22 ˇ ˇ ˇÊÊˇ ˇ ˇ ˇ ˇ 23 ˘` ˇ ˇ ˇ ˇ 24 ˘` ˇ ˇ ˇ ˇ
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I25 ˘` H ˇ ˇŁˇŁˇ 26 ˘ ˝ ˇ ˇŃˇˇ 27
ˇ` ˇÈÈÈÈˇ ˇ ˜ ˇ ˇ ˇ ˇ
G28 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ 29 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇŃˇˇ
G30 ˇ ˜ ˇ ˇ ˇ ˇ ˇ ˜ ˇ ˇ ˇ ˇ 31 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇŁˇ ˇ JI32 ˘ ¨ ˇ ˇ ˇ ˇ 33 ˇ ˇ ˇÊÊˇ ˇ ˇ ˇ ˇ 34 ˘ ¨ ˇ ˇ ˇŁŁˇI35 ˇ ˇËˇˇ ˇ ˇ ˇ ˇ 36 ˇ ˇ ˇ ˇ (ˇ ? ˇ ˇ ˇ ˇ ˇ ĽĽˇ
I37 ˇ ˇ ˇ ˇ (ˇ ? ˇ ˇ ˇ ˇ ˇ ŐŐˇ 38 ˇ ˇŰˇŰˇ ˇ ˇĎˇĎˇ 39 ˇ ˇÊˇÊˇ ˇ ˇÊˇÊˇI40 ˘ ¨ ˇ ˇ ˇŁŁˇ
41 ˇ` ˇÈÈÈÈˇ ˇ ˆ ˇ ˇ ˇ ˇ 42 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ
I43 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ 44 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ 45 ˇ
´ ˇ ˇ ˇ ˇ ˇ ´ ˇ ˇ ˇ ˇ
I46 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇÊˇ ˇ 47 ˇ ˇÊˇˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ
I48 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇŁˇ ˇ ˇ ˇ ˇ
ˇ
H49 ˘ ˜ ˇ ˇ ˇŁŁˇ 50
ˇ` ˇÈÈÈÈˇ ˇ` ˇĆĆĆĆˇ
340 APPENDIX E. ASSET ATTRIBUTION
G51 ˇ ˇ ˇ ˇ ˇ ˇĎˇĎˇ 52 ˘ ¨ ˇ ˇ ˇŁŁˇ 53
˘ ˇ ˇ ˇ ˇ ˇ ˇŁˇ ˇ
Example E.2: Circus 2
E.3.2 Desert Island
E.3.2.1 Desert 1
I 4
4 ˇ (ˇ ? > (ˇ ? 2 > (ˇ ? > (ˇ ? 3 ˇ (ˇ ? ˇŁˇ ˇ ?I 4 ˇ -ˇ ? ˇ > 5 ˇ (ˇ ? ˇŁˇ ˇ ? 6 ˇ -ˇ ? ˇ -ˇ ?I 7 > ˇĽ ˇ ˇ` ˇÎÎÎÎˇ 8 ˇÉ ˇ ˇ ˜ ˇ ˇ Éˇ 9 ˇ (ˇ ? > (ˇ ?I10 > (ˇ ? > (ˇ ? 11 ˇ -ˇ ? -ˇ ? -ˇ ? 12
ˇ ? ˇÈÈÈÈˇ ˇ ˇ ˇÊÊˇ
I13 ˇ (ˇ ?
ˇ` ˇÈÈÈÈˇ 14 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ? 15 -ˇ ? ˇ -ˇ ? (ˇ ?
I16 ˇ (ˇ ? > (ˇ ? 17 > (ˇ ? > (ˇ ? 18 ˇ
ˇ ˇ
ŘŘ
ˇ ´ -ˇ ? ˇ
I19 ˇ
ˇ ˇ
ŘŘ
ˇ ˇ ˇ ˇ ˇ 20
ˇ
ˇŁˇŁˇ ˇ ˇ ˇÐÐˇ 21 ˇ (ˇ ? > (ˇ ?
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I22 > (ˇ ? > (ˇ ? 23 ˇ (ˇ ? ˇŁˇ ˇ ? 24 ˇ -ˇ ? ˇ (ˇ ?I25 ˇ (ˇ ? ˇŁˇ ˇ ? 26 ˇ -ˇ ? ˇ -ˇ ? 27 ? ˇĽ ˇ ˇ
` ˇÈÈÈÈˇ
I28 ˇÉˇ ˇ ˆ ˇ ˇ Éˇ 29 (ˇ ? -
ˇ ? -ˇ ? -ˇ ? 30 (ˇ ? -
ˇ ? ˇ ˇ ˇ ˇ
I31 (ˇ ? -
ˇ ? ˇ ˇ ˇ ? 32 -ˇ ? -ˇ ? ˇ ˇ Éˇ 33 ˇ
ˇ ˇ
ŘŘ
ˇ ˇ ˇ ˇ ˇ
I34 ˇ
ˇĽˇ ˇ ˇÐˇÐˇ 35 (ˇ ? -
ˇ ? -ˇ ? -ˇ ? 36 ˇ ˇ ˇ ˇ -ˇ ? ˇÉˇ
Example E.3: Desert 1
E.3.2.2 Desert 2
I 4
4
ˇ´ )ˇ )ˇ @ ? > 2 > (ˇ ? ˘ 3 ˇ´ )ˇ )ˇ @ ? >
I 4 > ˇĽˇ ˇ ˇ 5 ˇ´ )ˇ )ˇ @ ? > 6 > (ˇ ? ˘ 7 ˇ´ )ˇ )ˇ @ ? >I 8 > ˇĽ ˇ ˇ ˇ 9 ˘ ˘ 10 ˘` ˇÉ ˇ 11 > (ˇ ? ˇ ˇĽ ˇI12 ˘ ˘ 13 ˇ ˇĽ ˇ ˇ ˇ 14 ˇ´ )ˇ )ˇ @ ? ˇ 15 ˘ ˘
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I16 ˇ ˇ ˘ 17 > ˇĽ ˇ ˇ ˇ 18 ˇ ˇ ˇ
ˇÉ ˇ 19 ˇ ˇ ˘
I20 > (ˇ ? ˇ > 21 ˇ´ )ˇ )ˇ @ ? ˇ 22 ˇ ˇ ˇ ˇ ˇÊÊˇ
I23 -ˇ ? -ˇ ? -ˇ ? ˇ 24 ˇ´ )ˇ )ˇ @ ? -ˇ ? 25
˘ ˘ 26 ˇ´ )ˇ )ˇ @ ? ˇÉˇ
I27 ˇ ˇ ˇ ˇ ˇ´ .ˇ 28 ˇ´ )ˇ )ˇ @ ?
ˇ
29
ˇ ˇ ˇ ˇ
Example E.4: Desert 2
E.3.3 Forest Island
E.3.3.1 Forest 1
G 44 ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇˇ 2 ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇˇ
G 3 ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇˇ 4 ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇˇ
G 5 ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇˇ 6 ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇˇ
G 7 ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇˇ 8 ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇˇ
G 9 ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇˇ 10 ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŘˇ ˇ ˇ ˇŘˇ ˇ
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G11 ˇ ˇŘˇˇ ˇ ˇŘˇˇ ˇ ˇŁˇ ˇ ˇ ˇŁˇ ˇ 12 ˇ ˇÊˇ ˇ ˇ ˇÊˇ ˇ ˇ ˇÊˇ ˇ ˇ ˇÊˇ ˇ
G13 ˇ ˇÊˇ ˇ ˇ ˇÊˇ ˇ ˇ ˇÊˇ ˇ ˇ ˇÊˇ ˇ 14 ˇ ˇÊˇ ˇ ˇ ˇÊˇ ˇ ˇ ˇÊˇ ˇ ˇ ˇÊˇ ˇ
G15 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇŰˇ
ˇ 16 ˇ ˇÖˇ ˇ ˇ ˇŰˇ ˇ
ˇ ˇÊˇ ˇ ˇ ˇŁˇ ˇ
Example E.5: Forest 1
E.3.3.2 Forest 2
G 44 ˇ` (ˇ ˇĽ ˇ ˇ 2˜ ˇ ˇ ˇ ˇ ˇ` (ˇ 3 ˇ ˇ ˇ ˇ ˇ ˇ ˇ ˇ
G 4 ˇ` (ˇ ˇĽ ˇ ˇ 5¨ ˇ ˇ ˇÊÊˇ ˇ` (ˇ 6 ˇĽ ˇ ˇ ˇ ˇ ˇÊÊˇ
G 7 ˇ` (ˇ ˇ ˇ ˇŁŁˇ 8
ˇ ˇ ˇÊÊˇ ˇÉ ˇ ˇ 99 ˇ ˇ ˇ ˇ ˇ` (ˇ
G10 ˇ ˇ ˇ ˇ ˇ ˇŁˇŁˇ
11 ˇ ˇÊˇÊˇ ˇ ˇ ˇ ˇ 12 ˇ ˇŁˇŁˇ ˇ ˇ ˇ ˇ
G13 ˇ ˇ ˇÊÊˇ ˇ` (ˇ 14 ˇ Ľˇ ˇ 7 ˇ ˇ ˇÊÊˇ
15 ˇ` (ˇ ˇĽ ˇ ˇ ˆ
G16` ˇ ˇ ˇ ˇ ˇ` (ˇ 17 ˇ ˇ ˇŁŁˇ ˇ ˇÉ ˇ 18 ˇ` -ˇ ˇ ˇÉ ˇ
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G19 ˇ` -ˇ ˇĹĹˇ ˇ 20ˆ ˇ ˇÊˇÊˇ ˇ ˇ ˇ ˇ 21 ˇ` (ˇ ˇ ĹĹˇ ˇ 22ˆ ˇ ˇÊˇÊˇ ˇ` (ˇ
G23 ˇ ˇ ˇŁŁˇ ˇ ˇ ˇÊÊˇ
24
ˇ` (ˇ ˇ Ľˇ ˇ
25
9 ˇ ˇ ˇŁŁˇ ˇ` -ˇG26 ˇ ˇÊˇÊˇ ˇ ˇ Éˇ 27 ˇ Éˇ ˇ 7 ˇ ˇ ˇ ˇ
28 ˇ` (ˇ ˇ Ľˇ ˇ 299 ¯
Example E.6: Forest 2
E.3.4 Ice Island
E.3.4.1 Ice 1
G 44 ˘` ˇ 2 ˘` ˇ 3 ˘` ˇ 4 ˘` ˇ 5 ˘`
ˇ
6
˘` ˇ
G 7 ˘` ˇ 8 ˘` ˇ 9 ˘` ˇ 10 ˘` ˇ 11 ¯ 12˝ ¯ 13 ˘` ˇ
G14 ˘` ˇ 15 ˘` ˇ 16 ˘` ˇ 17 ˘` ˇ 18 ˘` ˇ 19 ˘` ˇ
G20 ˘` ˇ 21 ˘` ˇ 22 ˘` ˇ 23 ˘` ˇ 24 ˘` ˇ 25 ¯
G26 ˘` ˇ 27 ˘` ˇ 28 ¯ 29 ˘` ˇ 30 ˘` ˇ 31 ˘` ˇ
G32 ˘` ˇ 33 ˘` ˇ 34 ˘` ˇ 35 ˘` ˇ 36 ˘` ˇ 37 ˘` ˇ
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G38 ˘` ˇ 39 ˇ ˘` 40 ˇ ˘` 41 ˇ ˘` 42 ˇ ˘` 43 ˇ ˘`
G44 ˇ ˘` 45 ˘` ˇ 46 ˘` ˇ 47 ˘` ˇ 48 ˘` ˇ 49 ˘` ˇ
G50 ˘` ˇ 51 ˘` ˇ 52 ˘` ˇ 53 ˘` ˇ 54 ˘` ˇ 55 ˘` ˇ
G56 ˘` ˇ 57˚ ¯ 58˚ ˘` ˇ 59 ˘` ˇ 60 ˘` ˇ 61 ¯ 62< ¯
Example E.7: Ice 1
E.3.4.2 Ice 2
G 44 ˇ ˇ ˇ
ˇ
2
¯
3 ˇ ˇ ˇ ˇ 4 ¯ 5˝ ˇ ˇ ˇ ˇ 6 ¯ 7˝ ˇ ˇ ˇ ˇ
G 8
ˇ ˇ ˇ ˇ
9 ˘ ˇ ˇ 10 ˘` ˇ 11 ˇ ˇ ˇ ˇ 12 ˘ ˇ ˇ
G13 ¯ 14 ˇ ˇ ˇ
ˇ
15
¯
16 ˇ ˇ ˇ ˇ 17 ¯ 18˝ ˇ ˇ ˇ ˇ 19 ˘` ˇ
G20 ˇ ˇ ˘ 21 ˇ ˇ ˇ
ˇ
22
¯
23
˝ ˇ ˇ ˇ ˇ 24 ¯ 25˝ ˇ ˇ ˇ ˇ
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G26 ˘` ˇ 27 ˇ ˇ ˘ 28
ˇ ˘ ˇ ˇ 29 ˇ ˘ ˇ
G30 ˇ ˇ
˘
31
˚ ˘ ˇ ˇ 32 ˇ ˘ ˇ 33 ˇ ˇ ˘ ¨
G34
` ˘ ˇ ˇ
35
¯
36 ˇ ˇ ˇ ˇ 37 ¯ 38˝ ˇ ˇ ˇ ˇ 39
¯
40
˝ ¯
Example E.8: Ice 2
E.3.5 Spooky Island
E.3.5.1 Spooky 1
I 4
4
¯ 2 ¯ 3 ¯ 4; ¯ 5 ¯ 6 ¯ 7 ¯ 8˝ ¯ H9 ˘ ˘ 10 ˘ ˘ ˜
G11` ¯ J12 ˘ ˘ 13 ˘ ˘ 14< ˘ ˘ 15 ¯ 16< ¯ 17 ˘ ˘ ¨
I18` ˘ ˘ 19; ˘ ˘ 20 ¯ 21; ˘ ˘ 22; ˘ ˘ 23; ˘ ˘ 24 ˘ ˘ 9I25
6 ˘ ˘ 26 ˘ ˘ 27 ˘ ˘ 28˚ ˘ ˘ 29˚ ˘ ˘ 30˚ ˘ ˘ ¨
I31` ¯ 32˚ ˘ ˘ 33 ˘ ˘ 34 ¯ 35< ˘ ˘ 36 ˘ ˘ 37 ¯ :
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I38
6 ˘ ˘
39 ˘ ˘
40 ¯ 41 ˘ ˘
42 ˘ ˘
43
; ¯
44 ¯ 45 ˘ ˘
I46 ˘ ˘ 47 ¯ 48 ˘ ˘ 49 ˘ ˘ 50 ˘ ˘ 51 ¯ 52< ¯
Example E.9: Spooky 1
E.3.5.2 Spooky 2
I 4
4
˘ ˘ 2 ˘ ˘ 3 ˘ ˇ ˇ 4 ˇ ˇ ˘ 5˚ ¯
I 6 ˘ ˇ ˇ 7 ˘ ˘ 8 ˇ ˇ ˇ ˇ 9 ¯ 10 ¯ 11= ¯I12 ˘ ˘ 13 ˘ ˘ 14 ˘ ˇ ˇ 15 ˘ ˘ 16 ¯ 17 ˇ ˇ ˘
I18 ˘ ˘ 19 ˇ ˇ ˘ 20 ˘ ˘ 21= ¯ 22 ˇ ˇ ˇ ˇI23 ˇ ˇ ˇ ˇ 24 ˇ ˇ ˇ ˇ 25 ˇ ˇ ˘ 26¨ ˘ ˘ 27˝ ˘ ˘ ˜
I28` ˘ ˇ ˇ 29 ˘ ˇ ˇ 30 ˇ ˇ ˇÄÄˇ ˘ 31 ¯ 32˚ ¯
Example E.10: Spooky 2
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E.3.6 Village Island
E.3.6.1 Village 1
G 44 -ˇ ? -ˇ ? -ˇ ? -ˇ ? 2 -ˇ ? ˇĹĹˇ -ˇ ? -ˇ ? 3 -ˇ ? ˇĹĹˇ -ˇ ? ˇĹĹˇ
G 4 -ˇ ? (ˇ ? -ˇ ? (ˇ ? 5 -ˇ ? ˇĽˇ -ˇ ? -ˇ ? 6 ˇÉˇ (ˇ ? (ˇ ? (ˇ ?
G 7 (ˇ ? ˇĽˇ -ˇ ? (ˇ ? 8 -ˇ ? -ˇ ? -ˇ ? -ˇ ? 9 -ˇ ? ˇĽˇ -ˇ ? -ˇ ?
G10 -ˇ ? ˇĽˇ -ˇ ? ˇĽˇ 11 -ˇ ? (ˇ ? -ˇ ? (ˇ ? 12 (ˇ ? (ˇ ? ˇ ˇ (ˇ ?
G13 (ˇ ? ˇ ĽĽˇ (ˇ ? (ˇ ? 14 (ˇ ? ˇ ĽĽˇ -ˇ ? (ˇ ?
G15 -ˇ ? -ˇ ? -ˇ ? -ˇ ? 16 ˇÉˇ -ˇ ? -ˇ ? -ˇ ? 17 -ˇ ? (ˇ ? ˇŔˇ -ˇ ?
G18 -ˇ ? -ˇ ? -ˇ ? ˇÉÉˇ 19 -ˇ ? -ˇ ? ˇ ˇ ˇ ˇ
G20 -ˇ ? -ˇ ? -ˇ ? -ˇ ? 21 (ˇ ? ˇ ĹĹˇ (ˇ ? (ˇ ? 22 -ˇ ? (ˇ ? (ˇ ? (ˇ ?
G23 (ˇ ? (ˇ ? (ˇ ? (ˇ ? 24 (ˇ ? ˇ ĽĽˇ (ˇ ? (ˇ ?
G25 (ˇ ? ˇ ĹĹˇ (ˇ ? ˇ ĹĹˇ 26 (ˇ ? (ˇ ? (ˇ ? (ˇ ?
27 (ˇ ? ˇ ĹĹˇ (ˇ ? (ˇ ?
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G28 ˇ ˇ (ˇ ? (ˇ ? (ˇ ? 29 (ˇ ? ˇ ĽĽˇ (ˇ ? (ˇ ?
G30 (ˇ ? (ˇ ? (ˇ ? (ˇ ? 31 (ˇ ? ˇ ĹĹˇ (ˇ ? (ˇ ? 32 (ˇ ? ˇ ĹĹˇ (ˇ ? (ˇ ?
G33 (ˇ ? ˇ ĽĽˇ (ˇ ? ˇ ĽĽˇ 34 (ˇ ? (ˇ ? (ˇ ? (ˇ ?
G35 (ˇ ? (ˇ ? ˇ ˇ (ˇ ? 36 (ˇ ? ˇ ĹĹˇ (ˇ ? (ˇ ? 37 (ˇ ? ˇ ĹĹˇ (ˇ ? (ˇ ?
G38 (ˇ ? (ˇ ? (ˇ ? (ˇ ? 39 ˇ ˇ (ˇ ? (ˇ ? (ˇ ?
G40 (ˇ ? (ˇ ? (ˇ ? (ˇ ? 41 (ˇ ? ˇ ĹĹˇ (ˇ ? (ˇ ? 42 (ˇ ? -ˇ ? -ˇ ? -ˇ ?
G43 -ˇ ? ˇ ÉÉˇ (ˇ ? (ˇ ? 44 ˇ ÉÉˇ (ˇ ? -ˇ ? -ˇ ?
G45 -ˇ ? ˇÉˇ -ˇ ? -ˇ ? 46 ˇÉˇ -ˇ ? (ˇ ? -ˇ ? 47 ˇ ˇ (ˇ ? (ˇ ? -ˇ ?
G48 (ˇ ? ˇ ĽĽˇ (ˇ ? (ˇ ? 49 (ˇ ? -ˇ ? (ˇ ? -ˇ ?
Example E.11: Village 1
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E.3.6.2 Village 2
G 44 ? (ˇ ˇ ˇ ˇ ˇ 2 ˇÉ ˇ ˇ ˆ ˇ ˇ ˇÊÊˇ 3 ˇ` -ˇ ˇ ˇ ˇ ˇ
G 4 ˇÉˇ ˇ ˆ ˇ ˇ ˇŁŁˇ 5 -ˇ ? ? (ˇ ˇ ˇ ˇ ˇ
6 ˇ Éˇ ˇ 8 ˇ ˇŁˇŁˇ
G 7 ˇ ˇĎˇĎˇ ˇ ˇ ˇ ˇ 8 ˇÃ ˇ ˇ ˆ ˇ ˇ ˇŁŁˇ 9 ˘ ¨ ˇ ˇ ˇŁŁˇ
G10 ˘ 8 ˇ ˇŁˇŁˇ 11 ˇ` (ˇ ˇ` -ˇ 12 ˇ` -ˇ ˇ ˇ ˇ ˇ 13 ˇ ˇ
ÊˇÊˇ ˇ ˇŁˇŁˇ
G14 ˇ ˇÐˇÐˇ ˇ ˇ ˇ ˇ 15 ˇÉ ˇ ˇ ˆ ˇ ˇÊˇÊˇ 16 ˇ` (ˇ ˇ ˇ ˇ ˇ
G17 ˇ Éˇ ˇ 9 ˇ` (ˇ 18 ˇ` -ˇ ˇ` -ˇ 19 ˇ ˇ ˇÐÐˇ ˇ ˇ ˇĲĲˇ
G20 ˇ` -ˇ ˇ ˇÊˇÊˇ 21 ˇ Ľˇ ˇ 8 ˇ Éˇ ˇ 22: ˇ Éˇ ˇ 8 ˇ ˇ ˇ ˇ
G23 ˇ ˇŰˇŰˇ ˇ ˇ ˇÖÖˇ 24 ˇÉˇ ˇ ˆ ˇ ˇÊˇÊˇ 25 ˇ` (ˇ ˇ ˇ ˇ ˇ
Example E.12: Village 2
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F
Timebase and **kern representation of
musical event durations
Table F.1 shows a comparison of the representation of the duration ofmusical events using
an appropriate timebase representation from M. Pearce 2005, p. 63 (with a granularity
of 96), and **kern representation from Huron 1998.
Note Name Timebase Value **kern Value
Continued on next page
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Table F.1 – Continued from previous page
Note Name Timebase Value **kern Value
¯ Semibreve 96 1
˘´ Double Dotted Minim 84 2..
˘` Dotted Minim 72 2.
˘ Minim 48 2
ˇ´ Double Dotted Crotchet 42 4..
ˇ` Dotted Crotchet 36 4.—fl1 of 3—˘ Minim Triplet 32 3
ˇ Crotchet 24 4
(ˇ´ Double Dotted Quaver 21 8..
(ˇ` Dotted Quaver 18 8.—fl1 of 3—ˇ Crotchet Triplet 16 6
(ˇ Quaver 12 8
Continued on next page
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Table F.1 – Continued from previous page
Note Name Timebase Value **kern Value
)ˇ` Dotted Semiquaver 9 16.—fl1 of 3—(ˇ Quaver Triplet 8 12
)ˇ Semiquaver 6 16
` *ˇ Dotted Demisemiquaver 4.5 32.—fl1 of 3—)ˇ Semiquaver Triplet 4 24
*ˇ Demisemiquaver 3 32
+ˇ Hemidemisemiquaver 1.5 64
Table F.1: A comparison of the representation of the duration of musical events using an
appropriate timebase representation
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