Analog machine learning hardware platforms promise to be faster and more energy-efficient than their digital counterparts. Wave physics, as found in acoustics and optics, is a natural candidate for building analog processors for time-varying signals. Here we identify a mapping between the dynamics of wave physics, and the computation in recurrent neural networks. This mapping indicates that physical wave systems can be trained to learn complex features in temporal data, using standard training techniques for neural networks. As a demonstration, we show that an inversely-designed inhomogeneous medium can perform vowel classification on raw audio data by simple propagation of waves through such a medium, achieving performance that is comparable to a standard digital implementation of a recurrent neural network. These findings pave the way for a new class of analog machine learning platforms, capable of fast and efficient processing of information in its native domain.
Recently, machine learning has had significant success in performing complex information processing tasks, such as computer vision [1] and machine translation [2] , which were previously intractable through traditional methods. However, the computing requirements of these applications is increasing exponentially, motivating efforts to develop new, specialized hardware platforms for fast and efficient execution of machine learning models. Among these are neuromorphic hardware platforms [3] [4] [5] , with architectures that mimic the biological circuitry of the brain. Furthermore, analog computing platforms, which use the natural evolution of a continuous physical system to perform calculations, are also emerging as important direction for implementation of machine learning [6] [7] [8] [9] .
Here, we identify a mapping between the dynamics of wave-based physical phenomena, such as acoustics and optics, and the computation in a recurrent neural network (RNN). RNNs are one of the most important machine learning models and have been widely used to perform tasks such as natural language processing [10] and time-series prediction [11] [12] [13] . Here we show that wavebased physical systems can be trained to operate as an RNN, and as a result can passively process signals and information in their native domain, without analog-todigital conversion, which should result in a significant gain in speed and a reduction in power consumption.
An RNN converts a sequence of inputs into a sequence of outputs by applying the same basic operation to each member of the input sequence in a step-by-step fashion ( Fig 1A) . Memory of previous time steps is encoded into the RNN's hidden state, which is updated at each step. The information in the hidden state allows for the RNN to learn temporal structure and long-range dependencies in data [14, 15] . At a given time step, t, the RNN operates on the current input vector in the sequence, x t , and the hidden state vector from the previous step, h t−1 , to * These authors contributed equally to this work.
† shanhui@stanford.edu produce an output vector, y t , as well as an updated hidden state, h t . While many variations of RNNs exist, a common implementation [16] is described by the following update equations
which are diagrammed in Fig. 1B . The dense matrices defined by W (h) , W (x) , and W (y) are optimized during training while σ (h) (·) and σ (y) (·) are nonlinear activation functions. The operation defined by Eq. 1 and Eq. 2, when applied to each element of an input sequence, can be described by the directed graph shown in Fig. 1C .
We now discuss the connection between the dynamics in the RNN as described by Eqs. 1 and 2, and the dynamics of wave-based physical systems. As an illustration, the dynamics of a scalar wave field distribution u(x, y, z) are governed by the second-order partial differential equation (Fig. 1D) ,
where
∂z 2 is the Laplacian operator, c = c(x, y, z) is the spatial distribution of the local wave speed. For sufficiently large fields, c may additionally depend nonlinearly on the local wave amplitude. f = f (x, y, z, t) is a source term. A finite-difference discretization of Eq. 3, with a temporal step size of ∆t, results in the recurrence relation,
Here, the subscript in (·) t is used to indicate the value of a scalar field at time step t. The wave system's hidden state is defined as the concatenation of the field distributions at the current and immediately preceding time steps, h t ≡ [u t , u t−1 ] T , where u t and u t−1 are vectors given by the flattened fields, u t and u t−1 , discretized in the spatial domain. Then, the update of the wave equation may be written as
where the sparse matrix, A, describes the update of the wave fields u t and u t−1 without a source (Fig. 1E ). The derivation of Eq. 5 and 6 are given in supplementary information section S1.
The dependence of A on h t−1 can be achieved through an intensity-dependent wave speed of the form c(x, y) = c linear + c nonlinear · |u t (x, y)| 2 , where c nonlinear is exhibited in regions containing nonlinear materials. In practice, this class of nonlinearity is encountered in a variety of wave physics, such as shallow water waves [17] or nonlinear optics via the Kerr effect [18] . Similarly to the σ (y) (·) activation function in a standard RNN, a nonlinear relationship between the hidden state, h t , and the output, y t , of the wave equation is typical in wave physics since the output usually corresponds to a measurement of the wave intensity, as we assume here for Eq. 6.
Like the standard RNN, the connections between the hidden state and the input and output of the wave equation are also defined by linear operators, given by P (i) and P (o) . These matrices define the injection and measuring points within the spatial domain. Unlike the standard RNN, where the input and output matrices are dense, the input and output matrices of the wave equation are usually sparse and, moreover, unchanged by the training process. Additional information on the construction of these matrices is given in supplementary information section S2.
We take the wave speed distribution, c(x, y, z) as trainable parameters, which are optimized for a given machine learning task, physically corresponding to a patterning of materials within the domain. Thus, when modeled numerically in discrete time (Fig. 1E) , the wave equation defines an operation which maps into that of an RNN (Fig. 1B) . Similarly to the RNN, the full time dynamics of the wave equation may be represented as a directed graph (Fig. 1F) .
We now demonstrate how the dynamics of the wave equation can be trained to classify vowels through the construction of an inhomogeneous material distribution. For this task, we utilize a dataset consisting of 930 raw audio recordings of 10 vowel classes from 45 different male speakers and 48 different female speakers [19] . For our learning task, we select a subset of 279 recordings corresponding to three vowel classes, represented by the vowel sounds ae, ei, and iy, as contained in the words had, hayed, and heed, respectively ( Fig. 2A) .
The physical layout of the vowel recognition system consists of a two-dimensional domain in the x-y plane, infinitely extended along the z-direction (Fig. 2B) . The audio waveform of each vowel, represented by x (i) , is injected by a source at a single grid cell on the left side of the domain, emitting waveforms which propagate through a central region with a trainable distribution of the wave speed, indicated by the light green region in Fig. 2B . Three probe points are defined on the right hand side of this region, each assigned to one of the three vowel classes. To determine the system's output, y (i) , the timeintegrated power at each probe is measured (Fig. 2C) . After the simulation evolves for the full duration of the vowel recording, this integral gives a non-negative vector of length 3, which is then normalized by its sum and interpreted as the system's predicted probability distribution over the vowel classes. An absorbing boundary region, represented by the dark gray region in Fig. 2B , is included in the simulation to prevent energy from building up inside the computational domain. The derivation of the discretized wave equation with a dampening term is given in supplementary information section S1.
For the purposes of our numerical demonstration, we consider binarized systems consisting of two materials: a background material with a normalized wave speed c 0 = 1.0, and a second material with c 1 = 0.5. We assume that the second material has a nonlinear parameter, c nonlinear = −30, while the background material has a linear response. In practice, the wave speeds would be modified to correspond to different materials being used. For example, in an acoustic setting the material distribution could consist of air, where the sound speed is 331 m/s, and porous silicone rubber, where the sound speed is 150 m/s [20] . The initial distribution of the wave speed consists of a uniform region of material with a speed which is midway between those of the two materials (Fig. 2D ).
This choice of starting structure allows for the optimizer to shift the density of each pixel towards either one of the two materials to produce a binarized structure consisting of only those two materials. To train the system, we perform back-propagation through the model of the wave equation to compute the gradient of the cross entropy loss function of the measured outputs with respect to the density of material in each pixel of the trainable region. Interestingly, this approach is mathematically equivalent to the adjoint method [21] , which is widely used for inverse design [21] [22] [23] . Then, we use this gradient information update the material density using the the Adam optimization algorithm [24] , repeating until convergence on a final structure (Fig. 2D ).
The confusion matrices over the training and testing sets for the starting structure are shown in Fig. 3A and Fig. 3B , averaged over five cross-validated training runs. Here, the confusion matrix defines the percentage of correctly predicted vowels along its diagonal entries and the percentage of incorrectly predicted vowels for each class in its off-diagonal entries. Clearly the starting structure can not perform the recognition task. Fig. 3C and Fig.  3D show the final confusion matrices after optimization for the testing and training sets, averaged over five cross validated training runs. The trained confusion matrices are diagonally dominant, indicating that the structure can indeed perform vowel recognition. More information on the training procedure and numerical modeling is provided in supplementary information sections S3 and S4, respectively. Fig. 3E and Fig. 3F show the cross entropy loss value and the prediction accuracy, respectively, as a function of the training epoch over the testing and training datasets, where the solid line indicates the mean and the shaded region corresponds to the standard deviation over the cross-validated training runs. Interestingly, we observe that the first epoch results in the largest reduction of the loss function and the largest gain in prediction accuracy. From Fig. 3F we see that the system obtains a mean accuracy of 92.6% ± 1.1% over the training dataset and a mean accuracy of 86.3% ± 4.3% over the testing dataset. From Fig. 3C and Fig. 3D we observe that the system attains near perfect prediction performance on the ae vowel and is able to differentiate the iy vowel from the ei vowel, but with less accuracy, especially in unseen samples from the testing dataset. Fig. 3G, Fig. 3H , and Fig.  3I show the distribution of the integrated field intensity, t |u t (x, y)| 2 , when a representative sample from each vowel class is injected into the trained structure. We thus provide visual confirmation that the optimization procedure produces a structure which routes the majority of the signal energy to the correct probe. As a performance benchmark, a conventional RNN was trained on the same task, achieving comparable classification accuracy to that of the wave equation. However, a larger number of free parameters was required. Additionally, we observed that a comparable classification accuracy was obtained when training a linear wave equation. More details on the per- formance are provided in supplementary information section S5.
The wave-based RNN presented here has a number of favorable qualities that make it a good candidate for processing sequential data. Unlike the standard RNN, the update of the wave equation from one time step to the next enforces a nearest-neighbor coupling between elements of the hidden state through the Laplacian operator, which is represented by a sparse matrix in Fig.  1E . This is a direct consequence of the fact that the wave equation is a hyperbolic partial differential equation in which information propagates with a finite velocity. Thus, the size of the analog RNN's hidden state, and therefore its memory capacity, is directly determined by the size of the propagation medium. Additionally, unlike the conventional RNN, the wave equation enforces an energy conservation constraint, preventing unbounded growth of the norm of the hidden state and the output signal. In contrast, the unconstrained dense matrices defining the update relationship of the standard RNN lead to vanishing and exploding gradients, which pose a major challenge for training traditional RNNs [25] .
We have shown that the dynamics of the wave equation are conceptually equivalent to those of a recurrent neural network. This conceptual connection opens up the opportunity for a new class of analog hardware platform, in which evolving time dynamics play a significant role in both the physics and the dataset. While we have focused on a specific example of the scalar wave equation, our results apply broadly to other wave-like physics. Such an approach of using physics to perform computation [9, [26] [27] [28] [29] [30] may inspire a new platform for analog machine learning devices, with the potential to perform computation far more naturally and efficiently than their digital counterparts. The generality of the approach further suggests that many physical systems may be attractive candidates for performing RNN-like computation on naturally occurring sequences, such as optical, acoustic, or seismic signals. In the main text, we specified that the dynamics of the scalar field distribution, u = u(x, y, z, t), are governed by the wave equation
∂z 2 is the Laplacian operator. c = c(x, y, z) is the spatial distribution of the wave speed and f = f (x, y, z, t) is a source term. For a nonlinear system, c can depend on the wave amplitude. Eq. (S1) may be discretized in time using centered finite differences with a temporal step size of ∆t, after which it becomes
Here, the subscript in (·) t is used to indicate the value of a scalar field at time step t. To connect Eq. (S2) to the RNN update equations from Eq. 1 and 2, we exress this in matrix form as
Then, the update equation for the wave equation defined by Eq. (S3) can be rewritten as
where we have defined A as the matrix appearing in Eq. (S3). The nonlinear dependence on h t−1 is defined by the nonlinear wave speed described above. An absorbing region is introduced to approximate an open boundary condition [31] , corresponding to the grey region in Fig. 2B . This region is defined by a dampening coefficient, b(x, y), which has a cubic dependence on the distance from the interior boundary of the layer. The scalar wave equation with damping is defined by the inhomogeneous partial differential equation [32] 
where u is the unknown scalar field, b is the dampening coefficient. Here, we assume that b can be spatially varying but is frequency-independent. For a time step indexed by t, Eq. S6 is discretized using centered finite differences in time to give
From Eq. S7, we may form a recurrence relation in terms of u t+1 , which leads to the following update equation
Equation S8 therefore represents the discretized update equation for the scalar wave equation with damping. In matrix form, we may express Eq. (S8) as
which also has the same form as in Eq. (5) and (6) of the main text.
S2

S2. INPUT AND OUTPUT CONNECTION MATRICES
In the wave equation, we use the linear operators P (i) and P (o) to define the injection and measurement locations within our domain. Here we provide more details on these operators.
We start from the vectors u t and f t , which are discretized and flattened vectors from the field distribution u t and f t . Then, we define the linear operators, M (i) and M (o) , each column of which define the respective spatial distributions of the injection and measurement points in this flattened basis. With this, we can write the injection of the input vector (x t ) as a matrix-vector multiplication
Similarly, as the output of the RNN at each time step is given by an intensity measurement of the scalar fields, we may express this in terms of the flattened scalar field as
As the wave equation hidden state, h t is defined as the concatenation of u t and u t−1 , we define the following matrices for convenience, as they only act on the u t portion of h t
where  is a matrix of all zeros. These matrices are used in the injection and measurement stages of the scalar wave update equations of the main text and thus serve a similar role to the W (x) and W (y) matrices of the traditional RNN in Eqs. (1) and (2). However, unlike W (x) and W (y) , these matrices are fixed and not trainable parameters.
S3. TRAINING METHOD FOR VOWEL CLASSIFICATION
The procedure for training the vowel recognition system is as follows. First, each vowel waveform is downsampled from its original recording with a 16 kHz sampling rate to a sampling rate of 10 kHz. Next, the entire dataset of (3 classes) × (45 males + 48 females) = 272 vowel samples is divided into 5 groups of approximately equal size. Cross validated training is performed with 4 out of the 5 sample groups forming a training set and 1 out of the 5 sample groups forming a testing set. Independent training runs are performed with each of the 5 groups serving as the testing set, with results being averaged over all training runs. Each training run is performed for 30 epochs using the Adam optimization algorithm [33] . During each epoch, every sample vowel sequence from the training set is windowed to a length of 1000, taken from the center of the sequence. This limits the computational cost of the training proceedure by reducing the length of the time through which gradients must be tracked.
All windowed samples from the training set are run through the simulation in batches of 9 and the categorical cross entropy loss between the output probe probability distribution and the correct one-hot vector for each vowel sample is computed. To encourage the optimizer to produce a binarized distribution of the wave speed with relatively large feature sizes, the optimizer minimizes this loss function with respect to a material density distribution, ρ(x, y) within a central region of the simulation domain, indicated by the green region in Fig. 2A . The distribution of the wave speed, c(x, y), is computed by first applying a low-pass spatial filter and then a projection operation to the density distribution. The details of this process are described in section S4. We use the Adam algorithm [33] with learning rate 0.0004 to perform the optimization in batches of 9. Fig. 2D illustrates the optimization process over several epochs, during which, the wave velocity distribution converges to a final structure. At the end of each epoch, the classification accuracy is computed over both the testing and training set. Unlike the training set, the full length of each vowel sample from the testing set is used.
The mean energy spectrum of the three vowel classes after downsampling to 10 kHz is shown in Fig. S1 . We observe that the majority of the energy for all vowel classes is below 1 kHz and that there is strong overlap between the mean peak energy of the ei and iy vowel classes. Moreover, the mean peak energy of the ae vowel class is very close to the peak energy of the other two vowels. Therefore, the vowel recognition task learned by the system in the main text is non-trivial. 
S4. NUMERICAL MODELING METHODS
Numerical modeling and simulation of the wave equation physics was performed using a custom software package written in Python [34] . The software package was developed on top of the popular machine learning library, pytorch, to compute the gradients of the loss function with respect to the material distribution via reverse-mode automatic differentiation. In the context of inverse design in the fields of physics and engineering, this method of gradient computation is commonly referred to as the adjoint variable method and has a computational cost of one additional wave simulation. Using of a machine learning platform to perform the numerical simulation greatly reduces opportunities for errors in the analytic derivation or numerical implementation of the gradient. The code for performing numerical simulations and training of the wave equation, as well as generating the figures presented in this paper, may be found online at http://www.github.com/fancompute/wavetorch/.
In wavetorch, the operation of ∇ 2 on a spatially discretized wave field, u t is carried out using the convolution
where h is the step size of the spatial grid and * denotes a convolution.
To create realistic devices with sufficiently large minimum feature sizes and a binarized c(x, y) distribution, we employed filtering and projection schemes during our optimization. Rather than updating the wave speed distribution directly, one may instead choose to update a design density ρ(x, y), which varies between 0 and 1 within the design region and describes the density of material in each pixel. To create a structure with larger feature sizes, a low pass spatial filter can be applied to ρ(x, y) to created a filtered density, labelledρ(x, y)
For binarization of the structure, a projection scheme is used to recreate the final wave speed from the filtered density. We defineρ(x, y) as the projected density, which is created fromρ(x, y) as
Here, η is a parameter between 0 and 1 that controls the mid-point of the projection, typically 0.5, and β controls the strength of the projection, typically around 100. Finally, the wave speed can be determined fromρ as
where c 0 and c 1 are the background and optimized material wave speed, respectively. We tried N h =70, for which the total number of RNN free parameters is 5250, and N h =100, with 10500 free parameters. The RNN was implemented and trained using pytorch. In Table S1 we show the results of a standard RNN on the vowel recognition task and compare them to the scalar wave. We find that the conventional RNN achieves a performance comparable to the wave equation. However, this performance is highly dependent on the number of trainable parameters. For a similar number of trainable parameters, the conventional RNN achieves about 6% lower classification accuracy. However, when the number of free parameters is increased to about 2 times that of the scalar wave, the accuracy is higher by about 3 %. We note that it is possible that more advanced recurrent models like long short-term memory (LSTM) [35] or gated recurrent unit (GRU) [36] could have a better performance with a smaller number of parameters, but exploring this is outside the scope of this study.
The conventional RNN and the one implemented by a scalar wave equation have many qualitative differences. We discuss some of those below. First, in the RNN case, the trainable parameters are given by the elements of the weight matrices. In the wave equation case, we choose to use the wave velocity, c(x, y, z), as trainable parameters, because a specific distribution of c can be physically implemented after the training process. In acoustic or optical systems, this can be practically realized using technologies such as 3D printing or nanolithography. Furthermore, whereas the RNN free parameters define a matrix which is multiplied by the input, output, and hidden state vectors, in the wave equation case, the free parameters are multiplied element-wise with the hidden state, which limits the influence of each individual parameter over the full dynamics.
For a given amount of expressive power, the size of the hidden state in the wave equation must arguably be much larger than that in the RNN case. This is because the amount of information that can be encoded in the spatial distribution of u t is constrained by the diffraction limit for wave systems. It follows that a single RNN hidden state element may be analogous to several grid cells in the scalar wave equation. Furthermore, the wave update matrix A is sparse and only contains non-zeros on diagonal elements (self coupling) and those corresponding to neighbor-toneighbor coupling between spatial grid cells. Because of this, information in a given cell of u t will take several time steps to reach other cells, as determined by the wave velocity and the distance between them. The presence of this form of causality practically means that one must wait longer for a full 'mixing' of information between cells in the domain, suggesting that in the our numerical simulations, a larger number of time steps may be needed as compared to the typical RNN.
The form of nonlinearity used in the wave equation is different from that in the typical RNN, which involves the application of the nonlinear function, σ (h) (·), as in Eq. (1). In the wave equation, nonlinearity is provided by making the wave velocity, c, or damping dependent, b, to be dependent on the instantaneous wave intensity |u t | 2 . For example c = c(|u t | 2 ), or b = b(|u t |
