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ABSTRACT
In this paper, it has been shown that the complex matrix variate Dirichlet type
I density factors into the complex matrix variate beta type I densities. Similar
result has also been derived for the complex matrix variate Dirichlet type II
density. Also, by using certain matrix transformations, the complex matrix
variate Dirichlet distributions have been generated from the complex matrix
beta distributions. Further, several results on the product of complex Wishart
and complex beta matrices with a set of complex Dirichlet type I matrices have
been derived.
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Introduction
The random variables x1, . . . , xn are said to have the univariate Dirichlet type I dis-
tribution with parameters a1, . . . , an; an+1 if their joint probability density function
(p.d.f.) is given by
Γ(
∑n+1
i=1 ai)∏n+1
i=1 Γ(ai)
n∏
i=1
xai−1i
(
1−
n∑
i=1
xi
)an+1−1
,
0 < xi < 1, i = 1, . . . , n,
n∑
i=1
xi < 1, (1)
where ai > 0, i = 1, . . . , n + 1. The random variables y1, . . . , yn are said to have the
univariate Dirichlet type II distribution with parameters b1, . . . , bn; bn+1 if their joint
p.d.f. is given by
Γ(
∑n+1
i=1 bi)∏n+1
i=1 Γ(bi)
n∏
i=1
ybi−1i
(
1 +
n∑
i=1
yi
)−∑n+1i=1 bi
, 0 < yi < ∞, i = 1, . . . , n, (2)
where bi > 0, i = 1, . . . , n + 1. The Dirichlet type II density (2) can be obtained
from (1) by using the transformation yi = (1 −
∑n
i=1 xi)
−1xi, i = 1, . . . , n. For this
reason (2) is also known as the inverted Dirichlet density.
Wilks [24] showed that the variates u1 = x1, u2 = x2(1 − x1),. . . , un =
xn(1 − x1 − · · · − xn−1) are independently distributed. Tan [22], using certain re-
sults on marginal and conditional distributions, derived similar results for the matrix
variate Dirichlet type I matrices. He showed that the matrix variate Dirichlet type
I density factors in into the matrix variate beta type I densities. Recently, Gupta
and Nagar [9], using matrix transformation, derived Wilks’ factorization for matrix
Dirichlet type I and matrix Dirichlet type II distributions.
The matrix variate Dirichlet distributions have been studied by several authors
(see, for example, Olkin and Rubin [18], Tan [22], Javier and Gupta [12], and Gupta
and Nagar [8]). An extensive review on the matrix variate Dirichlet distribution is
available in Gupta and Nagar [9].
In this article we derive Wilks’ factorization of the complex matrix variate Dirichlet
distributions. We will also show that using certain matrix transformations one can
generate the complex matrix variate Dirichlet distributions from the complex matrix
variate beta distributions.
The complex matrix variate Dirichlet distributions were deﬁned and studied by
Tan [21].
The complex matrix variate distributions play an important role in various ﬁelds of
research. Applications of complex random matrices can be found in multiple time se-
ries analysis, nuclear physics and radio communications (Carmeli [3], Krishnaiah [15],
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Mehta [16], and Smith and Gao [19]). Bronk [1] has shown that under certain con-
ditions the distribution of the energy levels of atomic nuclei is the distribution of
the roots of a complex random matrix. Brillinger [2] has shown that the asymptotic
distribution of the matrix of spectral densities of a strictly stationary time series is
complex Wishart. A number of results on the distribution of the complex random
matrices have also been derived. The complex matrix variate Gaussian distribu-
tion was introduced by Wooding [25], Turin [23], and Goodman [6]. The complex
Wishart distribution was studied by Goodman [6, 7], Srivastava [20], Hayakawa [10],
and Chikuse [4]. James [11] and Khatri [13] derived the complex central as well as
the noncentral matrix variate beta distributions. Distributional results on quadratic
forms involving complex normal variables were given by Khatri [14] and Conradie and
Gupta [5]. Nagar and Arias [17] deﬁned the complex matrix Cauchy distribution and
studied its properties. They also showed that quadratic forms in partitioned Cauchy
matrix follow complex matrix variate Dirichlet type I distribution. Systematic treat-
ment of the distributions of the complex random matrices was given by Tan [21] which
included the Gaussian, Wishart, beta, and Dirichlet distributions.
1. Complex matrix variate Dirichlet distributions
In this section we will deﬁne complex matrix variate Dirichlet type I and II distri-
butions and derive them using complex Wishart matrices. We ﬁrst state the follow-
ing notations and results that will be utilized in this and subsequent sections. Let
A = (aij) be an m × m matrix of complex numbers. Then, A′ denotes the trans-
pose of A, A¯ denotes the conjugate of A, AH denotes the conjugate transpose of A,
tr(A) = a11 + · · ·+ amm, etr(A) = exp(tr(A)), det(A) denotes the determinant of A,
A = AH > 0 means that A is Hermitian positive deﬁnite, and A
1
2 denotes the unique
Hermitian positive deﬁnite square root of A = AH > 0.
Deﬁnition 1.1. The complex multivariate gamma function, denoted by Γ˜m(α), is
deﬁned by
Γ˜m(α) =
∫
X=XH>0
etr(−X) det(X)α−m dX, Re(α) > m− 1. (3)
By evaluating the integral in (3), the complex multivariate gamma function can
be expressed as product of ordinary gamma functions
Γ˜m(α) = πm(m−1)/2
m∏
i=1
Γ(α− i + 1), Re(α) > m− 1.
Deﬁnition 1.2. The complex multivariate beta function, denoted by B˜m(a, b), is
deﬁned by
B˜m(a, b) =
∫
0<X=XH<Im
det(X)a−m det(Im −X)b−m dX, (4)
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where Re(a) > m− 1 and Re(b) > m− 1.
The complex multivariate beta function B˜m(a, b) can be expressed in terms of
complex multivariate gamma functions
B˜m(a, b) =
Γ˜m(a)Γ˜m(b)
Γ˜m(a + b)
= B˜m(b, a).
Substituting X = (Im+Y )−1Y in (4) with the Jacobian J(X → Y ) = J((dX)→ (dY ))
= det(Im +Y )−2m, we get an equivalent integral representation for the complex mul-
tivariate beta function as
B˜m(a, b) =
∫
Y =Y H>0
det(Y )a−m det(Im + Y )−(a+b) dY.
Next, we give deﬁnitions of complex Wishart, complex beta and complex Dirichlet
distributions (Goodman [6], Tan [21]).
Deﬁnition 1.3. An m ×m random Hermitian positive deﬁnite matrix X is said to
follow the complex Wishart distribution, denoted as X ∼ CWm(n,Σ), if its p.d.f. is
given by
{Γ˜m(n) det(Σ)n}−1 etr(−Σ−1X) det(X)n−m, Σ = ΣH > 0, n > m− 1.
Deﬁnition 1.4. An m × m random Hermitian positive deﬁnite matrix X is said
to have the complex matrix variate Beta type I distribution with parameters (a, b),
denoted as X ∼ CBIm(a, b), if its p.d.f. is given by
{B˜m(a, b)}−1 det(X)a−m det(Im −X)b−m, 0 < X = XH < Im,
where a > m− 1 and b > m− 1.
Deﬁnition 1.5. An m ×m random Hermitian positive deﬁnite matrix Y is said to
have the complex matrix variate Beta type II distribution with parameters (a, b),
denoted as Y ∼ BIIm (a, b), if its p.d.f. is given by
{B˜m(a, b)}−1 det(Y )a−m det(Im + Y )−(a+b), Y = Y H > 0,
where a > m− 1 and b > m− 1.
Note that if X ∼ CBIIm (a, b), then (I + X)−1 ∼ CBIm(b, a) and (Im + X)−1X ∼
CBIm(a, b).
Deﬁnition 1.6. The m×m random Hermitian positive deﬁnite matrices X1, . . . , Xn
are said to have the complex matrix variate Dirichlet type I distribution with param-
eters (a1, . . . , an; an+1), denoted by (X1, . . . , Xn) ∼ CDIm(a1, . . . , an; an+1), if their
joint p.d.f. is given by
Γ˜m(
∑n+1
i=1 ai)∏n+1
i=1 Γ˜m(ai)
n∏
i=1
det(Xi)ai−m det
(
Im −
n∑
i=1
Xi
)an+1−m
(5)
where Im−
∑n
i=1 Xi is Hermitian positive deﬁnite and ai > m−1, for i = 1, . . . , n+1.
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Deﬁnition 1.7. The m×m Hermitian positive deﬁnite random matrices Y1, . . . , Yn
are said to have the complex matrix variate Dirichlet type II distribution with pa-
rameters (b1, . . . , bn; bn+1), denoted by (Y1, . . . , Yn) ∼ CDIIm (b1, . . . , bn; bn+1), if their
joint p.d.f. is given by
Γ˜m(
∑n+1
i=1 bi)∏n+1
i=1 Γ˜m(bi)
n∏
i=1
det(Yi)bi−m det
(
Im +
n∑
i=1
Yi
)−∑n+1i=1 bi
(6)
where bi > m− 1, i = 1, 2, . . . , n + 1.
The type II density (6) can be obtained from the type I density (5) by trans-
forming Yi = (Im−
∑n
i=1 Xi)
− 12 Xi(Im−
∑n
i=1 Xi)
− 12 , i = 1, . . . , n with the Jacobian
J(X1, . . . , Xn → Y1, . . . , Yn) = det(Im +
∑n
i=1 Yi)
−(n+1)m. It may also be noted here
that
∑n
i=1 Xi ∼ CBIm(
∑n
i=1 ai, an+1) and
∑n
i=1 Yi ∼ CBIIm (
∑n
i=1 bi, bn+1).
In the next two theorems we derive the complex matrix variate Dirichlet distribu-
tions using independent complex Wishart matrices.
Theorem 1.8. Let Ai ∼ CWm(νi,Σ), i = 1, . . . , n, and B ∼ CWm(μ,Σ) be indepen-
dently distributed. Deﬁne
Xi = A−
1
2 Ai(A−
1
2 )H , i = 1, . . . , n,
where A =
∑n
i=1 Ai + B and A
1
2 (A
1
2 )H is any reasonable factorization of A. Then
(X1, . . . , Xn) ∼ CDIm(ν1, . . . , νn;μ).
Proof. The joint density of A1, . . . , An and B is given by
n∏
i=1
[{Γ˜m(νi) det(Σ)νi}−1 etr(−Σ−1Ai) det(Ai)νi−m]
× {Γ˜m(μ) det(Σ)μ}−1 etr(−Σ−1B) det(B)μ−m. (7)
Making the transformation
∑n
i=1 Ai + B = A, Ai = A
1
2 Xi(A
1
2 )H , i = 1, . . . , n with
the Jacobian J(A1, . . . , An, B → X1, . . . , Xn, A) = det(A)mn in (7), the joint density
of X1, . . . , Xn and A is obtained as
det(Σ)−(μ+ν)
Γ˜m(μ)
∏n
i=1 Γ˜m(νi)
n∏
i=1
det(Xi)νi−m det
(
Im −
n∑
i=1
Xi
)μ−m
× det(A)μ+ν−m etr(−Σ−1A), (8)
where ν =
∑n
i=1 νi. From (8), it is easily seen that (X1, . . . , Xn) and A are indepen-
dent and the density of (X1, . . . , Xn) is given by
Γ˜m(μ + ν)
Γ˜m(μ)
∏n
i=1 Γ˜m(νi)
n∏
i=1
det(Xi)νi−m det
(
Im −
n∑
i=1
Xi
)μ−m
which is the desired result.
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For n = 1, the above theorem gives the complex matrix variate beta type I distri-
bution.
Theorem 1.9. Let Ai ∼ CWm(νi, Im), i = 1, . . . , n, and B ∼ CWm(μ, Im) be inde-
pendently distributed. Deﬁne
Yi = B−
1
2 AiB
− 12 , i = 1, . . . , n,
where B
1
2 B
1
2 = B. Then, (Y1, . . . , Yn) ∼ CDIIm (ν1, . . . , νn;μ).
Proof. The joint density of A1, . . . , An and B is given by
n∏
i=1
[{Γ˜m(νi)}−1 etr(−Ai) det(Ai)νi−m]{Γ˜m(μ)}−1 etr(−B) det(B)μ−m. (9)
Substituting Ai = B
1
2 YiB
1
2 , i = 1, . . . , n, with the Jacobian J(A1, . . . , An, B →
Y1, . . . , Yn, B) = det(B)mn in (9), the joint density of Y1, . . . , Yn and B is derived as[
Γ˜m(μ)
n∏
i=1
Γ˜m(νi)
]−1 n∏
i=1
det(Yi)νi−m etr
[
−
(
Im +
n∑
i=1
Yi
)
B
]
det(B)μ+ν−m,
where ν =
∑n
i=1 νi. Integrating out B using
∫
B=BH>0
etr
[
−
(
Im +
n∑
i=1
Yi
)
B
]
det(B)μ+ν−m dB
= Γ˜m(μ + ν) det
(
Im +
n∑
i=1
Yi
)−(μ+ν)
we get the desired result.
For n = 1, the above theorem gives the complex matrix variate beta type II
distribution.
2. Factorizations
In this section we derive factorizations of the complex matrix variate Dirichlet type I
and type II densities.
Theorem 2.1. Let (X1, . . . , Xn) ∼ CDIm(a1, . . . , an; an+1) and deﬁne
U1 = X1,
U2 = (Im −X1)− 12 X2(Im −X1)− 12 ,
...
Un = (Im −X1 − · · · −Xn−1)− 12 Xn(Im −X1 − · · · −Xn−1)− 12 .
(10)
Revista Matema´tica Complutense
2005, 18; Nu´m. 2, 315–328
320
X. Cui/A. K. Gupta/D. K. Nagar Complex matrix variate Dirichlet distributions
Then, the complex random matrices U1, . . . , Un are independently distributed,
Ui ∼ CBIm(ai,
∑n+1
r=i+1 ar), i = 1, . . . , n.
Proof. The density of (X1, . . . , Xn) is given by (5). From the above transformation
it is easy to see that
det(Im −X1) = det(Im − U1),
det(Im −X1 −X2) = det(Im −X1 − (Im −X1) 12 U2(Im −X1) 12 ),
= det(Im − U1) det(Im − U2),
...
det(Im −X1 − · · · −Xn) = det(Im − U1) · · ·det(Im − Un),
det(X1) = det(U1),
det(X2) = det(U2) det(Im − U1),
...
det(Xn) = det(Un) det(Im − U1) · · ·det(Im − Un−1),
and
J(X1, . . . , Xn → U1, . . . , Un) =
n−1∏
i=1
det
(
Im −
i∑
r=1
Xr
)m
=
n−1∏
i=1
det(Im − Ui)m(n−i).
Substituting appropriately in the density of (X1, . . . , Xn), one obtains the joint density
of U1, . . . , Un as
Γ˜m(
∑n+1
i=1 ai)∏n+1
i=1 Γ˜m(ai)
det(U1)a1−m det(Im − U1)a2+···+an+1−m
× det(U2)a2−m det(Im − U2)a3+···+an+1−m × · · ·×
× det(Un)an−m det(Im − Un)an+1−m, (11)
where 0 < Ui = U
H
i < Im, i = 1, . . . , n. Now, observing that
∏n+1
i=1 Γ˜m(ai)
Γ˜m(
∑n+1
i=1 ai)
=
n∏
i=1
B˜m
(
ai,
n+1∑
r=i+1
ar
)
(12)
we obtain the desired result.
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Theorem 2.2. Let (X1, . . . , Xn) ∼ CDIm(a1, . . . , an; an+1) and deﬁne
Un = Xn,
Un−1 = (Im −Xn)− 12 Xn−1(Im −Xn)− 12 ,
...
U1 = (Im −Xn − · · · −X2)− 12 X1(Im −Xn − · · · −X2)− 12 .
Then U1, . . . , Un are independently distributed, Ui ∼ CBIm(ai,
∑i−1
r=1 ar + an+1),
i = 1, . . . , n.
Proof. Similar to the proof of Theorem 2.1.
Theorem 2.3. Let (Y1, . . . , Yn) ∼ CDIIm (b1, . . . , bn; bn+1) and deﬁne
Vn = Yn,
Vn−1 = (Im + Yn)−
1
2 Yn−1(Im + Yn)−
1
2 ,
...
V1 = (Im + Yn + · · ·+ Y2)− 12 Y1(Im + Yn + · · ·+ Y2)− 12 .
Then V1, . . . , Vn are independently distributed, Vi ∼ CBIIm (bi,
∑n+1
r=i+1 br), i = 1, . . . , n.
Proof. Observe that
det(Im + Yn) = det(Im + Vn),
det(Im + Yn + Yn−1) = det(Im + Vn) det(Im + Vn−1),
...
det(Im + Yn + · · ·+ Y1) = det(Im + Vn) . . .det(Im + V1),
and
det(Yn) = det(Vn),
det(Yn−1) = det(Vn−1) det(Im + Vn),
...
det(Y1) = det(V1) det(Im + Vn) · · ·det(Im + V2).
Substituting these together with the Jacobian of transformation
J(Y1, . . . , Yn → V1, . . . , Vn) =
n∏
r=2
det(Im + Vr)m(r−1)
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in the density of (Y1, . . . , Yn) and simplifying, one obtains
Γ˜m(
∑n+1
i=1 bi)∏n+1
i=1 Γ˜m(bi)
n∏
i=1
[
det(Vi)bi−m det(Im + Vi)−
∑n+1
r=i br
]
,
where Vi = V
H
i > 0, i = 1, . . . , n. Now, using (12) the desired result follows.
Theorem 2.4. Let (Y1, . . . , Yn) ∼ CDIIm (b1, . . . , bn; bn+1) and deﬁne
V1 = Y1,
V2 = (Im + Y1)−
1
2 Y2(Im + Y1)−
1
2 ,
...
Vn = (Im + Y1 + · · ·+ Yn−1)− 12 Yn(Im + Y1 + · · ·+ Yn−1)− 12 .
Then V1, . . . , Vn are independently distributed, Vi ∼ CBIIm (bi,
∑i−1
r=1 br + bn+1),
i = 1, . . . , n.
Proof. Similar to the proof of Theorem 2.3.
The above results have been derived using matrix transformations. Tan [21] de-
rived Theorem 2.2 and Theorem 2.4 using certain results on marginal and conditional
distributions. Likewise, using suitable inverse transformations, one can derive the
complex matrix variate Dirichlet distributions from the independent complex beta
matrices as given in the following theorems.
Theorem 2.5. Let U1, . . . , Un be independent m × m complex random matrices,
Ui ∼ CBIm(αi, βi), i = 1, . . . , n. Deﬁne
X1 = U1,
X2 = (Im − U1) 12 U2(Im − U1) 12 ,
...
Xn = (Im − U1) 12 · · · (Im − Un−1) 12 Un(Im − Un−1) 12 · · · (Im − U1) 12 .
Then, (X1, . . . , Xn) ∼ CDIm(α1, . . . , αn;βn) iﬀ βi = αi+1 + βi+1, i = 1, . . . , n− 1.
Theorem 2.6. Let U1, . . . , Un be independent m × m random matrices, and Ui ∼
CBIm(αi, βi), i = 1, . . . , n. Deﬁne
Xn = Un,
Xn−1 = (Im − Un) 12 Un−1(Im − Un) 12 ,
...
X1 = (Im − Un) 12 · · · (Im − U2) 12 U1(Im − U2) 12 · · · (Im − Un) 12 .
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Then, (X1, . . . , Xn) ∼ CDIm(α1, . . . , αn;β1) iﬀ βi+1 = αi + βi, i = 1, . . . , n− 1.
Theorem 2.7. Let V1, . . . , Vn be independent m × m complex random matrices,
Vi ∼ CBIIm (αi, βi), i = 1, . . . , n. Deﬁne
Yn = Vn,
Yn−1 = (Im + Vn)
1
2 Vn−1(Im + Vn)
1
2 ,
...
Y1 = (Im + Vn)
1
2 · · · (Im + V2) 12 V1(Im + V2) 12 · · · (Im + Vn) 12 .
Then, (Y1, . . . , Yn) ∼ CDIIm (α1, . . . , αn;βn) iﬀ βi = αi+1 + βi+1, i = 1, . . . , n− 1.
Theorem 2.8. Let V1, . . . , Vn be independent m×m complex random matrices, and
Vi ∼ CBIIm (αi, βi), i = 1, . . . , n. Deﬁne
Y1 = V1,
Y2 = (Im + V1)
1
2 V2(Im + V1)
1
2 ,
...
Yn = (Im + V1)
1
2 · · · (Im + Vn−1) 12 Vn(Im + Vn−1) 12 · · · (Im + V1) 12 .
Then (Y1, . . . , Yn) ∼ CDIIm (α1, . . . , αn;β1) iﬀ βi+1 = αi + βi, i = 1, . . . , n− 1.
From the transformation given in Theorem 2.5, one can see that
Im −
n∑
i=1
Xi = (Im − U1) 12 · · · (Im − Un−1) 12 (Im − Un)(Im − Un−1) 12 · · · (Im − U1) 12
where Im−U1, . . . , Im−Un are independent, Im−Ui ∼ CBIm(βi, αi), i = 1, . . . , n and
Im −
∑n
i=1 Xi ∼ CBIm(βn,
∑n
i=1 αi) iﬀ βi = αi+1 + βi+1, i = 1, . . . , n− 1. Similarly,
from Theorem 2.6, one obtains
Im −
n∑
i=1
Xi = (Im − Un) 12 · · · (Im − U2) 12 (Im − U1)(Im − U2) 12 · · · (Im − Un) 12
where Im − U1, . . . , Im − Un are independent, Im − Ui ∼ CBIm(βi, αi), i = 1, . . . , n
and Im−
∑n
i=1 Xi ∼ CBIm(β1,
∑n
i=1 αi) iﬀ βi+1 = αi + βi, i = 1, . . . , n− 1. Thus, we
obtain the following result generalizing a result given in Gupta and Nagar [9].
Theorem 2.9. Let W1, . . . ,Wn be independent m × m complex random matrices,
Wi ∼ CBIm(ci, di), i = 1, . . . , n. Then
W
1
2
1 · · ·W
1
2
n−1WnW
1
2
n−1 · · ·W
1
2
1 ∼ CBIm
(
cn,
n∑
i=1
di
)
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iﬀ ci = di+1 + ci+1, i = 1 . . . , n− 1 and
W
1
2
n · · ·W
1
2
2 W1W
1
2
2 · · ·W
1
2
n ∼ CBIm
(
c1,
n∑
i=1
di
)
iﬀ ci+1 = di + ci, i = 1 . . . , n− 1.
Corollary 2.10. Let W1 and W2 be independent, W1 ∼ CBIm(c1, d1) and W2 ∼
CBIm(c1 + d1, d2). Then W
1
2
2 W1W
1
2
2 ∼ CBIm(c1, d1 + d2).
The above result, in the real case, was obtained by Javier and Gupta [12]. This
result can also be derived as a corollary of the following theorem.
Theorem 2.11. Let W1 and W2 be independent, W1 ∼ CBIm(c1, d1) and W2 ∼
CBIm(c2, d2). Then, the p.d.f. of U = W
1
2
2 W1W
1
2
2 is given by
Γ˜m(c1 + d1)Γ˜m(c2 + d2)
Γ˜m(c1)Γ˜m(c2)Γ˜m(d1 + d2)
det(U)c1−m det(Im − U)d1+d2−m
× 2F˜1(c1 + d1 − c2, d2; d1 + d2; Im − U), 0 < U = UH < Im,
where 2F˜1 is the Gauss hypergeometric function of the Hermitian matrix argument.
Proof. The joint density of W1 and W2 is
{B˜m(c1, d1)B˜m(c2, d2)}−1 det(W1)c1−m det(Im −W1)d1−m det(W2)c2−m
× det(Im −W2)d2−m, 0 < W1 = WH1 < Im, 0 < W2 = WH2 < Im. (13)
Making the transformation U = W
1
2
2 W1(W
1
2
2 )
H with the Jacobian J(W1,W2 →
U,W2) = det(W2)−m in (13) we get the joint density of U and W2 as
{B˜m(c1, d1)B˜m(c2, d2)}−1 det(U)c1−m det(Im −W−
1
2
2 U(W
− 12
2 )
H)d1−m
× det(W2)c2−c1−m det(Im −W2)d2−m, 0 < U = UH < W2 = WH2 < Im. (14)
Now to obtain the marginal density of U , we need to evaluate
∫
U<W2=W
H
2 <Im
det(Im −W−
1
2
2 U(W
− 12
2 )
H)d1−m
× det(W2)c2−c1−m det(Im −W2)d2−m dW2. (15)
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Substituting in (15), W = (Im − U)− 12 (W2 − U)((Im − U)− 12 )H with the Jacobian
J(W2 → W ) = det(Im − U)m, we get
det(Im − U)d1+d2−m
∫
0<W=WH<Im
det(W )d1−m det(Im −W )d2−m dW
× det(Im − (Im − U)(I −W ))−(c1+d1−c2) dW
= det(Im − U)d1+d2−m Γ˜m(d1)Γ˜m(d2)
Γ˜m(d1 + d2)
2F˜1(c1 + d1 − c2, d2; d1 + d2; Im − U) (16)
where the integration has been carried out using the integral representation of the
Gauss hypergeometric function of the Hermitian matrix argument (James [11],
Chikuse [4]). Integration of W2 in (14), using (15) and (16), completes the proof
of the theorem.
Now, by substituting c1 + d1 = c2 in Theorem 2.11 we get Corollary 2.10. In the
following theorem, further generalization of Corollary 2.10 is obtained by replacing
complex beta type I matrix by a set of complex Dirichlet type I matrices.
Theorem 2.12. Let A and (X1, . . . , Xn) be independent, A ∼ CBIm(
∑n+1
i=1 ai, c) and
(X1, . . . , Xn) ∼ CDIm(a1, . . . , an; an+1). Then,
(A
1
2 X1A
1
2 , . . . , A
1
2 XnA
1
2 ) ∼ CDIm(a1, . . . , an; an+1 + c).
Proof. The joint density of A and (X1, . . . , Xn) is given by
Γ˜m(
∑n+1
i=1 ai + c)∏n+1
i=1 Γ˜m(ai)Γ˜m(c)
n∏
i=1
det(Xi)ai−m det
(
Im −
n∑
i=1
Xi
)an+1−m
× det(A)
∑n+1
i=1 ai−m det(Im −A)c−m.
Substituting Ui = A
1
2 XiA
1
2 , i = 1, . . . , n with the Jacobian J(X1, . . . , Xn, A →
U1, . . . , Un, A) = det(A)−mn in the above expression, we obtain the joint density
of (U1, . . . , Un) and A as
Γ˜m(
∑n+1
i=1 ai + c)∏n+1
i=1 Γ˜m(ai)Γ˜m(c)
n∏
i=1
det(Ui)ai−m det
(
A−
n∑
i=1
Ui
)an+1−m
det(Im −A)c−m
where 0 <
∑n
i=1 Ui < A = A
H < Im. Now, transforming Z = (Im−
∑n
i=1 Ui)
− 12 (A−∑n
i=1 Ui)(Im −
∑n
i=1 Ui)
− 12 with the Jacobian J(A → Z) = det(Im −
∑n
i=1 Ui)
m the
joint density of (U1, . . . , Un) and Z is derived as
Γ˜m(
∑n+1
i=1 ai + c)∏n
i=1 Γ˜m(ai)Γ˜m(an+1 + c)
n∏
i=1
det(Ui)ai−m det
(
Im −
n∑
i=1
Ui
)an+1+c−m
× {B˜(an+1, c)}−1 det(Z)an+1−m det(Im − Z)c−m
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where the matrices U1, . . . , Un, Im −
∑n
i=1 Ui, Z, and Im − Z are Hermitian positive
deﬁnite.
Corollary 2.13. Let B and (X1, . . . , Xn) be independent, B ∼ CBIIm (c,
∑n+1
i=1 ai)
and (X1, . . . , Xn) ∼ CDIm(a1, . . . , an; an+1). Then,
((I + B)−
1
2 X1(I + B)−
1
2 , . . . , (I + B)−
1
2 Xn(I + B)−
1
2 ) ∼ CDIm(a1, . . . , an; an+1 + c).
The following result is obtained by replacing complex beta type I matrix by a
complex Wishart matrix in Theorem 2.12.
Theorem 2.14. Let A and (X1, . . . , Xn) be independent, A ∼ CWm(
∑n+1
i=1 ai,Σ) and
(X1, . . . , Xn) ∼ CDIm(a1, . . . , an; an+1). Deﬁne Wi = A
1
2 XiA
1
2 , i = 1, . . . , n− 1, and
Wn = A
1
2 (Im−
∑n
i=1 Xi)A
1
2 . Then, W1, . . . ,Wn are independent, Wi ∼ CWm(ai,Σ),
i = 1, . . . , n− 1, and Wn ∼ CWm(an+1,Σ).
Proof. The joint density of A and (X1, . . . , Xn) is given by
[n+1∏
i=1
Γ˜m(ai) det(Σ)
∑n+1
i=1 ai
]−1 n∏
i=1
det(Xi)ai−m det
(
Im −
n∑
i=1
Xi
)an+1−m
× det(A)
∑n+1
i=1 ai−m etr(−Σ−1A).
Substituting Wi = A
1
2 XiA
1
2 , i = 1, . . . , n − 1, and Wn = A 12 (Im −
∑n
i=1 Xi)A
1
2
with the Jacobian J(X1, . . . , Xn, A → W1, . . . ,Wn, A) = det(A)−mn in the above
expression, we obtain the joint density of (W1, . . . ,Wn) and A as
[n+1∏
i=1
Γ˜m(ai) det(Σ)
∑n+1
i=1 ai
]−1 n−1∏
i=1
det(Wi)ai−m det(Wn)an+1−m etr(−Σ−1A)
where W1, . . . ,Wn and A are Hermitian positive deﬁnite with
∑n
i=1 Wi < A. The
desired result now follows by substituting Z = A−∑ni=1 Wi.
Corollary 2.15. Let X ∼ CBIm(a1, a2) and A ∼ CWm(a1 + a2,Σ) be independent.
Deﬁne W1 = A
1
2 XA
1
2 and W2 = A
1
2 (Im−X)A 12 . Then, W1 and W2 are independent,
W1 ∼ CWm(a1,Σ) and W2 ∼ CWm(a2,Σ).
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