1. Introduction. The unique continuation property is best understood for secondorder elliptic operators. The classic paper by Carleman [8] established the strong unique continuation theorem for second-order elliptic operators that need not have analytic coefficients. The powerful technique he used, the so-called "Carleman weighted inequality," has played a central role in later developments. In the 1950s, Aronszajn [3] and Cordes [11] generalized Carleman's result to higher dimensions. In recent years, this subject attracted attention from a great number of people. Many efforts have been made to relax the smoothness hypothesis on the coefficients (see [7] , [15] , [31] , [2] , and [16] ). Using this method, Jerison and Kenig [19] obtained the strong unique continuation property for operators of the form + V with V ∈ L n/2 loc , n ≥ 3. Further improvements have been made in considering other classes of coefficients (Fefferman-Phong class and Kato class) (see [30] , [9] , [12] , and [24] ), in extending the result to operators with first derivative terms and variable coefficients (see [32] , [33] , [39] , and [40] ), and so on (see [18] , [13] , [14] , [23] , [5] , and [22] and the references therein).
For second-order linear parabolic operators with time-independent coefficients, the strong unique continuation property was reduced in [25] to the previously established elliptic counterparts. In particular, it is shown in [25] The reduction from time-independent parabolic equations to elliptic equations, a basic technique used in [25] , relies on a representation formula for solutions of parabolic equations in terms of eigenfunctions of the corresponding elliptic operator, and therefore cannot be applied to more general equations with time-dependent coefficients (for the weak unique continuation, see also [17] , [41] ).
Time-dependent parabolic equations with variable coefficients are treated in [29] , [34] , where a weak unique continuation theorem is proven using a Carleman inequality. In [29] this was established for variable C 2 second-order coefficients and bounded first-and zero-order terms, while in [34] unbounded time-dependent potentials were treated. In particular, it is shown that if u verifies
where V ∈ L (n+2)/2 loc (dx dt) and u ≡ 0 in an open set W ⊂ S T , then u(·, s) ≡ 0 for all times s ∈ (0, T ) such that the hyperplane t = s has nonempty intersection with W .
Until now, there have been only two works dealing with the strong unique continuation property for parabolic equations with time-dependent coefficients [27] , [10] . In [27] it was shown that if u verifies
The technique used is based on a frequency function that measures the space-time vanishing rate of a solution. In particular, if u solves u
and using the divergence theorem shows that for 0 < t < T ,
This identity shows that the frequency function N is nondecreasing and
Thus, H (t) verifies a doubling property and u cannot vanish to infinity order at zero
In this work, we prove the following Carleman inequality associated to this frequency function and derive the strong unique continuation property stated in Theorem 2 for the heat operator.
Then there are numbers 1 ≤ q ≤q ≤ ∞ verifying 1/q −1/q = 1/s such that if α ∈ R and β = 2α − n/p − 2/q > 0 is not an integer, then there is a constant N(n, r, s, µ) depending on n, r, s, and the distance µ from β to the set of positive integers, such that the inequality
Here the integration with respect to t takes place on R + and the integration with respect to x takes place on R n .
In particular, for p,p, and r as above, the inequality holds when either
When n = 1, the same holds provided that 1 ≤ r, s ≤ ∞, and 1 ≤ p ≤p ≤ ∞ verify (1.1), and either
Theorem 2. Suppose that n ≥ 2, 0 < T < +∞, and
is finite for some r and s verifying n/2 < r ≤ ∞, 1 ≤ s < ∞, and n/2r + 1/s ≤ 1.
Assume that u verifies
and for some constant b > 0 and all k ∈ N,
Then u ≡ 0 in R n × (0, T ). When s = ∞, the same conclusion holds provided that
where ε depends on n and r. When n = 1, the same holds but also when 1 ≤ r ≤ ∞.
We believe that Theorem 1 is the first Carleman inequality in the literature implying the strong unique continuation property for parabolic equations. Also observe that in Theorem 2, we need to ask the solution u to be globally defined in the space-variable in R n × (0, T ) for some T > 0, and verify a certain growth condition at infinity to obtain the fact that u is identically zero. On the contrary, in the elliptic case, the known Carleman inequalities imply the unique continuation property for solutions that are locally defined. This may seem a pitfall of this Carleman inequality, but the classic counterexample by Tychonoff of nonuniqueness in the Dirichlet problem for the heat operator when the solutions grow faster than e N|x| 2 at infinity can be modified to show that the conditions in Theorem 2 are natural. In fact, if α > 1 and g(t) = e −t −α , then the function [20] 
, and for some θ ∈ (0, 1) depending on α
showing that u vanishes to infinite order in the space-time variables at any point (x, 0), x ∈ R, but u is not identically zero in R × [0, 1). We reduce the proof of the Carleman inequality by means of changes of variables to the following equivalent estimates for the Hermite subgroup. 
Here the integration with respect to t takes place on R and the integration with respect to x takes place on R n .
A simple scaling argument shows that the above inequality is false when n/2r + 1/s > 1. Moreover, observe that when n ≥ 2, n/2 < r ≤ ∞, and p,p are as in Theorem 1, we have that if α ∈ R, β = 2α − n/p − 1 > 0 is not an integer, and
, and since p ≤ 2 ≤p, from Minkowsky's inequality it follows that
Using truncations, it is simple to verify that this inequality still holds when f (x,t) = ϕ(x) and ϕ ∈ C ∞ 0 (R n \ {0}). From Stirling's formula [1] , it follows that for n/2 < r ≤ ∞ and ϕ as before,
when t ∈ R and where N depends on n, r and the distance from t − n/p to N. We believe that (1.2) also holds in the end-point case r = n/2, but we have not succeeded in obtaining this result. The previous argument shows that a proof of (1.2) with r = n/2 would imply the Carleman inequality proved by Jerison and Kenig in [19] .
In Section 2, we prove Theorems 1 and 3, and in Section 3, we apply Theorem 1 to obtain the strong unique continuation property.
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Proof of the estimates.
To reduce the proof of Theorem 1 to proving Theorem 2, define for f ∈ C ∞ 0 (R n+1 \ {(0, 0)}), g(x, t) = t −α e −|x| 2 /8t f (x,t). A simple calculation shows that (1.2) is equivalent to the inequality
for any g ∈ C ∞ 0 (R n+1 + ) and where the integration with respect to t takes place in R + . Defining u(x, t) = g(2xe 2t , e 4t )e 4t ((n/2p)+(1/q)) , again a calculation and a similar change of variables on the right-hand side of (2.1) show that the last inequality is equivalent to Theorem 2 with β = 2α − n/p − 2/q.
Recall that the Hermite functions h k on R [37, Chapter 1] are given by
The Hermite functions α , α ∈ N n , on R n are defined by taking the product of the 1-dimensional Hermite functions h α j :
Then they form a complete orthonormal system for L 2 (R n ), and if H = − |x| 2 is the Hermite operator on R n , then
Given f ∈ C ∞ 0 (R n ), the Fourier-Hermite coefficients of f are given by
Defining P k to be the projection onto the kth eigenspace
where
Hence, to prove (2.1), it suffices to show that for any f ∈ C ∞ 0 (R n+1 ) and p,p, q, andq as in Theorem 1, we have
To obtain these inequalities, we first prove that they hold when r = ∞ in (1.4) and (1.6). Then, using an analytic family of operators [35] , we obtain (2.2) when n/2 < r ≤ n in (1.3) , and the other cases in (1.3) follow from the complex method of interpolation [6, Theorem 5.1.2] between the cases r = n and r = ∞. When n = 1, we prove (2.2) when r = 1, and the other cases follow by the complex method of interpolation between the cases r = 1 and r = ∞.
The main tool used in one of the end-points of the analytic interpolation is the following restriction theorem for the projections associated to Hermite functions that was first proved by Karadzhov [21] (see also [38, 
the remark to Proposition 1]).
Theorem 4. Assume that n ≥ 2. Then there is a constant N depending only on n such that for any f ∈ C ∞ 0 (R n ) and k ≥ 0,
Proof of (2.2) when r = ∞ and n ≥ 1. Writing S β (f ) = I β (f ) − I I β (f ) where
I β (f ) = k<β |α|=k t −∞ e −2(β−k)(t−s) c α (s) ds α (x), I I β (f ) = +∞ t k>β |α|=k e −2(k−β)(s−t) c α (s) ds α (x), c α (t) = R n f
(y,t) α (y) dy, and setting g β (t) = I β (f )(·, t) L 2 x , the orthogonality of the Hermite functions and differentiation implies that
Letting µ denote the distance from β to N, from the Cauchy-Schwarz inequality, we have that
and dividing this inequality by g β (t),
Then, integrating this inequality in (−∞, t),
Proceeding in the same way with f β (t)
and integrating this inequality over (t, +∞),
Thus, from (2.3), (2.4), and the Hausdorff-Young inequality,
when 1 ≤ q ≤q ≤ ∞ and with N depending on s and µ, showing that (2.2) holds when r = ∞.
Proof of (2.2) when
for k > 0 and z > 0, it is simple to verify that
where ξ z = e z log ξ and −π < arg ξ < π. Now for n/2 < r ≤ n and 0 < z < 1, consider the family of operators
and from (2.5), we havê
Clearly, I z β is an analytic family of operators for 0 < z < 1 and continuous for 0 ≤ z ≤ 1 and from the orthogonality of the Hermite functions and Plancherel
for any z = x + iy verifying x ≥ 0. In particular, if y ∈ R, then
We can also write I iy β as a vector-valued singular integral operator
Moreover, it is simple to verify that for some constant N depending on n, r, and µ, we have
for all t, s ∈ R. Then from (2.6), (2.7), and [28, Theorem 1.3], it follows that
On the other hand, from Theorem 4 and Minkowski's inequality,
and for t ≥ 0,
where N is as above. The last two inequalities, the Hausdorff-Young inequality, and fractional integration [36] imply that
when either n/2 < r < n and (1/q 1 , 1/q 1 ) is in the closed polygon with vertices 
where p,p are as in (1.1) and
[6], using Stein's theorem of analytic interpolation [35] when z = n/2r, we obtain
when n/2 < r ≤ n and p,p, q, andq are as in (1.1) and (1.3). A similar argument, but considering the analytic family of operators
shows that the above estimates hold with I β replaced by I I β , thus proving (2.2).
Proof of (2.2) when n = 1 and r = 1. Writing
it is well known [37, Chapter 1] that the following generating identity holds for |z| < 1, z ∈ C:
it is easy to verify that
Using Cauchy's integral formula, we have that for any f ∈ C ∞ 0 (R),
where if m ∈ N and m < β < m+ 1,
Now from (2.8) and for r < 1,
Thus,
A similar argument shows that
and fractional integration and Minkowsky's inequality imply For ε > 0 and R > 1, let ϕ ε ∈ C ∞ 0 (R) and ϕ R ∈ C ∞ 0 (R n ) be such that ϕ ε (t) = 0 for t ≤ ε or t ≥ 3/4T , ϕ ε (t) = 1 for 2ε ≤ t ≤ T /2, and ϕ R (x) = 0 for |x| ≥ 2R, ϕ R (x) = 1 when |x| ≤ R. Applying the Carleman inequality (1.1) to uϕ ε ϕ R , we obtain 
= I (ε,R)+ I I (ε, R) + I I I (ε, R).
We show that for fixed α and ε, I I I (ε,R) → 0 when R → +∞. , and if we now choose α → +∞ with d(2α −n/p −2/q, N) = 1/2, we see that u ≡ 0 on R n × (0, T /4).
