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Abstract
We are concerned with existence and uniqueness of the solution of initial value problems for
quasilinear 2nth-order equations of the type
(−1)n(|u(n)|p−2u(n))(n) = λ|u|q−2u,
where n ∈ N, λ ∈ R and p,q > 1. We show that there exists a global solution for p  q, while the
solution can “blow-up” for p < q. On the other hand, there is at most one solution for p  q, and
for p > q we give an example of nonuniqueness. We prove the uniqueness theorem for a general
equation, involving nonconstant coefficients and jumping nonlinearity.
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1. Main results
In the whole paper we use the notation
ψm(s) =
{ |s|m−2s for s = 0,
0 for s = 0,
and m∗ = m/(m− 1), where m > 1 (ψm and ψm∗ are then inverse functions).
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tence and uniqueness of the solution of the corresponding initial value problem (uniqueness
theorem). Namely, for the second-order initial value problem (for the p-Laplacian){−(ψp(u′(t)))′ = λψq(u(t)), t  t0,
u(t0) = α, u′(t0) = β, (1)
with λ  0 and p = q > 1 (homogeneous case), local existence and uniqueness of the
solution was proved by del Pino in [5]. This result was later generalized by Drábek and
Manásevich in [7] for general p,q > 1 (nonhomogeneous case). Both assuming λ  0
since the studied eigenvalue problem has clearly no negative eigenvalues.
In [1], counterexamples to global existence and uniqueness were introduced. The first
one (see [1, Remark 3.3]) shows that for λ < 0, p < q and suitable initial conditions the
solution of (1) diverges for t tending to some finite value (so-called “blow-up”). The second
one (see [1, Remark 4.6]) shows that for λ < 0, p > q and α = β = 0 there is more than
one solution (local, i.e., even global). But the result of this paper implies that for p  q
there exists a global solution of (1), and if p  q or |α| + |β| > 0, then there is at most
one solution. This makes the question of existence and uniqueness of the solution of the
nonhomogeneous second-order initial value problem (1) closed. Unfortunately, this is not
the case with the higher-order problems.
Local existence and uniqueness of the solution of the fourth-order initial value problem
(for the p-biharmonic equation){
(ψp(u
′′(t)))′′ = λψq(u(t)), t  t0,
u(t0) = α, u′(t0) = β, ψp(u′′(t0)) = γ, (ψp(u′′(t)))′|t=t0 = δ, (2)
where λ > 0 and p = q > 1, was proved by Drábek and Ôtani in [8]. This result was then
generalized in [1] for p,q > 1 arbitrary, nonconstant coefficients and jumping nonlinearity.
The situation for (2) is similar to that for (1) (see [1]). Only λ > 0 alternates with λ < 0.
If p  q , then there exists a global solution of (2), and for p < q and λ > 0 there is a
counterexample to global existence. On the other hand, if p  q or at least one of the
constants α,β, γ, δ is not zero, then there exists at most one solution, and if p > q , α =
β = γ = δ = 0 and λ > 0, then there are at least two solutions. For λ = 0 the proof of
existence and uniqueness is trivial.
As we see, for (2) the question of global existence for p < q and λ < 0, and the question
of uniqueness for p > q , α = β = γ = δ = 0 and λ < 0, remain open. But for the second-
order problem (1) in the corresponding cases (p < q and λ > 0 for global existence and
p > q , α = β = 0 and λ > 0 for uniqueness) the uniqueness theorem was proved by Drábek
and Manásevich in [7]. The reason why we cannot use the same technique for the higher-
order problems is that they used the first integral of (1),
|u′(t)|p
p∗
+ λ |u(t)|
q
q
= |β|
p
p∗
+ λ |α|
q
q
. (3)
If λ > 0, then for α = β = 0, (3) immediately implies u(t) ≡ 0. Moreover, there can be
obviously no “blow-up” when λ > 0. In spite of that (3) can be generalized for 2nth-order
equation (see [2, (19)]), for n > 1 it does not have these consequences. Nevertheless, if we
suppose that the solution of (2) does not change its sign on some right neighborhood of t0,
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not known whether the solution can change its sign on arbitrarily small right neighborhood
of t0 or not. In [2] a fourth-order analogue of (3) is used to prove that the solution of (2)
with the zero initial conditions is monotone, but only for λ > 0, unfortunately. Note that an
analogous problem occurs also for existence.
To mention an article that deals with a second-order initial value problem with noncon-
stant coefficients, we can name the paper of Walter [17] that considers the homogeneous
equation
−(tαψp(u′(t)))′ = tαq(t)ψp(u(t)),
where q is a continuous function. The term tα can be obtained, e.g., by transformation of
the radial p-Laplacian to one dimension (then α = N − 1, where N is the dimension). We
can also apply the generalized Prüfer transformation, developed by Elbert [9] to
−(a(t)ψp(u′(t)))′ = b(t)ψp(u(t))
with a ∈ C1, b ∈ C. For p  2 we obtain a Lipschitzian right-hand side, so the global exis-
tence and uniqueness follow then from the classical theory. Note that there is no analogous
transformation for the higher-order equations.
There is also another group of mathematicians studying oscillation properties of equa-
tions, similar to that in (1). They obtained a nonhomogeneous equation, as a generalization
of the Emden–Fowler equation
u′′(t) + a(t)∣∣u(t)∣∣r sgnu(t) = 0, (4)
where r > 0. Note that |s|r sgn s ≡ ψq(s) for q = r + 1. If we rewrite (4) as a system of
two first-order equations, it can be generalized to
u′i (t) = (−1)i−1ai(t)
∣∣u3−i (t)∣∣ri sgnu3−i (t), i = 1,2, (5)
with r1, r2 > 0 (see [16]). Putting a1 ≡ 1 and a2 ≡ λ, (5) is equivalent to the equation in
(1) for p = r−11 + 1 and q = r2 + 1. It is proved in [16, Theorem 9.1, p. 63] that neither u1
nor u2 can “blow-up” if r1r2  1. But this condition corresponds to p  q for (1). On the
other hand, [16, Theorem 9.2, p. 64] states that for r1r2  1, (5) with zero initial conditions
has only the trivial solution. But this is a consequence of uniqueness for (1) since r1r2  1
corresponds to p  q . The proofs in [16] are based on [14, Lemma 4.4, p. 48].
Our aim is to cover and generalize all the mentioned results. In order to provide a
uniqueness theorem, usable for most quasilinear problems, we take a general equation with
nonconstant coefficients and jumping nonlinearity. We consider the initial value problem{
(−1)n(a(t)ψp(u(n)(t)))(n) = b1(t)ψq1(u+(t)) − b2(t)ψq2(u−(t)), t ∈ I,
u(i)(t0) = αi, (a(t)ψp(u(n)(t)))(j)|t=t0 = βj , i, j ∈ {0,1, . . . , n − 1},
(6)
where I = [t0, t1], t0 < t1, or I = [t0,∞), n ∈ N, a, b1, b2 ∈ C(I), a > 0, p,q1, q2 > 1,
α0, . . . , αn−1, β0, . . . , βn−1 ∈R, u+ = max{u,0} (positive part of u) and u− = max{−u,0}
(negative part of u). Note that u = u+ − u−.
Our main results are the following
Proposition 1 (Local existence). There exists ε > 0 such that (6) has a solution on I =
[t0, t0 + ε].
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[t0,∞).
Proposition 3 (Local uniqueness). Let at least one of the following two conditions hold
true:
• ∑n−1i=0 |αi | +∑n−1j=0 |βj | > 0,
• p min{q1, q2}.
Moreover, let at least one of the following four conditions hold true:
• α0 = α1 = · · · = αn−1 = 0,
• ∑n−1j=0 |βj | > 0,
• p  2,
• neither b1 nor b2 changes its sign on [t0, t1] for some t1 > t0.
Then there exists ε > 0 such that (6) has at most one solution on I = [t0, t0 + ε].
Corollary 4 (Global uniqueness). Let p  min{q1, q2}. Moreover, let p  2 or for any
t˜ ∈ I , t˜ < supI , there exist ε > 0 such that neither b1 nor b2 changes its sign on [t˜ , t˜ + ε].
Then (6) has at most one solution on I .
Remark 5. An example of a continuous function that changes its sign on arbitrarily small
right neighborhood of a t˜ ∈R is the function
t → (t − t˜ ) sin 1
t − t˜ . (7)
Remark 6. One can also deal with nonconstant p,q1, q2 ∈ C(I), p,q1, q2 > 1 (confer,
e.g., [12] and references therein). The reader is invited to follow our proofs substituting
inf
{
p(t): t  t0
}
 sup
{
qk(t): t  t0, k ∈ {1,2}
} (8)
for p max{q1, q2} in Theorem 2 and
sup
{
p(t): t ∈ I} inf{qk(t): t ∈ I, k ∈ {1,2}} (9)
for p min{q1, q2} in Proposition 3 (and Corollary 4).
For the special case of (6),{
(−1)n(ψp(u(n)(t)))(n) = λψq(u(t)), t ∈ I,
u(i)(t0) = αi, (ψp(u(n)(t)))(j)|t=t0 = βj , i, j ∈ {0,1, . . . , n− 1},
(10)
where λ ∈ R is a constant, the results are summarized in Tables 1 and 2. Note that for (10)
the last condition of the latter four in Proposition 3 is satisfied trivially because b1 = b2 = λ
is a constant here.
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Existence of a solution of (10) on I = [t0,∞)
p  q YES (Theorem 2)
p < q (−1)nλ > 0 NO (Example [1, Remark 3.3]); blow-up for suitable initial conditions
λ = 0 YES (trivial)
(−1)nλ < 0 ? (YES for n = 1; see [7])
Table 2
Uniqueness of a solution of (10) on I = [t0, t0 + ε] for some ε > 0∑n−1
i=0 |αi | +
∑n−1
j=0 |βj | > 0 YES (Proposition 3)
α0 = · · · = αn−1 p  q YES (Proposition 3)
= β0 = · · · = βn−1 = 0 p > q (−1)nλ > 0 NO (Example [1, Remark 4.6])
λ = 0 YES (trivial)
(−1)nλ < 0 ? (YES for n = 1; see [7])
Let us rewrite the problem (6) as an equivalent initial value problem for a system of 2n
differential equations of the first order. Denoting u0 := u and un := aψp(u(n)) we obtain

u′i (t) = ui+1(t), i ∈ {0, . . . , n− 2},
u′n−1(t) = c(t)ψp∗(un(t)),
u′n+j (t) = un+j+1(t), j ∈ {0, . . . , n− 2},
u′2n−1(t) = (−1)n(b1(t)ψq1(u+0 (t)) − b2(t)ψq2(u−0 (t))), t ∈ I,
ui(t0) = αi, i ∈ {0, . . . , n − 1},
un+j (t0) = βj , j ∈ {0, . . . , n − 1},
(11)
where c(t) = ψp∗(1/a(t)) (thus c ∈ C(I), c > 0). Here one can see that the existence and
uniqueness problem for (11) is not trivial and it cannot be inferred from the classical theory
(see, e.g., [13, pp. 31–35]). Continuous dependence of the solution of (11) as an element of
(C(I))2n on the initial conditions and parameters is a standard consequence of uniqueness
of the solution. The reader is invited to follow the proof of [4, Theorem 4.1, p. 59] (cf. [1,
Corollary 1.9]).
There are also another possibilities how to generalize (1) or (5). For example, del Pino
et al. [6, Appendix] gave sufficient conditions for existence and uniqueness of the solution
of {−(ψp(u′(t)))′ = f (t, u(t)), t  t0,
u(t0) = α, u′(t0) = β, (12)
where f :R2 → R is continuous and f (t,0) = 0 for all t ∈ R. As for f Carathéodory and
the solution of (12) in the Carathéodory sense, García-Huidobro et al. [11, Lemma 2.1]
discussed boundedness of the solution, and Manásevich et al. [15, Lemma 2.1] proved
(under some assumptions on f ) that (12) with α = β = 0 has only the trivial solution.
Our aim is to provide the uniqueness theorem for the study of symmetric boundary
value problems (see [2,3,5–9,11,17]). Elias and Pinkus [10, Appendix A] generalized (5)
to a cyclic system of m first-order equations without any symmetry
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∣∣ui(t)∣∣ri sgnui(t), i ∈ {1, . . . ,m − 1},
u′m−1(t) = b0(t)
∣∣u0(t)∣∣r0 sgnu0(t), (13)
where bi ∈ C, bi > 0 and ri > 0, i ∈ {0, . . . ,m − 1}. For r0r1 . . . rm−1  1 the solution of
the corresponding initial value problem is globally extendable (see [10, Theorem A.1]), and
for nonzero initial conditions, the solution is locally unique (see [10, Theorem A.2]). Let
us choose m = 2n, bi ≡ 1 and ri = 1 for i ∈ {1, . . . , n − 1, n+ 1, . . . ,2n− 1} in (13), and
b1 ≡ b2 > 0 and q1 = q2 in (6). Then our results (Theorem 2 and Proposition 3) meet with
these in [10]. Indeed, for b1, b2 > 0 and nonzero initial conditions the first of the former
two conditions and the last of the latter four conditions in Proposition 3 are satisfied.
This paper is organized as follows. In Section 2 we define a solution of (6) and (11).
Section 3 contains proofs of Proposition 1 and Theorem 2, and Section 4 is devoted to
a proof of Proposition 3. Finally, in Section 5 we formulate some open problems, close
related to our results.
2. Preliminaries
To prove our main results we adopt the techniques used in [1].
We define a solution of (6) via a solution of (11). Hence we transfer the problem of
existence and uniqueness of the solution of (6) to the equivalent problem for (11).
Definition 7. By a solution of (11) we understand a vector function u= [u0, . . . , u2n−1]T
of the class (C1(I))2n which satisfies the equations in (11) at every point of I , and fulfills
the initial conditions in (11).
By a solution of the problem (6) we understand a function u of the class Cn(I), such
that [u, . . . , u(n−1), aψp(u(n)), . . . , (aψp(u(n)))(n−1)]T is a solution of the corresponding
problem (11).
3. Existence
Proof of Proposition 1. Since the right-hand side of (11) is continuous, the local existence
is a consequence of the Cauchy–Peano theorem. It is also possible to use the fact that
u is a solution of (11) if and only if the couple [u0, un]T is a fixed point of the operator
T : (C(I))2 → (C(I))2 defined by
T (u, v) =
[
n−1∑
i=0
αi t
i +
t∫
0
(t − τ )n−1
(n − 1)! c(τ )ψp∗
(
v(τ )
)
dτ,
n−1∑
j=0
βj t
j +
t∫
0
(t − τ )n−1
(n− 1)! (−1)
n
× (b1(τ )ψq1(u+(τ ))− b2(τ )ψq2(u−(τ )))dτ
]T
.
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theorem guarantees existence of at least one fixed point of T . 
Proof of Theorem 2. To prove that the local solution can be extended to ∞, we have
to show that any solution of (11) is bounded on any finite interval. We assume p 
max{q1, q2}. It obviously suffices to prove existence of a solution on I = [t0, t1] for ar-
bitrary t1 > t0.
We consider the auxiliary problem

uˆ′i (t) = uˆi+1(t), i ∈ {0, . . . , n− 2},
uˆ′n−1(t) = Cψp∗(uˆn(t)),
uˆ′n+j (t) = uˆn+j+1(t), j ∈ {0, . . . , n− 2},
uˆ′2n−1(t) = Bψp(uˆ0(t)), t ∈ I,
uˆi (t0) = αˆi , i ∈ {0, . . . , n − 1},
uˆn+j (t0) = βˆj , j ∈ {0, . . . , n − 1},
(14)
where B,C ∈ R are constants satisfying |b1(t)|  B , |b2(t)|  B and |c(t)|  C for all
t ∈ [t0, t1]. One can easily check that the vector function uˆ= [uˆ0, . . . , uˆ2n−1]T with
uˆi = Krier(t−t0), i ∈ {0, . . . , n− 1},
uˆn+j =
(
Krn
C
)p−1(
r(p − 1))j er(p−1)(t−t0), j ∈ {0, . . . , n − 1},
K > 0 arbitrary and
r =
(
BCp−1
(p − 1)n
)1/(np)
,
is a solution of (14) for
αˆi = Kri, i ∈ {0, . . . , n − 1},
βˆj =
(
Krn
C
)p−1(
r(p − 1))j , j ∈ {0, . . . , n− 1}.
We now choose K big enough to be |αi | < αˆi and |βj | < βˆj for all i, j ∈ {0, . . . , n − 1}.
We prove that any solution u= [u0, . . . , u2n−1]T of (11) on I = [t0, t1] satisfies∣∣ui(t)∣∣ uˆi(t) for all i ∈ {0, . . . ,2n− 1} and t ∈ [t0, t1]. (15)
Since |u0(t0)| < uˆ0(t0), the set
T = {t ∈ [t0, t1]: ∣∣u0(t)∣∣ uˆ0(t)}
is nonempty and closed. Thus there exists
tm = max
{
t ∈ [t0, t1]: [t0, t] ⊆ T
}
.
If we assume K  1, we have uˆ0(t)  1 for all t ∈ [t0, tm]. Consequently, for any t ∈
[t0, tm],∣∣u′2n−1(t)∣∣ B∣∣u0(t)∣∣q−1  B(uˆ0(t))q−1  B(uˆ0(t))p−1 = uˆ′2n−1(t),
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∣∣u2n−1(t)∣∣ |βn−1| +
t∫
t0
∣∣u′2n−1(τ )∣∣dτ < βˆn−1 +
t∫
t0
uˆ′2n−1(τ ) dτ = uˆ2n−1(t).
By the same way we then show that for all t ∈ [t0, tm] we have |un+j (t)| < uˆn+j (t) for
j = n− 2, n− 3, . . . ,0. Hence∣∣u′n−1(t)∣∣ C∣∣un(t)∣∣p∗−1 < C(uˆn(t))p∗−1 = uˆ′n−1(t)
for any t ∈ [t0, tm], which again implies |ui(t)| < uˆi(t) for i = n − 1, n − 2, . . . ,0. If it
was tm < t1, then the inequality |u0(tm)| < uˆ0(tm) would contradict the maximality of tm.
Thus tm = t1, which proves (15). Now the proof of Theorem 2 can be completed using
the standard continuation arguments. One can also avoid these arguments. If we compute
an upper bound for ε (see the proof of Proposition 1) that guarantees the local existence,
it is readily seen that if the solution is bounded on an interval [t0, t1], then there exists a
minimal upper bound ε0 > 0. The local existence is then guaranteed on [t, t + ε0] for any
t ∈ [t0, t1], and so the solution can be continued over [t0, t1] in a finite number of steps. 
4. Uniqueness
Let us now prove the local uniqueness (Proposition 3), i.e., that (11) has at most one
solution on I = [t0, t0 + ε] for ε > 0 small enough. In the proof we distinguish whether
αi = 0 for some i ∈ {0, . . . , n− 1} and αk = 0 for k < i, (16)
or
α0 = α1 = · · · = αn−1 = 0, (17)
and whether
βj = 0 for some j ∈ {0, . . . , n− 1} and βk = 0 for k < j, (18)
or
β0 = β1 = · · · = βn−1 = 0. (19)
Thus we divide the proof into four lemmata: Lemma 8 for (16) and (18), Lemma 9 for (17)
and (18), Lemma 10 for (16) and (19), and Lemma 11 for (17) and (19). In the first three
cases u0 does not change its sign on I for sufficiently small ε > 0, and so the equation in
the fourth row in (11) has the form
u′2n−1(t) = b(t)ψq
(
u0(t)
)
, (20)
where b = (−1)nb1 or b = (−1)nb2, and q = q1 or q = q2, if u0  0 or u0  0, respec-
tively.
In the following proofs we denote by A,B,C  1 constants such that∣∣a(t)∣∣A, ∣∣b1(t)∣∣ B, ∣∣b2(t)∣∣ B, ∣∣c(t)∣∣ C
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In all proofs we can assume t0 = 0 without loss of generality.
Lemma 8. Let (16) and (18) hold true. Then there exists ε > 0 such that (11) has at most
one solution on I = [t0, t0 + ε].
Proof. Let both u and v be solutions of (11) where the fourth row takes the form (20). The
former n equations yield
un(t) − vn(t) = a(t)
(
ψp
(
u
(n)
0 (t)
)−ψp(v(n)0 (t))),
and from the latter n equations we conclude
u(n)n (t) − v(n)n (t) = b(t)
(
ψq
(
u0(t)
)− ψq(v0(t)))
for all t ∈ I . Hence
a(t)
(
ψp
(
u
(n)
0 (t)
)− ψp(v(n)0 (t)))
=
t∫
0
(t − τ )n−1
(n− 1)! b(τ)
(
ψq
(
u0(τ )
)− ψq(v0(τ )))dτ . (21)
The assumption (18) implies for t → 0+,
u
(n)
0 (t)
tj (p
∗−1) = c(t)ψp∗
(
un(t)
tj
)
→ c(0)ψp∗
(
βj
j !
)
= 0, (22)
and the same holds true for v(n)0 . Hence there exist constants K1,K2 > 0 such that for all
t ∈ (0, ε] with ε > 0 small enough we have
K1 
∣∣∣∣ u
(n)
0 (t)
tj (p
∗−1)
∣∣∣∣K2 and K1 
∣∣∣∣ v
(n)
0 (t)
tj (p
∗−1)
∣∣∣∣K2.
Since the function ψ ′p(s) = (p − 1)|s|p−2 is continuous and positive on [K1,K2], there
exists a constant K3 > 0 satisfying ψ ′p(s)K3 for all |s| ∈ [K1,K2]. Let us assume ε  1.
Then for all t ∈ (0, ε],∣∣a(t)(ψp(u(n)0 (t))− ψp(v(n)0 (t)))∣∣
= ∣∣a(t)∣∣tj ∣∣∣∣ψp
(
u
(n)
0 (t)
tj (p
∗−1)
)
− ψp
(
v
(n)
0 (t)
tj (p
∗−1)
)∣∣∣∣
 C1−ptj
∣∣∣∣∣
u
(n)
0 (t)/t
j (p∗−1)∫
v
(n)
0 (t)/t
j (p∗−1)
ψ ′p(σ ) dσ
∣∣∣∣∣C1−pK3tj (2−p∗)
∣∣u(n)0 (t) − v(n)0 (t)∣∣. (23)
The assumption (16) yields for τ → 0+,
u0(τ ) → αi = 0,
τ i i!
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τ ∈ (0, ε] with ε > 0 small enough,
K4 
∣∣∣∣u0(τ )τ i
∣∣∣∣K5 and K4 
∣∣∣∣v0(τ )τ i
∣∣∣∣K5. (24)
Again, the continuity of ψ ′q(s) on [K4,K5] imply existence of a constant K6 > 0 such that
ψ ′q(s)K6 for all |s| ∈ [K4,K5]. Hence for all τ ∈ (0, ε],
∣∣∣∣ψq
(
u0(τ )
τ i
)
− ψq
(
v0(τ )
τ i
)∣∣∣∣=
∣∣∣∣∣
u0(τ )/τ i∫
v0(τ )/τ i
ψ ′q (σ ) dσ
∣∣∣∣∣K6τ−i
∣∣u0(τ ) − v0(τ )∣∣. (25)
Clearly, for any τ ∈ I ,
∣∣u0(τ ) − v0(τ )∣∣=
∣∣∣∣∣
τ∫
0
(τ − σ)n−1
(n− 1)!
(
u
(n)
0 (σ ) − v(n)0 (σ )
)
dσ
∣∣∣∣∣
 τ
n
(n− 1)!
∥∥u(n)0 − v(n)0 ∥∥C(I), (26)
where ‖ · ‖C(I) denotes the classical sup norm. We suppose that ε  1. Then combining
(25) and (26) we obtain for adjusted right-hand side of (21),∣∣∣∣∣
t∫
0
(t − τ )n−1
(n− 1)! b(τ)τ
i(q−1)
(
ψq
(
u0(τ )
τ i
)
−ψq
(
v0(τ )
τ i
))
dτ
∣∣∣∣∣
 K6B
((n− 1)!)2 t
2n+i(q−2)∥∥u(n)0 − v(n)0 ∥∥C(I) (27)
for all t ∈ (0, ε]. Finally, we put (21), (23) and (27) together and pass to the maximum over
t ∈ I to get
∥∥u(n)0 − v(n)0 ∥∥C(I)  K6BCp−1K3((n− 1)!)2 ε2n+i(q−2)+j (p
∗−2)∥∥u(n)0 − v(n)0 ∥∥C(I).
Since
2n+ i(q − 2)+ j (p∗ − 2) > 2n− 2(n− 1) = 2,
it must be ‖u(n)0 − v(n)0 ‖C(I) = 0 for sufficiently small ε > 0. It immediately yields u= v
because u and v fulfill the same initial conditions, and so the lemma is proved. 
Lemma 9. Let (17) and (18) hold true. Then there exists ε > 0 such that (11) has at most
one solution on I = [t0, t0 + ε].
Proof. As in the proof of Lemma 8, let u and v be solutions of (11) where the fourth row
has the form (20). The former n equations imply
u
(n)
(t) − v(n)(t) = c(t)(ψp∗(un(t))− ψp∗(vn(t)))0 0
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b(t)
(
u0(t) − v0(t)
)= b(t)
t∫
0
(t − τ )n−1
(n − 1)! c(τ )
(
ψp∗
(
un(τ )
)− ψp∗(vn(τ )))dτ. (28)
As in the proof of Lemma 8, due to (18) we have (22) as t → 0+. Thus there exist constants
K1,K2 > 0 satisfying
K1 
∣∣∣∣ u
(n)
0 (τ )
τ j (p
∗−1)
∣∣∣∣K2
for all τ ∈ (0, ε] with ε > 0 small enough. Hence for any t ∈ I ,
K1g(t)
∣∣u0(t)∣∣=
t∫
0
(t − τ )n−1
(n− 1)!
∣∣u(n)0 (τ )∣∣dτ K2g(t),
where
g(t) =
t∫
0
(t − τ )n−1
(n− 1)! τ
j (p∗−1) dτ .
The continuity and positivity of ψ ′q∗(s) on [K1,K2] yield existence of a constant K3 > 0
such that ψ ′q∗(s)K3 for all |s| ∈ [K1,K2]. For all t ∈ (0, ε] we have g(t) > 0, and so∣∣b(t)(u0(t) − v0(t))∣∣= ∣∣b(t)∣∣g(t)
∣∣∣∣ψq∗
(
ψq
(
u0(t)
g(t)
))
− ψq∗
(
ψq
(
v0(t)
g(t)
))∣∣∣∣
= ∣∣b(t)∣∣g(t)
∣∣∣∣∣
ψq(u0(t)/g(t))∫
ψq(v0(t)/g(t))
ψ ′q∗(σ ) dσ
∣∣∣∣∣
K3
(
g(t)
)2−q∣∣u(n)n (t) − v(n)n (t)∣∣. (29)
Due to (18),
un(τ )
τ j
→ βj
j ! = 0
as τ → 0+ (the same for vn), and so there exist constants K4,K5 > 0 such that for all
τ ∈ (0, ε] with ε > 0 sufficiently small,
K4 
∣∣∣∣un(τ )τ j
∣∣∣∣K5 and K4 
∣∣∣∣vn(τ )τ j
∣∣∣∣K5.
The continuity of ψ ′p∗(s) on [K4,K5] imply here existence of K6 > 0 such that ψ ′p∗(s)
K6 for any |s| ∈ [K4,K5]. Hence
∣∣∣∣ψp∗
(
un(τ )
τ j
)
− ψp∗
(
vn(τ )
τ j
)∣∣∣∣=
∣∣∣∣∣
un(τ )/τ
j∫
vn(τ )/τ j
ψ ′p∗(σ ) dσ
∣∣∣∣∣
K6τ−j
∣∣un(τ ) − vn(τ )∣∣. (30)
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(n − 1)!
∥∥u(n)n − v(n)n ∥∥C(I) (31)
for all τ ∈ I . Thus we can estimate the right-hand side of (28) as follows:∣∣∣∣∣b(t)
t∫
0
(t − τ )n−1
(n− 1)! c(τ )τ
j (p∗−1)
(
ψp∗
(
un(τ )
τ j
)
− ψp∗
(
vn(τ )
τ j
))
dτ
∣∣∣∣∣
 K6BC
(n− 1)! t
n−j g(t)
∥∥u(n)n − v(n)n ∥∥C(I). (32)
If we assume ε  1, then clearly g(t)  1 and even (g(t))q−1  1 for all t ∈ I . Putting
(28), (29) and (32) together and passing to the maximum over t ∈ I we arrive at∥∥u(n)n − v(n)n ∥∥C(I)  K6BCK3(n− 1)!εn−j
∥∥u(n)n − v(n)n ∥∥C(I).
Since n− j  1, this guarantees again u= v on I = [0, ε] with ε > 0 small enough. 
In the next lemma we assume (16) and (19), which means that the first two conditions of
the latter four in Proposition 3 are not satisfied. Consequently, we suppose here that p  2
or that neither b1 nor b2 changes its sign on some right closed neighborhood of t0.
Lemma 10. Let (16) and (19) hold true. Moreover, let p  2 or there exist t1 > t0 such that
neither b1 nor b2 changes its sign on [t0, t1]. Then there exists ε > 0 such that (11) has at
most one solution on I = [t0, t0 + ε].
Proof. As in the previous proofs, we suppose that u and v are solutions of (11) with
the fourth row in the form (20). As in the proof of Lemma 8, (27) holds true due to the
assumption (16).
We divide the proof into two parts. In the first one (i) we assume p  2, and in the
second one (ii) we suppose that b does not change its sign on I .
(i) The continuity of u(n)0 and v(n)0 implies existence of K1  1 such that |u(n)0 (t)|K1
and |v(n)0 (t)|K1. Though ψ ′p(s) is not continuous on [−K1,K1], due to p  2 it is clear
that ψ ′p(s)K2 for all s ∈ [−K1,K1]\{0}, where K2 = (p − 1)Kp−21 > 0. Hence∣∣a(t)(ψp(u(n)0 (t))− ψp(v(n)0 (t)))∣∣
 C1−p
∣∣∣∣∣
u
(n)
0 (t)∫
v
(n)
0 (t)
ψ ′p(σ ) dσ
∣∣∣∣∣ C1−pK2
∣∣u(n)0 (t) − v(n)0 (t)∣∣. (33)
From (21), (27) and (33) we now conclude (passing to the maximum over t ∈ I)∥∥u(n)0 − v(n)0 ∥∥C(I)  K6BCp−1K2((n− 1)!)2 ε2n+i(q−2)
∥∥u(n)0 − v(n)0 ∥∥C(I).
This again proves u= v on sufficiently small I .
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f (t) :=
t∫
0
(t − τ )n−1
(n− 1)! τ
i(q−1)∣∣b(τ)∣∣dτ > 0 ∀t ∈ (0, ε].
Indeed, otherwise b(τ) = 0 for all τ ∈ [0, t0] for some t0 > 0, and the uniqueness is then
trivial. As in the proof of Lemma 8, (16) guarantees (24) for some K4,K5 > 0 and ε > 0
sufficiently small. Hence (20) yields
(K4τ
i)q−1
∣∣b(τ)∣∣ ∣∣u(n)n (τ )∣∣ (K5τ i)q−1∣∣b(τ)∣∣
for all τ ∈ [0, ε]. Due to the assumptions (16) and that b does not change its sign on I ,
neither u(n)n changes its sign. Thus for any t ∈ I ,
∣∣un(t)∣∣=
t∫
0
(t − τ )n−1
(n− 1)!
∣∣u(n)n (τ )∣∣dτ Kq−14 f (t)
(we assume (19)), and, similarly, |un(t)|  Kq−15 f (t). From the nth equation in (11) we
now conclude
K1
(
f (t)
)p∗−1  ∣∣u(n)0 (t)∣∣K2(f (t))p∗−1,
where (assuming K4  1K5)
K1 = A1−p∗K(q−1)(p
∗−1)
4 > 0 and K2 = CK(q−1)(p
∗−1)
5 > 0.
The same estimate one can derive also for v(n)0 . The continuity and positivity of ψ
′
p(s)
on [K1,K2] guarantee existence of K3 > 0 satisfying ψ ′p(s) K3 for all |s| ∈ [K1,K2].
Hence for any t ∈ (0, ε],∣∣a(t)(ψp(u(n)0 (t))− ψp(v(n)0 (t)))∣∣
 C1−pf (t)
∣∣∣∣ψp
(
u
(n)
0 (t)
f p
∗−1(t)
)
− ψp
(
v
(n)
0 (t)
f p
∗−1(t)
)∣∣∣∣
= C1−pf (t)
∣∣∣∣∣
u
(n)
0 (t)/f
p∗−1(t)∫
v
(n)
0 (t)/f
p∗−1(t)
ψ ′p(σ ) dσ
∣∣∣∣∣K3(f (t))2−p∗∣∣u(n)0 (t) − v(n)0 (t)∣∣. (34)
As in the proof of Lemma 8, (16) yields (25) for some K6 > 0. Using this together with
(26) we can estimate the right-hand side in (21) as follows:
∣∣∣∣∣
t∫
0
(t − τ )n−1
(n− 1)! b(τ)τ
i(q−1)
(
ψq
(
u0(τ )
τ i
)
−ψq
(
v0(τ )
τ i
))
dτ
∣∣∣∣∣
 K6 tn−if (t)
∥∥u(n)0 − v(n)0 ∥∥C(I). (35)(n− 1)!
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f (t) t
n+i(q−1)
(n− 1)! B,
and so (assuming B  1)
(
f (t)
)p∗−1  ( tn+i(q−1)
(n − 1)!
)p∗−1
Bp
∗−1 (36)
for every t ∈ I . Putting (21) and (34)–(36) together and passing to the maximum for t ∈ I
we arrive at
∥∥u(n)0 − v(n)0 ∥∥C(I)  K6Bp
∗−1
K3((n− 1)!)p∗ ε
(n−i)p∗+iq(p∗−1)∥∥u(n)0 − v(n)0 ∥∥C(I).
Since (n − i)p∗ + iq(p∗ − 1) > 1, this again means that u = v on I = [0, ε] with ε > 0
small enough. 
The last lemma deals with the case (17) and (19). Thus the first condition of the former
two in Proposition 3 is not satisfied. Hence we suppose here that the second one is true.
Lemma 11. Let (17) and (19) hold true. Moreover, let p min{q1, q2}. Then there exists
ε > 0 such that (11) has at most one solution on I = [t0, t0 + ε].
Proof. Since for (17) and (19) the problem (11) has the trivial solution, our aim is to prove
that any solution u of (11) satisfies u≡ 0 on I = [0, ε] with some ε > 0.
We have∣∣a(t)ψp(u(n)0 (t))∣∣

t∫
0
(t − τ )n−1
(n − 1)!
(∣∣b1(τ )∣∣ψq1(∣∣u+0 (τ )∣∣)+ ∣∣b2(τ )∣∣ψq2(∣∣u−0 (τ )∣∣))dτ (37)
for all t ∈ I . As (26) we can derive that for any τ ∈ I ,
∣∣u0(τ )∣∣ τn
(n − 1)!
∥∥u(n)0 ∥∥C(I).
Since u0(0) = 0, we can choose ε > 0 so small that ε  1 and |u0(τ )| 1 for all τ ∈ I .
Then due to the assumption p min{q1, q2},
∣∣b1(τ )∣∣ψq1(∣∣u+0 (τ )∣∣)+ ∣∣b2(τ )∣∣ψq2(∣∣u−0 (τ )∣∣) B
(
τn
(n− 1)!
)p−1∥∥u(n)0 ∥∥p−1C(I). (38)
As u(n)0 (0) = 0, we choose ε > 0 sufficiently small to have also |u(n)0 (t)| 1 for all t ∈ I .
Then combining (37), (38) and∣∣a(t)ψp(u(n)(t))∣∣ C1−p∣∣u(n)(t)∣∣p−1,0 0
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∥∥u(n)0 ∥∥p−1C(I)  BCp−1((n − 1)!)p εnp
∥∥u(n)0 ∥∥p−1C(I).
This implies (similarly as in the previous proofs) ‖u(n)0 ‖C(I) = 0, i.e., u≡ 0 on I = [0, ε]
for sufficiently small ε > 0. 
This completes the proof of Proposition 3. Corollary 4 is now a standard consequence
of the local uniqueness.
5. Open problems
We leave the following problems open (cf. [1]).
(1) The first two open questions were already mentioned in Section 1 (see Tables 1
and 2). For p < q , (−1)nλ < 0 and n > 1, it is an open question whether there exists a
global solution of (10). On the other hand, for p > q , (−1)nλ < 0 and n > 1, it is not
known whether there can exist more than one (local) solution of (10).
(2) The counterexamples [1, Remark 3.3] and [1, Remark 4.6] show that the assump-
tions p  max{q1, q2} and p  min{q1, q2} in Theorem 2 and Corollary 4, respectively,
cannot be left out. But it is an open question whether we can leave out the second condi-
tion in Corollary 4 which excludes the situation that p > 2, and b1 or b2 is a function of
the type (7).
It was mentioned in Section 1 that the existence and uniqueness problem for (1) is
closed. But if we consider nonconstant coefficients, it is not true even for the homogeneous
problem, since it is not known whether there can exist more than one (local) solution of{
(−1)n(ψp(u(n)(t)))(n) = b(t)ψp(u(t)), t ∈ I,
u(i)(t0) = αi, (ψp(u(n)(t)))(j)|t=t0 = 0, i, j ∈ {0,1, . . . , n− 1},
where p > 2, at least one of the constants αi , i ∈ {0, . . . , n − 1}, is not zero and b ∈ C(I)
changes its sign on arbitrarily small neighborhood of t0 (like (7)).
(3) Is it possible to generalize our results to cover also the results from [6], [11], [15] or
[10]? For example, the question of local uniqueness of the solution of (13) with zero initial
conditions is not solved in [10]. However, from all the mentioned results one can deduce
the conjecture that the solution of (13) with r1r2 . . . rn  1 and zero initial conditions must
be trivial.
(4) As for the nonconstant p,q1, q2 (see Remark 6), it is an open problem whether
the conditions (8) and (9) can be weakened for example to p(t)  max{q1(t), q2(t)} and
p(t)min{q1(t), q2(t)}, respectively, for all t ∈ I .
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