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Cosmology with Weak Lensing Peaks
Xiuyuan Yang
Recent studies have shown that the number counts of peaks in weak lensing (WL)
surveys contain significant cosmological information. Motivated by this finding,
in the first part of the thesis, we address two questions: (i) what is the physical
origin of WL peaks; and (ii) how much information do the peaks contain beyond
the traditional cosmological WL observable (the power spectrum). To investigate
the first question, we use a suite of ray-tracing N-body simulations, in which we
identify individual dark matter halos. We study the halos’ contribution to the
peaks. We find that high peaks are typically dominated by a single massive halo,
while low peaks are created by galaxy shape noise, but with an important contribu-
tion from a line-of-sight projection of typically 4-8 halos. For the second question,
we first compare the cosmological peak count distributions to those in a Gaussian
random field. We find significant differences, both in the peak-count distributions
themselves, as well as in how the distributions depend on cosmology, demonstrat-
ing that the peaks contain non-Gaussian information. To explicitly quantify the
information content of the peaks beyond the power spectrum, we use the Fisher
matrix method to forecast errors in the three-dimensional parameters space (σ8,
w, Ωm). We find that when we combine the peaks and the power spectrum, the
marginalized errors are a factor of ≈ two smaller than from power spectrum alone.
In the second part of the thesis, we address a major theoretical systematic er-
ror: the presence of baryons – not included in the N-body simulations – can affect
the WL statistics (both peaks and power spectrum), and the inferred cosmological
parameters. We apply a simplified model, which mimics the cooling and conden-
sation of baryons at the centers of dark matter halos. In particular, we manually
steepen the density profile of each dark matter halo identified in the N-body simu-
lations, and repeat the ray-tracing procedure create WL maps in mock “baryonic”
universes. We then compare the peak count distributions and power spectra in
these baryonic models to those from the pure DM models. We find that there is
a large increase in the number of high peaks, but low peaks – which contain most
of the cosmological information – are robust to baryons. Similarly, we find that
the high–` power spectrum is increased, but the change in the low–` power spec-
trum is relatively modest. We then utilize a Monte Carlo approach to compute
the joint, and in general, biased constraints on σ8, w and Ωm when the baryonic
model is fit by the pure DM models. We find that: (i) constraints obtained from
low peaks are nearly unbiased; (ii) high peaks yield large biases, but in different
directions in parameter space than the biases from the power spectrum. Our first
finding suggests it may be advantageous to use low peaks for analysis until the
baryonic processes are better understood. However, our second finding suggests
the possibility of “self-calibration”: simultaneously fitting astrophysical “nuisance”
parameters (describing lensing halo profiles) with cosmological parameters.
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Modern cosmology began in 1910 with the publication by Einstein of general rela-
tivity (GR) and the first modern cosmological model. The current standard model
of cosmology uses only a small number of parameters and provides a good fit to an
impressive variety of observational results accumulated since then. The model as-
sumes that the dynamics of the cosmic expansion is governed by general relativity,
and postulates that the universe is homogeneous and isotropic. About 70% of the
energy density is the so-called dark energy, which has negative pressure. The re-
maining ≈ 30% is composed of matter, with the usual baryonic matter accounting
for ≈ 5%, and the rest, ≈ 25%, identified with unseen dark matter.
An important milestone in modern cosmology was the recent discovery that
the expansion of the universe is accelerating. Direct evidence for this was provided
by the measurement of the luminosity distances to Type Ia supernovae in the
mid-1990s [1; 2]. To explain this observational result in the framework of general
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relativity requires a negative-pressure component, the mysterious dark energy, so
that the total energy density and pressure of the universe satisfy p < −ρ/3. In-
dependent evidence for dark energy density ΩΛ > 0 has since been obtained from
the cosmic microwave background (CMB) [3; 4], galaxy cluster counts [5], and the
Baryon Acoustic Oscillations (BAOs) in the galaxy power spectrum [6].
Dark matter was introduced to account for gravitational acceleration that could
not be explained by the observed luminous matter. A large number of different,
independent pieces of evidence imply its existence, based on the observed velocities
of stars in galaxies that are much higher than implied by the directly detected lu-
minous matter, as well as on large-scale cosmological measurements and on various
gravitational lensing measurements.
The standard model can explain essentially all existing large-scale ( >∼Mpc)
cosmological observations of the universe. However, the theory remains unsatis-
factory, because the nature of dark matter and dark energy are unknown. Dark
matter is less mysterious, and could be identified as a stable elementary particle
left from the big bang, with features such as cold, non-baryonic, dissipationless,
and collisionless. There is no shortage of candidates for suitable particles in var-
ious extensions of the Standard Model of particle physics. Dark energy is much
harder to understand. Current theories include the cosmological constant (or vac-
uum energy density), dynamic fluids, and modifications to general relativity. Since
current observations have not been able to discriminate between these alternatives,
larger surveys, and higher-precision measurements, are required to probe the dark
energy and distinguish between the models.
The standard model of cosmology has only a handful of adjustable parameters.
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The most important ones are the contributions to the energy density (in units of
the critical density) by baryons Ωb, dark matter Ωc and dark energy density ΩΛ;
the amplitude σ8 and logarithmic slope ns of the power spectrum of primordial
density fluctuations, and the present-day expansion rate H0. As these parameters
need to be fit by observations, the important empirical question is how accurately
these parameters can be constrained. In this thesis, we study weak lensing, which
is expected to be one of the most powerful techniques to probe cosmology. This
expectation is based on the power spectrum of the cosmic shear. Being a two-point
function, this observable would capture most of the information on the shear field
only in the limit that the shear field is Gaussian. While this is true in the linear
regime, on large scales, the shear field is highly non-Gaussian on small scales,
where the density fluctuations are non-linear. We here focus on one local non-
linear statistic, in the weak lensing maps, namely the number of “peaks” – defined
as maxima on the 2D shear maps. We explore the statistical power of these peaks
in constraining cosmology.
1.2 Dark Energy
Since measurements of the luminosity distance to Type Ia supernovae gave the
first direct evidence for the accelerated expansion of the universe, the study of the
nature of dark energy has become a central topic of modern cosmology.
The simplest model of dark energy is to explain it as a cosmological constant,
normally associated with the energy density of vacuum. A cosmological constant
has pressure equal to the negative of its energy density, w = P/ρ = −1. It is as-
sumed to be homogeneous and not interacting with any of the fundamental forces.
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With this model, it is possible to explain the accelerating expansion of the universe
and many other observational results. However, there is a large discrepancy with
expectations from particle physics, which implies that if the cosmological constant
exists, it must be overwhelmingly larger than what is necessary to produce the ob-
served acceleration. Another theory assumes that dark energy is a dynamic fluid,
which means it can vary through space and time. Finally, a third approach is called
modified gravity. It this approach, the laws of general relativity are modified, and
the apparent acceleration is just an illusion, caused by applying the wrong model
(GR) to the observations. None of the three theories have been ruled out so far.
Different experiments have been designed to probe the nature of dark energy
and distinguish between models. Four methods, in particular, have proven to be
most powerful. These are Type Ia supernovae, baryonic acoustic oscillations, the
abundance of galaxy clusters and weak gravitational lensing [7]. The first two
methods probe the geometry of the universe through D(z) and H(z), and depend
only on the expansion history of the background universe. The third and fourth
methods not only depend on the expansion rate, but are also sensitive to the growth
rate of perturbations – i.e. these tests cosmic structure formation. As a result, they
also provide a cross-check of the model, by comparing the effects of dark energy on
the expansion rate of the universe and on the growth rate of the structure. Future
measurements with improved precision may be able to distinguish between models
of dark energy.
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1.3 Weak Lensing as a Cosmological Probe
Weak lensing is a phenomenon caused by the bending of the paths of photons by
the gravitational potential of the foreground matter distribution, as these photons
travel to us from a background source. As a result, the images of the background
galaxies are distorted by the foreground structure. These distortions are very small,
typically of the order of a percent, and as one does not know the intrinsic sizes and
shapes of the galaxies, the effect can only be measured statistically by measuring
the shapes of a large number of galaxies. For example, for a 10% scatter in the
intrinsic galaxy shapes, measuring the 1% cosmic distortion to an accuracy of 1%
requires at least 106 galaxies.
As mentioned above, weak lensing measurements and the abundance of galaxy
clusters are both sensitive to both the geometry of the universe and the growth
rate of the structure. Therefore, these probes share some similarities. However,
there are important differences. Most importantly, weak lensing is sensitive to
the total projected mass distribution, and does not rely on knowing the complex
luminosity - mass relationship of the foreground mass distribution. The galaxies
are used simply as background beacons to illuminate this mass distribution. While
galaxy cluster counts are also determined by the 3D mass distribution, the masses
of the individual clusters must be estimated from their “luminosity” (i.e. from
observing the light of their galaxies, or the X-ray emission from the hot cluster
gas, or the imprint of this hot gas on the CMB). As future weak data samples can
contain billions of galaxies, the statistical power of weak lensing is very large, and
thus the control of systematic errors is a critical issue.
The effect due to lensing on the image of a remote galaxy can be described
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by the three independent entries in the “shear matrix”. These are the scalar con-
vergence (κ) and the two components of the shear (γ1,2). The convergence gives
the overall magnification of the image. The shear components describe the dis-
tortion in shapes, with one component corresponding to an elliptical elongation
along an arbitrarily chosen axis, and the other to an elliptical elongation along
another axis offset by 45 degrees (similar to the two possible polarizations of grav-
itational waves). Shape distortions are more widely used than size distortions for
two reasons: first, the average shape of a galaxy ensemble should be round, but the
average size is unknown ab-initio; second, the scatter in intrinsic shapes is known
to be much less than the scatter in sizes.
To constrain cosmology, one needs to construct statistics from the shear and
convergence fields. The most commonly used statistics, by far, are the power
spectrum and its real space equivalent, the correlation function. The lensing power
spectrum can be computed from the projection of the three-dimensional matter
power spectrum, and is thus closely related to the structure and geometry of the
universe, and sensitive to the cosmological parameters. This sensitivity can be an
advantage as the cosmological probe; another reason for the wide-spread use of the
power spectrum is that it can be computed semi-analytically (in the linear regime;
and, with some extra assumptions, also in the mildly nonlinear regime).
Weak lensing is caused by the line-of-sight projection of all inhomogeneities, and
the probability distribution of the shear (or the convergence) is known to be very
non-Gaussian, especially on small angular scales. Therefore, a major drawback
- and motivation of this thesis - of the power spectrum is that it is a two-point
statistic, which is not guaranteed to capture most (or even a significant fraction)
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of the statistical information contain in the lensing maps. A different motivation
to use observables beyond the power spectrum is to break degeneracies (such as
between Ωm and σ8) that exist in power-spectrum measurements.
One way to extract non-Gaussian information from weak lensing maps is to
use the peak count distribution, defined as the number of the local maxima in
weak lensing maps, as a function of their heights. On small scales, this statistic
will capture non-Gaussian information. Unlike the power spectrum, however, this
statistic does not lend itself to straightforward mathematical analysis - it requires
numerical simulations and thus has received relatively little attention until recent
simulation work. In this thesis, we perform such simulations and explore the
origin of peaks in the convergence maps, and explain the peaks as arising from
the constellations of dark matter halos along the line of sight. We investigate the
ability of the peaks to constrain cosmological parameters, and, specifically, how
much of the information in these peaks is beyond the power spectrum.
1.4 LSST and Other Forthcoming WL Surveys
Weak lensing is one of the most promising methods to probe cosmology. Several
large scale surveys are being planned to measure the distortions of up to billions
of galaxies, targeted at high S/N ratio. The most important projects are listed in
1.11.
The most formidable technical difficulty in weak lensing measurements is the
1Part of the information in this table is taken from Rachel Mandelbaum, presentation at
LSST Dark Energy Science Collaboration Meeting, June 11-13, 2012, University of Pennsylvania,
http://www.sas.upenn.edu/ masao/LSST@Penn/Home.html
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Survey Size[deg2] Depth[mag] Redshift number of Galaxies Bands Timescale
Cosmos 2 ≈ 28 0.5-6 2× 106 12 -2005
CFHTLS-W 170 >∼24.5 0-5 4.2× 106 5 2003-2009
DES 5000 <∼24 0-2 ≈ 3× 108 5 2012-2017
HSC-wide 1300 <∼26 0-2 ≈ 2× 107 5 2013-2017
KIDS 1500 <∼24 1-1.5 ≈ 108 9 2011-
PanSTARRS ≈ 20k ≈ 24 0.2-1 ≈ 107 5 2010-2013+
EUCLID 14000 ≈ 24− 26 0.7-2.0 ≈ 1.6× 109 3 2020-2026
WFIRST 3400 ≈ 26 1.3-2.7 ≈ 5× 108 4 2023-
LSST 20000 ≈ 26 0-6 ≈ 4× 109 6 2022-2023
Table 1.1: Comparison of the on-going and future surveys.
reduction of systematic errors, the most important of which are: (i) the determi-
nation of the point-spread function of the camera, which limits the measurement
accuracy of galaxy shapes; (ii) the determination of the redshifts of the background
galaxies; (iii) intrinsic alignments between the orientations of galaxies due to the
tidal fields of large-scale structure; (iv) and the incompleteness of the theory such
as the deviation of the power spectrum from the pure CDM case at small scales.
The largest WL survey is planned by the Large Synoptic Survey Telescope
(LSST). LSST will be located in the southern Hemisphere, and is a ground based,
wide-field optical telescope. It has multiple goals; the key observables related to
lensing are the shears of galaxy images and the redshifts of galaxies from photo-
metric measurements. LSST will survey 20, 000 deg2 of the sky, with each patch
of the sky visited about 1000 times over 10 years. The large number of revisits
will improve the understanding and control of the PSF. The data will be taken in
six bands. It will perform the best photometric measurements of galaxy redshifts
to date, with many cross-spectra checks. The LSST collaboration has studied the
instrumental systematic errors in detail, and has simulated the spurious shears
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due to the atmosphere and instrumental effects. LSST is expected to achieve a
multiplicative shear calibration bias of 10−3, a mean photo-z bias of order 10−3
and an additive shear bias of order 10−4.
An approach different from LSST is to measure WL signatures in space-based
surveys. Two such proposed projects are ESA’s Euclid and NASA’s WFIRST.
Both are space-based, near infrared, surveys aiming to do cosmology simultane-
ously with WL and with BAO measurements. Compared with LSST, Euclid will
have only 3-4 revisits of each galaxy and WFIRST will have 5-8 revisits. Be-
cause the PSFs are far more stable in space, however these two surveys will have
systematic error levels and S/N ratios comparable to LSST.
By the mid 2020’s, we should have rich sets of data from these three surveys
and these should revolutionize cosmology; cross-checks between the data from the
different experiments will be possible and will make the results more robust. For
comparison, we note that the current best WL measurements, from the CFHTLens
survey, have yielded constraints whose strengths are comparable to the tightest
existing other measurements. Yet this survey covers an area of only ≈ 150 deg2,
with ≈ 10 gals amin−2; the proposed LSST survey will cover a more than 100 times
larger solid angle at a greater depth, yielding 40 gals amin−2, or about 103 times
more galaxies overall.
The rest of thesis thesis is organized as follows. In Chapter 2, we study the
physical origin of weak lensing peaks with different heights, and study whether the
peaks contain information beyond the convergence power spectrum. In Chapter
3, we study the effect of baryons in dark matter halos on the WL peak counts,
and their impact on cosmological constraints. In Chapter 4, we assess the impact
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of correlated spurious shear, due to the atmosphere, in an LSST–like survey. For
this study, we employ smoothed tangential shear maps (as opposed to convergence
maps), and compute the effect of spurious shear on both the WL peaks and the
power spectrum. Finally, in Chapter 5, we offer our conclusions.





Recent studies have shown that the number counts of convergence peaks N(κ)
in weak lensing (WL) maps, expected from large forthcoming surveys, can be a
useful probe of cosmology. We follow up on this finding, and use a suite of WL
convergence maps, obtained from ray-tracing N–body simulations, to study (i) the
physical origin of WL peaks with different heights, and (ii) whether the peaks
contain information beyond the convergence power spectrum P`. In agreement
with earlier work, we find that high peaks (with amplitudes >∼ 3.5σ, where σ is
the r.m.s. of the convergence κ) are typically dominated by a single massive halo.
In contrast, low peaks (≈ 0.5− 1.5σ, called medium peaks in this chapter) cannot
be attributed to a single collapsed dark matter halo, and are instead created by the
projection of multiple (typically, 4-8) halos along the line of sight, and by random
galaxy shape noise. Nevertheless, these peaks dominate the sensitivity to the
cosmological parameters w, σ8, and Ωm. We find that the peak height distribution
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and its dependence on cosmology differ significantly from predictions in a Gaussian
random field. We directly compute the marginalized errors on w, σ8, and Ωm from
the N(κ) +P` combination, including redshift tomography with source galaxies at
zs = 1 and zs = 2. We find that the N(κ)+P` combination has approximately twice
the cosmological sensitivity compared to P` alone. These results demonstrate that
N(κ) contains non-Gaussian information complementary to the power spectrum.
2.1 Introduction
Weak gravitational lensing (WL) by large-scale cosmic structures has emerged as
one of the most promising methods to constrain the parameters of both dark en-
ergy (DE) and dark matter (DM) (e.g. ref. [7]; see also recent reviews in refs. [8;
9]). While linear and mildly nonlinear features in WL maps have been thor-
oughly explored, an important question that remains is: how much additional
information lies in the nonlinear features of these maps? Motivated by this, we
recently investigated a simple nonlinear statistic – counting peaks in WL maps
directly as a function of their height and angular size ([10]; hereafter Paper I).
This statistic does not lend itself to straightforward mathematical analysis – it
requires numerical simulations and has received relatively little attention (e.g. [11;
12]) until recent simulation work [13; 10].
In Paper I, we identified peaks in ray-tracing N-body simulations, defined as
local maxima in two-dimensional convergence maps. We found that the number
of peaks as a function of their height κpeak has a sensitivity to a combination
of (w, σ8) competitive with other forthcoming cosmological probes. Dietrich and
Hartlap [13] investigated peak counts as a function of Ωm and σ8, and reached
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qualitatively similar conclusions.
One result identified in our study is that the cosmological sensitivity arises
primarily from medium–height peaks, with amplitudes of ≈ 0.5 − 1.5σ, where σ
is the r.m.s. of the WL convergence κ. Note those commonly called low peaks
are called medium peaks in this chapter. Dietrich and Hartlap include only higher
significance peaks in their analysis (with >∼ 2.2σ)1 but they find a similar trend,
namely that most of the cosmological information is contained in the lowest sig-
nificance peaks. In Paper I, we also found that, somewhat counter-intuitively, the
number of the medium-height peaks decreases with increasing σ8.”
Motivated by these findings, here we attempt to clarify the physical origin of
the medium amplitude peaks, by identifying collapsed dark matter halos along
sight–lines to individual peaks. The fact that the cosmological sensitivity is driven
by relatively low–amplitude peaks raises a potential concern: these peaks may be
dominated by galaxy shape noise, and/or may arise from random projections of
large-scale overdensities in the mildly nonlinear regime. The counts of the medium
peaks may then offer little information beyond conventional statistics, such as the
power spectrum. Our second aim in this chapter is therefore to investigate the
origin of the cosmological information content of the WL peaks. To this end, we
compare peak–height distributions in different cosmologies with those expected in
corresponding Gaussian random fields (GRFs). Further improving on Paper I, we
are able to provide marginalized constraints from the combination of peak counts
1Note that Dietrich and Hartlap refer to these as peaks with a signal-to-noise ratio of >∼ 3.2.
This is because our definition of σ includes both shape noise and the cosmological large-scale-
structure signal; these are comparable (see § 2.2.1 below).
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and the power spectrum for the cosmological parameters σ8, w, and Ωm, not just
parameter sensitivity, since we ran a much larger set of simulations.
This chapter is organized as follows. In § 2.2, we describe our calculational
procedures, including the creation of the WL maps, the identification of collapsed
halos, the prediction of peak counts in a GRF, and our statistical methodology
to compare maps. In § 2.3, we present our results, which include the matching of
peaks and halos, matching peaks in different cosmologies, and the comparisons of
the simulated peak counts to the Gaussian predictions. In § 2.4, we offer a detailed
discussion of our main results, as well as of several possible caveats and extensions.
Finally, in § 2.5, we summarize our main conclusions and the implications of this
work.
2.2 Methodology
2.2.1 Simulating Weak Lensing Maps
We generate a series of 80 cold dark matter N-body simulations for 7 different cos-
mological models with the code GADGET-2, which include DM only (no baryons).
As our fiducial model, we adopt a ΛCDM universe with the following parameters:
cosmological constant ΩΛ = 0.74, matter density parameter Ωm = 0.26, Hubble
constant H0 = 72 km s
−1Mpc−1, dark energy equation-of-state parameter w = −1,
and a primordial matter power spectrum with a spectral index of ns = 0.96 and
present-day normalization of σ8 = 0.798. These values are consistent with the
seven–year results by the WMAP satellite [4].
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All simulations use 5123 DM particles, in a box with a size2 of 240h−1Mpc. This
corresponds to a mass resolution of 7.4×109h−1M. The output of each simulation
run consists of snapshots of particle positions at various redshifts between z = 0
and z = 2, with output redshifts chosen to span intervals of 80h−1Mpc along the
line of sight (LOS) in the fiducial model.3 This interval is shorter, by a factor
of three, than our box size; we truncate the cubes along the LOS to remove the
overlap. We apply random shifts and rotations to each snapshot cube, and create
gravitational potential planes at each output by projecting the particle density onto
a 2D plane perpendicular to the line of sight, located at the output redshift, and
solving the Poisson equation. We swap planes from several independent simulations
for the same cosmology in creating the light cone, to reduce the reuse of the
same simulation box and to make the final WL maps more pseudo-independent.
We then follow 2048 × 2048 light rays, starting from z = 0, and calculate the
distortion tensor and lensing deflection angles at each plane, and produce the final
convergence maps.
The interested reader is referred to Paper I for more details about the sim-
ulations and the process of making the maps. We made one important change,
however, which must be high-lighted. While in Paper I, the density and potential
planes had a resolution of 2048× 2048 (same as the resolution used for ray-tracing
and the final convergence map), here we adopted a higher resolution, 4096× 4096,
for both the density and the potential planes. This change has been proven to
be important as lower resolution yields a loss in power at large wave number, as
2Unless stated otherwise, all quantities in this chapter are quoted in comoving units.
3In cosmologies with different distances, the same redshift is chosen.
CHAPTER 2. COSMOLOGICAL INFORMATION IN WEAK LENSING
PEAKS 16
demonstrated by [14]. In Fig. 2.1, we compare the 2D angular power spectrum of
the WL convergence field at 40962 resolution with the theoretical power spectrum.
The latter was obtained by direct line–of–sight integration, using the Limber ap-
proximation, and the fitting formulae for the nonlinear 3D matter power spectrum
from [15], calculated with the code Nicaea4[16]. In the range 400 <∼` <∼30, 000, the
power spectrum derived from our maps is not significantly suppressed by either the
finite box-size or resolution, and it agrees well with the theoretical expectation.
Once the maps have been created, we take the redshift-dependent r.m.s. of the
noise in one component of the shear to be [18]
σλ(z) = 0.15 + 0.035z. (2.1)
Note that this corresponds, in the weak lensing limit, to an r.m.s. ellipticity of
0.30 + 0.07z [19].
For simplicity, in our analysis we assume that the source galaxies are located
on a source plane at a fixed redshift, with ngal = 15 arcmin
−2. We apply a θG =
1 arcmin Gaussian smoothing to the maps. The noise σ2noise in the convergence





For reference, we note that at redshift zs = 2, the above gives σnoise = 0.023, very
close to the r.m.s. of the convergence σκ = 0.022 in the noise-free maps. The r.m.s.
of the total convergence field, with noise included, is σκ = 0.031.
4Available at www2.iap.fr/users/kilbinge/nicaea
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Figure 2.1: Angular power spectrum of the WL convergence as a function of spher-
ical harmonic index `. The solid curve is the average over 1000 simulated 12-
square-degree convergence maps from ray-tracing through 45 independent N-body
simulations for the fiducial cosmology. The error bars indicate the variance be-
tween the maps in the bins plotted. The dashed curve is the theoretical prediction,
based on the 3D nonlinear matter power spectrum [15], with the Limber approx-
imation [17]. Source galaxies are assumed to be located at zs = 2. No intrinsic
ellipticity noise or smoothing were added.
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2.2.2 Suite of Simulated Maps
In addition to the fiducial cosmology, we have run N-body simulations in six other
models. Each of these differs from the fiducial model in a single parameter: we
vary σ8, w, Ωm in both directions, with values σ8 = 0.750 and 0.850; w = -0.8
and -1.2; and Ωm = 0.23 and 0.29. We assume the universe always stays spatially
flat (i.e. ΩΛ + Ωm = 1). The seven different cosmologies will hereafter be referred
to as the fiducial, high-σ8, low-σ8, high-w, low-w, high-Ωm, and low-Ωm models,
respectively, as summarized in Table 3.1. In each of these N-body runs, we create
1000 different WL maps with source galaxies at zs = 1, and another 1000 maps
with galaxies at zs = 2. Each map covers a solid angle of 3.46 × 3.46 degrees.
All maps were created by mixing potential planes randomly among five different
N-body runs, with independent realizations of the initial conditions, in the given
cosmology. Finally, we created an additional 1000 control maps, using the planes
from 45 additional independent N-body runs in the fiducial model. Having 9
times more strictly independent realizations allows us to compute the covariance
matrix more accurately (needed for computing ∆χ2; see below), and to check the
robustness of our results to different realizations of the fiducial model.
2.2.3 Halo Finding
We use the publicly available AMIGA halo finder ([20]; hereafter AHF) to identify
collapsed halos in our N-body runs. AMIGA finds halos based on an iterative
density refinement scheme. Its output consists of the 3D positions of the halos,
and, importantly for us, the tagged set of particles belonging to each halo. The
virial radius of a halo is such that when a sphere is placed at the halo’s location,
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σ8 w Ωm # of sims
Fiducial 0.798 -1.0 0.26 5
Control 0.798 -1.0 0.26 45
High-σ8 0.850 -1.0 0.26 5
Low-σ8 0.750 -1.0 0.26 5
High-w 0.798 -0.8 0.26 5
Low-w 0.798 -1.2 0.26 5
High-Ωm 0.798 -1.0 0.29 5
Low-Ωm 0.798 -1.0 0.23 5
Table 2.1: Cosmological parameters varied in each model. The universe is always
assumed to be spatially flat (ΩΛ + Ωm = 1).
with a radius rvir, the overdensity ρ¯(rvir) is
ρ¯(rvir) = ∆virρb, (2.3)
where ρb is the background baryon density, and where ∆vir = 180 is adopted in




As a simple test of both our N-body simulations and our implementation of the
halo finder, we reproduce the fitting formula (their equation B3.) for the halo mass
function reported by Jenkins et al. [21]. An example of this comparison is shown,
in our fiducial model at z = 0, in Fig. 2.2. Overall, we find excellent agreement,
with an accuracy of 25% or better up to a halo masses of 2× 1014M. For larger
masses, there is a large scatter.





































Figure 2.2: Halo mass function, produced with the AMIGA halo finder [20], in our
N-body simulation of the fiducial model at z = 0, compared to the fitting formula
from Jenkins et al. [21].
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One of the goals in this study is to identify halos contributing to each individual
convergence peak. To do this, starting from each peak, we follow the light ray, and
record the information (masses and location) of the halos found within a light
cone centered on the peak, with a radius of 3 arcmin. This radius is chosen to be
three times the smoothing scale. We have verified that doubling the radius of the
light cone does not change our halo matching results below – in the sense that no
additional halos are identified that contribute significantly to the total convergence
of a peak (see detailed discussion below). To be consistent with the perpendicular
projection of the particle density in each simulation snapshot, the light rays consist
of a series of parallel line segments, which are perpendicular to the potential planes.
The coordinates where the segments cross the potential planes are determined by
the lensing deflection angle, computed and stored during the ray-tracing analysis.
For the same reason, the light cones are composed of a series of parallel cylinders
with a radius of 3 arcmin, centered on the corresponding light ray.
As explained above, we truncate the simulation snapshots, in order to generate
more independent realizations of maps. As a result, occasionally, parts of halos
that happen to be located near the plane of the truncation can be unphysically
“cropped”. These cropped halos become important only when they are sufficiently
massive to contribute to the convergence of a peak, and when they are located near
(within a fraction of their virial radius) one of the two truncation planes (either
in the front or the back). Given that halo virial radii are of order ∼ 1h−1Mpc,
and our truncated box size is 80h−1Mpc, the probability that the latter condition
is satisfied is ∼ (1 + 1)/80 ∼ 2.5%. We therefore simply restrict our halo catalog
only to halos that do not touch the edges. We have checked that neglecting the
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cropped halos does not significantly affect our results.
Our simulations resolve the density structure of individual halos with masses
of M >∼few×1011 M. However, each map contains on the order of 103 peaks, and
more than a dozen halos can contribute to the total convergence of a single peak;
therefore, computing the exact contribution of each halo to each peak is compu-
tationally impractical. Instead, we replace each halo by a spherically symmetric
NFW [22] halo with the same virial mass Mvir. For a given impact parameter d
(defined as the angular distance between the halo center and the point of closest
approach of the light ray corresponding to the peak), redshift z, and mass Mvir, the
contribution of the off-center halo to the convergence peak can then be calculated
analytically.





where r is the radius from the halo center, and rs and ρs are a characteristic radius
and density. The profile is truncated at r200, inside which the mean overdensity
with respect to the critical density of the universe at redshift z is 200. We adopt
the concentration parameter cnfw = r200/rs = 5 in this chapter. The convergence
due to the halo, given an extended redshift distribution of the background galaxies,











Here Σ(φ) is the projected surface density of the halo (given explicitly in ref. [23];
see their equations 26-27), χz is the comoving distance to redshift z, dn/dz is the
surface number density of background galaxies per unit redshift, and ntot is the
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mean total surface density. The latter is taken to be ntotδ(z − zs) in this chapter,
with zs as the source redshift. Finally, we use a Gaussian window function to
smooth the convergence induced by the halo,
κG =
∫








| ~φ0 | = d(1 + z)
χz
(2.9)
where the center of the smoothing kernel (~φ = 0) is set to the angular position of
the light ray corresponding to a peak, and ~φ0 is the angle toward the halo center.
The smoothing scale θG is chosen to be 1 arcmin, as in the simulated maps.
To check the accuracy of the NFW approximation for the convergence, we
selected 81 halos with masses in the range 1.5 × 1012 M < M < 1.5 × 1014 M
in one of the realizations of our fiducial model. For each halo, we record the value
of the convergence κ in the map (with sources galaxies at zs = 1), in the pixel
located in the direction toward the halo center. We then remove the halo from the
simulation box, and repeat the ray-tracing procedure discussed above, to compute
a new value κ0 at the same position, but without the halo. In Fig. 2.3, we show
the actual difference ∆κ ≡ κ − κ0, against the value κnfw expected based on the
NFW halo model. As the figure shows, the NFW assumption works accurately,
although it results in a slight underestimate of the convergence. The points in the
figure yield an average fractional bias of 〈(κnfw−∆κ)/∆κ〉 = −0.067 and an r.m.s.
scatter of 〈(κnfw −∆κ)2/∆κ2〉1/2 = 0.15.














Figure 2.3: Comparison of the convergence κnfw, produced by halos with an NFW
profile, and the difference −∆κ in the simulated convergence map induced by ar-
tificially removing the halo from the 3D simulation box. 81 halos, identified in a
zs = 1 map generated in our fiducial model, were used for this exercise. No galaxy
noise was added to the maps. The NFW assumption works well, with a fractional
bias of only -6.7 percent, and a scatter of 15 percent, relative to ∆κ.
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2.2.4 Gaussian Random Field Predictions
One of the key questions to be answered in this work, is the extent to which the
peak counts contain information beyond traditional measures, such as the power
spectrum. For example, if the peaks were produced only by a combination of pure
galaxy shape noise (which is Gaussian by assumption) and linear fluctuations in
the matter density, then their statistics would be fully described by a Gaussian
random field (GRF). The majority of the high peaks are known to be associated
with collapsed, nonlinear objects, and their statistics will clearly be non-Gaussian.
However, the extent to which lower-amplitude peaks are non-Gaussian is not clear
ab-initio. As mentioned in the Introduction, these peaks contain most of the
cosmological information, and therefore the departure in the statistics of these
peaks from Gaussian predictions is important to understand and quantify.
As a simple test, we directly compare our simulated peak counts with those
expected in a GRF. Fortunately, the peak counts in a two–dimensional GRF, and
their distribution in height, are predictable analytically [24]. In fact, they depend
only on the first and second derivatives of the correlation function on small scales
(or, equivalently, the first two moments of the power spectrum). For completeness,
we reproduce the relevant equations here. The differential number of maxima per
unit solid angle, nmax(ν), with height in the range ν to ν+dν, where ν is measured































Figure 2.4: Number of convergence peaks in a Gaussian random field, as a function
of their height measured in units of the standard deviation of the convergence, σ0.
The data points show the number of peaks in bins of width ∆κ = 0.25σ0, obtained
by averaging counts in 200 random Monte Carlo realizations of a 2d GRF. The
input power spectrum was calculated from the non-linear matter power spectrum in
Smith et al. [15] in our fiducial cosmology, with source redshift zs = 2, including
galaxy noise and smoothing. The map size, after excluding 40 pixels along each
edge, is 2.88× 2.88 deg2.
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where















[2(1− γ2)(3− 2γ2)]1/2}] (2.11)














and where P` is the continuous 2d power spectrum of the convergence field, and
ξ(θ) is its two-point correlation function. Integrating Eq. (2.10) over ν gives the





To verify the accuracy of these analytic formulae, we produced 200 numerical
maps of GRFs, by generating 200 independent random realizations of the theo-
retical 2d weak lensing power spectrum (in our fiducial model, assuming a source
redshift zs = 2). We first generate a 2d complex random field in ` space, with the
real and imaginary parts of Fourier modes distributed independently, following
Gaussians with a standard deviation of
√
P`/2. Here P` is the power spectrum
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[25]. We then perform a discrete Fourier transform to produce maps in real space.
The GRF maps have a size of 2048× 2048, to mimic the actual WL maps. Noise
is then added according to Eqs. (2.1) and (2.2), with ngal=15, and a 1 arcmin
smoothing is applied. To avoid edge effects, we discard pixels located within 40
pixels (≈ 3× the smoothing scale) of the map edges.
To reproduce the random GRF realizations as closely as possible, we do not
calculate σ0, σ1, σ2 from the input power spectrum; instead, we measure these
directly from the maps, using the finite difference derivatives (ignoring the constant
coefficients in Eq. (2.14))









































are the averages of the
corresponding first and second derivatives. For reference, this leads to a prediction
of 1680 peaks, compared to the actual number 1685 found in the noiseless maps;
the prediction based on the analytic calculation of the σ’s is slightly worse, 1649.
We have checked that the situation is similar in the true WL maps: measuring σ0,1,2
numerically gives a slightly more accurate prediction for the total number of peaks
than calculating σ0,1,2 analytically from the power spectrum through Eq. (2.14).
In Fig. 2.4, we show predictions from the analytic formulae (Eqs. (2.10)-(2.14)),
and the mean peak counts in our 200 mock GRF maps. This tests our reproduction
of the formulae, as well as the accuracy of our numerical measurements of σ0, σ1,
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σ2. The agreement is excellent, with residuals of only <∼ 2 percent over most of
the range shown.
The main advantage of creating mock numerical realizations of the GRF maps
is that we can use these to measure the (co)variance in the Gaussian peak counts.
This covariance matrix is necessary to compute the ∆χ2 values between pairs of
cosmologies in the Gaussian case (see discussion below).
2.2.5 Statistical Comparisons
The basic statistical task in this work is to assign a significance of the difference
between a pair of maps, given the stochastic fluctuations in the maps over many
realizations. This is required in order to quantify how well two cosmological models
can be distinguished with the peak counts.
The simplest statistical test consists of computing ∆χ2f ′,f between a pair of
cosmologies f and f ′, using the mean number of peaks in each bin, averaged over
all realizations,
















i − N (f)i is the difference between the average number of
peaks in bin i in cosmology f ′ and in cosmology f . Note that i here can label bins
of different peak–heights, but can also include different source galaxy redshifts or
smoothing scales. Here C(f) denotes the covariance matrix of the number of peaks





















i is the number of peaks in bin i in the r
th realization (i.e. convergence
map) of the cosmology f , and R is the total number of realizations.
This ∆χ2f ′,f could be interpreted directly as a likelihood or confidence level only
if (i) the peak count distribution in each bin were Gaussian, and (ii) the mean peak
counts depended linearly on the cosmological parameters. As long as the change in
parameters is small, a Taylor expansion to the first order is a good approximation,
and therefore the second condition is unlikely to be strongly violated in our case.
We will verify below that condition (i) is satisfied to a good accuracy, as well. To
















i is the difference between the number of peaks in
bin i in realization r of a test cosmology f ′, and the average number of peaks in
the same bin in the fiducial cosmology f . We will show that χ2f (r) closely follows
a true chi-squared distribution.
Unless stated otherwise, in this chapter, we use five κ bins to calculate ∆χ2.
The bin boundaries are chosen by visual inspection, using two rough criteria: (i)
the difference in the peak height distributions in the two cosmologies should not
change sign within any of the bins, and (ii) the numbers of peaks in each bin
should be as comparable as possible. The influence of the number of bins and the
bin boundaries on our results will be discussed in § 2.4 below.
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2.2.6 Fisher Matrix and Marginalized Error
With the assumptions that (i) the observables, i.e. the mean number of peaks in
each bin N i, depend linearly on the cosmological parameters p; and (ii) that for
a fixed p, the probability distribution of Ni follows a Gaussian, the marginalized
error on each parameter can be calculated using the Fisher matrix (e.g. ref. [26]).





Tr[C−1C,αC−1C,β + C−1Mαβ], (2.22)
with
Mαβ ≡ N ,αNT,β +N ,βNT,α, (2.23)
where the Greek indices refer to model parameters, a comma preceding an index
denotes a partial derivative with respect to the corresponding parameter, Cij is
the covariance matrix of Ni’s, and N i is the expectation value of Ni. In this
work, we will consider only the second term in Eq. (2.22) above. The constraints
through this term arise from the dependence of the mean number of peaks N i on
the cosmological parameters. In principle, additional constraints could be available
from the first term, which represents the dependence of the (co)variances Cij =
〈NiNj〉 on cosmology (see refs. [27] and [28] for related points in the context of
cluster counts). Our results suggest that this dependence is relatively weak; in
practice, however, we do not have a sufficient number of independent realizations
to accurately evaluate this dependence. From the Fisher matrix, the marginalized
error on the parameter α is calculated simply as σα = (F
−1)1/2αα . (In contrast,
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the square root of Eq. (2.19) divided by the difference between model parameters
corresponds to the parameter sensitivity with all other parameters fixed.)
2.3 Results
2.3.1 The Physical Origin of Peaks and of their Cosmology
Dependence
In general, peaks in the convergence field can arise for different reasons. They could
be caused by (i) one or more collapsed halos along the LOS; (ii) large-scale, mildly
overdense filaments, seen in projection; (iii) non–linear “protoclusters” that are on
their way to collapse, but have not yet virialized and settled into an equilibrium
structure [29; 30]; and (iv) pure galaxy shape noise. In reality, peaks can be
produced by a combination of the above effects.
Relatively high–amplitude ( >∼3.5σ) lensing peaks have been studied thoroughly
in the past (e.g. [31; 32; 33]), and it is known that a large fraction of these peaks is
attributable to a single collapsed massive halo. Our motivation to revisit this topic
is that the cosmological information is contained primarily in the lower–amplitude
peaks, whose origin has not yet been clarified. As described in section II, we start
with each individual peak, and identify all halos along the sightline. Likewise, for
each halo, we identify peaks that are located within a 3 arcmin distance from the
2d sky position of the halo.
We would also like to know why the number of peaks changes with cosmology.
To help clarify this, we examine realizations of pairs of models with different values
of σ8 with quasi identical initial conditions. In these pairs of models, we use the
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same random seeds to generate the amplitudes and phases for the Fourier modes
of the density and velocity field at redshift z = 0, and then scale these back to
the starting redshift of the simulation, with the linear growth factor. Since the
power spectra differ only by an overall normalization, and since the growth factor
is independent of σ8, the initial conditions, as well as the final WL maps, maintain
very similar patterns. Therefore we can attempt to match individual peaks in the
two cosmologies, to see what happens to a given peak, when, say, σ8 is increased.
Results in this section are based on 50 realizations of the noisy maps in the
fiducial and in the low-σ8 models, with source galaxy redshift zs = 2, ngal = 15 and
1 arcmin smoothing. The maps have an angular size 3.46× 3.46 deg2, 2048× 2048
pixels. To avoid edge effects, 30 pixels(≈ 3 times the smoothing scale) from all four
edges of each map are discarded, leaving an area of 3.36× 3.36 deg2. The fiducial
model is used for studying the origins of the peaks, and a comparison between the
fiducial and the low–σ8 model is used for studying the cosmology-sensitivity.
We first perform an analysis of peak-halo matching, closely following Hamana
et al. [32], for both high and medium peaks. High peaks are defined as those with
ν ≥ 4.8, where ν is the maximum value κpeak of the peak, in units of the standard
deviation of the noise field. We restrict our halo catalog to halos that are expected
(based on the NFW approximation; Eqs. (3.1)-(2.6) with φ0 = 0) to produce a
peak with a height of νnfw ≥ 4.8. Similarly, for medium peaks with 1.1 ≤ ν < 1.6,
we restrict our halo catalog to those halos with 1.1 ≤ νnfw < 1.6. We carry out the
peak-halo matching by searching for a matched pair candidate within a radius of
1.8 arcmin from the peak position or from the halo center. This maximum angular
separation is chosen, as in [32], so that it is larger than the smoothing radius of 1
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class matching result number of matches
(high peaks) (medium peaks)
i halo ⇔ peak 526 (0.93) 2653 (4.7)
ii halo with no paired peak 230 (0.41) 19609 (35)
iii peak with no paired halo 2264 (4.0) 24709 (44)
iv halo ⇒ peak 2 (0.0035) 90 (0.16)
v halo ⇐ peak 12 (0.021) 194 (0.34)
Table 2.2: Matching of halos and peaks similar to Hamana et al. [32], but shown
separately for high and medium peaks. In the second column, “⇔” indicates a pri-
mary match in both directions, whereas ⇒ and ⇐ indicate a primary match in the
direction of the arrow only. In total, our 50 realizations of 3.36 × 3.36deg2 maps
contain 2,802 high peaks and 27,556 medium peaks, whereas the three–dimensional
N-body outputs contain 758 massive halos and 22,352 medium halos with corre-
sponding masses. The numbers in () show the number per deg2 averaged over 50
realizations, to be compared with the results of Hamana et al. [32] (see text for
discussion).
arcmin, while it is still smaller than the angular virial radius of a massive halo at
z <∼1.3, where the lensing kernel has the most weight. If there is more than one
candidate pair within this radius, we follow [32] and adopt the closest one as the
primary candidate.
The 50 noisy maps contain a total of 2,802 high peaks and 27,556 medium peaks.
For comparison, the halo catalogs contain 758 massive halos with νnfw ≥ 4.8 and
22,352 medium-sized halos with 1.1 ≤ νnfw < 1.6. Following Hamana et al. [32],
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we sort the results of the matches into the following five categories: (i) both a halo
and a peak are each other’s primary pair candidate; (ii) a halo without a paired
peak (iii) a peak without a paired halo; (iv) a halo has a matched peak, but is not
the primary matched halo of that peak; and (v) a peak has a matched halo, but
it is not the primary matched peak of that halo. Table 2.2 shows the number of
matches, separately for high and medium peaks, falling into each category.
Bearing in mind differences in redshift, noise, and peak height thresholds, our
results are in reasonable agreement with [32]. Overall, we have found, on average,
5.0 deg−2 high peaks and 1.3 deg−2 massive halos. The majority (70%) of the
massive halos produce a one-to-one matching peak, although these account only
for ≈ 20% of the total population of high peaks. More specifically, [32] finds
23 deg−2 high peaks and 8.1 deg−2 massive halos. Their matches per deg2 in
categories i, ii, and iii are 5.9, 2.1, 15 accordingly. In general, we have found
fewer peaks and halos than [32], which can be attributed to our lower σ8 and Ωm
values. Our threshold of high peaks is also not identical to theirs. However, we
have checked that the number of halos above a threshold is in good agreement
with their equation 15 [32], when our cosmological parameters are used. We have
found a slightly lower completeness of the halos (less fraction of halos in category i
and more fraction in category ii), and also a ∼ 50% lower purity (more fraction of
peaks in category iii). We have chosen a higher source redshift, zs = 2 ([32] used
zs = 1), this makes projection effects more important, and may explain why our
completeness is lower. Our noise is slightly larger, and our simulations and final
maps have higher resolution, compared to [32] – these effects tend to increase the
number of peaks relative to number of halos, and to reduce the purity of identifying
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halos.
The most important result in Table 2.2 is that, in difference from massive halos,
only a small fraction (12%) of the 22,352 medium-sized halos produce a medium
peak with a one-to-one pair, accounting for less than 10% of all medium peaks.
We conclude that the close agreement in the number of medium peaks and halos
(27,556 vs. 22,352) is a coincidence - and noise and projection effects are much
more important for medium peaks than for high peaks.
We next extend the above analysis, by identifying all halos, down to low masses,
by using a larger, 3 arcmin cone around the LOS toward each peak, and by com-
puting the expected contribution of each halo κi to the total convergence at the
position of the peak (based on the NFW approximation). We then rank the halos
according to their κi values (starting from highest and going down to the lowest).
We add the noise κnoise at the peak location to this ranked list, and ask the fol-
lowing question: starting from the highest value, how far down this ranked list do
we need to sum the contributions, before they account for > 50% of the total peak
height?
In the upper two panels of Fig. 4.1, we plot the distribution of this quantity; a
“0” indicates that noise is the single largest contributor, and already accounts by
itself for most of the peak, “1” indicates that at least 1 halo had to be included, etc.
These panels clearly show that the large majority of high peaks are dominated by
a single halo, which accounts for at least half of the peak amplitude. Most of these
halos fall below the expected threshold νnfw = 4.8. The high peaks thus have a
much better one-to-one match with halos than Table 2.2 implies, once lower–mass
halos are included. On the other hand, the large majority of medium peaks are





































































Figure 2.5: These figures illustrate the number of halos, as well as noise, contribut-
ing to medium and high peaks in 50 realizations. For each peak, we identify all halos
along the sightline, and rank them (as well as noise) according to their contribution
to the peak convergence. In the upper two panels, we show the distribution in the
number of halos required to account for > 50% of the total peak height (with “0”
corresponding to cases in which noise alone explains half of the peak value). In the
lower two panels, noise is excluded, and we show the distribution in the number
of halos required to account for > 50% of the total halo contribution. Error bars




CHAPTER 2. COSMOLOGICAL INFORMATION IN WEAK LENSING
PEAKS 38
dominated by noise.
Since noise does not contain any cosmological information, in the bottom two
panels of Fig. 4.1, we repeat the same exercise, except that the noise contribution
is excluded, and we show the number of halos required to account for the total halo
contribution. These panels show that while the high peaks are typically dominated
by a single halo, the contributions from a second (or higher-rank) halos is often
( >∼50% of cases) as important. In the case of medium peaks, however, it is very
rare (< 5% of cases) for a single halo to dominate the cumulative halo contribution.
Instead, there is a broad distribution, but typically (in ∼half the cases) 4−8 halos
are required to account for >half of this total halo contribution. As a sanity check,
we have computed the analogous distribution for random directions on our maps
(i.e., not toward peaks). For these random directions, as shown in Figure 2.6,
the distribution has an even broader shape, centered at 8, and generally shifted
toward larger numbers of halos. This reassures us that the medium peaks still do
preferentially pick out directions toward conjunctions of ∼ 4 − 8 halos. We also
examined the masses and redshifts of these dominant ∼ 4 − 8 halos. We have
found that the masses range between few × 1012 M < M < few × 1013 M, and
found no correlations in redshift (i.e., the contributing halos are not part of a single
structure). Finally, we find that simply adding up the expected κ contribution of
all halos along the LOS to a peak always overproduces the κ value of the peak
(not surprising, since this neglects the κ deficit from underdense regions).
We next wish to clarify why there are fewer medium-height peaks when σ8 is
increased (and vice versa). One can intuitively guess that increasing σ8 simply in-
creases the ”scatter” due to large scale structures. In the linear regime, changing























Figure 2.6: As in the lower panels in Figure 4.1, we show the distribution in
the number of halos required to account for > 50% of the total halo contribution.
Here we contrast these distributions for medium-height peaks and for randomly
chosen directions on the sky. The figure demonstrates that medium–height peaks
preferentially pick out directions toward conjunctions of ∼ 4− 8 halos.
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σ8 simply changes the local (3d) density contrast, by the same factor everywhere.
Pretending that this holds in the nonlinear regime, it is easy to see that the set
of peaks would be invariant under changing σ8 – however, positive peaks would
be enhanced, and negative peaks (i.e., maxima residing inside large-scale voids)
would become yet more negative. This would broaden the peak-height distribu-
tion, and reduce the number of peaks near κpeak ∼ 0. Of course, this picture is
over-simplified: as σ8 is increased, the change in the density field is not a simple
re-scaling; furthermore, peaks can be destroyed and new peaks can be created.
Indeed, we already know that the total number of peaks changes with σ8 (Paper
I).
To understand the dominant effect, we attempt to follow and match individual
peaks in a pair of models with different σ8. We have found that a direct match-
ing of peaks is not possible, because the locations of the peaks tend to shift (by
several to more than 20 pixels) and therefore the correspondence between peaks
in two different maps remains ambiguous (except for the very highest and most
conspicuous peaks). Instead, we proceed by using halos as intermediate proxies for
the peaks. Starting from a peak in the first cosmology, we identify the halo that
contributes most to this peak. For this analysis, we consider only those peaks for
which the matched primary halo contributes at least 10% of the total halo contri-
bution (otherwise it is unfair to use the halo as a proxy for the peak). We next
search the entire halo catalog in the second cosmology, and identify the “same”
halo, by finding the one that shares most common particles with the halo in the
first cosmology. Finally, we search through the peaks in the second cosmology
within a cone of 3 arcmin around the halo, requiring that their height is within the
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range ±σnoise of the original peak in the first cosmology, and that the “same” halo
contributes at least 10% of the total halo contribution. If no such peak is found,
then the match is declared unsuccessful. If more than one such peak is found, we
select the one to which the matched halo contributes the most.
Fig. 2.7 shows the results of the above matching procedure between the fiducial
and the low-σ8 models, for both high peaks (upper two panels) and medium peaks
(lower two panels). Focusing on the high peaks first, there are 1,987 high peaks in
the lower σ8 model, and 2,802 high peaks in the fiducial model. In the upper-left
panel, we start with the peaks in the low-σ8 model, and show their matches in the
fiducial model. In the upper-right panel, we reverse the direction, and start with
the fiducial model. We find an “unambiguous” match (in the sense defined in the
preceding paragraph) for 87.1% and 80.8% of the peaks, respectively. Proceeding
to the two lower panels, we show the results for the medium peaks. There are
29,097 medium-height peaks in the low-σ8 model; only 56.2% of these have a
matching peak in the fiducial model. Likewise, starting from the 27,556 medium-
height peaks in the fiducial model (bottom panel), we find that 55.7% of these
have a match in the low-σ8 cosmology.
In conclusion, most high peaks are matched to a peak in the other cosmology,
although the peak κ values in the two cosmologies differ by an amount comparable
to σnoise. In contrast, about half of the medium-height peaks do not have a clear
match in the other cosmology. This is despite the fact that we use the same
realization of the noise map in both cosmologies (i.e., we avoid creating an entirely
different set of peaks by a different noise-realization), and despite our rather lenient
definition of a “match”. We speculatively interpret this result as follows. Since the





















































































Figure 2.7: The figure shows the results of an attempt to match individual high and
medium peaks in a pair of cosmologies, as explained in the text. The x-axis shows
the peak height in the starting cosmology model, and the y-axis shows the height of
the “same” peak in the model to be matched with the starting model (whenever the
peak has a match). The top-left panel shows matches found in the fiducial model
for the high peaks in the low-σ8 cosmology (and vice versa in the top-right panel);
the bottom two panels repeat the exercise for medium peaks. Typically ∼ 80% of
the high peaks have a match, but only ∼ 50% of the medium peaks do.
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medium peaks are typically created by the sum of pure noise and many halos in
projection, their existence and their amplitude are both sensitive to small changes
in the spatial distribution and masses of these halos. In indirect support of the
above conclusion, we have identified the following trend: on average, the proxy-
halo contributes 49.6% for high peaks that have a match, vs. 33.8% for those
that do not. Similarly, for medium peaks, the proxy halo contributes 25.1% vs.
18.9% for match vs. unmatched peaks. This shows that whenever the dominant
halo accounts for a smaller fraction of the peak κ, it is more ”fragile” and is less
likely to have a match in the other cosmology. Finally, we have found that when
σ8 is increased, then the matched halo in the higher-σ8 cosmology has typically
grown more massive, with an increase by 15% and 12% on average for matched and
unmatched high peaks, 16% and 14% for matched and unmatched medium peaks.
This trend, however, does not hold in the κ values of the matched peaks; as Fig. 2.7
shows, the peak heights have a significant scatter, but a relatively low bias, between
the cosmologies. This could be explained by the fact that underdense voids become
even more underdense when σ8 is increased, which tends to “cancel” the increase
in κpeak caused by the fattening of halos. To be specific, we find a fractional
bias 〈(κ2 − κ1)/κ1〉 = 0.034 and an r.m.s. scatter 〈(κ2 − κ1)2/κ21〉1/2 = 0.19.
when high peaks in lower σ8 model are matched to high peaks in fiducial model.
In the reverse direction, the bias and scatter are -0.088 and 0.17. These results
agree with the upper two panels in Fig. 2.7, showing a positive bias when σ8 is
increasing, and a negative bias when σ8 is decreasing. The bias for the medium
peaks is less clear than for the high peaks. In fact, the bias is positive in both
matching directions, with the number for increasing σ8 (0.068) more positive than
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class low-σ8 → fiducial fiducial → low-σ8
exit to low κ 3303 3420
stay in bin 7683 7515
exit to high κ 5373 4408
total matched 16359 15343
lost (unmatched) 12738 12213
Table 2.3: We sort medium peaks into different categories, based on the outcome of
our attempt to find a match for each peak in another cosmology. The total number
of medium peaks in the low-σ8 model and the fiducial model are 29,097 and 27,556
respectively. While going from one cosmology to the other, peaks can be “lost”,
they can stay within the same κ bin, or they can move out of the bin to higher or
lower κ values. Additionally, new medium peaks appear.
the number for decreasing σ8 (0.032). This is because the medium peaks are
dominated by noise, rather than halos, and the peaks which increase in height
because of the positive noise have a larger chance to survive as a peak than those
that are hurt by the noise. The scatter for medium peaks is ≈ 0.32, about twice
the scatter for high peaks.
Finally, we examine the “movement” of the peaks in height κ as σ8 is varied, in
order to test our hypothesis, stated above, that an increase in σ8 tends to evacuate
peaks from near the κ ∼ 0 (or near the maximum of the peak-height distribution).
For example, we divide the 29,097 medium-height peaks in the low-σ8 model into
several cases. Approximately half (12,738) of these peaks are unmatched: they
“disappear” when σ8 is increased (equivalently, these are peaks that “appear”
when one starts from the fiducial model, and decreases σ8). The remaining 16,359
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matched peaks are further divided into middle, lower and high cases, based on
whether they remain in the original medium-κ bin (7,683), exit this bin toward
higher κ (5,373) or to lower κ (3,303), in the other cosmology. These results, as
well as the corresponding results in the reverse matching direction, are summarized
in Table 2.3.
By examining the table, we conclude there is indeed a preferentially larger
scatter in the direction out of the “medium” bin, when going from the lower
σ8 to the fiducial model, compared to the reverse direction: (3, 303 + 5, 373) >
(3, 420 + 4, 408). This table further reveals that there are two distinct reasons for
the decrease in medium-height peaks. Approximately 2/3rd of the total decrease
(of 29,097-27,556 = 1,541 ≈ 1500 peaks), or ≈ 900 peaks, can be attributed to the
above mentioned ”scatter” due to the increased density contrast – i.e. more peaks
moving out of the bin than into the bin. The remaining ∼1/3rd of the decrease
is due to losing peaks, i.e. ≈ 500 more peaks are destroyed than created, as σ8 is
increased. Based on the preceding discussion, we speculate that this latter affect
is caused by the projections of multiple halos, which can create and destroy the
relatively low amplitude peaks.
In summary, the results in this section suggest that medium-height peaks are
almost always dominated by pure galaxy shape noise, but they receive a significant
contribution from collapsed halos, with typically 4-8 halos in projection along the
LOS. The halos drive the cosmological sensitivity of these peaks in two ways: by
(i) changing the amplitudes of the noise peaks, and by (ii) destroying and creating
new peaks. Between these last two effects, in the case of σ8, we found that the
first is ∼twice as important as the second.
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2.3.2 Comparison to Gaussian Predictions
Our next task is to examine whether (i) the statistics of the peaks, and (ii) their
cosmology-sensitivity differs significantly from predictions in a Gaussian random
field. The degree of any departure from a GRF is especially important to quantify
for the medium peaks, since the results of the last section suggest that these are
heavily dominated by pure Gaussian noise.
Our main results are shown in Fig. 2.8, which directly compare the peak counts
in our simulated maps with those in a GRF. The GRF predictions are computed
from the theoretical formula as discussed above, but using the (moments of) the
power spectrum σ0, σ1, σ2 that were measured from the corresponding simulated
maps. In each panel, we also compare the high-σ8, fiducial, and low-σ8 models. In
the bottom of each panel, we also show (i) the fractional difference between the
GRF and the fiducial model and (ii) how the change in the peak counts between
pairs of cosmologies is different in the GRF and our simulated maps. The source
galaxies are assumed to be at zs = 2, and all results shown in the figure include 1
arcmin smoothing. We plot the mean number of peaks in convergence bins of width
∆κ = 1
4
σnoise = 0.0045, averaged over 1000 realizations. In the top two panels, we
exclude noise from the maps; in the bottom two panels, noise is included. Finally,
in the right two panels, we have scaled the convergence field κ by its r.m.s. value σκ
(these histograms use a bin width of ∆(κ/σκ) = 0.25). This removes information
that arises from σκ alone. If the sole effect of changing σ8 was to change the heights
of individual peaks by a constant factor, then this would result in a re-scaling of
the peak-height probability distribution; the re-scaling by σκ clarifies the relative
importance of this effect.
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As these figures show, in the noiseless case, the peak height distributions are
very different from the Gaussian predictions and are reminiscent of the skewed one-
point function of κ, which has a sharp drop at low demagnification, and a long tail
to high magnification (e.g. ref. [12] and references therein). This correspondence
of the high-tails is not entirely surprising; indeed, a pixel with a very high κ value
is likely to mark a peak. When noise is added, the distributions near their peaks
look much more similar to the Gaussian predictions. However, there is still a
large non-Gaussian deficit of the lowest peaks (with the most negative κpeak) and
a clear excess of the highest (κ >∼3σκ) peaks. Importantly, however, there also
remains a clear difference in the peak-height distributions even for the medium-
height (κ ∼ σκ) peaks. Finally, as illustrated in the bottom insert in each panel,
the cosmology-sensitivity of our peak histograms is also different from that in a
GRF. These last points are encouraging, and suggest that the medium peaks do
contain non-Gaussian information.
2.4 Discussion
2.4.1 Sensitivity to Cosmological Parameters
The number counts have been found (Paper I) to depend sensitively on a combina-
tion of (σ8,w). Here we vary σ8 and w separately, in order to clarify the sensitivity
to each of these parameters; we also consider variations in Ωm. We use ∆χ
2, de-
fined in Eq. (2.19) above, to measure the significance of the difference in the peak
counts N(κ), caused by the changes in these parameters. We used fiducial and
other cosmological maps to calculate the change in N(κ), but we used the control














































































































































Figure 2.8: Number of peaks in our simulated 3.46 × 3.46deg2(including the 3
arcmin edge) convergence maps, in bins of width ∆κ = 0.0045. In the right two
panels, we have scaled the convergence field κ by its r.m.s. value σκ. The source
galaxies are assumed to be at zs = 2, and all results include 1 arcmin smoothing.
In each panel, the three curves with data points correspond (from top to bottom
on the right) to the high-σ8, fiducial, and low-σ8 models. The other three curves
show theoretical predictions for peak counts in Gaussian random fields with the
same three power spectra. In the bottom of each panel, we show the fractional
difference between our fiducial model and a GRF for the peak counts 〈(Nsimu −
NGRF )/Nsimu〉, as well as for the difference in the peak counts between pairs of
cosmologies 〈(∆Nsimu − ∆NGRF )/∆Nsimu〉. The four panels (upper-left, upper-
right, lower-left, lower-right) show the results in noise–free unscaled, noise–free
scaled, noisy unscaled and noisy scaled maps.




noisy us F and High-σ8 -0.0028 0.0217 0.0407 0.0695
noisy sc F and High-σ8 0.2650 0.6682 1.3550 3.3013
noisy us F and High-Ωm -0.0050 0.0200 0.0383 0.0627
noisy sc F and High-Ωm 0.4618 0.9950 1.5750 3.0556
noisy us F and High-w -0.0019 0.0190 0.0347 0.0551
noisy sc F and High-w 0.2565 1.1450 2.4939 3.0368
Table 2.4: Examples of bin boundaries used for the convergence peak counts. The
boundaries are listed for unscaled (“us”) and scaled (“sc”) noisy maps, used to
compute ∆χ2 between the fiducial model and the high-σ8, high-Ωm, and high-w
models, respectively. In the unscaled case, the boundary locations are in units of
the dimensionless convergence κ; in the scaled case, they are in units of ν = κ/σκ.
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map cosmology noiseless ∆χ2 noisy ∆χ2
type pair unscaled scaled unscaled scaled
Sim F and High-σ8 5.16 0.46 5.89 4.29
GRF F and High-σ8 10.65 0.23 5.87 3.16
Sim F and Low-σ8 5.01 0.34 5.09 3.67
GRF F and Low-σ8 9.93 0.16 4.98 2.58
Sim F and High-Ωm 3.61 0.033 4.02 2.46
GRF F and High-Ωm 7.68 0.014 3.77 2.01
Sim F and Low-Ωm 4.39 0.053 4.44 2.56
GRF F and Low-Ωm 8.79 0.043 4.08 2.11
Sim F and High-w 0.98 0.47 0.65 0.27
GRF F and High-w 0.93 0.017 0.46 0.14
Sim F and Low-w 0.44 0.27 0.36 0.16
GRF F and Low-w 0.54 0.004 0.26 0.08
Table 2.5: ∆χ2 values from our simulated maps and from predictions in a GRF,
based on the difference in the peak height distributions between the fiducial model
and six other models, varying σ8, w, and Ωm. Results are shown for both the
unscaled (N(κ)) and the scaled (N(ν)) peak distributions. Source galaxies are
assumed to be at zs = 2, and a set of 2 × 1000 maps are used in comparing each
pair of cosmologies.
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maps to compute the covariance matrix. Having 9 times more strictly independent
realizations (45 control maps vs 5 realizations in the fiducial model) allows us to
compute the covariance matrix more accurately. To isolate the sensitivity from
beyond a change in the r.m.s. σκ, we also compute the ∆χ
2’s between the scaled
peak height distributions N(ν). In these analyses, we use five convergence bins
whose locations are chosen by visual inspection, as explained above. Examples of
bin boundaries we used are listed in Table 2.4.
Our main results are shown in Table 2.5, and can be enumerated as follows.
Raw cosmology sensitivity. The simulated noisy ∆χ2 values in the unscaled
maps are significant (∆χ2 ∼ 4− 6), and suggest that the cosmological sensitivity
of the peak counts is competitive with other methods (after scaling to the full size
of an all-sky survey, such as LSST; this extrapolation is discussed further below).
The sensitivity for w is about an order of magnitude weaker (∆χ2 ∼ 0.3 − 0.6)
than for the other parameters. However, this is the case for other observables,
such as the power spectrum, as well. As shown below (see Table 2.14 and related
discussion) the peak counts and the power spectrum individually have similar
sensitivities to all three parameters; they can furthermore be combined to improve
the marginalized errors by a factor of ≈two on all three parameters.
Can we “scale out” the cosmological information? By comparing the scaled
and unscaled cases in the noisy maps, we see that scaling the maps by the variance
σκ reduces the ∆χ
2 values only by a modest amount. In these maps, only a small
fraction of the parameter-sensitivity arises through changes in σκ. Interestingly,
the situation is different in the raw, noiseless maps. Nearly all of the sensitivity
in these maps are attributable σκ: the ∆χ
2 values diminish significantly after the
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scaling. This result is somewhat counter-intuitive, and implies that there is a “non-
linear” interaction between noise and physical structures. More precisely, the result
can be re-stated as follows: before adding noise, the cosmology-induced changes
are very similar to a uniform ’stretching’ of the peak height distribution along the
x-axis. However, once the noise is added, the cosmology-induced changes are no
longer described by such stretching. In hindsight, this is not entirely surprising:
given that noise has almost no effect on the highest peaks, and has increasingly
larger impact on the lower peaks, it is to be expected that the addition of noise
spoils the “linear” stretching.
The impact of noise. We find, furthermore, that the addition of the noise
increases the ∆χ2 values for σ8 and for Ωm, while for varying w, noise hurts. This
is similar to a result we found in Paper I, namely that noise increases the change in
the number of peaks. While in the unscaled maps, the increase in ∆χ2 is modest,
in the scaled maps, the increase is very significant (the interpretation of this is
already explained in the preceding paragraph). This result – i.e. that the addition
of pure noise helps increase the ∆χ2 – is also somewhat counter-intuitive, and will
be discussed in detail in § 2.4.5 below.
Which peaks drive the sensitivity? To answer this question, we calculate ∆χ2
values separately for peaks with low, medium and high amplitudes. In the scaled
maps, the low range is chosen to be below -0.8σκ. The medium range is ±0.5σκ
wide, centered on the mode of the peak height distribution. The high range is
defined to be above the height at which the peak-height distributions start to
differ significantly in any given pair of cosmology. This is inferred visually from
logarithmic scaled peak height distributions, such as those shown in the right two




noisy low F and High-σ8 -0.2697 -0.031 -0.0250
noisy medium F and High-σ8 0.0150 0.0214 0.0390 0.0460
noisy high F and High-σ8 0.1070 0.1240 1.4000
noisy low F and High-Ωm -0.2697 -0.031 -0.0250
noisy medium F and High-Ωm 0.0156 0.0313 0.0469
noisy high F and High-Ωm 0.1000 0.1150 1.4000
Table 2.6: Bin boundaries used in the analysis to identify the relative importance
of low, medium, and high peaks. The boundaries (including the end-points) are
listed for the noisy ∆χ2 between the fiducial model and the high-σ8 and high-Ωm
models, in units of κ. Two adjacent bins are used in the low and high ranges and
either two or three bins in the medium range.
panels in Fig. 2.8,and typically falls at ∼ 3.5σκ, or κ ∼ 0.1. On the unscaled maps,
we use the same boundaries as above, converted to κ values using the fiducial
model. Both in the low and high ranges, we adopt two (adjacent) bins, and in
the medium range, we use either two or three bins (depending on where the peak-
height distributions in a given pair of cosmologies cross). Table 2.6 summarizes
the bin boundaries.
We show the resulting ∆χ2 values from each type of peak in Table 2.7, for
models varying σ8 and Ωm. As the difference caused by w is small, we do not discuss
it here. We also list the ratio [∆χ2(low) + ∆χ2(medium) + ∆χ2(high)]/∆χ2(tot),
where the numerator refers to the values calculated here, and the denominator
to the total ∆χ2 computed above from the entire κ range. Even though the
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peak cosmology noiseless ∆χ2 noisy ∆χ2
type unscaled scaled unscaled scaled
low F and High-σ8 0.62 0.035 0.32 0.025
medium F and High-σ8 2.55 0.024 3.30 0.87
high F and High-σ8 2.85 0.069 2.13 0.36
frac. F and High-σ8 1.17 0.28 0.98 0.29
low F and Low-σ8 0.34 0.05 0.21 0.02
medium F and Low-σ8 2.92 0.04 3.00 0.62
high F and Low-σ8 1.73 0.09 1.27 0.32
frac. F and Low-σ8 1.00 0.52 0.88 0.26
low F and High-Ωm 0.53 0.009 0.23 0.01
medium F and High-Ωm 1.53 0.004 2.65 0.70
high F and High-Ωm 1.30 0.01 0.94 0.08
frac. F and High-Ωm 0.93 0.68 0.95 0.33
low F and Low-Ωm 0.36 0.01 0.25 0.025
medium F and Low-Ωm 2.16 0.007 3.00 0.70
high F and Low-Ωm 1.04 0.003 0.79 0.093
frac. F and Low-Ωm 0.81 0.36 0.91 0.32
Table 2.7: ∆χ2 values arising separately from peaks in the low, medium and high
range, with bin boundaries as specified in Table 2.6. The fiducial model is compared
to models varying σ8 and Ωm. The 4
th (last) row in each case shows the sum of
the low, medium and high ∆χ2’s divided by the total ∆χ2 obtained previously and
listed in Table 2.5.
CHAPTER 2. COSMOLOGICAL INFORMATION IN WEAK LENSING
PEAKS 55
low/medium/high ranges we use are disjoint, this ratio can exceed unity (if in
the original ∆χ2, the bins were non-ideally placed). The table shows that in the
noisy maps, by far the largest contribution comes from peaks in the medium range.
These are followed in importance by the high and the low peaks. We also see that
in the noisy unscaled case, the low, medium and high ranges together account for
essentially all (> 88%) of the total unscaled ∆χ2. In the scaled case, they add up
to a smaller fraction (≈ 30− 60%) of the total.
How robust are the results? One may ask whether the ∆χ2 values (e.g. listed in
Table 2.5) are robust under changes of the random realizations of the underlying
maps. This is a potential concern especially when the ∆χ2 values are low. We
used our control maps to re-compute both the covariance matrix, and the change
in N(κ), and to see how the ∆χ2 values change. We found values of ∆χ2 > 1 are
very stable, and change by < 5%. For 0.1 < ∆χ2 < 1.0, the change is ∼ 20%,
and for the smallest ∆χ2 < 0.05, (occurring in scaled noiseless maps), the change
is ∼ 50%. Our finite number of realizations is therefore only adequate to give an
order-of-magnitude estimate of the distinction between these pairs of maps. We
note that increasing the number of bins also changes the ∆χ2 values (increasing
them by ∼ 10%; see section 2.4.7), but this change is systematic, and does not
influence our conclusions.
2.4.2 Distinction from a Gaussian Random Field
We next turn to the question of whether the cosmology sensitivity offers informa-
tion beyond a pure GRF. We know that the high peaks are non-Gaussian, whereas
the medium peaks, which drive the sensitivity, appear to follow the GRF pre-
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dictions more closely (though still visibly deviate from them, even in the noisy
maps).
We begin by directly quantifying the difference between the GRF and the
simulated peak-height distributions (shown in Fig. 2.8). In Table 2.8, we show
the ∆χ2 values between the maps and the corresponding Gaussian predictions. In
order to isolate the non-Gaussian effects in the mean peak counts, the covariance
matrix is evaluated in the fiducial model (i.e. the covariance matrix in the GRF is
not used). The large numbers in this table reveal that overall, the peaks are highly
non-Gaussian, even in the noisy case. Similar to Table 2.7, we study the significance
of the non-Gaussianity separately for low, medium and high κ peaks. We chose the
ranges and the bin boundaries by the same procedure as described for Table 2.7.
Our results are summarized in Table 2.9, and quantify the expectation that both
the medium and high peaks differ significantly from the GRF predictions, even in
the noisy maps (although the noiseless maps are more non-Gaussian). In the noisy
maps, the significance of the non-Gaussianity for the low peaks is relatively low,
but this is likely a result of the relatively small number of these low peaks. The
table also shows that the three disjoint regions together account only for about
20-30% of the total ∆χ2. This implies that the peak height distribution departs
from the GRF prediction everywhere (and no κ values are unimportant for the
total ∆χ2).
The above demonstrates that one can (easily) tell the difference of each map
from a GRF. We next ask whether the cosmology-induced changes also differ from
those in the Gaussian case. To answer this, we first calculate the ∆χ2 between a
pair of cosmologies, using the expectation values of the GRF peak counts in both
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Table 2.8: ∆χ2 values derived from the peak height distributions between simulated
maps and corresponding GRF predictions. Source galaxies are assumed to be at
zs = 2, and 1000 noise free or noisy maps are used for each cosmological model.
cosmologies, computed from Eq. (2.10), with σ0,1,2 derived from the simulated
maps in the corresponding models. These results are listed below the cosmological
∆χ2 values in Table 2.5. In order to isolate non-Gaussian effects in the mean peak
counts from those in the covariance matrix, in these GRF calculations, we again
use the covariance matrix from the simulated fiducial model. Therefore, these
GRF ∆χ2 values do not represent the absolute distinguishability of the two GRF
maps; they are meant only to be compared to the ∆χ2’s from the corresponding
cosmological simulations.
As the comparisons of two adjacent rows in the table shows, the noisy ∆χ2’s in
the simulations are generally close, overall, to the corresponding values predicted
in the GRF. This, of course, does not necessarily mean that the information is
the same as in a GRF - indeed, we found above that the mean counts deviate
from the GRF predictions even in the noisy case. However, the cosmology-induced
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peak cosmology ∆χ2 ∆χ2
type pair (noiseless) (noisy)
low Fiducial 5.94 1.01
medium Fiducial 9.56 3.08
high Fiducial 17.94 9.79
frac. Fiducial 0.20 0.31
low High-σ8 7.43 1.68
medium High-σ8 6.76 3.40
high High-σ8 31.13 18.55
frac. High-σ8 0.24 0.37
low Low-σ8 3.25 0.59
medium Low-σ8 13.41 2.78
high Low-σ8 10.10 5.20
frac. Low-σ8 0.21 0.27
low High-w 5.78 1.05
medium High-w 9.98 2.72
high High-w 17.65 9.98
frac. High-w 0.19 0.29
low Low-w 6.05 1.12
medium Low-w 6.91 2.48
high Low-w 18.34 9.73
frac. Low-w 0.20 0.29
low High-Ωm 6.87 1.39
medium High-Ωm 6.78 3.45
high High-Ωm 26.45 15.23
frac. High-Ωm 0.22 0.36
low Low-Ωm 4.27 0.82
medium Low-Ωm 14.03 3.21
high Low-Ωm 11.36 6.09
frac. Low-Ωm 0.20 0.28
Table 2.9: ∆χ2 values of peak height distribution in low, medium and high range,
between simulation and GRF theoretical formula. Rate shows sum of low, medium
and high ∆χ2 divided by the total ∆χ2. Source is at z = 2.
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differences in the peak counts are, apparently, similar in magnitude to that in a
GRF. When we repeat the GRF calculations with the covariance matrix adopted
from the mock GRF maps, we find that, typically, the ∆χ2 values increase by
about a factor of ∼4. We find that in the GRF case, the standard deviation in
the peak counts in each bin is close to Poisson shot noise ∼ √N . In our maps,
the fluctuations are typically larger, by up to a factor of ∼4, which explains the
corresponding reduction in the ∆χ2. Interestingly, the variance in the 3D space
density of ∼ 1014 M clusters has been found to exceed Poisson noise by a similar
factor [28], providing physical intuition for this result.
Finally, comparing the simulated and GRF–predicted values in the noiseless
case, we see that non-Gaussianity reduces the significance between cosmologies
before scaling, but increases the significance after scaling. This result makes sense:
the peak counts in the Gaussian case follow an almost strict linear scaling with
σκ, hence much of the difference disappears after such scaling (although the linear
scaling is not, in fact, exact, see Eqs. (2.10)-(2.11)).
2.4.3 Information Beyond the Power Spectrum
In the last section, we found that the peak height distribution is very different
from the expectation in a GRF with the same power spectrum, especially for high
peaks. While this is encouraging, we next study directly how much information is
beyond the power spectrum. This is important, since in general, a random field can
be non–Gaussian, but could still be fully characterized by its power spectrum. For
example, one can imagine that the 3–point (and higher order) correlation functions
are pre-specified functions of the power spectrum.
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We here measure the 2d convergence power spectrum `(` + 1)P (`) directly
from the map produced in each realization, and treat it as another observable, in
addition to the peak height distribution. The factor `(` + 1) is included to make
the observables in each bin close in magnitude (which helps make matrix inversion
more stable). To be more specific, we first computed the power spectrum in 200
equal–sized finer bins, with width ∆` = 531. The power was evaluated by taking
the Fourier transform of the convergence field and averaging the power in each
finer bin in the radial direction. To calculate the ∆χ2’s, we considered only the
range 100 < ` < 20, 000, and divided this range into 5 equal-sized bins (linear in
`), and assigned each of the 200 finer bins into one of these 5 bins (for computing
marginalized errors, we use 15, rather than 5 bins; see below). Using these five
equally-spaced bins, we evaluate the mean Pi ≡ `i(`i + 1)Pi(`i) within each bin
i, as well as the elements Cij ≡ 〈(Pi − Pi)(Pj − Pj)〉 of the new 5 × 5 covariance
matrix. ∆χ2 is then computed between pairs of cosmological models, analogous to
Eq. (2.19) for the peak counts.
In order to find the information beyond the power spectrum, we first calculate
the ∆χ2 using the power spectrum alone. We then combine the five peak counts
and the five power spectra into a vector of 10 observables, and compute the cross–
terms, Cij ≡ 〈(Pi − Pi)(Nj − Nj)〉, to obtain the elements in the off-diagonal
blocks of the 10× 10 covariance matrix. This allows us to calculate ∆χ2 from the
N(κ) + P (`) combination, taking into account their correlations.
The results are shown in Table 2.10. Comparing the individual ∆χ2’s first, we
see that in the noisy maps, the sensitivity of peak counts is roughly comparable
to the power spectrum, although about ∼ 50% weaker for σ8 and Ωm, and about
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observable type cosmology noiseless ∆χ2 noisy ∆χ2
Peak Counts (∆χ2N ) Fiducial 5.16 5.89
Power Spectrum (∆χ2P ) and 17.06 8.12





P ) 1.67 1.17
Peak Counts (∆χ2N ) Fiducial 5.01 5.09
Power Spectrum (∆χ2P ) and 13.03 5.76





P ) 1.49 1.09
Peak Counts (∆χ2N ) Fiducial 3.61 4.02
Power Spectrum (∆χ2P ) and 17.69 6.15





P ) 1.52 1.15
Peak Counts (∆χ2N ) Fiducial 4.39 4.44
Power Spectrum (∆χ2P ) and 16.49 5.61





P ) 1.41 1.09
Peak Counts (∆χ2N ) Fiducial 0.98 0.65
Power Spectrum (∆χ2P ) and 0.92 0.29





P ) 1.46 0.90
Peak Counts (∆χ2N ) Fiducial 0.44 0.36
Power Spectrum (∆χ2P ) and 0.64 0.19





P ) 1.57 0.92
Table 2.10: ∆χ2 from peak counts, power spectra, and their combination, computed
between the fiducial model and six other models varying σ8, w, and Ωm indepen-
dently. ∆χ2NP denotes the ∆χ
2 from the combination of peak counts and power
spectrum, including their correlations; ∆χ2N and ∆χ
2
P denote the individual ∆χ
2’s.
1,000 noise–free or noisy maps are used for each of the model. Source galaxies are
at zs = 2.
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twice stronger for w. In the noiseless maps, the power spectrum is more sensitive,
especially for σ8 and Ωm. This shows, interestingly, that the power spectrum
sensitivity is much more degraded by noise than the peak counts. This is not
surprising, given that the constraints from the power spectrum are dominated by
linear fluctuations on relatively large scales [34; 35], with noise adding linearly
to the large-scale structure signal. In other words, unlike for peak counts, adding
noise does not change the signal (i.e., the difference ∆Pi between two cosmologies),
as long as the galaxy noise is independent of cosmology, whereas the noise increases
the variances 〈(Pi − Pi)(Pj − Pj)〉.
Inspecting next the combined ∆χ2’s (shown in the third row in each section of
Table 2.10), we find that these are comparable to adding the two individual ∆χ2
values. This would be expected if there were no cross–correlations between power
spectra and peak counts. Indeed, this result appears consistent with the negligible
correlation between the 3d space density of clusters and the 2d convergence power
spectrum [34; 36]. Interestingly, however, in the noiseless maps, the N(κ) + P (`)
combination yields a better sensitivity than adding two observables independently
(by ∼ 50%; see each 4th row in the Table). This “sum greater than its parts”
effect can arise whenever N(κ) and P (`) have a nonzero correlation 〈∆N∆P 〉 6= 0,
and the cosmology-induced changes δN and δP do not obey the same correlation.
It can be verified, after some algebra, that in the case of two observables N and
P , individually yielding ∆χ2N and ∆χ
2







is (δNδP )/〈∆N∆P 〉 < (∆χ2N + ∆χ2P )/2. By inspecting the cross-terms in our
10× 10 covariance matrix, we have verified that this condition is satisfied for each
Ni and Pj pair whose combination enhances their ∆χ
2. For example, when σ8 is
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decreased, the peak counts in the lowest bin (N1) decrease, as do the power spectra
– however, the covariance matrix predicts an anti-correlation between N1 and all
five Pj’s.
2.4.4 Redshift Tomography
Our analysis above relied on a single source galaxy redshift at zs = 2. In a realistic
survey, there will of course be a distribution of galaxy redshifts. Using galaxies
at different redshifts (“tomography”) could, in principle, strengthen cosmological
constraints significantly, despite the strong correlations in the signal measured at
different source galaxy planes [37; 35].
Here we evaluate the benefits of tomography in the simplest case of having
source galaxies at two distinct redshifts. We calculate the ∆χ2 from the peak
counts, as before, from source galaxies (15 arcmin−2) separately at zs = 1 and
zs = 2, using five convergence bins at each redshift. We then combine these,
and calculate the ∆χ2 using both redshifts (i.e. a total of 30 galaxies arcmin−2)
and their joint 10× 10 covariance matrix. This calculation includes the covariance
across the two redshift bins, and is analogous to the combination of the peak counts
and the power spectra described in the previous section.
The results are shown in Table 2.11. In each section of the table, the first three
rows show ∆χ2 at zs = 2, zs = 1, and the combined constraints. The fourth row
shows the ratio of the combined ∆χ2 to the sum of the individual ∆χ2’s at the
two redshifts. This last quantity checks the importance of the covariance between
the two redshifts. It would be unity if the two PDFs were completely independent,
but can be either larger or smaller than unity if the correlations between the two
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source cosmology noiseless ∆χ2 noisy ∆χ2
unscaled scaled unscaled scaled
z2 Fiducial 5.16 0.46 5.89 4.29
z1 and 3.36 0.66 2.67 2.56
z12 High-σ8 5.99 0.91 6.16 4.84
z12/(z2+z1) 0.70 0.81 0.72 0.71
z2 Fiducial 5.01 0.34 5.09 3.67
z1 and 3.27 0.73 2.23 2.23
z12 Low-σ8 5.90 0.94 5.29 4.05
z12/(z2+z1) 0.71 0.88 0.72 0.69
z2 Fiducial 3.61 0.033 4.02 2.46
z1 and 4.47 0.044 2.97 2.15
z12 High-Ωm 5.41 0.067 4.51 3.12
z12/(z2+z1) 0.67 0.87 0.65 0.68
z2 Fiducial 4.39 0.053 4.44 2.56
z1 and 5.30 0.051 2.86 2.23
z12 Low-Ωm 6.51 0.082 4.76 3.15
z12/(z2+z1) 0.67 0.79 0.65 0.66
z2 Fiducial 0.98 0.47 0.65 0.27
z1 and 1.24 0.58 0.40 0.20
z12 High-w 1.57 0.83 0.70 0.37
z12/(z2+z1) 0.71 0.80 0.67 0.79
z2 Fiducial 0.44 0.27 0.36 0.16
z1 and 0.94 0.39 0.37 0.19
z12 Low-w 1.12 0.56 0.48 0.28
z12/(z2+z1) 0.81 0.85 0.66 0.80
Table 2.11: This table examines a simple case of tomography with two redshifts.
∆χ2 values are shown between the fiducial model and six other models varying σ8,
w, and Ωm, for both unscaled and scaled peak height distributions, obtained using
1,000 noise–free or noisy maps. Source galaxies are located at zs = 1, at zs = 2, or
at both redshifts (denoted by z1, z2, and z12). The rows labeled by “z12/(z2+z1)”
show the combined ∆χ2 divided by the sum of the individual ∆χ2 of z1 and z2.
CHAPTER 2. COSMOLOGICAL INFORMATION IN WEAK LENSING
PEAKS 65
redshifts are important (as discussed in previous section).
Comparing the individual redshifts first, as the first two rows in the table show,
in the noisy maps, zs = 2 generally yields a better sensitivity than zs = 1. The
only exception is the low-w case, when the sensitivities at the two redshifts are
comparable (with zs = 1 only slightly better). This is consistent with our results
in Paper I, in which we have also found that the sensitivity to a combination of
(σ8.w) increases with source galaxy redshift. The advantage of higher redshift is
explained by the accumulation of a larger overall lensing signal, when going to a
large distance. In our noiseless fiducial maps, we have σκ = 0.022 and 0.013 at
zs = 2 and zs = 1, respectively, which is to be compared to our assumed noise of
σnoise = 0.023 and σnoise = 0.019 at zs = 2 and zs = 1. Comparing the noisy and
the noiseless results in Table 2.11, we see that adding noise to the unscaled maps
for zs = 1 always hurts, and decreases the ∆χ
2 values. In contrast, adding noise
increases the ∆χ2 values for zs = 2. We find that at both redshifts, adding noise
enhances the difference in the total number of peaks (this counterintuitive result is
explained in detail in the next section). However the ∆χ2 depends not only on the
total number of peaks, but also on the shape of the peak height distribution. At
zs = 1, where σκ is well below the noise σnoise, the peak count shape distribution
is much more vulnerable to the noise.
It is worth noting that, apart from the importance of noise, there are trends
with redshifts arising from the cosmological dependence of (i) geometrical distance
factors in the lensing kernel, and (ii) from the growth of the matter perturbations.
Individually, both of these depend on cosmology, with the induced differences
increasing with redshift, and strengthening the sensitivity. However, there are
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cancellations when the effects from the geometry and growth work in the opposite
direction, which weakens the overall sensitivity. This cancellation can be worse at
high redshift. This explains why in the noiseless case, zs = 1 is, in fact, better
than zs = 2, for both w and Ωm. Reducing Ωm or increasing w both result in
flatter growth (i.e. larger density fluctuations at high redshift, for fixed σ8), which
is canceled by a reduction in the lensing kernel. For σ8, when only growth effects
are present, and there are no such cancellations, the sensitivity always increases
with redshift.
Inspecting next the combined ∆χ2’s, we see that in general, tomography does
not significantly improve the sensitivity, compared to having only the more sen-
sitive of the two redshifts. This is partly due to the fact that the less sensitive
of the two redshifts is significantly less sensitive, and partly due to the covariance
between the two redshifts, which reduces the combined ∆χ2 by ∼30% compared
to having two uncorrelated measurements. (The typical value of the “covariance
parameter” shown in the fourth row in each section of Table 2.11 is ∼0.7.). We
emphasize, however, that the change in the peak counts induced by each parameter
has, in general, a different redshift-dependence. Therefore, tomography can still
be very useful to improve the marginalized constraints, whenever there is a strong
degeneracy between parameters at a single redshift (see discussion of marginalized
constraints below).
2.4.5 Why Does Noise Increase the Signal-to-Noise?
An interesting finding in this work is that adding random noise can sometimes
boost the cosmology sensitivity of peak counts (i.e., at high redshift, as mentioned
CHAPTER 2. COSMOLOGICAL INFORMATION IN WEAK LENSING
PEAKS 67
in last section). A similar result - namely that the difference in the total number
of peaks is increased when noise is added - was found (but not explored) in Paper
I. This is a counter-intuitive result that we investigate here.
For simplicity, the discussion below will be restricted to the ∆χ2 obtained from
the total number of peaks (effectively using a single convergence bin). We find
that noise boosts these ∆χ2, as well. For example, the mean number of peaks in
our fiducial, high-σ8 and high-Ωm models are 2337.9, 2326.4 and 2339.3 in noise
free maps, and 3414.6, 3362.2 and 3369.7 in noisy maps, respectively. The r.m.s of
the total number of peaks in the fiducial model is 35 in the noise–free maps and is
only slightly larger, 38, in the noisy maps. This implies that, for example, for σ8,
noise increases ∆χ2 from 11.5/35 ≈ 0.3 to 52.4/38 ≈ 1.4.
Below, we will use the predictions in a GRF to explain such an increase. The
advantage of using a GRF is that the peak counts are analytically predictable,
allowing us to understand the effect of the noise exactly. Also, as we showed
earlier, the cosmology-induced differences in the peak counts are generally close
to those in a GRF (even though the peak height distributions are dissimilar).
Therefore, it is reasonable to use the GRF as a guide to understand a boost in the
∆χ2.
The galaxy shape noise added to our maps is assumed to be uncorrelated in each
pixel – this corresponds to a GRF with a flat power spectrum, or “white noise”.
Applying the definition of σp in Eq. (2.14) to such white noise, and assuming a
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where σn0 is given by Eq. (2.2). In our case, with ngal = 15 arcmin
−2, and







(0.00051354, 3.6975 deg−2, 53244 deg−4).
For arbitrary power spectra, the total number of peaks is given by a constant
×(σ22/σ21) (see Eq. (2.15)). In the following analysis, we drop this constant for
convenience. Let us next denote the σ’s in the first cosmology by σ0, σ1, σ2, and




2. In the absence of noise, the difference in















where r1 ≡ σ′21 /σ21 and r2 ≡ σ′22 /σ22. Since the noise is assumed to be uncorrelated
with the noise-free convergence field, the σ’s of the of the noise-free field and of
the noise field add linearly. Therefore, the difference in the total number of peaks,







































where a1 ≡ σ2n1/σ21 and a2 ≡ σ2n2/σ22.
We now look at the magnitudes of a1 and a2 (which express the importance of
noise relative to the cosmological lensing signal) and r1 and r2 (which express the
changes caused by the cosmology). Considering, as an example, the fiducial model
and the high-σ8 model as the second (primed) cosmology, we have a1 = 3.368,
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a2 = 5.537, r1 = 1.197 and r2 = 1.189. Clearly, r1 and r2 are very close to each
other, whereas a2 differs significantly from a1. Looking at Eqs. (2.28) and (2.26),
we see that r2/r1 ≈ 1 implies ∆npk will be small, and comparing the factors
multiplying the term σ22/σ
2
1, we infer ∆npk,noise > ∆npk as long as r1 ≈ r2 > 1
and a2 > a1 > 1. In our case, we find ∆npk,noise = 54.2 and ∆npk = 15.3. This
then implies a significant increase in the total ∆χ2, provided that the r.m.s of
total number of peaks doesn’t increase much (which is indeed the case; we find
that the r.m.s. increases by ≈ 8%). The first of the two conditions responsible for
∆npk,noise > ∆npk, namely that r1 ≈ r2, says that the first and second derivatives of
the correlation function (Eq. 2.14) scale very similarly with our parameter, σ8. This
makes sense, and would indeed hold strictly (with r1 = r2) in the linear regime.
However, although we are using GRFs, we adopt the nonlinear power spectra from
the simulations, and therefore the scaling with σ8 is stronger than linear on small
scales. We have verified that the small (< 1%) difference we find between r1 and
r2 is not a numerical artifact, and a similar difference is present when we compute
the σ’s from the theoretical power spectra [15]. The second of the two conditions
is that a2 differs significantly from a1, with a2 > a1 (note that since noise is
added on top of the maps, (a2, a1) > 1 always holds), but not overwhelmingly
> 1 (otherwise noise would dominate the lensing signal, and there would be no
distinction). This also makes sense: the relative importance of the noise and
the cosmological lensing signal is wavelength-dependent. More specifically, the
latter decreases with increasing wavenumber, and therefore noise is increasingly
important on small scales – as a result, whenever the noise is significant, it has a
bigger effect on the second derivatives than on the first.
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The above result raises two more questions. First, what is the ideal noise
level, which maximizes the signal ∆npk (or, ultimately, the actual ∆χ
2 values
in the simulated WL maps)? Also, how much noise is too much? As the noise
is increased, eventually it must hurt, and reduce ∆npk below its noiseless value.
At what level of noise does this occur? In order to answer these questions, we
first repeated the analysis in the GRF case, but multiplied the noise σn0 by a
constant factor. This increases σn1 and σn2 by the same factor, and a1 and a2
by the square of this factor, so the dependence of ∆npk on the noise level can be
simply obtained from equation (2.30). In practice, we went through the exercise
of adding random noise with different amplitudes to the mock GRF maps. We
found that the difference in the peak counts (between the fiducial and the high-
σ8 models) followed very accurately the predictions from equation (2.30). Having
the maps then allowed us to compute the variance in the number of peaks 〈δn2pk〉
(in our fiducial model). These results are shown in the 2nd and 3rd columns of
Table 2.12. We then performed the same exercise for the simulated WL maps
(again between the fiducial and the high-σ8 models), adding different levels of
noise, and recomputing ∆npk (shown in the 4th column of Table 2.12), as well as
the ∆χ2 both scaled and unscaled, as defined above (5th and 6th columns).5
Table 2.12 shows that there is an ”ideal” noise level, at which ∆npk is maxi-
mized. This turns out to be approximately half the noise we adopted. There is also
5In this last analysis, we used fixed κ bins with roughly equal counts. This was necessary to
avoid choosing different boundaries, for each noise level, by the ad-hoc optimization procedure
used above. This causes ∆χ2 values in Table 2.12 to differ slightly from those in Table 2.5 but
should not affect our argument and conclusions here. Bin boundaries are discussed in detail in
§ 2.4.7 below.
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a level (approximately twice larger than we adopted), beyond which noise actually
hurts in the absolute sense, i.e. ∆npk becomes smaller than in the noise-free case.
As the noise is increased further, ∆npk tends to zero, as it should. Interestingly,
these conclusions hold, both in the GRF and the simulated maps (2nd and 4th
rows). We found that the variance in the peak counts does not change significantly
as noise is added (either for a GRF or in our simulated maps; the GRF case is
shown in the 3rd column). Most importantly, the actual ∆χ2 values are also max-
imized at ∼half of our original noise (5th and 6th columns); the unscaled ∆χ2,
however, drops quickly below the noiseless case when the noise exceeds the original
value.
The above analysis demonstrates that the naive intuition, namely that noise
can only decrease the signal-to-noise ratio (which is manifestly true when the signal
and noise add linearly), no longer holds in our case. This naive intuition is known
to fail when the ”signal” is a nonlinear function of the noise. Indeed, noise can
amplify the signal non-linearly, via a phenomenon called ”stochastic resonance”
[38], under three generic conditions: (i) the presence of some form of threshold in
the definition of the signal, (ii) a weak coherent input, and (iii) a source of noise
that adds to the coherent input. It is interesting to note that these three conditions
are satisfied in our WL peak-counts, and hence WL peaks appear to be an example
of this phenomenon; this connection is worth exploring further in future work.
Finally, when we compare the fiducial model to the high-Ωm cosmology, we find
that noise boosts the signal even more significantly than for the high-σ8 model. In
this case, we have a1 = 3.368, a2 = 5.537, r1 = 1.1707, and r2 = 1.1716. Clearly,
both conditions above are still satisfied, and we obtain ∆npk,noise = 43.6 compared
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Noise GRF Simulations
Level ∆npk 〈δn2pk〉 ∆npk ∆χ2 ∆χ2
(scaled) (unscaled)
0 15.3 35.0 11.5 7.20 0.43
0.5 75.2 42.4 65.5 8.41 5.08
1? 54.2 37.7 52.4 6.57 4.23
2 20.1 31.5 21.1 2.16 1.00
4 5.6 31.1 5.8 0.27 0.10
Table 2.12: The difference in the total number of peaks between the fiducial model
and the high-σ8 model, as a function of the level of the noise, in the GRF case (2nd
column) and in the simulated WL maps (4th column). The first column shows the
numerical factor by which we multiplied the original noise level (the third row,
marked with a star, corresponds to the original noise). The 3rd column shows the
r.m.s. of the peak counts in the fiducial model and the 5th and 6th columns show
∆χ2 values as a function of the noise. In all cases, we find that the two cosmologies
are best distinguished when approximately half of our original noise is added to the
maps; the distinction rapidly decreases for noise >∼ twice our original value.
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∆npk (fiducial)-(high-σ8) (fiducial)-(high-Ωm)
noisy noiseless noisy noiseless
GRF 54.2 15.3 43.6 -1.7
Sim 52.4 11.5 44.9 -1.4
Table 2.13: The change in the total number of peaks when the fiducial model is
compared to the high-σ8 or the high-Ωm model. As the table shows, the changes are
significantly enhanced by noise, and are similar in the GRF and the simulations.
to ∆npk = −1.7. Note that in this case, ∆npk is negative, because r1 < r2. For
reference, the total number of peaks in our fiducial, high-σ8 and high-Ωm models,
calculated through Eq. (2.15), is 2275.0, 2259.7 and 2276.7 in noise free maps, and
3431.3, 3377.1 and 3387.7 in noisy maps. These differ from the total counts in the
simulations, quoted in the beginning of this section, by ∆n ≈ −60 and ∆n ≈ +20
in the noise-free and noisy cases, respectively. However, as already noted above,
the cosmology-induced differences are very similar in the simulations and the GRF
case, as summarized in Table 2.13.
2.4.6 Can ∆χ2 be Interpreted as a Likelihood?
So far, we have quoted the ∆χ2 values based on differences in mean peak counts
between models. An important question is whether these ∆χ2 can be interpreted as
likelihoods, or confidence levels on parameter estimates. If the observables (in our
case, the peak counts in each bin) were Gaussian distributed, and if they depended
linearly on the the parameters (in our case, the cosmological parameters), then our
∆χ2 would follow true χ2 distributions. When fitting a single parameter, as in our
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fit for !2f
Figure 2.9: The PDF of χ2f (r) over different realizations within our fiducial model
(red crosses). The data is fit well by true chi-squared distributions: the solid red and
blue dashed curves show true χ2-distributions with 5.23 and 5 degrees of freedom.
Noise-free, unscaled maps were used for this figure, with source galaxy redshift
zs = 2.
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case above, ∆χ2 = 1, 4, 9 would then correspond to the usual 68.3%, 95.4%, 99.7%
confidence levels.6
To see how good the above approximations are, in Fig. 2.9, we first show the
distribution of χ2f (r) over different realizations in the fiducial model itself, shown
by the red crosses (computed from Eq. (2.21), using noiseless, unscaled maps, and
zs = 2). We fit these data with a standard chi-squared distribution Pχ2(aχ
2, DOF ),
treating a linear scaling constant a and the number of degrees of freedom DOF
as free parameters. We find best-fit values of a = 1.0015 and DOF = 5.23.
Reassuringly, the fit, shown by the red solid curve, is very good, with a close to 1,
and DOF close to 5, the number of bins we used. For comparison, Pχ2 with a = 1,
DOF = 5 is also shown as the blue dashed curve. Clearly, χ2f (r) closely follows
a chi-squared distribution expected if the deviation of peak counts from the mean
were Gaussian.
These results justify interpreting our ∆χ2’s in the Tables above as (single-
parameter) confidence levels. As seen in Table 2.5, the unscaled, noisy maps when
σ8 and Ωm are varied correspond to “2− 2.5σ” differences from the fiducial model;
w variations correspond to “0.5− 0.8σ” differences.
6Note that we neither have an actual data set, nor do we perform a χ2 minimization to find
the best-fit parameters. We are thus effectively assuming that the mean peak counts in our
fiducial model are the data, yielding our fiducial parameter as the best fit; we can then find the
confidence limits corresponding to the other six models.
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2.4.7 Impact of the Choice of Binning
In all our results above, we have used a fixed number of (five) bins, and performed
only an ad-hoc optimization of the bin boundaries by hand. It is important to ask
how our results are affected both by the number of bins, and by the placement of
the bin boundaries. Ideally, one could use arbitrarily fine binning, and avoid such
































Figure 2.10: ∆χ2 from peak counts, as a function of the number of convergence
bins. The fiducial model was compared to the low-σ8, low-Ωm, and low-w models,
using noisy unscaled maps with zs = 2. Bin boundaries were chosen such that each
bin contains equal counts, or such that “crossings” of the peak-count PDFs in a
pair of cosmologies are avoided within bins (as labeled). The y-axis labels on the
left refer to the σ8 and Ωm cases; the labels on the right to the w case.
In Fig. 2.10, we show the ∆χ2 in noisy unscaled maps, with zs = 2, between
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the fiducial model and the low-σ8, low-w and low-Ωm models, as a function of the
number of bins. We chose the bin boundaries either by following the approach
of avoiding “crossings” of the peak-count PDFs in a pair of cosmologies within
bins, or such that the mean number of peaks in each bin were the same. As the
figure shows, the “avoid crossings” approach works quite well, and from 5 to 20
bins, the ∆χ2’s increase only modestly (by ≈ 10%). The “equal counts” approach
does more poorly (yielding smaller ∆χ2) when the number of bins is small, but
converges to a very similar values once the number of bins is >∼15. These results
give reassurance that we have a sufficient number of bins and the ∆χ2’s shown in
the Tables above have converged to within ∼ 10%.
In the next section, we vary multiple parameters simultaneously. In Figure 2.11,
we show the marginalized errors of the three cosmological parameters σ8, Ωm, w
from the combination of the peak counts and the power spectrum, as a function
of the number of bins (in noisy unscaled maps, with zs = 2). When choosing
the boundaries, we applied the “equal counts” approach for the peaks and the
”equally spaced” approach for the power spectrum. The details of computing the
marginalized error is explained in the next section. The figure shows that the five
bins are not sufficient in this case; however, the marginalized error converges to
within < 10% once the number of bins is >∼15.
2.4.8 Forecasting Marginalized Errors
In all previous calculations, we have varied a single parameter, holding all the other
parameters fixed. While this clarifies the raw cosmological sensitivity of the peak
counts, justified if CMB (or other) observations can be used to determine the pa-





































Figure 2.11: The marginalized errors of the three cosmological parameters σ8, Ωm,
w from the combination of the peak counts and power spectrum, as a function of the
number of convergence bins. The fiducial model was compared to the high/low-σ8,
high/low-Ωm, and high/low-w models, using noisy unscaled maps with zs = 2. Bin
boundaries were chosen such that each bin contains equal counts for peak counts
and equally spaced with the cut at ` = 20, 000 for the power spectrum. The y-axis
labels on the left refer to the σ8 and Ωm cases; the labels on the right to the w case.
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marginalized error σ8 w Ωm
z2 0.0065 0.030 0.0057
z1 0.0078 0.036 0.0057
z2+z1 0.0024 0.018 0.0022
Power Spectrum (zs = 2) 0.0047 0.026 0.0028
z2+Power Spectrum 0.0026 0.012 0.0019
z1+Power Spectrum 0.0037 0.020 0.0026
tomography combined 0.0012 0.0096 0.0010
combined/( z2+Power Spectrum) 0.47 0.79 0.52
Table 2.14: Marginalized 68% errors, in our noisy maps, on the cosmological pa-
rameters σ8, w, and Ωm. In the top half of the table, peak counts and power
spectra are considered separately. From top to bottom: (i) counts alone at zs = 2;
(ii) counts alone at zs = 1; (iii) counts alone with both zs = 1 and zs = 2; (iv)
power spectrum alone at zs = 2. In the bottom half of the table, counts and the
power spectrum are combined. From top to bottom: (v) combining counts and
power spectrum at zs = 2; (vi) combining counts and power spectrum at zs = 1;
(vii) combining the above two cases to use all 4 observables – peak counts and
power spectrum at zs = 2 and zs = 1; and finally (viii) the last combined results
(row vii) divided by the “z2+Power Spectrum” results (row v). Each error quoted
is marginalized over the other two parameters, and are scaled to a 20,000 deg2
survey, such as LSST.

















































Figure 2.12: 68% percentile error ellipses in two-dimensional projections of the
3-dimensional parameter space of σ8, w, and Ωm. In each panel, we show “to-
mography” results from noisy, unscaled maps for combining peak counts and power
spectrum using either zs = 2, zs = 1, or their combination. The constraints are
scaled to a 20,000 deg2 survey, such as LSST.
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rameters with negligibly small errors, one has to simultaneously vary all uncertain
parameter, and consider their degeneracies, to obtain realistic error forecasts (even
in the limiting case of no systematic errors). While numerical limitations preclude
us from exploring the full cosmological parameter space, we here use a Fisher ma-
trix to obtain marginalized errors when the three parameters σ8, w, and Ωm are
varied simultaneously. Degeneracies between these parameters are among the most
important for both cluster counts (e.g. ref. [39]) and for shear power spectra (e.g.
ref. [18]). We compute the marginalized errors from Eq. (2.22). We use the fi-
nite difference between the fiducial model and the low(high)-σ8, low(high)-w and
low(high)-Ωm models to estimate the backward(forward) derivatives with respect
to these parameters. The average of backward and forward derivatives is used to
calculate the Fisher matrix.
As mentioned above, we use 15 bins for the peak counts. The simple intuitive
ad-hoc optimization of the bin boundaries, based on avoiding crossings in a single
pair of cosmologies, which was used in the case of a single parameter, cannot be
generalized in a straightforward way to the multi-parameter case. Indeed, we have
found that when we use five bins, the results become sensitive to the choice of the
cosmology pair over which the bin boundaries are optimized. Therefore we use the
simpler (and unambiguous) scheme of equal-count bins; as shown in the previous
section, the accuracy in this case convergences for >∼15 bins. We emphasize that
whenever there are significant degeneracies between parameters, the numerical
accuracy requirements on the individual elements of the Fisher matrix become
more stringent. on the individual elements of the Fisher matrix To validate our
results, we have checked that our marginalized errors do converge when we use
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>∼15 bins (see Fig. 2.11 above).
We found that, in addition to the binning, the marginalized errors for the
peak counts, with a single source galaxy redshift, are sensitive to the direction
of taking the finite-difference derivative (backward or forward). If we take any
one of backward, forward and averaged derivatives for any of the parameters: σ8,
w, Ωm, among the marginalized errors of these 27 combinations, the marginalized
errors for the three parameters vary by about 20% − 25%. On the other hand,
the results become more stable when we combine the peak counts with the power
spectrum (reducing the variations to 10%− 15%; to be consistent, we also use 15
bins for the power spectrum for computing marginalized errors). This behavior
is consistent with the presence of strong degeneracies between parameters, which
are broken when Fisher matrices corresponding to two or more observables are
added (as shown for the combination of cluster counts and power spectra [40;
34]).
In Table 2.14, we show the results from combining peak counts and power spec-
trum in noisy, unscaled maps, using either zs = 2, zs = 1, or their combination. All
the numbers in this table are scaled to the solid angle of 20, 000 deg2, representing
an all-sky survey such as LSST. We simply divide our results from the 12 deg2
maps by a factor
√
20, 000/12 (see discussion in Paper I for this simple “extrapo-
lation”). Comparing the individual peak-count (1st row) and power spectrum (4th
row) errors at zs = 2 in the top half of the table with their combination (5th row),
we see that the individual errors are roughly similar, considering the 20% − 25%
variation in the peak counts, whereas the combination improves on either by a fac-
tor of ≈two. As the table shows, combining the peak counts and power spectrum at
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zs = 2 yield 68% constraints as tight as (∆σ8,∆Ωm,∆w) = (0.0026, 0.0012, 0.019).
Combining the peak counts and power spectrum at zs = 1 gives a constraints
worse than at zs = 2, with ∆σ8 and ∆Ωm larger by ∼ 30% and ∆w larger by
∼ 60%. This agrees with the previous ∆χ2 results that zs = 2 generally yields a
better sensitivity than zs = 1. We found that the marginalized errors from two
redshifts together decrease significantly compared to the marginalized errors from
zs = 2 alone. For the combination of the peak counts and the power spectrum,
we found ∆σ8 and ∆Ωm are ∼ 50% of the corresponding errors from zs = 2, ∆w
is ∼ 75% of the error from zs = 2. The large decrease of marginalized error from
tomography is different from the results of ∆χ2 of peak counts: tomography does
not significantly improve the sensitivity due to the correlation between two red-
shifts. This difference between ∆χ2 (showing only raw cosmological sensitivity)
and marginalized errors (showing also the degeneracy between cosmological pa-
rameters) clearly shows that the change in peak counts induced by each parameter
has a different redshift-dependence. To be specific, the w-induced changes, as a
function of redshift, cannot be degenerate with, for example, the Omega-induced
changes (even if they can be very degenerate at a single redshift, blowing up the
marginalized errors). Overall, these constraints are comparable to those expected
from other forthcoming cosmology probes (see Paper I for a discussion), although
a fair comparison would involve replicating the cosmological parameter set, and
other assumptions made elsewhere, which is beyond the scope of this study.
Our results are also shown graphically in Fig. 2.12, which show the 68% joint
two-parameter constraints (i.e., corresponding to ∆χ2 = 2.3, and marginalized
over the third parameter).
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2.5 Conclusions
In this work, we used ray-tracing simulations, and a halo finder, to study the halo
contributions to peaks present in convergence maps, expected in large forthcoming
weak lensing surveys of the sky. This allowed us to understand the origin of
relatively low-amplitude “0.5 − 1.5σ”, or “medium” peaks, and their sensitivity
to cosmology. Our motivation to focus on these peaks is that they have been
shown to drive the overall cosmology-sensitivity of the peak counts. Given that
weak lensing by large scale structure is among the most promising cosmological
datasets, expected to be available in the near future, the cosmological information
content of these robustly measurable features must be understood.
We have found that unlike high peaks, which are typically produced and dom-
inated by a single collapsed halo, the medium peaks are primarily caused by ran-
dom noise. However, these medium peaks receive an important contribution from
a projection of multiple (typically, 4-8) halos along the line of sight, which makes
their number counts sensitive to cosmological parameters. We have shown that
for source galaxies at high redshift (zs = 2) the presence of noise boosts the distin-
guishing power from peak counts – a counter-intuitive result that we have clarified
analytically.
Our most important results are that the distribution of the medium peaks differ
from similar-height peaks in a pure Gaussian random field (GRF). We have shown,
explicitly, that the peaks contain cosmological information that differs from that
in a GRF, and is non-degenerate with the power spectrum of the convergence. We
have taken the first steps toward more realistic error forecasts, by obtaining the
marginalized errors in the three–dimensional parameter space of σ8, w, and Ωm.
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The results suggest that peak counts will play a significant role in tightening cos-
mological constraints from forthcoming large-solid-angle weak lensing surveys. On
the other hand, we have not addressed here the long list of systematic errors that
will ultimately limit the utility of convergence peaks. Given that the sensitivity
relies heavily on peaks whose height is close to that of the expected noise, these
issues will be especially important to address in future work. More generally, our
results should motivate investigations to extract yet more cosmological informa-
tion from nonlinear weak lensing features; Minkowski functionals appear to be a
promising possibility [41].
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Chapter 3
Baryon impact on weak lensing
peaks and power spectrum:
low-bias statistics and
self-calibration in future surveys
Peaks in two-dimensional weak lensing (WL) maps contain significant cosmolog-
ical information, complementary to the WL power spectrum. This has recently
been demonstrated using N-body simulations which neglect baryonic effects. Here
we employ ray-tracing N-body simulations to source galaxies at redshift zs = 2
in which we manually steepen the density profile of each dark matter halo, mim-
icking the cooling and concentration of baryons into dark matter potential wells.
We find, in agreement with previous works, that this causes a significant increase
in the amplitude of the WL power spectrum on small scales (spherical harmonic
index ` >∼1, 000). We then study the impact of the halo concentration increase
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on the peak counts, and find the following. (i) Low peaks (with convergence
0.02 <∼κpeak <∼0.08), remain nearly unaffected. These peaks are created by a con-
stellation of several halos with low masses (∼ 1012 − 1013M) and large angular
offsets from the peak center ( >∼0.5Rvir); as a result, they are insensitive to the
central halo density profiles. These peaks contain most of the cosmological in-
formation, and thus provide an unusually sensitive and unbiased probe. (ii) The
number of high peaks (with convergence κpeak >∼0.08) is increased. However, when
the baryon effects are neglected in cosmological parameter estimation, then the
high peaks lead to a modest bias, comparable to that from the power spectrum
on relatively large-scales (` < 2000), and much smaller than the bias from the
power spectrum on smaller scales (` > 2, 000). (iii) In the 3D parameter space
(σ8,Ωm, w), the biases from the high peaks and the power spectra are in different
directions. This suggests the possibility of “self-calibration”: the combination of
peak counts and power spectrum can simultaneously constrain baryonic physics
and cosmological parameters.
3.1 Introduction
Weak gravitational lensing (WL) by large-scale cosmic structures has emerged as
one of the most promising methods to constrain the parameters of both dark en-
ergy (DE) and dark matter (DM) (e.g. ref. [7]; see also recent reviews in refs. [8;
9]). WL was first detected over two decades ago [42]. It has recently matured
to deliver cosmological constraints; in particular, the COSMOS survey has pro-
vided independent evidence of the accelerated expansion of the Universe [43; 44].
Bolton et al.(2012) discuss measurements of the mass profiles of massive elliptical
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galaxies [45]. Over the next decade, revolutionary large WL datasets are expected
to be available. The LSST survey will cover 20,000 square degrees with multi-
band imaging suitable for weak lensing, and other large surveys will cover several
thousand square degrees [46]. These WL datasets will be a rich source of cosmo-
logical information, going beyond traditional two-point statistics such as the power
spectrum.
Lensing peaks, defined as local maxima in two-dimensional WL maps, provide
statistics that will be automatically available and particularly straightforward to
measure in lensing datasets. Since they probe the underlying 3D density fluctua-
tions on small, non-linear scales, they are sensitive to non-Gaussian features. As
a cosmological probe, the peak counts are therefore complementary to the WL
power spectrum, and are similar to galaxy cluster counts. A major advantage of
peaks and a motivation for their use is that they avoid the issue of having to iden-
tify genuine bound clusters and measure their masses. Accurate modeling of peak
statistics requires large numerical simulations, which are now becoming feasible.
In the past few years, interest in lensing peaks and other, closely related statis-
tics has increased significantly.1 The probability distribution function of the con-
vergence [47], and its cumulative version, the fractional area of “hot spots” on
convergence maps [12] are similar to peak counts in the high-convergence limit
and have been shown to have useful cosmology sensitivity. The latter statistic is
also known as V0, one of the three Minkowski functionals (MFs) for two dimen-
sional thresholded fields. MFs are related to peaks and had been proposed as a
1To our knowledge, lensing peaks were first considered as a cosmology probe in the early
ray-tracing simulations by ref. [11], which studied the Ωm–dependence of the peak counts.
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weak lensing statistic [48; 49]. More recently, ref. [50] constructed an analytical
approximation to V2, the genus statistic (which also corresponds to peak counts
in the high-threshold limit). The full set of Minkowski functionals in the context
of weak lensing was studied extensively both theoretically [51] and in ray-tracing
simulations [41]. Finally, peak counts have also been studied in wavelet space [52],
and found to break the usual (σ8,Ωm)-degeneracy that exists between models from
the power spectrum alone.
Preliminary studies [53; 54] that defined peaks as local maxima were based
on 2D projections of the 3D mass distribution in low-resolution simulations. WL
peak counts with ray-tracing were subsequently studied by refs. [13; 10] and more
recently in ref. [55]. These were based on simulations with better mass resolu-
tion, and revealed that low–amplitude peaks (which typically do not correspond
to single collapsed dark matter halos) contain most of the cosmological informa-
tion. Various other aspects of WL peak counts have been further explored. Peaks
have been shown [56; 57] to constrain the primordial non-Gaussianity parameter
fNL. Ref. [58] investigated the origin of the cosmologically important low peaks,
and found that they are typically caused by a constellation of 4–8 low-mass halos.
Ref. [41] and [59] demonstrated that cosmological constraints from peaks can be
tightened by combining several angular smoothing scales. WL peak counts have
also been directly compared and found superior to two other commonly used non-
Gaussian statistics, skewness and kurtosis [60]. Finally, [61] study the effect of
masked regions on shear peak counts and show that using Karhunen-Loe`ve anal-
ysis can mitigate biases on peak count distributions caused by masks, and that it
can reduce the number of noise peaks.
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A common limitation to all of the above works is that they are based on cold
dark matter (CDM) simulations (where simulations have been used), neglecting
baryons and all astrophysical processes. This leaves an incomplete description
of the potential fluctuations and the corresponding lensing signatures. This is a
particular concern since previous work has shown that the cooling and condensation
of baryons inside dark matter halos can change the total matter distribution and
has a large impact on the WL power spectrum on small scales (e.g. refs. [62; 63;
64; 65]). Furthermore, in astrophysical models that include feedback from active
galactic nuclei (AGN) and supernovae, in addition to cooling and star formation,
the matter distribution can be affected well outside dark matter halos, modifying
the 3D matter power spectrum [66], as well as the 2D WL power spectrum [67]
out to large scales.
Motivated by these findings, here we quantify the effect of baryons on the statis-
tics of WL peaks. Realistic modeling of the astrophysics, using hydrodynamical
simulations, remains challenging, both in terms of including all of the relevant
physical processes correctly, and also in terms of computational scale. However,
previous studies have shown that the cooling and condensation of baryons, and
the resulting impact on the total (gas+DM) density profiles of halos, can be
modeled by simple modifications to the halo density profile [63; 64; 68; 65; 67;
69]. In particular, ref. [68] finds that a simple increase in the concentration param-
eter of the universal NFW [22] profile can be a good approximation to the results
of hydrodynamical simulations, and can account for the changes in the WL power
spectrum [65]. We therefore follow this prescription, and manually steepen the
density profile of each individual DM halo identified in our N-body simulations.
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This method is simple to use, and allows us to quantify the effects of gas cooling.
A similar approach could be followed to model the effect of AGN feedback and
other processes, but we leave this to future work. In this chapter, we make a large
change to the concentration (increasing it by 50%, compared to the 36% increase
that was found to match simulation results [65]), thus intentionally amplifying the
impact of baryon cooling on the weak lensing statistics.
The main goal of this chapter is to investigate the bias in the cosmological
parameters w, σ8 and Ωm when peak counts and power spectra are fit neglecting
baryonic effects. Our results suggest that the bias from the peaks is lower, and also
in a different direction, compared to the power spectrum. This suggests that the
power spectrum and peak counts can be combined to “self-calibrate” WL surveys,
i.e. to fit cosmological parameters simultaneously with parameters describing the
halo profiles.
The rest of this chapter is organized as follows. In § 4.2, we describe our cal-
culational procedures, including the creation of the WL maps through ray-tracing
in N-body simulations, identifying halos and modifying their density profiles, and
creating “baryonic” versions of WL maps. This section also presents our statisti-
cal methodology to compare maps, and our Monte Carlo procedure of estimating
confidence contours and the biases caused by neglecting the baryonic effects. In
§ 3.3, we present our results, which include the effect of baryon cooling on the peak
counts and on the power spectrum, as well as the biases caused by neglecting these
effects when fitting for the three cosmological parameters w, σ8 and Ωm. In § 3.4,
we offer a detailed discussion of our main results, as well as of several caveats and
possible extensions. Finally, in § 3.5, we summarize our main conclusions and the
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implications of this work.
3.2 Methodology
3.2.1 N-body simulations and WL maps
The cosmological N-body simulations of large-scale structures and ray-traced weak
lensing maps used in this work are the same as those in our earlier work [41; 58]. We
refer the reader to these publications for a full description of our methodology; here
we review the main features and describe the new features we have implemented to
model the baryonic effects. We intend to make our data products publicly available
in the future [70; 71].
A total of 80 CDM-only N-body runs were made with the Inspector Gadget
lensing simulation pipeline [70; 71] at the New York Blue supercomputer. NY Blue
is part of the New York Center for Computational Sciences at Brookhaven National
Laboratory/Stony Brook University.
Our suite of 7 cosmological models includes a fiducial model with parameters
{Ωm = 0.26, ΩΛ = 0.74, w = −1.0, ns = 0.96, σ8 = 0.798, H0 = 0.72}, as well as
six other models. In each of these six models, we varied one parameter at a time,
keeping all other parameters fixed at their fiducial values; we thus have WL maps
in variants of our fiducial cosmology with w = {−0.8,−1.2}, σ8 = {0.75, 0.85},
and Ωm = {0.23, 0.29}. Note that in the last case, we set ΩΛ = {0.77, 0.71} to
keep the universe spatially flat.
To produce the N-body simulations, we first created linear matter power spec-
tra for the seven different cosmological models with CAMB [72] for z = 0, and
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scaled them back to the starting redshift of our N-body simulations at z = 100 fol-
lowing the linear growth factor. Using these power spectra to create initial particle
positions, the N-body simulations were run with a modified version of the public
N-body code Gadget-2 [73] and its accompanying initial conditions generator
N-GenIC. We modified both codes to allow the dark energy equation of state pa-
rameter to differ from its ΛCDM value (w 6= 1), as well as to compute WL-related
quantities, such as comoving distances to the observer, at each simulation cube
output. Each simulation contains 5123 CDM particles in a cubic box with a side
length of 240h−1comoving Mpc, allowing a mass resolution of 7.4 × 109h−1M.
Each of these runs took approximately 1.75 real clock days, using 64 processors on
the Blue Gene.
In each of the six non-fiducial cosmological models, we ran 5 strictly inde-
pendent N-body simulations (i.e. each with a different realization of the initial
conditions). To minimize the differences between two cosmologies arising from dif-
ferent random realizations, the initial conditions for each of those five simulations
were matched across the cosmologies quasi-identically. This entails recycling the
same random number when drawing mass density modes from the power spec-
trum for each cosmology (note that the power spectra themselves of course differ
across the cosmologies). In the fiducial cosmology, we ran 50 strictly independent
simulations – the first set of 5 to match the other cosmologies quasi-identically as
mentioned above, and an additional set of 45 to improve the statistical accuracy
of the predictions in the fiducial cosmology (especially the covariance matrices).
For the “baryonic” maps, as described below, only the first of these 50 simulations
was used. Table 3.1 lists the sets of simulations in our suite, along with their cos-
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WL map set σ8 w Ωm ΩΛ # of N- # of WL
body sims maps
45-sim fiducial 0.798 -1.0 0.26 0.74 45 1000
5-sim fiducial 0.798 -1.0 0.26 0.74 5 1000
Ωm = 0.23 0.798 -1.0 0.23 0.77 5 1000
Ωm = 0.29 0.798 -1.0 0.29 0.71 5 1000
w = −1.2 0.798 -1.2 0.26 0.74 5 1000
w = −0.8 0.798 -0.8 0.26 0.74 5 1000
σ8 = 0.75 0.750 -1.0 0.26 0.74 5 1000
σ8 = 0.85 0.850 -1.0 0.26 0.74 5 1000
NFW-replaced 0.798 -1.0 0.26 0.74 1 200
“baryonic” 0.798 -1.0 0.26 0.74 1 200
Table 3.1: Our weak lensing map sets, including the cosmological parameters, the
number of underlying independent N-body simulations, and the number of weak
lensing maps in each set.
mological parameters, the number of independent N-body runs, and the number
of pseudo-independent 12 deg2 maps (see below).
To create the raw WL convergence maps, we used a standard two-dimensional,
flat-sky ray-tracing algorithm closely following [74] with minor modifications as
described in detail in [10]. Earlier work with similar algorithms includes [75; 76;
77]. Cubes with particle positions from the N-body simulations were output every
80h−1Mpc in the radial (redshift) direction. While several independent simulations
were used to make each map, boxes from the same simulations had to be recycled
multiple times. The data cubes at each redshift were therefore randomly shifted,
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sliced, and rotated (by multiples of 90 degrees) to produce pseudo-independent
realizations. The particles were projected onto two-dimensional density planes
perpendicular to the central line of sight of the map. The triangular shaped cloud
(TSC) scheme [78] was used to place the particles on a grid on these 2D density
planes. The Poisson equation was then solved in Fourier space to convert the sur-
face density into a gravitational potential. The deflection angles and convergences
were calculated at each plane for each light ray from the first and second trans-
verse spatial derivative of the 2D gravitational potential, respectively. Between
density planes, the light rays were assumed to travel in straight lines; 2048× 2048
light rays were followed in this fashion for each convergence map. A total of 1,000
pseudo-independent, 12 deg2 convergence maps were produced in each CDM-only
cosmological model; 200 maps were produced in the sets used to study the system-
atic effect of baryons (see below). The number of maps in each map set is given
in the last column of Table 3.1.
To create the final simulated WL maps, for simplicity, we assumed that the
source galaxies are confined to the single redshift zs = 2. Ellipticity noise from
the random orientations of the source galaxies was added to the convergence maps
pixel by pixel, drawing from a Gaussian distribution corresponding a conservative
source galaxy surface density of ngal = 15 galaxies/arcmin
2, and an r.m.s. noise in
one component of the shear of σγ = 0.22. Once noise was added, we smoothed the
maps with a finite version of a θG = 1arcmin 2D Gaussian filter. This corresponds
to the single most informative and smallest angular scale on which we trust our
maps, based on comparisons with the power spectrum from theoretical predictions
(see [41] for details). Combining several smoothing scales would tighten the overall
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constraints and could change the biases. We expect that this would not change
the qualitative results in this chapter, but we leave an investigation of this issue
to future work.
Peaks are defined as local maxima on the pixelized final mock WL maps, and are
counted in a straightforward fashion, with the convergence in the central pixel κpeak
identified as the “height” of each peak. Power spectra are measured numerically
from the Fourier transforms of the same maps following standard techniques.
The differences between cosmological models, and thus the cosmological param-
eter dependence of the peak counts and the power spectra, are computed using
pairs of the CDM-only 5-simulation map sets. Additionally, the covariance matri-
ces of both observables – peak counts binned by their height, and power spectrum
in bins of ` – were computed from the 45-simulation fiducial map set; we have found
that this was necessary for better accuracy (see [41] for details). Note that we do
not consider the dependence of the covariance matrices themselves on cosmology
(in principle, this dependence could help improve constraints).
Finally, in order to study the impact of baryons, we create two more sets of WL
maps. These are based on the fiducial CDM model, and a single N-body simulation.
In this simulation, we identify all the DM halos in the 3D simulation cubes, and
replace them with spherically symmetric halos with analytic NFW [22] density
profiles. The ray-tracing procedure is then repeated exactly as before, and a new set
of 200 “NFW-replaced” maps is created. This set is used to predict the expectation
values of the peak counts and the power spectra in the fiducial cosmology, in the
absence of baryons. Finally, beginning with the same 3D data, the concentration
parameter “c” of each spherical NFW halo is increased by 50%, and the ray-tracing
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and map-making procedure is once again repeated, to create a corresponding set
of 200 “baryonic” maps. This last set is used to find the expectation values of
the peak counts and the power spectra in the fiducial cosmology, in the presence
of baryon cooling. This procedure guarantees that any differences between an
individual “NFW-replaced” map and the corresponding “baryonic” map is caused
only by the changes in the halo concentration (and not from the halo replacements
or from having different random realizations). Note that ideally we would want
1,000 pseudo-independent realizations of the baryonic maps, to match the number
we have for the CDM-only map sets. However, to keep computational costs feasible,
we have produced only 200 baryonic maps from a single N-body run. Nevertheless,
we replicate each of these 200 baryonic maps 5 times, each time adding a different
random noise realization. This provides a better statistical sampling of the noise
(in particular, a more accurate determination of the average effect of the noise).
3.2.2 Identifying and replacing dark matter halos
In this section we describe in detail how we identify, remove, and re-insert halos
into the N-body simulations.
Once the N-body simulations are generated, we use the publicly available
AMIGA halo finder([20], hereafter AHF) to identify collapsed halos in our N-
body runs. Its output consists of the 3D positions and the tagged set of parti-
cles belonging to each halo, the central position of the halo (defined as the local
maxima of the density field), as well as the total number of halo particles in-
side spherical shells at several different discrete radii, from which the spherically-
averaged density profiles can be calculated. Depending on the redshift, AHF iden-
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tifies a total of 2.5 × 105 − 2.6 × 105 halos in our box, with masses in the range
1.5×1011h−1M−5×1014h−1M. We then remove all the particles belonging to all
of the halos from the N-body simulations, and add back the density profiles fitted
to the identified halos, assuming halos are spherically symmetric and described by
NFW profiles. The details of the fitting will be given in §3.2.3 below.
In the procedure of replacing halos, three non-trivial points regarding mass
conservation need to be clarified. The first point concerns sub-halos. When a
parent halo and a sub-halo share a common structure, the halo finder saves the
shared particles in both the parent and the sub-halo profiles. As a result, in our
procedure, the particles within halos are removed one time, but the shared parts of
halos are added back repeatedly. We have found that this can cause an artificial 5%
increase in total (halo plus subhalo) mass. To avoid this problem, and to conserve
mass, we sort the halo catalog by mass. Beginning with the lowest-mass halo, we
consider halos in this ranked list one-by-one, always comparing the position of the
center of a halo with the positions of all of the halos further down the list (with
higher masses). If the center of a halo is found to fall inside the virial radius of
any of the higher-mass halos, we subtract the mass of the smaller halo from that
of the larger one. When we re-insert the larger halo into the 3D simulation box,
we use the analytical NFW profile with the reduced mass.
The second point concerns discretization of the analytic NFW profiles. In our
map-making procedure, the projected halo density profiles are evaluated only at
the discrete grid points on our 2D density plane. As a result, each halo effectively
contributes a total mass given by a “2D trapezoidal integral”, rather than its actual
(analytically calculable) mass. In principle, the actual halo profiles are known, and
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the projected mass could be resolved to arbitrary accuracy; in practice, we have
found this to be computationally too expensive. Instead, in order to conserve
the total mass, we normalize the discretized surface density profile by multiplying
by the ratio of the actual mass of the halo and the total projected mass of the
discretized profile.
Finally, a third point concerns halos that are “truncated”, either in the trans-
verse direction (because they are too close to the edge of the 12 deg2 map) or in
the redshift direction (because they are too close to the back or front side of the
underlying 3D simulation slice; note that the raw 3D simulation cubes have peri-
odic boundary conditions, but the slices used to make the maps do not [41]). In
the former case, we add the projected halo density profiles as we do for the normal
halos, applying periodic boundary conditions. In the latter case, the surface den-
sity of a truncated halo is taken by summing the discretized density profile over
the region inside the simulation box. We do not re-normalize the profiles of these
truncated halos in the redshift direction, because it is difficult to determine how
much mass was actually lost in the truncation. However, we have shown in our
previous study [58] that the effect of edge halos can be safely ignored for studying
the peak counts.
After accounting for the sub-halos and normalizing the discretized profiles, the
fractional difference between the total mass removed and the total mass added
back is less than 0.2%.
To check the ultimate accuracy of the halo replacement procedure, in Figure 3.1,
we plot the fractional difference in the peak counts and the power spectrum caused
by the halo replacement in the fiducial cosmology. The data points are averaged
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over 100 realizations. For this check, we used the noiseless versions of the WL
maps. As the upper panel shows, the halo replacement works very accurately
for peaks below κ <∼0.06. The difference is still smaller than 10% for peaks below
κ <∼0.1, however there is a systematic decrease in the number of peaks that becomes
significant for higher amplitude peaks. This decrease is caused by our treatment of
the sub-halos. High peaks are typically caused by a single massive halo. Massive
halos contain many sub-halos, and because of the substantial mass loss due to
tidal stripping, sub-halos are found preferentially away from the center of the
host halos [79]. Recall that when we add back an NFW parent halo, in order to
conserve mass, we subtract the total mass in subhalos. When we perform this
subtraction, we assume, for simplicity, that the mass in the subhalos is distributed
radially in a smooth fashion, following the density profile of the parent halo. This
procedure therefore over-subtracts mass near the halo center, and under-subtracts
mass near the halo outskirts. The overall effect of our procedure is to decrease the
central density (by a few percent). Since the line of sight to a high peak typically
passes very close to the center of the corresponding massive halo, this diminishes
the height of the peak, and results in fewer high peaks. A similar explanation
holds in the case of the power spectrum, shown in the lower panel. The halo
replacement works very accurately for large scales, with ∆P/P <∼2% for l < 1000.
But at l >∼5, 000, where the one-halo term dominates the power spectrum, there is
a significant (∼ 6%) decrease in power.
We emphasize that the inaccuracies due to halo replacement are quantified
here only as a reassurance that we did not, in the process, gravely modify the WL
observables. We are only interested in the impact of baryons; indeed, the impact
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of baryon cooling in the real 3D halos should be similar to the increase in concen-
tration parameters for the spherically symmetric halos. Furthermore, the NFW
replacement procedure may, in fact, provide better effective spatial resolution, at
least on average, for low-mass, low-z halos, which have relatively few particles per
pixel on the lens plane.
3.2.3 Fitting halo density profiles
In this section, we describe our procedure for the fitting the halo density profiles
and quantify how well this procedure works.





where r is the radius from the halo center, and rs and ρs are a characteristic radius
and density. The profile is truncated at R180, inside which the mean overdensity
is 180 times the matter density of the universe at redshift z. This convention is
consistent with the settings in the AHF halo finder. The concentration parameter
is given by c180 ≡ R180/rs.
The NFW density profile is uniquely defined by the concentration parameter
c180, and the normalization factor ρs. To obtain c180, we chose to fit the normalized
cumulative density profile F (x), i.e. the fraction of mass within a certain radius
r, as a function of x = r/R180,
F (x) =
log(c180x+ 1)− c180x/(1 + c180x)
log(c180 + 1)− c180/(1 + c180) . (3.2)
Here R180 is taken as the actual radius of halos found by the halo finder. We fit
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Figure 3.1: The effect of replacing halos in our N-body simulations by spheri-
cally symmetric NFW halos. In the upper panel, we show the fractional difference
〈∆N〉/〈N〉 in the peak counts caused by this halo replacement, in convergence bins
of width ∆κ = 0.00675. In the lower panel, we show the corresponding fractional
difference in the power spectrum 〈∆Pκ〉/〈Pκ〉, in logarithmic bins of the spherical
harmonic index with a width ∆ log ` = 0.2. Data points are averaged over 100 re-
alizations. The error bars in the top panel are estimated as the standard deviation
of ∆N , divided by 〈N〉 (and similarly as the standard deviation of ∆Pκ, divided by
〈Pκ〉, for the power spectrum). The source galaxies are assumed to be at redshift
zs = 2, and 1 arcmin Gaussian is applied.
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F (x) to find c180 and calculate the normalization factor ρs as:
ρs =
M180
4pir3s(log(c180 + 1)− c180/(1 + c180))
. (3.3)
Here M180 is the actual halo mass returned by the halo finder. For some halos,
we find that c180 does not converge to an acceptable number (1.1 ≤ c180 ≤ 50),
or the halo mass is too low and the halo finder cannot compute a radial profile.
We distinguish these as unfitted halos, and for these halos we use an analytical
formula to obtain c180, adapted from Eq. (5) in ref. [80]:
c200 = 4.67 (M200/10
14h−1M)−0.11/(1 + z). (3.4)
Eq. (3.4) adopts a different convention from ours – the profile is truncated at the
radius inside which the mean overdensity is 200 times the critical density of the
universe. We therefore extend the NFW profile for a halo with mass M200 outward
to a radius where the mean interior density is 180 times the background matter
density. This extrapolation yields a relation between the input M180 and M200 that
depends on c180; using Eq. (3.4) and the definitions of the various quantities above,
the parameter c180 = R180/rs can be found iteratively.
The unfitted halos account for ∼ 2% of all halos in our simulations. This is
unsurprising, since, for example, halos that are undergoing major mergers, or have
not yet relaxed from a recent major merger, have no reason to follow NFW profiles
[80].
We find that the rest of our halos follow the NFW profiles accurately. In
Figure 3.2, we show the spherically averaged density profile ρ(r)r3, for a halo with
a mass of 8.7× 1013h−1M at redshift z = 0, along with the corresponding best-fit
NFW profile. The quality of the fit shown in this figure is typical of halos in our
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simulations.






∣∣∣∣Fi − F (xi)Fi
∣∣∣∣ . (3.5)
Here n is the number of data points (i.e. in radius) for one halo, Fi and F (xi) is
the ith data point and the fitted value at that radius. We plot the distribution
of T in Figure 3.3. The figure demonstrates that typically, the NFW profiles are
accurate to within 5%, although there is a tail of outliers extending to poorer fits.
As mentioned above, approximately 2% of our simulated halos could not be fit by
NFW profiles at all (and are not shown in this figure).
3.2.4 Statistics
We refer to the different statistics one can obtain from a 2D WL map—e.g. power
spectrum, peak counts, etc.—as Ni. The index i in the components Ni of the
vector N labels different heights for the peaks, and different multipoles for the
power spectrum. We divide the peak counts into 30 bins in height κpeak in the
range 0.023 ≤ κpeak ≤ 0.08 and, we use a second set of 30 bins above κpeak ≥ 0.08.
Similarly, we divide the power spectrum into 30 multipole bins ` in the range 100 ≤
` ≤ 2× 104. For computational reasons, the power spectrum is first pre-computed
and stored for 1,000 “pre-bins” spaced linearly in multipole 100 ≤ ` ≤ 1× 105 and
is only later combined into the 30 larger bins used for the final computation2.
To constrain cosmology, we are interested in the true ensemble average, over
an infinite number of realizations within a single cosmology (hereafter denoted by
2This discussion closely follows ref. [41].
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Figure 3.2: The figure shows the spherically averaged density profile ρ(r)r3 (red
crosses), for a halo with a mass of 8.7 × 1013h−1M at redshift z = 0, along with
the corresponding best-fit NFW profile (dashed blue curve). The quality of the fit
shown in this figure is typical of halos in our simulations. Here ρm is the mean
matter density of the universe and R180 is (approximately) the virial radius of the
halo. The best-fit NFW profile was obtained by a least-squares fit to the normalized
cumulative density profile (Eq. (3.2)).
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Figure 3.3: The distribution of the statistic T , defined as the fractional deviation
between the fitted and the actual normalized cumulative density profile (Eq. (3.5)),
averaged over radii, for the halos in our N-body simulations. The figure demon-
strates that typically, the NFW profiles are accurate to within 5%, although there
is a tail of outliers extending to poorer fits. Approximately 2% of our simulated
halos could not be fit by NFW profiles at all (and are not shown in this figure).
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brackets 〈 〉) as a function of cosmological parameters p = {Ωm, w, σ8}, as well as
the ensemble covariance.3 Since these are not available, we estimate them from
a finite number of our simulations. Averaging over the pseudo-independent map
realizations within a given cosmology, we can obtain an estimate for the ensemble
average by





where Ni(r,p) is the statistics vector measured in a single map and r runs over our
R = 1, 000 maps. We call this estimate the simulation mean. It differs from the
true ensemble average both because of the limited number of realizations and also
because of the limitations inherent in our simulations, such as limited resolution.
In the absence of a fitting formula for the peak counts in the non-Gaussian case
(analogous to the power spectrum formula from [15] in the nonlinear regime) the
simulation mean serves as our proxy for theoretically predicted peak counts.4
We can form this estimate only for the 7 selected cosmologies where we have
run simulations (Table 3.1). For cosmologies with other parameter combinations
p, we have to interpolate (and in a few cases extrapolate) between these 7 points in
the 3D parameter space. We thus construct a first-order Taylor expansion around
3More generally, one could utilize the full probability distribution of a statistic, not just
its average, as well as the cosmology-dependence of all higher-order correlations, not just the
covariance; we will not investigate these issues in the present work.
4The ensemble average for the peak counts can be computed exactly for a Gaussian random
field [24]; however, this is a poor approximation to the lensing peaks [58].
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our fiducial cosmology:









· (pα − p(0)α ). (3.7)
The index α = 1, 2, 3 refers to either Ωm, w, or σ8, and the sum counts through all
3 parameters. The fraction on the right-hand-side of Eq. (3.7) is a finite difference
derivative along the direction of the parameter α, computed using the fiducial
cosmology (p(0)) and a cosmology in which the parameter pα was changed from
the fiducial case (p(α)). As mentioned above, the 5-simulation CDM map sets with
quasi-identical initial conditions were paired and used for the computation of this
derivative, but the simulation mean for the NFW-replaced set was used as the
expansion point of the Taylor series (the first term on the RHS). We indicate this
explicitly in Eq. (3.7) by the superscripts “CDM” and “NFW”.
If this non-fiducial cosmology is chosen such that p
(α)
α − p(0)α is positive for
all three parameters, we call it a “forward derivative”, if it is negative, we call
it a “backward derivative”. We will also refer below to a “2-sided derivative”,
which switches automatically between the forward and backward cases as needed
for each parameter, corresponding to the octant in the 3D parameter space where
the interpolation is performed. For simplicity, we use the backward derivative
throughout this chapter unless explicitly noted otherwise (and below we highlight
some important differences in our results obtained with other derivatives).
Similarly to the simulation mean, we estimate the ensemble covariance matrix





[Ni(r,p)−N i(p)][Nj(r,p)−N j(p)]. (3.8)
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This covariance matrix contains contributions both from the sample variance of
the signal and from the galaxy shape noise. In the case of the power spectrum, the
Gaussian random noise in different ` bins should be uncorrelated, and therefore
contribute only diagonal terms (in practice, the cross-terms are small but nonzero
in our finite set of realizations). However, adding noise to the maps has a nonlinear
effect on peak counts, and introduces off-diagonal terms, as well. As mentioned
above, in practice, we only evaluate and use the covariance matrix in our fiducial
45-simulation map set.
3.2.5 Monte Carlo parameter estimation contours
Each of our WL maps spans a 12 deg2 field of view, yet we wish to obtain param-
eter contours for a 20,000 deg2 full-sky survey, such as LSST. Thus we employ a
parametric bootstrapping approach to generate approximations to full-sky maps.
In this procedure, we randomly select a map from our set of 1,000 maps, with
replacement, 20, 000/12 ≈ 1, 667 times. The effective solid angle of this larger
“composite map” is then 20,000 deg2, as desired. The map, of course, is not a
true composite – we merely compute the observables for each of the 1,667 patches
individually, and then add or average over them to get their values for the full-sky
map. We create 10,000 such full-sky maps to obtain smooth parameter contours in
our Monte Carlo procedure. While this process cannot generate information not
present in the 1,000-map set, the bootstrap procedure has a large benefit. Indi-
vidual 12 deg2 maps constrain parameters only poorly, and large fluctuations in
Ni require parameter extrapolations far outside the range of our simulations. The
averaging in the bootstrap procedure suppresses these fluctuations, so the Ni are
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similar to those from the simulations.
To estimate the cosmological parameter error contours from the set of baryonic
maps, we use χ2-minimization to find the best-fit cosmological parameter com-








∆Ni(rb,p) ≡ Ni(rb,p(0;baryon))− 〈Ni(p)〉. (3.10)
Note that rb here counts the full-sky maps and therefore runs over rb = 1, . . . , 10, 000.
For each Monte Carlo realization rb, we minimize χ
2 with respect to p using a sim-
ulated annealing algorithm. This is a popular technique based on Markov Chain
Monte Carlo with a decreasing “temperature”, which helps the algorithm to get
out of local minima (we had success with this algorithm in our earlier work [41]).
We emphasize that the matrix Cov in Eq. (3.9) can be reasonably arbitrary and
does not even have to be the covariance matrix; this makes this method robust
with respect to noise in the covariance matrix estimate [41].
The bootstrapping procedure explained above returns 10,000 sets of best-fit
parameters for each full-sky realization; the distribution of these best-fit points
can be used to draw confidence contours at desired confidence levels (68% in this
chapter, unless stated otherwise) based on the density of the best-fit points.
We indeed find that the best-fit points lie within the parameter range of our
simulations, so that interpolation can be used during the best-fit procedure. The
only exception is the high-` power spectrum, which required an extrapolation three
times larger than the spacing between our simulated models. In contrast, the
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scatter of best-fit points from the original small 12 deg2 maps was so large that a
significant fraction of the best-fits lie outside the simulated region, requiring large
extrapolations. Bootstrapping also eliminates the need to re-scale the contours to
correspond to a full-sky survey.
3.3 Results
3.3.1 Effect of baryons on the statistics
We begin the presentation of our results with the effect of baryons on the statistics
themselves. In Figure 3.4, we show the fractional difference 〈∆Pκ〉/〈Pκ〉 in the
power spectrum, caused by the 50% boost in the concentration parameter of each
NFW halo, shown in model with and without galaxy shape noise. The data points
are averaged over 200 realizations in logarithmic bins of width ∆ log ` = 0.2. As the
figure shows, in the noiseless case, a 50% increase in concentration causes a strong
increase in the small scale power, by about 20% at ` = 104. The effect is much
smaller on large scales (` <∼2000). This agrees with the qualitative conclusions in
ref. [65], who used a similar toy model. The drop beyond ` >∼3× 104 is due to our
1-arcmin smoothing. In the noisy case, the fractional difference has a turnover at
the much larger scale of l ≈ 3, 000; this is the scale at which the galaxy shape noise
starts to dominate. Note that the absolute difference 〈∆Pκ〉 in the power spectrum
in the noisy case is exactly the same as in the noiseless case. Therefore even the
small < 2% fractional difference in the noisy case can cause a strong bias in inferred
cosmology when the baryonic power spectrum is fitted by the non-baryonic model
(see detailed discussion below).
CHAPTER 3. BARYON IMPACT ON WEAK LENSING PEAKS AND
POWER SPECTRUM: LOW-BIAS STATISTICS AND SELF-CALIBRATION



















Figure 3.4: The fractional difference 〈∆Pκ〉/〈Pκ〉 in the power spectrum caused by
the 50% boost in the concentration parameter of each NFW halo, shown in models
without (red solid curve) and with galaxy shape noise (blue dashed curve; the noise
corresponds to a source galaxy surface density of ngal = 15 arcmin
−2 at redshift
zs = 2). The data points are averaged over 200 realizations in logarithmic bins of
width ∆ log ` = 0.2. Error bars are estimated as the standard deviation of the ∆Pκ,
divided by 〈Pκ〉. We have artificially increased the error bars by a factor of 10 for
visual clarity. The smallness of the error bars indicate that the impact of baryons
on the power spectrum is highly systematic, i.e. very similar in each realization.
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Figure 3.5: Similar to Figure 3.4, except we show the fractional difference in the
peak counts, 〈∆Npeak〉/〈Npeak〉, caused by the same 50% boost in the halo concen-
tration parameters. The data points are averaged over 200 realizations, and shown
in convergence bins of width ∆κ = 0.00675. The error bars are shown at their
original size. Compared to the power spectrum, the impact of baryons on the peak
counts is less systematic, i.e. varies more significantly between realizations.
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In Figure 3.5, we show the fractional difference in the peak counts, 〈∆Npeak〉/〈Npeak〉,
caused by the same artificial 50% boost in the halo concentration parameter. The
data points are again averaged over our 200 maps, and shown in convergence bins
of width ∆κ = 0.00675. As the figure shows, in both the noiseless and the noisy
case, there is a strong increase in the number of high peaks, but very little change
in the number of low peaks. The reasons why the low peaks are robust to the
change in the concentration parameter will be discussed below.
3.3.2 Cosmological constraints and biases
We next present the biases in the inferred best-fit cosmological parameters when
the baryonic effects are ignored. We define the “low” and “high” peaks to have
heights σnoise ≤ κpeak ≤ 0.08 and κpeak ≥ 0.08, where σnoise = 0.023 is the r.m.s.
of κ from galaxy shape noise. We similarly define the power spectrum on “very
large”, “large”, and “small” angular scales (or “very low”, “low”, and “high” `
ranges) to be those with 100 ≤ ` ≤ 1000, 100 ≤ ` ≤ 2000 and 2000 ≤ ` ≤ 2× 104,
respectively. Note that two of these ranges overlap partially.
As described in § 3.2.5, we generate the distribution of best-fit points in the
3-dimensional parameter space of σ8, w, and Ωm. Projecting this 3D distribution
in one of the 3 dimensions can then be used to define the 68% joint confidence
contours on the remaining two parameters, marginalized over the third. As also
described above, the baryonic model was compared to the non-baryonic NFW-
replaced model, linearly interpolated with the backward derivative, using noisy
maps with zs = 2 and 1 arcmin smoothing. We apply 30 nearly logarithmic bins
to the whole range 100 ≤ ` ≤ 2 × 104 of the power spectrum. Note that this
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leaves fewer than 30 bins in each of the very low, low and high-` ranges as defined
above (namely, 9, 17, and 13 bins, respectively) The nearly logarithmic bins are
generated by choosing the bin boundaries so that the 1,000 pre-bins are assigned to
30 bins with nearly equal logarithmic spacing. For very low `, this results in bins
that are linearly spaced, because there are not enough pre-bins to achieve truly
logarithmic spacing. For the peaks, the bin boundaries are chosen so that each of
the 30 bins for the low peaks contains the same number of peaks, and likewise we
use 30 equal-count bins for the high peaks. This split in the equal-count procedure
avoids having too few bins for the high peaks.
In Figure 3.6, we show the 68% confidence contours obtained from the peak
counts, along with those from the power spectra, for a 2×104-deg2 full-sky survey.
We have approximately 2,000 low peaks and 250 high peaks in every 12 deg2
field. The offsets between the center of the underlying 3D distribution (i.e. the
best-fit model in 3D) and the correct fiducial values are listed in Table 3.2, and
correspond to the biases on the inferred cosmological parameters. The contours in
the 2D plots of Figure 3.6 are always marginalized over the third parameter that
is not displayed, i.e. they are projections of the full 3D best-fit-point distribution
onto the 2D plane, and the contours are calculated in this projected space. Recall
that we only have 1000 (pseudo-)independent 12 deg2 maps, from which 1,666
maps are drawn randomly with replacement in the bootstrapping procedure. As
bootstrapping cannot improve the accuracy of the mean, it cannot improve the
determination of the locations of the centers of the contours, and affects only their
size. The “1σ” error of the centroids (in these 2D planes) should therefore be
larger than the size of the contours (the 68% confidence levels from the LSST-like
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survey) by a factor of approximately
√
1666/1000 ≈ 1.3. This is in the limit that
random noise dominates the dispersion in the best-fit locations. In the opposite
limit, i.e. if the dispersion is dominated by the variations among the underlying




¿From Figure 3.6, we can roughly estimate that the joint 2D errors from the
peak counts extend over δσ8 ≈ 0.005, δw ≈ 0.03 and δΩm ≈ 0.005; the correspond-
ing uncertainties in the locations of the best-fits in 2D are therefore δσ′8 ≈ 0.0065,
δw′ ≈ 0.04 and δΩ′m ≈ 0.0065. A similar estimate can be done for the power
spectrum. Given these uncertainties, we conclude that the low peaks and the very
low-` power spectrum are both robust to baryonic cooling, with the inferred bi-
ases consistent with zero; the exception is that low peaks have a small bias in
σ8. The high peaks and the high-` power spectrum both have significant biases,
∆σ8 ≈ 0.061, ∆w ≈ 0.10 and ∆Ωm ≈ −0.024 from peak counts, and ∆σ8 ≈ −0.23,
∆w ≈ −0.58 and ∆Ωm ≈ 0.15 from the power spectrum (see Table 3.2). The low
bias, at least within the context of our model, and the high information content
of the low peaks suggests the value of including them in cosmological analyses for
dark energy (see further discussion in § 3.4.2 below).
Perhaps our most interesting result is that the biases from the peaks and the
power spectra are in different directions in the 3D parameter space. The bias
from the high peaks, in particular, is in a direction nearly opposite from the (much
stronger) bias from the high–` power spectrum; they are also in different directions
from the low–` power spectrum. This opens up the possibility for self-calibration,
whereby baryonic parameters, such as the halo concentration parameter in our case,
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Observable ∆σ8 ∆w ∆Ωm
Low Peaks 0.009 0.01 -0.001
High Peaks 0.061 0.10 -0.024
Low-` Pow. Spec. 0.03 0.11 -0.01
Very Low ` Pow. Spec. 0.01 0.07 -0.00
High-` Pow. Spec. -0.23 -0.58 0.15
Table 3.2: The biases in the three cosmological parameters from the peak counts and
power spectrum. The numbers in the table show the offset between the location of
the best-fit in 3D and the correct fiducial cosmology along each of the 3 parameters
σ8, w, and Ωm.
could be determined simultaneously with the cosmological parameters. Only for
the correct concentration parameter will the contours from the different observables
align.
3.3.3 Bias directions and goodness-of-fit
In this section, we address two important questions related to the above results:
(1) what is the quality of the biased best-fits? (2) what determines the direction
of the biases? The first question is especially important, since in principle, a poor
best-fit can reveal the presence of unaccounted-for parameters.
In Figure 3.7, we show the peak counts and power spectra in the baryonic
model, compared directly to the best-fit baryonless models. The four panels (top
left, top right, bottom left, bottom right) show the results for low peaks, high
peaks, low ` power spectrum and high ` power spectrum (following the definitions
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Figure 3.6: The joint 68% confidence contours on pairs of cosmological parameters
(marginalized over the third), obtained from peak counts and the convergence power
spectrum, in a 2 × 104deg2 survey. The location of the correct fiducial cosmology
is marked by a green dot in each panel. For reference, crosses mark the other
cosmologies we simulated. 10,000 Monte-Carlo realizations of the baryonic model
were fit by models neglecting the baryon effects, which can produce a bias in the
inferred parameters. In the upper panels, results from the low (σnoise ≤ κpeak ≤
0.08) and high (κpeak ≥ 0.08) peaks are shown by solid red and solid blue contours.
In the lower panels, results from the very-low (` ≤ 1000), low (` ≤ 2000), and
high-` (2, 000 ≤ ` ≤ 2× 104) power spectra are shown by dashed red, solid red and
solid blue contours, respectively. However, we note the caveat that the bias from
the high-` power spectrum is beyond our simulated range of cosmology, and requires
a significant extrapolation.
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of the low/high ranges in § 3.3.2, and using the corresponding best-fit points in
Table 3.2). In each case, the deviations from the baryonless fiducial cosmological
model are shown. In each panel, the solid [red] curves show the effect of the
baryons, and the dashed [blue] curves show the deviations that best mimic these
curves, achieved in the best-fit baryonless models. As shown by the figure, in
all four panels, we find an excellent fit, i.e. the best-fit curves agree well with the
baryonic curves. Although the best fit somewhat overpredicts the number of peaks
at the high-κ end of the low peaks in the top left panel, we find a total χ2 = 30.
Since we have 30 bins, the fit is good, with a reduced χ2 of unity (with somewhat
better fits in the other three panels). This implies that when the baryonic effects
are neglected when fitting the data, the cosmological parameters can be biased,
and this will not be obvious from the low quality of the fit.
To investigate the origin of the bias directions, the long-dashed [green], dotted
[pink] and dot-dashed [cyan] curves show the effect of changing a single one of the
three parameters σ8, w, Ωm at a time, to its best fit value, i.e., the bias in one
parameter times the backward derivative of the observable with respect to that.
(This means that the green, pink and cyan curves sum up to the blue curve.)
In the case of the low peaks (top left panel), the best fit is driven almost
entirely by the bias in σ8: the figure shows that the change in σ8, by itself, can
mimic the baryonic effects quite well.5 Furthermore, the small residual would
require decreasing the number of peaks at the high-κ end (in bins 20 and higher),
while keeping the peak counts in the lower-κ bins unchanged. Such a change in the
5Note that reducing the number of low peaks requires an increase in σ8; this somewhat
counterintuitive result has been found [10] and explained in detail [58] in our earlier work.
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shape of the peak count distribution can not be accomplished by changing either
w or Ωm; as a result, these two other parameters remain essentially unbiased.
The case of the high peaks (top right panel) is quite different, with degeneracies
between all three parameters playing an important role in the bias. In particular,
the changes in the counts due to σ8 and Ωm have a strong degeneracy, so that
these two parameters work in the opposite direction.6 However, the degeneracy
is not perfect, and leaves a nonzero residual – interestingly, this residual can be
mimicked essentially perfectly by a relatively modest change in w.
Turning to the low-` power spectrum (bottom left panel), the fit is again driven
by the bias in σ8, but unlike in the case of low peaks, σ8 alone cannot mimic the
baryonic effects. As a result, w and Ωm play a role, working in the direction
opposite to σ8, and producing a near-perfect fit.
The most interesting case is the high-` power spectrum, shown in the bottom
right panel in Figure 3.7. Here the degeneracy between σ8 and Ωm is so perfect
that the changes in these parameters (with opposite sign) essentially cancel each
other. As a result, the net change in the high-` power spectrum can be attributed
almost entirely to the change in w. This explains why there is a very large bias
in w. The fact that the bias from the high peaks is driven by σ8, whereas the
bias from the high-` power spectrum ends up being dominated by w, makes it less
surprising that the biases from high peaks and the high ` power spectrum are in
very different directions.
6This σ8 − Ωm degeneracy in the abundance of ∼ 3σ peaks has been noted earlier [13; 58].
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Figure 3.7: The figure compares the changes in the peak counts and the power spec-
tra caused by the presence of baryons (solid red curves), and by the biased cosmo-
logical parameters in the best-fit baryonless models (dashed blue curves). For every
curve, the corresponding values in the fiducial, baryonless model is subtracted. The
four panels (top left, top right, bottom left, bottom right) show the results for low
peaks, high peaks, low–` power spectrum and high–` power spectrum, respectively.
Bin numbers are shown on the bottom x axis, with corresponding κ and ` values
indicated on the top of the figure. In general, the biased cosmologies are able to
mimic the effect of baryons remarkably well. The long-dashed [green], dotted [pink]
and dot-dashed [cyan] curves show the “decomposition” of the biased best-fit cos-
mology among the three cosmological parameters: they show the effect of changing
a single one of the three parameters σ8, w, Ωm at a time to its best fit value. (The
green, pink and cyan curves sum up to the blue curve.)
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3.4 Discussion
3.4.1 Robustness of the inferred bias
How robust are the results to the number of bins? Our results about biases have
not been optimized over the number and placement of bins. We have found, in
general, that all the results listed in the last section hold qualitatively, as long
as the number of bins used is not too small. In Table 3.3, we show the biases of
the three cosmological parameters σ8, w, Ωm inferred from the peak counts, with
three different numbers of bins, using noisy maps with zs = 2. Bin boundaries
were chosen such that each bin contains the same number of peaks. The table
shows that the biases from the low peaks are quite stable; as the number of bins is
varied from 20 to 30, the changes in the biases are always less than the uncertainty
on the bias (δσ′8 ≈ 0.0065, δw′ ≈ 0.04 and δΩ′m ≈ 0.0065 as mentioned above).
High peaks have larger changes in the corresponding biases than the low peaks,
but the sizes of these fluctuations are still comparable to the uncertainties. We
conclude that our qualitative results from the peak counts are robust as long as
>∼20 peak-height bins are used.
How does the result depend on the finite difference derivatives? To compute
the inferred biases, the baryonic models were fitted with the non-baryonic models,
using linear interpolation and backward finite difference derivatives. Unless the
model being evaluated is very close to one of the simulated cosmologies, there
is no clear reason to prefer either the forward or the backward derivative. One
concern is whether our results on the inferred biases change if we use different
derivatives (or a 2nd order Taylor expansion). To investigate this, we repeated our
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Observable bins ∆σ8 ∆w ∆Ωm
Low Peaks
20 0.014 0.01 -0.004
25 0.009 0.03 0.001
30 0.009 0.01 -0.001
High Peaks
20 0.057 0.16 -0.020
25 0.069 0.07 -0.030
30 0.061 0.10 -0.024
Table 3.3: The inferred biases of the three cosmological parameters σ8, w, Ωm from
the peak counts, using three different number of bins. Low and high peaks are always
defined to be those with heights between σnoise ≤ κpeak ≤ 0.08 and κpeak ≥ 0.08;
with σnoise = 0.023. Bin boundaries were chosen such that each bin contains the
same number of peaks.
analysis using backward and “2-sided” derivatives. In Table 3.4, we show the biases
of the three cosmological parameters σ8, w, Ωm inferred from the peak counts, with
all three types of derivatives. As the table shows, the biases from the low peaks
remain similar (or at least negligible, within errors) for each type of derivative.
However, high peaks have large and significant differences in the biases.
These difference may indicate a genuine asymmetry in the cosmology-dependence
of the peak counts, but the differences may be partly a numerical artifact due to
the σ8–Ωm degeneracy. Given the cosmology-dependence of the peak counts (see,
e.g., Figure 8 in ref. [58]), it is apparent that increases in σ8 can be mostly compen-
sated by decreases in Ωm, and vice versa (see also ref. [13]). It is easy to imagine
that as a result of this degeneracy, small changes in the baryonic peak counts that
are being fit can produce large changes in the σ8 and Ωm biases – depending on
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where along the σ8 − Ωm degeneracy curve the baryonic effect forces the best-fit
(the residuals could then also produce large changes in the w bias).
In addition to the high peaks, we find that the biases from the high-` power
spectrum also change by up to 30% between using backward vs. forward derivatives.
We conclude that, unfortunately, we cannot determine the values of the biases of
the high peaks and the high-` power spectrum accurately: we need a larger number
of WL maps to determine the derivatives with better precision, and the parameter
space needs to be sampled more finely with simulations to map out the nonlinear
dependence of the observables on the cosmological parameters. Nonetheless, our
overall conclusion, namely that the low peaks and the low-` power spectrum are
unbiased, while high peaks and the high-` power spectrum are noticeably biased,
holds for all types of derivative we have tried. Furthermore, it would be a remark-
able coincidence if the true biases from the latter two observables turned out to
be in a degenerate direction; we therefore also expect our generic conclusion about
the possibility of “self-calibration” to remain valid.
How robust are the results to the number of realizations of the baryonic maps?
As mentioned above, our results are ultimately based on the 200 baryonic maps
in the fiducial cosmology. To show that these 200 baryonic maps are sufficient
to capture the systematic changes caused by the baryon cooling, in Table 3.5,
we compare the biases of the cosmological parameters inferred from 100 vs. 200
realizations of baryonic maps. We found that the biases from 200 baryonic maps
are close to the biases from 100 baryonic maps, with the differences of < 0.002
in ∆σ8, < 0.01 in ∆w and < 0.002 in ∆Ωm. These differences are smaller than
the uncertainties on the biases discussed above. This is in reassuring contrast
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Observable derivative ∆σ8 ∆w ∆Ωm
Low Peaks
backward 0.009 0.01 -0.001
forward 0.012 0.00 -0.002
2-sides 0.009 0.01 —
High Peaks
backward 0.061 0.10 -0.024
forward 0.035 0.05 -0.009
2-sides 0.026 0.09 —
Table 3.4: The biases of the three cosmological parameters σ8, w, Ωm inferred from
the peak counts, using three different types of finite-difference derivatives. The
baryonic models were again fit by non-baryonic models, using linear interpolations
with either backward, forward, or “two-sided” derivatives, to make predictions for
cosmologies in-between those that we simulated. (The biases for Ωm in the high peak
case for the 2-sided derivative could not be determined reliable, owing to numerical
issues related to the discontinuous switch in the derivative type at the fiducial Ωm.)
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Observable # of realizations ∆σ8 ∆w ∆Ωm
Low Peaks
100 0.011 0.010 -0.001
200 0.009 0.005 -0.001
High Peaks
100 0.059 0.101 -0.023
200 0.061 0.103 -0.024
Table 3.5: The biases of the three cosmological parameters σ8, w, Ωm inferred from
the peak counts, based on either 100 or 200 realizations of the baryonic maps.
to the apparently high demand on the accuracy of the derivatives, where not
even 1000 maps are enough to get stable biases for high peaks and the high-`
power spectrum. It is also worth noting that when we tried to repeat our analysis
using only 50 realizations, we found significant differences in the biases. This
shows that the baryonic effects on the peak counts vary from one realization to
another, and at least >∼100 realizations are required to quantify them reliably.
Interestingly, we have found that the baryonic effect on the power spectrum is
much more systematic, with little variation from one map to another (see discussion
below).
Effect of noise. An important question is how sensitive our results are to the
presence of galaxy shape noise. To address this issue, we have repeated our analysis
without adding noise to the maps. Naively, one expects that noise might suppress
the baryon-induced differences in the peak counts. This expectation is confirmed
by Figure 3.5, which shows, in particular, that the range of peak heights that
are unaffected is much narrower in the noiseless case than in the noisy case. We
therefore proceed by re-defining the low- and high-peaks in the noiseless maps to
be those with heights between 0 ≤ κpeak ≤ σ0 and κpeak ≥ σ0. Here σ0 = 0.022
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denotes the standard deviation of the convergence κ in the absence of noise, and
corresponds roughly to where baryon effects become significant (see the red curve
in Fig. 3.5).
The biases of the cosmological parameters inferred from the low peaks are
found to be (∆σ8,∆w,∆Ωm) = (−0.005, 0.09, 0.001). For high peaks the biases are
(∆σ8,∆w,∆Ωm) = (0.017, 0.24, 0.006). These noiseless bias vectors are generally
different from those in the noisy case (rows with 200 realizations in Table 3.5).
As in the noisy case, the biases from the low peaks are still much smaller than
from the high peaks (we have verified that this is also true for the forward and
2-sides derivatives). However, the simple expectation that noise reduces the bias
holds only for both low- and high peaks for w. The noise increases the bias in σ8
for both types of peaks. Finally, the Ωm-bias is decreased by noise for low peaks,
but increased for high peaks. In our analysis, we have assumed that the noise is
Gaussian, and is known perfectly. The above changes in the bias vectors imply that
precise measurements of the shape noise will indeed be crucial when attempting
to model baryon effects in the WL data.
We have also found that the biases in the noiseless maps are not as stable
with respect to the number of realizations as in the noisy case. The worst case
from backward derivative is the noiseless low peaks. For example, when we use
100 realizations, the biases change by a factor of ≈two, to (∆σ8,∆w,∆Ωm) =
(−0.011, 0.05, 0.003). As we will see in the next paragraph, this is in contrast
with the behaviour of the bias from the power spectrum, which is always very
stable to number of realizations. A possible explanation of this difference is that
changing the concentration parameter can impact any individual peak either way.
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This is because the change in the contribution κ to a peak from an individual halo
can be positive or negative, depending on the impact parameter of the halo; halos
contributing (especially to the low) peaks have a broad range of impact parameters
(these points will be demonstrated in Figure 3.9 below). This effect is reduced in
the presence of noise, since noise itself tends to give the largest contribution of κ
to low peaks.
Robustness of biases from the power spectrum. As mentioned above, we have
found that the results from the power spectrum, both with and without noise, are
always very robust with respect to the number of realizations of baryonic maps.
The small sizes of the error bars in Figure 3.4 already show that baryonic effects
have much weaker map-to-map variations, compared to those in Figure 3.5. The
differences in the biases inferred from 200 vs. 100 realizations are less than 0.001
in ∆σ8, 0.01 in ∆w and 0.001 in ∆Ωm. In fact, we have found that for the power
spectrum at ` ≥ 2000, even a single map is sufficient to determine the biases
with <∼10% accuracy. For the power spectrum at ` ≤ 2000, which is numerically
somewhat less stable than the high-` power spectrum, we have found that >∼5
maps are needed to achieve the same accuracy. These numbers refer to the noisy
maps; in the noiseless case, the ` ≤ 2000 power spectrum would require >∼10 maps.
The biases from the power spectra are more sensitive to derivative types, with
absolute changes comparable to those for the peaks. However, compared to peaks,
the biases from the power spectra are larger to begin with, making the biases more
stable in a fractional sense. The differences in biases from the power spectra with
and without noise are < 30%; the only exception is the noisy case and the high-`
range, for which there is a change by a factor of 2 in ∆w. We have studied the
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sensitivity to the number of bins only for the high-` case (this is because we did
not have a sufficient number of pre-bins saved in the low and very low-` ranges to
increase the resolution in those cases). In our fiducial set of computations above,
we used 13 high ` bins. We found that as we increase the number of bins from 13
to 15 to 20, the changes in the biases are comparable to those for the high peaks,
with the 13-to-15-change being a bit smaller than the 13-to-20-change. However,
again because the power spectrum in general has much larger absolute biases, even
in the worst case, changing from 13 to 20 bins, the corresponding fractional change
in the parameter biases is low ( <∼15%).
3.4.2 Cosmology from low-bias statistics
We have shown that baryon cooling causes a strong increase in the number of high
peaks and the small scale power spectrum. The number of low-amplitude peaks and
the large-scale power spectrum are both relatively insensitive to baryon cooling,
and thus deliver nearly bias-free cosmological constraints. Figure 3.6 reveals that
the area of the marginalized 2D error contours from these low-biased statistics are
roughly comparable to those from their more biased counterparts. In this section,
we will further explore how much of the cosmological sensitivity resides in the
low-bias statistics.
To assess the fraction of the cosmological sensitivity coming from low peaks
and large-scale power spectra, we first computed a ∆χ2, analogous to the quantity
defined in Eq. (3.9) above, except using the difference ∆N between the mean
number of peak in pairs of CDM simulations with different σ8, w and Ωm. This
measures the significance of the differences caused by the changes in the individual
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cosmological parameters. We find that the ∆χ2 values from the relatively unbiased
low-amplitude peaks exceed half of the ∆χ2 values obtained from all peaks. On
the other hand, the ∆χ2 values from the large-scale power spectrum are typically
reduced by a factor of ∼ 5 compared to using the power spectrum on all scales
(the exception is w, for which the large angular scales contain ≈ half of the total
∆χ2).
The above shows that the low peaks contain most of the raw cosmological sensi-
tivity to each individual parameter, but it neglects degeneracies among parameters,
which ultimately drive the marginalized constraints. We therefore next assess the
fraction of the full cosmological sensitivity, coming from low peaks and large-scale
power spectra, when all three parameters are simultaneously varied. For this pur-
pose, we repeated our analysis as outlined in this chapter, except we bootstrapped
the CDM maps from our 45-simulation map set, rather than the baryonic maps.
This yields constraint in the three-dimensional parameter space σ8, w and Ωm. We
measure the three-dimensional volumes in the parameter space containing 68% of
the probability for all peaks and low peaks separately, and likewise for the very
low-` and the full power spectra. The figure of merit (FOM) is defined to be the
inverse of these volumes, and indicates the overall strength of the constraints. The
ratio of the FOM from low vs. all peaks and the very low-` vs. the full power spec-
tra then captures the “fraction” of the full cosmological sensitivity in the unbiased
statistics. This ratio can be converted roughly into a per-parameter estimate by
taking the third root, although the differences in constraints on individual param-
eters would of course depend on the exact shape of the constraint volume. We list
these quantities in Table 3.6.
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Observable FOM FOM Fraction Fraction
(all) (low-bias) (low/all) per parameter
Peaks 1.30 · 106 0.723 · 106 0.56 0.82
Pow. Spec. 1.10 · 106 0.060 · 106 0.055 0.38
Table 3.6: The strength of the cosmological constraints for peak counts and power
spectrum, expressed in terms of a figure of merit (FOM; defined as the inverse
of the three-dimensional error volume in the σ8,Ωm, w parameter space). FOM
values are compared for the relatively unbiased low-amplitude peaks and very low-`
(100 < ` < 1000) power spectrum (second column) vs. all peaks and the power
spectrum on all scales (first column). The third column indicates the ratios of
these FOM (indicating the fraction of the cosmological constraints contained in
the low-bias ranges of both statistics), while the rightmost column shows the cube
root of this ratio (a rough estimate of the fraction of the constraint on individual
parameters).
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As is evident from the table, the peaks and the power spectrum deliver com-
parable FOMs when the whole range is used. However, the essentially unbiased
low-amplitude peaks contain more than half (a fraction 0.56) of the FOM, whereas
this fraction is only ∼ 0.05 for the very low-` power spectrum (the latter increasing
to ∼ 0.16 if multipoles up to ` < 2000 are included). In terms of the fraction per
parameter, the low peaks contain approximately 82% of the information, whereas
the very low-` power spectrum contains 38% (the latter number increasing to 54%
with multipoles up to ` < 2000). We conclude that the low-bias statistics contain
the (slight) majority of the cosmological sensitivity for peaks, but a relatively small
fraction for the power spectrum.
3.4.3 The insensitivity of low peaks to baryon cooling
We next examine why the number of low peaks is insensitive to baryon cooling,
as modeled by an increase in the halo concentration parameters. In short, we
attribute the lack of sensitivity to two reasons: halos contributing to low peaks
have large off-sets from the line-of-sight toward each peak (and therefore the light
rays do not “see” the halo cores) and also relatively low masses (so that the details
of the projected halo density profiles are “washed out” by the 1-arcmin smoothing).
We demonstrate these points explicitly below.
In Figure 3.8, we show the distribution of the impact parameters (in units of
R180) at which light rays, corresponding to the centers of WL peaks, intersect
dark matter halos along the line of sight. Following ref. [58], for each peak, we
identify all halos along the sightline, and rank them by their contribution to the
peak’s height. Going down this ranked list (beginning with halos with the largest
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Figure 3.8: The distribution of the impact parameters (in units of the virial radius)
at which light rays, corresponding to the centers of WL peaks, intersect dark matter
halos along the line of sight. The upper panel is for high peaks, which are typically
produced by one or two halos. The panel shows, separately, the impact-parameter
distribution for the dominant halos for 1-halo peaks (solid red curve), and for 2-
halo peaks (dashed green curve). “n-halo peaks” are defined to be those for which
the sum of n halos along the line of sight accounts for at least 50% of the halo
contribution to the total peak convergence. The light rays typically go near the halo
centers, with impact parameters < 0.2R180. In contrast, for the low peaks, shown
in the lower panel, the light rays have a large impact parameter. These peaks are
typically produced by 4-8 halos; the panel shows the distribution for the typical case
of 5-halo peaks, which has a maximum at ≈ 0.6R180.
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contribution), we sum the κ contributions from the first n halos until these n halos
account for ≥ 50% of the total halo contribution to the peak convergence. This
procedure assigns the number n to each peak (hereafter referred to as an “n-halo
peak”).
The top panel relates to high peaks (with heights of κ ≥ 0.08), which are
typically produced by one or two halos. The panel shows, separately, the impact-
parameter distribution for the dominant halos for 1-halo peaks, and for 2-halo
peaks. Low peaks (with heights between σnoise ≤ κpeak ≤ 0.08; with σnoise =
0.023) are typically produced by 4-8 halos. The representative case of 5-halo peaks
is shown in the bottom panel. Our baryonic model, with a 50% boost in the
concentration parameter, was used for this figure (with source galaxies at redshift
zs = 2 and with galaxy shape noise and 1 arcmin smoothing included as before).
As the figure shows, for high peaks, the light rays typically go near the halo
centers, with impact parameters < 0.2R180. In contrast, for low peaks, the light
rays have large impact parameters, with a maximum near ≈ 0.6R180. This is as
expected: as more halos contribute to a peak, the contribution from each halo is
lower, and the halos are less precisely aligned along the line of sight.
Figure 3.9 shows the fractional difference in the convergence contribution from
halos, caused by a 50% increase in their concentration, as a function of the impact
parameter (in units of the halo’s virial radius R180). The three curves correspond
to halos with masses of 1012, 1013, and 1014h−1M, as labeled. The halos and
source galaxies are located at redshift z = 0.5 and zs = 2, respectively and we
assume the halos have NFW profiles, with a concentration parameter (before the
50% boost) given by Eq. (3.4). The convergence profiles are computed and then
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Figure 3.9: The figure shows the fractional difference in the convergence contri-
bution from halos, caused by a 50% increase in their concentration, as a function
of the impact parameter d (in units of the halo’s virial radius R180). The red plus
signs, green crosses, and blue snowflakes correspond to halos with masses of 1012,
1013, and 1014h−1M, as labeled. The halos and source galaxies are located at red-
shift z = 0.5 and zs = 2, respectively and we assume the halos have NFW profiles,
with a concentration parameter (before the 50% boost) given by Eq. (3.4). Lower-
mass halos are less affected by the boost in concentration. These halos are more
compact, and the 1 arcmin smoothing makes their convergence contribution less
sensitive to their intrinsic density profile.
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smoothed with the 1 arcmin filter. As the figure shows, lower-mass halos are less
affected by the boost in concentration. These halos are more compact, and the
1 arcmin smoothing makes their convergence contribution less sensitive to their
intrinsic density profile.
Figures 3.8 and 3.9 together allows us to assess the sensitivity of peak counts
to baryons for both high and low peaks. High peaks are dominated by halos with
higher masses 1013−1014h−1M, and the dominant halos for the 1-halo peaks have
masses near the upper end of this mass range. On the other hand, the low peaks are
dominated by halos with lower masses, between 1012−1013h−1M. Combining the
results from Figures 3.8 and 3.9, we see that high peaks with masses <∼1014h−1M
and impact parameters < 0.2R180 have typical fractional differences of about 8
percent. By comparison, low peaks with masses 1012 − 1013h−1M and impact
parameters ≈ 0.6R180, have typical fractional differences of about 2 percent, much
lower than high peaks.
Since the angular sizes of 1012−1013h−1M halos is comparable or smaller than
our smoothing scale, one may wonder whether the low peaks are robust simply
due to smoothing (which diminishes the impact of changes in the concentration),
rather than the larger impact parameters in multi-halo projections. To clarify this,
we have looked at the fractional difference in the peak counts 〈∆Npeak〉/〈Npeak〉
caused by the increase in concentration, separately for the sub-population of 1-halo
and 5-halo low peaks. We have found that 5-halo low peaks, which have larger
impact parameters, have 〈∆Npeak〉/〈Npeak〉 = −1.8% on average. By comparison,
1-halo low peaks have small impact parameters (similar to high peaks), and have a
∼ 10 times larger fractional difference with the opposite sign, 〈∆Npeak〉/〈Npeak〉 =
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18.8%. We have found, furthermore, that for both the 1-halo and 5-halo subsets,
〈∆Npeak〉/〈Npeak〉 depends only weakly on κ. We conclude that smoothing can not
explain the robustness of low peaks completely, and impact parameters play an
important role even for low peaks and low mass halos.
Finally, as an additional caveat, we note that lower-mass halos, which dominate
low peaks, may be more affected by AGN feedback than higher-mass halos. We
leave modeling the halo-mass dependence of baryonic effects to future work.
3.5 Conclusions
In this work, we have studied the impact of the cooling and concentration of
baryons in dark matter halos on WL observables, by manually steepening the den-
sity profile of each DM halo in a suite of ray-tracing N-body simulations. Our main
findings are that a) the low peaks (0.023 ≤ κpeak ≤ 0.08) are mostly unaffected, b)
high peaks (κpeak ≥ 0.08) and the power spectrum at ` > 1, 000 lead to biases if
baryonic effects are neglected in the cosmological parameter estimation, c) the bias
in high peaks is comparable to the bias for the low-` (` < 2000) power spectrum,
and d) the high-` (2000 < ` < 20, 000) power spectrum exhibits a much stronger
bias in a different direction.
We find a large increase in the amplitude of the small-scale power spectrum,
caused by the steepening of halo profiles, confirming previous works. It is unsur-
prising that we find a corresponding large increase in the number of high peaks,
since these peaks are typically caused by individual halos. However, the fact that
low peaks are essentially insensitive to an increase in the halo concentration was
surprising (at least to us). This is an especially important finding, since these low
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peaks contain the majority of the cosmological information contained in the entire
set of peaks. We attribute the robustness of these low peak to the fact that they
are created by an alignment of typically 4–8 of low-mass (∼ 1012 − 1013M) halos
[58], with each halo typically offset from the line-of-sight towards the peak by a
fair fraction of the virial radius (∼ 0.5Rvir). As a result, light-rays corresponding
to the peak do not pierce the cores of these halos, where baryonic effects are most
significant. Additionally, the halos contributing to the low peaks are compact on
the sky. As a result, when their intrinsic profiles are convolved with the smoothing
filter (with an angular scale of 1 arcmin in our case), applied to the raw convergence
maps, the details of the profiles are washed out.
We have explicitly computed the biases in the cosmological parameters w, σ8
and Ωm when peak counts and power spectra are fit neglecting the baryonic effects.
We find that the biases from the low peaks and from the very low-` power spectrum
(` < 1000) are small (consistent with zero within errors). The biases from high
peaks and from the low-` power spectrum (` < 2000) are significant and comparable
both in magnitude and sign (e.g. both biases are ∆w ≈ +0.1 for dark energy). It
is an important result that the high peaks are no more biased than the low-` power
spectrum (` < 2000), the latter being the range of scales in the baseline plans by
the LSST WL survey, to infer cosmological parameters [81].
Our finding that biases from the high-` power spectrum (2000 < ` < 2 × 104)
are very large (between ∆w = −0.3 and −0.6), but in a very different direction in
the (w, σ8, Ωm) parameter space than the bias from high peaks, also has an impor-
tant general implication. It suggests the possibility of an effective self-calibration,
by tuning the concentration parameter to bring the different contours in the cos-
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mological parameter space into alignment. However, given the large magnitude
of this bias, and keeping in mind that additional unknown “baryonic parameters”
will be present in a fully realistic case, it is difficult to see how this self-calibration
could be achieved to the sub-percent accuracy level targeted by LSST. We note,
however, that biases from the power spectrum extended down to ` < 2, 000 are
lower, and still in a modestly different direction than that of the high peaks, possi-
bly allowing more accurate self-calibration. Until baryonic effects are much better
understood, it may be advantageous to restrict the analysis to statistics that are
nearly unbiased, such as the low peaks and the very low (` < 1, 000) power spec-
trum we identify here. Our result suggests than in the case of peaks, less than half
of the cosmological constraining power may be lost.
Our two main qualitative results are likely robust: constraints from sufficiently
low-amplitude peaks will be relatively unbiased; and some form of self-calibration
will likely be realized in a real survey. However, our study is clearly highly ide-
alized. We have identified a number of caveats arising from our toy model for
the impact of astrophysical processes, our limited number of simulations (both in
terms of sampling the cosmological parameter space and in terms of the number
of realizations), our simplified treatment of source galaxies, noise, and our neglect
of all instrumental errors. Our results call for follow-up work with more extensive
simulations and more realistic modeling, to address these shortcomings.
While this work was being reviewed, Semboloni et al. [82] presented a related
analysis. They study a mitigation of baryonic effects in weak lensing surveys,
using the combination of the two- and three-point functions. This is an alternative
method of self-calibration, similar to our own proposal here to use the combination
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of the power spectrum and the peak counts.
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Chapter 4
The Impact of Spurious Shear on
Peak Counts
4.1 Introduction
Weak lensing is a very promising cosmological probe. Our findings in Chapter 2 and
3 suggest that weak lensing peaks will play a useful role in tightening constraints
of cosmological parameters. As discussed in § 1.4, future surveys, such as LSST,
will measure the shapes of billions of galaxies. Because of their large statistical
power, these surveys will likely to be limited by systematic errors.
One source of systematic error is spurious shear. Spurious shear is shear intro-
duced by the instrument and the atmosphere, rather than by cosmological struc-
tures. It has a non-stochastic part and a stochastic part. The non-stochastic part,
such as optics design and non-stochastic optics errors, is repeatable, and therefore
can be modeled, and in principle corrected for. The stochastic part, such as atmo-
spheric effects, is statistical but differs from the Poisson error of galaxy shape noise,
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in that it has a power spectrum that is not known a priori (unless the instrument
model is good enough to calculate it). As a result, the stochastic noise produces a
scale-dependent bias in the power spectrum, the size of which may average down
with the number of exposures. One concern is that the spurious shear may affect
the lensing statistics discussed in the previous chapters (peaks counts and power
spectrum) and bias the cosmological parameters.
The expected spurious shear has been studied and quantified by the LSST
collaboration (Chang et al.) [83] . They simulate different sources of errors in
LSST, including the effects from instrument, atmosphere and imperfect analysis
algorithms. They found these errors propagate into a spurious shear correlation
function, such that the parameter biases are comparable to statistical errors [84].
In this chapter, we create random realizations of this spurious noise with the
power spectrum taken from ref.[83], and add it to our shear maps. We study the
effect of spurious shear on the aperture mass peaks identified on the shear maps.
This is also an improvement over using the convergence, as the aperture mass
can be computed from shear, which is directly measurable, while convergence is
not. The rest of this chapter is organized as follows. In §4.2, we describe our
methodology, including the creation of the noise realizations, and the calculation
of the tangential shear and aperture mass. In §4.3, we present our results on the
effect of spurious shear on the peak counts in aperture mass maps. In §4.4, we
summarize our conclusions.
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4.2 Methodology
4.2.1 E vs. B mode, Tangential Shear, and Aperture Mass
Weak lensing shear can be decomposed into E mode and B mode. The E and B
modes are simply defined in the Fourier space [85] with
E(~`) = cos(2φ`)γ1(~`) + sin(2φ`)γ2(~`) (4.1)
B(~`) = − sin(2φ`)γ1(~`) + cos(2φ`)γ2(~`) (4.2)
where E(~`), B(~`) are the Fourier transforms of the E mode and B mode, γ1(~`) and
γ2(~`) are the two components of shear in Fourier space, and φ` is the angle between
the 2d vector ~` and the fixed arbitrary x-axis. The cosmological lensing signal is
purely E mode. The power spectrum of E-mode shear (PE), B-mode shear (PB)
and convergence (Pκ) satisfy [85]:
PE = Pκ, (4.3)
PB = 0. (4.4)
The tangential and cross components of shear of a pair of galaxies are defined
as γt = −Re(γe−2iφ) and γ× = −Im(γe−2iφ), where γ = γ1 + iγ2 is the complex
shear, and φ is the angle between the x-axis and the vector connecting the pair of
galaxies. We use a Gaussian filter to smooth the tangential shear, and define the
aperture mass to be
Mγt( ~φ0) =
∫
d2φWG(φ)γt(| ~φ− ~φ0 |) (4.5)








where the smoothing scale θG is chosen to be 1 arcmin. Mγt is an observable very
similar to the convergence κ [86]. It has a large value where the projected mass
density is large. We can count the peaks in aperture mass field just as we have
done for the convergence.
4.2.2 Generate noise realizations
We create 1000 random realizations of spurious shear with the power spectrum









where n = 0.7, log10(A0) = −6.6, `0 = 700, corresponding to the optimistic case
when both the non-stochastic and stochastic PSF components in the LSST survey
are modeled using a 5th-order polynomial. Note that this noise power spectrum
includes both E mode and B mode, and corresponds to the standard two-point
correlation function ξ+,γγ(φ) = 〈γt(φ0)γt(φ0 + φ)〉+ 〈γ×(φ0)γ×(φ0 + φ)〉.
It is not clear how to construct an arbitrary two-component shear field, given
the correlation ξ+,γγ(φ). However, an important result about the cosmic shear
field (E mode) is that the power spectrum corresponding to ξ+,γγ(φ) is equal to
the power spectrum of the convergence Pκ [85]. From equation 4.3, it is further-
more equal to the power spectrum of the E mode. An advantage of a pure E-mode
lensing field is that its two components of shear are well defined and can be easily
constructed in the Fourier space. Therefore, instead of generating a shear field
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with E and B mode given P sadd(`) (or ξ+,γγ(φ)), we construct noise realizations of
spurious shear which contain only E mode. This overestimates the E mode compo-
nent compared to what is present in the Chang et al power spectrum, perhaps by
a factor of 2, but is the simplest approach to the calculation. We then rotate the
fields by 45 degrees, (corresponding to 90 degrees in the (γ1, γ2) complex plane)
to generate B mode noise of equal magnitude to the assumed E mode noise. The
detailed procedure is as follows.
We first generate a two dimensional complex random field in ` space, with the
real and imaginary parts of Fourier modes distributed independently, following
Gaussians with a standard deviation of
√
P sadd(`)/2, in the range 100 <∼` <∼105.
Here P sadd(`) is given by equation 4.7. We then set E(
~`) to the complex Fourier
modes, and B(~`) = 0 on the r.h.s. of equations 4.1 and 4.2, and solve these
equations for γ1(`) and γ2(`), the Fourier modes of the two components of the
spurious shear. We then perform a discrete Fourier transform on both γ1(`) and
γ2(`) to obtain maps of spurious shear in real space on our 2048× 2048 maps.
4.3 Results and Discussions
We create 1000 realizations of spurious shear with the power spectrum as explained
above and add them to our 1000 realizations of shear maps in the fiducial cosmology
with source galaxies at zs = 2. The fiducial cosmology is the same as in Chapter 2
and Chapter 3 (See Table 2.1). The same ray-tracing procedure described in those
chapters to compute κ is used, and at the same time, γ1 and γ2 are computed in
each of the 2048 × 2048 pixels. We apply galaxy shape noise to each component
of the shear according to equations 2.1 and 2.2, with ngal = 30 arcmin
−2. To get
















































Figure 4.1: The fractional difference 〈∆N〉/〈N〉 in the peak counts of the aperture
mass caused by E mode or B mode spurious shear. The four panels from up to
down, left to right correspond to the cases of E mode, B mode, 10 times E mode
and 10 times B mode. Galaxy shape noise is applied with galaxy surface density
ngal = 30 arcmin
−2 at redshift zs = 2. The data points are averaged over 1000
realizations, and shown in shear bins of width ∆γt = 0.00175. Error bars are
estimated as the standard deviation of N , divided by 〈N〉 and √20000/12, scaled
to 20000 deg2 field case.
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an idea of the level of spurious shear relative to galaxy shape noise and lensing
signal, we compare here the power spectrum(P (`) ∗ ` ∗ (` + 1)/(2pi)) at ` = 2000
and get 5×10−8 for E mode, 10−4 for half of galaxy shape noise (assuming E-mode
and B-mode are equal in amplitude and uncorrelated for galaxy shape noise) and
2× 10−4 for cosmic shear. Note that the power spectrum of E-mode noise is very
small, only 0.1% of the power spectrum of both the cosmic signal and random
shape noise.
For each realization, we then compute the aperture mass as defined in § 4.2.1.
This provides us with 1000 realizations of aperture mass maps. Similar to the
procedure we used for convergence maps, we count the number of peaks with a
given height in the aperture mass maps, and see how large changes in peak counts
are caused by spurious shear.
Our main results are shown in Figure 4.1. E mode noise causes a change in the
peak counts in aperture mass maps much smaller than its statistical scatter in the
case of LSST. It does not create a statistically significant effect until it is 10 times
larger, i.e. γ1 and γ2 are increased by a factor of 10. As noted above, the level
of spurious shear is far lower (0.1%) than the level of galaxy shape noise and the
lensing signal. In the case of a 10 times larger E-mode noise, there is nevertheless
a decrease in the center of the peak distribution and a significant increase in both
tails, showing an effect of overall broadening. Interestingly, B mode noise creates
nearly zero effect on the aperture mass, even in the case when the noise is 10
times larger. Intuitively, this is because E mode spurious shear is more like the
lensing signal which is also E mode, contributing to a net tangential shear around
a point, while a typical B mode has a “swirling” pattern, and therefore it does not
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contribute much to the smoothed tangential shear1.
4.4 Conclusions
In this chapter, we create random realizations of spurious noise with the power
spectrum as quantified previously by the LSST collaboration [83], and add them
to our shear maps. We study the effect of spurious shear on the distribution of
aperture mass peaks. We find that B mode noise has nearly zero effect on the peak
counts. E mode noise has a non-negligible effect compared to random scatter only
when it is 10 times larger than the value estimated by the LSST collaboration.
Our work on this topic is not completed. We will address questions such as biases
on the cosmological parameters caused by spurious shear in future work.
1Graphs of a tangential pattern of a pure E mode shear and a “swirling” pattern of a pure B
mode shear can be found at http://mwhite.berkeley.edu/Lensing/Images/
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Chapter 5
Conclusions
In this thesis, we have found that weak lensing peaks, especially the numerous
peaks with low amplitudes, are sensitive to changes in cosmological parameters.
These peaks contain cosmological information that differs from that in a Gaussian
random field. We have shown that this information is non-degenerate with the
information contained in the power spectrum. Our results on the marginalized
errors in the three–dimensional parameter space of σ8, w, and Ωm suggest that weak
lensing peaks will become a useful cosmological probe — tightening constraints
by a factor of ∼ two compared to those from the traditional cosmic shear (i.e.
the power spectrum or correlation function) alone. We have found that the low-
amplitude peaks, which contain the majority of the cosmological information, are
very robust to an increase in the halo concentration. As a result, it may be
advantageous to use low peaks to constrain cosmology until baryonic effects are
better understood. We find that biases due to baryonic effects from the high-`
power spectrum (2000 < ` < 2 × 104) and from the high-amplitude peaks are
both very large, but are in different directions in the (w, σ8,Ωm) parameter space.
This has an important general implication: it suggests the possibility of “self-
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calibration”. While these are encouraging results, our work represents the first
steps in exploring the utility of lensing peaks, and has been highly idealized. We
have identified a number of limitations, which include having a limited set of
simulations in only 7 different cosmologies, a simplified treatment of source galaxies
and noise, as well as a “toy” baryonic model. Additionally, we haven’t addressed
many possible sources of experimental systematic errors. Much work remains to
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