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Abstract 
We give nearly optimal algorithms for matrix transpose on meshes with wormhole and XY 
routing and with a 1 -port or 2-port communication model. For an N x N mesh, where N = 3 ‘2” 
and each mesh node has a submatrix of size m to be transposed, our best algorithm takes 
about Nml3.27 time steps. The lower bound is Nmj3.414. While there is no previously known 
algorithm for matrix transpose on meshes with wormhole and XY routing, a naive algorithm, 
which is naturally adapted from the well-known Recursive Exchange Algorithm, has a complexity 
of about Nm. That is our best algorithm improves over the naive algorithm by about a factor of 
3.27, and is about a factor of 3.414/3.27 of the lower bound. 0 1998 Elsevier Science B.V. All 
rights reserved. 
Keywords: Matrix transpose; Mesh-connected computers; Wormhole routing 
1. Introduction 
Matrix transpose is a permutation frequently performed in linear algebra. It is useful 
in the solution of systems of linear equations by a variety of techniques. For instance, 
the solution of partial differential equations by the Alternating Direction Implicit (ADI) 
method is typically carried out by transposing the data between the solution phases in 
the different directions [6]. Another example where data transposition may be advan- 
tageous is the solution of Poisson’s problem by the Fourier Analysis Cyclic Reduction 
(FACR) method. The mesh is one of the most important parallel architectures. A num- 
ber of parallel computers with 2-dimensional or 3-dimensional mesh topology have 
been built. Examples of 2-dimensional mesh computers include the Intel Delta, the 
Intel Paragon, the Symult 2010, and the Victor of IBM. The MP-1 of Maspar contains 
a g-connected mesh topology. The J-machine developed at MIT has a 3-dimensional 
mesh topology and Cray T3D parallel system has a 3-dimensional torus topology. 
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Most newer generation hypercube and mesh parallel computers have replaced store- 
and-forward routing (of the first generation machines) by wormhole, circuit-switched, 
or virtual cut-through routing. While there are differences between wormhole, circuit- 
switched and virtual cut-through routings, they all can be modeled by the same form of 
complexity estimates when there is no congestion (see Section 2) [lo]. Another orthog- 
onal issue related to the routing policy is how the path is selected. In most existing mesh 
parallel computers, an oblivious routing is used in which the selection of the path is 
fixed independent of other messages. For instance, the most popular XY routing routes 
a message first along the X dimension and then along the Y dimension. Ordering the 
dimensions in this way ensures that the XY routing prevents deadlock (but it also loses 
adaptiveness). In this paper, we assume wormhole-like and XY routing on a mesh. 
We refer to k-port communication model as the case where each node can send 
to k neighbors and simultaneously receive from k neighbors (not necessary the same 
neighbors as the former ones) in one step. For wormhole-like routing with k-port model, 
we assume that each node in one step can originate at most k messages from it, receive 
at most k messages destinated for it, and allow any number of by-passing messages, 
as long as there is no congestion. Note that, for each node, the k ports originating the 
messages are not necessarily the same as the k ports receiving the messages as their 
final destination. We will consider both l-port and 2-port models in this paper. Even 
though each node in a mesh has up to 4 physical ports, concurrent communication on 
all 4 ports at the user’s software level effectively becomes l- or 2-port model due to 
typical high communication start-up time in software. 
Matrix transpose (in an abstract form) can be formed recursively as described in 
[2]. Stone [I l] gave algorithms for transposing matrix on shuffle-exchange networks. 
Nassimi and Sahni [9] gave algorithms for performing the class of Bit-Permute-Comple- 
ment operations, which include matrix transpose, on a mesh. Johnsson [4] and, inde- 
pendently, McBryan and Van de Velde [7] applied the Recursive Exchange Algorithm 
in [2] to hypercubes. Later, Johnsson and Ho [5] and, independently, Stout and Wagar 
[12] gave transpose algorithms on hypercubes with lower communication complexity 
for an all-port model. All the above algorithms assume store-and-forward routing. 
Matrix transpose algorithms on hypercubes with wormhole-like and e-cube rout- 
ing and a l-port model were given by Ho and Raghunath [3]. Transpose algorithm 
for meshes with wormhole-like routing was never explicitly considered before. (For 
a recent survey of collective communication in worn-mole-routed parallel computers, 
see [8].) One can, however, adapt the Recursive Exchange Algorithm in [2] or pre- 
vious mesh or hypercube algorithms to take advantage of wormhole-like routing and 
yield an algorithm, referred to as Algorithm 1, which is about a factor of 3.414 of 
the lower bound. In this paper, we also give three better algorithms, referred to as 
Algorithms 2, 3 and 4, respectively. Algorithm 2 improves over Algorithm 1 by about 
a factor of 2. Both Algorithms 1 and 2 assume a l-port model. Algorithms 3 and 
4, while requiring a 2-port model, improve over Algorithm 1 by about a factor of 3 
and 3.27, respectively. Note that recent work in [ 1, 131 has also looked into related 
problems with the wormhole routing. 
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Fig. 1. The group id of each node in an 8 x 8 mesh 
The rest of the paper is organized as follows. In Section 2, we define preliminaries 
including the Recursive Exchange Algorithm and the lower bound. We then present 
Algorithms 1, 2, 3 and 4 in Sections 3, 4, 5 and 6, respectively. Some remarks are 
concluded in Section 7. 
2. Preliminaries 
Consider a N x N mesh of N2 nodes each labeled with indices (i, j), 0 d i, j <N - 1, 
where node (i, j) denotes the node in row i and column j of the mesh. A diagonal of 
the mesh consists of all the nodes (i, j) with i-j = c for some integer 1 -N < c <N - 1. 
The main diagonal is the diagonal with i - j=O. A diagonal is a lower diagonal if 
i-j >O and is an upper diagonal if i-j ~0. For convenience, we define N (wraparound 
diagonal) groups for a given N x N mesh (or submesh) as follows. Group j, 0 6j <N, 
contains the set of nodes {(i, (i+ j) mod N) 1 VO < i <N}. In other words, every N nodes 
on the same diagonal line (in the wraparound sense) with respect to the submesh are in 
the same group. For example, Fig. 1 shows the group id of each node in an 8 x 8 mesh. 
In this paper, we assume a a-dimensional mesh of form N x N where N = 2” for 
algorithms 1, 2 and 3, and N = 3 . 2” for Algorithm 4. We consider algorithms for 
matrix transpose on the mesh with wormhole-like and XY routing and with a l-port 
or 2-port communication model. The matrix is assumed to be of size Mi x I&, where 
Mi and M2 are multiples of N, and is partitioned into N x N blocks with block (i, j), 
where 0 d i, j <N, being stored at mesh node (i, j). Thus, each node holds a submatrix 
of form Mi/N xM2/N. For convenience, let m =MIM2/N2 be the size of a submatrix 
allocated to each node. Thus, each node (i, j), where i fj, needs to exchange a message 
of size m with node (j, i), in order to form the transpose of the global matrix. For the 
purpose of complexity analysis, we consider only communication cost and ignore the 
local processing time (such as the local transpose time) as the latter is normally much 
smaller than the former. 
When there is no congestion, wormhole, circuit-switched and virtual cut-through 
routings (all referred to as wormhole-like routings in this paper) can be modeled by 
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Fig. 2. Recursive Exchange Algorithm on a 4 x 4 matrix. 
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Fig. 3. (a) First partition into 2 x 2 blocks. (b) Further partition of blocks 0 and 3 into 2 x 2 subblocks 
each. (c) The A, B blocks denote the remaining blocks which need to be transposed. 
the same form of complexity estimate as follows. To send a message of size m to 
a node which is d hops away when there is no congestion, the time estimate is 
r + 6(d - 1) f mt, where r is the initial start-up time (overhead), 6 is the start-up 
time for each additional hop, and tc is the data transfer time per data unit (say, matrix 
element). In most real machines, z is much larger than 6 [3, lo]. Also, when m is large, 
which is typically the case for solving real problems in scientific computing, the third 
term mt, will dominate. For convenience, we consider the third term only and drop tc 
in the complexity analysis in the paper. We use Ti(N,m) to denote the complexity of 
Algorithm i for transposing a matrix on an N xN mesh with m elements per node. 
Similarly, T&N,m) is used to denote the lower bound for the same thing. 
The well-known Recursive Exchange Algorithm (REA) [2] for transposing a matrix 
can be easily described as follows in an abstract form. Consider the matrix as 
partitioned into 2 x 2 blocks first. To transpose the matrix, one exchanges the upper- 
right block with the lower-left block and recursively applies the same algorithm to 
each of the four blocks until each block contains only one mesh node. Fig.2 shows the 
REA on a 4 x 4 matrix. For convenience, we will partition the mesh into 2 x 2 blocks 
(submeshes) and refer to the upper-let?, upper-right, lower-left and lower-right blocks 
as block 0, 1, 2 and 3, respectively, Fig. 3(a). Note that in the REA, each mesh node 
(i,j) in block 2 exchanges its message (local submatrix) with node (i - N/2, j + N/2) 
in block 1. For the purpose of adapting the REA to the algorithms introduced next, 
we will assume that the exchange operation is done such that each mesh node (i, j) in 
block 2 exchanges its message with node (j, i) in block 1. That is, after the exchange 
operation both blocks 1 and 2 are done with respect to the transpose operation. 
We have the following lower bound of matrix transpose on a mesh. 
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Lemma 1. 
N 
T~b(N,m)2--m. 
3.414 
(1) 
Proof. Consider the submesh in block 2 which contains N2/4 nodes. Each node in this 
block needs to send its message (of size m) into a node in block 1. The number of 
links leaving block 2 is N. Thus, at least a time of Nm/4 is required. The Nm/4 lower 
bound can be improved as follows. Consider the region that is below the diagonal, and 
consists of block 2, the nodes in the x rows immediately above block 2 and to the left 
of the diagonal, and the nodes in the x columns immediately to the right of block 2 and 
below the diagonal. There are N2/4 + xN - x(x + 1) nodes in that region, and N + 2x 
links leaving that region. Thus, at least [N2/4 + XN - x(x + l)]m/(N + 2x) time steps 
is required to send all the messages initially in that region to their destinations. We 
now derive x, as a function of N, trying to maximize the equation (the lower bound). 
Letting the derivative of the formula be 0, we get N2 - 2(2.x + l)N - 4x2 = 0, which 
has a root x = (v’m - N)/2. We then approximate the root by discarding 
the term 2N in the square root, and get x = (m - N)/2 = (fi - l)N/2. Take 
x = (a - l)N/2, and we have 
N2/4+xN -x(x+ l),, N 
Nt2X ’ ZiZrn. 
0 
3. Algorithm 1 
We now apply the Recursive Exchange Algorithm into an N x N mesh with 
wormhole-like and XY routing and with a l-port model to derive Algorithm 1. We fo- 
cus on the realization of the modified exchange operation between block 1 and block 2, 
i.e., (i,j) c-) (j, i) for all N/2 bi <N and O<j <N/2. That is T,(N,m) = T,,(N/2,m) 
+ Tl(N/2,m), where T,,(N/2, m) is the complexity of the exchange operation. This is 
because after such exchange the matrix transpose on an N x N mesh can be reduced 
to 2 matrix transpose problems, each on a disjoint N/2 x N/2 submesh, which can be 
performed concurrently and recursively. 
Consider the N/2x N/2 submesh of block 2. Note that it has N/2 groups within 
the submesh. We will schedule the message according to groups. The messages from 
all N/2 nodes in a group in block 2 can be routed to their respective destinations in 
block 1 collectively in m time steps, i.e., there is no congestion for transposing a group 
in block 2 to block 1 with respect to the XY routing. Similarly, the messages from 
every group of block 1 can be routed to their respective destinations in block 2 in m 
time steps without congestion. Furthermore, there is no congestion between these two 
types of communications. This is because the former type (block 2 to block 1) uses 
only east-bound and north-bound links, while the latter type (block 1 to block 2) uses 
only west-bound and south-bound links. Thus, the N/2 groups in block 2 can send 
their messages to corresponding nodes in block 1 in Nm/2 time steps, concurrently 
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Fig. 4. The scheduling of Algorithm 1 in tmnsposing a 16 x 16 mesh. 
with the N/2 groups in block 1 for sending out their messages to block 2. That is 
Te,(N/2,m)=Nm/2. From Tl(N,m)=T,,(N/2,m) + T,(N/2,m) and T,(l,m)=O, it is 
easy to derive that 
T](N,m)=(N - l)m. (2) 
Fig. 4 gives an example of the scheduling based on Algorithm 1 for a 16 x 16 mesh. 
The algorithm is about a factor of 3.414 of the lower bound. 
4. Algorithm 2 
We now describe Algorithm 2 which improves over Algorithm 1 by about a factor 
of 2. This is done by reducing the time of the exchange operation (i.e., T,,(N/2,m)) 
to roughly half, by using both XY routes and YX routes concurrently. As before, we 
concentrate on the routing required from block 2 to block 1. Note that in Algorithm 1, 
each group in block 2 uses only horizontal links below the diagonal line (of the entire 
mesh) and vertical links above the diagonal line. If the routing of the mesh is changed 
to YX, then each group uses only vertical links below the diagonal line and horizontal 
links above the diagonal line. Clearly, the paths used by block 2 to block 1 with 
XY routing are disjoint with those with YX routing. Furthermore, an YX route can 
be simulated by two XY routes, by splitting the route from node (i,j) to node (j,i) 
into two straight paths: one from (i,j) to (j,j) followed by another from (i,j) to 
(j,i). Note that the former path takes only vertical route and the latter one takes only 
horizontal route, thus each follows the XY routing policy of the mesh. Furthermore, 
for k groups taking the YX routes, we can pipeline them without congestion such that 
they take a total of (k + 1)m time steps. 
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Fig. 5. The scheduling of Algorithm 2 in transposing a 16 x 16 mesh 
We are now ready to describe the exchange operation in Algorithm 2. First, the N/2 
groups in block 2 is partitioned into two sets of N/4 groups each. Then, half of the 
groups take the XY routes in Nm/4 time steps. Another half of the groups take the 
YX route, simulated by two XY routed and pipelined between groups, which takes 
(N/4 + 1)m time steps. Thus, T,,(N/2,m) = (N/4 + 1)m. 
From T2(N, m) = T,,(N, m)+ T2(N/2, m) and T2(4, m) = 2m, we can derive Tz(N, m) = 
((N/2) + n - 1)m. Notice that the pipelining between groups for the YX route can 
actually be applied between the phases of the algorithm as well. As a result, we can 
effectively treat T,,(N/2, m) = Nm/4 in the recursion Tz(N, m) = T,,(N/2, m)+Tz(N/2, m). 
The basis of the recursion is T2(4, m) = 2m, which can “cover” the pipeline delay ig- 
nored in the last recursion step T,,(4,m). Thus, we can derive the complexity as 
follows: 
Tz(N,m) = N$. (3) 
Fig. 5 gives an example of the scheduling based on Algorithm 2 for a 16 x 16 mesh. 
The message originated from a mesh node labeled i (respectively, i’) will be routed 
along an XY (respectively, YX) route at round i, where each round takes m time steps. 
The complexity of Algorithm 2 improves over that of Algorithm 1 by about a factor 
of 2 and is about a factor of 3.41412 of the lower bound. 
5. Algorithm 3 
In this section, we present Algorithm 3 which takes about NmJ3 time steps, and 
is about a factor of 3.414/3 of the lower bound. Recall that Algorithm 3 assumes a 
2-port model. We first give a brief description of the algorithm. Consider the mesh 
as been partitioned into 2 x 2 blocks and labeled according to Fig. 3(a) as before. For 
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Fig. 6. (a) Transpose of a group in block 2 using XY routing. (b) Transpose of a group in block 2 using 
YX routing. (c) Transpose of a group in block 10 using YX routing. (d) Transpose of a group in block 6 
using XY routing. (e) Transpose of a diagonal in block 4 using XY routing. (f) Transpose of a diagonal in 
block 11 using YX routing. 
blocks 0 and 3, we further partition each of them into 2 x 2 subblocks and labeled 
these subblocks as in Fig. 3(b). In Algorithm 3, we will first realize the transpose for 
the following blocks concurrently in about Nm/4 time: 
block 2 *block 1; block 6 H block 5; 
block 10 ++ block 9; block 4; 
block 11. (4) 
After this, only two remaining blocks (blocks 7 and S), each of size N/4 xN/4, need 
to be transposed, each within itself. Simply recursing above process in blocks 7 and 8, 
in parallel, we have T,(N, m) = T,,(N/2, m)+ T3(N/4, m) where T,,(N/2, m) is the time 
required to realize the transpose of blocks denoted by Eq. (4). 
We now derive Ttxp(N/2,m). First, we list a few observations. 
(1) With XY routing, each group in block 2 uses only horizontal links below the 
diagonal line and uses only vertical links above the diagonal links (e.g., Fig. 6(a)). 
(2) With YX routing, each group in block 2 uses only vertical links below the diagonal 
line, and uses only horizontal links above the diagonal links (e.g., Fig. 6(b)). 
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Fig. 7. The scheduling of Algorithm 3 in transposing a 16 x 16 mesh. 
With YX routing, each group in block 10 uses only vertical links below the diag- 
onal line and uses only horizontal links above the diagonal line (e.g., Fig. 6(c)). 
With XY routing, each group in block 6 uses only horizontal links below the 
diagonal line and uses only vertical links above the diagonal line (e.g., Fig. 6(d)). 
With XY routing, each lower diagonal in the lower half of block 4 uses only 
horizontal links below the diagonal line and uses only vertical links above the 
diagonal line (e.g., Fig. 6(e)). 
With YX routing, each lower diagonal in the lower half of block 11 uses only 
vertical links below the diagonal line and uses only horizontal links above the 
diagonal line (e.g., Fig. 6(f)). 
It is clear that there is no congestion. Thus, the transpose can be performed for 
two groups of block 2, one group of block 6, one group of block 10, one diagonal 
of block 4, and one diagonal of block 11, concurrently, which takes at most ((N/4) 
+ 1)m time steps. Note that the transpose for blocks 2, 6, 10, and the lower halves 
of blocks 4 and 11 uses only east-bound and north-bound links. Similar route and 
scheduling can be derived (due to the symmetric property) to transpose blocks 1, 5, 
9, and the upper halves of blocks 4 and 11 such that they use only west-bound and 
south-bound links and such that they finish in the same time complexity. Thus, we 
have Ttxr,(N, nz) = ((N/4) + 1)m and Ts(N, m) = TtxP(N, m) + rs(N/4, m). By applying 
pipelining also between phases of the algorithm, as in the case of Algorithm 2, one 
can treat TtxP(N, m) = Nm/4 in the recursion. 
There are two bases for the recursion: Ts(4, m) = 2m and Ts(2, m) = m. From these, 
we can derive 
if N is a power of 4, 
otherwise. 
(5) 
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Fig. 7 gives an example of the scheduling based on Algorithm 3 for a 16 x 16 mesh. In 
this example, it takes a total of 6 routing steps (step O-5) because the nodes marked 4’ 
use YX routing and need 2 routing steps to complete. The complexity of Algorithm 3 
improves over Algorithm 1 for about a factor of 3 and is about a factor of 3.41413 of 
the lower bound. 
6. Algorithm 4 
In this section, we present Algorithm 4 that takes about (N/3.27 + 3 log N)m time 
steps. The algorithm will be more efficient than Algorithm 3 when N is large. For 
simplicity, we assume N = 3 .2” for some positive integer II. 
Algorithm 4 runs in two phases. The first phase does the same as what is done in 
the first (N/4 + 1)m time steps of Algorithm 3. Note that the first phase reduces the 
matrix transpose problem on a N x N matrix into two matrix transpose problems, each 
on a N/4x N/4 submesh, which will be solved in the second phase (see Fig. 3(c)). 
In the second phase, we perform a recursive procedure on each of the two N/4 x N/4 
submeshes. The recursive procedure on a M xA4 matrix will take (M/6 + 6)m time 
steps to reduce the matrix transpose problem to four matrix transpose problems, each 
on a M/4 x M/4 matrices, which are solved recursively, in parallel. Let Tex(A4,m) de- 
note the time for the recursive procedure to transpose an A4 xA4 matrix. Thus, we 
have T,(N, m) < T,,(N/4, m) + (N/4 + 1 )m. We next show that T,,(M, m) G T,,(M/4, m) 
+ (M/6 + 6)m. This will imply that T,,(M,m)6(2M/9 + 3 logM)m, and hence imply 
that T,4(N, m) < (N/3.27 + 3 log N)m. 
Note that we will use a N x N mesh to solve two matrix transpose problems, 
each on a N/4 x N/4 submesh. Let A4 = N/4. Let A and B denote the two M xM 
submesh on which we need to perform transpose, where A consists of nodes (i, j) 
with N/4 <i, j <N/2 - 1, and B consists of node (i, j) with N/2 <i, j <3N/4 - 1 (see 
Fig. 3(c)). We next explain how to perform the transpose on A. We perform the 
transpose on B, similarly in a symmetric manner. 
To perform the transpose on A, we partition A into 10 blocks and label the 10 
blocks as in Fig. 3(b). We first perform the transpose for the following blocks in 
(M/6+ 6)m time steps: block 2 c+ block 1, block 6 c) block 5 and block 10 c) block 9. 
The transpose on blocks 4, 7, 8 and 11 are performed recursively. (Note that the to- 
tal width of blocks 4,7,8 and 11 is M. Our recursive procedure requires that the 
total width of remaining blocks does not increase.) To perform the transpose for 
block 2 H block 1, block 6 * block 5, and block 10 c--f block 9, we partition the mesh 
into two halves U and L, where U consists of nodes (i, j) with either 0 < i < 7N/16 - 1 
and O<jdN- 1 or 7N/16Gi69N/16- 1 and O<j<N/2- 1, and L consists of nodes 
(i,j) with either 7N/16<i<9N/16 - 1 and N/2<j<N - 1 or 9N/16<i<N - 1 and 
0 B j 6 N - 1. Note that U contains A and L contains B. We will perform the transpose 
for block 2 ++ block 1, block 6 c) block 5, and block 1Ott block 9 of A within U. 
(Symmetric operations for B are performed within L.) 
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Fig. 8. (a) XYXYX routing path from block 2 to block 1; (b) XYXY routing path from block 6 to block 
5; (c) YXYXYX routing path from block 10 to block 9. 
For simplicity, we count the time for a node to send a message of m bytes with 
XY wormhole routing as one routing step. We will show that the transpose for block 
2 ++ block 1, block 6 +-+ block 5, and block 10 ++ block 9 of A, can be performed in 
M/6 + 6 routing steps, using only the nodes and links in U, as described next. 
Perform the transpose between blocks 2 and 1 in M/6 + 6 routing steps. This is 
done by performing the transpose for three groups concurrently, one via XY routing 
paths, one via YX routing paths, and one via XYXYX routing paths. If a node 
(i,j) in block 2 send its message to node (j, i) in block 1 via XYXYX routing 
path, it will do the following three routing steps: (1) node (i,j) sends its message 
to node (j - M, j - M), (2) node (j - M, j - M) then forwards that message to 
node (j,j + 2M), and (3) node (j,j + 2M) finally forwards the message to node 
(j,i). See Fig. 8(a) for an illustration. The same XYXYX routing path, but in 
the opposite direction, is used to send a message from node (j, i) to node (Lj). 
A congestion-free realization of this step will be given later. 
Perform the transpose between blocks 6 and 5 in M/8 + 4 steps. This is done by 
performing the transpose for two groups concurrently, one via XY routing paths 
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Fig. 9. The upper part illustrates the routing paths for the transpose of the following blocks of A: block 2 
u block 1, block 6 - block 5, and block 10 cf block 9. 
3. 
from block 6 to block 5 and the other via XYXY routing paths from block 6 to 
block 5. Note that if a node (i,j) in block 6 send its message to node (j,i) via 
XYXY routing path, it will send its message to node (j -M/4, j -M/4), and node 
(j - M/4, j - M/4) will then forward that message to node (j, i). See Fig. S(b) for 
an illustration. The same routing path, but in opposite direction, is used to send 
message from node (j, i) to node (i, j). A congestion-free realization of this step 
will be given later. 
Perform the transpose between blocks 10 and 9 in M/8 + 6 steps. This is done by 
performing the transpose for two groups concurrently, one via YX routing paths 
from block 10 to block 9 and the other via YXYXYX routing paths from block 10 
to block 9. Note that if a node (i, j) in block 10 send its message to node (j, i) in 
block 9 via YXYXYX routing path, it will do the following four routing steps: (1) 
node (i, j) sends its message to node (i + M/4, j), (2) node (i + M/4, j) forwards 
that message to node (j -M, j -M), (3) node (j--M, j -M) forwards that message 
to node (j, j + 2M), and (4) node (j, j + 2A4) finally forwards that message to 
node (j, i). See Fig. 8(c) for an illustration. The same routing path, but in opposite 
direction, is used to send message from node (j, i) to node (i, j). A congestion-free 
realization of this step will be given later. 
The possible routing paths used to perform the transpose for block 2 c-) block 1, 
block 6 ++ block 5, and block 10 *block 9 of A are illustrated in Fig. 9. Note that 
there is no congestion outside A because of the following. 
The M/2 XYXYX routing paths from block 2 to block 1 use the vertical links of 
columns 0 to M/2 - 1, the horizontal links of rows 0 to M/2 - 1, and the vertical 
links of columns 3M to 7M/2 - 1. The same links are used as the M/2 XYXYX 
routing paths from block 1 to block 2. 
The M/4 XYXY routing paths from block 6 to block 5 use the vertical links of 
columns 3A4/4 to A4 - 1 and the horizontal links of rows 3A4/4 to M - 1. The same 
links are used as the M/4 YXYX routing paths from block 5 to block 6. 
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3. The M/4 YXYXYX routing paths from block 10 and 9 use the horizontal links of 
rows N/2 to NJ2 + M/4 - 1, the verticals links of columns M/2 to 3M/4 - 1, the 
horizontal links of rows M/2 to 3M/4 - 1, and the vertical links of columns 7M/2 
to 15M/4 - 1. The same links are used as the M/4 XYXYXY routing paths from 
block 9 to block 10. 
We next explain the message routing inside A. 
We first explain how to perform the transpose between block 2 and block 1 in 
M/6 + 6 routing steps. Note that each of blocks 2 and 1 consist of M/2 groups. We 
will perform the transpose for three groups concurrently, one via XY routing paths, 
one via YX routing paths, and the other via XYXYX routing paths as illustrated in 
Fig. 8(a). 
Notice that both the XYXYX routing paths from block 2 to block 1 and the YX 
routing paths from block 1 to block 2 use the right-to-left direction of the horizontal 
links in block 2, and that both the XY routing paths from block 2 to block 1 and the 
XYXYX routing paths from block 1 to block 2 use the left-to-right direction of the 
horizontal links in block 2. Congestion can occur in the horizontal links of block 2 
among above routing paths. Similarly, congestion can occur in the horizontal links of 
block 1. We next give a routing schedule that avoids possible congestion, and performs 
the transpose in M/6 + 6 routing steps. 
Label the M/2 groups of block 2 as illustrated in Fig. 1. Label the M/2 groups of 
block 1 so that node (i,j) in block 1 has the same label as node (j,i) in block 2, i.e. the 
matrix formed by the labels of nodes in block 2 is the transpose of the matrix formed by 
the labels of nodes in block 1. The transpose between blocks 2 and 1 is to exchange 
the messages between nodes of the groups with the same label. We cluster the M 
groups into 3 clusters Cs={group 3i(O<itM/6}, Cl ={group 3if 1 IO<i<M/6}, 
and Cz = {group 3i + 2 ) 0 <i <M/6}. The transposes for groups in Co, Cl and Cz are 
performed with XYXYX routing, XY routing, and YX routing, respectively. The main 
idea of the schedule is as follows. 
At the kth routing step, for k = 1,2,. . . ,M/6 + 3, the following operations are per- 
formed concurrently: 
1. Node (i,j) in group 3(k-2), if existing, of block 2, resp. block 1, sends its message 
to nodes (j - M, j -M), resp. node (j -M, j + 2M), which will then be forwarded 
to node (j, 2M + j), resp. node (i, j - M), and finally forwarded to node (j, i), in 
the next two routing steps. 
2. Node (i, j) in group 3(k - 4) + 1, if existing, of block 2 and block 1 sends its 
message to node (j,i). 
3. Node (i, j) in group 3(k - 1) + 2, if existing, of block 2 and block 1 sends its 
message to node (j, j) which will then forward message to node (i, j) in the next 
routing step. 
4. Note that an YX routing is realized by 2 XY routing steps, and an XYXYX routing 
is realized by 3 XY routing steps. Consequently, at the time step k, nodes (i, j) in 
groups 3(k - 4), 3(k - 4) + 1 and 3(k - 2) + 2 will receive messages originated 
from nodes (j, i). 
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Fig. 10. The extra routing steps for block 1 and block 2. 
Notice that above process is not congestion-free. Congestion occurs in the horizontal 
links of block 1 and block 2. We next explain how to eliminate the congestion. Consider 
the message passing taking place in block 2. Group 3(k - 4) and group 3(k - 4) + 1 
at routing step k use the left-to-right direction of of the horizontal links of block 2 to 
receive and send, respectively, messages from/to block 1. This results in congestion 
that resides in no more than 3(k-4)+ I-3(k-4) = 1 row. To eliminate the congestion, 
we force the node of group 3(k - 4) + 1 in that row not to send its message, i.e. no 
more than one node of group 3(k - 4) + 1 will not send its message at routing step k. 
For example, at that fourth routing step, group 0 in block 2 receive messages from 
block 1, and group 1 in block 2 send messages to block 1. Congestion occurs in the 
left-to-right horizontal link of the first row of block 2. Thus the node of group 1 in 
the first row will not send its message at this step. Similarly, congestion can occur 
in the right-to-left direction of the horizontal links of block 2. Note that, at the kth 
routing step, both group 3(k - 2) and group 3(k - 2) + 2 use the right-to-left direction 
of the horizontal links of block 2 to send and receive, respectively, messages to/from 
block 1. Congestion occurs in two rows. To eliminate the congestion, we force the 
nodes of group 3(k - 2) + 2 at those two rows not to receive messages, and hence 
force their corresponding nodes in group 3(k - 2) + 2 of block 1 not to send their 
messages at routing step k - 1. Let Gi and G2 denote the set of nodes in cluster Ci and 
C2, respectively, which do not send their messages in order to eliminate congestion. 
(see Fig. 10 for an illustration). Note that we can schedule all the nodes in G2 to send 
their messages to their main diagonaZ with horizontal link, then to their destinations 
with one YX routing (which takes two routing steps), and all the nodes in Gi to send 
their messages with XYXYX routing steps (which takes three routing steps). Thus, the 
transpose between block 2 and block 1 can be performed in M/6 + 3 + 3 =M/6 + 6 
routing steps. 
Fig. 11 gives a schedule of the first M/6+3 steps for M/6 = 5. In Fig. 11, x’, resp. g, 
denotes a rightward, resp. leftward, horizontal routing path, and YT, resp. Yl, denotes 
an upward, resp. downward, vertical routing path. 
We thus have the following lemma. 
Lemma 2. The transpose between block 2 and 1 can be performed in M/6+6 routing 
steps. 
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(a) block 2 
(b) block I 
Fig. 11. A routing schedule of the first M/6 + 3 steps, where A4 = 30, for transpose between block 2 and 
block 1. Entry (i, j) denotes the type of the routing path that messages in group j traverse at routing step i. 
We next explain how to perform the transpose between blocks 6 and 5 in M/8 + 4 
routing steps. We will perform the transpose for two groups concurrently, one via XY 
routing paths from block 6 to block 5 and the other via XYXY routing paths from 
block 6 to block 5 as illustrated in Fig. 8(b). A node (i, j) in block 6 will send its 
message to node (j,i) with XY routing or XYXY routing, and node (j, i) will send 
its message to node (i, j) with YX routing or YXYX routing. Note that there is no 
congestion between the routing paths for the transpose for blocks 2 and 1, and the 
routing paths for the transpose between blocks 6 and 5 since the former uses only the 
vertical links below the main diagonal and the horizontal links above the main diagonal, 
but the latter uses only the vertical links above the main diagonal and the horizontal 
links below the main diagonal. We next present a routing schedule that performs the 
transpose between blocks 6 and 5 in M/8 + 4 routing steps. 
Notice that the routing paths used by the transpose between blocks 6 and 5 form 
two loops: one clockwise loop that consists of the XYXY routing paths from block 6 
to block 5 and the YX routing paths from block 5 to block 6, and one counterclock- 
wise loop that consists of the XY routing paths from block 6 to block 5 and the 
YXYX routing paths from block 5 to block 6. We thus can partition the nodes into 
two clusters, and perform the transpose for each cluster in one direction of the loop. 
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The details are as follows. Label the M/4 groups of blocks 6 and 5 as we label blocks 
2 and 1. We cluster the M/4 groups into two clusters: Ci = {group 2i 10 <i<M/8}, 
C, = {group 2i + 1 1 Odi<M/8}. In block 6, the groups in cluster Ci send their mes- 
sages along 2 Y t? YJ paths, and the groups in Cz send their messages along 2 Yt 
paths. In block 5, the groups in cluster Cl send their messages along Y & paths, 
and the groups in C, send their messages along Y.T.% Y$ paths. The details of the 
schedule is as follows: 
At the kth step, for k = 1,2,. . . , M/S + 1, the following operations are performed 
concurrently: 
1. Node (i,j) in group 2(k- I), if existing, of block 5 sends its message to node (j,j) 
which will then forward that message to node (j,i) in the next routing step. 
2. Node (i,j) in group 2(k - 2), if existing, of block 6 sends its messages to node 
(j - M/4, j - M/4) which will then forward that message to node (j, i) in the next 
routing step. 
3. Node (i, j) in group 2(k - 1) + 1 of block 6 sends its message to node (j, i) in one 
routing step. 
4. Node (i,j) in group 2(k - l)+ 1 of block 5 sends its message to node (i-M/4, j). 
The message will then be forwarded to node (j, i - M/4), and finally forwarded to 
node (j, i), in the next two routing steps. 
5. Consequently, nodes (i, j) in groups 2(k - 2) and 2(k - 3) + 1 of blocks 6, and in 
groups 2(k - 3) and 2(k - 1) + 1 of block 5, will receive messages from nodes (j, i) 
at time step k. 
In order to avoid congestion, we force four nodes in each group of block 5 not 
to send their messages in the first M/8 + 2 routing steps (the analysis is similar to 
what happens in the transpose between block 2 and block 1). Note that those nodes 
can send their messages to their destinations in two extra routing steps. Thus, we can 
perform the transpose between blocks 6 and 5 in M/8 + 4 routing steps. Fig. 12 gives 
a schedule of the first M/8 + 2 steps for M/8 = 4. 
Lemma 3. The transpose between blocks 6 and 5 can be performed in M/8 +4 routing 
steps. 
Since the routing paths used to perform the transpose between blocks 10 and 9, i.e., 
the YXYXYX and YX paths from block 10 to block 9 and the XYXYXY and XY 
path from block 9 to block 10, form two loops, one in each direction. Similar to the 
transpose between blocks 6 and 5, we can perform the transpose between blocks 10 
and 9 in M/8 + 6 steps. We thus have the following lemma. 
Lemma 4. The transpose between blocks 10 and 9 can be performed in M/8 + 6 
routing steps. 
Lemma 5. T,,(M,m)d T,,(M/4,m) + (M/6 + 6)m, and hence T&Wm)G(2M/9 + 3 
1ogM)m. 
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(a) block 6 
(b) block 5 
Fig. 12. A routing schedule of the first M/S + 2 steps, where M = 32, for transpose between block 6 and 
block 5. Entry (ii) denotes the type of the routing path that messages in group j traverse at routing step i. 
Proof. It is clear from above discussion that there is no congestion among the transpose 
for the following blocks of A: 
block 2 ++ block 1; block 6 H block 5; 
block 10 H block 9. (6) 
Thus, in max{M/6 + 6,M/8 + 4,M/8 + 6) routing steps, the transpose on A is re- 
duced to the transpose on four M/4 x M/4 meshes, using the nodes and links in U. 
(Recall that M = N/4.) In the same number of routing steps, the transpose on B can 
be reduced to to the transpose on four M/4 x M/4 meshes, using the nodes and links 
in L. We then perform the transpose on the eight M/4 x M/4 submeshes, recursively. 
Each recursive call on each M/4 x M/4 submesh of A requires M/4 columns of nodes 
left to it, M/4 rows of nodes above it, M/4 columns of nodes right to it, and M/16 
rows of nodes below it. Similarly (in a symmetric sense), each recursive call on each 
M/4 x M/4 submesh of B requires M/4 columns of nodes right to it, M/4 rows of 
nodes below it, M/4 columns of nodes left to it, and M/16 rows of nodes above it. 
Note that this does not cause any problem since we are using a 4M x 4M mesh to 
solve the eight M/4 x M/4 problems. Note that the total width of the eight M/4 x M/4 
submeshes is 2M that does not increase the total width of A and B. We can always 
assign links to the routing paths that are outside those submeshes, in a way simi- 
lar to what we have done for A and B, so that there is no congestion among them. 
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Thus, we have T,,(M, m) d T,,(M/4, m) + (M/6 + 6)m. By simple calculation, we have 
T,,(M, m) < (2M/9 + 3 1ogM)m. 0 
We therefore have the following theorem. 
Theorem 1. TJ(N, m) d (& + 3 log N)m. 
7. Concluding remarks 
We have presented four algorithms for matrix transpose on an N x N mesh with 
wormhole-like and XY routing. Algorithm 2 improves over the naive algorithm, 
Algorithm 1, by about a factor of 2 and assumes a l-port communication model. Algo- 
rithm 3 and 4 improve over Algorithm 1 by about a factor of 3 and 3.27, respectively, 
but require a 2-port model. It should be noted that the only nodes that need the 2-port 
model capability in Algorithm 3 are all nodes, but nodes (0,O) and (N - 1, N - 1 ), 
along the main diagonal line, i.e., nodes {(i, i) 1 ‘v’l < i <N - 2). This is needed in 
emulating a YX route by two XY routes. Thus, if the user can choose between the 
XY and YX routes for each node and both routings are supported in hardware, then 
Algorithm 3 can also be implemented in a l-port model. Algorithm 4 is more efficient 
than Algorithm 3 for large N and the break-even point is about N = 1024. 
To derive the complexity with the start-up time r and the data transmission rate tC, 
one simply replaces m in the complexities of the 4 algorithms by (Z + mt,). Note 
that for Algorithms 2, 3 and 4, one presumably can pipeline at the level of elements 
in a message, as opposed to that of messages between nodes of different groups, in 
communication along the same route. This will slightly improve their complexities for 
Algorithms 3 and 4. For instance, when N is a power of 4, the base case Ts(4,m) 
for Algorithm 3 can be reduced to m + 1 instead of 2m, which yields Tx(N, m) = (N 
- l)m/3 + 1. However, such level of pipelining will increase the number of start-up 
time, when the start-up time is also taken into account. 
Throughout the paper, we have implicitly assumed that each node can somehow 
comply to the globably assigned schedule to avoid the message congestion. There are 
at least three approaches in implementing the 4 algorithms on an asynchronous mesh. 
One is to perform a global synchronization before the matrix transpose, then some 
appropriate amount of idle time is inserted to respective nodes before sending out their 
messages. Another approach is to add explicit synchronization messages to control the 
initiation of real messages. It is possible to do so such that the term for tc in the overall 
communication complexity remains unchanged and the term for z is increased only by 
a very small constant factor. Another approach is not to do any explicit synchronization 
and scheduling at all. Instead, each non-diagonal node (i,j) assigned with XY route 
simply sends to and receives from its transposed node (j, i). Each non-diagonal node 
(i,j) assigned with YX route simply sends to an intermediate diagonal node (j,j) and 
receives from another intermediate diagonal node (i,i) for the message originated from 
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node (j, i). Each diagonal node (j,j) simply performs receive-from-any-source as many 
times as required by the algorithm. Upon receiving a message, it detects the source of 
the message, say (i,j), and forwards the message to node (j,i), the transpose of the 
source node. It can be shown that, due to the special communication pattern of matrix 
transpose and certain property of our algorithms, Algorithms l-3 can be implemented 
using the last approach such that our complexity analysis still holds for any scenario. 
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