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EIGRP: es una versión mejorada del IGRP. La misma tecnología de vectores de 
distancia que se encuentra en el IGRP también se utiliza en el EIGRP, y la 
información de distancia subyacente permanece inalterada. Las propiedades de 
convergencia y la eficiencia operativa de este protocolo han mejorado 
significativamente. Esto permite mejorar la arquitectura, manteniendo al mismo 
tiempo la inversión existente en el IGRP.(Cisco) 
 
LACP: es un protocolo de agregación de enlaces etherchannel, que basicamente 
nos permite unir varios puertos fisicos en un puerto logico, una de sus ventajas es 
que permite la compatibilidad con dispositivos de otros proveedores diferentes a 
Cisco. (cisco) 
 
OSPF: es un protocolo de direccionamiento de tipo enlace-estado, desarrollado 
para las redes IP y basado en el algoritmo de primera vía más corta (SPF). OSPF 
es un protocolo de pasarela interior (IGP).En una red OSPF, los direccionadores o 
sistemas de la misma área mantienen una base de datos de enlace-estado idéntica 
que describe la topología del área.(IBM) 
 
PAgP: (Port Aggregation Protocol) es un protocolo propietario de Cisco. Los 
paquetes son intercambiados entre switch a través de los enlaces configurados para 
ello.Para que se forme el EtherChannel los dos puertos han de estar configurados 
de manera idéntica. Por ello para evitar conflictos de configuración se aconseja 
realizar cualquier cambio sobre la interfaz EtherChannel, de esta manera el cambio 
afectará a todos los miembros. 
VTP: El VLAN Trunk Protocol (VTP) reduce la administración en una red de switch. 
Al configurar una VLAN nueva en un servidor VTP, se distribuye la VLAN a través 
de todos los switches del dominio. Esto reduce la necesidad de configurar la misma 
VLAN en todas partes. VTP es un protocolo de propiedad de Cisco que está 










El presente trabajo  expone el desarrollo de dos escenarios que abarcan temas muy 
importantes como el enrutamiento dinámico con protocolos OSPF e IGRP, tambien 
se presenta un escenario con establecimiento de canales etherChannel bajo los 
protocolos  LACP y PagP, tambien se implementa VTP, con este desarrollo práctico 
se logra la integración de éstas tecnologías las cuales están presentes en entornos 
empresariales y de campus, allí se detallan el paso a paso con los respectivos 
comandos empleados y las configuraciones adecuadas de acuerdo al 
planteamiento de cada situación  
 









This paper presents the development of two scenarios that cover very important 
issues such as dynamic routing with OSPF and IGRP protocols, also presents a 
scenario with etherChannel establishment under the protocols LACP and PagP, VTP 
is also implemented, with this practical development is achieved integration of these 
technologies which are present in business environments and campus, there are 
detailed step by step with the respective commands used and appropriate 











El desarrollo práctico de los siguientes escenarios nos ayudan a profundizar 
conceptos y mejorar nuestras habilidades en la administracion de redes bajo 
aspectos avanzados del CCPN los cuales nos permiten ubicarnos en entornos 
reales para los cuales como ingenieros debemos estar preparados y conscientes de 
la forma en que dia a dia estas tecnologias evolucionan, para llevar a cabo este 
desarrollo se hace uso de herramientas como: GNS3 y Packet tracer los cuales 
permiten simular los entornos planteados. 
 
Escenario 1: en este escenario se desarrolla la implementación de una red con 
enrutamiento dinámico, para ello se usa el protocolo OSPF bajo el área 5 y se 
integra con EIGRP con instancia 15, se pretende hacer que los dos protocolos se 
integren y se haga la distribucion de rutas de tal manera que se garantice la 
conectividad de extremo a extremo de una manera mas fácil de administrar. 
 
Escenario 2: se aprecia una estructura Core con dipositivos switches de capa 3 y 
capa 2, para llevar a cabo se usan la implementación de etherchannel de capa3 
adicional se implementan servidores VTP los cuales permiten la administración de 
VLAN de manera eficaz, permitiendo reducir gastos operacionales y en la  reduccion 







1. ESCENARIO 1 
 
Figura 1. Diagrama de red (software GNS3 v 5.12.0) 
 
Fuente: Autoria propia 
 




Dispositivo Interface Direccion Ip Mascara de Subred















a. Aplique las configuraciones iniciales y los protocolos de enrutamiento para 
los routers R1, R2, R3, R4 y R5 según el diagrama. No asigne passwords en 
los routers. Configurar las interfaces con las direcciones que se muestran en 
la topología de red.  
 
Configuración router R1 
Configuración basica Router 1 
R1#enable 
R1#configure terminal 
Enter configuration commands, one per line.  End with CNTL/Z. 
R1(config)#hostname R1 
R1(config)#no ip domain-lookup 
R1(config)#line con 0 
R1(config-line)#loggin synchronous 
R1(config-line)#exec-timeout 0 0 
R1(config-line)#end 
R1#copy run star 
Configuración de direccionamiento en Router R1 
R1#configure terminal 
Enter configuration commands, one per line.  End with CNTL/Z. 
R1(config)#interface s1/0 
R1(config-if)#ip addres 10.113.12.1 255.255.255.0 
R1(config-if)#clock rate 128000 
R1(config-if)#no shutdown 
 
Configuración del protocolo de enrutamiento OSPF en Router R1 
R1#configure terminal 
R1(config)#router ospf 1 
R1(config-router)#router-id 1.1.1.1 
R1(config-router)#network 10.113.12.0 0.0.0.255 area 5 
R1(config-router)#exit 
R1(config)#end 






Configuración basica Router R2 
R2#enable 
R2#configure terminal  
Enter configuration commands, one per line.  End with CNTL/Z. 
R2(config)#hostname R2 
R2(config)#no ip domain-lookup 
R2(config)#line con 0  
R2(config-line)#loggin synchronous 
R2(config-line)#exec-timeout 0 0 
R2(config-line)#exit 
 
Configuración de direccionamiento en Router R2 
 
R2(config)#interface s1/0 
R2(config-if)#ip addres 10.113.12.2 255.255.255.0 
R2(config-if)#no shutdown 
R2(config-if)#interface s1/1                      
R2(config-if)#ip addres 10.113.13.1 255.255.255.0  
R2(config-if)#no shutdown                         
R2(config-if)#end 
 
Configuración del protocolo de enrutamiento OSPF en Router R2 
 
R2(config)#router ospf 1 
R2(config-router)#router-id 2.2.2.2 
R2(config-router)#network 10.113.12.0 0.0.0.255 area 5 








Enter configuration commands, one per line.  End with CNTL/Z. 
R3(config)#hostname R3 
R3(config)#no ip domain-lookup 
R3(config)#line con 0 
R3(config-line)#loggin synchronous 






Configuración de direccionamiento en Router R3 
R3(config)#interface s1/1 
R3(config-if)#ip addres 10.113.13.2 255.255.255.0 
R3(config-if)#clock rate 128000 
R3(config-if)#no shutdown 
R3(config-line)#exit 
R3(config-if)#interface s1/0                      
R3(config-if)#ip addres 172.19.34.1 255.255.255.0 
R3(config-if)#no shutdown                         
R3(config-if)#exit 
Configuración del protocolo de enrutamiento OSPF en Router R3 
R3(config)#router ospf 1 
R3(config-router)#router-id 3.3.3.3 
R3(config-router)#network 10.113.13.0 0.0.0.255 area 5 
R3(config-router)#end 
R3#copy run start 
Configuración Router R4 
Configuración basica Router R4 
R4#enable  
R4#configure terminal 
Enter configuration commands, one per line.  End with CNTL/Z. 
R4(config)#hostname R4 
R4(config)#no ip domain-lookup 
R4(config)#line con 0 
R4(config-line)#loggin synchronous 










Configuración de direccionamiento en Router R4 
R4(config)#interface s1/1 
R4(config-if)#ip addres 172.19.34.2 255.255.255.0 
R4(config-if)#no shutdown 
R4(config-if)#interface s1/0                      
R4(config-if)#ip addres 172.19.45.1 255.255.255.0 
R4(config-if)#no shutdown                         
R4(config-if)#end 
R4#copy run star  
Configuración Router R5 
Configuración basica Router R5 
R5#enable 
R5#configure terminal 
Enter configuration commands, one per line.  End with CNTL/Z. 
R5(config)#hostname R5 
R5(config)#no ip domain-lookup 
R5(config)#line con 0             
R5(config-line)#loggin synchronous 
R5(config-line)#exec-timeout 0 0 
R5(config-line)#exit 
 
Configuración de direccionamiento en Router R4 
R5(config)#interface s1/0 
R5(config-if)#ip addres 172.19.45.2 255.255.255.0 
R5(config-if)#clock rate 128000 
R5(config-if)#no shutdown  
R5(config-if)#end 
R5# 








b. Cree cuatro nuevas interfaces de Loopback en R1 utilizando la 
asignación de direcciones 10.1.0.0/22 y configure esas interfaces para 
participar en el área 5 de OSPF.  
 
Tabla 2. Lista de Interfaces Loopback para R1 
Dispositivo Interface Direccion Ip Mascara de Subred 
R1 Lo1 10.1.0.1 255.255.252.0 
R1 Lo2 10.1.4.2 255.255.252.0 
R1 Lo3 10.1.8.3 255.255.252.0 
R1 Lo4 10.1.12.4 255.255.252.0 
Se generan 4 interfaces Loopback las cuales se describen en la tabla anterior con 
su debido direccionamiento y a continuación se muestra su configuración. 
 
Configuración de las interfaces Loopback en R1 
R1#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
R1(config)#interface L1 
R1(config-if)#ip addres 10.1.0.1 255.255.252.0 
R1(config-if)#interface L2                                   
R1(config-if)#ip addres 10.1.4.2 255.255.252.0 
R1(config-if)#interface L3                     
R1(config-if)#ip addres 10.1.8.3 255.255.252.0 
R1(config-if)#interface L4                     
R1(config-if)#ip addres 10.1.12.4 255.255.252.0 
R1(config-if)#exit 
 
Configuración del protocolo de enrutamiento OSPF las interfaces Loopback en R1 
R1(config)#router ospf 1 
R1(config-router)#router-id 1.1.1.1 






Se configura el enrutamiento OSPF para las interfaces Loopback, se configura 
solo la red sumarizada 10.1.0.0/16 para que sea distribuida en los mensajes de 
saludo a los demás equipos de la red. 
c. Cree cuatro nuevas interfaces de Loopback en R5 utilizando la 
asignación de direcciones 172.5.0.0/22 y configure esas interfaces 
para participar en el Sistema Autónomo EIGRP 15.  
 
Tabla 3. Lista de Interfaces Loopback para R5 
Dispositivo Interface Direccion Ip Mascara de Subred 
R5 Lo5 172.5.0.5 255.255.252.0 
R5 Lo6 172.5.4.6 255.255.252.0 
R5 Lo7 172.5.8.7 255.255.252.0 
R5 Lo8 172.5.12.8 255.255.252.0 
 
Se generan 4 interfaces Loopback para el router 5 las cuales se describen en la 
tabla anterior con su debido direccionamiento y a continuación se muestra su 
configuración. 
Configuración de las interfaces Loopback en R5 
R5#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
R5(config)#interface L5 
R5(config-if)#ip addres 172.5.0.5 255.255.252.0 
R5(config-if)#interface L6                      
R5(config-if)#ip addres 172.5.4.6 255.255.252.0 
R5(config-if)#interface L7                      
R5(config-if)#ip addres 172.5.8.7 255.255.252.0 
R5(config-if)#interface L8 
R5(config-if)#ip addres 172.5.12.8 255.255.252.0 
R5(config-if)#exit 











Configuración del protocolo de enrutamiento EIGRP en Router R5 
R5(config)#route eigrp 15 
% Ambiguous command:  "route eigrp 15" 
R5(config)#router eigrp 15 
R5(config-router)#auto-summary 
R5(config-router)#network 172.5.0.0 0.0.3.255 
R5(config-router)#network 172.19.45.0 0.0.0.255 
R5(config-router)#end 




d. Analice la tabla de enrutamiento de R3 y verifique que R3 está 
aprendiendo las nuevas interfaces de Loopback mediante el 
comando show ip route.  
 










e. Configure R3 para redistribuir las rutas EIGRP en OSPF usando el 
costo de 50000 y luego redistribuya las rutas OSPF en EIGRP usando 
un ancho de banda T1 y 20,000 microsegundos de retardo.  
Se configura R3 para dustribuir las rutas de EIGRP en OSPF  
R3#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
R3(config)#router ospf 1 
R3(config-router)#redistribute eigrp 15 metric 50000 subnets 
R3(config-router)#end 
 
Se configura R3 para dustribuir las rutas de OSPF en EIGRP 
R3(config)#router eigrp 15 




f. Verifique en R1 y R5 que las rutas del sistema autónomo opuesto 
existen en su tabla de enrutamiento mediante el comando show ip 
route.  










Figura 4. Resultado del comando show ip route en R5 
 
 
Figura 5. Resultado comando Ping de R1 a R5 
 
 








2. ESCENARIO 2 
 
                Figura 7. Escenario 2 
 
 







Parte 1: Configurar la red de acuerdo con las especificaciones.  
a. Apagar todas las interfaces en cada switch.  
Se apagan todas las interfaces de los dispositivos  
           DLS1(config)#interface range g1/0/1-24 
           DLS1(config-if-range)#shutdown 
 
           DLS2(config)# 
           DLS2(config)#interface range g1/0/1-24 
           DLS2(config-if-range)#shutdown 
 
          ALS1(config)# 
          ALS1(config)#interface range g1/0/1-24 
          ALS1(config-if-range)#shutdown 
 
 
          ALS2(config)# 
          ALS2(config)#interface range g1/0/1-24 
          ALS2(config-if-range)#shutdown 
 
b. Asignar un nombre a cada switch acorde con el escenario establecido.  
   Asignación de nombres  
         SW1= DLS1 
Switch#config t 




        SW2= DLS2 
        Switch#config t 
        Enter configuration commands, one per line.  End with CNTL/Z. 





















c. Configurar los puertos troncales y Port-channels tal como se muestra en el 
diagrama.  
1. La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 
utilizando LACP. Para DLS1 se utilizará la dirección IP 10.12.12.1/30 
y para DLS2 utilizará 10.12.12.2/30.  
Configuración puertos troncales en DLS1 
DLS1(config)#interface range g1/0/11-12 
DLS1(config-if-range)#channel-protocol lacp 
DLS1(config-if-range)#channel-group 1 mode active 
DLS1(config-if-range)# 
Creating a port-channel interface Port-channel 1 
exit 
DLS1(config)#interface port-channel 1 
DLS1(config-if)#no switchport 
DLS1(config-if)#ip address 10.12.12.1 255.255.255.252 
DLS1(config-if)#no shutdown 
DLS1(config-if)# 
Configuración puertos troncales en DLS2 
DLS2#config t 
Enter configuration commands, one per line. End with CNTL/Z. 
DLS2(config)#interface range g1/0/11-12 
DLS2(config-if-range)#channel-protocol lacp 





Creating a port-channel interface Port-channel 1 
exit 
DLS2(config)#interface port-channel 1 
DLS2(config-if)#no switchport 
DLS2(config-if)#ip address 10.12.12.2 255.255.255.252 
DLS2(config-if)#no shutdown 
 
2. Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP.  




Enter configuration commands, one per line.  End with CNTL/Z. 
DLS1(config)#interface range g1/0/07-08 
DLS1(config-if-range)#channel-group 2 mode active 
DLS1(config-if-range)# 




Configuración Port-channels en DLS2 Fa0/7 y Fa0/8 
DLS2#config t 
Enter configuration commands, one per line. End with CNTL/Z. 
DLS2(config)#interface range g1/0/07-08 
DLS2(config-if-range)#channel-group 2 mode active 
DLS2(config-if-range)# 
Creating a port-channel interface Port-channel 2 
DLS2(config-if-range)#no shutdown 
DLS2(config-if-range)#exit 
Configuración Port-channels en ALS1 Fa0/7 y Fa0/8 
ALS1#config t 
Enter configuration commands, one per line. End with CNTL/Z. 
ALS1(config)#interface range g1/0/07-08 
ALS1(config-if-range)#channel-group 2 mode active 
ALS1(config-if-range)# 







Configuración Port-channels en ALS1 Fa0/7 y Fa0/8 
ALS2#config t 
Enter configuration commands, one per line. End with CNTL/Z. 
ALS2(config)#interface range g1/0/07-08 
ALS2(config-if-range)#channel-group 2 mode active 
ALS2(config-if-range)# 





3. Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP.  
Configuración PagP en DLS1 
DLS1(config)# 
DLS1(config)#interface range g1/0/09-10 
DLS1(config-if-range)#channel-group 3 mode desirable 
DLS1(config-if-range)# 




Configuración PagP en DLS2 
DLS2(config)#interface range g1/0/09-10 
DLS2(config-if-range)#channel-group 3 mode desirable 
DLS2(config-if-range)# 











Configuración PagP en ALS1 
ALS1(config)#interface range g1/0/09-10 
ALS1(config-if-range)#channel-group 3 mode desirable 
ALS1(config-if-range)# 





Configuración PagP en ALS2 
 
ALS2(config)#interface range g1/0/09-10 
ALS2(config-if-range)#channel-group 3 mode desirable 
ALS2(config-if-range)# 





4. Todos los puertos troncales serán asignados a la VLAN 500 como la 
VLAN nativa.  
Asignación de puertos troncales a la VLAN 500 en DLS1 
Enter configuration commands, one per line. End with CNTL/Z. 
DLS1(config)#interface range g1/0/07-12 
DLS1(config-if-range)#switchport trunk native vlan 500 









Asignación de puertos troncales a la VLAN 500 en DLS2 
DLS2#config t 
Enter configuration commands, one per line. End with CNTL/Z. 
DLS2(config)#interface range g1/0/07-12 
DLS2(config-if-range)#switchport trunk native vlan 500 




d. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3  
Se utiliza el nombre de dominio CISCO con la contraseña ccnp321  
DLS1(config)#vtp domain CISCO 
Changing VTP domain name from NULL to CISCO 
DLS1(config)#vtp password ccnp321 
Setting device VLAN database password to ccnp321 
Se configura DLS1 como servidor principal para las VLAN. 
DLS1(config)#vtp mode server 
Device mode already VTP SERVER. 
Se configura ALS1 y ALS2 como clientes VTP.  
ALS1(config)# 
ALS1(config)#vtp domain CISCO 
Changing VTP domain name from NULL to CISCO 
ALS1(config)#vtp password ccnp321 
Setting device VLAN database password to ccnp321 
ALS1(config)#vtp mode client 




ALS2(config)#vtp domain CISCO 
Changing VTP domain name from NULL to CISCO 
ALS2(config)#vtp password ccnp321 
Setting device VLAN database password to ccnp321 
ALS2(config)#vtp mode client 





e. Configurar en el servidor principal las siguientes VLAN:  
 
Tabla 4. VLAN para servidor VTP 
Número de VLAN Nombre de VLAN Número de VLAN Nombre de VLAN 
500 NATIVA 434 PROVEEDORES 
12 ADMON 123 SEGUROS 
234 CLIENTES 1010 VENTAS 
1111 MULTIMEDIA 3456 PERSONAL 
 
 










VLAN_CREATE_FAIL: Failed to create VLANs 1111 : extended VLAN(s) not 






VLAN_CREATE_FAIL: Failed to create VLANs 1010 : extended VLAN(s) not 
allowed in current VTP mode 
DLS1(config)#vlan 3456 
VLAN_CREATE_FAIL: Failed to create VLANs 3456 : extended VLAN(s) not 











Figura 9. Resultado comando Show VLAN 
 
 
f. En DLS1, suspender la VLAN 434.  
Se configura la VLAN 434 en modo supendido  
DLS1#config t 




g. Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 2, 
y configurar en DLS2 las mismas VLAN que en DLS1.  
 
Configuración vtp en modo transparente en DLS2 
 
DLS2#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
DLS2(config)#vtp mode transparent 
Setting device to VTP TRANSPARENT mode. 




































h. Suspender VLAN 434 en DLS2.  





i. En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN de 









j. Configurar DLS1 como Spanning tree root para las VLAN 1, 12, 434, 500, 
1010, 1111 y 3456 y como raíz secundaria para las VLAN 123 y 234.  
DLS1>ena 
DLS1#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
DLS1(config)#spanning-tree vlan 1,12,434,500,1010,1111,3456 root Primary 
DLS1(config)#spanning-tree vlan 123,234 root secondary 
DLS1(config)#exit 
DLS1# 
k. Configurar DLS2 como Spanning tree root para las VLAN 123 y 234 y como 
una raíz secundaria para las VLAN 12, 434, 500, 1010, 1111 y 3456.  
DLS2(config)#spanning-tree vlan 1,12,434,500,1010,1111,3456 root secondary 
DLS2(config)#spanning-tree vlan 123,234 root primary 
DLS2(config)#exit 
 
l. Configurar todos los puertos como troncales de tal forma que solamente las 
VLAN que se han creado se les permitirá circular a través de éstos puertos. 
DLS1#config tDLS1(config)#interface range g1/0/07-12 
DLS1(config-if-range)#switchport trunk encap dot1q 
DLS1(config-if-range)#switchport trunk native vlan 500 




Enter configuration commands, one per line. End with CNTL/Z. 
DLS2(config)#interface range g1/0/07-12 
DLS2(config-if-range)#switchport trunk encap dot1q 
DLS2(config-if-range)#switchport trunk native vlan 500 




Enter configuration commands, one per line. End with CNTL/Z. 
ALS1(config)#interface range g1/0/07-12 
ALS1(config-if-range)#switchport trunk encap dot1q 
ALS1(config-if-range)#switchport trunk native vlan 500 





m. Configurar las siguientes interfaces como puertos de acceso, asignados a 
las VLAN de la siguiente manera:  
Tabla 5. Interfaces y VLAN establecidas como acceso 
Interfaz DLS1 DLS2 ALS1 ALS2 
Interface G1/0/06 3456 12,1010 123, 1010 234 
Interface G1/0/15 1111 1111 1111 1111 
Interfaces G1/0/16-18   567 
 
DLS1(config)#interface g1/0/06 





DLS2(config-if)#switchport access vlan 12 
DLS2(config-if)#switchport access vlan 1010 
DLS2(config-if)#no shutdown  
DLS2(config-if)#interface g1/0/15 
DLS2(config-if)#switchport access vlan 1111 
DLS2(config-if)#no shutdown  
DLS2(config-if)#interface range g1/0/16-18 




Enter configuration commands, one per line. End with CNTL/Z. 
ALS1(config)#interface g1/0/06 
ALS1(config-if)#switchport access vlan 123 




ALS1(config-if)#switchport access vlan 123 











ALS1(config-if)#switchport access vlan 1111 
ALS1(config-if)#no shutdown 
ALS1(config-if)#interface range g1/0/16-18 








ALS2(config-if)#switchport access vlan 1111 
ALS2(config-if)#interface range g1/0/16-18 
ALS2(config-if-range)#switchport access vlan 567 
 
Parte 2: conectividad de red de prueba y las opciones configuradas.  
a. Verificar la existencia de las VLAN correctas en todos los switches y la 
asignación de puertos troncales y de acceso  








     Figura 11. Resultado comando Show vlan en DLS2 
 
 









b. Verificar que el EtherChannel entre DLS1 y ALS1 está configurado 
correctamente 
Figura 13. Resultado comando Show etherchannel summary en DLS1 
 
 







c. Verificar la configuración de Spanning tree entre DLS1 o DLS2 para cada VLAN.  
   Figura 15. Resultado comando Show spanning-tree en DLS1 
 










Los protocolos de enrutamiento como OSPF y EIGRP son fundamentales para 
administrar redes de gran tamaño, con la distribución de las redes entre protocolos 
logramos garantizar la comunicación eficiente de extremo a extremo. 
 
Algo muy importante a destacar es que un protocolo de enrutamiento como EIGRP 
necesita de 5 metricas diferentes para realizar el proceso de redistribución de otros 
protocolos entre ellas está el ancho de banda, la confiabilidad, el retardo, la carga y 
la MTU, mientras OSPF fija su valor métrico en 20 para distribuir en otros protocolos. 
 
La configuración de protocolo VTP nos permite distribuir y sincronizar todas las 
configuraciones de las interfaces VLAN para ello se conocen varios modos de 
funcionamiento y de acuerdo al modo pueder ser servidor, cliente o trasparente. 
 
Una de las ventajas de la formación de Etherchannel es que permite el balanceo de 
carga entre los puertos involucrados en dicho canal, y facilita las tareas de 
configuración y a la vez brinda redundancia ante la caida de un puerto físico no se 
vera afectada la topología y no requiere volver a calcular el árbol de expanción. 
 
Se deja claro que se presentaron ciertas limitaciones en cuanto a las verisones del 
Software de Switching para el escenario 2 y algunos comandos no se pudieron 
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