In the normalized cut (Ncut) process, it is crucial to construct an appropriate affinity matrix. The affinity matrix is generally limited to pairwise similarity relations. However, in practice, it is necessary to use high-order affinities in several computer vision applications such as motion segmentation. In this paper, by using high-order singular value decomposition techniques, we derive a high-order affinity model directly from the Ncut relaxation formula, called high-order normalized cut (HNcut). However, in practice, it cannot directly utilize the high-order affinity matrix because of the computational resources required. To address this issue, we adopt and improve various techniques to make the proposed method more practical such as sampling strategy. Finally, we analyze the upper error bound of our algorithm based on matrix perturbation theory. To demonstrate the performance of our HNcut, we compare it with some existing algorithms for the motion segmentation and face clustering problems.
I. INTRODUCTION
An important aspect of a data set is the grouping points based on the similarity relation between points represented by a weighted graph. There are many unsupervised algorithms that can be formulated as an operation on this weighted graph. In spectral clustering, similar to the normalized cut (Ncut) process [1] , the clustering problem can be relaxed to graph the theoretical problem by solving the eigenvalues and eigenvectors of the matrix. The most commonly used matrix is the Laplacian matrix [2] , which is used to analyze the structure of input data.
There is a significant limitation of these constructed graphs. They are all based on the assumption that the similarity relation is defined between pairs of points. For many applications, the pairwise similarity relation is inadequate and provides poor performance. Examples include overlapping geometries [3] , [4] , the hybrid linear modeling problem [5] , [6] , subspace clustering [7] , and graph matching [8] . To address such problems, a class of algorithms exist that redefine the similarity as a high-order relation (such as triples) instead of a pairwise relation. In these algorithms, the hypergraph technique is used in various forms, similar to approximating a hypergraph using a weighted graph [7] , defining different optimization criteria [9] , [10] , utilizing Ihara zeta functions [11] , using low-rank matrix representations [4] , [12] , learning the cut framework of a hypergraph [13] , [14] , and adopting a different view of the hypergraph clustering problem as a non-cooperative game [15] . Different hypergraph algorithms have been applied to different applications simultaneously, for example, motion segmentation [10] , [16] , [17] , face clustering [6] , image segmentation [18] , [19] , graph matching [20] , and subspace clustering [12] .
For a specified method, Ncut is also extended to a highorder scenario via different perspectives, which is similar to defining a cut formulation on a hypergraph [14] and solving the maximization problem that is equivalent to Ncut [16] , [21] . There are also various high-order spectral algorithms or strategies that are similar to the high-order Ncut (HNcut) [3] , [6] . Although there are so many methods, the direct solution of Ncut is its relaxation formulation which is a generalized eigen-decomposition problem. Therefore, in this study, we aim to extend the pairwise Ncut to HNcut directly from its relaxation formulation. To achieve this, high-order singular value decomposition (HOSVD) techniques [22] are adopted. Thus, a theoretical HNcut strategy is proposed. However, in practice, it is impractical and not very meaningful to construct a full hypergraph. Some solutions have been proposed to address this problem, such as using a small column of the original hypergraph matrix to approximate the full matrix [3] or its improved version [6] , [16] , the randomly sparsifying matrix approach [20] , and sampling a small percentage of hyperedges per vertex [23] . To make the proposed HNcut practical, a sampling strategy is proposed based on the existing strategies. Then, we perform perturbation analysis of our HNcut and show the upper error bound according to the analyses in [5] and [16] . To demonstrate the performance of our HNcut, we compare it with some existing algorithms for the motion segmentation and face clustering problems.
II. HIGH-ORDER NORMALIZED CUT
For a normalized cut, its cut criterion is solved through a formula which is a NP problem. Luckily, this formula can be relaxed to a generalized eigen-decomposition problem:
where W is a weighted matrix based on computing the pairwise similarity measure, D is a diagonal matrix, and λ and y are the eigenvalue and eigenvector, respectively. Our aim is to extend Eq. (1) to a high-order case. Specifically, we aim to implement Ncut when the graph is a hypergraph.
A. HIGH-ORDER MODEL
In a hypergraph, the weighted matrix is represented by a d-dimensional tensor matrix. Thus, to achieve our aim, HOSVD is of particular interest as it provides mathematical foundations for tensor analysis. Before building our highorder model, Eq. (1) can be rewritten as follows:
where ε = 1 − λ and q = D 1/2 y. Now, the problem involves solving the eigen-decomposition of Eq. (2) when the weighted matrix W is a tensor.
In this case, the left eigenvector Y 1 is the required result. As discussed in [24] , this SVD can be
where × d represents the multiplication of the dth dimension between a tensor and a matrix. For the case of d > 2, the HOSVD can be written as
When the weighted matrix W is extended to a tensor matrix M, we aim to find a two-dimensional matrix H to approximately represent this tensor matrix. Ideally, the H value is the best representation of the high-order similarity measure values in M. To find an appropriate H , we first define its high-order form
where I is an identity tensor. This approximation problem can be expressed as follows:
where α is a scalar. The best approximate matrix H can be determined by minimizing Eq. (3). This is actually a lowerrepresentation problem and has already been studied [22] . As discussed in [24] , HH T has the same eigenvalues and eigenvectors as MM T , where M is the unfolded form of the tensor M. Thus, we just need the matrix MM T to compute the required eigenvectors. In practice, one can compute the left eigenvectors of M or the leading eigenvector of MM T . It should be noted that M is a supersymmetric tensor matrix. This implies that M is invariant for any permutation of the indices of points, i.e., the values in M for {1, 2, 3}, {2, 1, 3}, {3, 2, 1}, or any other permutation are all equivalent. Now, Ncut can be extended to a high-order form, which is described in detail as follows: 
B. SAMPLING STRATEGY
Algorithm 1 needs to compute the full supersymmetric tensor matrix M. However, in practice, it is impractical and not very meaningful. Because all the entries of the tensor matrix M need to be computed, as the dimension of M and the size of the dataset increase, this algorithm will increase the computation resources required, and will therefore become limited. Therefore, it is not practical to directly use Algorithm 1. To address this problem, many solutions have been proposed, such as the columns sampling technique and its improved version [3] , [6] , [16] . In these methods, just a small part of the columns in M is required. As a result, M becomes a sparse matrix. Inspired by these sampling strategies, especially the iterative sampling strategy [6] , another improved version is proposed. The detail steps are summarized in Algorithm 2.
The difference between our sampling strategy (Algorithm 2) and the iterative sampling strategy is that we add steps (1) and (4). All these changes aim to restrict the range of sampling. In an affinity matrix, ||m|| contains useful similarity information when the points in this column belong to VOLUME 6, 2018 
Algorithm 2 Sampling Strategy
Input: Dataset X , number of sampled columns c, cluster number k, averaged orthogonal least-squares (OLS) error τ , threshold δ Output: All c sampled columns Steps: 1. Initially, run k-means algorithm to find the first k clusters; 2. If OLS < τ , run all the following steps; 3. Randomly sample c/k columns from each cluster; compute ||m|| whose entries are of a high-order similarity measure with all points in one sampled column; 4. If m < δ, go to step (1); else, set this column as the sample result.
the same cluster. Otherwise, ||m|| will be very small. Because of this, step (4) is considered in our sampling strategy.
C. PERTURBATION ANALYSIS
In this part, we aim to analyze the upper error bound of Algorithm 1. The analysis is based on matrix perturbation theory. This kind of perturbation theory analysis has been performed in many spectral clustering algorithms [5] , [26] , [26] . Generally, an ideal scenario must be set. Then, the general case is considered a perturbation of the ideal case. Here, in the ideal case, we assume all the clusters are known. Then, all the similarity relations in the same cluster are set as 1, otherwise, 0. A similar assumption has been used in [5] , and a similar analysis of the error bound has been studied in [5] and [16] . The main difference between our algorithm and theirs is step (4) in Algorithm 1 and the normalized affinity matrix Z . However, this does not affect the analysis of the error bound. Therefore, we directly use the analysis in [5] and [16] . The fraction of misclustered nodes satisfies the following inequality:
where U , U * ∈ R n×k represents the first k eigenvectors of Z and the ideal (Z * ) T , O ∈ R k×k is a rotation matrix as in [16] , and n max is the maximum cluster size. Equation (4) indicates that as the size of dataset n increases, ξ tends toward zero.
This implies that Algorithm 1 increases in clustering result accuracy as n increases.
III. EXPERIMINTS
In this section, we demonstrate the performance of our algorithm in the motion segmentation and face clustering problems. We compare our algorithm with several other highorder algorithms: k-means, k-flats [27] , low-rank representation subspace clustering (LRR) [28] , spectral curvature clustering (SCC) [6] , sparse Grassmann clustering (SGC) [4] , faster variant of sparse subspace clustering by orthogonal matching pursuit (SSC-OMP) [29] , thresholding-based subspace clustering (TSC) [30] , and greedy subspace clustering using nearest subspace neighbor search (NSN) [30] . To construct the affinity tensor M, the polar curvature of points [6] is used. For an r-dimensional dataset, the order of the tensor M is fixed as d = r + 2 [17] . The OLS is set as τ = 10 −6 and the threshold δ is set according to the experiments and prior experience. The number of sampled columns is fixed as c = 100k. We report the clustering error (including mean error and median error) from the numerical evaluation results. To avoid the influence of random initialization, each algorithm runs 20 times and takes the average of the results. Because the purpose of our study is to extend pairwise Ncut to high-order Ncut, the proposed algorithm is limited by the orginal Ncut. This leads to a poor performance in some cases. But the high-order Ncut still gets competitive results. 
A. HOPKINS 155 DATABASE
Based on the point trajectories, the motion segmentation can detect moving objects. However, the pairwise similarity measure restricts the motion segmentation problem with limitations [10] , and it is better to use the high-order similarity measure. We conduct experiments on the Hopkins 155 motion segmentation database [31] . In this database, each video includes two or three independent motions. Among them, 120 videos contain two motions and 35 contain three motions. Figure 1 shows two samples in the Hopkins dataset. We report the evaluation results of all the above-mentioned algorithms. Table 1 presents the clustering error percentages (percentage of mean error and median error) computed on the full Hopkins dataset. It indicates that our algorithm almost achieves the best performance. For the two motions, the mean error is only worse than those of LRR and Tetris, but the median error is better than that of Tetris. In addition, the median error is better than that of LRR for the three motions. For the three motions, the mean error is better than those of most algorithms except LRR. In 2 motions, Tetris is way better than all other algorithms, because it iterative clustering until getting a satisfying result.
B. FACE CLUSTERING
In this part, we apply our algorithm to the clustering faces problem. The performance is evaluated with different algorithms on the Extended Yale B dataset [32] . In this dataset, there are 38 persons, with 64 different illumination conditions for each person. To reduce the memory requirements, each image is resized to 48 × 42 pixels. We report the evaluation results of k-means, LRR, SCC, SCC-OMP, TSC, SGC, NSN, and Tetris. All algorithms are applied to the original data without preprocessing. As shown in Table 2 , our algorithm performs much better than most algorithms in all subjects, except NSN and Tetris for 2 subjects, and NSN, Tetris, and SCC-OMP for 3 subjects, but better than Tetris with a median error in 2 and 3 subjects, better than SCC-OMP in 2 subjects, and better than NSN in 10 subjects.
IV. CONCLUSIONS
We studied the problem of extending the pairwise Ncut to a high-order Ncut. We extended the Ncut process to the highorder case under the theory of HOSVD. To make the proposed algorithm practical, a sampling strategy was proposed. In addition, we show the upper error bound of our algorithm based on matrix perturbation theory. We also demonstrate the performance of the proposed algorithm in the application of motion segmentation and face clustering. The development of additional techniques to make the high-order spectral clustering practical would be interesting as a future study.
The proposed algorithm has poor performance in some cases because it is limited by the original algorithm, we try to improve this in the future work. 
