ABSTRACT. A formal asymptotic method is used to derive a differential-algebraic system of equations characterizing the metastable motion of a pattern of n (n > 2) internal layers for the one-dimensional viscous Cahn-Hilliard modeling slow phase separation. Similar slow motion results are obtained for the Cahn-Hilliard equation and the constrained Allen-Cahn equation by introducing a homotopy parameter into the viscous Cahn-Hilliard equation and letting this parameter take on limiting values. For each of these phase separation models, the asymptotic results for the slow internal layer motion associated with two-layer metastable patterns are found to compare very favorably over very long time intervals with corresponding full numerical results computed using a finite-difference scheme. Finally, an example is given that clearly illustrates the very sensitive effect of boundary conditions on metastable internal layer dynamics.
Introduction
We study the metastable internal layer motion, in one spatial dimension, associated with the viscous Cahn-Hilliard equation modeling the phase separation of a binary mixture. In dimensionless variables, this phase separation model, introduced in [19] , is given by Ut = -(e 2 u xx + Q(u) -KUt) xx , -1 < x < 1, t > 0, (1.1) with appropriate boundary and initial conditions. Here, u is the concentration of one of the two species, e <c; 1 is an interfacial energy parameter, and Q(u) = -V f (u) is a non-monotone function defined in terms of a double-well potential V(u). The precise assumptions on the form of Q(u) are given in (2.2) . The boundary conditions for (1.1) are such that the mass m = J_ 1 u(x,t) dx is conserved. In (1.1), the term KUtxx accounts for viscous relaxation effects in the binary mixture and « > 0 is the viscosity coefficient. The well-known Cahn-Hilliard equation (cf. [4] ) is obtained by setting K = 0. Since Q{u) is non-monotone, the reduced equation m = - [Q(u) ] xx is an illposed backward heat equation for some range of u. The terms -e 2 u xxxx and KUt xx represent a gradient energy regularization and a viscous regularization, respectively, of this ill-posed reduced equation. Results concerning the equilibrium solutions and the long time behavior of solutions associated with this viscous regularization are given in [20] . A more detailed discussion concerning the physical motivation for (1.1) is given in [19] and [20] (see also the references therein).
For e -> 0, the qualitative features of the dynamics associated with (1.1) are as follows. Through a very intricate transient process, a pattern of internal layers is formed from initial data over an 0(1) time interval. However, once this pattern has formed, the subsequent motion of the internal layers is exponentially slow. For the Cahn-Hilliard equation, the occurrence of this metastable motion for a two-layer pattern has been proved in [1] from a dynamical systems viewpoint and in [3] using energy methods combined with some results of [11] . In [11] , similar slow motion results were obtained for a system of Cahn-Hilliard-type equations. We are not aware of any analogous slow motion results for the viscous Cahn-Hilliard equation.
To complement these previous results which establish the existence of the slow motion for the Cahn-Hilliard equation, we give an explicit characterization of metastable internal layer motion for the more general viscous Cahn-Hilliard equation (1.1). Specifically, for e -> 0, we use formal asymptotic methods to derive a differential-algebraic system of equations for the locations of the internal layers associated with an n-layer metastable pattern. In the derivation, we assume that the internal layers are widely separated, and thus, we do not account for internal layer collisions. To obtain similar slow motion results for two related phase separation models, it is convenient in the analysis to modify (1.1) by introducing a homotopy parameter. By letting this parameter take on certain limiting values, we obtain explicit asymptotic results for the metastable motion associated with the Cahn-Hilliard equation and the constrained Allen-Cahn equation.
Metastable internal layer motion has been studied recently for other evolution equations. The internal layer dynamics for the Allen-Cahn equation and some related equations has been studied from a dynamical systems viewpoint in [5] , [9] , and [15] and by formal asymptotic methods in [18] , [21] , and [25] . Similar slow motion behavior has been shown in [14] , [16] , and [22] to occur for a class of viscous shock problems. The method we use to explicitly characterize the internal layer dynamics for (1.1) in the absence of any layer collisions is an extension of the projection method used successfully in [21] , [22] , and [25] to treat these related problems. This method combines the method of matched asymptotic expansions with certain spectral properties associated with the underlying linearized operator. For the Allen-Cahn equation and the viscous shock problem, analytical results obtained from the projection method have been favorably compared in [21] and [22] with full numerical results and, in a few cases, with explicit analytical solutions to the full perturbed problems.
For a two-layer metastable pattern, we compare our asymptotic metastability results for (1.1) with corresponding full numerical results computed using a finitedifference scheme. The asymptotic and numerical results are shown to be in very close agreement over very long time intervals. Moreover, the numerical method is able to accurately track the motion of the internal layers on a time interval of order 10 11 . This time interval is significantly longer than the computational time interval reported in the previous numerical studies of slow motion behavior for the Cahn-Hilliard equation given in [8] and by McKinney (described in [1] ).
In a sequel to this paper, we plan to examine both asymptotically and numerically the coarsening process associated with (1.1). This process describes the mechanism by which an initial metastable pattern of n internal layers cascades, by way of layer collapse events, to metastable patterns with fewer and fewer layers. The dynamic metastability results herein for patterns with widely separated layers provide the first step in characterizing the coarsening process in the presence of a mass constraint. In [25] , a hybrid asymptotic-numerical method was used to study the coarsening process for the simpler Allen-Cahn equation in the absence of a mass constraint.
We also investigate the sensitive effect of boundary conditions on metastable dynamics. For a specific form of the Allen-Cahn equation defined on the infinite line, we show that the inclusion of artificial boundary conditions used to truncate the infinite domain to a finite domain leads to spurious metastable internal layer dynamics (see [24] for some related work). In a more general context, we believe that the analysis of this example has implications for the accurate numerical computation of other types of weakly interacting localized structures on the infinite line.
The outline of the paper is as follows. In §2, we derive asymptotic equations of motion for the locations of the internal layers corresponding to a two-layer metastable pattern for (1.1). Similar asymptotic results are obtained for the Cahn-Hilliard equation and the constrained Allen-Cahn equation. In §3, these asymptotic results for the metastable motion are compared with corresponding full numerical results. In §4, the asymptotic results of §2 are extended to treat a metastable pattern of n (n > 2) internal layers. Finally, in §5, we give an example illustrating the sensitive effect of artificial boundary conditions on metastable internal layer dynamics.
A two-layer metastable pattern for the viscous Cahn-Hilliard equation
We consider the viscous Cahn-Hilliard equation in the form
Here K > 0 and Q(u) is the derivative of a double-well potential V(u). We assume that Q(u) has exactly three zeroes on the interval [s_,s + ], located at u = s_ < 0, u = 0, and u = «+ > 0, with
Since (2.1a) is unchanged upon adding a constant to Q(u), we can choose V(s+) = 0 without loss of generality. In (2.1a), a is a homotopy parameter satisfying 0 < a < 1. When 0 < a < 1, the mass m = J_ 1 u(x,t)dx is conserved for (2.1). For a = 0, (2.1) reduces to the Cahn-Hilliard equation. For a = 1 and K = 1, we impose the mass constraint on (2.1) to obtain the constrained Allen-Cahn equation,
In (2.3), a c (t) is determined by the mass constraint. Some results for the constrained Allen-Cahn equation in two spatial dimensions are given in [23] . The unconstrained Allen-Cahn equation is obtained by setting a c (t) = 0 in (2.3) and disregarding the mass constraint. In the derivation of metastable dynamics below, we assume that the initial condition for (2.1) is such that m satisfies 2s-< m < 2s + .
To analyze metastable behavior for (2.1), it is convenient to rewrite (2.1) in the form with u(x, 0) = uo(x). The transient process associated with the formation of a metastable pattern from initial data ^o(^) is very complicated and will not be discussed. Instead, we assume that uo(x) is such that a two-layer metastable pattern for (2.1), with a structure as shown in Figure 1 , is formed on an 0(1) time interval. For e -■ > 0, it was shown in [2, 6, 21] that a is exponentially small when this two-layer pattern is in equilibrium. In our derivation below of metastable internal layer dynamics, we assume that a also is exponentially small during the metastable evolution. The two-layer metastable pattern for (2.1) shown in Figure 1 is represented by the approximate form u(x,t) ~ u*(x), where
Here XQ = a;o(£), xi = xi(t), XQ < xi, and u s (z) is the unique heteroclinic orbit connecting S-and s+, which satisfies
The positive constants u± and a± in (2.6b) are defined by
Since u s (0) = 0, the curves x = xo(t) and x = xi(t) closely determine the locations of the zeroes of u(x, t) during the slow evolution. To derive equations of motion for xo(t) and xi(t), we use a projection method, which is an extension of a similar method used in [21, 22, 25] to treat other problems exhibiting dynamic metastability phenomena. This method is based on an asymptotic analysis of the quasi-steady linearization of (2.4) about u = u* and a = 0. To obtain the form of this quasi-steady linearization, we substitute u(x,t) = u*(x; xo,xi) + w(x,t) into (2.4), where w satisfies w < u* and Wt «C u^. Assuming that a = 0(ut) -C 1, we then obtain the following quasi-steady approximate system from (2.4) and (2.6b):
The term ^(x) represents the exponentially weak interactions between the internal layers.
Next, we integrate (2.8d) to derive
From (2.6b) and (2.10), it is clear that cr^-l, t) is exponentially small. Moreover, since x 1 -XQ = 0, which is an obvious consequence of the mass constraint, it also follows from (2.6b) that a x (l,t) is exponentially small. We claim that these exponentially small errors in satisfying the boundary conditions for a can be neglected in the derivation of the asymptotic equations of motion for Xj(t). (The justification for this claim is described below following (2.18b).) Then integrating (2.10), we obtain
Here cr c (t) is an unknown function to be determined, and MQ and Mi are defined by
The problem for w then is obtained by substituting (2.5) and (2.11) in (2.8a). Now consider the eigenvalue problem associated with (2.8a,b,c):
The inner product in (2.13a) is defined by (g,h) = J_ 1 ghdx. For e -> 0, the first two eigenvalues of (2.13) are exponentially small while the remaining eigenvalues are bounded away from zero (cf. [5] ). The eigenfunctions (t)j(x) for j = 0,1 which correspond to these exponentially small eigenvalues are given asymptotically for e -» 0 by
where Rj is a normalization constant.
Next, we expand the solution to (2.8a,b) in terms of the eigenfunctions of (2.13) as
Upon integrating by parts and using Green's identity, we derive
Since Aj -> 0 as e -^ 0 for j = 0,1, a necessary condition for the solvability of (2.8a,b,c) in this limit is that Aj = 0 for j = 0,1. By substituting (2.11) into these limiting solvability conditions, we obtain the following evolution equations for XQ and xi:
The system (2.
15) gives two equations for the three unknowns xo(t), xi(t), and cr c (t).

An additional equation results from replacing u by u* in the mass constraint m = /_i u(x,t) dx. For e -> 0, we evaluate this approximation to the mass constraint to show that di = Xi(t) -xo(t) is independent of t and is given by
777 -2 *? di = -, m = m -2e((9_ -6> + ). (2.16a)
5+ -S_
Here 0± > 0 are defined by
The constraint 25_ < m < 2s + is needed to ensure that d\ satisfies the required inequality 0 < d\ < 2 in the limit e -> 0.
Since fa(x) is localized near x = Xj and is exponentially small for \x -Xj\ = O(l), we can obtain explicit asymptotic equations of motion for xo(t) and xi(t) by asymptotically evaluating the various terms in (2.15) for e -> 0 using Laplace's method. The boundary term Bj and the inner products (E,fa) and ((T Ci fa) were evaluated asymptotically in [21] , with the result 
In (2.18a), c is a positive constant proportional to the distance between xi and XQ. In addition, (3 > 0 and fi > 0 are defined by
The derivations of these formulas for (Mj, (j)k) are given in Appendix A. We emphasize that since (j>j is localized near x = Xj, the dominant contribution to the inner product (cr, (j)j) is insensitive to the insertion of any exponentially small boundary layers for a near x = ±1 that are required to exactly satisfy the boundary conditions cr^il, t) = 0. The function a c (t) in (2.11) and the evolution equation for do(t) are obtained by substituting (2.17) and (2.18a) into (2.15) . This leads to one of our main results.
Proposition 1.
For e -> 0, the two-layer metastable pattern for (2.1) is represented by (2.5), where xo(t) = -1 + do(t), xi(t) = di + do(*) -1, and di is given in (2.16a).
The distance do(t) and the function a c (t) satisfy
Here £ and 7 are defined by
In (2.19) and (2.20), the constants a±, v± are defined in (2.7), 0± is defined in (2.16b), and /3 and // are given in (2.18b). For the constrained Allen-Cahn equation (i.e., a = 1 and K = 1), C = P an d 7 = 0, and hence (2.19) reduces to the result given in [21] (see also [15] for some related work).
With the initial value do(0) = dg, (2.19a) is readily integrated to obtain
Here d^ = d2(0) = 2 -di -do(0). The unstable equilibrium of (2.21) is do = d2 = 1 -di/2. It follows from (2.21) that for e < 1 and dg > di], the internal layer centered at #1 will collapse against the wall at x = 1 at a time t ~ (e 26 lyd^/ (2a 2 iu^_). Alternatively, if djj < d^, the layer centered at XQ will collapse against the wall at x = -1 when i -Ce 2c " 1,/ -d8 /(2a?.i/i).
A two-layer evolution: comparison of asymptotic and numerical results
We now compare the asymptotic result (2.19a) for a two-layer metastable pattern with corresponding numerical results computed from (2.1) and (2.3) using a finite-difference method. We also outline the numerical method used to compute the solutions to (2.1) and (2.3). A full account will appear elsewhere.
The numerical method.
The numerical method is based on a central finite difference scheme for the spatial discretization coupled with a third-order backward differentiation scheme (see Gear [10] ) for the time discretization. Since this time integration method is of high order while still allowing for large time steps without the loss of stability, it is both accurate and efficient for tracking the motion of the internal layers over exponentially long time intervals. However, as a result of the sudden decrease in the time scale that occurs when an internal layer approaches the boundary of the domain, we found it necessary to implement a time stepping control strategy. The strategy, which monitors a bound on the error ratio between consecutive time steps, is used to reject large inaccurate time steps. The spatial discretization for (2.1) was done using a centered fourth-order scheme for the highest derivative term and a sixth-order scheme for the lower-order terms. For smooth solutions, the formal truncation error of the spatial discretization is O (e 2 /i 4 -f h 6 ). The proper numerical implementation of the boundary conditions for higher-order schemes is an important area of research [12] . For (2.1), we note that all of the odd spatial derivatives of the solution vanish at the end points of the interval. This symmetry property for the continuous problem then can be exploited to yield higher-order accurate numerical boundary conditions.
At each time step, the implementation of Newton's method requires the numerical inversion of a Jacobian. The Jacobian for the nonlinear discrete problem was evaluated analytically and inverted numerically using the subroutines for banded matrices from Linpack [17] . The explicit mass constraint for the non-local Allen-Cahn equation (2.3) results in an extra row and column in the Jacobian matrix. To numerically invert this augmented Jacobian, we used the bordering algorithm frequently employed in numerical continuation approaches for bifurcation problems [13] .
The exponentially slow internal layer motion can be calculated accurately only by resolving the exponentially weak interactions between the internal layers (cf. [21] ). To ensure that these interactions are properly resolved, we adopted the conservative approach of using quadruple precision arithmetic in all of the numerical computations.
As a partial check on the computational results, the total mass was evaluated numerically at each time step by integrating the discrete solution using the mid-point rule. Since all of the odd spatial derivatives of u vanish at the end points, the EulerMaclaurin summation formula shows that this midpoint rule is formally of infiniteorder accuracy (see [7] p. 73). Our computations using 1000 meshpoints showed that the mass was conserved to many significant digits. These heteroclinic orbit constants, which are needed in (2.19)-(2.21), were obtained from a careful numerical computation of the heteroclinic connection u s (z) defined in (2.6). For (2.1), the transient process associated with the initial formation of a pattern of well-defined internal layers from initial data is very intricate. In contrast to the AllenCahn equation, it is not clear which initial data will lead to a two-layer metastable pattern. To overcome this difficulty, a certain spatially dependent forcing term was added to the right side of (2.1) for a very short duration. The inclusion of such a term gave us the flexibility of routinely generating two-layer patterns with reasonably precise control on the locations of the internal layers at the onset of the metastable evolution. At some fixed 0(1) time, these initial internal layer locations computed from the numerical method were used as initial conditions for the asymptotic result (2.19a). The asymptotic and numerical results for do = doOO were t^ien compared at later times. In Figure 2 , we plot the asymptotic and numerical results for log 10 (£) versus do for some trajectories corresponding to two-layer metastable patterns for the CahnHilliard equation (a = 0). The values of e used are indicated in this figure. On this logarithmic scale, the asymptotic and numerical results are indistinguishable. The three trajectories on the left side of Figure 2 correspond to Q = Q a . For these trajectories, the layer centered at x = XQ eventually collapses against the wall at x = -1. For the trajectory in Figure 2 with e = .08 and Q = Qa, we plot the numerical solution in Figure 3 at several values of t. The collapse process, which occurs when t « 1.391 x 10 11 , is evident from this figure. A formal scaling suggests that the time scale for the completion of this collapse event is 0(1). The three curves on the right side of Figure 2 correspond to Q = QQ. For these trajectories, the layer centered at x = Xi eventually collapses against the wall at x = 1. The last point on each of these trajectories corresponds to the initiation of the collapse event, defined as the time for which cfe -0? where d2 = 1-xi. Since the asymptotic result (2.19a) is not valid when a collapse event occurs, we do not compare the asymptotic and numerical results for do at times during or after the collapse event. However, further numerical results (not shown) indicate that do changes by an amount of O(e) during the collapse event. After the layer collapse is complete, do remains fixed at an equilibrium value consistent with a one-layer pattern with the same mass. In Table la , we give a pointwise comparison of the asymptotic and numerical results for do = do(t) corresponding to the trajectory shown in Figure 2 with Q = Q 0 and e = .05. For the trajectory in Figure 2 with Q = Qa and e = .08, a similar comparison is shown in Table lb . In these tables, the third and fourth columns compare the numerical and asymptotic elapsed times necessary for the distance do to be given by the values in the first column. These elapsed times are found to agree to several significant digits. The first and second columns in these tables compare the numerical and asymptotic results for do at the times given in the third column. These results for do agree well up until the collapse time is approached. However, for times near the collapse time (the last few rows of Tables la and lb), very small numerical errors in computing the elapsed time get reflected in significantly larger errors in determining do. This sensitivity to small numerical errors results from the fact that the solution changes on a much shorter time scale at the onset of a collapse event. However, we emphasize that if our numerical method made a significantly larger, but still rather modest, error in computing the elapsed time of say 1-2%, the asymptotic and numerical results for do would agree rather poorly over a wide range. In Figure 4 , we plot asymptotic and numerical results for log 10 (t) versus do corresponding to two-layer patterns for the constrained Allen-Cahn equation (2.3) (a = 1 and « = 1 in (2.20) ). The asymptotic and numerical results for do(t) are again indistinguishable in this figure. For two of the trajectories shown in Figure 4 , we give a similar pointwise comparison of the asymptotic and numerical results for do(t) in Tables 2a and 2b as was done in Tables la and lb Tables 2a and 2b show that the values for the elapsed times are in very close agreement whereas the asymptotic and numerical results for do at a given time agree well only up until a collapse event is initiated.
Finally, in Figure 5 we plot some trajectories log 10 (£) versus do corresponding to two-layer patterns for the viscous Cahn-Hilliard equation with a = 0.5 and K = 1. For two of these trajectories, the close agreement between the asymptotic and numerical results for do(t) is shown in Tables 3a and 3b .
These comparisons show that the asymptotic result (2.19a) gives a highly accurate determination of the exponentially slow motion associated with two-layer metastable patterns of (2.1) before any collapse event occurs. Moreover, the numerical method we use is able to track accurately the motion of the internal layers over very long time intervals.
An n-layer metastable pattern for the viscous Cahn-Hilliard equation
We now outline the derivation of a differential-algebraic system that describes the metastable dynamics of an n-layer pattern for (2.1). Before doing so, we first introduce some convenient notation. For j = 0,...,n, we define ^ by ^ = (-l)- 7 '^, where £o = ±1 specifies the orientation of the internal layer closest to x = -1. For j = 0, ...,n, the triplet 
i(t) < Xj(t).
The inter-layer distances dj = dj(t) are given by dj -Xj -Xj-i for j = 0,..., n, where we have introduced the fictitious layers x_i and x n by X-i = -1 and x n = 1. The layers are assumed to be well-separated in the sense that dj(t) = 0(1) as e -> 0 for j = 0,..., n.
To derive equations of motion for Xj(t), we use the projection method. The quasisteady linearization of (2.4) is obtained by substituting u(x, t) = ^(x; XQ, ..., #n-i) + w(x,t) into (2.4), under the assumption that w <C w*, Wt <^ u^, and cr <^ 1. Then, in place of (2.8), we find When the approximation m = J_ 1 u*(x; XQ, ..., x n -i) dx to the mass constraint holds, the boundary conditions ^(±1, t) = 0 are satisfied to within exponentially small terms that are negligible. The eigenvalue problem (2.13), with u* given in (4.2), has exactly n exponentially small eigenvalues Xj for j = 0, ...,n -1 (cf. [5] ). For e -» 0, the corresponding normalized
Rj is a normalization constant. Substituting (4.5) into (4.3a) and expanding w as in (2.14a), we derive (2.14b). By imposing the limiting solvability conditions that Aj = 0 for j = 0,..., n -1, we obtain the coupled system for a c (t) and Xj(t), j = 0,..., n -1, The exponentially weak forces Hj for j = 0,..., n -1 and the coupling coefficients bjk for j, fc = 0,..., n -1 are defined by fl,. =2(a, [21] . Furthermore, if we set a = 1, hi -1, and cr c = 0 in (4.7a) and disregard the mass constraint (4.7b), then (4.7a) reduces to the well-known dynamics Xj ~ eP~1Hj associated with the unconstrained Allen-Cahn equation.
The coefficients bjk in (4.7a) can be evaluated asymptotically for e -» 0 in a way similar to that shown in Appendix A for the two-layer case. A straightforward but lengthy calculation shows that
Here JJ, is given in (2.18b) and c is a positive constant that is proportional to the distance Xk -Xj. From these asymptotic estimates for bjk, it follows that if we write the left side of (4.7a) in the matrix form Bx, then the matrix B is lower triangular to within exponentially small terms. Moreover, if 0 < a < 1, then the entries in the matrix B that are below the main diagonal are 0(e) smaller than the entries along the main diagonal. Since, for 0 < a < 1, B is a diagonal matrix to within 0(e) terms, the system (4.7) can be asymptotically decoupled for this range of a to obtain
When a = 1, the form (4.10) is an exact reformulation of (4.7). In (4.10a), let n > 2 and label the initial-layer separations dj(0) for j = 0,... ,n by d® = dj(0). Assume that for some J with J ^ 0 and J ^ n that vjd® < Vjd® for all j = 0,... ,n and j ^ J. Then, from (4.10a), it is easy to show that the distance dj{t) between xj and xj-\ satisfies the approximate evolution equation
Integrating (4.11), we obtain
Thus, dj = O(e) when t & t s . The collapse time for the corresponding unconstrained Allen-Cahn equation is obtained by letting n -> oo and setting a = 1 and K, = 1 in (4.12). A more detailed study and comparison of the internal layer dynamics (4.7) associated with the various limiting forms of (2.1) is in progress.
Artificial boundary conditions and spurious metastable dynamics
Domain truncation with the imposition of a simple form of artificial boundary condition can significantly perturb the metastable internal layer dynamics associated with problems defined on infinite domains. To illustrate this effect, we consider the AllenCahn problem that results from truncating an infinite domain problem to the finite domain problem
Here L > 0, s > 0, and Q(u) is an odd periodic function satisfying Q(-s) = 0, Q f (-s) < 0, and Q(u + 2s) = Q(u). The simple artificial boundary conditions (5.1b),
, were derived by linearizing (5.1a) about the constant states u = -s and u = 3s and then by finding the decay rates onto the constant states. The corresponding nontruncated problem is (5.1a) on the infinite line -oo < x < oo with u -> -s as x -* -oo and u -> 3s as x -> oo. For the form of u shown in Figure 6 , our goal is to compare the metastable internal layer dynamics for the infinite domain problem with that of the truncated problem (5.1) (see [24] for some related work).
The metastable pattern shown in Figure 6 is represented by u(x,t) ~ u*(x), where
Here Xj = Xj(t) and XQ < XI. In (5.2), the heteroclinic orbit u s (z) satisfies (2.6a) and the anti-symmetry condition u s (z) = -u 3 (-z) . By retaining an extra term in the far field form of u 8 (z), we derive from (2.6a) that
In (5.3), a, 6, and k are defined by
forQ"( S )^0;
To derive equations of motion for X[)(t) and xi(t), we use the projection method. Let u = u* + w, where w < u* and ^ < wj. Then, from (5.1) and (5.3), the quasi-steady linearized problem for w is
1^^,
In (5.5a), E is defined upon substituting f 0 = 1, & = 1, n = 2, and (5.2) into (4.4). On the interval |a:| < L, the eigenvalue problem associated with (5.5) is (2.13a) with boundary conditions e0 / (±L) ± v(j){±L) = 0. For e -> 0, the (nonnormalized) eigenfunctions corresponding to the two exponentially small eigenvalues are fa (x) ~ ^/ 5 [e~1(x -Xj)] for j = 0,1. In the limit e -> 0, we enforce the solvability conditions that the projections of w against these eigenfunctions are zero. From these conditions, we obtain the coupled system of differential equations for xo(t) and xi(t) given by -^Ao ~ -2a 2 In (5.6), /? is given in (2.18b), di = Xi -XQ, do = XQ + ^, and d2 = L -xi. We now interpret the dynamics (5.6). On the infinite line, the distance between xi and XQ satisfies di ~ 4e/?~1a 2^2 e~e~l l/dl . Thus, the inter-layer force is repulsive for all di and di -^ oo as t -> oo. Now for the truncated problem, the last terms on the right sides of (5.6a,b) can be neglected in the limit e -> 0 only when di < (fc+l) min (do, ^2)-Thus, it is only for this range of di that the metastable dynamics of the truncated problem correctly approximates that of the infinite domain problem. As di increases, the last terms on the right sides of (5.6a,b) become more significant and spurious effects from the artificial boundary conditions are introduced. When b > 0, these conditions have the deleterious effect of introducing a spurious stable steady-state solution not present in the infinite domain problem. The equilibrium layer spacings doe, die, and d2e for this steady solution are , it then follows that di e ~ 4L/3 + elog(3)/(3 x /7r) and do e = d2e = L/3 + O(e). Thus, the interesting qualitative feature in this problem is that the artificial boundary conditions can induce e e spurious metastable dynamics even when the internal layers are located at an 0(1) distance away from where the artificial boundary conditions are imposed. There are many other problems defined on the infinite line where various types of localized structures interact with each other by way of exponentially weak interlayer forces. Examples of such problems include the interaction of solitary waves of nearly equal amplitude for the KdV equation and related equations, and the interaction of kinks for nonlinear wave equations. To numerically solve these more general problems using finite difference methods, the infinite domain must be truncated to a finite domain and artificial boundary conditions must be imposed. The simple example analyzed above suggests that considerable care must be taken in performing these computations to ensure that any spurious dynamics introduced by the artificial boundary conditions does not obscure the delicate interaction between the localized structures.
Appendix A. Evaluation of the inner products for a two-layer pattern
For e -> 0, we now outline the evaluation of the inner products (Mj, (j)k) for j = 0,1 and k = 0,1, given in (2.18a Here 0± are defined in (2.16b). The result for (MQ, 0I) given in (2.18a) then is obtained by combining (A.4) and (A.5). Finally, an integration by parts shows that (Mi,0o) is given by (A.3) where s_ and i^i are replaced by s+ and -RQ, respectively. Since the resulting integrand is exponentially small for -1 < x < 1, it follows that (Mi,0o) = 0(e~e c ) for some c> 0. Therefore, in deriving (2.19) from (2.15), we have set (Mi,0o) = 0 in (2.15a).
