Longtime behavior for the occupation time of a super-Brownian motion with immigration governed by the trajectory of another super-Brownian motion is considered. Central limit theorems are obtained for dimensions d ¿ 3 that lead to some Gaussian random ÿelds: for 3 6 d 6 5, the ÿeld is spatially uniform, which is caused by the randomness of the immigration branching; for d ¿ 7, the covariance of the limit ÿeld is given by the potential operator of the Brownian motion, which is caused by the randomness of the underlying branching; and for d = 6, the limit ÿeld involves a mixture of the two kinds of uctuations. Some extensions are made in higher dimensions. An ergodic theorem is proved as well for dimension d = 2, which is characterized by an evolution equation.
Introduction and main results
A variety of limit theorems have been proved for Dawson-Watanabe superprocesses. Dawson (1977) obtained a spatial central limit theorem for the stationary state of an ( ; d; ÿ)-superprocess with underlying dimension d ¿ =ÿ. Iscoe (1986a) proved central limit theorems for the associated weighted occupation time process in the same situation, and right norming a d (t) for the occupation time uctuation is t 3=4 for d = 3; (t log t)
1=2 for d = 4, and t 1=2 for d ¿ 5, where d = 4 is the critical dimension. Immigration structures associated with Dawson-Watanabe superprocesses have been studied by several authors; see Gorostiza and Lopez-Mimbela (1990) , Li (1992 Li ( , 1996 , Li and Wang (1999) and the references cited therein. Limit theorems for immigration processes were studied in Li and Shiga (1995) , where the immigration is governed by a deterministic measure.
Superprocesses in random medium have received much attention in recent years, see, for examples, Dawson and Fleischmann (1997) , Mytnik (1996) , etc. Stimulated by the work of Dawson and Fleischmann (1997) , who studied a super-Brownian motion with random branching mechanism governed by another super-Brownian motion, Hong (2000a) and Hong and Li (1999) considered a super-Brownian motion X with immigration governed by the trajectory of another super-Brownian % motion (SBMSBI, for short), denoted it by X % . In the present paper, we will consider the occupation time process of the superBrownian motion with super-Brownian immigration (SBMSBI). A central limit theorem is obtained for d ¿ 3 that leads to some Gaussian random ÿelds: for 3 6 d 6 5, the ÿeld is spatially uniform; for d ¿ 7, the covariance of the limit ÿeld is given by the potential operator of the underlying Brownian motion; and for d = 6, the limit ÿeld involves a mixture of the two kinds of uctuations, which exhibits a departure from the phenomena in the existing models. The right norming a d (t) is t (10−d)=4 for 3 6 d 6 6, and is t for d ¿ 7, which reveal that the random immigration "smooth" the critical dimension in the sense that there is no log term.
In particles picture, there are two kind of particles in our model: one is the underlying particles governed by X , the other is the immigration particles governed by % which undergo as the underlying particles when they immigrate into the system. With our chosen norming, only the immigration particles contribute to the limit behavior: in higher dimensions (d ¿ 7), the contribution of the randomized immigration particles in the asymptotic behavior is the same as the deterministic immigration particles (Proposition 1.1), i.e., the randomness of the underlying (governed by X ) contributes to the limit; in lower dimensions (3 6 d 6 5), the randomized immigration particles make the contributions, i.e., the randomness of the immigration (governed by %) contributes to the limit (Proposition 1.2); and in dimension d = 6, it is interesting that both of the two kind of uctuations contribute to the limiting behavior.
Although there is no non-degenerate central limit theorem for dimension d = 2, by analyzing the related evolution equation, we proved an ergodic theorem.
Let C(R d ) denote the space of continuous bounded functions on R d . We ÿx a constant p ¿ d and let p (x): 
where n(·; ·) is the unique mild solution of the evolution equatioṅ n(t) = n(t) − n 2 (t);
-valued path such that for each a ¿ 0 there is a constant C a ¿ 0 such that g(t) 6 C a p for all t ∈ [0; a]. The weighted occupation time of the super Brownian motion may be determined by
where m(0; ·; ·) is the unique mild solution oḟ
See e.g. Iscoe (1986a) .
Markov process X = (X t ; Q ) with transition probabilities given by
(1.5)
where n(·; ·) is given by (1.2); see e.g. Dawson (1993) , Dynkin (1991) and Li and Wang (1999) . Based on (1.3) and (1.5) it is not di cult to construct a probability space ( ; F; Q) on which the processes {% t : t ¿ 0} and {X % t : t ¿ 0} are deÿned, where {% t : t ¿ 0} is a super Brownian motion with % 0 = and, given {% t : t ¿ 0}, the process {X % t : t ¿ 0} is a super Brownian motion with immigration determined by {% t : t ¿ 0} with X % 0 = . By (1.3) and (1.5) we have The process {X % t : t ¿ 0} is what we call super-Brownian motion with super-Brownian immigration (SBMSBI), for details, see Hong and Li (1999) . Let 
To distinguish the e ect of the two kind of branching in the model SBMSBI, we will consider the situation which the branching rate of X and % are the positive constant k 1 and k 2 , i.e., the branching functional of X and % are X (z) = k 1 z 2 and % (z) = k 2 z 2 respectively. By (1.3) and (1.6), we know that the Laplace transition functional of Y % t under Q is given by
where u(·; ·) is the mild solution of the equatioṅ
and v(·; ·) is the solution of the equatioṅ
Here is the position to state our main results. Let S(R d ) be the space of rapidly decreasing, inÿnitely di erentiable functions on R d whose all partial derivatives are also rapidly decreasing, and let S (R d ) be the dual space of S(R d ). We deÿne the
where a d (t) = t (10−d)=4 for 3 6 d 6 6 and a d (t) = t for d ¿ 7. Then we have
where f; g ∈ S(R d ); and
is ÿnite for 3 6 d 6 6. Remark 1.1. For 3 6 d 6 5; we actually have Z ∞ = ; where is the Lebesgue measure on R d ; and is a centered Gaussian random variable in R with variance C d .
In higher dimensions (d ¿ 7), the contribution to the asymptotic behavior of the randomized immigration particles is the same as the deterministic immigration particles. To see this, let X be the SBM with deterministic immigration governed by the Lebesgue measure , and Y be the occupation time of X . The Laplace transition functional of Y is determined by
where v(·; ·) is the mild solution of Eq. (1.11). Let Z be deÿned by (1.12) with % replaced by , then we have Proposition 1.1. For d ¿ 7; both Z t and Z % t possess the same limiting ÿeld as t → ∞.
In lower dimensions (3 6 d 6 5), the randomized immigration particles make the contributions, i.e., the randomness of the immigration (governed by %) contributes to the asymptotic behavior. To this point, we can ÿnd a functional of %, which acts as Z 
with the same norming a d (t) = t (10−d)=4 for 3 6 d 6 5, Then we get that Proposition 1.2. For 3 6 d 6 5; both Z t and Z % t possess the same limiting ÿeld as t → ∞.
Although there is no non-degenerate central limit theorem for d ¡ 3, by analyzing the related evolution equation, we prove a weak ergodic theorem for d = 2.
where is a non-negative; inÿnitely divisible random variable whose Laplace transform is given by
where w ≡ w(t; x; Â) is the mild solution of the evolution equatioṅ
w(0) = 0; (1.14)
where q t (·)= t 0 p(s; ·) ds; and p(s; x) is the transition density function of the standard Brownian motion. Theorem 1.1, Propositions 1.1 and 1.2 will be proved in Section 2; Theorem 1.2 will be proved in Section 3; and some extension is made in Section 4.
Proof of Theorem 1.1
Now we proceed to the proof of Theorem 1.1. In what follows, C will denote a constant which may take di erent values in di erent lines. Let
Let u t (·; ·) and v t (·; ·) be the mild solutions of evolution Eqs. (1.10) and (1.11), respectively, with f being replaced by f t , i.e., u t (·; ·) and v t (·; ·) satisfy
Proof. This is a simple calculation based on (1.9) -(1.11).
Remark 2.1. By (1.9) -(1.12) and Lemma 2.1 we get the Laplace transition functional of
where v t (·; ·) and u t (·; ·) are the solutions of (2.2) and (2.1); respectively. The ÿrst term in the bracket of the right-hand side of (2.3) is caused by the underlying particles with branching of X t ; the second and the third terms are caused by the immigration particles. From Eq. (2.2) and by a simple calculation; we have
We could see the underlying particles with no contribution to the limit behavior. How do the immigration particles contribute to the limit behavior?
We will see that by calculating the limit values of the last two terms in the bracket of the right-hand side of (2.3) as t → ∞ by a series of lemmas.
Then we have
Proof. It is easy to check that for any f ∈ S(R d ) + ; we have
When 3 6 d 6 5; one has 
We could see that with our chosen norming a d (t); the second terms in the bracket of the right-hand side of (2.3) contributes to the limit behavior only in the higher dimension d ¿ 6.
Lemma 2.4. Let Proof. We ÿrst observe that when 3 6 d 6 6; 
as t → ∞ by Lebesgue's dominated convergence theorem; where
is ÿnite for 3 6 d 6 6; and in the fourth step we used the change of variables s = tu; r = tuv; r = tuv ; h = tuvw; h = tuv w .
When d ¿ 7, using (2.5) we have 
which goes to zero as t → ∞.
Lemma 2.5. Let d ¿ 3;
; u t (s; ·) 2 ds:
Proof. We ÿrst note that 
combining the above yields a proof. We could see that with our chosen norming a d (t); the third terms in the bracket of the right-hand side of (2.3) contributes to the limit behavior only in the lower dimension 3 6 d 6 6.
Proof of Theorem 1.1. Combining (2.4); (2.6) and (2.7) with (2.3) and the discussions in Theorem 5.5 of Iscoe (1986a) ; we get the desired result.
Proof of Proposition 1.1. By the deÿnition of Z t ; we have
where v(·; ·) is the mild solution of Eq. (1.11). For d ¿ 7; the results followed from (2.4) and (2.6).
Proof of Proposition 1.2. Let F(s) = a d (t)
−1 t−s 0 P r f dr; by the deÿnition of Z t ; we have
where u(s; x) is the solution of the equation
Then for 3 6 d 6 6; the results followed from Lemmas 2.4 and 2.5.
An immediate consequence of Theorem 1.1 and Lemma 2.1 is the following
Remark 2.5. This ergodic theorem leads to investigate the large deviation principles in Hong (2000b) .
Proof of Theorem 1.2
In this section, we proceed to the proof of Theorem 1.2. Let u T (t; x) and v T (t; x) be the mild solutions of the Eqs. (1.10) and (1.11), respectively, with f being replaced by T −2 f, i.e.,
. From (3.1) and (3.2) we could verify that w T (t; x) and v T (t; x) satisfy the following equations, respectively:
In the following lemmas, we ÿrstly consider f ∈ C p (R d ) + such that ; f = 1.
Lemma 3.1. Let d = 2; ¿ 0. Then we have
in L 2 (R 2 ; ) and pointwise uniformly in t ∈ [0; ]; where p(t; x) is the transition density function of the Brownian motion. Noting ; f = 1 we have 
T (t; x): Note that by (3.6), (3.5) and (2.5), one gets
as T → ∞. Combining with Lemma 3.1 we get the pointwise convergence of g T (t; x). One has
By (3.6) and calculations we have
as T → ∞. Then from (3.7) and Lemma 3.1, we are done.
Lemma 3.3. Let d = 2; w T (t; x) be the mild solution of Eq. (3.3); i.e.;
Then w(t; x) := lim T →∞ w T (t; x) exists in C([0; +∞); L 2 ( )) and pointwise and; w(t; x) is the mild solution of the equatioṅ w(t; x) = w(t; x) − k 2 w 2 (t; x) + q t (x);
where q t (x)= t 0 p(s; x) ds; and p(s; x) is the transition density function of the standard Brownian motion.
Proof. The mild form of Eq. (3.8) is
and with Lemma 3.2 in hand; the remaining proof is similar to that of Proposition 3.9 in Iscoe (1986b) : ÿrstly; we can prove that the limit w(t; x) exists in C([0; +∞); L 2 ( )). Then; the limit is taken in pointwise and satisÿes (3.9). Finally; the mild solution of (3.9) is unique. We omit the details here. But from (3.6) we know
By Lemmas 3.2 and 3.3; the two terms in the right-hand side of (3.12) converge to that of (3.13); respectively; proving the desired conclusion. where w(·; ·) is the mild solution of (3.9), i.e., w(t; x) = w(t; x) − k 2 w 2 (t; x) + q t (x);
For the unnormalised case, we can replace f with Âf, where Â ¿ 0 and ; f = 1, and arrive aṫ w(t; x) = w(t; x) − k 2 w 2 (t; x) + Âp t (x);
On the other hand, from Eq. (3.2), we have In what follows; we will prove the third term in the bracket on the right-hand side of (4.2) goes to zero as t → ∞. By condition (4.1), let 0 ¡ 2 ¡ d − 2 ÿ 2 − 4ÿ 1 (1 + ÿ 2 ) ÿ 2 (1 + ÿ 1 ) (1 + ÿ 1 ) and = (2 − )ÿ 2 + (1 − ÿ 1 ) (1 + ÿ 1 )(1 + ÿ 2 ) :
From Eqs. Then combining (4.5) -(4.7) with (4.2), completes the proof.
Remark 4.2. With ÿ 1 and ÿ 2 labeling on the two kinds of branching mechanism in our model make us to see more clearly which uctuation contributes to the limit behavior; i.e.; the immigration particles taking the underling branch contribute to the limit behavior in high dimension.
