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Abstract 
In the online marketplace, taste brings together customers and businesses. While a business can be viewed as selling products that 
implement specific tastes, the buying decisions of the customers are also driven by tastes. This paper attempts to model users by 
formulating customer’s taste. A part of the taste is explicit in the online review portal’s data but the foot print of taste left behind 
in unstructured text reviews is implicit. While the explicit part is relatively easy to understand, formulating implicit taste is 
challenging due to the unstructured nature of the text reviews. In the approach adopted by our work, formulating implicit taste is 
treated as both an information retrieval and annotation problem. The proposed framework addresses the blind spot in the current 
techniques of content based recommendation that works well for businesses selling products such as televisions or personal 
computers but does not work well for business domain such as restaurant with no clearly defined feature set. This framework 
promises to bring more precision to the current mechanism for marketing, recommendation and community building in such 
domains. This paper describes the framework and explains a specific use case such as recommendation system deriving value out 
of it.  
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1. Introduction 
One can argue that products become successful because they implement tastes successfully and it is taste that gets 
sold and bought. In an online review forum where there is no obligation to express, a customer willingly expresses 
his opinion mostly for things that he truly cares about i.e. things that either match or mismatch with what he likes. 
This is how a customer leaves a footprint of his taste in online reviews. This part of the taste is implicit while the 
explicit part of it consists of customer preferences made evident by customer’s choice of category of business. We 
need both to understand the customer’s tastes. We can also take a similar approach to formulate the tastes that a 
business is successfully offering. The framework proposed in this paper extracts the explicit taste vector from the 
online review portal’s data and forms the implicit part of the taste vector by mining the textual reviews. Forming the 
implicit taste vector is challenging due to the unstructured nature of the domain.   
The problem that we have described does not have a ready to implement solution. Typically, online review 
portals for this kind of businesses serve merely as directory of businesses. As a result, though the volume of text 
reviews is increasing exponentially, the utilization is not. These portals provide some kind of average rating but the 
limitation of this calculated average is well known. The customers end up researching huge volume of text reviews 
before making any purchasing decision and still do not feel confident. To address this gap, the portals encourage 
community building by providing features such as fan or friend that a reviewing customer should utilize. Typically 
the fraction of customers who use these features is very small compared to the overall number of customers using the 
review portals. So this whole indirect approach of customer driven community formation is not scaling up enough 
for the businesses to take advantage of it. A business looking for a solution for any similar requirement, tries to build 
its own customized solution. Here we propose a more direct approach through formulation of taste.  
The other challenge for an academic research in this domain is the fact that it is hard to find an academic dataset 
from a similar domain. So in our research, we have taken an approach based on prototyping with a real life dataset. 
The rest of the paper is organized as follows: firstly, we summarize the existing work that we built upon. Secondly, 
we describe the proposed framework followed by suitable application examples. Finally, we summarize our work 
and indicate the next steps in our research. 
2. Existing work 
2.1. User modelling 
Our work closely relates to the domain of user modelling and recommendation systems. User modelling refers to 
the way an application adapts itself based on its understanding about the users. The adaptation can be done in terms 
of interface and content. User interface modelling is commonly seen in application software.  Recommendation 
systems1 are examples of content based user modelling and are closely related to the concept of user taste.  For set of 
item I and set of users U, the job of the recommendation system is to maximize a utility function p for each user u ϵ 
U where utility function2 p: I x U → O and O is the set of ordered items. Since the utility p is not defined for the 
whole IxU matrix, job of the recommendation system is to fill up the blank spaces in this matrix by recommending 
items that the user was not aware of or did not know how to request for. This is also the difference between search 
and recommendation. The offline part of a recommender is for data pre-processing and building appropriate models 
whereas online part is to make prediction and final recommendation after considering the current context. The 
model implementation itself can employ memory based heuristics or machine learning techniques. Models are built 
primarily based on neighborhood. User based collaborative filtering uses user neighborhood, item based 
collaborative filtering uses item neighborhood and content based recommendation uses content neighborhood. In a 
practical recommendation system, hybrid implementation combines multiple methods to overcome weakness of any 
single method. Researchers extended collaborative recommendation further to social networks. Shaghayegh Sahebi 
et al3 has shown that collaborative filtering works better in communities which are subsets of all users. Konstas et al 
has shown that friendship relation4 in the social network can be used in recommendation systems and this can 
outperform simple collaborative methods. Tien T. Nguyen et al5 evaluated performance of tag based 
recommendation algorithms for neighborhoods defined by tags. They used the movielens dataset which has both 
explicit user demographic information and user defined tags. Uwe Malinowski et al6 defined a taxonomy for user 
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modelling in terms of models, knowledge acquisition and interface integration.  For our work, models can be content 
based, collaborative, hybrid, memory based or based on machine learning.  We have adopted content based 
approach while targeting individual users instead of stereotypes.  
Laura Dietz et al7 showed that a visible social network is a combination of many invisible networks in various 
dimensions and by delayering a social network using user content, one can outperform methods such as LDA 
(Latent Dirichlet Allocation) in predicting similarity. In our work, we also worked with delayered social network i.e. 
only considered the aspect of taste with respect to food. Hugo Liu et al8 presented an implementation of a multi-
dimensional taste fabric by mining the social network texts of 100000 users. The user profile in this work was a bag 
of phrases of various interest categories (book, music etc.) which is then normalized using extensive handmade 
ontologies (interest and identity descriptors) for all the interest domains. Machine learning techniques are 
subsequently used to do a correlation analysis and semantic relatedness is determined across such descriptors. Then 
a composite multi-dimensional taste fabric is arrived at and evaluated with conventional recommendation 
algorithms. However such an effort is hard to replicate and maintain for every online domain that is constantly 
evolving. Eva Jaho et al9 presented ISCoDe framework for detecting community based on interest similarity. First 
the interest similarity is assessed from the user defined tags and is used to create a graph with the similarity measure 
as the edge weights. Then standard community detection algorithms are applied to detect communities. Magnini et 
al10 showed that semantic analysis of websites frequented by users can be used to successfully build an accurate 
recommender system.  
In our work, we did content based user modelling by capturing taste. It also aims at building a taste fabric but 
without hand-crafting an ontology. Our work is also focused on only one dimension or layer of the social network 
i.e. chosen domain of food.  The method adopted is not a collaborative method of user modelling as the target 
domain for our work is not heavy with friendship kind of relations and so the explicit social network linkages cannot 
be taken advantage of. It addresses the scenario where neither the taste based tags nor the taste based communities 
are explicitly defined and used a novel approach to discover tags from review texts. We have also taken into 
consideration the importance of semantic analysis of the review texts while modelling the users. Our work has not 
addressed the temporal aspect of the user model itself evolving with time. Some researchers have come up with 
latent factorization based models for evolution of user expertise. Our work takes a snapshot of the past text reviews 
and models the users. 
2.2. Key Phrase extraction  
We have reviewed two existing bodies of work while building our taste framework. The first is the existing 
researches for key phrase extraction and second is the existing researches on automatic annotation. The researches 
for key phrase extraction were reviewed as finding the key topics from unstructured text is a necessary first step for 
finding out the main topics in the customer reviews. The automatic annotation methods were reviewed to examine 
how the identified key phrases can be further compressed into a set of tags to form an implicit taste vector.  
For key topic extraction from unstructured text, the common approach irrespective of the domains involves 
finding the words or phrases representing different topics and sorting them using some logic to find the most 
important ones. The first step of candidate generation is based on heuristics i.e. typically a syntactic metadata11 will 
be applied to the text to find out parts of speech patterns of interest. For example, an adverb-adjective-noun pattern 
is expected to contain meaningful opinions. Similarly, using sentiment analysis techniques12, the subjective texts can 
be extracted to yield texts of positive and negative polarity and thereby containing useful opinions. Comparatively, 
objective texts with neutral polarity may not be useful. This first step of candidate generation will yield many 
candidates for key phrases. The next step is more challenging as one needs to make a selection of key phrases that 
are coherent13 and take care of same meaning possibly conveyed by different sets of words. The domain also has a 
role to play.  For scientific domain, the listed keywords and the abstracts help in finding the key phrases14. In web 
search, the server search logs may have important clues. In product domains such as personal computer, phone etc. 
there are available training datasets which open the possibility of supervised key phrase detection15. However in 
domain such as restaurant business, supervised approach is not feasible and one has to fall back on unsupervised 
method.  
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The unsupervised approach itself can be divided into several categories i.e. statistical, dimensionality reduction, 
clustering, graph theoretical and mixed strategies. In statistical approach, the word frequency is the basic building 
block and statistical co-occurrence amongst words can be used to build the next level of information16. External 
resource such as Wikipedia also can be used to find out the relative importance of candidate key phrases.  The 
statistical approaches yield somewhat acceptable result but it is hard to proxy the semantic aspect of the text. In 
clustering approach, clustering on information units is attempted to find the exemplar terms17 and these terms can 
then be used to find key phrases. Sometimes, external resource such as Wikipedia information can be used to cluster 
these information units. But quality of clustering is always a hard problem to solve. The dimensionality reduction 
techniques may have linear algebra or probabilistic groundings.  The linear algebra based methods such as Latent 
Semantic Indexing (LSA), Non negative matrix factorization (NMF) and probabilistic methods such as LDA (Latent 
Dirichlet Allocation)18 yield key topics as set of words but it takes lot of trial and error to come up with topics that 
represent a theme. The most famous of the graph theoretical approaches is Textrank19. The basic Textrank algorithm 
was for text summarization where the sentences are the nodes of the graph and the undirected edges represent the 
similarity between the sentences represented as vector of words. For keywords, the sentences can be replaced by 
words and edge-weights can be replaced by co-occurrence metric. There are also mixed strategies built around 
Textrank.  Topic rank20 is such a strategy using Textrank with LDA. The Collabrank21 clusters the documents first 
and key phrases are picked up in each cluster using Textrank.  
2.3. Automatic annotation  
The second part of our proposed framework attempts to represent semantic content of identified key phrases by 
suitable annotations. Tags, explicitly or implicitly defined, can have a big role to play in electronic commerce. Olena 
Medelyan et al22, proved that automatically extracted keywords perform equally well compared to human annotated 
tags. An annotation is applied to a web document for various purposes i.e. classifying a document to a category or 
sub-category, identifying sentiment polarity, identifying the skill level required from the reader, identifying the 
overall concept or just to indicate a representative summary. Much of the existing research on automatic tag 
recommendation has heavy reliance on domain specific ontology23 i.e. target documents are parsed and then 
compared with the ontology schema for the target domain to recommend a tag. In an ontology hierarchy, parent 
child hierarchy is used to recommend a tag that represents a parent and to eliminate duplication, the common parent 
of two competing child tags are chosen from the ontology tree. Most of the ontology is hand-coded and sometimes it 
is acquired from internet based sources. In online review domain, coming up with annotation that represents a 
customer’s taste is more of a summarization problem while retaining some of the details.  While this ontology based 
generalization approach works well for annotating a document, it does not work well when annotation is used to 
represent a taste which is often very specific.   
3. Formulating taste as a vector 
3.1. Explicit taste 
We can model explicit taste as a bag of words where each word is a self-anointed tag and an attribute of the 
business. In the restaurant dataset we worked with, these tags are available as category and attribute tags. In our 
dataset, the category signifies the type of restaurant whereas the attribute tags are various facilities offered. When a 
customer visits many restaurants, these attribute/category tags show an explicit pattern of his preferences. For 
example, in a movie review portal, movie classification is a kind of explicit tag and will constitute an explicit part of 
the taste. An explicit taste that a business offers is explicitly declared and need not change from one review record to 
the next. On the contrary, the explicit taste tags for a customer has to be ascertained from his numerous review 
records or footprints.  For example, a customer may visit many restaurants. All these restaurants may not be 
identical in terms of category and attributes but may have few common tags. Examples of such common tags for a 
hypothetical customer are category tag “nightlife” and a common attribute tag “Happy hour”. These common tags 
will show up as customer’s preferences. This matrix of “explicit taste” will be a sparse matrix.   
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Fig 1: Proposed taste framework 
3.2. Implicit taste 
In the proposed framework, we have used various available techniques as resources in our toolbox and evaluated 
as well as extended existing researches to come up with the recommended methods. To begin with, we have used 
classification based sentiment analysis technique to extract the text that is clearly subjective. After that, we have 
used unsupervised approach (graph theoretical method) to find the key topics and followed the original Textrank 
algorithm with some modifications. We started with extracting key words defined by POS (parts of speech) patterns 
such as “adjective and noun” and built a graph of candidate keywords. First, we replaced the co-occurrence based 
similarity metric in Textrank by the concept of semantic distance using WordNet24. As a second alternative, we 
derived the similarity metric from a Word2Vec25 model built based on the distributional properties of words in our 
corpus. We then applied PageRank26 on this, sorted the keywords on calculated PageRank and chose to retain only 
certain top portion (say 20%) of this list. Finally, we combined key words into key phrases by checking adjacency of 
the chosen keywords in the original text. 
Since the selected key phrases were many, we compressed it further by automatic annotation. For this next step, 
we treated this as a summarization problem instead of ontology based categorization. We framed the problem of 
coming up with a suitable annotation as a second level of text mining problem where we need to reduce the 
dimensionality of the many selected key phrases. As an individual’s taste is too complex to be described by a single 
annotation, we opted for multiple annotations or tags to suitably represent an individual’s implicit taste.  We have 
tried out three approaches with a suitable size n of the implicit taste vector. Firstly, we have done TF IDF (term 
frequency, inverse document frequency) based top n keyword extraction. Secondly, we have used non-negative 
matrix factorization (dimensionality reduction technique) to extract top n dimensions and top 3 keywords in each 
dimension. We then extracted n non-duplicate words from the basket of words representing these dimensions. 
Thirdly, we have done K means clustering with the basket of words representing the extracted key phrases and 
picked up the central word for each of these n clusters, eliminating any duplicate. For us, the clustering strategy 
yielded best results. The obvious limitation of the whole framework is the fact that it works well for customers who 
have done large number of text reviews. It is not possible to come up with a vector of n words if number of reviews 
itself is less than n.  This is the familiar cold start challenge in recommendation system. The usual strategy of 
recommending most popular products or falling back on recommendation using existing social network information 
can be adopted here as well. 
1051 Bhaskarjyoti Das and V.R. Prathima /  Procedia Computer Science  93 ( 2016 )  1046 – 1053 
4. Deriving value from identified taste 
As no benchmark is readily available for this domain, we decided to work with a real life dataset. For this 
purpose, we have chosen Yelp challenge dataset as it provides rich information about customers as well as 
businesses with lot of text reviews. For investigating the utility of the proposed taste framework, we used a 
relatively small restaurant dataset from city of Edinburgh from Scotland, UK. We extracted the restaurant dataset for 
Edinburgh subject to the condition that each restaurant must have at least 50 reviews and each customer must have 
at least 20 reviews to facilitate text mining. Total number of eligible businesses in this dataset was 47 and total 
number of reviews were 1077. There were 2353 customers mentioned both as reviewers as well as friends of 
reviewers. Some customers had many friends but most of the friends were not participating in reviews. However 
with the condition of at least 20 text reviews, the number of eligible customers came down drastically.  We decided 
to derive a 5 word implicit taste vector to keep the computational load minimum and in our pre-processing, mapped 
the anonymized ids to integer ids as anonymized ids are not necessarily printable characters. Though the dataset is 
small, it serves the purpose of proving the point while not demanding a large development hardware and CPU time. 
Fig 2: Social network based on declared friendship                                 Fig 3: social network based on common restaurants patronized 
Fig 4: social network based on explicit taste vectors                                Fig 5: social network based on implicit taste vectors 
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We have done 4 experiments with the reduced dataset. In each case, the customers have been analyzed and 
adjacency matrix is built to detect possible communities. These experiments were designed to test the effectiveness 
of the taste framework towards community detection and possibility of a recommendation mechanism based on taste 
similarity.  In the first case, the community is formed based on declared friendship. This is already available to the 
portals and the objective of our work was to deliver additional values. The second case was by examining common 
restaurants visited in a way similar to collaborative filtering. The third case was based on explicit tastes of the 
customers and final case was based on implicit taste vector derived from customer reviews. The social network 
graphs are drawn as shown in Figure 2 to Figure 5 and it becomes clear from the graphs that distinct social 
communities are possible based on taste.  Then, as an example, the top few similar customers for a few given 
customer are found out based on calculated similarity.  
Table 1. Examples of top few neighbors in a customer’s community 
Customer id  All declared friends  Top few similar 
customers as per explicit 
taste 
Top few similar customers 
as per implicit taste 






885, 915,926,927 2,27,10,16 
3 65,405, 17, 20, 238, 543, 306, 827,188,  
575, 449, 706, 324, 709, 846, 862, 443, 
615,877, 1006, 624, 498, 756, 633, 895 
1076,269,394,385 10,16,5,2 
 
From the social network graphs constructed above using the adjacency matrix based on calculated similarity, it is 
clear that latent communities do exist beyond the obvious (the declared friend relations). More importantly, the 
explicit and implicit taste vectors (even for this small datasets) show hidden communities and create new 
possibilities for the customer facing applications. The Table 1 above lists examples of top few most similar 
customers for few customer ids. Without this new way of finding similarity between tastes, the prevalent 
recommendation systems in the online review rating portals have limited capabilities. With explicit and implicit 
taste vector based similarity analysis, these results prove that community formation can be done and product 
recommendations can be made even when the customers have not explicitly declared any friend relations and the 
products have no clearly defined features.  With a larger development hardware, a large dataset can be processed 
with more CPU time and similar results on a much larger scale can be demonstrated very easily.   
5. Conclusion  
In this paper, we have done user modelling by putting together a framework that formulates the explicit and 
implicit components of taste from online reviews. This is called a framework as different options can be exercised at 
different stages such as key phrase extraction and annotation. We did this by evaluating existing methods, using 
them as toolbox and making extensions wherever necessary. This approach attempts to model users directly instead 
of the indirect approach taken by the collaborative filtering in recommendation systems. It also attempts to address 
the gap due to lack of content based recommendation systems for products and services lacking clearly defined 
feature lists. However the benefits will not be limited to recommendation application alone. For example, as taste 
vectors get identified across the community population, marketing can be more effectively focused on customer 
segments and sub-segments. More customer facing applications may then take advantage of this framework. 
As an immediate next step, we plan to replicate this work on a much larger dataset using a high end development 
hardware to demonstrate essentially the same result on much larger scale. Also suitable academic dataset needs to be 
identified or prepared for such an effort. We would then like to formalize the work by building a hybrid 
recommendation system using this concept of taste, measuring the performance and by publishing the comparison 
with baseline recommendation system metrics.  
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