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ABSTRACT 
In this paper we discuss various properties of matrices of the type 
S=H-GE-IF, 
which we call the Schur complement of E in 
A=(: ;). 
The matrix E is assumed to be nonsingular. When E is singular or rectangular we 
consider the generalized Schur complement S = H- GE-F, where E- is a gener- 
alized inverse of E. A comprehensive account of results pertaining to the detenni- 
nant, the rank, the inverse and generalized inverses of partitioned matrices, and the 
inertia of a matrix is given both for Schur complements and for generalized Schur 
complements. We survey the known results in a historical perspective and obtain 
several extensions. Numerous applications in numerical ananlysis and statistics are 
included. The paper ends with an exhaustive bibliography of books and articles 
related to Schur complements. 
I. INTRODUCTION AND NOTATION 
1.1. Introduction 
In recent years, the designation “Schur complement” has heen applied to any 
matrix of the form D- CA-‘B. These objects have undoubtedly been encountered 
from the time matrices were first used. But today under this new name and with new 
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emphasis on their properties, there is greater awareness of the widespread ap 
pearance and utility of Schur complements. 
R. W. Cottk [18] 
Our purpose in this paper is to present a unified treatment covering both 
the Schur complement 
S=H-GE-‘F (1.1) 
and the generalized Schur complement 
S=H-GE-F, (1.2) 
where E- is a generalized inverse of E satisfying EE-E- E. We discuss 
various properties of matrices of the type (1.1) and (1.2) and present both 
early and recent results. We also show how Schur complements may be used 
to obtain concise proofs of some well-known and some not so weIl-known 
formuIas. 
Issai Schur [66] appears to have been the first author to explicitly 
consider a matrix of the form (1.1). He used (1.1) to prove that 
I I ; ; =]E].]H-GE-‘F], (14 
where 1.1 denotes determinant. The matrix E is assumed to be nonsingular. 
We present (1.3) in Theorem 2.1. 
Emilie V. Haynsworth [36, p. 741 appears to have been the first author to 
give the name Schur complement to a matrix of the form (1.1). FoIlowing 
her, we refer to 
S=H-GE-IF 
as the Schur complement of E in A, where the partitioned matrix 
(1.4) 
A=(; r;). 
The notation 
is convenient. 
S= (A/E) =H-GE-‘F (1.6) 
We may consider the Schur complement of any nonsingular submatrix in 
A. However, for notational convenience, it is preferable to shift the nonsin- 
gular submatrix either to the upper left-hand comer or to the lower right-hand 
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comer of A. This is equivalent to premultiplication and/or postmultiplica- 
tion of A by a permutation matrix. 
In the book by Bodewig [ll], the formula (1.3) is said [ll, 1st ed., p. 189; 
2nd ed., p. 2181 to date from Frobenius (1849-1917), who obtained [29] 
I I Eg [ =h]E] -g’(adjE)f, (1.7) 
where adj denotes adjugate matrix. In (1.7) f and g are column vectors, while 
h is a scalar. Boemer [12] records that Schur (1875- 1941) was a student of 
Frobenius’s. We present (1.7) in Theorem 2.3. 
Banachiewicz [5] appears to be the first author to express the inverse of a 
partitioned matrix in terms of the Schur complement. When the partitioned 
matrix A in (1.5) and the submatrix E are both nonsingular, then the Schur 
complement of E in A, 
S- (A/E) =H-GE-‘F, (1.8) 
is also nonsingular [cf. (1.14) below] and 
E-‘+E-‘FSS’GE-’ 
-S-‘GE-’ 
w 
cf. Theorem 2.7. 
Banachiewicz [5] obtained (1.9) in Cracovian notation, where matrices 
are multiplied column by column (see Appendix for further details). 
The formula (1.9) is often attributed to Schur [86] (see e.g., h4arsaglia and 
Styan [48, p. 431), but apparently was not discovered until 1937 by 
Banachiewicz. We will refer to (1.9) as the Schur-Banachiewicz inverse 
formula. 
When the partitioned matrix A in (1.5) and the submatrix H are both 
nonsingular, then it follows similarly that the Schur complement of H in A 
T=(A/H)=E-FM-‘G (1.10) 
is also nonsingular and 
A-‘= T-’ -T-‘FH-’ 
-H-‘CT-’ H-‘+H-‘CT-‘FH-’ - 
(1.11) 
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When A, E, and H are alI three nonsingular, then 
(E-FH-lG)-l=~-l+E-lF(H-~~-l~)-l~~-l, (1.12) 
which was observed by Duncan [21] and reestablished by Woodbury [76]. 
Equation (1.12) led to formulas like [68, 69, 61 
(E+fg’)-l-E-‘_ E-‘fg’E-’ ; 
l+g’E-‘f 
(1.13) 
cf. Corolhu-y 2.6. 
Bodewig [lo] has shown, by establishing a count of the number of 
operations required, that the usual method of calculating the determinant of 
the partitioned matrix (1.5) is preferable to Schur’s formula (1.3). He claims, 
however, that the opposite is true when the inverse is calculated; cf. (1.9). 
Louis Guttman [32] established that if the matrix E in (1.5) is nonsingu- 
lar, then 
=r(E)+r(H-GE-‘F) 
= r(E) + r(A/E), (1.14) 
where r(e) denotes rank. We present this as Theorem 2.5. In other words, 
rank is additive on the Schur complement [47, p. 2911. Wedderbum [73] and 
Householder [41] gave related results on rank, which turn out to be special 
cases of (1.14). See Theorems 2.6a and 2.6b. 
We conclude Sec. II by showing how Schur complements may be used to 
prove theorems of Cauchy [16] and Jacobi [42]. 
In Sec. III, we discuss various properties of the Schur complement of a 
nonsingular matrix which have appeared more recently. It seems (see the 
survey paper on Schur complements by CottIe [IS]) that from 1952 through 
1967 no research papers with results on Schur complements were published. 
In a study of the inertia of a partitioned matrix, Haynsworth [36] showed 
that when the partitioned matrix A in (1.5) is Hermitian and E is nonsingular, 
then 
InA=InE+In(A/E), (1.15) 
that is, inertia of a Hermitian matrix is additive on the Schur complement. In 
Theorem 3.1, we show how rank additivity and inertia additivity are related. 
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Crabtree and Haynsworth [19] and O&row&i [55] prove that if we 
partition E as well, i.e., 
.K L;F, 
M N i F, 
---- 
G, Gs; -H- 
(1.16) 
with E and K both nonsingular, then 
(A/E) = (@/K)/(E/K)) (1.17) 
(cf. Theorem 3.3). This result, called the quotient property, has led to several 
determinant inequalities [38, 331. 
We conclude Sec. III by describing an interpretation for the Schur 
complement as the coefficient matrix of a quadratic form restricted to the 
null space of a matrix, as developed by Cattle [18]. 
In Sec. IV, we extend the results in Sets. II and III to generalized Schur 
complements; cf. (1.2). Let the partitioned matrix A in (1.5) and the 
submatrix E both be square. If either 
r(E,F) =r(E) (1.18) 
or 
E 
rG ( 1 =r(E), (1.19) 
then 
]A] = ]E] . ]H - GE-F] (1.20) 
for every g-inverse E-; cf. Theorem 4.1. 
Following Meyer [50], Marsaglia and Styan [47], Carlson, Haynsworth, 
and Markham [15], and Carlson [14], we establish several results on rank. 
Among these, we show (Corollary 4.3) that rank is additive on the Schur 
complement 
r(: :I= 
r(E) +r(H-GE-F), (1.21) 
when (1.18) and (1.19) hold. 
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Following Rohde [66], Pringle and Rayner 1561, Bhimasankaram [7J, 
Marsaglia and Styan [48], and Burns, Carlson, Haynsworth~ and Markham 
[13], we investigate conditions under ‘which the Schrir-Banachiewicz inver- 
sion formula (1.9) works with generalized inverses replacing regular inverses; 
see Theorem 4.6. 
Following Carlson, Haynsworth, and Markham [15], we find that inertia 
continues to be additive on the (generalized) Schur complement, that is, 
1n(;, “H)= InE+In(H-F’E-F)=InE+In(H-F’E+F), (1.22) 
where the partitioned matrix is real and symmetric, if 
r(E) = r(E, F) (1.23) 
[cf. (l.lS)], where E- is any g-inverse of E (see proof of Theorem 4.7). 
The quotient property may be extended using generalized Schur comple- 
ments so that if in (1.16) 
r(E)=r(E,F)=r( E) 
and 
r(K)=r(K,L)=r( E) 
(1.24) 
(1.25) 
hold, then (1.17) is still true. We conclude Sec. IV by showing how readily 
results like 
)I-FG]=]I-GF] (1.26a) 
and 
$(I - FG) = +(I - GF) 
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examples. A similar method, called “geometric enlargement,” due to Louis 
Guttman [32], is also given. 
One of the most useful algorithms, perhaps, is that of partitioned Schur 
complements, outlined by Louis Guttman [32] and later developed by Zlobec 
and Chan [78]. Wilf [75] elaborated a method of rank annihilation, and 
Edelblute [22] considered a special case of the above algorithm which 
simplifies the calculations performed. 
Following Newman [54] and Westlake [74, p. 311, we show in Sec. 5.5 
how Schur complements may be used to obtain the inverse of a complex 
matrix using real operations only. 
We also present an algorithm due to Zlobec [771, which computes a 
g-inverse of a partitioned matrix using partitioned Schur complements. 
Generalized inversion has also been studied by Ahsanullah and Rahman [I], 
who extended the method of rank annihilation. 
Further details of some of these algorithms are given in the books by 
Faddeeva [25, pp. 105-1111 and Faddeev and Faddeeva [24, pp. 161- 167, 
173- 1781. 
In Sec. VI, we describe the areas of mathematical statistics in which 
Schur complements arise. An excellent example of this is the covariance 
matrix in a conditional multivariate normal distribution. In Sec. 6.2 we 
consider partial covariances and partial correlation coefficients, and prove 
the well-known recursion formula for partial correlation coefficients using 
the quotient property (1.17). In Sec. 6.3 we study several special covariance 
and correlation structures; we easily evaluate, u&g Schur complements, the 
determinant, rank, characteristic roots, and inverse of each structure. In Sec. 
6.4 we show how a quadratic form which follows a x2 distribution may be 
expressed as a Schur complement. We extend this result to show that the 
Schur complement in a Wishart matrix is also Wishart, and that the Schur 
complement in the matrix-variate beta distribution is also beta (cf. Mitra 
[53]). We conclude Sec. VI and this paper by showing how the Cramer-Rao 
inequality for a minimum-variance unbiased estimator of a vector-valued 
parameter may be proved using the inertia additivity of Schur complements 
[cf. (1.15)]. 
The concept of Schur complement has recently been extended by Ando 
[4] as the matrix 
0 
0 
(1.27) 
he refers to 
E F 
G GE-lF 
(1.28) 
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as a Schur compression. It follows at once that (1.27) and (1.28) are rank 
additive; cf. (1.14). Ando uses these new definitions to extend the quotient 
property (1.17). We hope to consider other extensions at a later time. 
1.2. Notation 
Matrices are denoted by boldface capital letters, column vectors by 
boldface lower case letters, and scalars by lightface lowercase letters. An 
Nan matrix A may also be denoted by {aji},,i_l,,,.,nr and a diagonal matrix 
whose entries are air, aaa ,..., a,,” on the diagonal by diag(a,,,a,,. . ., a,,,,). 
In particular, I = { Sij} represents the identity matrix with 6,/ the Kronecker 
delta, e or e(“) the n X 1 column vector of ones, e, or e’(“) the nX 1 column 
vector with all elements zero except for unity in the ith position, The 
transpose of a matrix A is denoted A’, with a’ the row vector corresponding 
to the colwnn vector a. The determinant is denoted by ( * 1, the adjugate (or 
adjoint) matrix by adj, and the trace by tr. Rank is denoted by r(e) and 
nullity by #(e). We call A- a generalized inverse (or g-inverse) of A if 
AA-A= A [57, 591. If, in addition, A-AA- = A-, or r(A) =r(A-), then 
A- = A,, a reflexive g-inverse. If, in addition, the projectors AA; and A; A 
are both symmetric, then A; = A+, the unique Moore-Penrose g-inverse of A. 
We denote the characteristic roots of A by ch(A), with ch/(A) being the 
jth largest when the roots are real. The inertia In A of a real symmetric 
matrix A is the ordered triple (T, v, S), where r is the number of positive, v 
the number of negative, and S the number of zero characteristic roots of A. 
Thus for a symmetric matrix A we have that n + v = r(A), the rank of A, and 
8=$(A), the nullity of A. In this paper, positive definite (pd), positive 
semidefinite (psd), and nonnegative definite (nnd) matrices are always real 
and symmetric. A matrix is pd if v =6=0, psd if v=O and S> 1, nnd if v=O. 
Some authors (e.g., Haynsworth [36]) use positive semidefinite where we use 
nonnegative definite. 
The symbol - following a random variable means distributed as. Other 
symbols used in statistics are: & for expected value, ?Tand e for variance and 
covariance. We denote the normal distribution by %, the Wishart distribu- 
tion by Gw; and the matrix variate beta distribution by 9. 
II. EARLY RESULTS ON SCHUR COMPLEMENTS 
We are concerned with matrices of the form 
S=H-GE-‘F. (2.1) 
Emilie V. Haynsworth [36, p. 741 appears to have been the first author tc 
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give the name Schur complement to (2.1). Following her, we refer to (2.1) as 
the Schur cumpkment of E in A, where the square matrix 
A (2.2) 
The notation 
S=(A/E)=H-GE-‘F (2.3) 
is convenient. 
2.1. Detenninunts 
The first explicit mention of a matrix of the form (2.1) appears to be by 
Issai Schur (18?5-1941), who used (2.1) to prove [66, Hilfssatz, pp. 216-213 
THEOREM 2.1 (Schur [66]). Let the matrix E in (2.2) be nonsingular. 
Then 
where 1.1 denotes determinant. 
Proof [5, p. 511. We may write 
(2.5) 
taking determinants, we obtain (2.4). n 
Similarly, it may be shown that if the matrix H in (2.2) is nonsingular, 
then 
I I g I”; =(H].(E-FH-‘G(. (2.6) 
In the notation (2.3) we thus see that 
l(A/E)l= IAl/IEl and @/H)l= IAI/lHl. (2.7) 
An immediate consequence of (2.4) and (2.6) is the following 
COROLLARY 2.1. Let F be mXn and G nXm. Then 
]I,-FG]=]I,-GF]. (2.8) 
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Proof. Put E = I, and H= I,, in (2.2). Then (2.8) follows at once using 
(2.4) and (2.6). n 
An alternate proof of (2.8), due to George Tiao, is given in the Appendix 
to the paper by Irwin Guttman [31]. 
THEOREM 2.2 (Schur, 1917). Consider the matrix (2.2), where E, F, G, 
andHareallnXn,and 
EG-GE. (2.9) 
(2.10) 
Proof Suppose first that JEl#O. Then (2.4) holds. Hence IAl = )EH- 
EGE-‘FJ=IEH--GEE-‘F), using (2.9), and so (2.10) follows. Now suppose 
that [E( ==O. Then ]E+rI(#O for all xf - ch(E), where ch(*) denotes 
characteristic root. Let 
B= (2.11) 
then (2.9)e(E + xI)G = G(E + x1). Thus 
(B(=(EH+rH-GF(; (2.12) 
as x+0, the matrix B-+A and (2.12) becomes (2.10). n 
It is easily seen that (2.10) need not imply (2.9), since when F=O and E 
(or H) is nonsingular, then (2.10) holds whether or not G is chosen to 
commute with E. 
An immediate consequence of (2.10) is that A is nonsingular if and only if 
EH - GF is nonsingular. In a paper by Herstein and Small (1975) it is shown 
that, for a fairly wide class A of rings, if the matrix (2.2) is over 3, where E, 
F, G, and H are all n X n over % and (2.9) holds, then A is invertible if and 
only if EH- GF is invertible. The authors state, as an example, that the 
result is true when ‘% is a (right) artinian ring. 
In the book by E. Bodewig [ll], the formula (2.4) is said [ll, 1st ed., 
p. 189; 2nd ed., p. 2181 to date from Frobenius (1849-1917), who obtained 
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the matrix 
*=E f ( 1 g’ h’ 
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(2.13) 
where h is a scalar, f and g are column vectors, and E is a square matrix. 
Then 
[A( = h ]E( - g(adjE)f, (2.14) 
where adj denotes a&gate matrix. 
Proof. Suppose first that (E( # 0. Using (2.4), 
follows. Since 
IAI=(h-g’E-‘f)(EJ (2.15) 
E--l= !t@, (2.16) 
(2.14) follows. Now suppose that [El = 0. Then IE +x1( #O for all xf -ch(E). 
Let B be defined similarly to (2.11): 
(2.17) 
then 
IBI=hIE+xI(-g’[adj(E+xI)]f. (2.18) 
As x-+0, the matrix B+A and (2.18) becomes (2.14). 
We notice that if h#O in (2.13), then using (2.6), 
n 
IA(=hlE+I (2.19a) 
= IhE-fg’l 
hn-1 ’ (2.19b) 
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when E is n X rz. When h = 1 this simplifies further: 
(A( = ]E-fg’] (2.2Oa) 
= IEJ - g’(adjE)f (2.2Ob) 
= (1 -g’E-‘f)]EJ, (2.2Oc) 
using (2.14) and (2.15). This leads at once to the following related result: 
THEOREM 2.4 (Bodewig [ll, 1st ed., p. 36; 2nd ed., p. 421). Let the 
matrix E be rwnsingulur and let the matrix B have rank 1. Then 
]E+B]=(l+trE-‘B)]E], (2.21) 
where tr denotes trace. 
Proof. Since B is of rank 1, we may write 
B=fg’ (2.22) 
as a full-rank decomposition. Then applying (2.2Oc) gives 
]E+B]=(l+trE-‘fg’)]E(, (2.23) 
and using (2.22), (2.21) follows. 
When E is singular Theorem 2.4 reduces to 
COROLLARY 2.2 (Bodewig [ll, 1st ed., p. 36; 2nd ed., p. 421). Let the 
matrix E be singular, and let the unit-rank matrix B be defined by (2.22). 
Then 
]E+B]=tr[(adjE)B] =g’(adjE)f. (2.24) 
We will see later, in Sec. 2.4, how Schur complements are related to 
Jacobi’s theorem on the determinant of a minor (42; cf. [52, p. 251). 
2.2. Rank 
Schur’s determinant formula shows that the partitioned matrix 
(2.24a) 
SCHUR COMPLEMENTS AND STATISTICS 199 
is singular whenever the Schur complement S = (A/E) = H - GE-IF is singu- 
lar (E is assumed to be nonsingular). This result may be strengthened to show 
that rank is additive on the Schur complement, viz. 
r(A) =r(E) +r(A/E); (224b) 
cf. [47, p. 2911. 
THEOREM 2.5 (Louis Guttman [32]). Let the matrix E in (2.2) be 
nonsingulur. Then 
r(A) = r 
= r(E) f r(A/E), 
where r( *) a!emtes rank. 
Proof. Since E is nonsingular we may write [cf. (2.5)] 
A=( E ;)=( G;-l ;)( f ,_,“,-I~)(; “T’“)? (2*26) 
which yields (2.25). 
Using the notation (2.3), we may write [cf. (2.7)] 
r(A/E) = r(A) - r(E), (2.27a) 
and when H is nonsingular, 
r(A/H) = r(A) -r(H). (2.2513) 
Theorem 2.5 readily yields 
COROLLARY 2.3 (Louis Guttman [32]). Zf A and E in (2.2) are both 
nonsingular, then the Schur complement (A/E) =H-GE-‘F is also non&n- 
g&r. 
In the book by Wedderburn [73, p. 691 a rank reduction procedure is 
presented which turns out to be a special case of (2.25). Let the matrix H be 
nonnull. Then there clearly exist vectors a and b such that a’Hb#O. 
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A= (2.28) 
Applying (2.25) yields 
r(A) = r(a’Hb) + r(H - Hba’H/a’Hb) = r(H) (2.29) 
using (2.28), and so we have proved: 
THEOREM 2.6a (Wedderburn [73, p. 691). lf the matrix H #O, then there 
exist vectors a,b such that a’Hb&O &l -’ _ 
r(H-Hba’H/a’Hb)=r(H)-1. 
Theorem 2.6a was extended in the book by Householder 
exercise. 
THEOREM 2.6b (Householder, [41, p. 331). Let u and v 
vectors. Then for A#0 
r(H - uv’/X) <r(H) 
(2.30) 
[41] as an 
be column 
(2.31) 
if and only if there exist vectors a and b such that u= Hb, v- H’a, and 
A=a’Hb#O. 
Proof. It suffices to prove the “only if” part. Consider the matrix 
Using (2.25), we obtain 
r(H)<r(A)=l+r H- ( $)<I+r(H) (2.33) 
when (2.31) holds. Hence r(H) = r(A), and so there exist vectors a and b such 
that 
(h,v’)=a’(u,H), (2.34a) 
(2.34b) 
andthusu=Hb,v’= a’H, and h = a’u = v’b = a’Hb. n 
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Wedderburn [73, p. 681 derived (2.30) using “the Lagrange method of 
reducing quadratic forms to a normal form.” Rao [58, p. 691 refers to 
Theorem 2.6a as “Lagrange’s Theorem”; for an extension see Sec. 4.6, 
Theorem 4.11. 
2.3. Matrix inversion 
Banachiewicz [5, p. 541 appears to have been the first author to study the 
inverse of a partitioned matrix. The formula (2.37) below is often attributed 
to Schur, who, it seems, did not proceed further than the determinant 
formulas (2.4) and (2.10). Banachiewicz [S] obtained (2.37) in Cracovian 
notation, where matrices are multiplied column by column (see Appendix for 
further details); he also rediscovered Theorem 2.1 and proved it using (2.5). 
THEOREM 2.7 (Banachiewicz [5]; Frazer, Duncan, and Collar [27, p. 
1131). Suppose that 
and E are both nonsingular. Then the Schur complement 
S=H-GE-‘F 
is also nonsingular and 
-l+~-l~s-l~~-l -E-‘FS-1 
-S-‘GE-1 S-l 
(2.36) 
(2.37) 
Proof. The first part is Corollary 2.3. To prove (2.37) we invert (2.5), 
obtaining 
-E-‘FS-’ 
S-l I( (2-W 
which yields (2.37). H 
COROLLARY 2.4 (Duncan [21]). Suppose that both A, given by (2.35), 
and H are nonsingular. l&n the Schur complement 
T=(A/H)=E-FH-lG (2.39) 
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is non-singular, and 
-T-‘Ii.H-’ 
H-‘+H-‘GT-‘FH-’ 
=(; H6i)+(H:,‘G)T-‘(-I,FH-1). (2.40) 
Hotelling [40], moreover, noted that if A, E, and H are all nonsingnlar, 
then 
(2.41) 
which involves four inverses, while (2.37) and (2.40) each require only two 
(cf. [72]). Duncan [21] observed that (2.37) = (2.40), so that 
which Woodbnry [76] reestablished. 
THEOREM 2.8 (Woodbnry [76]). Let 
and let E be nomingular. If either A or (A/E) is rwt~M@~r, then A, (A/E), 
H, and (A/H) are all non-singular. Moreover, 
(E+FHG)-l=E-i-E-lFH(H+HGE-l~)-lHG~-l (2&a) 
=E-l-E-‘F(H-‘+GE-‘F)-‘GE-‘. (Z&b) 
Proof. Since E is nonsingular, we may write 
r(A) = r(E) + r(A/E) = r(E) + r(H + HGE-‘FH) (2.45) 
using (2.25). Assume H is of rank h. We may write 
H=KL (2.46; 
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as a full-rank decomposition, where K and L have full column rank h. The 
matrix A may now be written as 
Then 
-FKL 
KL’G KL 
(2.47) 
(2.49) 
= r(Ih) + r(E + FKL’G) (2.50) 
= r(H) + r(E + FHG). (2.51) 
It is easily seen that (2.45) and (2.51) imply that A, (A/E), H, and E + FHG 
= (A/H) are all nonsingular when A, or (A/E), is nonsingular. Hence, using 
(2.42), (2.44) follows. n 
Woodbury [76] implied that (2&a) might hold if H is singular. However, 
this cannot be, for if E and its Schur complement H+HGE-‘FH= (A/E) 
are both nonsingular; then by (2.45) A must be nonsingular. Thus, using 
(2.51), tbe fact that both A and E + FHG are nonsingular implies H nonsin- 
gular 
From Theorem 2.8 readily follows: 
COROLURY 2.5 (Woodbury [76]). Suppose that 
and E are both tumsingular and h # 0. Then the Schur complement 
(A/E)=h(l+hgE-‘f)#O, 
and the Schur complement 
(A/h)=E+hfg’ 
is rwnsingulur; and 
(2.52) 
(2.53 
(2.59 
(2.55) 
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Woodbury [76] observed that John W. Tukey independently found that 
(I+hfg)-‘=I- $&, (2.56) 
which follows immediately by substituting E = I in (2.55). 
COROLLARY 2.6 (Bartlett [S]). Suppose that both A, given hy (2.52), and 
E are rwnsingular. Let h= 1. Then the Schur complement 
(~/13)=i+g~-lffo, (2.57) 
and the Schur complement 
(A/h)=(A/l)=E+fg’ (2.56) 
is rwnsingulur; and 
(E+fg’)-‘=E-‘_ E-‘W-’ . 
1 +g’E-‘f 
(2.59) 
Sherman and Morrison [68, 691 obtained the following results, which are 
all special cases of Corollary 2.5; 
(E+he,g’)-‘=E-‘- 
hE-‘e,g’E-’ 
1 + hg’E- ‘e, ’ 
hg’E-‘e,# -1, (2.66) 
(E+hfe;)-‘=E-l_ hE-‘fe;E-’ 
l+ he;E-‘f ’ 
he;E-‘f# -1, (2.61) 
(E+heiei)-‘=E-‘- 
hE-bie;E-’ 
1 +he,lE-‘e, ’ 
heiE-‘ei# -1, (2.62) 
where ek denotes a column vector with all elements zero except for unity in 
the kth position. 
The formula (2.62) shows what happens to the inverse E-i when the 
scalar h is added to the (i, i)tb element of E; the modified matrix remains 
nonsingular * he;E - ‘e,# - 1. If the row vector g is added to the itb row 
of E, then the modified matrix remains nonsingular ti g’E-‘e,# - 1, and 
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then [cf. (2.69)] 
(E+eig’)-‘=E-‘_ E-leig’E-l. 
l+g’E-‘e, 
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(2.W 
Similarly if the column vector f is added to the jth column of E then the 
modified matrix remains nonsingular w e;E- ‘f # - 1, and then [cf. (2.61)] 
2.4. Thtxnxm.s of Catchy (1812) and Jacobi (1834) 
It is well known (see, e.g., [Z, p. 531) that for any square matrix A 
A(adjA) = (adjA)A= IAJI, (2.65) 
and so if A is n X n, taking determinants of (2.65) yields 
]adjA( = (A]“-‘, (2.66) 
which is due to Cauchy (1812) [16]. This result was extended by Jacobi 
(1834) [42] as follows (see also [2, p. 1031): 
THEOREM 2.9 (Jacobi [42]). Consider the n X n matrix 
where E is mXm. Let 
A*=adjA=( g g), 
(2.67) 
(2-W 
where E* is mXm. Then 
]H*]=]A]“-“-lIEI, m=O,l ,...,n-1. (2.69) 
Proof. When m=O, the matrix E disappears and (2.69) reduces to 
(2.66). When m= n - 1, (2.69) is trivially true. So assume 1 < m G n-2. If 
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IA) = 0, then r(H*) Q r(adj A) < 1 in view of (2.65), and with n--m > 2 it 
follows that IH*J -0 and so (2.69) holds. Now assume ]A] #O. Then (2.65) 
implies that 
adjA= IAlA-‘. (2.70) 
Suppose first that ]E] #O. We may write 
H*=IA](H-GE-lF)-l, (2.71) 
using (2.37). Taking determinants, we obtain 
jH*l= IAl”-” _ [A( 
IAl n--m 
= (lAl/lEl) ’ 
(2.72a) 
(2.72b) 
using (2.7), and so (2.69) follows. It remains only to consider the case when 
JE] =O. Suppose then that ]H*] #O. Using (2.27b) shows that since JAI #O, 
n=r(adjA)=r(H*)+r(adjA/H*)=n-m+r(adjA/H*), (2.73) 
and so (adj A/H*) is nonsingular. The inverse of the Schur complement of 
H* in adjA is E/IA]; cf. (2.40). Hence IE] #O, a contradiction. Thus (El =0 
implies IH* I = 0, and so (2.69) holds. n 
Similarly, it may be shown that 
lE*I=IAlmlHI, m=O,l,..., n-l. (2.74) 
III. RECENT RESULTS ON SCHUR COMPLEMENTS 
In Sec. II we studied many early results pertaining to Schur complements 
of a nonsingular matrix. 
We now proceed to discuss various properties of the Schur complement 
of a nonsingular matrix which have appeared more recently. It seems [18] 
that from 1952 through 1967 no research papers with results on Schur 
complements were published. In fact the term “Schur complement” appears 
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to originate with Haynsworth (1968) in a study [36] of the inertiu of a 
partitioned real symmetric matrix. 
3.1. Inertia 
The inertia of a symmetric matrix A is the ordered triple 
InA= (T, Y, S), (3.1) 
where B is the number of positive, Y the number of negative, and 6 the 
number of zero characteristic roots of A. Thus B + v = r(A), the rank of A, and 
S is the nulhty of A. In 1652 Sylvester proved that 
In A = In CAC’ (3.2) 
for every nonsingular matrix C [46, p. 83; 52, p. 3771. The equation (3.2) is 
called Syluester’s law of inertiu. 
THEOREM 3.1 (Haynsworth [36]). Con.sio!er the (m+n)X(m+n) sym- 
metric matrix 
where E is m X m rwnsingdur. Then 
InA=InE+In(A/E). 
(3.3) 
(3.4) 
Proof. We may write [cf. (2.26)] 
1, 0 
B= E F I, 
)( )( -F’E-’ I,, I?’ H 6 
Using (3.2), 
InB=InA, (3.6) 
and since the characteristic roots of B are those of E and of (A/E), (3.4) 
follows. n 
A matrix of the form XX is said to be Gramian or nonnegative definite 
(nnd). If XX is singular, then it will be called positive semidefinite (psd). If 
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X’X is nonsingular, then it is called positive definite (pd). Some authors (e.g., 
Haynsworth [36]) use positive semidefinite where we use nonnegative defi- 
nite. In this thesis, positive definite, positive semidefinite, and nonnegative 
definite matrices are always symmetric. We note that the symmetric matrix 
A is nonnegative definite * v =O, positive definite w v = 6 =0, positive 
semidefinite G+ (v=O and 62 l}. 
COROLLARY 3.1 (Haynsworth [36]). Con.sider the symmetric matrix 
(3.7) 
and let E be positive definite. Then 
Aisnnd e (A/E) isnnd, 
A is psd - (A/E) is psd, 
Aispd ti (A/E)i.spd. 
(3.8a) 
(3 .Bb) 
(3-h) 
When E and H are both n X n nonsingular, then the difference between 
them has the same rank as the difference between their inverses, for 
E-H= -H(E-i-H-‘)E. (3.9) 
We now show that when E and H are both n X n positive definite and E - H 
is positive (semi)definite, then H-l- E-’ is positive (semi)definite also. See 
also Theorem 4.13. 
THEOREM 3.2. Let E and H both be nXn positive definite, and suppose 
that E-H is positive (semi)&finite. Then H-l -E-l is positive (semi)defi- 
nite, and 
r(E-H)=r(H-‘-E-l). (3.10) 
Proof. Consider the matrix 
A= (3.11) 
whereE,H-‘arepd.SinceE-H=(A/H-‘)isnndandH-’ispd,Aisnnd 
by (3.8a). Also, since E is pd, (A/E) = H-l- E-’ is nnd. n 
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Haynsworth [36] extended Theorem 3.1 by considering the inertia of 
partitioned Schur complements. We begin by partitioning the (m +n) X (m 
+ n) symmetric matrix A as in (3.3), where E is m X m nonsingular. We then 
compute the Schur complement S = (A/E) and obtain (3.4). We partition the 
Schur complement 
(A/E)=s= it 
( 1 1 
z , 
1 
(3.12) 
where E, is m, Xm,, nonsingular, and compute the Schur complement 
S, = (S/E,). We obtain 
InA=InE+InE,+InS,. (3.13) 
We partition 
s,= (3.14) 
where Es is m, Xm,, nonsingular. We compute S,= (SJE,) and repeat the 
procedure performed with S,. We obtain 
InA=InE+InE,+InE,+InS,. (3.14a) 
We may continue this process by defining Ei+ 1 as the top left-hand 
m,+,Xm,+1 nonsingular submatrix of the (n - I$, Imj) X (n - I$ Imt) Schur 
complement Si=(Si_,/Ei). Th e p recess stops as soon as a Schur comple- 
ment, S, say, is a scalar or has no top left nonsingular submatrix. Then 
k 
InA=InE+ c InEi+InSk. 
i=l 
(3.15) 
3.2. The quotient property and reluted determinant inequalities 
Consider the matrix 
(3.16) 
where E and K are nonsingular. Then the Schur complement (E/K) is a 
nonsingular leading principal submatrix of the Schur complement (A/K); 
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Crabtree and Haynsworth [19] and Ostrowski [55] proved that 
(A/E) = ((A/K)/(E/K)), (3.17) 
which they called the quotient property. We note that the parallel relation- 
ship 
also holds. 
AE-‘+K-‘)(EK-‘)-I (3.18) 
THEOREM 3.3 (Crabtree and Haynsworth [19]). Con&&r the matrix 
(3.16), where both E and K are nonsingulur. Then the Schur complement 
(E/K) is a non-singular leading principal s&matrix of the Schur complement 
(A/K). Moreouer, (3.17) ho2d.s. 
Proof. Since 
(3.19) 
= N-MK-lL 
( 
F,-MK-‘F, 
G,-G,K-‘L 1 H-G,K-‘F, ’ 
(3.20) 
N-MK-lL= (E/K) is a leading principal submatrix of (A/K). Since ]E] #O 
and (K(#O, it follows, using (2.7), that 
I(E/K)I = (El #O IKI ’ (3.21) 
and so (E/K) is nonsingular. Also, 
((A/K)/(E/K)) 
=H-G,K-‘F,-(G,-G,K-‘L)(E/K)-l(F,-MK-’F,) (3.22) 
=H-(G,,G,) 
K-‘+K-‘L(E/K)-‘MK-’ 
- (E/K)-‘MK-r 
(323) 
=H-GE-‘F=(A/E), (3.24) 
using (2.37). n 
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Haynsworth [38] extended Theorem 3.2 by showing that if 
[cf. (3.7)] and 
(3.26) 
are both (m + n) X (m + n) nonnegative definite matrices, where E and K are 
both rn~rn positive definite, then 
((A+K)/(E+K)) -(A/E) - (B/K) (3.27) 
is nonnegative definite. To prove this we use the following: 
LEMMA 3.1 (Haynsworth [38]). Let E and K both be mXm positive 
definite. Then if F and L are a&tray m X n matrices, 
F’E-‘F+L’K-‘L-(F+L)‘(E+K)-‘(F+L) (3.28) 
is nonnegative definite with the same rank as 
F-EK-‘L. (3.29) 
Proof. We may rewrite (3.28) as follows: 
(F’, L’) 
E-‘-(E+K)-’ 
-(E+K)-’ 
(3.30) 
Since E and K are pd, so is E + EK ‘E. Applying (2.42) 
H = - K then yields 
positive definite, and so (3.30) may be written 
with F=G=E and 
(3.31) 
(F’,L’)( _K’_,E)(E+EK-‘E)-‘(I, -EK-I)( F), (3.32) 
which is nnd with rank equal to the rank of F -EK- ‘L. n 
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THEOREM 3.4 (Haynsworth [38]). Let 
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both be symmetric (m+ n) X (m+ n) matrices, where E and K are both 
m x m. If A and B are nonnegative definite and E and K are positive definite, 
then 
((A+w(E+K)) - WE) - WK) (3.35) 
i.9 nonnegative definite. 
Proof. Since the sum of any two positive (nonnegative) definite matrices 
is positive (nonnegative) definite, E + K is pd and A + B is nnd. We have 
(3.36) 
so that the Schur complement 
((A+B)/(E+K))=H+N-(F+L)'(E+K)-'(F+L) (3.37) 
is nnd. Hence 
((A+B)/(E+K)) - (A/E) -(B/K) 
-F/E-'F+L'K-'L-(F+L)'(E+K)-'(F-t-L), (3.38) 
which is nnd from Lemma 3.1. n 
Consider the (m+ n) X (m +n) matrices A and B defined by (3.33) and 
(3.34), where E and K are both m X m. Haynsworth [38] proved that if A and 
B are nonnegative definite and E and K are positive definite, then 
/(A+B)/(E+K)/=/$#/+/$ (3.39) 
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LEMMA 3.2. Let A and B both be nX n nonnegative definite matrices. 
Then 
JA+BJ > )Al+]B]. (3.40) 
Proof. Suppose first that both (A( =O and IB( -0. Then (3.40) clearly 
holds. Now suppose that JAJ # 0. Then 
IA+B(=(A(++A-‘B( 
=(A( fi (l+ch,A-‘B) 
i=l 
,JAI. l+ i ch,A-‘B , 
[ i=l I 
since the characteristic roots ch, A-lB > 0. Using the fact that 
,A/.[ I+ i ch,A-‘B =~A/++IA-‘BI]=IA[+IB[, 
i=l 
] 
(3.40) follows at once. 
(3.41) 
(3.42) 
(3.43) 
(3.4) 
n 
LEMMA 3.3. Let A and B both be n X n positive definite matrices, and kt 
A-Bbetwnnegativedefinite. Supposefirtherthatfori=l,...,n,E,andKi 
are the iXi leading principal s&m&rices of A and B, respectiuely. Then 
E, - K, is nonnegative definite and 
(EiI>IK,(, ,*.*,n* i=l (3 -45) 
COROLLARY 3.2 (Haynsworth [38]). Let A and B both be (m+n) X (m + 
n) matrices defined by (3.33) and (3.34), where E and K are both m Xm. Zf A 
and B are nonnegative definite and E and K are positive definite, then (3.39) 
holds. 
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Proof. From Theorems 2.1 and 3.4 it follows that 
IA+BI 
- =I(@+B)/(E+K))l> l@/E)+(JVK)l lE+Kl 
,I(A/E)j+((B/K)I=JAJ+ IBI 
IEI IKI ’ 
(3.46) 
using (3.35), (3.45), and (3.40). Hence (3.39) follows. 
We may extend (3.39) using Lemma 3.3. 
n 
THEOREM 3.5 (Haynsworth [38]). Let A and B both be n X n nonnegative 
definite matrices. Suppose further that Ei and Ki, i = 1,. . . , n - 1, are the i Xi 
principal submatrices in the upper lej? corners of the matrices A and B 
respectively. Zf E, ,..., E,_,,K, ,..., K,_, are all positive definite, then 
IA+Bl> IAl l+ izl (E l ( n-l!+B,(l+;$rr#). (3.47) 
Proof. We will use induction on n. For n = 2. 
using (2.4). But 
lE,+K,l>lE,l+lK~l (3.49) 
by (3.40), and 
(3.48) 
(3.50) 
by (3.39). Hence, (3.47) holds for n = 2. Now assume that (3.47) holds for A 
and B n X n. If A, and B, are (n + 1) X (n + 1) nonnegative definite matrices, 
and A-E, and B =K, are nXn positive definite submatrices of A, and B,, 
respectively, then 
lA,+B,I=IE,+K,I.I((A,-1-B,)/(E,+K,))I, (3.51) 
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using (2.4). But, by the inductive assumption, 
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R+%aI 2 lEnI I+ iz:, ,E,, ( n-l!+(l+;~;~) (3.52) 
and by (3.39), 
Hence 
(3.53) 
(3.W 
Thus (3.47) holds for (n + 1) x (n + 1) matrices A and B, and the induction 
proof is complete. n 
In the paper by Haynsworth [38], tbe formula (3.47) was established with 
both A and B positive definite. 
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COROLLARY 3.3 (Haynsworth [38]). Zf A, B, and A-B are nXn positive 
definite matrices, then 
(A+BJ > IAj+nJB(. (3.55) 
Proof. By Theorem 3.5, 
IA+4 > IAl* 1+ jgl IE 1 [ “-‘!+[I+;z:a]. (3.56) 
But, since A-B is pd, lEil > IK,I; cf. (3.45). Hence 
Hartfiel[33] has improved (3.47) using the following result: If f (x) = ax + 
br-‘, where a, b>O, then min ,,<x<oof(x) is achieved at x=(b/u)‘/” and so 
min 
o<x<w 
f(x) =f [ (b/a)“‘] =2(ab)“2. (3.58) 
THEOREM 3.6 (Hartfiel [33]). Let A and B both be nXn nonnegative 
definitemutrices. SupposefurtherthutEia~K,,i=l,...,n-1,aretheiXi 
principal s&m&rices in the upper left corners of the matrices A and B, 
respectively. Zf E,,. . .,E,_r,Ki,. ..,K,_i are all positive definite, then 
lA+BI>IAI. l+ iT1 (E , [ ‘-1~]+lBl~[l+~~~~]+(2”2n)(lAl.lBl)1’2. 
(3.59) 
Proof. We will use induction on Q. For n= 2, (3.59) reduces to (3.47), 
and so (3.59) holds for n = 2. Now assume that (3.59) holds for A and B fi X n. 
If A, and B, are (n + 1) X (n + 1) nonnegative definite, and A-E, and 
B=K, are nXn positive definite submatrices of A and B, respectively, then 
[cf. (3.51)] 
IA,+B,I=IE,+K,I.I((A,+B,)/(E,+K,))I. (3.69) 
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But, by the inductive assumption, 
‘En+K,I~‘E,l~ l+ izl ,EI [ "-'~]+,Kn'-[l+;~;~] 
+(2”-2n)(‘E,‘.‘K,‘)“2, 
and using (3.53) it follows that 
‘,,+W{ ‘E.‘.[l+~~~&]+‘K, “I 
+(2”-2n)(‘E,‘.‘K,‘)1’2 
i 
>IAk[~+jl$]+‘B~‘. 
(3.61) 
‘Al’ + ‘Bl’ -- 
‘E”’ ‘K”l I 
(3.62) 
+P-2~)(‘W’Kn’) (3.63) 
using (3.54). From (3.58) we see that 
;%I[ ‘;;:;;/ ‘%I+ 
>2(n-- 1)(‘A,‘~‘B,‘)““. (3.M) 
while using the arithmetic-mean-geometric-mean inequality, we have that 
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Substituting (3.64) and (3.65) into (3.63) yields the lower bound 
+[2*+’ -2(~+1)](1A,I.IB,l)“2, 
as desired, since 2(n-1)+2(2”-2n)=2”+‘-2(n+l). Thus (3.59) holds for 
(n + 1) X (n + 1) matrices A and B, and the induction proof is complete. n 
In the paper by Hartfiel [33], the formula (3.59) was established when 
both A and B are positive definite. 
COROLLARY 3.4 (Hartfiel [33]). Zf A and B are nX n positive definite 
matrices, then 
]A+B]>)A]+]B]+(2”-2)()A]+]B])1’2. (3.66) 
Proof. By Theorem 3.6, 
n-l 
]A+B]>]A]+(B]+ x ]A]; IEil 
i==l I 
+‘B’II(i 1 
+ (2” -2n)((A].(B()“2 
>JAJ+]BJ+2(n-1)(]A]~]B])“2+(2”-2n)(]A]~)B])”2, (3.67) 
using (3.58), and (3.67) equals 
IAl + IBI + (2”-2)(]A].(B()“2. W 
Corollary 3.4 allows us also to extend Corollary 3.3. 
COROLLARY 3.5. Zf A, B, and A-B are all nXn positive definite then 
(A+B]>]A]+(2”-l)]B]. (3.66) 
Proof. Since A- B is pd, ]A] iI2 > (B]‘/2. Hence (3.66) implies (3.68). n 
SCHUR COMPLEMENTS AND STATISTICS 219 
3.3. characteristic roots 
If the nXm matrix X of linearly independent characteristic vectors 
corresponding to m roots of an Nan matrix A is available, then the 
remaining n - m roots of A are the roots of a Schur complement in the matrix 
formed from A by replacing m of its columns with X. Thus let 
AX-XD, (3.69a) 
where D is diagonal mXm and X has full column rank m. More generally, 
consider [371 
AX=XB, (3.69b) 
where B is an arbitrary m X m matrix. Goddard and Schneider [30] call such 
an X. a commutator; they showed that m characteristic roots of A are 
characteristic roots of B. 
THEOREM 3.7 (Haynsworth [37j). Let the n X n matrix 
(3.70) 
Supposefurther that B is an mXm matrix and that X is an nXm matrix of 
rank m, such that 
AX-XB (3.71) 
and 
x= Xl ( ) x2 ’ (3.72) 
where X, is an rn~rn rwnsingular matrix. Then m characteristic roots of A 
are characteristic roots of B, and the remaining n -m characteristic roots are 
churacteristic roots of (C/X,), where 
Xl * c- x ( 1 2 H’ 
Proof. Since X1 is nonsingular, the n X n matrix 
J=( :: Ip_,) 
(3.73) 
(3.74) 
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is nonsingular. Hence, using (3.71), 
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(3.75) 
has the same characteristic roots as A, and the proof is complete. n 
COROLLARY 3.6 (Haynsworth [37]). Let the matrix A have m linearly 
independent (column) characteristic vectors corresponding to the characteris- 
tic roots h 1,. . . , A, (not necessarily distinct). Suppose further that the 
columns of the n~rn matrix X are the characteristic vectors and that X may 
be partitioned as in (3.72). Then the remaining n-m characteristic roots of A 
are characteristic roots of (C/X,) where C is defined by (3.73). 
Proof. Since AX=XD, where D =diag(X,, . . . , A,) [cf. (3.69a)], Theo- 
rem 3.7 directly implies the result. n 
3.4. Quadratic forms 
An alternative interpretation for the Schur complement is as the coeffi- 
cient matrix of a quadratic form restricted to the null space of a matrix. 
THEOREM 3.8 (Cottle [18]). Consider the quadratic form 
q=z’Az=(x’, (3.76) 
where A is symmetric and E is rwnsingulur. Let 9r denote 9 constrained by 
the system of equations 
Ex+Fy=O. (3.77) 
Then 
9r = Y’( A/E) Y . (3.78) 
Proof. We may write 
9 = x%x + 2x’Fy + y'Hy . (3.79) 
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Using (3.77) and the fact that E is nonsingular, we obtain 
x= -E-‘Fy. (3.80) 
Substituting (3.80) in (3.79) yields 
qr = y’(H - F’E -‘F)y = y’(A/E)y. (3.81) 
n 
In Theorem 3.8 we restricted q to the nuU space of a submatrix of A. 
More generally now let us restrict q to the null space of the matrix 
M= (K,L). Thus Mz=O. We obtain 
THEOREM 3.9 (Cottle [IS]). Let 4, denote the quadratic fnm (3.76) .- 
constrained by the system of equations 
Kx+Ly=o, 
where K is nonsingular. Let 
and 
Then 
% = Y’ WC)Y - 
Proof. Using (3.82) with K nonsingular, we obtain 
x- -K-‘Ly. 
Substituting (3.86) in (3.79), we have 
(3.82) 
(3.84) 
(3.85) 
(3.86) 
qS =y’[H-ZL’(K-‘)‘F+L’(K-‘)‘EK-‘L]y. (3.87) 
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Since K is nonsingular, so is C, and the inverse 
(K’)-’ 
0 
WN 
is obtained using (2.40). Hence 
(B/C)=H-CL’, F’) -(K)-lEK-l (Ky’ K_l 
=H+L’(K’)-lEI-‘L-F’K-lL-L’(K’)-‘F, (3.89) 
and so (3.87) = (3.85). 
We may combine Theorems 3.8 and 3.9 to obtain 
THEOREM 3.10 (Cattle [18]). Let qt denote the quudrutic fi 
(3.90) 
constrained by (3.82), with E and K non-singular. Let C be defined az, in 
(3.84). Then 
4t = Y’ (B/C)Y* (3.91) 
IV. RESULTS ON GENERALIZED SCHUR COMPLEMENTS 
When the submatrix E in the partitioned matrix 
(4.1) 
is rectangular, or square but singular, then the definition (2.1) of the Schur 
complement cannot be used. Using generalized inverses, however, we may 
define [47, 481 
S=H-GE-F (4 -2) 
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as a generalized Schur complement of E in A, where A- is any solution to 
AA-A=A. (4.3) 
Following Rao and Mitra [57, 591, we will call A- a generalized inverse 
(or g-inverse) of A. If A-AA- =A- also holds, then we will call A- a 
reflexive g-inverse. Hence, a g-inverse A- is reflexive if and only if it has the 
same rank as A (see proof in Sec. 4.6). A reflexive g-inverse A- such that 
AA and A-A are both symmetric is unique and is denoted by A+, the 
Moore-Penrose g-inverse of A. We note, however, that while a g-inverse and 
a reflexive g-inverse can always be found for matrices with elements over an 
arbitrary field, the Moore-Penrose g-inverse will only exist for those fields 
which have a “transpose” operator such that AA and AA’ are defined and 
have the same rank as both A and A, and such that (A’B)’ = B’A [48, p. 4381. 
Carlson, Haynsworth, and Markham [W] considered matrices over the 
complex field and used the Moore-Penrose g-inverse E+ in their definition of 
the generalized Schur complement. Other writers, such as Rohde [66], Khatri 
[W, Meyer [491, and Pringle and Rayner [56], used (4.2) without giving it a 
name. (See also [34, 351.) 
4.1. Determinunts 
When A is partitioned as in (4.1) and E is singular, then the analogue of 
Schur’s determinant formula (2.4), 
I I E ; =]E].]H-GE-F], 
need not hold; e.g., 
0; 1 I I ___I___ = 1: 1 -1#0=]0(*)1-1*0-~1(. 
Sufficient conditions for (4.4) to hold, however, were obtained by Carlson, 
Haynsworth, and Markham [15] using Moore-Penrose g-inverses. We extend 
their results to arbitrary g-inverses using the following: 
LEMMA 4.1 (Marsaglia & Styan [47, p. 274, Theorem 51). For m&rices 
ovm an arbitrary field, 
r(E,F)=r(E)+r([I-EE-]F)=r([I-IT-]E)+r(F) (4.6) 
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=r(E)+r(G[I-E-E])=r(E[I-G-G])+r(G) (4.7) 
for every E-,G-. 
Proof. We may write 
r(E,F) =r[ (E,F)( (: -:-F)] 
=r(E,[I-EE-IF) 
=r(E)+r([I-ICE-IF), 
(4.9) 
(4.10) 
since the column spaces of E and (I-EE-)F are virtually disjoint: if 
a=Eb=(I-EE-)Fc, then (I-EE-)a=O=(I-EE-)Fc=a, as I-EE- is 
idempotent. This proves the first equation in (4.6). The second equation in 
(4.6) and both equations in (4.7) may be proved similarly. n 
THEOREM 4.1. Let the matrix 
(4.11) 
have elements over an arbitrary field, and suppose that both A and E are 
square. If either 
r(E,F) =r(E) (4.12) 
or 
E 
rG ( 1 =r(E), 
then 
IAl=IEl+]H-GE-F1 
(4.13) 
(4.14) 
for evey g-inverse E- . 
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Proof. It follows from Lemma 4.1 that (4.12) implies 
EE-F=F (4.15) 
every g-inverse E- . In this event, writing 
(4.16) 
and taking determinants yields (4.14). A similar proof works when (4.13) 
holds. n 
We note that neither H-GE-F nor its determinant is necessarily 
invariant under choice of E-, when either (4.12) or (4.13), but not both, 
holds. However (4.14) shows that either IEl = 0 or E is nonsingular and 
H-GE-F=(A/E)=H-GE-‘F. 
When, however, both (4.12) and (4.13) hold [which is so when A has the 
structure (4.60) below, e.g., A nonnegative definite], then H-GE-F is 
invariant under choice of E -, since (4.12) * F-EL and (4.13) + G=ME 
for some L and M. Hence GE -F = MEE -EL = MEL = MEE-EL for every 
g-inverse E-. 
COROLLARY 4.1. Zf A and H in (4.11) are both square and if either 
r(G,H) =r(H) (4.17) 
(4.18) 
then 
JAI = IHJ - ]E - FH-GI (4.19) 
for evey g-inverse H- . 
We note that neither (4.12) nor (4.13) is necessary for (4.14) to hold, for if 
E is singular then (4.14) just says that A is singular, and if 
A= 
--_I------- 
(4.20) 
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then both E and A are clearly singular. It would be interesting to find 
necessary and sufficient conditions for (4.14) to hold, viz., when does ]E] =0 
imply ]A] = O? 
Carlson, Haynsworth, and Markham [15] refer to the result in Theorem 
4.2 below as Sylvester’s determinant formula. We notice that this result 
parallels that of Jacobi [42], our Theorem 2.9. 
THEOREM 4.2. Consider the nXn matrix 
where E is mxm, possibly singular. Let D= {dji}, where 
d_E fi 
‘I- g’i hfi ’ I I i, /=1,2 ,..., n-m, 
(4.21) 
(4.22) 
and f,, g: derwte, respectively, the j th column of F and the i th row of G, and 
H= {hii}. Zf either 
r(E,F) -r(E) (4-S) 
rE 
( 1 G -r(E), (4.24 
D = 1~1. (A/E) (4.25) 
for every generalized Schur complement (A/E) =H-GE-F, and 
ID] =JEJ”-“-‘]AJ. (4.26) 
Proof. Theorem 4.1 yields d,,=IEI.(hii-g:E-f,), which gives (4.25) 
immediately, and hence (4.26), since D is (n-m) x (n -m). w 
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When A is partitioned as in (4.1) and E is singular, then rank need not be 
additive on the generalized Schur complement, for 
r -9j-t- -2#r(O)+r(l-l-O-*l), 
(1) 
(4.27) 
which equals 0 or 1 according as O- is chosen as 1 or not 1. 
We may, however, following Meyer [50] and Marsaglia and Styan [471, 
establish the following: 
THEOREM 4.3. For matrices over an arbitrary field, 
r(g s)=r(E)+r( ’ (l-EE-)F). 
G(I-E-E) H-GE-F 
(4.28) 
Three different choices of E - may be made. 
Proof. We note that 
( -&- ;N: Lx -“I1”)=(f ;)p 
where E- is a g-inverse of E, possibly different to E -, 
X=(1-EE-)F, Y=G(I-E-E) 
and 
Then 
K=H-GE-F-YE-F. 
(4.28a) 
(4 -29) 
(4.30) 
(4.31) 
since the columns (rows) of E are linearly independent of the columns of X 
(rows of Y). Since 
(! :I=(; H-:E-F)((: -“II”)’ 
(4.32) 
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(4.28) follows, except that the choice of E- in Y is the same as that in 
H-GE-F. To relax this condition we note that with E# as a g-inverse of E 
(possibly different to E-), we have that 
(4.33) 
0 X 
)( 
0 x 
G(I-E*E) S = G(I-E-E) S (4-Y 
where S-H-GE-F, and hence 
X 
S (4.35) 
is invariant under choice of E- . This completes the proof. n 
Marsaglia and Styan [47, (8.5)] obtained Theorem 4.3 but required that 
the E- in the lower right comer of 
0 (I-EE-)F 
G(I-E-E) H-GE-F 
(4.36) 
must be the E- either in the lower left or in the upper right comer. 
COROLLARY 4.2. For matrices over an a&tray field, 
r(E L)=r(H)+r (EIIIIL F(lPz-H)). (4.37) 
( 
Three diffment choices of H- may be made. 
We may expand the rank of (4.36) using Corollary 4.2 to obtain 
0 
r 
G(I-E-E) 
(l-Et-)F)=r(S)+r(g i), (4.38) 
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where 
We now use 
u= -(I-EE-)FS-G(I-E-E), (4.39a) 
V= (I-EE-)F(I-S-S), (4.39b) 
w=(~-SS-)G(I-E-E). (4.39c) 
LEMMA 4.2 (Marsaglia and Styan [47, (8.3)]). For matrices over an 
arbitra y field, 
r i t =r(X)+r(Y)+r[(I-YY-)S(I-X-X)]. 
( 1 
Any choices of X- and Y- may be made. 
Proof. Using Lemma 4.1 yields 
r(-i---z)=r(X)+r(Y,S)(i I_&x) 
= r(X) + r(Y, S(I- X -X)). 
Applying (4.6) gives (4.40). 
We now expand the rank of (4.36) using (4.40) to obtain 
(4.40) 
(4.41) 
(4.4) 
n 
THEOREM 4.4. For matrices over an arbitrary field, 
where 
=r(E)+r(S)+r(V)+r(W)+r(Z), 
Z-(1-w-)U(I-w-w), 
(4.43) 
(4.44) 
while U, V, and W are as in (4.39). The g-inverses may be any choices. 
Meyer [So, Corollary 4.11 proved that 
r(E z/l) <r(E)+r(S)+r(F)+r(G). (4.W 
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To see this we notice that using (4.28) and (4.38) yields 
and 
G 3 < r(U,V) +r(W) (4.47) 
< r(U,V) +r(G) (4.48) 
=r[ (I-EE-)F( -S-G(I-E-E),I-S-S)] +r(G) (4.49) 
< r(F) + r(G), (4-W 
which proves the inequality (4.45). 
Meyer [59, Theorem 4.11 also proved: 
THEOREM 4.5. For matrices over an a&tray field 
r g z =r(E)+r(X)+r(Y)+r[(I-YY-)(H-GE-F)(I-X-X)], 
( 1 
(4.51) 
where X and Y are as defined in (4.29). Any choices of g-inverses may be 
mud& 
Proof. Immediate by applying Lemma 4.2 to (4.28). w 
Marsaglia and Styan [47, (S.S)] obtained (4.51) but required the E- in 
(4.51) to be the same as that chosen in X or Y. In view of our proof of 
Theorem 4.3, this requirement is not needed. 
We will refer to 
S-H-GE-F (4.52) 
as the generalized Schur complement of E in A, relative to the choice E-, 
where 
A=(: ;). (4 53) 
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COROLLARY 4.3 (Marsaglia and Styan [47, p. 291, Corollary 19.11). For 
m&rices over an arbitrary field, rank is additive on the Schur complement: 
=r(E)+r(H-GE-F), (4.54) 
where E - is a particular g-inverse of E, if and only if 
(I-EE-)F(I-S-S)=0 (455a) 
(I-SS-)G(I-E-E)=0 (455b) 
(I-EE-)FS-G(I-E-E)=O, (455c) 
where S = H -GE-F, while E - and S - are any choices of g-inverses. 
Proof. Immediate from Theorem 4.4. n 
Corollary 4.3 was proved by Carlson, Haynsworth, and Markham [W] 
withE_== E + , the Moore-Penrose g-inverse. They assert that their proof can 
be used to cover the case where E- is a reflexive g-inverse. See also Carlson 
[14, Theorem A]. 
We note that if the conditions in Corollary 4.3 hold, then [El = 0 implies 
]A] =O; cf. the discussion before Theorem 4.2. 
4.3. Generalized inverses 
Our objective in this section is to investigate conditions under which the 
Schur-Banachiewicz inversion formula works with generalized inverses re- 
placing regular inverses. 
Consider 
and 
B = E- +E-FS-GE- 
-S-GE- 
(4.56) 
(4.57) 
where 
S-H-GE-F. (4.58) 
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Rohde [60] showed that if A is real and nonnegative definite, then indeed B 
is a g-inverse of A. This result was extended by Pringle and Rayner [56], who 
assumed that A has the structure 
A= K’K 
( 
K’L 
L’K 1 0 ’ 
and later by Marsaglia and Styan [48, Corollary l] for 
(4.59) 
(4.60) 
cf. Corollary 4.6 below. More generally, Bhimasankaram [7J and Burns, 
Carlson, Haynsworth, and Markham [13] showed that B = A- if and only if 
the conditions (4.55) hold. Applying Corollary 4.3, we then get 
THEOREM 4.6 (Marsaglia and Styan [48 p. 4391). Suppose that the matrix 
A defined by (4.56) has elements over an arbitray field, and that E- is a 
particular g-inverse of E. Let the Schur complement S-H- GE-F, and let 
E-+E-FS-GE- 
-S-GE- 
(4.61) 
Then: 
(i) B is a g-inverse of A for a particular g-inverse S - if and only if rank is 
additive cm the Schur complement (i.e., (4.54) holdsJ, and then B is a 
g-inverse of A fbr every g-inverse S -. 
(ii) The g-inverse B is reflexive if and only if E- and S- are both 
reflexive g-inverses. 
(iii) For complex A, we have B = A+, the Moore-Penrose g-inverse of A, if 
and only if E -=E+, S- =S+, 
=r(E,F)=r(E), (4.62) 
and 
=r(G,H)=r(S)=r(H-GE-F). 
Proof. (i): Straightforward multiplication shows that ABA=A ti (4.55), 
and so B is a g-inverse of A if and only if (4.54) holds. 
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(ii), (iii): These proofs are straightforward but more lengthy: we refer the 
reader to [48, pp. 438-4391 for details. n 
Bhimasankaram [7] and Bums, Carlson, Haynsworth, and Markham [13] 
proved that the matrix B defined by (4.61) is a g-inverse of A if and only if 
(4.55) holds. 
Similarly it may be shown that if H- is a particular g-inverse of H and 
T = E - FH -G is the generalized Schur complement relative to the choice 
HI, then 
-T-FH- 
-H-GT- H-+H-GT-FH- (4-f+ 
is a g-inverse of A for a particular g-inverse T - if and only if 
r(A) = r(H) + r(E - FH-G), (4.65) 
and then C is a g-inverse of A for every g-inverse T -, The g-inverse C is 
reflexive if and only if H- and T - are both reflexive g-inverses. For 
complex A, we have C = A+, the Moore-Penrose g-inverse of A, if and only if 
H-=H+, T-ET+, 
= r(G, H) = r(H), 
and 
r E =r(E,F)=r(T)=r(E-FH-G). 
( ) 
Since the Moore-Penrose g-inverse is unique, we obtain 
COROLLARY 4.4. Let the compbx matrix 
and let 
S=H-GE+F, T=E-FH+G. (4.69) 
T+ 
-H+GT+ 
3 
(4.W 
(4.67) 
(4-W 
(4.70) 
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the Moore-Penrose g-inverse of A, if 
(4.71) 
and 
=r(G,H)=r(H)=r(S). (4.72) 
Bums, Carlson, Haynsworth, and Markham [13] noted that the Moore- 
Penrose g-inverse of A is given by (4.70) if (4.61) and (4.64) equal A+, since 
the Moore-Penrose g-inverse is unique. Moreover, Theorem 4.6 yields: 
COROUARY 4.5. Let E-=E+ and S- =S+, where 
S-H-GE+F=(A/E), (4.73) 
A being defined by (4.56). If (4.62) and (4.63) hold, then B= A+ and 
(A+/s+)+ =(A+/(A/E)+)+ =E. (4.74) 
Sidarly, let H -=H+ and T- =T+, where 
T-E-FH+G=(A/H), (4.75) 
A being defined by (4.56). If (4.66) and (4.67) hold, then C = A+ and 
(A+/T+)+ =(A+/(A/H)+)+ =H. (4.76) 
Burns, Carlson, Haynsworth, and Markham [13] proved that, if 
G(I-E+E)=O, (I-EE+)F=O, 
(I-SS+)G=O, F(I-S+S)=O, 
(4.77a) 
(4.77b) 
where S=H-GE+F, then (4.74) holds. Using Lemma 4.1, it is easy to see 
that (4.77a)+4.62) and (4.77b)~(4.63). 
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COROLLARY 4.6 (Marsaglia and Styan [48]). Suppose that the real matrix 
A is defined by 
A=(: IH)=(;; “;). (4.78) 
Then rank is additive on the Schur complement: 
where 
r(A)=r(K)+r(S), 
S=H-GE-F=N-M’KK+L 
is independent of the choice of g-inverse E-. The matrix 
E- +E-FS-GE- -E-FS- 
-S-GE- S- 
(4.79) 
(4.80) 
(4.81) 
is a g-inverse of A for any choice of g-inverses E- , S-. Furthermore, B-A+, 
the Moore-Penrose g-inverse of A, if and only if E- =E+ , S- = S+, and 
. =r(G,H)=r(H-GE+F)=r(S). (4.82) 
Proof. Since K’K(K’K) -K’ = K’, it follows that (I-EE -)F=O. Simi- 
larly, it may be shown that G(1 - E -E) = 0. Hence (4.55) holds, and so rank 
is additive on the Schur complement [i.e., (4.79) holds]. The Schur comple- 
ment is unique, since GE -F = M’K(K’K) -K’L = M’KK +L. The conditions 
for B to equal A+ follow, since (4.62) and (4.63) reduce to (4.82). n 
Rohde [So] obtained (4.81) for a g-inverse of A, where A is defined by 
(4.78) with M = L and N = L’L. Pringle and Rayner [56] also established that 
B, given by (4.81), is a g-inverse of A, where A is defined by (4.78), with 
M=L and N=O. The following corollary gives a different approach to 
Rohde’s result. (See also [61].) 
COROLLARY 4.7 (Marsaglia and Styan [48]). Suppose that the real non- 
negative definite matrix A is defined by 
(4.83) 
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lf any one of the following three conditions holds, then all three hold: 
r( E, E)=r(E)+r(H), ww 
E+ +E+FS+F’E+ (; g)+=( _S+F’E+ -E;?s+)* (4.8% 
(;, ;)+=( _;;,T+ -T+FH+ 
H+ +H+F’T+FH+ 
)> (4.86) 
where the Schur c0mplement.s of E, and of H, in A, 
and 
S=H-F’E-F=L’(I-KK+)L 
T=E-FH-F’=K(I-LL+)K’, 
are independent of the choices of g-inverses E- and H- . 
Proof. Since F(I - H -H) = K’L(I- (L’L)-L’L) = 0, it follows that 
F 
rH ( 1 =r(H), 
(4.87) 
(4.88) 
(4.89) 
using Lemma 4.1. First, suppose (4.84) holds. Using (4.79), it follows that 
r(S) =r(H) =r( L) (4.W 
and so (4.82) holds, which implies (4.85). By the reverse argument, (4.85) 
implies (4.84). The alternative arrangement in (4.86) follows from the “sym- 
metry” in (4.84) with respect to E and H. n 
4.4. Inertia 
Consider the real symmetric matrix 
(4.91) 
where E is singular. Then inertia need not be additive on the generalized 
Schur complement, in contrast to the case where E is nonsingular (Theorem 
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3.1). We find, however, that under certain conditions inertia does continue 
to be additive on the (generalized) Schur complement. To see this we use the 
following: 
LEMMA 4.3. Suppose that the real symmetric n X n matrices A and B are 
rank additive: 
Then 
r(A+B)=r(A)+r(B). 
In(A+B)=InA+InB, 
(4.92) 
(4.93) 
where In denotes inertia. 
Following Carlson, Haynsworth, and Markham [lS, p. 1721, by (4.93) we 
mean that m(A+ B) = V(A) + T(B) and v(A+ B) = V(A) + v(B), where 7~( *) and 
V( *) denote, respectively, the number of positive and negative characteristic 
roots. 
Proof. Following (3.1), let 
InA=(%,v,,&), r(A)=7ra +v, =ra, (493a) 
InB=(q,,+,,&), r(B)=rb +vb =r,. (4.93b) 
Since A and B are both nXn real symmetric matrices, there exist real 
nonsingular matrices S and T such that 
(494a) 
and 
= s,s; - s,s; (494b) 
0 0 
B=TD,T’=(T,,T,,T,) --IVb 9 
0 96, 
T; II IT;; T; (4.95a) 
= T;T; - TaTi. (4.9513) 
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Using (4.94b) and (4.95b), we obtain 
A + B = S,S’, - S&S; + T;T; - T,T; (4.98a) 
cI n, 0 0 0 
=(S,&T,,T,) ; 
-1, 0 0 
0 -Inb 0 
0 0 0 -Iv* 
s; 
% 
T; 
. (4.98b) 
.I*,, 
From rank additivity and from (4.96b), we get 
<?i&+v,+7r~+vy6=ra+T~. (4.97) 
Hence there exists a matrix U, say, nX (n-r, -rb), 
(S,,T,,S,,T,,U) is nonsingular, and writing 
I 
I ?r.+n, 0 0 
A+B=(S,,T,,S,,T,,U) 0 -IYa+YL 0 
0 0 0 
completes the proof. 
such that V= 
. s; ’ 
T; 
Sk (4.98) 
Ti 
u’, 
n 
THEOREM 4.7 (Carlson, Haynsworth, and Markham [15]). Consider the 
real symmetric matrix 
A=(; ;). (4 99) 
Let E; be a symmetric rejlexive g-inverse of E, and let the generalized Schur 
complement 
S=H-F”E;F=(A/E). (4.100) 
Then 
InA=InE+In(A/E)+In (4.101) 
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where 
X=(1-EE;)F and V=X(I-S-S), (4.102) 
and S,- is a symmetric reflexive g-inverse of S. Furthermore, if 
r(E) = r(E,F), (4.103) 
then S is unique and 
InA=InE+In(A/E). (4.104) 
REMARK. The notation used in (4.101), as in (499, is taken to mean 
additivity of the numbers of positive characteristic roots and of the numbers 
of negative roots, but not necessarily of the numbers of zero roots. 
Proof. We may write 
since E,_- * 1s a symmetric reflexive g-inverse of E. Then by Sylvester’s law of 
inertia [cf. (3.2)] we obtain 
InA=In( g, t). 
Using Theorem 4.3 yields 
which, using Lemma 4.3, yields 
InA=InE+In( i, t). 
However, we may write [cf. (4.105)J 
(4.106) 
(4.107) 
(4.108) 
(g “r;)(; ;)( & gy (4.1W 
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where !$- is a symmetric reflexive g-inverse of the Schur complement 
S = (A/E), and U = - XS, X’. Hence, using (3.2) again, we obtain 
In( i, i)=In(G ~)=InS+In(~ z), (4.110) 
since 
r(F z)=r(S)+r( -XSPx’ z), (4.111) 
using Corollary 4.2 and Lemma 4.3. Thus (4.101) follows at once. If (4.103) 
holds, then Lemma 4.1 shows X = 0, and so V = 0 and (4.104) follows. n 
When A is nonnegative definite, then (4.103) holds [cf. (4.83)], and so E 
and (A/E) are both nonnegative definite. Conversely, if (4.10’3) holds and 
both E and (A/E) are nonnegative definite, then A is nonnegative definite 
(cf. Corollary 3.1). M oreover, we note that (4.103) implies (4.104) even when 
E; in (4.100) is replaced by any E -, for then (4.105) holds with X= (I - 
EE-)F=O, while (A/E)=H-F’E-F=H-F’E+F for every E-. 
4.5. The quotient property and a related d&eminunt inequality 
The quotient property [cf. (3.17) in Sec. 3.21 may, under certain condi- 
tions, be extended using generalized Schur complements. 
THEOREM 4.8 (Carson, Haynsworth, and Markham [15]). Consider the 
matrix 
Zf 
r(E)=r(E,F)=r( E) 
and 
r(K)=r(K,L)=r( E), 
(4.112) 
(4.113) 
(4.114) 
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r(K,L,F,)=r(K)=r (4.115) 
and the generalized Schur compLmwnts (A/E), (E/K), and (A/K) are 
uniquely determined, and 
(A/E) = wwww)~ (4.116) 
Proof. From (4.113) and Lemma 4.1 we may write 
so that 
ThUS 
F=EE-F and G=GE-E, 
F,=(K,L)E-F and 
(4.117) 
(4.110) 
r(K,L,F,)=r(K,L) and r (4.119) 
Applying (4.114) yields (4.115). The uniqueness of the Schur complements 
then follows (cf. remarks before Corollary 4.1). Using (4.115), we write 
(4.112) as 
K KLCI KF, 
N F, (4.120) 
G,K G, H 
for some matrices La, Fo, Ma, and Go. To prove (4.116) we notice that 
(A/K) = (E/K) 
G,-G&L, 
so that 
(4.121) 
((A/K)/(E/K))=H-G,KF,-(G,-G,KL,)(E/K)-(F,-M,KF,), 
(4.122) 
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while 
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(A/E) =H-(G&G,) (;K F’)-(T)* (4’123) 
To see that (4.122) = (4.123) we use Theorem 4.6(i) to write, [cf. also (2.37) 
and (3.23)] 
( GK :,)=( Ki i)+( K~~“)(E/~)-(Mo~-, -I). 
(4.124) 
Substituting (4.124) into (4.123) yields (4.122). n 
Carlson, Haynsworth, and Markham [15] also extended Theorem 3.4 
using generalized Schur complements. Let 
A=(;, ;) (4.125) 
(4.126) 
both be symmetric (m + n) X (m + n) nonnegative definite matrices, where E 
and K are both m X m. Then 
r(E) =r(E,F) and r(K)=r(K,L). (4.127) 
The generalized Schur complements 
(A/E)=H-F’E-F, 
(B/K) =N-L’K-L 
(4.128a) 
(4.128b) 
are, therefore, uniquely defined, as is 
((A+B)/(E+K))=H+N-(F+L)‘(E+K)-(E+L), (4.129) 
since A + B is nonnegative definite (cf. remarks before Corollary 4.1). 
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THEOREM 4.9 (Carlson, Haynsworth, and Markham [15]). Let A and B 
be defined as in (4.125) and (4.126). Then 
((A+B)/(E+K)) -(A/E) - (B/K) (4.130) 
is nonnegative definite. 
Proof. Consider the matrices 
and Q= (4.131) 
Then P, Q, and P+ Q are all nnd, and so then is the generalized Schur 
complement 
((P+Q)/(E+K))=FE-F+L’K-L-(F+L)‘(E+K)-(F+L). 
(4.132) 
Following the proof of Theorem 3.4, we see that (4.132)~ (4.130) and the 
proof is complete. n 
Carlson, Haynsworth, and Markham [15] also extended Theorem 3.5 by 
allowing the principal submatrices Ei and K, to be nonnegative definite. The 
inequality (3.47), however, is only meaningful when the E, and K, are all 
nonsingular. If we substitute JA(/]E, I= ((A/E,)] and ]B]/]K, ( = ](B/K,)], 
then we obtain: 
THEOREM 4.10 (Carlson, Haynsworth, and Markham [15]). Let A and B 
both be n X n nonnegative definite matrices. Suppose further that E, and K,, 
is 1 , . . . , n, are the i X i principal s&matrices in the upper left C-xnners of the 
matrices A and B respectively. Then 
n-1 
lA+Bl>lAl+lBt+ 2 [l(A/E,)l~lK,J+J(B/K,)l~tE,I]~ (4.133) 
i-l 
Proof. We will follow the proof of Theorem 3.5 and use induction on n. 
For n=2, 
IA+BI=IE,+K,l.l((A+B)/(E,+K,))I; (4.134) 
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cf. (3.48) and the remarks before Corollary 4.1. From (3.40) we have 
while 
IE,+K~I~IE,l+lK,l~ (4.135) 
I((A+B)/(E,+K,))l > l@/E,)l +l(WK,)I (4.136) 
follows from (4.130). Hence 
lA+BI >(lE, I + IK~l)(I(A/Ed + I(B/K,)l) 
=lE,l.I(A/E,)I+lK,t.I(B/K,)I 
Thus (4.133) holds for n = 2. 
Now assume that (4.133) holds for A and B nXn. If A, and B, are 
(n+ 1) X (n + 1) nonnegative definite matrices, and A=E, and B = K, are 
nXn submatrices of A, and B,, respectively, then 
IA,+B,I=IE,+K,I.I((A,+B,)/(E,+K,))~. (4.138) 
But, by the inductive assumption, 
IEn+Knl> 5 [I(E,/E,)I.IKiI+I(K,/K,)I.IE,II (4.139) 
i=l 
and by (4.130), 
\((A, +B,)/(En+Kn))/ 2 I@,/‘%)1 +l@,/K,)I. (4.140) 
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Hence, 
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IAl+BlI> IZ [I(E,/E,)I.IKiI+I(K,/Ki)I.IEiII 
i i=l 
+lB,l+ 5 I(B,/K,)I.I(K”/Ki)I.IEiI 
i=-I 
n+l 
= iT1 [l(A~/E~)I~IKiI+I(B~/K~)I~IEiII. (4.141) 
Thus (4.133) holds for (n+ 1) X (n + 1) matrices A and B, and the induction 
proof is complete. 
4.6. Other results 
In this section 
extend some of the 
we present a number of miscellaneous 
theorems and corollaries presented above. 
n 
results which 
In Corollary 2.1 we proved that if F is m x n and G is n Xm, then [cf. 
w3)1 
1772 FI I G In =(I,-FGJ=II,-GFJ. (4.142) 
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Using (2.4) and (2.6), we similarly obtain 
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=IhI,-FGI=lhI,I.II,-~GF(, (4.143) 
and so 
A”(XI,-FGJ=AmIhI,-GFI, (4.144) 
which shows that FG and GF have the same nonzero characteristic roots; 
see, e.g., [52, p. 2961. 
Furthermore if we replace I, in the lower right comer of (4.143) by AI,,, 
Fby -F,andGby -F’,then 
1% ;;I= )hI,).IXI,-F’F/A(=h”-“)~21,-F’F(, (4.145) 
and so the nonzero characteristic roots of 
(4.146) 
are the pairs of positive and negative singular values of F; see [45]. 
A similar result to (4.142) is [17] 
$(I,-FG)=$(I,-GF), (4.147) 
where $( *) denotes (column) nullity. 
To prove (4.147) we use Theorem 2.5 to write 
=n+r(I,- FG)=m+r(I,-GF), (4.148) 
from which (4.147) follows at once. 
The nullities of I-FG and I-GF are related to the ranks of F-FGF 
and G-GFG. Using (4.28) and (4.37), we obtain 
“6”) = r(F) + r(G - GFG) = r(G) + r(F - FGF) (4.149) 
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and 
r & z =m+r(F-FGF)=r(F)+r(I,-FG). 
( 1 
Hence 
and 
$(I-FG)=r(F)-r(F-FGF) 
=r(G)-r(G-GFG) 
=+(I-GF), 
r(F)-r(G)=r(F-FGF)-r(G-GFG). 
247 
(4.150) 
(4.151a) 
(4.151b) 
(4Xlc) 
(4.152) 
If G = A, and F = A- is a generalized inverse of A, then (4.152) yields 
r(A-)=r(A)+r(A--A-AA-)>r(A), (4.153) 
and so 
r(A-)=r(A) CJ A--A-AA-. (4.154) 
That is, a g-inverse A- of a matrix A is reflexive if and only if the ranks of 
A- and A are the same [8; 9, p. 3831. 
We may extend Theorem 2.6a [73], which showed that if HZO, then 
there exist column vectors a and b such that a’Hb#O and 
r(H - Hba’H/a’Hb) = r(H) - 1. (4.155) 
THEOREM 4.11. Let the matrices A, B, and H satisfy 
r(A’HB) = r(A’H) = r(HB) . (4.156) 
r(H-HB(A’HB)-A’H)=r(H)-r(A’HB) (4.157) 
fm any choice of genm&.ed inverse. 
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Proof. Using (4.28) and (4.37), we obtain 
r AYH AzB)=r(H)=r(A’HB)+r(M), 
( 
where 
M= I H - HB(A’HB) -AH HB[I-(A’HB)-A’HB] [I-A’HB(A’HB)-IA/H 0 
(4.158) 
I . (4.159) 
Using the rank-cancellation rules of Marsaglia and Styan [47, Theorem 21, we 
see that 
and 
r(A’HB) = r(HB) + HB[I- (A’HB)-A’HB] =0 (4.169) 
r(A’HB) = r(A’H) ==+ [I-A’HB(A~HB)-]A!H=o, (4.161) 
since A’HB=A’HB(A’HB)-A’HB. Hence (4.156)*(4.157), and the proof is 
complete. n 
Rao [57, p. 691 presents (4.157) as an exercise when A’HB is square and 
nonsingular; this condition clearly implies (4.156). 
In a statistical study of the residuals from a linear model, Ellenberg [23] 
showed that the Schur complement of a nonsingular principal submatrix in a 
symmetric idempotent matrix is also idempotent. We extend this result in 
the following: 
THEOREM 4.12. Let 
A=(: ;)=A’. (4.162) 
Zf 
r(E)=r(E,F)=r( E), 
then the Schur complement 
(4.163) 
(4.164) 
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is invariant and iakmpotent under choice of E- and 
r(A/E) = r(A) - r(E). 
Proof. From (4.162) we obtain 
(4.165) 
(: ;,=(:;:E g:;)* 
while (4.163) yields, using Lemma 4.1, 
(4.166) 
EE-F=F and GE-E=G (4.167) 
for every choice of E- . Then (A/E) = H-GE-F is invariant under choice of 
E- (cf. remarks before Corollary 4.1). Hence, using (4.166) and (4.167, 
(A/E)~=H~+GE-FGE-F-HGE-F-GE-FH (4.168a) 
=(H-GF)+GE-(E-E’)E-F-(G-GE)E-F-GE-(F-EF) 
(4.16613) 
=H-GF+(GE-E)E-F-(GE-E)(EE-F) 
-GE-F+G(EE-F)-GE-F+(GE-E)F (4.166c) 
=H-GE-F=(A/E), (4.16&I) 
and (4.164) is proved; (4.165) follows using Corollary 4.3. W 
The special case of Theorem 4.12 considered by Ellenberg [23] supposed 
that A is symmetric and E nonsingular. It is clear that when the idempotent 
matrix A is symmetric, then it is nonnegative definite and so (4.163) always 
holds. Moreover, E nonsingular implies (4.163) even if AZA’. When E is 
symmetric idempotent but A is idempotent and not symmetric, then (4.164) 
need not hold, for let 
‘1 0 0’0 0 
0 0 0’0 0 
A= 0 0 0’1 0 5_o-o_L1_o (4.169) 
<O 1 010 1 I 
2.50 
Then A= A2 and 
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for arbitrary scalars a, b, c, d, e, f, g, and h. Then 
W)=( -‘, ;) 
(4.170) 
(4.171) 
is idempotent ti e =O. Moreover (A/E) is not invariant under choice of E- . 
A theorem by Mill&en and Akdeniz [51] showed that if H and E-H are 
both symmetric nonnegative definite matrices, then for the difference be- 
tween the Moore-Penrose g-inverses we have 
H+-E+ is nnd w r(E)=r(H). (4.172) 
This has been extended by Styan and Pukelsheim [70], who use symmetric 
reflexive g-inverses rather than Moore-Penrose g-inverses. See also Theorem 
3.2. 
THEOREM 4.13 (Styan and Pukelsheim [70]). Let H and E-H be 
symmetric nonnegative definite matrices. 7’hen E is nonnegative definite and 
r(E,H) = r(E). Let E, and H; be symmetric reflexive g-inuerses. Then 
H,-ELisnnd H EX,;=J!lI-I;, (4.173) 
and then r(E-H)=r(HT -EL). 
Proof. Using Theorem 4.7, it follows that 
In(i g)= InH+In(E-H), (4.174) 
and so E is nnd and r(E, H) = r(E), since the partitioned matrix in (4.174) is 
rmd. Moreover 
E 
In 
EE, 
E;E H- ) 
=InE+In(H; -E;), 
r 
(4.175) 
using Theorem 4.7 again and the fact that r(E, EE,.- ) = r(E), 
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Let EE; =HH;. Then 
E EE, E 
In 
HH; 
E;E H- I H;H H; 
=InH, +In(E-H), (4.176) 
using Theorem 4.7 and choosing (H, ),_- =H. Thus (4.175)~ (4.176), and SO 
H; -E, is nnd and r(E-H)=r(H; -E;). 
Now, let H; -E; be nonnegative definite. Then the partitioned matrix 
in (4.175) is nnd. Thus 
r(E, E, H; ) = r(H; ) (4.177) 
which, in turn, implies 
[I-H;(H;)-]E;E=O (4.178) 
so that, choosing (H, )- =H, 
E,E=H;HE;E=H,H, (4.179) 
since r(E, H) = r(E). Transposing yields EE, = HH, . 
COROLLARY 4.8 (Mill&en and Akdeniz [51]). Let H and E-H be 
symmetric nonnegative 0!4$nite matrices. Then 
H+--E+ isnnd w r(E)=r(H). (4.180) 
Proof. If H+ - E + is nonnegative definite, then 
EE+ =HH+ (4.181) 
follows from (4.173), and 
r(E)=r(E+E)=r(H+H)=r(H). (4.182) 
Now, suppose r(E) =r(H). Th en Theorem 4.13 implies that r(E) =r(H) = 
r(E, H). Then 
E=HH+E and H=EE+H. (4.183) 
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So postmultiplying the first equation in (4.188) by E+ yields 
EE+ =HH+EE+ =(HH+EE+)’ (4.184a) 
= (EE+)‘(HH+)’ (4.184b) 
=EE+HH+ =HH+, (4.184c) 
and the proof is complete. n 
Note that r(E) = r(H) does not always imply that H; -E; is nonnegative 
definite. For example, let 
which is nonnegative definite, so that 
Then 
for some scalar x, and 
E-H= ; ; . 
( 1 
H,= 
for some scalar y. Hence 
is nonnegative definite if and only if x= y. But 
(4.185) 
(4.186) 
(4.187) 
(4.188) 
(4.189) 
(4.196) 
if and only if x= y. From this example, we conclude that, although r(E) = r(H) 
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does not always imply that H, -E; is nonnegative definite, the condition 
EE; =HH; always does. 
In a study of the existence of a nonnegative definite matrix with 
prescribed characteristic roots, Fiedler [26] based his proofs on a lemma, 
which Dias da Silva [20] found “interesting enough” to report in full in 
Mathemutical Reviews. A rather simple proof of this lemma is possible using 
Schur complements. 
THEOREM 4.14 (Fiedler [ZS]). Let A be a symmetric mX m m&rix with 
characteristic roots CK~, a2 ,..., a,, and let u be a normalized characteristic 
vector corresponding to aI. Let B be a symmetric n X n matrix with chatax%+ 
istic roots &,&. .., &, and let v be a normalized characteristic vector 
correqmding to &. Then, for any y, the matrix 
M- 
A y uv’ 
yvu’ B 
(4.191) 
has churacteristic roots az, . . . , am, &, . . . , &, and the characteristic roots Of 
*I y ( 1 Y Pl’ 
Proof. The characteristic polynomial 
A-AI 
P= 
y uv’ 
YW’ B-XI 
using (2.4), and so 
since (A -X 1)u = ( o1 - X)u. Hence 
p=]A-XI]. B-AI- 2 , 
1 
(4.192) 
(4.193a) 
(4.193b) 
(4.194) 
(4.195) 
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since u’u = 1, and so 
-1 I 
p=/A-XII.IB-AIJ. I- ‘2(B,--; w 
1 
=(A-hII.(B-AI(* I- 
(Cxr-y:,;;-~) ’ 
since (B - XI)v = (& -h)v. Hence 
A-AI 
P= 
YUV’ 
YW’ B-AI 
(4.196a) 
(4.196b) 
(4.197a) 
=( m (Y ).( * ig2 ( iv') jg2 (Pjvx) [ (al-A)(Pl-X)-Y2]*  
n (4.197b) 
Theorem 4.14 may be used to find the characteristic roots of a special 
correlation matrix structure; cf. the remarks after (6.70). 
Emihe Haynsworth (1978, personal communication) has noted that Theo- 
rem 4.14 may be generalized, since our proof does not require that A and B 
be symmetric. 
THEOREM 4.15. Let A be an m X m complex matrix with characteristic 
roots aI, as,. . .) a,, and let a be a characteristic vector corresponding to aI. 
Let B be an n X n cornpltx matrix with churacteristic roots PI, &, . . . , &, and 
let b be a characteristic vector corresponding to &. Let the wrnpbr TOW 
vectors c* and d* be 1 Xm and 1 Xn, respectively. Then the matrix 
A ad* 
bc* B 
(4.198) 
has characteristic roots a2.. . . , a,,,, oz.. . . , /3,,, and the CharaCteMiC roots of 
(4.199) 
Proof. Following the proof of Theorem 4.14, the characteristic poly- 
nomial is 
A-h1 
bc* 
B~;II=(A-XII.IB-hIl.h, (4.209) 
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where 
h=JI-(E-XI)-&*(A-AI)-‘ad*] 
(4.201) 
from which the result follows. n 
V. NUMERICAL MATRIX INVERSION USING SCHUR COMPLE- 
MENTS 
A number of algorithms for matrix inversion use Schur complements. The 
earliest of these is probably the “bordering method” published in the book 
by Frazer, Duncan, and Collar [27]. 
5.1. The bordering method 
Consider the matrix 
a11 a12 *** aI” 
A= azl aB -a a2n . 
(5.1) . . . . . . . ..I... . 
a nl a n2 -** a nn 
The method proposed by Frazer, Duncan, and Collar [27, p. 1141 considers 
the principal leading submatrices 
Ej= 
all *-- 
. . . . .‘_: , 
ai1 
i=1,2 ,...,n, 
’ ali 
-I 
I 
Ed-1 I : 
= 
’ ai- i ’ 
i-2,3 ,..., n, (5.3) 
- _I__ - _‘_ 
a, - r-7 - -u;,i_l , aji 
=( :[I: ‘iy:), i=2,3 ,..., n, (5.4 
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where f,_,=(ali ,..., a,_l,i)’ and g’_r=(a,, ,..., a,.,_r); E,=a,,. Assuming 
E;?‘, known, we can apply (2.37). Then 
, F-5) 
E;_ll+ K-l,f,-,LEL1, _ E;l,f,-, 
-l 
E,l= ‘i-1 Si-1 
_ g’i-lEL21 1 
St-1 Sd-1 
where ~~_r=a~~--g’_~E~rf~_r, i=2,3,...,n. Define s,,~urr. This method 
requires that all the E,‘s (i = 1,2,. . . , n) be nonsingular. Hence, if one or 
more of the E,‘s is singular, i = 1,2,. . . , n (i.e., if at least one Schur comple- 
ment si _ r = 0), then we can find a permutation matrix 
(5.6) 
where {in&,..., i,} is a permutation of { 1,2,. . . , n}, such that all the 
principal submatrices in II A are nonsingular. Having obtained (II A) - ‘, we 
&xtn&tiply by II to obtain A-‘. - 
EXAMPLE 5.1. To find the inverse of 
we write 
A= 9 
(5.7) 
(5.8) 
where 
E,=(X _Z)¶ (5.9) 
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&=(-3,4)‘, &=(3,2), and urn= 1. To apply (5.5) we compute 
E;lfs=$j(; _;)( -;)=( _T), 
g’,Ei l =A(3 2,(; _;)=&(16 -1) 
= 
( 
s 1 
13 -39 > 
s!2 =a,-&E,‘f,=l-(3 2)( _;)=3, 
257 
(5.10) 
(5.11) 
(5.12) 
(5.13) 
E,‘+ 
E;‘f,g’zE,’ 
s2 
=A(; _;)+&(_;)(N -1)/3 
(5.14) 
Hence 
I 
12 
- 10 (5.15) 
-16 
A variant of the above method was given by Jossa [43], who showed that, 
when E,:“, is known, then the following operations yield E,- ’ = {a:* ‘1, 
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i-2,3,..., n. Define at’=l/a,,. For i-2,3 ,..., n, set 
i-l 
Tki’ -h~;a;&,i, k=1,2 ,..., i-l, 
( 
i-l 
ay= a,,+ x a,hrh, ) 
h=l 1 
-1 
(5.16) 
(5.17) 
(+ayrki, k-1,2 ,..., i-l, (5.18) 
1=1,2,...,i-1, (5.19) 
uy=uy,+r,,ay, k,l=1,2 ,..., i-l. (5.20) 
The above equations may be obtained simply by rewriting (5.5) in scalar 
notation. 
EXAMPLE 5.1 (reprise). Using Jossa’s method, we obtain 
l,l_ 1 
a, -3, 
(5.16) 1,1 3 
i 
Tl3’ - 
r&l= --a, u12= - 5 
(u;‘u,,+a~2u,)=o 
rm= - (u2,“U,3+u;2U2.J = 1 
(5.17) G2= u 
22 
+‘, 
1 
r = -5 G3= u,+u,,T,,+u,,r, =5 
21 12 
1,3 = u3.3r -0 
(5.18) 
12_ 22 
~2’ -a2’ rl2= $i ;f,3_u;,3;- 1 
=3 
3.1, 
(5.19) u2 2,1= _ u;~2u2,u;* I= & 
a3 -uyyu31uy+u32u2,J)= -g 
3,2= _ 
a3 
333 
a3 ( 
u,,u;2+ u32u~2) = $g 
Hence, we obtain (5.15). 
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Louis Guttman [32] called this bordering method “first order enlarge- 
ment” in view of the partitioning (5.3) adding a single row and column to 
E i _ 1. We now consider the partitioning with E i _ 2 bordered by 2 rows and 2 
i Ei-2 
’ a1 i-l I ’ ‘1.i . . . . . . . . . . 1 . 
Ei= ___________ 
aj-1.1 -.- ai-l.i-Z 
; i 
I ’ 
-‘-uy_&_; 
_-_- 
‘I 
ai-l,i 
1 -** , ui i-2 1 ai,i-l ui,i j 
i-3,4 ,..., 12, (5.21) 
where 
[(i-2)4, (5.22) 
ui-l,i-2 
ai,i-2 
[2x(M)], (5.23) 
Hi_2 = “,(-y-1 
( 
yi 
1 
[2x2]. 
,.I 1 11 
Assuming E,:_‘, known, we can apply (2.37). 
EZG~MPLE 5.2. To find the inverse of the matrix A defined by (5.7) using 
the method described above, we write 
where e, =5, f’r=(3, -3), g,=(2,3)’ and 
Hr=( -; ;). 
The Schur complement S = (A/e,) is given by 
(5.25) 
(5.26) 
(5.27) 
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Applying (2.37), we obtain 
A-‘= 
$ + +Fls -‘g1 
el 
s-lg, _- 
e1 
f;S -1 -- 
e, 
S-l 
, 
(5.28) 
To apply (5.28) we compute: 
s-L-& 
i -- 14 5 5 1 _zf -x 28 
= I -1 ifi 331 3 1 
f;s-’ 
--+3 
el 
14 _E 
-3) : : I 1 -z -5 
= ( s 78 o)=(& 0)’ 
s-k 1 
--‘78 
e1 
Hence, we obtain (5.15). 
1 = 
_g 
8 
-5 
(5.29) 
(5.30) 
, (5.31) 
(5.32) 
5.2. Geometric enlargement 
The method of “geometric enlargement” due to Louis Guttman [32] 
allows the inverse of the matrix A in (5.1) to be obtained by successively 
constructing the inverses of the principal submatrices 
E2i~ (2ixZi) (5.9 
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Assuming E;’ is known, we can apply (2.37). If i = 1, then 
E,=( ;;; ;I); (535) 
setting E, =ui,, we see that “geometric enlargement” reduces to “first-order 
enlargement.‘%lso, if i=2, we have - 
I 
a11 a12 a13 a14 
E4= a21 a22 a23 624 
a31 u32 u33 u34 
a41 k aA a44 
(5.36) 
and E, is defined by (5.35); h ere, the “geometric enlargement” reduces to 
“second-order enlargement.” 
5.3. Partitioned Schur cmnplemmts 
We begin by partitioning the n X n nonsingular matrix 
(5.37) 
where E is n, X no, nonsingular, and readily invertible (e.g., no= 1 or 2, E 
diagonal). We then compute the Schur complement S = (A/E), and if it is 
easily invertible, then we compute A-’ using the Schur-Banachiewicz for- 
mula (2.37). Otherwise we partition the Schur complement 
s= (5.38) 
where El is nl Xn,, nonsingular, and readily invertible. We now compute 
the Schur complement S, = (S/E,), and if it is easily invertible, then we 
compute S - ’ using (2.37), from which A-’ follows using (2.37) again. 
Otherwise we partition 
s,= (5.39) 
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where Es is n2 X n2, nonsingular, and readily invertible. We compute S,= 
(S,/E,) and repeat the procedure performed with S,. And so on. Writing 
k=1,2 ,..., m-l, (5.40) 
the forward part of this algorithm stops at k=m when S,=(S,,,_ r/E,) is 
easily invertible. At most m- -n -2. Some m + 1 E-matrices will have been 
inverted. We now invert S, and proceed backwards, computing in turn each 
inverse S;‘, k=m- 1, m-2,. . . ,3,2,1,0, using SjTJ, and (2.37), with S=S,. 
A-r follows using (2.37) again. Louis Guttman sketched the above algorithm 
with n,=l or 2; k=O,l,..., m. Zlobec and Chan [32] gave full details with 
all nk= 1; they also state that their “program in AWL consists of only seven 
lines.” 
EXAMPLE 5.3. Find the inverse of 
A=[; -; -j 
using partitioned Schur complements. 
The forward part. We may write 
where e=5(#0), f = (3, -3),g’=(2,3), and 
H=( -; $9 
Partition S as follows: 
(5.41) 
(5-43 
(544) 
(5.45) 
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where el = - 7 (#O),f,=T, gr=& h,=F. Hence, 
The backward part. l/s, = i. Applying (2.37), we obtain 
1 
s-l= 
_$. 3 
i i 
1 1 * 
Tzi 3 
(5.47) 
(5.48) 
Applying (2.37) again, we obtain (5.15). 
5.4. Rank annihilation 
We express the n in nonsingular matrix A as the sum of a nonsingular 
matrix D and the sum of h matrices each of rank one (cf. [75]), 
h 
A=D+ 2 fig:. 
i=l 
(5.49) 
The matrix D is easily invertible, e.g., diagonal. Clearly h <n. Let us write 
E,=D 
E,=D+f,g;, 
Ei=Ej_,+fig;, i=1,2 ,..., h-l, 
E,=A. 
Then we compute, in turn, E,‘,Er-‘,..., EL1 =A-’ using (2.59), 
E;l=~;l _ E~‘lfjg’/E~-‘l, 
1-l 1 +g;E;_lIfi 
where 
l+g;E,&fi#O, i=l,..., h. (5.52) 
(5.50) 
(5.51) 
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This method requires that all the Ej’s (i-0,1,..., h) be nonsingular; A-‘= 
EL? 
Edelblute [22] considered the special case of (5.49) with D = I, fi = 
(A-I)ej, gi=ei, and h=n. Then 
A=I+ 5 (A-I)eiei, 
j=l 
E,=I, 
E,=I+(A-I)e,e;, 
(5.53) 
Ei=E,_,+(A-I)eiei, j=l,...,n, 
E,=A. 
Hence 
E;i_I_ (A-l)elei , 
all 
(5.54a) 
E;‘=E:’ - 
E;_i(A-I)e,e;Epl 
t-1 l+ejEp’,(A-I)ef ’ 
i=2,...,n. (5.54b) 
EXAMPLE 5.4. Find the inverse of 
by rank annihilation. 
We write 
3 
A=I+ x f,e;, 
i-l 
(5-W 
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where f, = (4,2,3)‘, f, = (3, - 5,2)‘, and f, = ( - 3,4,0)‘. Then 
265 
(5.57) 
Thus, using (5.51), 
where 
= 
5 0 0 
_z 
5 1 o=$ 
-g 0 1 i 
1 0 0 
-2 5 
5 I 0. (5.58) -3 0 
E,‘=E,‘-E;‘(A-I)e,el,E,‘/a, (5.59) 
a=l+(-$,o) -“5 = - ;, 
i 1 2 
so that 
(5.W 
(5.61) 
(5.62) 
1 =- 
130 
1; 3o =- 26 I -5 0 1 . (5.64 
-16 1 26 
Hence 
A-‘=E,‘=E,‘-E-1 2 (5.65) 
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where 
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b=l+(O,O,l)E,’ 
Thus 
1 12 9 0 
=- - 78 -10 14 26 
-16 1 26 
(-w 
(5.67) 
(5.68) 
[cf. (5.15)]. 
5.5. complex matrices 
Let the n X n complex matrix E + iF, where E, F are both real matrices, 
be nonsingular, and let us write its inverse as K + iL, where K and L are real. 
Then [54; 74, p. 311 
Thus, we note that E + iF is nonsingular if and only if 
A=( -“F ;) 
(5.69) 
(5.70) 
is nonsingular. If E is nonsingular, then E + i F is nonsingular if and onIy if 
the Schur complement (A/E) =E+ FE’F is nonsingular [cf. (2.4)], and 
then 
K=(E+FE’F)-‘, L= -E-‘F(E+FE-‘F)-’ (5.71) 
[cf. (2.37)]. 
If E is singular we may rearrange the columns of A in order to obtain a 
submatrix in the top left-hand comer which is nonsingular. This is possible 
because (5.69) implies that r(E, F) = TZ. But by this rearrangement, the nice 
pattern in (5.76) would usually be lost. 
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5.6. Generalized inversion by partitioned Schur complement-s 
We begin as in Sec. 5.3 by partitioning the rectangular or singular matrix 
(5.72) 
where E is rr,, X no, nonsingular, and readily invertible (e.g., n,,= 1 or 2, E 
diagonal). We then compute the Schur complement S= (A/E), and if it is 
easy to find a g-inverse of S, then we compute (cf. [77]) a g-inverse A- using 
[cf. (4.28) and (4.61)] 
THEOREM 5.1. Zf 
(5.73) 
and E is nonsingular, then 
E-‘+E-‘FS-GE-’ -E-‘FS- 
-S-GE-’ 
=A-, 
S- 
(5.74) 
where S=H-GE-‘F. 
Otherwise we partition the Schur complement 
s= El Fl ( ) Gl Hl ’ (5.75) 
where E, is n, Xn,, nonsingular, and readily invertible. We now compute 
the Schur complement S, = (S/E,), and if it is easy to find an S;, then we 
compute S- using Theorem 5.1, from which A- follows using Theorem 5.1 
again. Otherwise we partition 
s,= (5.76) 
where E, is n, X n2, nonsingular, and readily invertible. We compute S,= 
(S,/E,) and repeat th e p rocedure performed with S,. And so on. Writing 
E k+l F s,= k+l 
G k+l Hk+l 
9 k=1,2 ,..., r-l, (5.77) 
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the forward part of this algorithm stops at k=r when S, = (S,_, /E,) has a 
g-inverse S,- which is easy to find. At most r=r(A). We now proceed 
backwards computing in turn each g-inverse S, , k = r- 1, r - 2,. . . ,3,2,1,0, 
using SC+, and Theorem 5.1, with S =S,,. And so A- follows using Theorem 
5.1 again. 
EXAMPLE 5.5. Find a g-inverse of 
2 
2 
0 1 
(5.78) 
using partitioned Schur complements. 
The matrix is clearly singular and has rank 2. We may partition it as 
where e=2, f’=(1,2), g=(2,0)‘, and 
(5.79) 
Then 
S=(A/E)=( ‘: ;)- +(;)(1,2)=( -; 8). (5.81) 
Noting that 
s= 0) (5.82) 
we see at once that 
l)=S+, (5.83) 
the Moore-Penrose g-inverse of S. Hence we use Theorem 5.1 to compute 
A--= I f +$(l,z)s+(z,o)~ -+(l,z)s+ - $+(2,0)’ S+ I 
i 
1 1 1 
z 4 4 
= 1 1 1 ii -z 
z 
. 
0 0 0, 
(5-u) 
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If we had not noticed the factorization (5.82), we could have partitioned 
(5.81) as 
SE __! L!_ ( 1 1’ 0 
and computed, using Theorem 5.1, the g-inverse 
s-c __I_ 2 ( 1 1’ 1 * 
(5.85) 
(5.86) 
Hence, again using Theorem 5.1, we obtain the alternative g-inverse 
A-= 
$ + $(1,2)S”(2,0)’ - 31,2)S_ 
- $--(2,O)’ S- 
1 
(5.87) 
A third g-inverse of A may be found by noting that any g-inverse of S must 
have the form 
s-=(; y), ww 
where a, 6, and c are arbitrary scalars. Thus a= - f and b=c=O yield S+, 
while a= -1 and b=c=l yield SW. Letting a=b=c=O, we obtain 
s-=0 ( 1 0 0’ 
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5.7. Generalized inversion by rank annihilation 
When 1 + g’E- ’ f #O, the expression 
(E+&‘)-&E-l_ E-‘fg’E-’ 
l+g’E-‘f 
(5.91) 
[cf. (2.59) and (5.51)] was used repeatedly in Sec. 5.4 to find the inverse by 
rank annihilation. When 1 + g’E- ’ f = 0, it follows [l] that E- ’ is a g-inverse 
of E + fg’, as is easily verified. 
We express the n X n matrix A as in (5X4, and we write 
A=I+(A-I)(: ;)+(A-I)(; InTa) 
with 
E-I, F 
=1+ 
G H-k-, 
(593a) 
(593b) 
(5.93c) 
where A is partitioned as usual [see e.g. (2.2)], with E axa. Then [1, p. 31 
lEoI =O, r(A)<a<n-1. (594) 
To prove (5.94) we note that 
r(E,) =r(E) +n-a 
<r(A)+n-a 
<a+n-a=n. 
(5.95a) 
(5.95b) 
(5.95c) 
If r(A) = n- 1 and Ej is nonsingular for all i such that 1 < i Q n - 1, then 
E,? 1 = A-. More generally, let 
A=D+F,G’i+F,Ga, (5.96) 
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where F1 and G, are nXr, F, and G, are nX(n--r), and r(A)=r. If 
D+F,G; (=E, say) is nonsingular, then 
(D+F,G;)-‘=A-. 
To prove this, consider 
M= 
D+F,G; F, 
G’, 
Then 
r(M) = n - T+ r(D -t F,G; + F&Z,) (5.99a) 
=n-r+r(A)=n (5.9Qb) 
=r(D+F,G;)+r(-I,_,-Gk(D+F,G;)-‘F,) (5.994 
=n+r(&_, +G’,(D+F,G;)-‘F,). (5-W) 
Thus 
I,_, +Gk(D+F,G;)-‘F, =O. 
Now let E,=D+F,G;. Then 
AE;‘A= (E,+F2Ch)E;‘(E,+F,Gh) 
= (I,+F~G~E,‘)(E,+F,GI,) 
=E,+F,Gh+F,Gk+F,G’,E,‘F,G’,. 
(5.100) 
(5.101a) 
(5.101b) 
(5.1Olc) 
It follows that 
AE,-‘A=A w F,(I+GhE,‘F,)G2 =0, 
which is implied by (5.100). Hence the proof is complete. 
Thusif 
(5.102) 
A=D+ i fig:+ 5 f,g;, 
i-1 i-r+1 
(5.103) 
(5.97) 
(5.98) 
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so that D+Zj,,f,& is nonsingular and r=r(A), then 
(D+ &f&-‘-A-. (5.104) 
If D-I, fi=(A-I)e,, gi = e,, then (5.103) may not be possible. For example, 
suppose 
A= (rank=2) 
1 1 
=I+ il 2 e;+ ii 0 eki- 
3 0 
We may write 
E,= 
and its inverse 
1 
2 0 0 
= I -1 1 0 
-g 0 1 
2 
2 ej. 
2 I 
using (5.91). Then g:E,lf,= - 1, i=2,3, since 
and 
(5.105) 
(5.106) 
(5.107) 
(5.108) 
(5.109) 
(5.110) 
(5.111) 
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Moreover, 
eLE;‘(A-I)e,=(-l,l,O) i =O 
ii 2 
and 
ejE,‘(A-I)e,=(-g,O,l) 
Hence E;‘#A-. In fact, 
and so 
2 
2 
1 
(5.115) 
3 
[cf. (5.105)]. 
Since the matrix A given by (5.105) is 3 X3 and has rank 2, it would 
follow that Eil is a g-inverse of A if E, were nonsinguku: cf. remarks just 
above (5.96). In this example, however, 
I 2 1 2 f 0 0 AE,lA= 2 1 2 -1 1 0 
3 0 3 
I,
-; 0 1 
A 
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(5.112) 
(5.113) 
(5.114) 
2 1 0 
E,= I 2 1 0 I (5.116) 
3 0 1 
has rank 2. 
VI. STATISTICAL APPLICATIONS OF SCHUR COMPLEMENTS 
The Schur complement arises in a number of different areas of mathe- 
matical statistics. As observed by Cottle [18, p. 1921, “the multivariate 
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normal distribution provides a magnificent example of how the Schur 
complement arises naturally.” 
6.1. The multivariate twrmul distribution 
Let the random vector 
Xl 
x= ( 1 x2 
follow a p-variate normal distribution with mean vector 
and covariance matrix 
(64 
(64 
(6.3) 
where Xz2 is positive definite. Then the conditional distribution of x1 given 
x2 is multivariate normal with mean vector 
and covariance matrix the Schur complement of Z& in Z:, 
To prove this result we note first that the joint distribution of 
( x1-zz12~~1x2 x2 1 
is multivariate normal with mean vector 
( CL1 -~,2Gi1P2 c2 1 
(64 
(6.7) 
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and covariance matrix 
( P/W 0 0 =22 ) w9 
[cf. (2.26)J. Hence x1 -~&.&,lxz is distributed independently of xa, and so 
its conditional distribution given x2 is the same as its unconditional distribu- 
tion, Thus x r given x2 is muhivariate normal with mean vector (6.4) and 
covariance matrix (6.5). 
Consider now the density function of the multivariate normal distribution 
(6.9) 
[3, p. 17J. Then the above result concerning the conditional distribution of x1 
given x2 yields 
w=4+1lx2)~(x2)~ (6.10) 
thUS 
lEI= IwwIs2I (6.11) 
[cf. (2.6)], and 
To verify (6.12) directly we use (2.40) to write 
Substituting (6.13) into the left-hand side of (6.12) yields the right-hand side 
directly, since 
(I, -Z12~~1)(x-p)=X1-Y1. (6.14) 
When x22 is positive semidefinite and singular, the covariance matrix of X is 
also singular (Corollary 4.5), and so x does not have a density function. Using 
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generalized inverses, however, we may evaluate [58, pp. 522-5231 the joint 
distribution of 
( x1 - %2Gix2 x2 1 
[cf. (6.6)] as multivariate normal with mean vector 
and covariance matrix (6.8), where 
(6.15) 
(6.16) 
(6.17) 
is the generalized Schur complement of Z& in E [cf. (4.2)]. From (4.52) we 
see that (6.17) is unique for all choices of g-inverse X&, It should be noted 
that 
~22%2%2 = x:12 (6.18) 
is needed to establish that the off-diagonal blocks in (6.8) are still 0. The 
equation (6.18) is equivalent to 
r(G2, %A =r&A~ (6.19) 
in view of Lemma 4.1, and (6.19) holds because of the nonnegative definite- 
ness of X. It is interesting to note that (6.19) is just the condition for 
consistency of 
A&,=&,, (6.20) 
which is analogous to the “normal equations” in regression analysis. 
It follows at once that the conditional distribution of x1 given x2 is 
multivariate normal with mean vector 
~1=P1+~12G2(x2-P2) (6.21) 
[cf. (6.4)] and covariance matrix (6.17). The mean vector (6.21) is unique 
provided x2 - p2 lies in the column space of & (with probability l), in view 
of (6.18). This is assured by the distribution of x2 -p2 being mukivariate 
normal with mean vector 0 and covariance matrix E,. 
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Cottle [18, p. 19.51 gives an interesting interpretation of the “quotient 
property” for the multivariate normal distribution. (See also [3, p. 331.) Let 
the random vector 
Xl 
x= x2 . 
i I 
(6.22) 
x3 
Suppose that we have the conditional distribution of xi and xs given xa. 
How do we find the conditional distribution of xi given x2 and x3? Let us 
partition the covariance matrix of x as 
and write 
Then (3.17) yields 
(‘/‘2&3) = ((‘/%3)/&&3/%3))* 
Thus the conditional distribution of xi given x2 and x3 is the conditional 
distribution of 
Ix3 given (x21x3)* 
In other words, we may condition sequentially. 
6.2. Partial correkztion coefficienti 
In Sec. 6.1 we saw that (E/Xaa), the Schur complement of x22 in the 
covariance matrix 
(6.26) 
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is also a covariance matrix. Anderson [3, p. 291 defines the elements of 
(X:/Z&) to be partial couariunces. Writing 
W~22) = { @> P (6.27) 
we may define the partial correlation coefficient as 
(6.28) 
provided u/f) > 0 for all i (which is assured when X is positive definite). 
The diagonal elements of the covariance matrix X are the variances of 
the components of the underlying random vector x. When these variances 
are all positive we may form the correlation matrix of x as 
where 
*=chag(u~/“)=( “d i ), (6.30) 
2 
(6.29) 
say, is the diagonal matrix of standard deviations. If the Schur complement 
then 
(R/R,)=($)}, (6.31) 
(6.32) 
i.e., the matrix of partial correlation coefficients is also the correlation matrix 
formed from the Schur complement in the original correlation matrix. To 
prove (6.32) notice that 
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We may exploit the quotient property (6.25) to obtain a recursion 
formula for partial correlation coefficients [3, p. 341. Partition the random 
vector 
where x2 is a scalar, and write 
R= 
RI, ~12 Rl3 
42 1 f&3 
8’13 PD R, 
Then, using (6.25), we obtain 
(6.W 
(Pi”“‘) =R,,-R,,R,R;, 
_ (~12 --R,,R&,hz -Rl,K&)’ 
1 - P;~%,PB 
(6.36) 
(6.37) 
Hence 
(3) (3) (3) 
(2m) = Pfj -PiZPjZ 
p” (l-[pj3dle)l’2(l_[p~]2)l’2; 
cf. [3, (34), p. 341. 
Now suppose that x1 in (6.34) is also a scalar, and partition 
I 
1 Pl2 j 643 
R= ~12 1 ; Pi?3 
_----L-- 
PI3 P2.3 I R3 
Then the Schur complement 
(6.38) 
(6.39) 
280 
and so 
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p’132’ E P12-P;3RiP2.3 
(1-p;,R,p,,)“2(1-p~R,p,)1’2 ’ 
(6.41) 
When R is nonsingular, we may obtain an alternate formula for p$ using 
R- ‘. From (2.40) we may write 
and 
(R’R3)-1= ,(R;R,), 
1 -P&R& 
-pra+j~;~R&~ 
Hence 
py& -p’” 
( p11p22)1/2 ’ 
-P12+&3Rh.3 
1 
1-~;3R3 ~13 
(6.W 
(6.44 
the negative of the corresponding correlation coefficient in R-’ (note that 
the minus sign has been dropped in (48.2.8) in [58, p. 2701). 
6.3. Special mvariunce and correlation structures 
There are several special covariance and correlation structures that arise 
in statistical applications. For example, consider the following correlation 
structure: 
R= (l-p)I,+pee’, (6.45) 
which arises, for example, in the one-way random-effects analysis of variance 
(see e.g. [65, p. 2251). Consider the model 
Yj~=P+ai+uii, i=l,..., ni, i=l,..., k, (6.46) 
with 
k 
n= 2 n,. 
i=l 
(6.47) 
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we assume that the k+n random variables a, ,..., ak, Uii, Uia,.. ., UknL ah 
have zero mean and are uncorrelated, and that 
V(a,)=u,2, i=l,..., k (6.48a) 
‘V(uii)=a2, i=l,..., n,, i=l,..., k. (6.48b) 
ht yi={yji}i_l ,,,,, n, ad y={yi}i_l ,,.,, k. Then the CoVariaPlCe matrix Of y is 
(6.49) 
where e(“d) is the rzi X 1 vector of ones. The correlation matrix of y, is, 
therefore, of the type (6.45), with 
2 
pa,; 
U2+U,2 
(6.50) 
this is called the “intraclass” correlation between yii and yiY, where j#i’. If 
n,=n,=**- =nk=m, then (6.49) becomes 
Ik@(u21, +u,2ecm)e(“)‘), (6.51) 
where @ is the Kronecker product. 
It is of interest to obtain, in closed form, expressions for the determinant, 
inverse, and characteristic roots of a correlation matrix with structure like 
(6.45). The determinant and inverse, for example, occur in the density 
function of the multivariate normal distribution, (6.9). 
The determinant of the n X n matrix R given by (6.45) is 
=(l--P)“[ 1+j$] 
(6.52a) 
(6.52b) 
=(l-p)“_‘[1+&J-1)], (6.52~) 
using (2.8). Thus R is nonsingular provided pfl or - l/(n- l), and then we 
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may compute the inverse R-l using the formula (2.59), i.e., 
R-i= [ (l-p)I,+pee’]-’ (653a) 
(653b) 
1 =- 
1-P ( 
I,- pee’ 
1 1+&J-1) * 
(6.53~) 
We may find the characteristic roots by solving 
IR-XI,I=l(l-p--h)I,+pee’l=o. (6.54) 
Using (2.8), we obtain 
IR-AI,J=(l-p-h)“-l(l-p-A+np), (6.55) 
and so the characteristic roots are 1 - p with multiplicity n - 1 and 1 + o( n - 1) 
with multiplicity 1. 
The matrix R defined by (6.45) is positive definite if and only if all the 
characteristic roots are positive, i.e., 
--&<,,l. (6.56) 
As n+co the region of allowable negative values of p decreases to 0. For 
intraclass correlation, however, p>O; cf. (6.50). 
Another special correlation structure, called the mu&variate extension of 
intraclass correlation by Sampson [63], is 
R= 1, 
pe(“,e(“Y 
(6.57) 
which arises, e.g., in the two-way balanced fixed-effects analysis of variance. 
Assuming one observation per cell, the design matrix may be written as 
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(see e.g., [65, p. lOO]), where e, (k) is the kX 1 vector with 1 in the ith cell and 
0 elsewhere. The matrix X is mn X (m + n), where m is the number of rows 
and n the number of columns in the experimental design. Hence 
( nL 
e(“)ec”,’ 
xx= 
* e(“)ec”)’ mI 
n 1 (6.59) 
When the vector y of observations on the dependent variable has covariance 
matrix ~‘1, then X’y has covariance matrix a2X’X. The corresponding 
correlation matrix has the structure (6.57) with p = (mn) - ‘I’, which is the 
maximum value of p such that (6.57) is nonnegative definite: cf. (6.70) below. 
The determinant of (6.57) is 
InI peweb)’ 
pe(“)ew 
= (I __mp2e(“)ew( 
1” n (66Oa) 
=1-mnps, (66Ob) 
using (2.4) and (2.8). Thus (6.57) is singular w p2= l/(mn), and so (6.59) is 
singular. Using (2.25), moreover, we see that 
r(X)=r(X’X) =m+r(mI,--me(“)e(“)‘/n) (6.61a) 
=m+r(I,-e(“)e(“)‘/n). (6.61b) 
The matrix C, =I,-ee’/n may be called the “centering matrix” [671. The 
corresponding correlation matrix is the intraclass correlation matrix (6.45) 
with p = - l/(n - 1); this value of p is the lowest such that (6.45) remains 
nonnegative definite [cf. (6.56)]. Using (4.147), however, we see that the 
centering matrix has nullity 1 and hence has rank n - 1. Thus the design 
matrix (6.58) has rank 
r(X) =m+n- 1. (6.62) 
To compute the inverse of 
R= 1, 
pe(“)eW’ (6.63) 
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we use (2.41) and the Schur complements 
S=(R/I,) =I,-mp2e(“)e(“)‘, 
T=(R/I,)=I,-np’e(“)e(“)‘, 
and their inverses 
T-‘=I,+ 
np2e(“)ew’ 
I- mn$ 
, 
(6.64a) 
(6.64b) 
(6.65a) 
(6.65b) 
which may be found using (2.59). Hence 
La+ 
np2ec”)ew’ _ pe(m)e(n)’ 
R-l= 
1 - ?n?$ 1 - 7rq? 
_ pe(“y”)’ mp2eWeW’ * @f@ 
1 - mnp2 
I”+ 
1 - mt$ 
To compute a generalized inverse of (6.59), 
( nInl 
e(4eb)’ 
xx= 
e(“,ec”)’ mI ’ 
n 1 (6.67) 
we may use (4.61), since (6.67) is nonnegative definite. The Schur comple- 
ment 
(6.66a) 
where C, is the centering matrix [cf. (6.61)]. Since C, is idempotent, it 
follows that C,=C, and so C,/m= (X’X/nI,)-. Hence 
( L/n 0 cp/m -(XX)_. ) (6.66b) 
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The characteristic roots of (6.57) may be obtained from 
,R_AI,+,,= P-AL w(“)e(“)’ 
pe(“Y”)’ (1 -A)I, 
(6.69a) 
(669b) 
=(l_A)m+n I,_ p2mec”)fJ”)’ 
(1 -A)” 
(6.69c) 
= (1 _X)m+- [ (l-h)2-p2mn], (6.69d) 
using (2.4) and (2.8). H ence, the characteristic roots of (6.57) are 1 with 
multiplicity m + n - 2, and I+ p V%k , each with multiplicity 1. Thus (6.57) 
is positive definite if and only if 
-(mn)-“2<p<(mn)-“2. (6.70) 
We note that the correlation structure (6.57) is a special case of that 
considered in Theorem 4.14. In (4.191) set A=I,, B-I,; then ~=rn-‘/~e(~) 
is a normalized characteristic vector of A corresponding to a unit root. 
Similarly v = n -i/‘e(“) for B. Hence put y=p(mn) ‘I2 Then the characteris- . 
tic roots of (6.57) are 1 with multiplicity m + n - 2 and the two roots of 
1 
p( mn)“2 
dmn)“’ ;
1 I 
cf. (4.192). 
6.4. The chi-squared and Wishurt distributkms 
In this section, we will discuss results pertaining to distributions of 
certain statistics which Rao [58, p. 1891 states are “fundamental to the theory 
of least squares.” 
Consider the general linear model with normality 
Y-qXY, u21,), (6.71) 
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where X has rank r. The residual sum of squares 
S,=y’y-ylX(X’X)~x’y=y’[I-x(Xx)-X’]y (6.72) 
is the Schur complement of XX in the matrix 
(6.73) 
Hence, 
+~“x~_,, (6.74) 
central chi-squared with n-r degrees of freedom; cf [58, p. 1891. 
Now consider the multivariate general linear model with normality, 
y=xr+u, (6.75) 
where Y and U are n X p with rows following independent p-variate normal 
distributions with covariance matrix E. The residual matrix of sums of 
squares and cross products 
S,=YIY-y’X(X’X)_X’Y=y’[I-x(xX)-x’]Y (6.76) 
is the Schur complement of XX in the matrix 
( xx XY = x y’x Y’Y )O y’ (XYY), (6.77) 
and 
Se-Qp(n-r, q, (6.78) 
the p-variate central Wishart distribution with n-r degrees of freedom and 
scale parameter E [58, p. 5341. When p= 1, then E=a2 and (6.78) reduces 
to (6.74). 
To prove (6.78) we may use the following result [58, p. 5361. Let the 
random nXp matrix Z have independent rows, each normally distributed 
with covariance matrix ZZ. Suppose &(Z) = Ct. If A is a nonrandom symmetric 
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nXn matrix, then 
w=Z’Az--GW)(f~ (6.79) 
if and only if A = A2 and AO = 0, and then f = r(A). Clearly I - X(X’X) -X’ = 
M=M2 and r(M)=n-r(X)=n-r. Since Q=Xl?, then A&?=MXr=O. 
A somewhat different result concerning the Wishart distribution of a 
Schur complement may be obtained from (6.79) by setting A=1 and parti- 
tioning 
Z=(Z,,Z,), (6.80) 
where Z, is nxp, and Z, is nxp,, and n>p=p, +pz. Then 
w= ( z;z, z;z, z’,z, 1 z’,z, * 
Partition x similarly so that 
and suppose S2 = &(Z) = 0. Then 
(6.81) 
(6.82) 
where r2 = r(&). 
To prove (6.83) we consider 
(w/zl,z,)=z;[I-z2(Z2z2)-zl,]z,. (6.84) 
Moreover, given Z, the rows of Z, are independently normally distributed 
with covariance matrix (~/I;,,), while 
az, IZ,) = z&&z,; (6.85) 
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cf. (6.17) and (6.21). Then (6.83) follows at once, since Z, has 
1. Rao p. 5391 Z, 
a result analogous to 
W, and W, be independent p X p random matrices such that 
wiNwp(ki, x)9 i=1,2, (6.86) 
and k, + k, >p. Then W = W,+ W, is positive definite with probability 1, 
and we may define 
B=W -““W,W -1’24i3P(kl, k,), (6.87) 
the p-variate beta distribution with k,, k, degrees of freedom. If we partition 
B= 
where B,, is p, Xpl and B,, is p, X p,, then the Schur complement 
(B/B22)-~3p,(k17k2-r2), (6.89) 
the pi-variate beta distribution with k,, k, - r, degrees of freedom. 
6.5. The Cram.&-Rao inequality 
L&x 1,. . . ,x, be independently and identically distributed as the random 
vector x, whose distribution depends on the unknown parameter vector 8. 
Then the score vector is defined as 
(6.90) 
where 1 denotes the likelihood function of xl.. . .,x,,. Let t be an unbiased 
estimator for 8, i.e., 
G(t) -8. (6.91) 
Then the random vector 
u= S 0 t 
has, under certain regularity conditions, mean vector 
(6.92) 
p= 0 ( ) e (6.93) 
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and covariance matrix structure 
If Xii is positive definite, then it follows from Theorem 3.2 that the Schur 
complement 
(W%)=%z-%’ (6.95) 
is nonnegative definite. If, then, an unbiased statistic to, say, can be found 
with covariance matrix X1<’ = [ V( a log Z/30)] - ‘, then to is the minimum- 
variance unbiased or Murkou estimator of 8. This result is usually called the 
Cramer-Rao inequality, though Sverdrup [71, p. 721 and Savage [64, p. 2381 
claim that it is due to Frechet [28]. 
To prove G(s) = 0 and 
which implies that, under 
C?(s, tj = i, we note first that 
J 
ldx,. ..dx,=l, 
appropriate regularity conditions, 
(6.96) 
a1ogz w=Jr -ldz=J;dz 
= $/,,z=O, 
where dz = dx, dx,. . dx,. Moreover, 
e(S,t)=G(st’)={G(siti)} 
= 
i/ 
ai0gz 
*tildz 
aq I 
= { I$-tidz) 
= 
(6.97a) 
(6.97b) 
(6.9813) 
(6.98c) 
(6.98d) 
~)={S,f}~l’ (6.98e) 
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In particular, if 
y--GJt(XY, eq, 
where X has full column rank, then 
Z= (2a02)-;“exp{ - i(y-Xy)‘(y-Xy)/a2}, 
logZ= -$nlog2n-nloga-;(y-Xy)‘(y-Xy)/a2 
(6.99) 
(6.100) 
(6.101) 
a1og1 
s= - =X’(y-Xy) = - (X’Xy-X’y), 
3Y 
Y(s) = X’X/a2, 
%’ =u2(XIX)? 
The maximum-likelihood estimator of y is 
9=(xX)- 
and this has covariance matrix (6.104). 
unbiased or Markov estimator of y. 
APPENDIX. CRACOVIANS 
Ix/y, 
(6.102) 
(6.103) 
(6.104) 
(6.105) 
Hence Y is the minimum-variance 
Following Banachiewicz [5, p. 451, we define the Cracooiun product of an 
mxn matrix A and an mXp matrix B as 
P=AoB={p,,}, (A al) 
where p,, is the inner product of the rth column of B with the sth column of 
A. Hence p,, = e: A’Be, = e; B’Ae,, so that 
AoB=B’A (A.2) 
is a p x n matrix. It follows at once that 
I,oB=B’ and AoI,=A. (A-3) 
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Banachiewicz calls the identity matrix I “Idem”, remarking that his earlier 
usage of “Invers ” “ziehen wir ausdtiklich zuriick.” 
It is found convenient to drop the symbol 0 in (A.3): 
10 A=IA=A’, (A.4 
since the middle form in (A.4) “nicht uorhana’en ist ” in ordinary matrix 
algebra. Thus 
(A4 
cf. [5, (2.7), p. 471. Transposition of a Cracovian product reverses the order, 
for 
I(AoB)=(A~B)‘=(B’A)‘=A’B=BoA. (A4 
When A is nonsingular the Cracovian inverse is the transpose of the usual 
inverse. To see this, write 
using (A.2). The Cracovian inverse of the Cracovian product of two nonsin- 
gular matrices is the Cracovian product of their Cracovian inverses in the 
same order, for 
= (B’A) o {B-~(A-~)‘} 
=A-‘(B-‘)‘B’AEA-~A+ (A4 
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