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In electronics cooling devices, it is important to minimize the maximum channel temperature while maximizing the 
heat density (heat rejected per unit volume of the microchannel). This is a bi-objective optimization problem 
resulting in a tradeoff between the above mentioned two conflicting objectives. In order to find the optimal compact 
heat exchanger designs, mini and microchannel geometries are being utilized in microchannel designs. The objective 
of this paper is to evaluate the potential of small flow channels of prescribed dimension limits in designing high heat 
density microchannels for a given application. An approximation assisted optimization technique is applied to the 
optimization of a microchannel with single phase flow and constant heat flux. Adaptive sampling technique and the 
Kriging method is used to build offline metamodels for the maximum temperature, fluid outlet temperature, and 
pressure drop inside the channels.  A multi-objective genetic algorithm is used as the optimizer. The results are 




The selection of an appropriate microchannel heat sink and the determination of an optimal design can lead to 
crucial improvements in the overall performance and heat density. In most electronic cooling devices there is high 
heat flux. This can be seen in many industrial applications including power electronics, plasma facing components, 
high heat load optical components, X-ray medical devices or hybrid vehicle power electronics. Microchannel 
structures have been shown to generate significant heat transfer rates from extremely small volumes (Tuckerman 
and Pease, 1981) and (Sobhan and Garimella, 2001). 
Microchannel optimization studies can be found in the recent literature reflecting the increasing interest in the 
practical implementation of such systems (Chong et al., 2002), (Liu and Garimella, 2005), (Gopinath et al., 2005), 
(Cetegen et al., 2009).  Previous work has used Multi-Objective Genetic Algorithm (MOGA) to optimize the 
selection of a heat sink (Gopinath et al., 2005), (Foli et al., 2006), including combining CFD analysis with an 
analytical method and multi-objective genetic algorithm were described (Foli et al., 2006). Simple flow-in duct 
correlations were used to predict the heat transfer coefficient and friction coefficients (Gopinath et al., 2005).  
The objective of this paper is to present the method and results of a study on the optimal design of coldplate, using a 
multi-objective genetic algorithm based approximation assisted optimization (AAO). The results are verified using 
CFD simulations. The paper is organized as follows: Section 2 provides details of the approximation assisted 
optimization approach used in this paper. Section 3 offers a brief overview of the Multi-Objective Genetic 
Algorithm (MOGA). Section 4 summarizes the results obtained by applying MOGA to optimize the microchannel 
and CFD verification. Section 5 draws conclusions based on the results. 
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 2. APPROXIMATION ASSISTED OPTIMIZATION (AAO) 
 
In this section, we present the different steps involved in the AAO. The flow chart for the AAO is shown in Figure 
1. The different steps can be listed as follows: (a) Geometry parameterization and automatic CFD evaluations, (b) 
Design of Experiments (DOE) and sampling, (c) metamodel development, (d) metamodel verification, (e) 






































Tmax refrigerant ΔP, etc.  
 
Figure 1: Flow chart for Approximation Assisted Optimization (AAO). 
 
 
2.1 Geometry parameterization and automatic CFD evaluations 
An essential step in AAO is using a parallel parameterized CFD (PPCFD) approach (Abdelaziz, 2009) to 
automatically read the normalized design variables and then generate the corresponding Gambit® journal files. The 
microchannel model is presented in Figure 2.  Mesh refinement near the boundaries (boundary layer inflation) was 
applied. Also, a finer mesh is applied in locations where higher temperature gradients are expected, such as near the 
channel walls, as shown in Figure 3. 
After generating the mesh, the PPCFD program automatically generates Fluent® journal files to read the specified 
mesh, set the appropriate boundary conditions, model parameters, and material properties.  The inlet velocity is read 
from a text file. The boundary conditions are fixed for all designs. The materials and boundary conditions are 
defined in the Fluent® journal files and are fixed for the microchannel. For the case study, the temperature 
distribution at the channel exit and along the channel is shown in Figure 4a and Figure 4b respectively. By using 
Fluent® for solving the flow field, we take into consideration the effect of entrance length.  The accuracy for the 
case shown in Figure 4 is determined by monitoring the energy balance error of 0.00037.  
 The main steps in PPCFD can be summarized as follows: 
Step 1: reading of the parametric values of all the CFD cases, 
Step 2:  automatic generation of Gambit® script files and Fluent® script files,  
Step 3:  running the scripts and performing post processing to summarize the results in terms of relevant 
thermal and hydraulic performance indicators.  
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2.2 Design of Experiments (DOE) and Sampling 
In order to build an accurate metamodel for computationally “expensive” functions that are used in the optimization 
model, we used Maximum Entropy Design (MED) sampling technique to select 200 samples as an initial design 
(Shewry and Wynn, 1987). Then we added 150 adaptive samples using Multiresponse Space Filling Cross 
Validation Tradeoff (MSFCVT) sampling technique (Aute et al., 2008). Response data from these samples were 
then used to develop the Kriging metamodels for Tmax, Tout, and ∆P.   
 
2.3 Building the Metamodel 
Metamodels are used to correlate and predict the response for new design variables based on available responses 
from the DOE. As CFD simulations are computationally expensive, accurate metamodels can replace the expensive 
simulations in the optimization process. The current approach applies the Kriging metamodeling technique since it 
does not require a functional form and provides an estimate of the prediction error. The current study employed the 
DACE toolbox (Lophaven et al., 2002) with MATLAB® for the development of the metamodels for the different 
geometries. Also, a separate study was conducted to select the best correlation and regression model in Kriging as 
shown in Table 1. The definition of different error metrics are given in equations (1-6), where y (xi) is the true value, 
ݕො (ݔ݅)  is the predicted value from the metamodel, ns is  the number of random samples used to measure the errors. 
 
 
)(ˆ)( iii xyxyError ??  (1) 






































RRMSE  (6) 
 
 
2.4 Metamodel Verification 
In order to make sure that the metamodels are accurate, a set of 300 randomly generated points were used to verify 
the performance of the metamodel. As shown in Table 1, the best metamodel is built using Exponential correlation 
and first order polynomial (Poly1) regression model in Kriging metamodel. The Relative Root Mean Square Error 
(RRMSE) is 1.932% for the pressure drop, 0.343% for the outlet temperature, and 0.53% for the maximum 
temperature. The errors are acceptable and this metamodel is considered accurate enough to be used to predict Tmax, 
Tout, and ∆P later in the optimization step.  If the errors are deemed unacceptable, additional samples can be added to 
improve the metamodel accuracy. 
 
2.5 Optimization 
Based on the verified metamodel, we used Multi Objective Genetic Algorithm (MOGA) as our optimization scheme.  
More details are explained in Section 3. 
 
2.5 Optimum designs verifications 
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Table 1: Metamodel verification using 300 random samples  
Correlation Regression 
Type MAE RMAE  RMSE RRMSE  












Tout Tmax DP 
Exponential Poly0 3.92 14.14 13.99 1.233 3.880 15.59 0.762 2.585 17.82 0.247 0.694 2.871 
Exponential Poly1 3.23 11.74 9.225 1.034 3.103 12.902 1.037 1.975 13.61 0.343 0.530 1.932 
Exponential Poly2 3.92 14.14 13.99 1.233 3.880 15.59 0.762 2.585 17.82 0.247 0.694 2.871 
  
Gaussian Poly0 12.75 31.36 40.65 3.339 6.753 32.99 3.349 3.996 27.55 1.108 1.056 9.478 
Gaussian Poly1 19.30 15.55 46.89 5.053 3.650 63.02 3.397 3.405 23.47 1.113 0.909 13.878 
Gaussian Poly2 11.22 23.58 23.55 3.527 5.902 48.89 3.046 5.799 39.98 0.991 1.549 9.744 
 
 
3. MULTI OBJECTIVE GENETIC ALGORITHM 
 
Engineering design optimization involving multiple conflicting objectives produces a set of solutions called the 
Pareto optimal solution set. Generating Pareto optimal solutions is the focus of multi objective optimization as 
employed here (Deb, 2001). 
 
3.1 Multiobjective Optimization 
This section explains briefly the main concepts of multi-objective optimization. A multi-objective optimization 
problem with m objective functions can be represented as: 
 
minimize f(x) = { f1(x),…, fi(x),… fm(x)} 
subject to: x ∈ D,  x߳ ℜ݊  
                  D={x: gj(x) ≤ 0, j=1,..J; 
              hk(x) =  0, k=1,..K} 
(7) 
  
where, x is a vector of n-components, fi(x) is the i-th objective function to be minimized, gj(x) is the j -th inequality 
constraint and hk(x) is the k -th equality constraint. D represents the feasible design space, or the set of variable 
values that satisfy all constraints.  
 
3.2 Multi-Objective Genetic Algorithms (MOGA) 
Generally speaking, genetic algorithms based optimization is a stochastic search method that starts with a random 
set of potential design solutions and then systematically evaluates and refines the solutions until certain stopping 
criteria are achieved (Deb, 2001). There are many advantages of using genetic algorithms over the conventional 
gradient based methods. For example, while the solutions obtained from conventional gradient-based multi-
objective optimization techniques can only guarantee local Pareto solutions, multi-objective optimization with 
genetic algorithms can obtain discrete, and global solutions (Deb, 2001). In addition, these techniques obtain Pareto 
solutions with a single run of genetic algorithm while gradient-based method obtains a single local Pareto solution 
with a single run of an optimizer. 
 
3.3 Microchannel Optimization using MOGA 
The objectives of this study are to minimize both the maximum temperature and the volume per unit heat (which 
means increasing the heat density per unit volume). The constraints are the pressure drop and limitation on both 
maximum temperature and temperature differences across the fluid (i.e., temperature difference between outlet and 
inlet of the channel). As shown in Figure 2, there are 7 design variables in this optimization problem, Channel width, 
height, and length; top, side and bottom thicknesses and the coolant velocity. The lower and upper bounds for the 
design variables are given in Table 1. The top surface of the microchannel is subjected to constant heat flux of 3.57 
W/cm2. The fluid used in the channel is PAO. MOGA was used to obtain optimum solutions. The problem 
formulation is as follows: 
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Table 2: Design Variables limits 
Design Variable Lower Limit Upper Limit 
Hch/Ho 1 2.5 
Wch/Ho 1 75 
Lch/Ho 300 80012.8 
Tside/Ho 0.1 × Wch /Ho  0.5 × Wch /Ho  
Ttop/Ho 0.1× Hch /Ho  0.5× Hch /Ho  
Tbottom/Ho 0.1× Hch /Ho  0.5× Hch /Ho  
v 0.2 m/s 12 m/s 
 
 4. RESULTS  
  
MOGA is a stochastic optimization method. In other words, different runs of MOGA give different results. So, the 
final results presented are taken from 6 different runs of the problem. Figure 5 represents the Pareto set obtained 
from these runs. As shown there is a clear tradeoff between the two objectives. In other words, the lower the 
maximum temperature, the higher the volume per unit heat of the microchannel. Different design solutions are 
recommended and the CFD validation and errors are provided in Table 3 and Table 4.  It is noticed from this study 
that for the given heat flux, the higher the velocity, the lower the maximum temperature while the pressure drop is 
higher. As shown in Table 4, the maximum absolute error in calculating both Tmax and Tout is less than 2K. The 
maximum absolute errors in calculating the ∆P is less than 15 kPa which corresponding to 7% relative error. These 
results also indicate the accuracy of the AAO results obtained from this study.   
By Comparing Design #1 with Design #3, the two extreme solutions, we can observe the effect of increasing the 
velocity on the channel volume, the maximum temperature, and the pressure drop. However, the increase in velocity 
results in a decrease in the maximum temperature as the heat transfer coefficient increases which means improved 
cooling for the channel. On the other hand, the pressure drop increases with increasing the velocity. Another factor 
affecting the thermal performance of the channel is the axial conduction. As the thickness of the channel increases as 
in Design #1, the axial conduction increases resulting in a better temperature distribution which leads to a decrease 
in the maximum temperature .  
 
 















minimize        Tmax 
minimize         V/Q 
subject to:       34.5  kPa≤  ∆P  ≤ 400 kPa  
                                 2 K ≤ ∆Tf  ≤ 14 K 
                                          Tmax  ≤ 600 K 




 Design#2  Design#3 
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Design#1 301.81 4.03E-8 1.52 1.00 300.00 0.21 0.21 0.32 6.26 349.75 
Design#2 303.23 3.40E-8 1.52 1.00 300.00 0.10 0.10 0.15 6.19 344.92 
Design#3 307.58 3.40E-8 1.60 1.00 310.26 0.10 0.10 0.16 3.67 206.97 
 
Table 4: CFD verification and errors for Design#1, Design#2, and Design#3. 
 CFD Verification  Errors  RErro












ΔP  % 
Design#1 303.41 289.28 336.39 1.60 -0.76 -13.37 -3.82 
Design#2 302.56 289.18 332.43 -0.67 -0.83 -12.49 -3.62 





Approximation assisted optimization technique is used to obtain optimum microchannel designs based on single 
phase liquid flow inside the channel. Adaptive sampling technique was used to build the Kriging metamodels for 
maximum surface temperature, outlet fluid temperature and pressure drop inside the channel. These metamodels are 
verified using random samples then the metamodels are used to predict the objectives and constraints within multi-
objective genetic algorithm.  The objectives are conflicting and the results show the tradeoff between the maximum 
temperature and the microchannel volume per unit heat rejection. Results depict the relation between the maximum 
temperature, the velocity, and the pressure drop. When the fluid velocity increases, the maximum temperature 
decreases. However, the pressure drop increases. Also, as the thickness of the channel walls increases, the effect of 
axial conduction causes the maximum temperature to decrease. However, increasing the channel wall thickness also 
increases the channel volume thus reducing the heat density.  The results are validate using CFD simulations. The 
errors are small which indicates that the accuracy of the approximation assisted optimization method is acceptable. 
The approximation technique resulted in a significant reduction in computational time compared to conventional 
optimization technique. Only 650 CFD simulations were required for building the metamodels and verification, 





AAO Approximation Assisted Optimization 
DOE Design of Experiments 
MED Maximum Entropy Design 
MAE  Maximum Absolute Error 
MOGA Multi-Objective Genetic Algorithm 
MSFCVT Multiresponse Space-filling Cross-Validation Tradeoff 
RMAE Relative Maximum Absolute Error 
RMSE  Root Mean Square Error 
RRMSE  Relative Root Mean Square Error 
RError Relative Error 
SFCVT  Space-filling Cross-Validation Tradeoff 
 
English Symbols  
Hch Channel height  
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Ho Baseline height of  channel  
L Channel length  
n Number of design variables  
ns Number of random samples used in metamodel verification  
∆P Pressure drop across the channel (kPa) 
q Heat flux on the top surface of the channel (W/cm2) 
Tout Fluid outlet temperature (K) 
∆Tf Temperature difference across the fluid (K) 
Tmax Maximum temperature  (K) 
Tin Fluid inlet temperature (K) 
Ttop Channel top wall thickness  
Tbottom Channel bottom wall thickness  
Tside  Channel side wall thickness  
v Fluid velocity (m/s) 
Wch Channel width   
x Vector of design variables, n-dimensional  
ݕ(ݔ݅)T True response  
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