Prediction of Lateral Displacement of Liquefaction Induced Ground Using Extreme Learning by Das, Sarat Kumar
Missouri University of Science and Technology 
Scholars' Mine 
International Conferences on Recent Advances 
in Geotechnical Earthquake Engineering and 
Soil Dynamics 
2010 - Fifth International Conference on Recent 
Advances in Geotechnical Earthquake 
Engineering and Soil Dynamics 
27 May 2010, 4:30 pm - 6:20 pm 
Prediction of Lateral Displacement of Liquefaction Induced 
Ground Using Extreme Learning 
Sarat Kumar Das 
National Institute of Technology Rourkela, India 
Follow this and additional works at: https://scholarsmine.mst.edu/icrageesd 
 Part of the Geotechnical Engineering Commons 
Recommended Citation 
Das, Sarat Kumar, "Prediction of Lateral Displacement of Liquefaction Induced Ground Using Extreme 
Learning" (2010). International Conferences on Recent Advances in Geotechnical Earthquake Engineering 
and Soil Dynamics. 31. 
https://scholarsmine.mst.edu/icrageesd/05icrageesd/session04/31 
This Article - Conference proceedings is brought to you for free and open access by Scholars' Mine. It has been 
accepted for inclusion in International Conferences on Recent Advances in Geotechnical Earthquake Engineering 
and Soil Dynamics by an authorized administrator of Scholars' Mine. This work is protected by U. S. Copyright Law. 
Unauthorized use including reproduction for redistribution requires the permission of the copyright holder. For more 
information, please contact scholarsmine@mst.edu. 
 Paper No. 4.12.a              1 
 
 
PREDICTION OF LATERAL DISPLACEMENT OF LIQUEFACTION INDUCED 
GROUND USING EXTREME LEARNING 
  
Sarat Kumar Das      
National Institute of Technology Rourkela, Rourkela,  






Though various mechanistic based models are there for prediction of lateral displacement of ground, the statistical/ empirical methods 
based on the insitu data is most widely used. The artificial neural network method has been extensively used an alternate statistical 
method in different complex geotechnical engineering problems. Due to inherent difficulty of generalization in artificial neural 
network method, support vector machine, which is based on statistical learning algorithm is also being used. This paper describes use 
of extreme learning machine for prediction of large lateral displacement of liquefaction induced ground during an earthquake. Extreme 
learning machine is an artificial intelligence techniques based on artificial neural network and has been explored here as an alternate 
statistical method. The results so obtained have been compared with the results obtained using artificial neural network and support 
vector machine.   
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The earthquake leads to various types of hazards like 
Tsunami, ground shaking and liquefactions. The hazard is 
generally more prominent in terms of lateral ground 
displacement due to liquefaction causing damages to major 
infrastructures like buildings, bridges, pipe, shore line utilities 
etc. When the surface slope is mild, a common mode of failure 
is lateral spreading with surface displacements that can exceed 
several meters. Hence, to evaluate the impact of liquefaction, 
seismic hazard assessments often require estimates of ground 
deformations due to lateral spreading. Liquefaction-induced 
lateral spreading occurs on mild slopes of 0.3 to 5% underlain 
by loose sands and a shallow water table (Bartlett and Youd 
1995), The geologic conditions conducive to lateral spreading 
(gentle surface slope, shallow water table, liquefiable 
cohesionless soils) are frequently found along streams and 
other waterfronts in recent alluvial or deltaic deposits, as well 
as in loosely-placed, saturated, sandy fills. The magnitude of 
displacements in a lateral spread is controlled by the degree of 
shear strength loss in the liquefied soil, boundary conditions 
around the slide, static and dynamic shear forces acting on the 
mass of moving soil and the length of time for which the 
driving forces exceed the resisting forces (Bartlett and Youd 
1995). The liquefaction induced displacement is a highly 
complex system. The factors like earthquake, ground slope, 
thickness of liquefied layer, lowest SPT value and average 
fine contents affect the most to the displacement. Based on 
above principles, different methods like discrete and finite 
element models, simplified analytical models and empirical 
models are in use to predict the lateral spread due to 
liquefaction. 
 
Newmark’s sliding block analysis for prediction of horizontal 
settlement due to earthquake does not consider liquefaction 
effect of the soil. Hence a modified Newmark’s theory is used 
for analysis of prediction of displacement of earth slopes Seed 
et al. 2003).  Prediction of co-seismic and post seismic 
displacement based on changed soil parameters. different 
discrete and finite element models have been proposed (Seed 
et al. 2003). In case of discrete system the soil is assumed as 
rigid body and in finite element methods it is difficult to 
model soil at high strain value. A rigorous model of this 
problem needs consideration of dynamic and three 
dimensional effects as well as the anisotropic and 
heterogeneous nature of liquefiable soil deposits. However, 
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liquefiable sediments are often highly variable over short 
distances. Numerical modeling techniques that require 
complete, three dimensional representations of the subsurface 
soils are viable option only for the less common analyses of 
critical structures subjected to lateral spreading. Due to 
difficulty in obtaining representative, "undisturbed" testing 
samples from the in situ deposit, development of accurate 
constitutive modeling of a liquefiable is a complex problem. 
In seismic hazard assessments of lifeline networks, the risks 
due to lateral spreading must be evaluated at sufficient number 
of sites over large geographic areas. Hence, in such cases, 
comprehensive modeling of the geology in every potential 
lateral spread may not be feasible or it may be quite difficult.  
 
 So methods based on field data have become very much 
popular for the above study. The models are based on 
statistical analysis of case history. Barlet and Youd (1995) 
have developed a data set covering different seismic region 
and proposed a multi linear regression (MLR) analysis. They 
proposed separate equations as per the geometry of the ground 
as (i) free face case and (ii) sloping ground.  Artifical neural 
network models have been also applied for the above problem 
by Wang and Rahman(1999) and Chiru-Danzer (2001). Wang 
and Rahman(1999) predicted displacement with original 
values ( without reducing the variables) and the observed 
correlation of coefficient (R2) during testing is very much 
lower(0.503 -0.654%) compared to that during training 
(0.794-0.879%). There is improvement in prediction when the 
original data is scaled with other variables (Chiru-Danzer, 
2001). But in this case also the R2 value during training varies 
from 0.92 to 0.96 in comparison to 0.53-0.83 during testing. 
This makes the application unsuitable in terms of 
generalization of the network. This may be also due to 
different data patterns in training testing and validation. 
Though there are sufficient number of data but the networks 
have not been validated.   
 
Recently Youd et al (2002) have revised their previous model. 
Youd et al. (2002) presented a revised data base (Youd, 2002) 
after some correction of erroneous data and added some new 
data from three earthquake sites and deleted several sites 
where bounding shear obstructed free lateral displacement. 
They presented a revised MLR equation for prediction of 
lateral spread.  
 
Artificial neural network (ANN) is now being used 
successfully as an alternate statistical method with high 
predictability as discussed in literature.  However, ANN is 
also known as ‘black box’ system, has some inherent 
drawbacks such as slow convergence speed, less generalizing 
performance, arriving at local minimum and over-fitting 
problems. So, the alternative ANN methods are being used to 
improve the generalization of the ANN models for other 
geotechnical engineering problems (Das and Basudhar 2008). 
However, the major reason for the poor generalization of the 
ANN model is due to convergence to local optima and higher 
values of the weights and biases (Huang et al. 2006).  Support 
Vector Machine (SVM) has originated from the concept of 
statistical learning theory (Vapnik 1995). SVM is a emerging 
machine learning technology where prediction error and 
model complexity are simultaneously minimized. SVM 
models have been used in different complex engineering 
problems and it has been found that it performs better than 
ANN models in terms of generalization. The SVM is being 
used in different geotechnical engineering problems and found 
to have equal or better performance compared to ANNs  (Pal 
2006, Goh and Goh 2007, Samui 2008, Samui et al. 2008).  
However, in SVM also the parameters like constant C and 
error sensitive function .  
 
Huang et. al. (2006) proposed a modified single layer feed 
forward back propagation neural network, known as extreme 
learning machine (ELM). Using some example problem they 
observed that SVM is at par or better than ANN and SVM.  
 
With above in view, in this paper an attempt has been made to 
use predict the lateral spread of liquefaction induced ground 
for the free face case using ELM.  Different ANN models 
(BRNN, LMNN and DENN) are also developed to compare 
the results. The statistical performance criteria like correlation 
coefficient (R2) and correlation of efficiency (E) is used to 





In this paper, different models (ELM, ANN and SVM) have 
been adopted for prediction of lateral displacement. A brief 






In the present study, the ANN models are trained with 
differential evolution, Bayesian regularization method and 
Levenberg-Marquardt are defined as DEN, BRNN and LMNN 
respectively. The use of DENN is not reported and use of 
BRNN is limited in geotechnical engineering (Goh et al. 2005; 
Das and Basudhar 2008). Hence, in the following section 
BRNN and DENN is introduced.  
 
In case of back propagation neural network (BPNN) the error 
function considered for minimization is the mean square error 
(MSE). In BRNN the performance function is changed by 
adding a terms that consist of mean square error of weights 
and biases and a regularization parameter. This helps in 
increasing the generalization of the model. The optimal 
regularization parameter is determined through Bayesian 
framework.   
 
The training of the feed-forward neural network using 
differential evolution optimization is known as differential 
evolution neural network (DENN) (Ilonen et al. 2003). The 
DE optimization is a population based heuristic global 
optimization method. Unlike other evolutionary optimization, 
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in DE the vectors in current populations are randomly sampled 
and combined to create vectors for next generation. The real 
valued crossover factor and mutation factor governs the 
convergence of the search process. 
 
 
Support vector machine  
There are three distinct characteristics when SVM is used to 
estimate the regression function. Considering a set of training 
data )}ly,l(x),....,1y,1{(x ,
nRx  , ry . Where x is 
the input, y is the output, RN  is the N-dimensional vector 
space and r is the one-dimensional vector space.  
The ε-insensitive loss function can be described in the 
following way   0yεL   for   εyxf   otherwise 
    εyxfyεL                                              (1) 
This defines an  tube so that if the predicted value is within 
the tube the loss is zero, while if the predicted point is outside 
the tube, the loss is equal to the absolute value of the deviation 
minus . The main aim in SVM is to find a function  xf  that 
gives a deviation of  from the actual output and at the same 
time is as flat as possible. Let us assume a linear function 
Flatness means that minimizing the Euclidean norm of the 
tubes. The governing equation becomes convex optimization 
problem, hence getting a optimal solution is guaranteed. The 
constant 0<C<∞ determines the trade-off between the flatness 
of function and the amount up to which deviations larger than 
 are tolerated (Smola and Scholkopf 2004).  The nonlinearity 




Extreme learning machine 
 
The major draw backs of the BPNN is the ‘Black box’ system 
of tuning the parameters (weights and biases) and the local 
minima. Huang et al. (2006) proposed ELM in which the input 
weights and hidden layer biases are chosen arbitrarily, and the 
hidden layer- output weights and biases are determined 
analytically by inverse operation of hidden layer output 
matrices. The ELM is suitable for single hidden layer BPNN 
only. As the parameters are obtained analytically there is less 
chances of obtaining local minima and the generalization of 
the model improves. Hence, with large number of input data 
and model parameters also it is extremely fast and hence 
named as extreme learning machine (ELM). This can 
universally approximate any continuous function with any 
nonzero activation function and details are presented in Huang 
et al. (2006).  All the above models i.e. ANNs, SVM and ELM 




Data base and preprocessing 
 
The case histories involving the lateral displacement towards a 
free face as given by Youd et al. (2002) have been considered. 
The database consist of 228 cases are related to free face 
ground condition, out of which 182 are considered as training 
data set and remaining 46 for the validation (testing).  
 
 




M R Sgs T15 F15 D50-15 Dhc 
Max. 9.20 100 10.78 19.70 68.00 11.39 5.36 
Min. 6.40 0.20 0.05 0.37 0.00 0.06 0.01 
Aveg. 7.45 20.72 0.77 8.54 11.57 0.60 1.91 
SD 0.34 9.17 1.07 3.65 10.81 1.01 1.07 
 
 
RESULTS AND DISCUSSION 
 
Prediction of liquefaction induced ground displacement using 
the above artificial intelligence techniques are presented as 
follows.  
 
The performance of different ANN (LMNN, BRNN, and 
DENN) models as discussed in, are presented in Table 1. It 
can be seen that based on R value of the testing data results 
BRNN model found to better than other model. Similarly, 
coefficient of determination, E also found to be more for 
BRNN model.  The RMSE and MAE values are found to be 
minimum for the BRNN model. The RMSE value indicates 
the variation in total data base but MAE value indicate the 
error value for individual data.  The performance of the 
training and testing data of the developed BRNN model found 
to be not that efficient like GP model developed by Javadi et 
al. (2007). However, as the exact data points considered for 
training and testing used by Javadi et al. (2007) is known, the 
results are not shown in Table 1. The predicted and observed 
values of horizontal ground displacement are shown in Figure 
1 and 2, for training and testing data set respectively.  It can be 
seen that the model is efficient for ‘large’ displacement and 
the ratio of predicted to observed values are within 0.5:1- 1:2.  
However, the data points are very much scattered for ‘small to 
moderate’ displacement.  
 
As the performance of SVM models depend upon the 
optimum capacity factor C and optimum error insensitive zone 
and the type of kernel function used. The SVM model with 
radial basis function (Gauss), kernel function found to be 
better than polynomial and spline kernel function. The 
statistical performance of the developed model is shown in 
Table 2.  In this study SVM employs about 65.4% of the 
training data as support vector.  This has the advantages in 
terms of sparsity, i.e. a significant number of weights are zero, 
thereby producing compact and efficient models.   
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Predicted =  Measured
Predicted = 0.5 x Measured
Predicted =
























Fig. 1.  Measured Vs. predicted horizontal displacement for 
the free face model using training data set as per ANN models  

































Fig. 2  Measured Vs. predicted horizontal displacement for the 
free face model using testing data set as per ANN models  
 
The results of ELM model is shown in Table 3 along with 
results of SVM model. It can be seen that in terms of statistical 
performance criteria R and E, ELM model is found to be  
 
 
Table 3 Statistical performances of SVM and ELM models to 














0.950 0.937 0.906 0.863 121 
ELM 0.935 0.908 0.912 0.886 - 
 
better than all the ANN models and the values are comparable 
to that obtained using SVM model. It can be mentioned here 
that in case of SVM model the parameters C and  need to be 
tuned to get the best result. However, in case of ELM no 
parameters need to be tuned. Similarly in terms of 
generalization ELM is found to be better compared to ANN 
models.  Figure 3 shows the comparisons of measured and 
predicted values of the lateral spread both for training and 
testing data set. It can be seen that compared to ANN models 
there are less scattering particularly for the testing data. 
 
CONCLUSIONS   
 
This paper prediction of liquefaction induced displacement for 
the free face model using a new artificial intelligence 
technique called extreme learning machine. The performances 
of ELM model is compared with similar artificial intelligence 
techniques like ANN models (BRNN, LMNN and DENN) and 
SVM. It was observed that out of different ANN models, 
BRNN model is found to better. The SVM model with gauss 
kernel function is found to better than the ANN models. The 
ELM model is found to better than the BRNN model, but not 
better than the SVM model. However, based on generalization 
SVM and ELM models are comparable. It is also worth 
mentioning tht in case of SVM model parameters C and  need 
to be tuned to get the optimum result, but in case of no need of 












RMSE  value Maximum absolute 
error(MAE) 
Training Testing Training testing Training testing Training testing 
BRNN 0.912 0.882 0.828 0.696 0.909 1.402 3.154 4.936 
LMNN 0.924 0.868 0.855 0.674 0.836 1.452 3.267 4.965 
DENN 0.964 0.872 0.756 0.674 1.083 1.454 3.634 5.440 




































Predicted = 2 x Measured
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