Abstract. This article deals with input-to-state stability (ISS) of discretetime switched systems. Given a family of nonlinear systems with exogenous inputs, we present a class of switching signals under which the resulting switched system is ISS. We allow non-ISS systems in the family and our analysis involves graph-theoretic arguments. A weighted digraph is associated to the switched system, and a switching signal is expressed as an infinite walk on this digraph, both in a natural way. Our class of stabilizing switching signals (infinite walks) is periodic in nature and affords simple algorithmic construction.
Introduction
A switched system comprises of two components -a family of systems and a switching signal. The switching signal selects an active subsystem at every instant of time, i.e., the system from the family that is currently being followed [16, §1. 1.2] . In this article we study ISS of discrete-time switched systems under constrained switching [16, Chapter 3] . More specifically, given a family of discrete-time systems with exogenous inputs such that not all systems in the family are ISS, we are interested in identifying a class of switching signals under which the resulting switched system is ISS. For a given family of discrete-time systems, in [12] we proposed a class of switching signals under which the resulting switched system is globally asymptotically stable (GAS). We admitted unstable subsystems and our stabilizing condition involved only certain asymptotic properties of the switching signals. Although the said result was presented in the context of switched linear systems for simplicity, it extends readily to the nonlinear setting under standard assumptions.
Algorithmic synthesis of the class of stabilizing switching signals presented in [12] was studied in [12, 11] . A weighted digraph was associated to the given family of systems and the admissible transitions, and the switching signal was expressed as an infinite walk on the above digraph. In this setting, given a family of systems, algorithmic construction of a stabilizing switching signal is identical to: given the underlying weighted digraph of a switched system, algorithmic construction of an infinite walk that satisfies a certain pre-specified condition. However, algorithmically constructing an infinite walk on a given weighted digraph, that satisfies a pre-specified condition involving vertex and edge weights is an infeasible problem (because an algorithm should terminate in finite time). As a natural alternative in [12, 11] we chose to construct the desired infinite walk by repeating a suitable closed walk. More specifically, we used periodic construction of infinite walks that correspond to stabilizing switching signals.
Given a family of discrete-time nonlinear systems with exogenous inputs, in this article we extend the above periodic construction of infinite walks to ISS of the resulting switched system. In particular, the main features of our result are twofold: ○ Firstly, we allow non-ISS systems in the family, and ○ Secondly, our class of switching signals affords a simple algorithmic construction.
In general, given a family of systems, algorithmically constructing a switching signal that obeys point-wise constraints on the number of switches and the duration of activation of subsystems [16, Chapter 3] , [7, 22, 2, 20, 13] is not an easy task because the stabilizing conditions need to be checked for every interval of time. In [19] the authors proposed methods for verifying (checking) average dwell time by expressing the switching signal as an infinite execution of a hybrid automaton. In this article we opt for switching signals that are of periodic nature; this periodicity ensures simpler algorithmic construction as compared to switching signals with point-wise constraints.
Observe that a periodic switching signal in the discrete-time setting necessarily obeys an average dwell time condition. But unlike average dwell time switching, we do not impose separate point-wise constraints on the number of switches and the duration of activation of non-ISS subsystems [20] . Our stability condition solely relies on periodic validity of an inequality involving certain parameters of the subsystems and the switching signal.
We employ graph-theoretic arguments as the main apparatus for our analysis.
1
Given the underlying weighted digraph of a switched system, our class of stabilizing switching signals correspond to infinite walks that admit periodic construction in terms of suitable closed walks. Consequently, the algorithmic construction of a stabilizing switching signal consists of two steps -first, constructing a closed walk satisfying a pre-specified condition, and second, a mechanism to repeat the above closed walk indefinitely many times. We discuss standard graph-theoretic algorithms from the literature to execute the above algorithmic construction. The remainder of this article is organized as follows: In §2 we formulate the problem under consideration, and catalog certain preliminaries which would be used in our analysis. Our main result appears in §3. We also discuss various features of our main result through a series of remarks in this section. We provide a numerical example in §4 and conclude in §5. The proof of our main result appears in §6.
Notation: N is the set of natural numbers {1, 2, . . .}, N 0 = N ∪ {0}. We denote by v the standard Euclidean norm of a vector v, while w t ∶= sup{ w(t) ∶ t ∈ N 0 } denotes the supremum norm of a signal w taking values in some Euclidean space. For a walk W on a digraph G(V, E), W denotes the length of W .
Problem Statement
2.1. The switched system. We consider a family of discrete-time systems with exogenous inputs
where x(t) ∈ R d is the vector of states, and v(t) ∈ R m is the vector of inputs at time t, P = {1, 2, ⋯, N } is an index set. We assume that for each i ∈ P, ker f i (⋅, 0) = {0}. Let σ ∶ N 0 → P be a switching signal that specifies, at every time t, the index of the active system from the family (1). The discrete-time switched system generated by the given family of systems (1) and the switching signal σ is given by
Let 0 =∶ τ 0 < τ 1 < ⋯ be the switching instants of σ; these are the integers at which σ jumps. We let (x(t)) t∈N0 denote the solution to the switched system (2) , where the dependence on σ is suppressed for notational simplicity. We assume that there are no jumps in the states at the switching instants. 
If no inputs are present, i.e., v ≡ 0, then (3) reduces to global asymptotic stability (GAS) of (2).
Let P S and P U denote the sets of indices of ISS and non-ISS systems in family (1), respectively, P = P S ⊔ P U . Let the set E(P) consist of all pairs (i, j) such that it is allowed to switch from system i to system j, i, j ∈ P.
Assumption 1. For each i ∈ P, there exist continuous functions
and
The functions (V i ) i∈P satisfying conditions (4) and (5) are called the ISS-Lyapunovlike functions and are standard in the literature, see e.g., [8] , [5] for details regarding existence of such functions and their properties. 
The assumption of linearly comparable Lyapunov-like functions, i.e., there exists µ ⩾ 1 such that
is standard in the theory of stability under average dwell time switching, see e.g., [24] . Clearly, (7) is a special case of (6).
2.2.
The underlying weighted digraph. We associate a weighted digraph G(P, E(P)) with the switched system (2) in the following manner: ○ The set of vertices is the set of indices P. ○ The set of edges E(P) consists of: ◇ a directed edge (i, j) whenever it is allowed to switch from vertex (system) i to vertex (system) j, i, j ∈ P, ◇ a self-loop at vertex j whenever it is allowed to dwell on vertex (system) j for two or more consecutive time-steps. ○ The parameters ln λ j 's, j ∈ P (à la Assumption 1) and ln µ ij , (i, j) ∈ E(P) (à la Assumption 2) are the vertex and edge weights of G(P, E(P)), respectively. It is evident that ln
is an alternating sequence of vertices and edges, say v 0 , e 1 , v 1 , e 2 , ⋯, e , v , where
The length of a walk is its number of edges, counting repetitions, e.g., in the above case the length of the walk W is . In the sequel by the term infinite walk we mean a walk of infinite length, i.e., it has infinitely many edges. We have the following:
Fact 1 ([12, Fact 3]). The set of switching signals σ ∶ N 0 → P and the set of infinite walks on G(P, E(P)) (defined as above) are in bijective correspondence.
Observe that since we are in the discrete-time setting, the association of time with the length of a walk is natural. Example 1. ○ Consider a family of systems P = {1, 2, 3}. Let the following switches be admissible: 1 → 2, 2 → 3, 3 → 1, and 3 → 2. Let it also be allowed to dwell on systems 1 and 3 for two (or more) consecutive time steps. A possible choice of switching signal σ is:
The underlying weighted digraph G(P, E(P)) of the above switched system is: P = {1, 2, 3}, and
The quantities ln λ 1 , ln λ 2 , ln λ 3 and ln µ 11 , ln µ 12 , ln µ 23 , ln µ 31 , ln µ 32 , ln µ 33 (where λ i 's, i ∈ P and µ ij , (i, j) ∈ E(P) are as in (5) and (6), respectively) are associated as weights corresponding to vertices and edges, respectively. The infinite walk corresponding to the said switching signal is:
, we define the quantity
where #{k → } W denotes the number of times an edge (k, ) ∈ E(P) appears in W , ln µ k and ln λ k are weights associated to an edge (k, ) ∈ E(P) and a vertex k ∈ P, respectively. Example 2. Consider the switched system and its underlying weighted digraph from G(P, E(P)) from Example 1. Let P S = {1, 2} and P U = {3}. Consider the closed walk W = 3, (3, 2), 2, (2, 3), 3. Consequently, Ξ(W ) = (ln µ 32 + ln λ 3 ) + (ln µ 23 − ln λ 2 ).
Definition 2. A walk W on G(P, E(P)) is called contractive if it satisfies
We next describe a mechanism to generate an infinite walk on G(P, E(P)) by repeating a (finite) closed walk. The requirement of generating an infinite walk in terms of a closed walk is at the level of algorithmic construction and its importance in our context will be clear in §3. 
Mechanism 1. Consider a finite closed walk
W ′ = v 0 , (v 0 , v 1 ), v 1 , . . . , v n−1 , (v n−1 , v 0 ), v 0 of length n > 0 on G(P, E(P)v 0 , (v 0 , v 1 ), v 1 , . . . , v n−1 , (v n−1 , v 0 ), v 0 , (v 0 , v 1 ), v 1 , . . . , v n−1 , (v n−1 , v 0 ), v 0 , . . .
Remark 1. Observe that for a walk W on G(P, E(P)), the definition of Ξ(W )
excludes the weight of the final vertex of W (i.e., the number of times a vertex is visited is considered to be the same as the total number of times its outgoing edges are visited). This is however no loss of generality since our focus is on infinite walks constructed by repeating (à la Mechanism 1) a closed contractive walk W on G(P, E(P)).
Main Result
We are now in a position to present our main result, a detailed proof of which is presented in §6. 
Theorem 1. Consider the underlying weighted digraph G(P, E(P))

(P, E(P)).
Given a family of systems such that not all subsystems are ISS, the above theorem identifies a class of switching signals under which the resulting switched system is ISS. A switching signal σ which is a member of the said class of stabilizing switching signals, corresponds (à la Fact 1) to an infinite walk W that is constructed by repeating (à la Mechanism 1) a closed contractive walk W ′ on G(P, E(P)) -the underlying weighted digraph of the switched system (2). Consequently, a stabilizing switching signal is periodic in nature with the period being equal to the length of the closed contractive walk. See §6 for a detailed proof of the above theorem.
Example 3. Consider the switched system and its underlying weighted digraph from Example 1, and a closed contractive walk W ′ = 3, (3, 2), 2, (2, 3), 3. We construct an infinite walk W by repeating the closed contractive walk W ′ , i.e., W = 3, (3, 2), 2, (2, 3), 3, (3, 2), 2, (2, 3), 3, (3, 2), 2, ⋯. According to Theorem 1, the switched system under consideration is ISS under a switching signal σ corresponding to the infinite walk W .
In the remainder of this section we elaborate on various features of Theorem 1.
Remark 2.
The contractivity condition in (9) for a closed walk W ′ can be rewritten as Ξ(W ′ ) ⩽ −ε for some ε > 0. Consequently, how "contractive" the walk W ′ is, depends on how large ε is. The contractivity of the closed walk W ′ corresponds to the "stability margin" of the switching signal σ.
Remark 3.
Prior results on ISS of switched systems involve point-wise constraints on the number of switches and the duration of activation of subsystems, see e.g., [22, 20, 2, 13] . On the one hand, given a family of systems, such conditions allow us to guarantee ISS provided that the switching signal obeys some pre-specified conditions on the rate of switching. For example, let Assumption 1 hold with λ j = λ S for all j ∈ P S , λ k = λ U for all k ∈ P U , and Assumption 2 holds with µ mn = µ for all (m, n) ∈ E(P). Consider the discrete-time analog of an ISS version of [20, Theorem 2] . A stabilizing switching signal requires to obey for all ]s ∶ t] ∈ N 0
However, given a family of systems (1), algorithmic construction of the stabilizing switching signals involves verifying both conditions (i) and (ii) for every interval of time. On the other hand, the graph-theoretic condition involved in our result is numerically easier to verify. Indeed, given the underlying weighted digraph G(P, E(P)) of the switched system (2), algorithmic construction of the class of switching signals proposed in Theorem 1 is identical to finding a closed contractive walk W ′ on G(P, E(P )) and generating an infinite walk by repeating W ′ . Consequently, our results are more useful for constructing periodic switching signals which preserve stability of a switched system than for certifying stability of a switched system when some conditions on the rate of switches is given a priori.
Example 4.
Consider a family of systems P = {1, 2, 3, 4} with P S = {1, 2} and P U = {3, 4}. Let all switches be admissible. Let it also be allowed to dwell on every system for two or more consecutive time steps. To construct a switching signal obeying average dwell time, we need to perform the following:
In contrast, applying our stabilizing conditions involves two steps:
Algorithmically detect a closed contractive walk on G(P, E(P)).
2. Construct an infinite walkà la Mechanism 1. It is clear that constructing a switching signal obeying average dwell time involves checking infinitely many point-wise conditions simultaneously, whereas our conditions are finitary.
Remark 4.
On the one hand, the choice of the Lyapunov-like functions V i , i ∈ P and consequently, the scalars λ i , i ∈ P and µ ij , (i, j) ∈ E(P) are not unique. On the other hand, the existence of a closed contractive walk W on G(P, E(P)) depends on the choice of the above mentioned scalars. Ideally, one would like to select the Lyapunov-like functions (and consequently the scalars λ i , i ∈ P and µ ij , (i, j) ∈ E(P)) such that there exists a closed contractive walk on G(P, E(P)). However, to the best of our knowledge, the above "co-design" problem is difficult and in the absence of numerical solution to it, we consider the scalars under consideration (and consequently the vertex and edge weights of G(P, E(P))) to be given.
In the remainder of this section we discuss algorithmic construction of a closed contractive walk on G(P, E(P)).
Algorithmic construction of a closed contractive walk on G(P, E(P)).
Even though a closed contractive walk is of finite length, an upper bound on its length is not known apriori. Consequently, under what condition an algorithm that attempts to detect/design a closed contractive walk on G(P, E(P)), should stop, cannot be specified. An immediate and natural alternative is to specialize a closed contractive walk to a contractive circuit or a contractive cycle. We follow the convention: A circuit is a closed walk in which all edges are distinct, and a cycle is a closed walk in which all vertices are distinct except that the initial vertex = final vertex. Consequently, the length of a circuit and a cycle are at most E(P) and P , respectively. We showed in [11] that on a given weighted digraph G(P, E(P)), the existence of a closed contractive walk, a contractive circuit, and a contractive cycle are equivalent. As a result, algorithmic construction of a contractive circuit/cycle on G(P, E(P)) serves our purpose.
Given the underlying weighted digraph G(P, E(P)) of the switched system (2), in [12, Theorem 2(b) and (c)] we proposed an algorithm for construction of a contractive circuit on G(P, E(P)). This algorithm works in two steps: The first step involves a feasibility problem (linear program) for detection of a contractive circuit on G(P, E(P)); in the second step, a contractive circuit is designed using Hierholzer's algorithm, if one such circuit exists. In [11] we showed that the algorithmic construction of a contractive cycle on G(P, E(P)) is equivalent to finding a negative cycle on G(P, E(P)), i.e., the cycle for which the sum of the weights is less than zero. Various algorithms are available in the literature to achieve the above, e.g., the Bellman-Ford-Moore algorithm (algorithmic detection) [4, p. 646] , the negative cycle algorithm proposed in [23] (for detection and design), etc.
Numerical Example
In this section we present a numerical example. We consider a family of systems (1) with
Clearly, P S = {1} and P U = {2}. With the following choice of ISS-Lyapunov-like functions
, we obtain λ 1 = 0.815, λ 2 = 1.2, µ 12 = 1, µ 21 = 1. Let the following switches be allowed: 1 → 2 and 2 → 1. Let it also be admissible to dwell on system 2 for two (or more) consecutive time steps. We have G(P, E(P)) with P = {1, 2}, E(P) = {(1, 2), (2, 1), (2, 2)}. We now seek for a closed contractive walk W ′ on the above weighted digraph G(P, E(P)). Towards this end, we apply our algorithm proposed in [12, Theorem 2(b) and (c)] for detection of a contractive circuit. The node (arc) incidence matrix A for the above digraph G(P, E(P)) is:
The vertex 2 ′ is introduced to accommodate the self-loop at vertex 2, see [12, §3] We now consider an infinite walk W obtained by repeating (à la Mechanism 1) the above contractive circuit W ′ . We apply the switching signal σ corresponding (à la Fact 1) to the above infinite walk W to the switched system (2), and study the nature of (x(t)) t∈N0 for fifty different initial conditions x(0) chosen uniformly at random from [−500, 500] 2 , and inputs v chosen uniformly at random from ]0, 10[ in Figure 1 .
Conclusion
Given a family of discrete-time systems with exogenous inputs such that not all subsystems are ISS, in this article we presented a class of switching signals under which the resulting switched system is ISS. We employed graph-theoretic arguments in our analysis. A weighted digraph is associated to the given family of systems and the admissible transitions, and the switching signal is expressed as an infinite walk on the weighted digraph. Our stabilizing switching signals are periodic in nature in the sense that they correspond to infinite walks constructed by repeating suitable closed walks on the above weighted digraph. Consequently, these switching signals afford simple algorithmic construction.
Figure 1. Plot for ( x(t) ) t∈N0
On the one hand, the proposed stability condition requires presence of at least one ISS system in the family and hence does not cater to the families in which all systems are unstable. On the other hand, we do not require the unstable systems to form a stable combination. We conjecture that the class of switching signals discussed in this article readily extends to input/output-to-state stability (IOSS) of discrete-time switched systems.
Moreover, we observe that our stabilizing switching signals are "not necessarily" periodic. If the underlying weighted digraph of a switched system admits multiple closed contractive walks which can be concatenated, then it is possible to generate aperiodic infinite walks that correspond to stabilizing switching signals. A detailed analysis for this will be reported elsewhere.
Proof of Theorem 1
We first catalog the following lemma, which will be utilized in our proof of Theorem 1. 
Lemma 1. Consider the underlying weighted digraph G(P, E(P)) of the switched system 2, and an infinite walk W that is constructed by repeating (à la Mechanism 1) a closed contractive walk W ′ on G(P, E(P)). Every closed sub walk
The above lemma follows from the observation that the closed sub walk W ′′ of W is nothing but a rotated version of the closed contractive walk W ′ . Consequently, i) and ii) follow at once.
We are now in a position to present our
Proof of Theorem 1. Fix t ∈ N. Let N σ (0, t) be the number of switches of σ before (and including) t, and let 0 =∶ τ 0 < τ 1 < ⋯ be the corresponding switching instants.
Applying (5) and (6), we obtain
where
In view of (4), we obtain
By Definition 1, for ISS of (2), we need to show the following: i) ψ 1 (⋅) is bounded above by a class L function, and ii) ψ 2 (⋅) is bounded. i) In the absence of inputs, i.e., v ≡ 0, the switching signal under consideration guarantees GAS of (2) [12, Theorem 1] . Consequently, i) is verified. ii) Observe that ψ 2 (t) can be rewritten as
Since 0 < λ k < 1, k ∈ P S and λ > 1, ∈ P U , we have the right-hand side of the above quantity is equal to
Also,
where #{k → } t s denotes the number of times a switch from system k to system has occurred in the interval ]s ∶ t] ⊂ N 0 , and
where #{k} t s denotes the number of times a system k is activated in the interval ]s ∶ t] ⊂ N 0 . In view of (15) and (16), it is immediate that the quantity in (14) is at most equal to
Applying (18), (17) can be rewritten as
We now concentrate on the quantity
exp g(τ i , t) . Recall that our switching signal corresponds to an infinite walk W constructed by repeating a closed contractive walk W ′ on G(P, E(P)). Let t > n W ′ for some n ⩾ 0 and Ξ(W ′ ) = −ε for some ε > 0. By construction of W , the following are immediate: 
Recall that the sets P S and P U are finite. Therefore, ii) holds. This completes our proof for Theorem 1.
