This paper is an empirical study of the Heath-Jarrow-Morton model using time stamped transactions data of screen traded Danish bond and option prices. The paper shows how to implement a simulation approach to price contingent claims written on purely interest rate-dependent securities fulfilling the Heath-Jarrow-Morton model. This method implies simulation of solutions of stochastic differential equations since the pricing model is too complicated to give closed form pricing formulas. Therefore, parameters of the volatility of the Heath-Jarrow-Morton model is estimated using Simulated Moments Estimation. Estimated prices of the model are mostly within the bid-ask spread.
contingent claims written on interest rate-dependent securities, cf. Vasicek (1977) , Dothan (1978) , Ball and Torous (1983) , Cox, Ingersoll, and Ross (1985) , etc. An example is , who develop an arbitrage free stochastic model of the evolution of the forward rate function in continuoustime. Given this stochastic model of the evolution of the forward rate function, the price evolution of any interest rate-dependent security can be consistently derived. In particular, the price evolution of bonds of all possible maturity dates can be derived simultaneously, assuming no-arbitrage. Therefore, the model gives a basis for bond option pricing. In this paper, we implement a coupon bond option pricing model using a simulation approach.
For the purpose of option pricing in the Heath-Jarrow-Morton model, it is only necessary to model the evolution of the spot rate process, {X t } t∈I , with I denoting the time-horizon, under an equivalent martingale measure, Q, and not the whole forward rate process. For instance, if P (t, T ) denotes the date t price of the zero coupon bond maturing at date T , then
≤ ≤ T , T ∈ I, Q-a.e.
(1.1) Equation (1.1) is the usual (contingent claims) pricing relation. That is, the date t price of the zero coupon bond maturing at date T is the conditional expected value under an equivalent martingale measure of one unit of account discounted from date T back to date t using the spot rate. Therefore, take as given the following stochastic differential equation (SDE) description of the spot rate process
t ∈ I, Q-a.e.,
which is a simplification of the model in Heath, Jarrow, and Morton (1992, Equation (42), p. 93 ). This stochastic model takes as input (1) the initial forward rate function, f (·), which is equivalent to inputing the current prices of bonds with all possible maturity dates and (2) a time-homogeneous volatility function, σ(·), of the evolution of the future forward rates. Note that the spot rate process is not, in general, Markov since the drift term depends on past volatility levels. The purpose of this empirical study is now to value the ability of this model to price contingent claims written exclusively on interest rate-dependent securities. Unfortunately, the contingent claim prices cannot be derived as closed form expressions except in special cases. For instance, if the volatility function is assumed to be constant, a closed form expression is derived in Heath, Jarrow, and Morton (1992, Section 6, first example, pp. 90-91) . That special case of the Heath-Jarrow-Morton model is empirically tested and compared to the Black-Scholes model in Rindell and Sandås (1991) . In our empirical analysis we will study a wider class of volatility functions including the constant volatility function as a special case. Therefore, the contingent claims prices must be derived using simulations of solutions of the SDE spot rate process from Equation (1.2) and calculation of sample expectations. Specifically, the contingent claims price derivation involves evaluation of the expectation of a function of a solution to an SDE.
Therefore, we will introduce a control variate technique improved simulation algorithm which is designed explicitly for this purpose. In general, the Wiener process involved in Equation (1.2) is K-dimensional.
We will consider one or two factor models, that is K = 1 and K = 2, in our empirical study. A non-recombining binomial approach 1 is taken in Amin and Morton (1994) where six different parameterizations of the volatility function of a one-factor implementation of the Heath-Jarrow-Morton
1 The implemented binomial approach is non-recombining because, as we have already noted, the Heath-Jarrow-Morton model is not Markov in general. In fact, in all six parameterizations of the volatility in Amin and Morton (1994) , except the first one, the resulting spot rate process is non-Markovian. For a description of the non-recombining binomial approach used in Amin and Morton (1994) , cf. and Amin and Bodurtha (1994) .
model is tested and compared. Data in Amin and Morton (1994) are transactions data of Eurodollar futures and Eurodollar futures options recorded at 8:30 am over a period of almost six years. Since the Eurodollar futures options are American, a simulation approach is not implementable.
We propose a simple functional form of the volatility function, σ(·), given some technical requirements to ensure existence and non-negativity of the spot rate process, {X t } t∈I . 2 In the estimation part, we will estimate the parameters included in this specific functional form of the volatility function using implied volatility calculations of observed bond option prices in one business day. The business day is divided into six time-intervals each having its own estimated initial forward rate function, f i (·), for i = 1, . . . , 6.
This method of implied volatility involves derivation of option prices using the simulation algorithm described above. Clearly our data set, consisting of observations from one single business day is much less comprehensive than the six year data set used in Amin and Morton (1994) . Therefore, this study emphasizes the methodology of implementing a contingent claim pricing procedure and the possibility of estimating-or perhaps we should say calibrating-the volatility function of the Heath-Jarrow-Morton model.
Finally, we test the Heath-Jarrow-Morton model with the specified functional forms of both the six initial forward rate functions and the volatility function, and we compare the estimated prices with both prices from observed trades and with quoted bid and ask prices. The option data are from the screen traded Danish Futop market.
A preliminary analysis was done in Miltersen (1993) working on one day settlements prices contrary to this study which uses time stamped intra day transactions data. However, since the econometric method of the two papers are identical, this paper concentrates on the improvements of the preliminary study, that is, the description of the improved simulation approach used to price the contingent claims and the more comprehensive data material.
The Forward Rate Function
We specify the initial forward rate function as the following relatively parsimonious parameterization
3 Observe that the initial forward rate function, f (·), is analytical, 4 which implies that it is infinitely often differentiable. This makes the initial forward rate function sufficiently smooth to be used in the simulation algorithm which we will present later on. For estimation purposes, it is sufficient that it is seven times continuously differentiable, i.e., f is six times continuously differentiable.
2 Strictly speaking none of the six parameterizations in Amin and Morton (1994) fulfill both of these requirements. However, the proportional model (3) with cap as mentioned in Amin and Morton (1994, Footnote 6, p. 149 ) fulfills the requirements. This model is similar in shape to our parameterization in the one-factor case, however, Amin and Morton (1994) do not treat the cap level as a formal parameter of the model.
3 This specification of the initial forward rate function is a simplification of Miltersen (1993) . In this paper the initial forward rate function was specified as
However, empirical tests have confirmed-both using the data from Miltersen (1993) and the data in this analysis-that both κ and υ were simultaneously insignificant. Therefore, we will simplify the notation up front. 4 Analytical means that the function can be expanded to a power series in an arbitrary point in the domain of the function.
This implies, for instance, that the function is equal to the Taylor expansion of the function itself in any point. This use of the term "analytical" is not to be confused with the term an "analytical expression" or closed form expression which simply means that the expression can be written using standard mathematical functions.
Moreover, the pure default-free bond prices from
with the specific forward rate function from Equation (2.1) is derived as
Default-free coupon bonds are linear combinations of pure default-free bonds. That is, if a coupon bond pays out d j units of account at dates T j , for j = 1, . . . , J, with J ∈ N, 5 then the price at date zero of that bond is
(2.4)
We will refer to
as the payout tuple of the coupon bond.
Pricing of Contingent Claims
The hurdle concerning pricing of contingent claims is to specify a consistent price process of the underlying securities under an equivalent martingale measure. When that is done, the problem concerning pricing of European contingent claims 6 is solved by Harrison and Kreps (1979, Corollary to Theorem 3, p. 396) and Harrison and Pliska (1981, Proposition 3.31, p. 240) . The price of the contingent claim, Y , is simply
where P * denoted the discounted bond prices, i.e.
5 That is, for a standard bullit bond d j = c, for j = 1, . . . , J − 1, and d J = 1 + c, where c is the coupon rate. 6 Defined as a non-negative Ft 0 -measurable stochastic variable, Y , specifying the payout of the contingent claim at the expiration date, t 0 .
To simplify the notation, we define J 0 (t 0 ) := min h ∈ {1, . . . , J} t 0 < T h , i.e., the index of the first coupon to be paid out after the option expires. Note, however, J 0 (t 0 ) depends on the sequence of coupon dates, {T j } J j=1 , as well as t 0 . Combining Equations (3.1) and (3.2) gives the pricing formula
Unfortunately, the specification of the spot rate process, {X t } t∈I from Equation (1.2), makes it impossible to derive closed form expressions of the option prices, except in the special case where the volatility function is a deterministic function of time, cf. Vasicek (1977) , Jamshidian (1989) , Heath, Jarrow, and Morton (1992, Section 6, first example, pp. 90-91) , and Brenner and Jarrow (1993) . However, Miltersen (1994, Theorem 3.5) implies that the assumption of a constant volatility is not a fruitful way to proceed, since we cannot assure positive spot rates with a constant volatility. In fact, it is easy to show that a strictly positive constant volatility will give strictly negative spot rates with strictly positive probabilities. Therefore, we are forced to use a numerical procedure in order to price contingent claims. We are using a simulation approach to simulate the spot rate process under the equivalent martingale measure as opposed to Amin and Morton (1994) where a binomial approach is implemented.
7 Hence, we are going to simulate Equation (1.2) and 
The Simulation Algorithm
The following simulation algorithm is taken from Pardoux and Talay (1985) and it is designed particularly to calculate expectations of functions of a solution to a multi-dimensional SDE.
More specifically, the algorithm is designed to find 5) where the multi-dimensional stochastic process, {Y t } t∈ [0,t0] , is a solution to the SDE
where Φ : R s → R is an arbitrary, deterministic function, b : R s → R s is the deterministic drift function,
s×K is the deterministic volatility function, {W t } t∈ [0,t0] is a K-dimensional standard Wiener process, and t 0 ∈ R + is the expiration date of the option.
We approximate the expectation (3.5) by the average of a large number, N , of independent realizations, {Φ (Y t0i 
are realizations of solutions of the SDE (3.6). Unfortunately, we can only simulate discretizised versions of solutions of the SDE. Therefore, divide the time-interval, [0, t 0 ], into n equidistant pieces with separating points 0 = s 0 < s 1 < · · · < s n = t 0 and let {Y n s k } n k=1 denote the discretizised version of the solution, {Y t } t∈ [0,t0] , of the SDE (3.6). For notational ease we call this {Y n k } n k=1 . We can generate independent simulated realizations, {Y
, of the discretizised version. The expectation in Equation (3.5) is then approximated by
The algorithm for calculating the discretizised version, Y n n , of the solution, Y t0 , to the SDE (3.6) builds on the following updating scheme
where
Furthermore,
Finally, W andW are distributed as follows:
, with probability (3.18)
The above derivation follows Pardoux and Talay (1985, Equation (3.11), pp. 42-43) . 8 The algorithm is called a modified Milshtein scheme or a mid-point scheme.
Then we just need to get the SDEs (1.2) and (3.4) on the time-homogeneous Markov form of SDE (3.6).
This can be done using an enhanced state process. 9 But first of all we have to transform {X t } t∈ [0,t0] , which is a solution to the SDE
Furthermore, to bring the system on the Markov form we need the following two auxiliary variables
and
which on differential form look like (3.19) and
Now, {X t } t∈ [0,t0] can be written as
Define Y t , using the (J + 4)-dimensional enhanced state process, as
then the process {Y t } t∈ [0,t0] solves the SDE (3.27) Note that in order to have a time-homogeneous Markov system we also added the time-coordinate, t, to the enhanced state process.
Direct calculations give the following block matrix structure
implying that the product becomes
. . .
We are now able to write out the updating scheme for the general simulation algorithm of Equations (3.8)-(3.10) as
29)
Concerning convergence of the simulation algorithm Pardoux and Talay (1985, Theorem 3.6 ) proves that as long as b, ρ, and Φ are six times continuously differentiable then
That is, the order of convergence in n is 2. Observe that this result shows convergence as the number of discretizised steps, n, converge to infinity, it does not express anything about the number of necessary Monte Carlo trials, N , in the approximation of the expectation in Equation (3.7). By the central limit theorem the order of convergence in the number of Monte Carlo trials, N , is 1 2 . Hence, the optimal way of simultaneously increasing n and N is one to four, i.e., if we double n then we should multiply N by eight. Moreover, this will improve the accuracity by a factor of 16. The author is not aware of any other results concerning this convergence speed. But our estimation algorithm, the simulated moments estimation technique, takes this into account. Cf. Duffie and Singleton (1993) for references about simulated moments estimation in general and Miltersen (1993) for references about the specific problem addressed here.
The Price of Contingent Claims
By combining the no-arbitrage Heath-Jarrow-Morton model of the term structure of interest rates, the simulation algorithm from Subsection 3.1, and the pricing Formula (3.3), we can calculate prices of European options expiring at date t 0 with exercise price Z written on a coupon bond with payout tuple
. For notational ease we will call this model based option price
is the expiration date, Z ∈ R + is the exercise price, and b ∈ {call, put} is a Boolean variable (or a dummy variable) that keeps track of whether the option is a call or a put option. This option price is approximated as
are the N simulated versions of the discretizised enhanced state process.
Observe that the expectations are evaluated under the measure where the process, {W t } t∈ [0, TJ ] , is a
Wiener process. This measure is by construction an equivalent martingale measure, cf. equations (1.2) and (3.4).
A Control Variate Technique Implementation
This simulation algorithm can also be used to price the bonds themselves. In particular, the underlying coupon bond will be priced asC
whereas the known (observable) price of the underlying bond is
by the martingale version of law of large numbers, since {P * (t, T j )} t∈ [0,t0] are martingales, for j = 1, . . . , J. Define
If the simulation algorithm is used with large but finite N and n then, generically, ∆ = 0; therefore the following control variate technique (cf. Hull (1993, Sec. 14.1, p. 333) ) correction of the option pricing formula, π, will improve the approximation
and the observed coupon bond price due to the estimation of the initial forward rate function. Therefore, C 0,
will be substituted with the observed price of the underlying asset in Equation (3.41). Miltersen (1994, Theorem A.2 and Theorem 3.5) has shown the existence and uniqueness of a solution to the SDE (1.2) and that the spot rate process, {X t } t∈I , will continue to be positive under some restrictions of the functions σ(·). A function fulfilling these requirements is, e.g.
The Volatility Function
with unknown parameters (µ 1 , β 1 , µ 2 , β 2 ) ∈ R + × R + × R + × R + . K denotes the number of independent uncertainty sources, i.e. the dimension, K, of the Wiener process in the specification of the forward rate process from SDE (1.2). Observe that this specification of the volatility function includes the case of constant volatility for β converging to infinity. For β = 1 this specification has been examined in Sandmann and Sondermann (1993) and Goldys, Musiela, and Sondermann (1994) . In Sandmann and Sondermann (1993) it is shown that this specification of the volatility with β = 1 implies log-normality of the annually compounded rates. We will return to the estimation/calibration of the parameters of the volatility function, σ(·), in Section 6. As the author is not aware of any concrete results concerning convergence of the simulation algorithm, as mentioned in Subsection 3.1, we try to keep the functions as "nice" as possible-at least seven times continuously differentiable. The proposed σ in Equation (4.1) is analytical and, therefore, as "nice" as can be expected. The same is true about the initial forward rate function, f , from Equation (2.1) which is also analytical. For call and put options the functions, Φ call and Φ put to be used in the calculation of the expectations in (3.5), are of the form
where Z is a constant, e.g. the exercise price. These functions are not differentiable for x = Z, hence, they do not fulfill the assumptions of Pardoux and Talay (1985, Theorem 3.6) . However, it is very simple to approximate these functions with six times continuously differentiable functions (or even analytical functions) by changing the specification of the function in the interval, [Z − , Z + ], for any > 0.
Consequently, by choosing sufficiently small, we hit the interval where the function is changed with very low probability for a finite set of simulations.
11

The Data
All data is collected in one business day, called the observation day, cf. Figure 1 . To estimate the six initial forward rate functions, we have specified a set of Danish government bonds, which are the most liquid 11 See Duffie (1992, Chapter 10, Section G) for further details about this standard trick. It is a general problem in all kinds of call and put option pricing approaches-it is neither special to bond options nor to simulation approaches. Figure 1 : The observation day.
# of bond price observations # of option price observations
in the immediately preceding period leading up to the observation day. We call this set the observation set. We have specified six moments of time over the observation day, called the observation times. We have collected the most recent transactions prices prior to the six observation times of the bonds in the observation set. If a bond has not been traded since the last observation time or not traded at all at the observation day, the price of this bond will be a missing value for this observation time. In Figure 1 we have listed the specific observation times and the number of bond price observations for each observation time. For each of these six observation times we estimate a forward rate function, f i (·), for i = 1, . . . , 6. Hence, our data set consists of a set of prices of default-free coupon bonds observed at the observation times at the observation day, i.e. date zero. Say, we observe M 
Our data set for estimating the volatility function consists of price observations at the observation day of Danish European call and put options written on one of the default-free government bonds the price of which we also used as data in estimation of the initial forward rate function. Again, we have collected the prices of the most recent transactions prior to the six observation times at the observation day. As before, if an option has not been traded since last observation time or not traded at all at the observation day, the price of this option will be a missing value for this observation time. In Figure 1 we have listed the specific observation times and the number of option price observations for each observation time. We use all the 23 option price observations to estimate one volatility function, σ(·), for the whole observation day. Hence, the data set consists of M 
Econometric Analysis
In this section we will briefly describe the econometric model to estimate the six initial forward rate function, f i (·), and the volatility functions, σ(·). For a detailed description, cf. Miltersen (1993) .
The Initial Forward Rate Function
The econometric model to estimate the (six times) three parameters
in the initial forward rate function at date zero is based on Equation (2.1). Our data set consists of prices of Danish government bonds at date zero as just described in Section 5. That is, default-free coupon bonds. By combining Equations (2.4) and (2.3) we can derive the price of a coupon bond with payout tuple, {(d j , T j )} J j=1 , at date zero as
Our estimation technique is Generalized Method of Moments (GMM) following Hansen (1982) and Hansen and Singleton (1982) . Here the technique is used in a cross-sectional set-up. We are neither concerned with the change in the functional form nor with the change of the estimated parameters either as calendar-time passes by or over the set of observation times of the observation day. Instead, we will in Subsection 6.2 estimate the volatility of the possible changes 12 of the forward rate function when calendar-time passes
by. Using the model described in Section 2, with the function, C(0, ·), as defined in Equation (6.1), our econometric model is . . . , 6, (6.2) with:
k=1 independent and identically distributed, (with finite second moments) for each i = 1, . . . , 6.
A consequence of condition (ii) is that we can use
for any function g as moments conditions. We are estimating three parameters, so we need at least three moments conditions. I.e., g should map into R r , for some r ≥ 3. However, since we want to use the over-12 By possible changes, we mean changes in the forward rate function which do not generate arbitrage opportunities between bonds with different maturities and between bonds and the savings account induced by the spot rate process.
13 This assumption ensures that the sequences,
k=1 , are stationary and ergodic. In general, ergodicity and stationarity is a weaker assumption than independence and identical distribution. The assumption of ergodicity and stationarity is specially designed for time-series analysis, however, in a cross-sectional set-up this relaxation is of no use.
14 A relaxation of this assumption such that error terms corresponding to the same coupon bond observed at different observation times could be correlated is possible using SUR estimation, cf. Amemiya (1985, pp. 197-198) .
identifying restrictions mentioned in Hansen (1982, Section 4) to test whether our model is supported by the data, we will use ten moments conditions, i.e. r = 10.
The Volatility Function
In order to estimate the function σ from Equation (4.1) we use implied volatility of European interest rate options. This means that we will only need the bond price observations at the observation day and a set of price observations of European interest rate options at the observation day (date zero), thereby avoiding, a priori, the assumption of stationarity.
15
Our data set for this analysis consists of price observations at the observation day of Danish European call and put options as described in Section 5. This introduces the error term, using the model described in Section 3.3, . . . , 6, (6.3) and the econometric model:
independent and identically distributed. (With finite second moments.)
Since the number of moments conditions has to be at least as great as the number of parameters to estimate 16 we propose five moments conditions.
Because the updating algorithm used to perform the simulation in Equations (3.29)-(3.38) also depends on the unknown parameters that we are going to estimate, a normal GMM estimation technique cannot be used without qualifications. In Miltersen (1993) , we verified that in this situation we can use the GMM estimation algorithm, although the distributions of the estimators are changed and the mis-specification test is also changed. This is termed Simulated Moments Estimation, cf. Duffie and Singleton (1993) . Note, we are only estimating one stationary volatility function valid for-at least-the whole observation day. Finally, note that we are estimating the initial forward rate function using only the bond price observations and then we are estimating the volatility function using only the option price observations and the estimated initial forward rate function. This is contrary to Amin and Morton (1994) where there is a feed back of the estimated volatility parameters back to the initial forward rate function estimation.
Econometric Estimation/Calibration
This section presents the results from the estimation of the parameters of the initial forward rate function and the volatility function.
15 It is, however, an assumption of the Heath-Jarrow-Morton model that the volatility function is the same stationary function as time passes. Anyway, this simplification of the model was made only to simplify the estimation. The volatility function, σ(·), could be allowed to change in a deterministic way as calendar-time passes-it could even be allowed to be stochastic under some regularity conditions as shown in Miltersen (1994) . Hence, it is a true restriction if the estimation method requires the volatility function to be stationary, a priori.
16 Furthermore, if we are going to use the over-identifying restrictions as a test for the mis-specification of our model, we need the number of moments conditions to be strictly greater than the number of parameters to estimate. 
Parameters
i γ i δ i ν i 1 0.078160 0.048491 3.
Estimation Results of the Initial Forward Rate Function
The result of the estimation of the initial forward rate function, f i , i = 1, . . . , 6, from Equation (2.1) is presented in Table 1 , where i refers to the observation time. Numbers in parentheses are the asymptotic standard deviations of the estimators. That is, the estimates of the standard deviations are not the unbiased estimators where we are dividing by M − q. As it can be seen from Table 1 All six models have been tested for the over-identifying restrictions. Table 2 shows that there are no indications in these numbers to reject any of the six models at a test level of, say, 5%.
In Figure 2 we have drawn the six forward rate curves.
Estimation Results of the Volatility Function
In this subsection we present the results from the estimation of the volatility function, σ, from Equation (4.1).
The parameter estimates are outlined in Table 3 , numbers in parentheses are still the asymptotic standard deviations of the estimators. K is the number of independent uncertainty sources. As it is indicated by the standard deviation estimation and, in particular, by the estimation of the correlation matrices below this estimation is fairly unstable. This behavior was also reported by Amin and Morton (1994) .
The correlation matrices of the estimators under the two models are Table 4 : Test of the option models.
Note that for K = 1 µ 1 and β 1 are strongly negatively correlated, indicating a serious multicollinearity problem. This may be one possible explanation why Amin and Morton (1994) do not consider their cap level (cf. our µ) as a formal parameter in their Model (3). Finally, the two models are tested for the overidentifying restrictions in Table 4 . On a 5% test level we can accept the model with K = 1, whereas we have to reject the model with K = 2. This is not satisfactory since the (K = 1)-model is a nested model of the (K = 2)-model. However, it seems as if the minimization algorithm has difficulties with estimating the β-parameters, since all β-estimates stay very close to the initial parameter, 18 also the correlation matrices, especially Equation (7.1) emphasizes this, i.e., µ 1 and β 1 are almost perfectly negatively correlated. For that reason we have "fixed" the β-parameters in the following analysis (Table 5 ). This is unlike Amin and Morton (1994) who "fix" the cap level and estimate the slope level, instead we "fix" the slope level, β, and estimate the cap level, µ. The three non-trivial correlation matrices of the estimators of these six models are corr M (µ 1 , 1, µ 2 , 1) = 1.000 −1.000 −1.000 1.000 , (7.5) which give the same pattern, i.e., µ 1 and µ 2 are almost perfectly negatively correlated, which highly indicates multicollinearity in the models with K = 2. That the two estimators are negatively correlated is intuitively understandable, since the two uncertainty sources should be supplementary to each other.
Finally, we have also calculated the over-identifying restrictions for these six models in Table 6 . This supports the conclusion of Dybvig (1990) , saying that a one-factor model is sufficient. This reference is also mentioned as the reason for only examining one-factor models in Amin and Morton (1994) . The fact that one factor, i.e. K = 1, seems to be enough to model the future movements of the whole term structure of interest rates could also be due to the fact that all options in our sample are written on the Comparison between the estimated option prices and the observed options prices is found in Figure 3 -8, one figure for each observation time. In each figure, four sets of options are represented each set with three to five exercise prices indicated at the horizontal axis. From the left this is a call option with 41 days to expiry, a put option with 41 days to expiry, a call option with 134 days to expiry, and finally a put option with 134 days to expiry. Each bar represents the bid-ask spread on quoted option prices. Small pins sticking out to the right represent estimated option prices using the model with K = 1 and a fixed β = 5. Small pins sticking out to the left indicate a trade and the corresponding trading price at the observation time. These trades-and only the trades-have been used in the estimation of the volatility function. Figure 3 indicates that our estimated prices fit the quoted prices very well. But as the observation day passes the change in our estimated prices tend to go in the opposite direction as the change in the quoted prices (cf. e.g., Figure 3 with Figure 6 ). This observation indicates that the Heath-Jarrow-Morton model, or more precisely, the simplification of the Heath-Jarrow-Morton model which we have implemented in this paper does not completely explain the true reaction of the market. It is thought-provoking that the reaction of the market is similar to a naïve Black-Scholes reaction. That is, from observation period one to observation period five an increase in the underlying asset price is observed, implying increased call prices and decreased put prices using the Black-Scholes model, which is what happens to observed quoted option prices. A closer look at the change of the forward rate curve from observation period one to The second set of points is for put options with 41 days to maturity. The third set of points is for call options with 134 days to maturity. The right set of points is for put options with 134 days to maturity. Each observation is depicted as a vertical line indicating the bid-ask spread (if the option is quoted by a market maker), a pin sticking out to the right indicates the model based price, and a pin sticking out to the left indicates a transactions price (if the option has been traded in the observation period). The left set of point is for call options with 41 days to maturity and different exercise prices indicated on the horizontal axis. The second set of points is for put options with 41 days to maturity. The third set of points is for call options with 134 days to maturity. The right set of points is for put options with 134 days to maturity. Each observation is depicted as a vertical line indicating the bid-ask spread (if the option is quoted by a market maker), a pin sticking out to the right indicates the model based price, and a pin sticking out to the left indicates a transactions price (if the option has been traded in the observation period). Figure 6 : Quoted, model based, and traded options prices at 2:00. The left set of point is for call options with 41 days to maturity and different exercise prices indicated on the horizontal axis. The second set of points is for put options with 41 days to maturity. The third set of points is for call options with 134 days to maturity. The right set of points is for put options with 134 days to maturity. Each observation is depicted as a vertical line indicating the bid-ask spread (if the option is quoted by a market maker), a pin sticking out to the right indicates the model based price, and a pin sticking out to the left indicates a transactions price (if the option has been traded in the observation period). The second set of points is for put options with 41 days to maturity. The third set of points is for call options with 134 days to maturity. The right set of points is for put options with 134 days to maturity. Each observation is depicted as a vertical line indicating the bid-ask spread (if the option is quoted by a market maker), a pin sticking out to the right indicates the model based price, and a pin sticking out to the left indicates a transactions price (if the option has been traded in the observation period). observation period five, which apparently is overlooked by the market, indicates a small decrease in long term interest rates implying increases in the price of the underlying asset which again implies increased call prices and decreased put prices, ceteris paribus. However, there is an opposite effect due to the large decrease in short term interest rates which implies decreased call prices and increased put prices with an increasing effect for increasing maturity of the options, ceteris paribus. The total effect of this decrease of both the short and the long term interest rates from observation period one to observation period five is a decrease in the call prices, which is most distinct for the long maturity options, and almost no change in the put prices according to our implementation of the Heath-Jarrow-Morton model. This reaction, i.e., decreased interest rates imply increased call as well as put prices, is also observed in Longstaff and Schwartz (1992 , pp. 1271 -1272 for certain parameter values.
Note that the model underprices long term options relative to short term options which are slightly overpriced. A similar effect have been reported in Amin and Morton (1994, Section 6, p. 163) . Another observation in Amin and Morton (1994, Section 6, p. 167 ) of overpricing of calls relative to underpricing of puts cannot be supported by our data. As Figure 3 -8 indicates our results on this phenomenon are mixed.
Conclusion
We were interested in implementing and testing the Heath-Jarrow-Morton model for the purpose of option pricing. This included estimating the volatility function of the SDE description of the spot rate. We specified a functional form of the volatility function with some numerical parameters which we estimated by using implied volatilities of 23 price observations of traded options at the observation day. Pricing of contingent claims implied simulation because it was not possible to derive the expectation of a function of a solution to the SDE that described the evolution of the bond prices as a closed form expression.
A control variate technique improved simulation algorithm was developed to implement this pricing. Estimated prices were compared to quoted option prices-most of the estimated prices were within the bid-ask spread. But the implemented model generating the estimated prices fails when it comes to explaining relative price changes over the day. This failure could either be because the model is too simple to explain the market reactions, or, as it was weakly intimated in the last part of Section 7, because the market is not arbitrage free. Possible explanations could be transactions costs and the institutional set-up. To enlighten this problem one should let our model generate arbitrage strategies to be followed in order to cash arbitrage gains. However, this is not immediately accessible because the replicating portfolio is not derived as part of the pricing using the Heath-Jarrow-Morton model. Moreover, in general, the replicating portfolio is not just a portfolio of the underlying asset and a bond expiring at the same date as the option when the volatility function is stochastic (i.e., a non-trivial function of the short term interest rate.)
The implemented simulation approach can be used to price any European type of interest rate contingent claims.
