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Functional inequalities and strong Lyapunov
functionals for free surface flows in fluid dynamics
Thomas Alazard and Didier Bresch
Abstract. This paper is motivated by the study of Lyapunov func-
tionals for four equations describing free surface flows in fluid dynamics:
the Hele-Shaw and Mullins-Sekerka equations together with their lu-
brication approximations, the Boussinesq and thin-film equations. We
identify new Lyapunov functionals, including some which decay in a
convex manner (these are called strong Lyapunov functionals). For the
Hele-Shaw equation and the Mullins-Sekerka equation, we prove that
the L2-norm of the free surface elevation and the area of the free surface
are Lyapunov functionals, together with parallel results for the thin-
film and Boussinesq equations. The proofs combine exact identities for
the dissipation rates with functional inequalities. For the thin-film and
Boussinesq equations, we introduce a Sobolev inequality of independent
interest which revisits some known results and exhibits strong Lyapunov
functionals. For the Hele-Shaw and Mullins-Sekerka equations, we in-
troduce a functional which controls the L2-norm of three-half spatial
derivative. Under a mild smallness assumption on the initial data, we
show that the latter quantity is also a Lyapunov functional for the Hele-
Shaw equation, implying that the area functional is a strong Lyapunov
functional. Precise lower bounds for the dissipation rates are established,
showing that these Lyapunov functionals are in fact entropies. Other
quantities are also studied such as Lebesgue norms or the Boltzmann’s
entropy.
1. Introduction
The equations. Consider a time-dependent surface Σ given as the
graph of some function h, so that at time t ≥ 0,
Σ(t) = {(x, y) ∈ Td ×R ; y = h(t, x)},
where Td denotes a d-dimensional torus. We are interested by several free
boundary problems described by nonlinear parabolic equations. A free
boundary problem is described by an evolution equation which expresses
the velocity of Σ at each point in terms of some nonlinear expressions de-
pending on h. The most popular example is themean-curvature equation,
which stipulates that the normal component of the velocity of Σ is equal to
1
the mean curvature at each point. It follows that:
(1.1) ∂th+
√
1 + |∇h|2κ = 0 where κ = − div
(
∇h√
1 + |∇h|2
)
.
The previous equation plays a fundamental role in differential geometry.
Many other free boundary problems appear in fluid dynamics. Among these,
we are chiefly concerned by the equations modeling the dynamics of a free
surface transported by the flow of an incompressible fluid evolving according
to Darcy’s law. We begin with the Hele-Shaw equations with or without
surface tension. One formulation of this problem reads (see Appendix D):
(1.2) ∂th+G(h)(gh + µκ) = 0,
where κ is as in (1.1), g and µ are real numbers in [0, 1] and G(h) is the
(normalized) Dirichlet-to-Neumann operator, defined as follows: For any
functions h = h(x) and ψ = ψ(x),
G(h)ψ(x) =
√
1 + |∇h|2∂nH(ψ)

y=h(x)
,
where ∇ = ∇x, ∂n = n · ∇ and n is the outward unit normal to Σ given by
n =
1√
1 + |∇h|2
(−∇h
1
)
,
and H(ψ) is the harmonic extension of ψ in the fluid domain, solution to
(1.3)
{
∆x,yH(ψ) = 0 in Ω := {(x, y) ∈ Td ×R : y < h(x)},
H(ψ)|y=h = ψ.
Hereafter, given a function f = f(x, y), we use f |y=h as a short notation for
the function x 7→ f(x, h(x)).
When g = 1 and µ = 0, the equation (1.2) is called the Hele-Shaw equation
without surface tension. Hereafter, we will refer to this equation simply as
the Hele-Shaw equation. If g = 0 and µ = 1, the equation is known as
the Hele-Shaw equation with surface tension, also known as the Mullins-
Sekerka equation. Let us record the terminology:
∂th+G(h)h = 0 (Hele-Shaw),(1.4)
∂th+G(h)κ = 0 (Mullins-Sekerka).(1.5)
We are also interested by two equations which describe asymptotic regime
in the thin-film approximation. They are
∂th− div(h∇h) = 0 (Boussinesq),(1.6)
∂th+ div(h∇∆h) = 0 (thin-film).(1.7)
Equation (1.6) was derived from (1.4) by Boussinesq [19] to study ground-
water infiltration. Equation (1.7) was derived from (1.5) by Constantin,
Dupont, Goldstein, Kadanoff, Shelley and Zhou in [31] as a lubrication
approximation model of the interface between two immiscible fluids in a
Hele-Shaw cell.
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1.1. Lyapunov functionals and entropies. Our main goal is to find
some monotonicity properties for the previous free boundary flows, in a
unified way. Before going any further, let us fix the terminology used in this
paper.
Definition 1.1. (a) Consider one of the evolution equation stated above
and a function
I : C∞(Td)→ [0,+∞).
We say that I is a Lyapunov functional if the following property holds:
for any smooth solution h in C∞([0, T ]×Td) for some T > 0, we have
∀t ∈ [0, T ], d
dt
I(h(t)) ≤ 0.
The quantity − ddtI(h) is called the dissipation rate of the functional I(h).
(b) We say that a Lyapunov functional I is an entropy if the dissipation
rate satisfies, for some C > 0,
− d
dt
I(h(t)) ≥ CI(h(t)).
(c) Eventually, we say that I is a strong Lyapunov functional if
d
dt
I(h(t)) ≤ 0 and d
2
dt2
I(h(t)) ≥ 0.
This means that t 7→ I(h(t)) decays in a convex manner.
Remark 1.2. (i) The Cauchy problems for the previous free boundary equa-
tions have been studied by different techniques, for weak solutions, viscosity
solutions or also classical solutions. We refer the reader to [4, 5, 24, 25,
26, 27, 28, 34, 39, 42, 43, 46, 47, 51, 52, 55, 56]. Thanks to the para-
bolic smoothing effect, classical solutions are smooth for positive times (the
elevation h belongs to C∞((0, T ]×Td)). This is why we consider functionals
I defined only on smooth functions C∞(Td).
(ii) Assume that I is an entropy for an evolution equation and consider
a global in time solution of the latter problem. Then the function t 7→
I(h(t)) decays exponentially fast. In the literature, there are more general
definition of entropies for various evolution equations. The common idea is
that entropy dissipation methods allow to study the large time behavior or
to prove functional inequalities (see [13, 23, 8, 40, 59, 18, 36, 17, 61, 49]).
(iii) To say that I(h) is a strong Lyapunov functional is equivalent to say
that the dissipation rate − ddtI(h) is also a Lyapunov functional. This no-
tion was introduced in [2] as a tool to find Lyapunov functionals which
control higher order Sobolev norms. Indeed, in general, the dissipation rate
is expected to be a higher order energy because of the smoothing effect of
a parabolic equation. Notice that the idea to compute the second-order
derivative in time is related to the celebrated work of Bakry and Emery [9].
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1.2. Examples. Since we consider different equations, for the reader’s
convenience, we begin by discussing some examples which are well-known
in certain communities.
Example 1.3. Consider the heat equation ∂th−∆h = 0. The energy identity
1
2
d
dt
∫
Td
h2 dx+
∫
Td
|∇h|2 dx = 0,
implies that the square of the L2-norm is a Lyapunov functional. It is in
addition a strong Lyapunov functional since, by differentiating the equation,
the quantity
∫
Td
|∇h|2 dx is also a Lyapunov functional. Furthermore, if
one assumes that the mean value of h(0, ·) vanishes, then the Poincare´’s
inequality implies that the square of the L2-norm is an entropy. Now let
us discuss another important property, which holds for positive solutions.
Assume that h(t, x) ≥ 1 and introduce the Boltzmann’s entropy, defined by
H(h) =
∫
Td
h log hdx.
Then H(h) is a strong Lyapunov functional. This classical result (see
Evans [41]) follows directly from the pointwise identities
(∂t −∆)(h log h) = −|∇h|
2
h
,
(∂t −∆) |∇h|
2
h
= −2h
∣∣∣∣∇2hh − ∇h⊗∇hh2
∣∣∣∣
2
.
We will prove that the Boltzmann’s entropy is also a strong Lyapunov func-
tional for the Boussinesq equation (1.6), by using a functional inequality
which controls the L2-norm of |∇h|2 /h. Recall that the L1-norm of |∇h|2 /h,
called the Fisher’s information, plays a key role in entropy methods and in-
formation theory (see Villani’s lecture notes [58] and his book [59, Chapters
20, 21, 22]).
For later references and comparisons, we discuss some examples of Lyapunov
functionals for the nonlinear equations mentioned above.
Example 1.4 (Mean-curvature equation). Consider the mean curvature
equation ∂th+
√
1 + |∇h|2κ = 0. If h is a smooth solution, then
(1.8)
d
dt
Hd(Σ) ≤ 0 where Hd(Σ) =
∫
Td
√
1 + |∇h|2 dx.
This is proved by an integration by parts argument:
d
dt
Hd(Σ) =
∫
Td
∇x(∂th) · ∇xh√
1 + |∇h|2 dx =
∫
Td
(∂th)κdx
= −
∫
Td
√
1 + |∇h|2κ2 dx ≤ 0.
4
In fact, the mean-curvature equation is a gradient flow for Hd(Σ), see [30].
When the space dimension d is equal to 1, we claim that the following
quantities are also Lyapunov functionals:∫
T
h2 dx,
∫
T
(∂xh)
2 dx,
∫
T
(∂th)
2 dx,
∫
T
(1 + (∂xh)
2)κ2 dx.
To our knowledge, these results are new and we prove this claim in Appen-
dix B. We will also prove that
∫
T
h2 dx is a strong Lyapunov functional.
Example 1.5 (Hele-Shaw equation). Consider the equation ∂th+G(h)h = 0.
Recall that G(h) is a non-negative operator. Indeed, denoting by ϕ = H(ψ)
the harmonic extension of ψ given by (1.3), it follows from Stokes’ theorem
that
(1.9)
∫
Td
ψG(h)ψ dx =
∫
∂Ω
ϕ∂nϕdHd =
∫∫
Ω
|∇x,yϕ|2 dy dx ≥ 0.
Consequently, if h is a smooth-solution to ∂th+G(h)h = 0, then
1
2
d
dt
∫
Td
h2 dx = −
∫
Td
hG(h)hdx ≤ 0.
This shows that
∫
Td
h2 dx is a Lyapunov functional. In [5], it is proved that
in fact
∫
Td
h2 dx is a strong Lyapunov functional and also an entropy. This
result is generalized in [2] to functionals of the form
∫
Td
Φ(h) dx where Φ is
a convex function whose derivative is also convex.
Example 1.6 (Mullins-Sekerka). Assume that h solves ∂th+G(h)κ = 0 and
denote by Hd(Σ) the area functional (see (1.8)). Then (1.9) implies that
d
dt
Hd(Σ) =
∫
Td
(∂th)κdx = −
∫
Td
κG(h)κdx ≤ 0,
so Hd(Σ) is a Lyapunov functional. In fact, the Mullins-Sekerka equation is
a gradient flow for Hd(Σ), see [6, 44].
Example 1.7 (Thin-film equation). The study of entropies plays a key role
in the study of the thin-film equation (and its variant) since the works
of Bernis and Friedman [12] and Bertozzi and Pugh [15]. The simplest
observation is that, if h is a non-negative solution to ∂th + ∂x(h∂
3
xh) = 0,
then
d
dt
∫
T
h2 dx ≤ 0, d
dt
∫
T
(∂xh)
2 dx ≤ 0.
(This can be verified by elementary integrations by parts.) To give an ex-
ample of hidden Lyapunov functionals, consider, for p ≥ 0 and a function
h > 0, the functionals
Hp(h) =
∫
T
h2x
hp
dx.
Laugesen discovered ([53]) that, for 0 ≤ p ≤ 1/2, Hp(h) is a Lyapunov
functional. This result was complemented by Carlen and Ulusoy ([22]) who
showed that Hp(f) is an entropy when 0 < p < (9 + 4
√
15)/53. We also
refer to [10, 35, 16, 50] for the study of entropies of the form
∫
hp dx with
1/2 ≤ p ≤ 2.
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1.3. Main results and plan of the paper. We are now ready to
introduce our main new results. To highlight the links between them, we
begin by gathering in the following table the list of all the Lyapunov func-
tionals that will be considered. This table includes known results, some of
which have already been discussed and others will be reviewed later. Precise
statements are given in the next section.
Equations Lyapunov functionals See Properties
Heat
∫
h2 (∗) Ex. 1.3 (S)
equation
∫
h log h (∗) Ex. 1.3 (S), (GF)
Mean
∫ √
1 + |∇h|2 = Hd(Σ) (∗) Ex. 1.4 (GF)
curvature
∫ |∇h|2 Prop. B.1∫
h2 (d = 1) Prop. B.2 (S)∫
(∂th)
2 (d = 1) Prop. B.2∫
(1 + (∂xh)
2)κ2 (d = 1) Prop. B.2∫
(∂xh) arctan(∂xh) (d = 1) Prop. B.2
Hele-Shaw
∫
Φ(h), Φ′′ ≥ 0 (∗) Ex. 1.5∫
Φ(h) , Φ′′,Φ′′′ ≥ 0 (∗) Ex. 1.5 (S)∫
hG(h)h (∗) §2.2∫ √
1 + |∇h|2 Th. 2.1 (S)∫
κG(h)h Th. 2.3
Mullins-
∫ √
1 + |∇h|2 (∗) Ex.1.6 (GF)
Sekerka
∫
h2 Th. 2.1
Thin-film
∫ |∇h|2 (∗) Prop. 5.2∫
h−ph2x 0 ≤ p ≤ 1/2 (∗) Ex. 1.7∫
hm 12 ≤ m ≤ 2 (**) Prop. 5.6∫
h log h Prop. 5.6
Boussinesq
∫
h2 Th. 2.6 (S)∫
h log h Th. 2.6 (S)∫
hm+1 (*) Prop. 6.1∫
h2 |∇h|2 (∗) §6∫
hm |∇h|2 , 0 ≤ m ≤ 1+
√
7
2 (∗∗) Prop. 6.4∫
(∂xh) arctan(∂xh) (d = 1) Prop. B.3
Legend: The gray boxes point to the new results
(∗): already known
(∗∗): improves previous exponents or simplifies the proof
(d = 1): only in dimension one
(S): is a strong Lyapunov functional
(GF): is derived from a Gradient Flow structure.
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To conclude this introduction, let us mention that in addition to Lyapunov
functionals, maximum principles also play a key role in the study of these
parabolic equations. One can think of the maximum principles for the mean-
curvature equation obtained by Huisken [48] and Ecker and Huisken (see
[38, 37]), used to obtain a very sharp global existence result of smooth
solutions. Many maximum principles exist also for the Hele-Shaw equations
(see [51, 24]). In particular, we will use the maximum principle for space-
time derivatives proved in [5]. Sea also [33] for related models. For the
thin-film equations of the form ∂th + ∂x(f(h)∂
3
xh) = 0 with f(h) = h
m
and an exponent m ≥ 3.5, in one space dimension, if the initial data h0 is
positive, then the solution h(x, t) is guaranteed to stay positive (see [12, 14]
and [35, 16, 60, 20]).
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2. Statements of the main results
Our main goal is to study the decay properties of several natural coer-
cive quantities for the Hele-Shaw, Mullins-Sekerka, Boussinesq and thin-film
equations, in a unified way.
2.1. Entropies for the Hele-Shaw and Mullins-Sekerka equa-
tions. The first two coercive quantities we want to study are the L2-norm
and the area functional (that is the d-dimensional surface measure):
(2.1)
(∫
Td
h(t, x)2 dx
)1
2
, Hd(Σ) =
∫
Td
√
1 + |∇h|2 dx.
Our first main result states that these are Lyapunov functionals for the
Hele-Shaw and Mullins-Sekerka equations, in any dimension.
Theorem 2.1. Let d ≥ 1, (g, µ) ∈ [0,+∞)2 and assume that h is a smooth
solution to
(2.2) ∂th+G(h)(gh + µκ) = 0.
Then,
(2.3)
d
dt
∫
Td
h2 dx ≤ 0 and d
dt
Hd(Σ) ≤ 0.
Remark 2.2. The main point is that this result holds uniformly with respect
to g and µ. For comparison, let us recall some results which hold for the
special cases where either g = 0 or µ = 0.
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i) When g = 0, the fact that the area-functional Hd(Σ) decays in time
follows from a well-known gradient flow structure for the Mullins-Sekerka
equation. However, the decay of the L2-norm in this case is new.
ii) When µ = 0, the decay of the L2-norm follows from an elementary
energy estimate. However, the proof of the decay of the area-functional
t 7→ Hd(Σ(t)) requires a more subbtle argument. It is implied (but only
implicitly) by some computations by Antontsev, Meirmanov, and Yurinsky
in [7]. The main point is that we shall give a different approach which holds
uniformly with respect to g and µ. In addition, we will obtain a precise
lower bound for the dissipation rate showing that Hd(Σ) is an entropy when
µ = 0 and not only a Lyapunov functional.
To prove these two uniform decay results, the key ingredient will be to study
the following functional:
J(h) :=
∫
Td
κG(h)hdx.
It appears naturally when performing energy estimates. Indeed, by multi-
plying the equation (2.2) with h or κ and integrating by parts, one obtains
1
2
d
dt
∫
Td
h2 dx+ g
∫
Td
hG(h)hdx+ µJ(h) = 0,
d
dt
Hd(Σ) + gJ(h) + µ
∫
Td
κG(h)κdx = 0.(2.4)
We will prove that J(h) is non-negative. Since the Dirichlet-to-Neumann
operator is a non-negative operator (see (1.9)), this will be sufficient to
conclude that the L2-norm and the area functionalHd(Σ) are non-increasing
along the flow.
An important fact is that J(h) is a nonlinear analogue of the homogeneous
H3/2-norm. A first way to give this statement a rigorous meaning consists
in noticing that G(0)h = |Dx|h =
√−∆xh and the linearized version of κ
is −∆xh. Therefore, if h = εζ, then
J(εζ) = ε2
∫
Td
( |Dx|3/2 ζ)2 dx+O(ε3).
We will prove a functional inequality (see Proposition 3.4 below) which shows
that J(h) controls the L2(Ω)-norm of the Hessian of the harmonic extension
H(h) of h, given by (1.3) with ψ = h. Consequently, J(h) controls three
half-derivative of h in L2 by means of a trace theorem.
2.2. The area functional is a strong Lyapunov functional. As
seen in Example (1.4), for the mean-curvature equation in space dimen-
sion d = 1, there exist Lyapunov functionals which control all the spatial
derivatives of order less than 2. Similarly, there are higher-order energies for
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the thin-film equations (see Theorem 2.5, the Laugesen’s functionals intro-
duced in Example 1.7 and also [32]). On the other hand, for the Hele-Shaw
and Mullins-Sekerka equations, it is more difficult to find higher-order en-
ergies which control some derivatives of the solution. This is becasue it is
harder to differentiate these equations. For the Mullins-Sekerka problem,
one can quote two recent papers by Chugreeva–Otto–Westdickenberg [29]
and Acerbi–Fusco–Julin–Morini [1]. In both papers, the authors compute
the second derivative in time of some coercive quantities to study the long
time behavior of the solutions, in perturbative regimes. Here, we will prove
a similar result for the Hele-Shaw equation. However, the analysis will be
entirely different. On the one hand, it is easier in some sense to differentiate
the Hele-Shaw equation. On the other hand, we will be able to exploit some
additional identities and inequalities which allow us to obtain a result under
a very mild-smallness assumption.
Here, we consider the Hele-Shaw equation:
(2.5) ∂th+G(h)h = 0.
It is known that Cauchy problem for the latter equation is well-posed on the
Sobolev spaces Hs(Td) provided that s > 1+ d/2, and moreover the critical
Sobolev exponent is 1 + d/2 (see [27, 54, 5, 55]). On the other hand, the
natural energy estimate only controls the L2-norm. It is thus natural to
seek higher order energies, which are bounded in time and which control
Sobolev norms Hµ(Td) of order µ > 0. It was proved in [5, 2] that one
can control one-half derivative of h by exploiting some convexity argument.
More precisely, it is proved in the previous references that
(2.6)
d
dt
∫
Td
hG(h)hdx ≤ 0.
This inequality gives a control of a higher order Lyapunov functional of order
1/2. Indeed, ∫
Td
hG(h)hdx =
∫∫
Ω
|∇x,yH(h)|2 dy dx,
where H(h) is the harmonic extension of h (solution to (1.3) where ψ is re-
placed by h). Hence, by using a trace theorem, it follows that
∫
Td
hG(h)hdx
controls the H1/2-norm of h.
The search for higher-order functionals leads to interesting new difficulties.
Our strategy here is to try to prove that the area functional is a strong
Lyapunov funtional. This means that the function t 7→ Hd(Σ(t)) decays in a
convex manner. This is equivalent to d2Hd(Σ)/dt2 ≥ 0. Now, remembering
(cf (2.4)) that
d
dt
Hd(Σ) + J(h) = 0 where J(h) =
∫
Td
κG(h)hdx,
9
the previous convexity argument suggests that dJ(h)/dt ≤ 0, which implies
that J(h) is a Lyapunov function. This gives us a very interesting higher-
order energy since the functional J(h) controls three-half spatial derivatives
of h (as seen above, and as will be made precise in Proposition 3.4). The next
result states that the previous strategy applies under a very mild smallness
assumption on the first order derivatives of the elevation h at time 0.
Theorem 2.3. Consider a smooth solution to ∂th + G(h)h = 0. There
exists a universal constant cd depending only on the dimension d such that,
if initially
(2.7) sup
Td
|∇h0|2 ≤ cd, sup
Td
|G(h0)h0|2 ≤ cd,
then
(2.8)
d
dt
J(h) +
1
2
∫
Td
(|∇∇h|2 + |∇∂th|2)
(1 + |∇h|2)3/2 dx ≤ 0.
Remark 2.4. i) The constant cd is the unique solution in [0, 1/4] to
2cd
(
d+
(
d+
√
d
)
cd
)
+ 4
(
cd (d+ (d+ 1)cd)
(
12
1− 2cd
+ 1
)) 1
2
=
1
2
.
ii) Since
d
dt
J(h) = − d
2
dt2
H1(Σ),
it is equivalent to say that the area-functional Hd(Σ) is a strong Lyapunov
functional.
2.3. Entropies for the Boussinesq and thin-film equations. The
previous theorems suggest to seek a similar uniform result for the thin-film
and Boussinesq equations. In this direction, we will obtain various entropies
and gather in the next result only the main consequences.
Theorem 2.5. Let d ≥ 1, (g, µ) ∈ [0,+∞)2 and h be a smooth solution to
(2.9) ∂th− div
(
gh∇h − µh∇∆h) = 0.
Then,
(2.10)
d
dt
∫
Td
h2 dx ≤ 0 and d
dt
∫
Td
|∇h|2 dx ≤ 0.
Theorem 2.6. Let d ≥ 1, and assume that h is a smooth solution to
(2.11) ∂th− div
(
h∇h) = 0.
Then the square of the L2-norm and the Boltzmann’s entropy are strong
Lyapunov functionals:
(2.12)
d
dt
∫
Td
h2 dx ≤ 0 and d
2
dt2
∫
Td
h2 dx ≥ 0,
together with
(2.13)
d
dt
∫
Td
h log hdx ≤ 0 and d
2
dt2
∫
Td
h log hdx ≥ 0.
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Remark 2.7. We will study more general Lyapunov functionals of the form∫
Td
hm dx and
∫
Td
hm |∇h|2 dx.
When g = 0, the first half of (2.10) was already obtained by several au-
thors. The study of the decay of Lebesgue norms was initiated by Bernis
and Friedman [12] and continued by Beretta-Bertsch-Dal Passo [10], Dal
Passo–Garcke–Gru¨n [35] and more recently by Ju¨ngel and Matthes [50],
who performed a systematic study of entropies for the thin-film equation,
by means of a computer assisted proof. Here we will proceed differently
and give a short proof, obtained by computations inspired by functional in-
equalities of Bernis [11] and Dal Passo–Garcke–Gru¨n [35]. Namely, we will
establish a Sobolev type inequality. Quite surprisingly, this inequality will
in turn allow us to study the case with gravity g > 0, which is in our opinion
the most delicate part of the proof.
As we will see, the crucial ingredient to prove Theorems 2.5 and 2.6 is given
by the following functional inequality.
Proposition 2.8. For any d ≥ 1 and any positive function θ in H2(Td),
(2.14)
∫
Td
∣∣∇θ1/2∣∣4 dx ≤ 9
16
∫
Td
(∆θ)2 dx.
There is a short proof which can be explained here.
Proof. By integrating by parts, we obtain the classical observation that
(2.15)
∫
Td
(∆θ)2 dx =
∫
Td
∑
i,j
(∂2i θ)(∂
2
j θ) dx
=
∫
Td
∑
i,j
(∂ijθ)(∂ijθ) dx =
∫
Td
|∇∇θ|2 dx.
Now, introduce I = 16
∫
Td
∣∣∇θ1/2∣∣4 dx. By an immediate computation,
I =
∫
Td
θ−2|∇θ|4 dx = −
∫
Td
(∇θ−1 · ∇θ) |∇θ|2 dx.
By integrating by parts, one can rewrite I under the form
I =
∫
Td
θ−1∆θ|∇θ|2 dx+ 2
∫
Td
θ−1[(∇θ · ∇)∇θ] · ∇θ dx.
Since |(∇θ · ∇)∇θ| ≤ |∇θ| ∣∣∇2θ∣∣ (see (3.18) for details), using (2.15) and the
Cauchy-Schwarz inequality, we obtain
I ≤ 3 I1/2
(∫
Td
(∆θ)2 dx
)1/2
.
Thus we conclude that
I ≤ 9
∫
Td
(∆θ)2 dx,
which is the wanted inequality. 
11
Remark 2.9. (i) See Proposition 5.4 for a more general result.
(ii) The inequality (2.14) is a multi-dimensional version of an inequality of
Bernis which holds in space dimension d = 1 (see Theorem 1 in [11]).
In this direction, notice that a remarkable feature of (2.14) is that the
constant 9/16 is dimension-independent.
(iii) The Bernis’ inequalities in [11] and similar ones (see Gru¨n [45] and Dal
Passo–Garcke–Gru¨n [35]) have been used to study various problems in
fluid dynamics. In the opinion of the authors, Proposition 2.8 could
have other applications in fluid dynamics. As an example, we show in
Appendix A how to fully remove a technical obstruction in the con-
struction of weak-solutions for compressible Navier-Stokes equations
with viscosities depending on the density.
3. Uniform Lyapunov functionals for the Hele-Shaw and
Mullins-Sekerka equations
In this section, we prove Theorem 2.1.
3.1. Maximum principles for the pressure. In this paragraph the
time variable does not play any role and we ignore it to simplify notations.
We will need the following elementary result.
Lemma 3.1. Consider a smooth function h in C∞(Td) and set
Ω = {(x, y) ∈ Td ×R : y < h(x)}.
For any ζ in C∞(Td), there is a unique function φ ∈ C∞(Ω) such that
∇x,yφ ∈ L2(Ω), solution to the Dirichlet problem
(3.1)
{
∆x,yφ = 0 in Ω,
φ(x, h(x)) = ζ(x) for all x ∈ Td.
Moreover, for any multi-index α ∈ Nd and any β ∈ N with |α|+β > 0, one
has
(3.2) ∂αx∂
β
y φ ∈ L2(Ω) and limy→−∞ supx∈Td
∣∣∣∂αx ∂βy φ(x, y)∣∣∣ = 0.
Proof. The existence and smoothness of the solution φ is a classical
elementary result. We prove only the property (3.2).
Let y0 be an arbitrary real number such that T
d × {y0} is located under-
neath the boundary ∂Ω = {y = h} and then set ψ(x) = φ(x, y0). This
function belongs to C∞(Td) since φ belongs to C∞(Ω). Now, in the domain
Π := {(x, y) ; y < y0}, φ coincides with the harmonic extension of ψ, by
uniqueness of the harmonic extension. Since Π is invariant by translation
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in x, we can compute the latter function by using the Fourier transform in x.
It results that,
(3.3) ∀x ∈ Td, ∀y < y0, φ(x, y) = (e(y−y0)|Dx|ψ)(x).
(Here, for τ < 0, eτ |Dx| denotes the Fourier multiplier with symbol eτ |ξ|.)
Indeed, the function (e(y−y0)|Dx|ψ)(x) is clearly harmonic and is equal to ψ
on {y = y0}. Then, for |α| + β > 0, it easily follows from (3.3) and the
Plancherel theorem that ∂αx ∂
β
y φ belongs to L2(Π). On the other hand, on
the strip {(x, y) ; y0 < y < h(x)}, the function ∂αx ∂βy φ is bounded and hence
square integrable. By combining the two previous results, we obtain that
∂αx ∂
β
y φ belongs to L2(Ω). To prove the second half of (3.2), we use again the
formula (3.3) and the Plancherel theorem, to infer that ∂αx ∂
β
y φ(·, y) converges
to 0 in any Sobolev space Hµ(Td) (µ ≥ 0) when y goes to −∞. The desired
decay result now follows from the Sobolev embedding Hµ(Td) ⊂ L∞(Td)
for µ > d/2. 
Let us fix some notations used in the rest of this section. Now, we consider
a smooth function h = h(x) in C∞(Td) and set
Ω = {(x, y) ∈ Td ×R : y < h(x)}.
We denote by ϕ the harmonic extension of h in Ω. This is the solution to
(3.1) in the special case where ζ = h. Namely, ϕ solves
(3.4)
{
∆x,yϕ = 0 in Ω,
ϕ(x, h(x)) = h(x) for all x ∈ Td.
Introduce Q : Ω→ R defined by
Q(x, y) = ϕ(x, y) − y.
We call Q the pressure. In this paragraph we gather some results for the
pressure which are all consequences of the maximum principle. For further
references, the main result states that ∂yQ < 0 everywhere in the fluid.
Proposition 3.2. i) On the free surface Σ = {y = h(x)}, the function Q
satisfies the following properties:
(3.5) ∂nQ = − |∇x,yQ| and n = − ∇x,yQ|∇x,yQ| ,
where n denotes the normal to Σ, given by
(3.6) n =
1√
1 + |∇h|2
(−∇h
1
)
.
Moreover, the Taylor coefficient a defined by
(3.7) a(x) = −∂yQ(x, h(x)),
satisfies a(x) > 0 for all x ∈ Td.
13
ii) For all (x, y) in Ω, there holds
(3.8) ∂yQ(x, y) < 0.
Furthermore,
(3.9) inf
Ω
(−∂yQ) ≥ min
{
inf
x∈Td
a(x), 1
}
.
iii) The function |∇x,yQ| belongs to C∞(Ω).
iv) We have the following bound:
(3.10) sup
(x,y)∈Ω
|∇x,yQ(x, y)|2 ≤ max
Td
(1−G(h)h)2
1 + |∇xh|2 .
Remark 3.3. Consider the evolution problem for the Hele-Shaw equation
∂th+G(h)h = 0. Then in [5] it is proved that
inf
x∈Td
a(t, x) ≥ inf
x∈Td
a(0, x), sup
x∈Td
|G(h)h(t, x)| ≤ sup
x∈Td
|G(h)h(0, x)| .
Therefore, (3.9) and (3.10) give two different control of the derivatives of
the pressure, which are uniform in time.
Proof. In this proof, it is convenient to truncate the domain Ω to work
with a compact domain. Consider β > 0 such that the line Td × {−β} is
located underneath the free surface Σ = {y = h(x)} and set
Ωβ = {(x, y) ∈ Td ×R ; −β < y < h(x)}.
We will apply the maximum principle in Ωβ and then let β goes to +∞.
i) This point is well-known in certain communities, but we recall the proof for
the reader’s convenience. We begin by observing that, since Q|y=h = 0, on
the free surface we have |∇x,yQ| = |∂nQ|. So to prove that ∂nQ = − |∇x,yQ|,
it remains only to prove that ∂nQ ≤ 0. To do so, we begin by noticing that
Q is solution to the following elliptic problem
∆x,yQ = 0, Q|y=h = 0.
We will apply the maximum principle in Ωβ with β large enough. In view
of (3.2), there is β > 0 such that
∀y ≤ −β
2
, ‖∂yϕ(·, y)‖L∞(Td) ≤
1
2
.
In particular, on {y = −β}, there holds
(3.11) ∀y ≤ −β
2
, ∀x ∈ Td, ∂yQ(x, y) = ∂yϕ(x, y)− 1 ≤ −1
2
.
On the other hand, by using the classical maximum principle for harmonic
functions in Ωβ, we see that Q reaches its minimum on the boundary ∂Ωβ.
In light of (3.11), the minimum is not attained on {y = −β}, so it is attained
on Σ. Since Q vanishes there, this means that Q ≥ 0 in Ωβ. This immedi-
ately implies the wanted result ∂nQ ≤ 0. In addition, since the boundary is
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smooth, we can apply the classical Hopf–Zaremba’s principle to infer that
∂nQ < 0 on Σ.
Let us now prove that a > 0. Recall that, by notation, ∇ denotes the
gradient with respect to the horizontal variable only, ∇ = (∂x1 , . . . , ∂xd)t.
Since Q vanishes on Σ, we have
(3.12) 0 = ∇(Q|y=h) = (∇Q)|y=h + (∂yQ)|y=h∇h,
which implies that, on y = h we have,
a = −(∂yQ)|y=h = − 1
1 + |∇h|2
(
∂yQ|y=h −∇h · (∇Q)|y=h
)
(3.13)
= − 1√
1 + |∇h|2 ∂nQ.
Since ∂nQ < 0 on Σ, this implies that a is a positive function. Eventually,
remembering that n = 1√
1+|∇h|2
(−∇h
1
)
and using (3.12), we verify that
n = − ∇x,yQ|∇x,yQ| ·
This completes the proof of statement i).
ii) Since the function−∂yQ is harmonic in Ω, the maximum principle applied
in Ωβ implies that −∂yQ reaches is minimum on the boundary ∂Ωβ, so
−∂yQ ≥ min
{
inf
Σ
(−∂yQ), inf{y=−β}(−∂yQ)
}
.
By letting β goes to +∞, we obtain (3.9) since −∂yQ converges to 1 (see (3.2)
applied with α = 0 and β = 1). This in turn implies (3.8) in view of the
fact that a > 0, as proved in the previous point.
iii) Since we assume that h is smooth, the function Q belongs to C∞(Ω).
As a consequence, to prove that |∇x,yQ| is smooth, it is sufficient to prove
that |∇x,yQ|2 is bounded from below by a positive constant, which is an
immediate consequence of (3.8).
iv) Since Q is an harmonic function, we have
∆x,y |∇x,yQ|2 = 2
∣∣∇2x,yQ∣∣ ≥ 0.
Consequently, the maximum principle for sub-harmonic functions implies
that
sup
Ωβ
|∇x,yQ|2 = sup
∂Ωβ
|∇x,yQ|2 ,
where Ωβ is as above. By letting β goes to +∞, we obtain that
(3.14) sup
Ω
|∇x,yQ|2 = max
{
sup
Σ
|∇x,yQ|2 , 1
}
,
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where we used as above that |∇x,yQ| tends to 1 when y goes to −∞. We
are thus reduced to estimating |∇x,yQ|2 on Σ. To do so, observe that the
identity (3.12) implies that, on Σ, we have
(3.15) |∇x,yQ|2 = (1 + |∇h|2)(∂yQ)2 = (1 + |∇h|2)a2.
Using the computations already performed in (3.13) and remembering that
Q = ϕ− y, we obtain
a = − 1
1 + |∇h|2
(
− 1 + ∂yϕ|y=h −∇h · (∇ϕ)|y=h
)
.
On the other, since ϕ is the harmonic extension of h, by definition of the
Dirichlet-to-Neumann operator G(h), one has
G(h)h = ∂yϕ|y=h −∇h · (∇ϕ)|y=h.
We conclude that
a =
1−G(h)h
1 + |∇h|2 ,
which in turn implies that
(1 + |∇h|2)a2 = (1−G(h)h)
2
1 + |∇xh|2 .
By combining this with (3.14) and (3.15), we conclude the proof of state-
ment iv). 
3.2. The key functional identity. Let us recall some notations: we
denote by κ the mean curvature
(3.16) κ = − div
(
∇h√
1 + |∇h|2
)
.
Also, we denote by ϕ = ϕ(x, y) the harmonic extension of h in Ω given
by (3.4) and we use the notation
Q(x, y) = ϕ(x, y) − y.
Proposition 3.4. Let d ≥ 1, assume that h : Td → R is a smooth function
and set
J(h) :=
∫
Td
κG(h)hdx.
Then
(3.17) J(h) =
∫∫
Ω
|∇x,yQ|2
∣∣∇2x,yQ∣∣2 − |∇x,yQ · ∇x,y∇x,yQ|2
|∇x,yQ|3
dy dx ≥ 0.
Remark 3.5. i) Since |∇x,yQ| ≥ |∂yQ|, it follows from (3.8) and the posi-
tivity of the Taylor coefficient a (see statement i) in Proposition 3.2) that
|∇x,yQ| is bounded by a positive constant on Ω. On the other hand, di-
rectly from (3.2), the function |∇x,yQ|2
∣∣∇2x,yQ∣∣2−|∇x,yQ · ∇x,y∇x,yQ|2
belongs to L2(Ω). It follows that the right-hand side of (3.17) is a well
defined integral.
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ii) To clarify notations, set ∂i = ∂xi for 1 ≤ i ≤ n and ∂n+1 = ∂y. Then

∣∣∇2x,yQ∣∣2 = ∑
1≤i,j≤n+1
(∂i∂jQ)
2,
|∇x,yQ · ∇x,y∇x,yQ|2 =
∑
1≤i≤n+1
( ∑
1≤j≤n+1
(∂jQ)∂i∂jQ
)2
.
So, it follows from the Cauchy-Schwarz inequality that
(3.18) |∇x,yQ · ∇x,y∇x,yQ|2 ≤ |∇x,yQ|2
∣∣∇2x,yQ∣∣2 .
This shows that J(h) ≥ 0.
iii) If d = 1, then one can simplify the previous expression. Remembering
that ∆x,yQ = 0, one can verify that
J(h) =
1
2
∫∫
Ω
∣∣∇2x,yQ∣∣2
|∇x,yQ| dy dx.
Notice that, for the Hele-Shaw equation, one has a uniform in time
estimate for |∇x,yQ| as explained in Remark 3.3. Consequently, J(h)
controls the L2-norm of the second-order derivative of Q.
Proof. To prove Proposition 3.4, the main identity is given by the
following result.
Lemma 3.6. There holds
(3.19) J(h) =
∫
Σ
∂n |∇x,yQ| dHd,
where Σ = {y = h(x)}.
Proof. By definition of the Dirichlet-to-Neumann operator, one has
G(h)h =
√
1 + |∇h|2∂nϕ|y=h,
so ∫
Td
κG(h)hdx =
∫
Td
κ∂nϕ
√
1 + |∇h|2 dx.
Using the expression (3.6) for the normal n, we observe that
∂nQ = ∂nϕ− 1√
1 + |∇h|2 .
Directly from the definition (3.16) of κ, we get that∫
Td
κdx = 0.
So by combining the previous identities, we deduce that
J(h) =
∫
Td
κ (∂nQ)|y=h
√
1 + |∇h|2 dx,
which can be written under the form
(3.20) J(h) =
∫
Σ
κ∂nQ dHd.
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For this proof only, to simplify notations, we will write simply ∇ and ∆
instead of ∇x,y and ∆x,y. Now, we recall from Proposition 3.2 that, on the
free surface Σ, we have
(3.21) ∂nQ = − |∇Q| and n = − ∇Q|∇Q| .
It follows that
κ = − divx,y
( ∇Q
|∇Q|
)
,
and
(3.22)
∫
Σ
κ∂nQ dHd =
∫
Σ
div
( ∇Q
|∇Q|
)
|∇Q|dHd.
Remembering that div∇Q = 0, one can further simplify:
div
( ∇Q
|∇Q|
)
|∇Q| = div
( ∇Q
|∇Q| |∇Q|
)
− ∇Q|∇Q| · ∇ |∇Q|
= div∇Q− ∇Q|∇Q| · ∇ |∇Q|
= − ∇Q|∇Q| · ∇ |∇Q| ·
Now, we use again the identity n = − ∇Q|∇Q| to infer that, on Σ, we have
div
( ∇Q
|∇Q|
)
|∇Q| = n · ∇ |∇Q| = ∂n |∇Q| .
Consequently, it follows from (3.20) and (3.22) that
J(h) =
∫
Σ
∂n |∇Q|dHd.
This completes the proof of the lemma. 
We have proved that J(h) is equal to the integral over Σ of ∂n |∇Q|. This
suggests to apply the Stokes’ theorem. To do so, as in the proof of Proposi-
tion 3.2, it is convenient to truncate the domain Ω to work with a compact
domain. Again, we consider β > 0 such that the hyperplane {y = −β} is
located underneath the free surface Σ and set
Ωβ = {(x, y) ∈ Td ×T ; −β < y < h(x)}.
Let us check that the contribution from the fictitious bottom disappears
when β goes to +∞.
Lemma 3.7. Denote by Γβ the bottom Γβ = {(x, y) ∈ Td × R ; y = −β}.
Then
(3.23) lim
β→+∞
∫
Γβ
∂n |∇Q|dHd = 0.
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Proof. We have∫
Γβ
∂n |∇Q|dHd = −
∫
Td
∂y |∇Q|dx = −
∫
Td
∇xQ · ∇x∂yQ+ ∂yQ∂2yQ
|∇Q| dx.
As we have seen in Remark 3.5, the function |∇Q| is bounded from below
by a positive constant in Ω. Consequently, it is bounded from below on Γβ
uniformly with respect to β. On the other hand, it follows from (3.2) that
lim
β→+∞
∥∥(∇xQ · ∇x∂yQ+ ∂yQ∂2yQ)(·,−β)∥∥L∞(Td) = 0.
This immediately gives the wanted result. 
Now, we are in position to conclude the proof. It follows from (3.19) that
J(h) =
∫
∂Ωβ
∂n |∇Q|dHd −
∫
Γβ
∂n |∇Q|dHd.
Now, remembering that |∇Q| belongs to C∞(Ω) (see statement iii) in Propo-
sition 3.2), one may apply the Stokes’ theorem to infer that
J(h) =
∫
Ωβ
∆ |∇Q|dy dx−
∫
Γβ
∂n |∇Q|dHd.
Since |∇Q| > 0 belongs to C∞(Ω), one can compute ∆ |∇Q|. To do so, we
apply the general identity
∆u2 = 2u∆u+ 2 |∇u|2 ,
with u = |∇Q|. This gives that
∆ |∇Q| = 1
2 |∇Q|
(
∆ |∇Q|2 − 2 |∇ |∇Q||2
)
=
1
2 |∇Q|
(
∆ |∇Q|2 − 2 |∇Q · ∇∇Q|
2
|∇Q|2
)
.
On the other hand, since ∆Q = 0, one has
∆ |∇Q|2 =
∑
1≤j,k≤n+1
∂2j (∂kQ)
2 = 2
∑
1≤j,k≤n+1
(∂j∂kQ)
2 = 2
∣∣∇2Q∣∣2 .
By combining the two previous identities, we conclude that
∆ |∇Q| = 1|∇Q|3
(
|∇Q|2 ∣∣∇2Q∣∣2 − |∇Q · ∇∇Q|2 ).
As we have seen in Remark 3.5, the previous term is integrable on Ω. So,
we can use the dominated convergence theorem and let β goes to +∞.
Then (3.23) implies that the contribution from the bottom disappears from
the limit and we obtain the wanted result (3.17). This completes the proof.

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3.3. Proof of Theorem 2.1. We are now ready to prove Theorem 2.1.
Let (g, µ) ∈ [0,+∞)2 and assume that h is a smooth solution to
∂th+G(h)(gh + µκ) = 0.
We want to prove that
d
dt
∫
Td
h2 dx ≤ 0 and d
dt
Hd(Σ) ≤ 0.
Multiplying the equation ∂th+G(h)(gh+µκ) = 0 by h and integrating over
Td, one obtains that
(3.24)
1
2
d
dt
∫
Td
h2 dx = −g
∫
Td
hG(h)hdx− µ
∫
Td
hG(h)κdx.
The first term in the right-hand side is non-positive since G(h) is a non-
negative operator. Indeed, as we recalled in the introduction, considering
an arbitrary function ψ and denoting by ϕ its harmonic extension, it follows
from Stokes’ theorem that
(3.25)
∫
Td
ψG(h)ψ dx =
∫
∂Ω
ϕ∂nϕdHd =
∫∫
Ω
|∇x,yϕ|2 dy dx ≥ 0.
This proves that
−g
∫
Td
hG(h)hdx ≤ 0.
We now prove that the second term in the right-hand side of (3.24) is also
non-positive. To see this, we use (3.17) and the fact that G(h) is self-adjoint:∫
Td
hG(h)κdx =
∫
Td
κG(h)hdx = J(h) ≥ 0.
This proves that
d
dt
∫
Td
h2 dx ≤ 0.
It remains to prove that ddtHd(Σ) ≤ 0. Write
d
dt
Hd(Σ) = d
dt
∫
Td
√
1 + |∇h|2 dx
=
∫
Td
∇x(∂th) · ∇xh√
1 + |∇h|2 dx
=
∫
Td
(∂th)κdx,
to obtain
d
dt
Hd(Σ) = −µ
∫
Td
κG(h)κdx− gJ(h) ≤ 0,
where we used again (3.17) and the property (3.25) applied with ψ = κ.
This completes the proof.
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4. Strong decay for the Hele-Shaw equation
In this section we prove Theorem 2.3 about the monotonicity of J(h) for
solutions of the Hele-Shaw equation. Recall that, by notation,
J(h) =
∫
Td
κG(h)hdx where κ = − div
(
∇h√
1 + |∇h|2
)
.
We want to prove that J(h) is non-increasing under a mild-smallness as-
sumption on ∇x,th at initial time.
Proposition 4.1. Assume that h is a smooth solution to the Hele-Shaw
equation ∂th+G(h)h = 0. Then
(4.1)
d
dt
J(h) +
∫
Td
|∇∂th|2 +
∣∣∇2h∣∣2
(1 + |∇h|2)3/2 dx−
∫
T
κθ dx ≤ 0,
where
(4.2) θ = G(h)
(
|∇t,xh|2
1 + |∇h|2
)
− div
(
|∇t,xh|2
1 + |∇h|2∇h
)
,
with |∇t,xh|2 = (∂th)2+ |∇h|2. In addition, if d = 1 then (4.1) is in fact an
equality.
Proof. If h solves the Hele-Shaw equation ∂th + G(h)h = 0, one can
rewrite J(h) under the form
J(h) = −
∫
Td
κht dx,
where ht as a shorthand notation for ∂th. Consequently,
(4.3)
d
dt
J(h) +
∫
Td
κtht dx+
∫
Td
κhtt dx = 0.
Let us compute the first integral. To do so, we use the Leibniz rule and then
integrate by parts, to obtain∫
Td
κtht dx = −
∫
Td
div
(
∇ht√
1 + |∇h|2 −
∇h · ∇ht
(1 + |∇h|2)3/2∇h
)
ht dx
=
∫
Td
(1 + |∇h|2) |∇ht|2 − (∇h · ∇ht)2
(1 + |∇h|2)3/2 dx.
Now, the Cauchy-Schwarz inequality implies that
(1 + |∇h|2) |∇ht|2 − (∇h · ∇ht)2 ≥ |∇ht|2 .
(Notice that this is an equality in dimension d = 1.) It follows from (4.3)
that
(4.4)
d
dt
J(h) +
∫
Td
|∇ht|2
(1 + |∇h|2)3/2 dx+
∫
Td
κhtt dx ≤ 0.
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We now move to the most interesting part of the proof, which is the study
the second term
∫
κhtt. The main idea is to use the fact that the Hele-
Shaw equation can be written under the form of a modified Laplace equa-
tion. Let us pause to recall this argument introduced in [2]. For the reader
convenience, we begin by considering the linearized equation, which reads
∂th+G(0)h = 0. Since the Dirichlet-to-Neumann operator G(0) associated
to a flat half-space is given by G(0) = |D|, that is the Fourier multiplier
defined by |D|eix·ξ = |ξ|eix·ξ, the linearized Hele-Shaw equation reads
∂th+ |D| h = 0.
Since − |D|2 = ∆, we find that
∆t,xh = ∂
2
t h+∆h = 0.
The next result generalizes this observation to the Hele-Shaw equation.
Theorem 4.2 (from [2]). Consider a smooth solution h to ∂th+G(h)h = 0.
Then
(4.5) ∆t,xh+B(h)
∗( |∇t,xh|2 ) = 0,
where B(h)∗ is the adjoint (for the L2(Td)-scalar product) of the operator
defined by
B(h)ψ = ∂yH(ψ)|y=h,
where H(ψ) is the harmonic extension of ψ, solution to
∆x,yH(ψ) = 0 in Ω, H(ψ)|y=h = ψ.
We next replace the operator B(h)∗ by an explicit expression which is easier
to handle. Directly from the definition of B(h) and the chain rule, one can
check that (see for instance Proposition 5.1 in [5]),
B(h)ψ =
G(h)ψ +∇h · ∇ψ
1 + |∇h|2 ·
Consequently,
B(h)∗ψ = G(h)
(
ψ
1 + |∇h|2
)
− div
(
ψ
1 + |∇h|2∇h
)
.
It follows that
(4.6) B(h)∗
( |∇t,xh|2 ) = θ,
where θ is as defined in the statement of Proposition 4.1.
We now go back to the second term in the right-hand side of (4.4) and write
that ∫
Td
κhtt dx =
∫
Td
κ∆t,xhdx−
∫
Td
κ∆hdx.
(To clarify notations, recall that ∆ denotes the Laplacian with respect to
the variable x only.) By plugging this in (4.4) and using (4.5)–(4.6), we get
d
dt
J(h) +
∫
Td
|∇ht|2
(1 + |∇h|2)3/2 dx−
∫
T
κθ dx−
∫
Td
κ∆hdx ≤ 0.
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As a result, to complete the proof of Proposition 4.1, it remains only to show
that
(4.7) −
∫
Td
κ∆hdx ≥
∫
Td
|∇2h|2
(1 + |∇h|2)3/2 dx.
Notice that in dimension d = 1, we have
κ = − ∂
2
xh
(1 + (∂xh)2)3/2
,
so (4.7) is in fact an equality. To prove (4.7) in arbitrary dimension, we
begin by applying the Leibniz rule to write
(4.8) − κ = ∆h√
1 + |∇h|2 −
∇h⊗∇h : ∇2h
(1 + |∇h|2)3/2 ,
where we use the standard notations ∇h⊗∇h = ((∂ih)(∂jh))1≤i,j≤d, ∇2h =
(∂i∂jh)1≤i,j≤d together with A : B =
∑
i,j aijbij . So,
(4.9) −
∫
Td
κ∆hdx =
∫
Td
(∆h)2√
1 + |∇h|2 dx−
∫
Td
(∆h)∇h⊗∇h : ∇2h
(1 + |∇h|2)3/2 dx.
On the other hand, by integrating by parts twice, we get∫
Td
(∆h)2√
1 + |∇h|2 dx =
=
∑
i,j
∫
Td
(∂2i h)(∂
2
j h)√
1 + |∇h|2 dx
=
∑
i,j
∫
Td
(∂i∂jh)
2√
1 + |∇h|2 dx
+
∑
i,j,k
(∂ih)(∂kh)(∂
2
j h)(∂i∂kh)− (∂ih)(∂kh)(∂i∂jh)(∂j∂kh)
(1 + |∇h|2)3/2 dx
=
∫
Td
(1 + |∇h|2)
∣∣∇2h∣∣2 + (∆h)∇h⊗∇h : ∇2h− (∇h · ∇2h)2
(1 + |∇h|2)3/2 dx.
By combining this with (4.9) and simplifying, we obtain
−
∫
Td
κ∆hdx =
∫
Td
(1 + |∇h|2) ∣∣∇2h∣∣2 − (∇h · ∇∇h)2
(1 + |∇h|2)3/2 dx.
Now, by using the Cauchy-Schwarz inequality in Rd, we obtain the wanted
inequality (4.7), and the proposition follows. 
In view of the previous proposition, to prove that J(h) is non-increasing,
it remains to show that the last term in the left-hand side of (4.1) can be
absorbed by the second one. It does not seem feasible to get such a result by
exploiting some special identity for the solutions, but, as we will see, we do
have an inequality which holds under a very mild smallness assumption. We
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begin by making a smallness assumption on the space and time derivatives
of the unknown h. We will next apply a maximum principle to bound these
derivatives in terms of the initial data only.
Lemma 4.3. Let cd < 1/2 and assume that
(4.10) sup
t,x
|∇h(t, x)|2 ≤ cd, sup
t,x
(ht(t, x))
2 ≤ cd.
Then
(4.11)
∫
Td
κθ dx ≤ γd
∫
Td
|∇ht|2 +
∣∣∇2h∣∣2
(1 + |∇h|2)3/2 dx
with
γd = 2cd
(
d+
(
d+
√
d
)
cd
)
+ 4
(
cd (d+ (d+ 1)cd)
(
12
1− 2cd + 1
)) 1
2
.
Proof. To shorten notations, let us set
H :=
∫
Td
|∇ht|2 +
∣∣∇2h∣∣2
(1 + |∇h|2)3/2 dx,
and
ζ :=
|∇t,xh|2
1 + |∇h|2 =
(∂th)
2 + |∇h|2
1 + |∇h|2 .
Then, by definition of θ (see (4.2)), we have
θ = G(h)ζ − div(ζ∇h) = I1 + I2,
with
I1 = −ζ∆h
and
I2 = G(h)ζ −∇ζ · ∇h.
We will study the contributions of I1 and I2 to
∫
κθ dx separately.
1) Contribution of I1. We claim that
(4.12) −
∫
Td
κζ∆hdx ≤
∫
Td
ζ
(
d+ (d+
√
d)|∇h|2
) |∇∇h|2
(1 + |∇h|2)3/2 dx.
To see this, we use again (4.8), to write
−κζ∆h = ζ (∆h)
2√
1 + |∇h|2 − ζ
(∆h)∇h⊗∇h : ∇2h
(1 + |∇h|2)3/2 .
Then we recall that for all v : Rd 7→ Rd
(div v)2 =
∑
i
∑
j
∂ivi∂jvj ≤
∑
i
∑
j
1
2
(
(∂ivi)
2 + (∂jvj)
2
) ≤ d|∇u|2,
and therefore
(4.13) (∆h)2 ≤ d |∇∇h|2.
Then, by using the Cauchy-Schwarz inequality, we prove the claim (4.12).
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Now, observe that, by definition of ζ we have ζ ≤ |∇t,xh|2. So, by assump-
tion (4.10), we deduce that
ζ
(
d+ (d+
√
d)|∇h|2
)
≤ |∇t,xh|2
(
d+ (d+
√
d)|∇h|2
)
≤ 2cd
(
d+ (d+
√
d)cd
)
.
Therefore, it follows from (4.12) that
(4.14) −
∫
Td
κζ∆hdx ≤ 2cd
(
d+ (d+
√
d)cd
)
H.
2) Contribution of I2. We now estimate the quantity
(4.15)
∫
Td
κ
(
G(h)ζ − κ∇ζ · ∇h) dx.
We will prove that the absolute value of this term is bounded by
(4.16) 4
(
cd (d+ (d+ 1)cd)
(
12
1− 2cd + 1
)) 1
2
H.
By combining this estimate with (4.14), this will imply the wanted inequal-
ity (4.11).
To begin, we apply the Cauchy-Schwarz inequality to bound the absolute
value of (4.15) by(∫
Td
(1 + |∇h|2)3/2κ2 dx
) 1
2
(∫
Td
(G(h)ζ −∇ζ · ∇h)2
(1 + |∇h|2)3/2 dx
) 1
2
.
We claim that
(4.17)
∫
Td
(1 + |∇h|2)3/2κ2 dx ≤ 2(d+ (d+ 1)cd)H,
and
(4.18)
∫
Td
(G(h)ζ −∇ζ · ∇h)2
(1 + |∇h|2)3/2 dx ≤ 8cd
(
12
1− 2cd
+ 1
)
H.
It will follow from these claims that the absolute value of (4.15) is bounded
by (4.16), which in turn will complete the proof of the lemma.
We begin by proving (4.17). Recall from (4.8) that
(4.19) − κ = ∆h√
1 + |∇h|2 −
∇h⊗∇h : ∇2h
(1 + |∇h|2)3/2 ,
and therefore, using the inequality (∆h)2 ≤ d |∇∇h|2 (see (4.13)),
κ2 ≤ 2(d+ (d+ 1)|∇h|2) |∇∇h|2
(1 + |∇h|2)3 ,
which implies (4.17), remembering that |∇h|2 ≤ cd, by assumption (4.10).
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We now move to the proof of (4.18). Since
(G(h)ζ −∇ζ · ∇h)2
(1 + |∇h|2)3/2 ≤ 2(G(h)ζ)
2 + 2 |∇ζ|2 ,
it is sufficient to prove that
(4.20)
∫
Td
(G(h)ζ)2 dx+
∫
Td
|∇ζ|2 dx ≤ 4cd
(
12
1− 2cd
+ 1
)
H.
To establish (4.20), the crucial point will be to bound the L2-norm of G(h)ζ
in terms of the L2-norm of ∇ζ. Namely, we now want to prove the following
estimate: if |∇h|2 ≤ cd with cd < 1/2, then
(4.21)
∫
Td
(G(h)ζ)2 dx ≤ 12
1− 2cd
∫
Td
|∇ζ|2 dx.
To do so, we use the following inequality1 (proved in Appendix C):
(4.22)
∫
Td
(G(h)ζ)2 dx ≤
∫
Td
(1 + |∇h|2)|∇ζ − B∇h|2 dx,
where
(4.23) B = G(h)ζ +∇ζ · ∇h
1 + |∇h|2 .
Then, by replacing B in (4.22) by its expression (4.23), we obtain∫
Td
(G(h)ζ)2 dx
≤
∫
Td
(1 + |∇h|2)
∣∣∣∣ (1 + |∇h|2)Id−∇h⊗∇h1 + |∇h|2 ∇ζ − G(h)ζ1 + |∇h|2∇h
∣∣∣∣
2
dx.
So, expanding the right-hand side and simplyfying, we get∫
Td
1− |∇h|2
1 + |∇h|2 (G(h)ζ)
2 dx
=
∫
Td
|((1 + |∇h|2)Id−∇h⊗∇h)∇ζ|2
1 + |∇h|2 dx
− 2
∫
Td
∇h ·
(
((1 + |∇h|2)Id−∇h⊗∇h)∇ζ)
1 + |∇h|2 G(h)ζ dx.
Hence, by using the Young inequality,∫
Td
1− |∇h|2
1 + |∇h|2 (G(h)ζ)
2 dx ≤
∫
Td
∣∣(1 + |∇h|2)Id−∇h⊗∇h∣∣2
1 +∇h|2 |∇ζ|
2 dx
+
∫
Td
|∇h|2
1 + |∇h|2 (G(h)ζ)
2 dx
+
∫
Td
|(1 + |∇h|2)Id−∇h⊗∇h|2
1 + |∇h|2 |∇ζ|
2 dx.
1This inequality belongs to the family of Rellich type inequalities, which give a control
on the boundary of the normal derivative in terms of the tangential one.
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Now we write
|((1 + |∇h|2)Id−∇h⊗∇h)|2
1 + |∇h|2 ≤
(1 + 2|∇h|2)2
1 + |∇h|2 ,
to obtain∫
T
1− 2|∇h|2
1 + |∇h|2 (G(h)ζ)
2 dx ≤ 2
∫
T
(1 + 2|∇h|2)2
1 + |∇h|2 |∇ζ|
2 dx.
Now, recalling that |∇h|2 ≤ cd < 1/2, we get∫
T
(G(h)ζ)2 dx ≤ 2(1 + cd)(1 + 2cd)
2
1− 2cd
∫
T
|∇ζ|2 dx ≤ 12
1− 2cd
∫
T
|∇ζ|2 dx.
In view of (4.21), to prove the wanted inequality (4.20), we are reduced to
establishing ∫
T
|∇ζ|2 dx ≤ 4cd
∫
T
|∇ht|2 + |∇∇h|2
(1 + |∇h|2)3/2 dx.
Since
∇ζ = 2 ht
(1 + |∇h|2)1/4
∇ht
(1 + |∇h|2)3/4 + 2
(1− (ht)2)∇h
(1 + |∇h|2)5/4 ·
∇∇h
(1 + |∇h|2)3/4 ,
the latter inequality will be satisfied provided that(
(1− (ht)2)|∇h|
)2
(1 + |∇h|2)5/2 ≤ cd,
(ht)
2
(1 + |∇h|2)1/2 ≤ cd
The latter couple of conditions are obviously satisfied when
(4.24) |∇h|2 ≤ cd, |ht|2 ≤ cd with cd < 1
2
.
This completes the proof of Lemma 4.3. 
We are now in position to complete the proof. Recall that Proposition 4.1
implies that
d
dt
J(h) +
∫
Td
|∇∂th|2 +
∣∣∇2h∣∣2
(1 + |∇h|2)3/2 dx ≤
∫
T
κθ dx.
On the other hand, Lemma 4.3 implies that∫
T
κθ dx ≤ γd
∫
Td
|∇∂th|2 +
∣∣∇2h∣∣2
(1 + |∇h|2)3/2 dx,
with
γd = 2cd
(
d+
(
d+
√
d
)
cd
)
+ 4
(
cd (d+ (d+ 1)cd)
(
12
1− 2cd
+ 1
)) 1
2
,
provided
(4.25) sup
t,x
|∇h(t, x)|2 ≤ cd, sup
t,x
(ht(t, x))
2 ≤ cd.
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We now fix cd ∈ [0, 1/4] by solving the equation γd = 1/2 (the latter equation
has a unique solution since cd 7→ γd is strictly increasing). It follows that,
(4.26)
d
dt
J(h) +
1
2
∫
Td
|∇∂th|2 +
∣∣∇2h∣∣2
(1 + |∇h|2)3/2 dx ≤ 0.
The expected decay of J(h) is thus seen to hold as long as the solution
h = h(t, x) satisfies the assumption (4.25). Consequently, to conclude the
proof of Theorem 2.3, it remains only to show that the assumption (4.25)
on the solution will hold provided that it holds initially. To see this, we use
the fact that there is a maximum principle for the Hele-Shaw equation, for
space and time derivatives (the maximum principle for spatial derivatives
is well-known (see [51, 24, 5]), the one for time derivative is given by
Theorem 2.11 in [5]). This means that the assumption (4.24) holds for all
time t ≥ 0 provided that it holds at time 0. This concludes the proof of
Theorem 2.3.
5. On the thin-film equation
The aim of this section is two-fold. Firstly, for the reader’s convenience, we
collect various known results for the equation
∂th− div
(
h∇(gh − µ∆h)) = 0.
Secondly, we study the decay of certain Lebesgue norms for the thin-film
equation
(5.1) ∂th+ div(h∇∆h) = 0.
Recall that we consider only smooth positive solutions. Then, since
∂t
∫
Td
hdx = 0,
and since h = |h|, the L1-norm is preserved and, obviously, it is a Lyapunov
functional. We study more generally the decay of Lebesgue norms
∫
hp dx
with p > 0. The study of this question goes back to the work of Beretta,
Bertsch and Dal Passo [10] and was continued by Dal Passo, Garcke and
Gru¨n [35], Bertsch, Dal Passo, Garcke and Gru¨n [16]. In these papers, it is
proved that ∫
Td
hp dx,
is a Lyapunov functional for 1/2 < p < 2 and d = 1. More recently, Ju¨ngel
and Matthes performed in [50] a systematic study of entropies for the thin-
film equation, based on a computer assisted proof. They obtain the same
result, allowing for the endpoints, that is for 1/2 ≤ p ≤ 2; they give a
complete proof in space dimension d = 1 and sketch the proof of the general
case in Section 5 of their paper. Here, we will not prove any new result, but
we propose a new proof of the fact that
∫
Td
hp dx is a Lyapunov functional
in any dimension d ≥ 1 and for any p in the closed interval [1/2, 2]. Our
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proof is self-contained and elementary. This will allow us to introduce a
functional inequality as well as some integration by parts arguments used
lated to study the Boussinesq equation.
5.1. Classical Lyapunov functionals.
Proposition 5.1. Let (g, µ) ∈ [0,+∞)2 and assume that h is a smooth
positive solution to the thin-film equation
∂th− ∂x
(
h∂x(gh − µ∂2xh)
)
= 0.
Then
d
dt
∫
T
h2 dx ≤ 0 and d
dt
∫
T
(∂xh)
2 dx ≤ 0.
Proof. Multiply the equation by h and integrate by parts. Then
1
2
d
dt
∫
T
h2 dx+ g
∫
T
hh2x dx+ µ
∫
T
hhxhxxx dx = 0.
Now notice that∫
T
hhxhxxx dx = −
∫
T
h2xhxx dx−
∫
T
hh2xx dx = −
∫
T
hh2xx dx.
Consequently,
1
2
d
dt
∫
T
h2 dx+
∫
T
h(gh2x + µh
2
xx) dx = 0.
Similarly, by multiplying the equation by hxx and integrating by parts, one
obtains that
1
2
d
dt
∫
T
h2x dx+
∫
T
h
(
gh2xx + µh
2
xxx
)
dx = 0.
Now, it follows directly from the assumption h ≥ 0 that
d
dt
∫
T
h2 dx ≤ 0 and d
dt
∫
T
(∂xh)
2 dx ≤ 0.
This completes the proof. 
Half of the previous results can be generalized to the d-dimensional case in
a straightforward way.
Proposition 5.2. Let d ≥ 1. If h is a smooth positive solution to the
thin-film equation
(5.2) ∂th+ div
(
h∇∆h) = 0,
then
d
dt
∫
Td
|∇h|2 dx ≤ 0.
If h is a smooth positive solution to
(5.3) ∂th− div
(
h∇h) = 0,
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then
d
dt
∫
Td
h2 dx ≤ 0.
Proof. For the first point, we multiply the equation by −∆h and in-
tegrate by parts. For the second point, we multiply the equation by h and
integrate by parts. 
This raises the question of proving the decay of the L2-norm for (5.2) (resp.
the decay of the L2-norm of ∇h for (5.3)) in arbitrary dimension. We study
these questions in the rest of this section (resp. in Section 6).
5.2. Decay of certain Lebesgue norms. We begin by considering
the special case of the L2-norm. The interesting point is that, in this case,
we are able to prove that it is a Lyapunov functional by means of a very
simple argument.
Proposition 5.3. Let d ≥ 1 and consider a smooth positive solution h
to ∂th+ div(h∇∆h) = 0. Then
(5.4)
d
dt
∫
Td
h(t, x)2 dx+
2
3
∫
Td
h|∇∇h|2 dx+ 1
3
∫
Td
h|∆h|2 dx = 0.
Proof. The energy identity reads
1
2
d
dt
∫
Td
h(t, x)2 dx+ I = 0
where
I = −
∫
Td
h∇h · ∇∆hdx.
Integrating by parts we get
I =
∫
Td
h|∆h|2 dx+
∫
Td
|∇h|2∆hdx = I1 + I2.
We integrate by parts again to rewrite I2 under the form
I2 = −2
∫
Td
((∇h · ∇)∇h) · ∇hdx = 2
∫
Td
h|∇∇h|2 dx− 2I.
It follows that
I =
2
3
∫
Td
h|∇∇h|2 dx+ 1
3
∫
Td
h|∆h|2 dx,
which is the wanted result. 
As explained in the paragraph at the beginning of this section, our main goal
is to give a simple and self-contained proof of the fact that the quantities∫
Td
hp dx are Lyapunov functionals for any d ≥ 1 and any real number p in
[1/2, 2]. To do so, the key ingredient will be a new functional inequality of
independent interest which is given by the following
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Proposition 5.4. For any d ≥ 1, any real number µ and any bounded
positive function θ in H2(Td),
(5.5)
µ2
3
∫
Td
θµ−1
∣∣∇θ∣∣4 dx ≤ ∫
Td
θµ+1(∆θ)2 dx+ 2
∫
Td
θµ+1(∇∇θ)2 dx.
Remark 5.5. Dal Passo, Garcke and Gru¨n proved in [35, Lemma 1.3] the
following identity:∫
Td
f ′(θ) |∇θ|2∆θ dx
= −1
3
∫
Td
f ′′(θ) |∇θ|4 dx
+
2
3
(∫
Td
f(θ)
∣∣∇2θ∣∣2 dx− ∫
Td
f(θ)(∆θ)2 dx
)
.
Assuming that µ 6= −1, by using this equality with f(θ) = θµ, we obtain
that
(5.6)
∫
Td
θµ−1
∣∣∇θ∣∣4 dx
≤ C(µ)
(∫
Td
θµ+1(∆θ)2 dx+
∫
Td
θµ+1(∇∇θ)2 dx
)
.
So (5.5) is a variant of the previous inequality which holds uniformly in µ
(this means that we can consider the case µ = −1 already encountered in
Proposition 2.8, the latter case being important for the application since it
is needed to control the L2-norms).
Proof. The result is obvious when µ = 0 so we assume µ 6= 0 in the
sequel. We then proceed as in the proof of Proposition 2.8. We begin by
writing that∫
Td
θµ−1
∣∣∇θ∣∣4 dx = ∫
Td
1
µ
∇θµ · ∇θ |∇θ|2 dx
= − 1
µ
∫
Td
θµ(∆θ) |∇θ|2 dx
− 2
µ
∫
Td
θµ∇θ · [(∇θ · ∇)∇θ]dx.
Then, by using Cauchy-Schwarz arguments similar to the ones used in the
proof of Proposition 2.8, we infer that∫
Td
θµ−1
∣∣∇θ∣∣4 dx
≤ 1
µ2
((∫
Td
θµ+1(∆θ)2 dx
) 1
2
+ 2
(∫
Td
θµ+1(∇∇θ)2 dx
) 1
2
)2
.
To conclude the proof, it remains only to use the elementary inequality
(x+ 2y)2 ≤ 3(x2 + 2y2). 
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We are now ready to give an elementary proof of the following result.
Proposition 5.6. Consider a real number m in [−1/2, 0) ∪ (0, 1]. Then,
for all smooth solution to ∂th+ div(h∇∆h) = 0,
(5.7)
1
m(m+ 1)
d
dt
∫
Td
hm+1 dx+ Cm
∫
Td
hm−2 |∇h|4 dx ≤ 0,
where
Cm =
1
9
(−2m2 +m+ 1) ≥ 0.
Proof. We begin by multiplying the equation by 1mh
m and integrating
by parts, to get
1
m(m+ 1)
d
dt
∫
Td
hm+1 dx+ Pm = 0 where
Pm = − 1
m
∫
Td
∇hm · (h∇∆h) dx = − ∫
Td
hm∇h · ∇∆hdx.
Now, we use the following trick: there are two possible integrations by parts
to compute an integral of the form
∫
f∇g · ∇∆hdx. Indeed,∫
Td
f(∂ig)(∂i∂
2
j )hdx = −
∫
f(∂2i g)(∂
2
j h) dx−
∫
(∂if)(∂ig)∂
2
j hdx∫
Td
f∂ig∂i∂
2
j hdx = −
∫
f(∂i∂jg)(∂i∂jh) dx−
∫
(∂jf)(∂ig)∂
2
j hdx.
Consequently, one has two different expressions for Πm:
Pm =
∫
Td
hm(∆h)2 dx+m
∫
Td
hm−1 |∇h|2∆hdx,(5.8)
Pm =
∫
Td
hm
∣∣∇2h∣∣2 dx+m ∫
Td
hm−1∇h⊗∇h : ∇2hdx.(5.9)
To exploit the fact that there are two different identities for Pm, we need to
figure out the most appropriate linear combination of (5.8) and (5.9). To
do so, we will exploit the following cancellation
(5.10)
∫ [
f |∇ρ|2∆ρ+ 2f∇∇ρ : ∇ρ⊗∇ρ
]
dx = −
∫
|∇ρ|2∇f · ∇ρdx,
which is proved again by an integration by parts:∫
f(∂iρ)
2∂2j ρdx = −2
∫
f(∂iρ)(∂i∂jρ)∂jρdx−
∫
(∂jf)(∂iρ)
2∂jρdx.
This suggests to add the right-hand side of (5.8) with two times the right-
hand side of (5.9). This implies that
3Pm =
∫
Td
hm
(
2
∣∣∇2h∣∣2 + (∆h)2) dx−m(m− 1)∫
Td
hm−2 |∇h|4 dx.
Now, the functional inequality (5.5) applied with µ = m− 1, implies that∫
Td
hm
(
2
∣∣∇2h∣∣2 + (∆h)2)dx ≥ (m− 1)2
3
∫
Td
hm−2 |∇h|4 dx.
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We thus obtain the wanted lower bound for the dissipation rate:
Pm ≥ Cm
∫
Td
hm−2 |∇h|4 dx with Cm = 1
3
((m− 1)2
3
−m(m− 1)
)
.
Now, it remains only to observe that the above constant Cm is non-negative
when −2m2 +m+ 1 ≥ 0, that is for m in [−1/2, 1]. 
6. The Boussinesq equation
In this section, we begin by studying Lyapunov functionals for the Boussi-
nesq equation
∂th− div(h∇h) = 0.
By a straightforward integration by parts argument, one has the following
Proposition 6.1. Consider a smooth positive solution to
(6.1) ∂th− div(h∇h) = 0.
For any real number m,
(6.2)
d
dt
∫
Td
hm+1 dx+m(m+ 1)
∫
Td
hm|∇h|2 dx = 0,
and
(6.3)
d
dt
∫
Td
h log hdx+
∫
Td
|∇h|2 dx = 0.
We want to seek strong Lyapunov functionals. Recall from Definition 1.1
that I is a strong Lyapunov functional if it decays in a convex manner, in
other words:
d
dt
I ≤ 0 and d
2
dt2
I ≥ 0.
In view of (6.2) and (6.2), we have to find those m for which
d
dt
∫
Td
hm |∇h|2 dx ≤ 0.
As an example we recall that this property holds for m = 2. Indeed, as
explained by Va´zquez in his monograph (see [57, §3.2.4]), by multiplying
the equation by ∂t(h
2), one obtains that
d
dt
∫
Td
h2 |∇h|2 dx ≤ 0.
By combining this with (6.2), we see that the square of the L3-norm is a
strong Lyapunov functional. We will complement this by considering the
square of the Lm+1-norm for 0 ≤ m ≤ (1 + √7)/2. The upper bound is
quite technical. However, for the applications to the classical entropies, the
important cases are the lower bound m = 0 together with m = 1 (this is
because these are the two special results which will be used to prove that the
square of the L2-norm and the Boltzmann’s entropy are strong Lyapunov
functionals).
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We begin by considering the case m = 1. In this case, an application of the
functional inequality given by Proposition 2.8 will allow us to give a very
simple proof of the following
Proposition 6.2. For any smooth positive solution to
(6.4) ∂th− div(h∇h) = 0,
there holds
(6.5)
1
2
d
dt
∫
Td
h |∇h|2 dx+
∫
Td
(1
6
|∇h|4 + 1
2
h2(∆h)2
)
dx ≤ 0.
Remark 6.3. As already mentioned, it follows from (6.2) and (6.5) that
d2
dt2
∫
Td
h2 dx ≥ 0.
This proves that the square of the L2-norm is a strong Lyapunov functional
for the Boussinesq equation.
Proof. The energy equation reads
1
2
d
dt
∫
Td
h2 dx+
∫
Td
h |∇h|2 dx = 0.
Let us study the time derivative of the dissipation rate
∫
h|∇h|2 dx. Since
∂t(h |∇h|2) = (∂th) |∇h|2 + 2h∇h · ∇∂th
= div(h∇h) |∇h|2 + 2h∇h · ∇ div(h∇h),
we have
d
dt
∫
Td
h |∇h|2 dx =
∫
Td
div(h∇h) |∇h|2 dx− 2
∫
Td
(div(h∇h))2 dx.
Remark that
div(h∇h) |∇h|2 = |∇h|4 + h(∆h) |∇h|2 ,
(div(h∇h))2 = h2(∆h)2 + |∇h|4 + 2h(∆h) |∇h|2 .
So we easily verify that
d
dt
∫
Td
h |∇h|2 dx = 1
2
∫
Td
|∇h|4 dx− 3
2
∫
Td
(div(h∇h))2 dx
− 1
2
∫
Td
h2(∆h)2 dx.
Now, we use Proposition 2.8 applied with θ = h2 to write that∫
(div(h∇h))2 dx = 1
4
∫ (
∆h2
)2
dx ≥ 4
9
∫
|∇h|4 dx.
This completes the proof. 
Let us give now a more general result namely
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Proposition 6.4. Consider a smooth positive solution to
(6.6) ∂th− div(h∇h) = 0,
and a real number m in [0, (1 +
√
7)/2]. Then
(6.7)
d
dt
∫
Td
hm |∇h|2 dx+ Im ≤ 0,
with
Im =
m
m+ 1
∫
Td
hm+1|∆h|2 dx+Cm
∫
Td
hm−1|∇h|4 dx,
where
Cm =
m+ 2
m+ 1
(m+ 3)2
36
− m
2 −m+ 2
4
≥ 0.
Remark 6.5. It follows from (6.2) that for all m in [0, (1 +
√
7)/2],
d2
dt2
∫
Td
hm+1 dx ≥ 0.
Similarly, there holds
d2
dt2
∫
Td
h log hdx ≥ 0.
Proof. Starting from
∂t(h
m |∇h|2) = (∂thm) |∇h|2 + 2hm∇h · ∇∂th,
and then using the equation,
∂th
m −mhm−1div(h∇h) = 0,
we deduce that
d
dt
∫
Td
hm |∇h|2 dx =
∫
Td
mhm−1div(h∇h)|∇h|2 dx
+
∫
Td
2hm∇h · ∇div(h∇h) dx.
Now we remark that
hm−1 div(h∇h) |∇h|2 = hm−1|∇h|4 + hm(∆h) |∇h|2
div(hm∇h) div(h∇h) =
(
div
(
h(m+1)/2∇h))2 − (m− 1)2
4
hm−1|∇h|4.
Consequently,
d
dt
∫
Td
hm |∇h|2 dx = m
2 + 1
2
∫
Td
hm−1|∇h|4 dx
+m
∫
Td
hm∆h|∇h|2 dx
− 2
∫
Td
(
div
(
h(m+1)/2∇h))2 dx.
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By integrating by parts twice, we verify that
(m+ 1)
∫
Td
hm |∇h|2∆hdx = −
∫
Td
hm+1(∆h)2 dx
+
∫
Td
div
(
hm+1∇h)∆hdx.
Then, it follows from the equality
div
(
hm+1∇h)∆h = (div (h(m+1)/2∇h))2 − (m+ 1)2
4
hm−1|∇h|4,
that ∫
Td
hm |∇h|2∆hdx = − 1
m+ 1
∫
Td
hm+1(∆h)2 dx
+
1
m+ 1
∫
Td
(
div
(
h(m+1)/2∇h))2 dx
− m+ 1
4
∫
Td
hm−1 |∇h|4 dx.
As a result,
d
dt
∫
Td
hm |∇h|2 dx
=
m2 −m+ 2
4
∫
Td
hm−1|∇h|4 dx
− m
m+ 1
∫
Td
hm+1(∆h)2 dx
− m+ 2
m+ 1
∫
Td
(
div
(
h(m+1)/2∇h))2 dx.
The inequality (5.5) then implies that∫
Td
(
div
(
h(m+1)/2∇h))2 dx ≥ (m+ 3)2
36
∫
Td
hm−1|∇h|4 dx.
Consequently, for any m ≥ 0,
d
dt
∫
Td
hm |∇h|2 dx+ Im ≤ 0,
with
Im =
m
m+ 1
∫
Td
hm+1(∆h)2 dx+ Cm
∫
Td
hm−1|∇h|4 dx,
where
Cm =
m+ 2
m+ 1
· (m+ 3)
2
36
− m
2 −m+ 2
4
.
By performing elementary computations, one verifies that Cm ≥ 0 for all m
in [0, (1 +
√
7)/2], which completes the proof. 
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Appendix A. An application to compressible fluid dynamics
The goal of this appendix is to show that the Sobolev inequality given by
Proposition 2.8 has an important application on the global existence of weak
solutions on the compressible Navier-Stokes with density dependent viscosi-
ties, namely{
∂tρ+ div(ρu) = 0,
∂t(ρu) + div(ρu⊗ u)− 2div(µ(ρ)D(u)) −∇(λ(ρ)divu) +∇p(ρ) = 0,
with D(u) = (∇u+ t∇u)/2, p(s) = asγ with γ > 1 and the initial boundary
conditions
ρ|t=0 = ρ0, ρu|t=0 = m0.
Recently Bresch, Vasseur and Yu [21] obtained the first result with a large
class of given shear and bulk viscosities respectively s 7→ µ(s) and s 7→ λ(s)
in a periodic domain Ω = T3. More precisely, if we assume the shear and
bulk viscosities as
(A.1) µ(ρ) = ρα, λ(ρ) = 2(α − 1)ρα,
then the authors obtained the existence of solutions under the assumption
that
2
3
< α < 4.
The lower bound is a constraint coming naturally from a necessary coercivity
property. The upper-bound is a mathematical constraint due to Lemma 2.1
in [21], which reads as follows: There exists C > 0 independent on α and
ε > 0 as small as we want such that
+∞ > C
ε
∫
ρα|∇∇ρα−1|2 ≥ 4
(3α− 2)2
∫
|∇2ρ(3α−2)/2|2
+
(
1
α
− 1
4
− ε
)
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(3α − 2)4
∫
|∇ρ(3α−2)/4|4.
The constraint α < 4 allows to have two positive terms in the righ-hand side
and therefore some appropriate controls on ρ namely
∇2ρ(3α−2)/2 ∈ L2((0, T ) × T3) and ∇ρ(3α−2)/4 ∈ L4((0, T ) × T3).
Proposition 2.8 allows to compare the first and the second quantity and
therefore to relax the constraint α < 4. More precisely, using such estimate,
it suffices to check that
1
9
+
( 1
α
− 1
4
) 4
(3α − 2)2 > 0,
to get a positive quantity on the right-hand side controlling the H2 deriva-
tives. We can check that it true for all α such that 2/3 < α < +∞. This
implies that the result by Bresch–Vasseur–Yu still holds for any µ and λ
such that
µ(ρ) = ρα, λ(ρ) = 2(α− 1)ρα
with 2/3 < α < +∞.
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Appendix B. Lyapunov functionals for the mean-curvature
equation
Proposition B.1. If h is a smooth solution to the mean-curvature equation
∂th+
√
1 + |∇h|2κ = 0 with κ = − div
(
∇h√
1 + |∇h|2
)
,
then
(B.1)
d
dt
∫
Td
|∇h|2 dx ≤ 0.
Proof. By multiplying the equation by −∆h and integrating by parts,
we find that
d
dt
∫
Td
|∇h|2 dx−
∫
Td
√
1 + |∇h|2κ∆hdx = 0.
Using the Leibniz rule, one has
−
√
1 + |∇h|2κ∆h = (∆h)2 − ∇h · (∇h · ∇∇h)∆h
1 + |∇h|2 .
It follows from the Cauchy-Schwarz inequality that∣∣∣∣∇h · (∇h · ∇∇h)∆h1 + |∇h|2
∣∣∣∣ ≤ ∣∣∇2h∣∣ |∆h| .
Consequently,
−
∫
Td
√
1 + |∇h|2κ∆hdx ≥
∫
Td
(
(∆h)2 − ∣∣∇2h∣∣ |∆h| ) dx.
Now we claim that the above term is non-negative, which in turn will im-
ply the wanted result (B.1). To see this, we first use the Cauchy-Schwarz
inequality to bound this term from below by∫
Td
(∆h)2 dx−
(∫
Td
(∆h)2 dx
) 1
2
(∫
Td
∣∣∇2h∣∣2 dx) 12 ,
and then apply the classical identity (see (2.15))∫
Td
(∆h)2 dx =
∫
Td
|∇h|2 dx,
which can be verified by integrating by parts twice. 
Proposition B.2. If h is a smooth solution to the mean-curvature equation
in space dimension d = 1:
∂th+
√
1 + (∂xh)2κ = 0 with κ = −∂x
(
∂xh√
1 + (∂xh)2
)
,
then the following quantities are Lyapunov functionals:∫
T
h2 dx,
∫
T
(∂th)
2 dx,
∫
T
(1 + (∂xh)
2)κ2 dx.
In addition,
∫
T
h2 dx is a strong Lyapunov functional.
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Proof. If the space dimension d is equal to 1, we have√
1 + (∂xh)2κ = − ∂xxh
1 + (∂xh)2
.
Consequently, the one-dimensional version of the mean-curvature equation
reads
∂th− ∂xxh
1 + (∂xh)2
= 0.
We may further simplify the mean curvature equation by noticing that
(B.2) ∂th+
√
1 + (∂xh)2κ = ∂th− ∂xxh
1 + (∂xh)2
= ∂th− ∂x arctan(∂xh).
This immediately implies that the square of the L2-norm is a Lyapunov
functional:
(B.3)
1
2
d
dt
∫
T
h2 dx = −
∫
T
(∂xh) arctan(∂xh) dx ≤ 0,
since u arctan u ≥ 0 for all u ∈ R.
It also follows from the previous arctan-formulation that the unknown h˙ =
∂th is solution to
∂th˙− ∂x
(
∂xh˙
1 + (∂xh)2
)
= 0.
Multiplying the previous equation by h˙ and integrating by parts in x, we
infer that
d
dt
∫
T
(∂th)
2 dx ≤ 0.
By using the equation for h, this is equivalent to
d
dt
∫
T
(1 + (∂xh)
2)κ2 dx ≤ 0.
Now observe that
∂t
(
(∂xh) arctan(∂xh)
)
= ∂t∂xh
(
arctan(∂xh) +
∂xh
1 + (∂xh)2
)
.
On the other hand, using the equation (B.2), we have
∂t∂xh = ∂x
( ∂xxh
1 + (∂xh)2
)
.
Therefore, integrating by parts, we conclude that
d
dt
∫
T
(∂xh) arctan(∂xh) dx
= −
∫
T
∂xxh
1 + (∂xh)2
∂x
(
arctan(∂xh) +
∂xh
1 + (∂xh)2
)
dx
= −
∫
T
∂xxh
1 + (∂xh)2
· 2∂xxh
(1 + (∂xh)2)2
dx.
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This proves that
d
dt
∫
T
(∂xh) arctan(∂xh) dx = −2
∫
T
κ2 dx ≤ 0.
So, in view of (B.3), we conclude that
d2
dt2
∫
T
h2 dx ≥ 0.
We thus have proved that
d
dt
∫
T
h2 dx ≤ 0 and d
2
dt2
∫
T
h2 dx ≥ 0.
By definition, this means that
∫
T
h2 dx is a strong Lyapunov functional for
the mean-curvature equation. 
The next proposition gives a somewhat surprising property of the Boussinesq
equation, which is directly inspired by the arctan-formulation used above for
the mean-curvature equation.
Proposition B.3. Consider the Boussinesq equation in space dimension 1:
∂th− ∂x(h∂xh) = 0.
Then
d
dt
∫
T
(∂xh) arctan(∂xh) dx ≤ 0.
Proof. As already seen in the previous proof,
∂t
(
(∂xh) arctan(∂xh)
)
= ∂t∂xh
(
arctan(∂xh) +
∂xh
1 + (∂xh)2
)
.
Using the equation
∂t∂xh = ∂
2
x(h∂xh),
and then integrating by parts, we get
d
dt
∫
T
(∂xh) arctan(∂xh) dx = −2
∫
T
∂x(h∂xh)
∂2xh
(1 + (∂xh)2)2
dx = I,
where I reads
I = −
∫
T
2h(∂2xh)
2
(1 + (∂xh)2)2
dx−
∫
T
2(∂xh)
2∂2xh
(1 + (∂xh)2)2
dx.
Note that the second term vanishes since this is the integral of an exact
derivative. So,
d
dt
∫
T
(∂xh) arctan(∂xh) dx+
∫
T
2h(∂2xh)
2
(1 + (∂xh)2)2
dx = 0,
which implies the wanted conclusion. 
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Appendix C. A Rellich type estimate
This appendix gives a proof of the inequality (4.22).
Lemma C.1. For any smooth functions h and ζ in C∞(Td), there holds
(C.1)
∫
Td
(G(h)ζ)2 dx ≤
∫
Td
(1 + |∇h|2)|∇ζ − B∇h|2 dx,
where
(C.2) B = G(h)ζ +∇ζ · ∇h
1 + |∇h|2 .
Remark C.2. i) This inequality extends to functions which are not smooth.
ii) This generalizes an estimate proved in [3] when d = 1, for the Dirichlet-
to-Neumann operator associated to a domain with finite depth. When d = 1,
the main difference is that this is an identity (and not only an inequality).
This comes from the fact that, in the proof below, to derive (C.5) we use the
inequality (∇h · V)2 ≤ |∇h|2 · |V|2, which is clearly an equality when d = 1.
Proof. We follow the analysis in [3]. Set
Ω = {(x, y) ∈ Td ×R ; y < h(x)},
and denote by φ the harmonic function defined by
(C.3)
{
∆x,yφ = 0 in Ω = {(x, y) ∈ T×R ; y < h(x)},
φ(x, h(x)) = ζ(x).
As recalled in Lemma 3.1, this is a classical elliptic boundary problem, which
admits a unique smooth solution. Moreover, it satisfies
(C.4) lim
y→−∞ supx∈Td
|∇x,yφ(x, y)| = 0.
Introduce the notations
V = (∇φ)|y=h, B = (∂yφ)|y=h.
(We parenthetically recall that ∇ denotes the gradient with respect to the
horizontal variables x = (x1, . . . , xd) only.) It follows from the chain rule
that
V = ∇ζ − B∇h,
while B is given by (C.2). On the other hand, by definition of the Dirichlet-
to-Neumann operator, one has the identity
G(h)ζ =
(
∂yφ−∇h · ∇φ
)
|y=h,
so
G(h)ζ = B −∇h · V.
Squaring this identity yields
(G(h)ζ)2 = B2 − 2B∇h · V + (∇h · V)2.
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Since (∇h · V)2 ≤ |∇h|2 · |V|2, this implies the inequality:
(C.5) (G(h)ζ)2 ≤ B2 − |V|2 − 2B∇h · V + (1 + |∇h|2)V2.
Integrating this gives∫
Td
(G(h)ζ)2 dx ≤
∫
Td
(1 + |∇h|2) |V|2 dx+R,
where
R =
∫
Td
(
B2 − |V|2 − 2B∇h · V
)
dx.
Since |V| = |∇ζ − B∇h|, we immediately see that, to obtain the wanted
estimate (C.1), it is sufficient to prove that R = 0. To do so, we begin by
noticing that R is the flux associated to a vector field. Indeed,
R =
∫
∂Ω
X · n dHd
where X : Ω→ Rd+1 is given by
X = (−(∂yφ)∇φ; |∇φ|2 − (∂yφ)2).
Then the key observation is that this vector field satisfies divx,yX = 0 since
∂y
(
(∂yφ)
2 − |∇φ|2)+ 2div ((∂yφ)∇φ) = 2(∂yφ)∆x,yφ = 0,
as can be verified by an elementary computation. Now, we see that the
cancellation R = 0 comes from the Stokes’ theorem. To rigorously justify
this point, we truncate Ω in order to work in a smooth bounded domain.
Given a parameter β > 0, set
Ωβ = {(x, y) ∈ Td ×R ;−β < y < h(x)}.
An application of the divergence theorem in Ωβ gives that
0 =
∫∫
Ωβ
divx,yX dy dx = R+
∫
{y=−β}
X · (−ey) dx,
where ey is the vector (0, . . . , 0, 1) in R
d+1. Sending β to +∞ and remem-
bering that X converges to 0 uniformly when y goes to −∞ (see (C.4)), we
obtain the expected result R = 0. This completes the proof. 
Appendix D. Darcy’s law
In this appendix, we recall the derivation of the Hele-Shaw and Mullins-
Sekerka equations. These equations dictate the dynamics of the free surface
of an incompressible fluid evolving according to Darcy’s law. Consider a
time-dependent fluid domain Ω of the form:
Ω(t) = {(x, y) ∈ Td ×R ; y < h(t, x)}.
The Darcy’s law stipulates that the velocity v : Ω→ Rd+1 and the pressure
P : Ω→ R satisfy the following equations:
divx,y v = 0 and v = −∇x,y(P + gy) in Ω,
42
where g > 0 is the acceleration of gravity. In addition, one assumes that
lim
y→−∞ v = 0
and that, on the free surface ∂Ω, the normal component of v coincides with
the normal component of the velocity of free surface, which implies that
∂th =
√
1 + |∇h|2 v · n on y = h,
where ∇ = ∇x and n is the outward unit normal to ∂Ω, given by
n =
1√
1 + |∇h|2
(−∇h
1
)
.
The final equation states that the restriction of the pressure to the free
surface is proportional to the mean curvature:
P = µκ on ∂Ω,
where the parameter µ belongs to [0, 1] and κ is given by (1.1).
Now we notice that ∆x,y(P + gy) = divx,y v = 0 so P + gy is the harmonic
extension of gh+µκ. It follows that the Hele-Shaw problem is equivalent to
∂th+G(h)(gh + µκ) = 0.
References
[1] Emilio Acerbi, Nicola Fusco, Vesa Julin, and Massimiliano Morini. Nonlinear stability
results for the modified Mullins-Sekerka and the surface diffusion flow. J. Differential
Geom., 113(1):1–53, 2019.
[2] Thomas Alazard. Convexity and the Hele-Shaw equation. Water Waves, to appear.
Preprint arXiv:2003.02618.
[3] Thomas Alazard. Stabilization of the water-wave equations with surface tension. Ann.
PDE, 3(2):Art. 17, 41, 2017.
[4] Thomas Alazard and Omar Lazar. Paralinearization of the Muskat equation and
application to the Cauchy problem. Arch. Rational Mech. Anal., to appear. Preprint
arXiv:1907.02138.
[5] Thomas Alazard, Nicolas Meunier, and Didier Smets. Lyapunov functions, identities
and the Cauchy problem for the Hele-Shaw equation. Comm. Math. Phys., to appear.
Preprint arXiv:1907.03691.
[6] Robert Almgren. Singularity formation in Hele-Shaw bubbles. Phys. Fluids, 8(2):344–
352, 1996.
[7] Stanislav Antontsev, Anvarbek Meirmanov, and Vadim Yurinsky. Weak solutions for
a well-posed Hele-Shaw problem. Boll. Unione Mat. Ital. Sez. B Artic. Ric. Mat. (8),
7(2):397–424, 2004.
[8] Anton Arnold, Jose´ Antonio Carrillo, Laurent Desvillettes, Jean Dolbeault, Ansgar
Ju¨ngel, Claudia Lederman, Peter Markowich, Giuseppe Toscani, and Ce´dric Vil-
lani. Entropies and equilibria of many-particle systems: an essay on recent research.
Monatsh. Math., 142(1-2):35–43, 2004.
[9] Dominique Bakry and Michel E´mery. Diffusions hypercontractives. In Se´minaire de
probabilite´s, XIX, 1983/84, volume 1123 of Lecture Notes in Math., pages 177–206.
Springer, Berlin, 1985.
[10] Elena Beretta, Michiel Bertsch, and Roberta Dal Passo. Nonnegative solutions of a
fourth-order nonlinear degenerate parabolic equation. Arch. Rational Mech. Anal.,
129(2):175–200, 1995.
43
[11] Francisco Bernis. Integral inequalities with applications to nonlinear degenerate par-
abolic equations. In Nonlinear problems in applied mathematics, pages 57–65. SIAM,
Philadelphia, PA, 1996.
[12] Francisco Bernis and Avner Friedman. Higher order nonlinear degenerate parabolic
equations. J. Differential Equations, 83(1):179–206, 1990.
[13] Andrea L. Bertozzi. The mathematics of moving contact lines in thin liquid films.
Notices Amer. Math. Soc., 45(6):689–697, 1998.
[14] Andrea L. Bertozzi, Michael P. Brenner, Todd F. Dupont, and Leo P. Kadanoff.
Singularities and similarities in interface flows. In Trends and perspectives in applied
mathematics, volume 100 of Appl. Math. Sci., pages 155–208. Springer, New York,
1994.
[15] Andrea L. Bertozzi and Mary C. Pugh. The lubrication approximation for thin viscous
films: regularity and long-time behavior of weak solutions. Comm. Pure Appl. Math.,
49(2):85–123, 1996.
[16] Michiel Bertsch, Roberta Dal Passo, Harald Garcke, and Gu¨nther Gru¨n. The thin vis-
cous flow equation in higher space dimensions. Adv. Differential Equations, 3(3):417–
440, 1998.
[17] Thierry Bodineau, Joel Lebowitz, Cle´ment Mouhot, and Ce´dric Villani. Lyapunov
functionals for boundary-driven nonlinear drift-diffusion equations. Nonlinearity,
27(9):2111–2132, 2014.
[18] Franc¸ois Bolley and Ivan Gentil. Phi-entropy inequalities for diffusion semigroups. J.
Math. Pures Appl. (9), 93(5):449–473, 2010.
[19] Joseph Boussinesq. Recherches thoriques sur l’coulement des nappes d’eau infiltres
dans le sol et sur le dbit des sources. Journal de Mathmatiques Pures et Appliques,
10:5–78, 1904.
[20] Didier Bresch, Mathieu Colin, Khawla Msheik, Pascal Noble, and Xi Song. BD en-
tropy and Bernis-Friedman entropy. C.R. Acad Sciences Mathe´matiques, 357:1–6,
2019.
[21] Didier Bresch, Alexis Vasseur, and Cheng Yu. Global existence of entropy-weak so-
lutions to the compressible navier-stokes equations with nonlinear density dependent
viscosities. arXiv:1905.02701.
[22] Eric A. Carlen and Su¨leyman Ulusoy. An entropy dissipation-entropy estimate for a
thin film type equation. Commun. Math. Sci., 3(2):171–178, 2005.
[23] Jose´ Antonio Carrillo, Ansgar Ju¨ngel, Peter Markowich, Giuseppe Toscani, and An-
dreas Unterreiter. Entropy dissipation methods for degenerate parabolic problems
and generalized Sobolev inequalities. Monatsh. Math., 133(1):1–82, 2001.
[24] Hector A. Chang-Lara, Nestor Guillen, and Russell W. Schwab. Some free boundary
problems recast as nonlocal parabolic equations. arXiv:1807.02714.
[25] Xinfu Chen. The Hele-Shaw problem and area-preserving curve-shortening motions.
Arch. Rational Mech. Anal., 123(2):117–151, 1993.
[26] C. H. Arthur Cheng, Daniel Coutand, and Steve Shkoller. Global existence and decay
for solutions of the Hele-Shaw flow with injection. Interfaces Free Bound., 16(3):297–
338, 2014.
[27] Ching-Hsiao Cheng, Rafael Granero-Belincho´n, and Steve Shkoller. Well-posedness
of the Muskat problem with H2 initial data. Adv. Math., 286:32–104, 2016.
[28] Sunhi Choi, David Jerison, and Inwon Kim. Regularity for the one-phase Hele-Shaw
problem from a Lipschitz initial surface. Amer. J. Math., 129(2):527–582, 2007.
[29] Olga Chugreeva, Felix Otto, and Maria G. Westdickenberg. Relaxation to a planar
interface in the Mullins-Sekerka problem. Interfaces Free Bound., 21(1):21–40, 2019.
[30] Tobias Holck Colding, William P. Minicozzi, II, and Erik Kjær Pedersen. Mean cur-
vature flow. Bull. Amer. Math. Soc. (N.S.), 52(2):297–333, 2015.
[31] Peter Constantin, Todd F. Dupont, Raymond E. Goldstein, Leo P. Kadanoff,
Michael J. Shelley, and Su-Min Zhou. Droplet breakup in a model of the hele-shaw
cell. Physical Review E, 47(6):4169, 1993.
[32] Peter Constantin, Tarek Elgindi, Huy Nguyen, and Vlad Vicol. On singularity for-
mation in a Hele-Shaw model. Comm. Math. Phys., 363(1):139–171, 2018.
44
[33] Peter Constantin and Vlad Vicol. Nonlinear maximum principles for dissipative linear
nonlocal operators and applications. Geom. Funct. Anal., 22(5):1289–1321, 2012.
[34] Antonio Co´rdoba, Diego Co´rdoba, and Francisco Gancedo. Interface evolution: the
Hele-Shaw and Muskat problems. Ann. of Math. (2), 173(1):477–542, 2011.
[35] Roberta Dal Passo, Harald Garcke, and Gu¨nther Gru¨n. On a fourth-order degenerate
parabolic equation: global entropy estimates, existence, and qualitative behavior of
solutions. SIAM J. Math. Anal., 29(2):321–342, 1998.
[36] Jean Dolbeault and Giuseppe Toscani. Improved interpolation inequalities, relative
entropy and fast diffusion equations. Ann. Inst. H. Poincare´ Anal. Non Line´aire,
30(5):917–934, 2013.
[37] Klaus Ecker. Regularity theory for mean curvature flow, volume 57 of Progress in Non-
linear Differential Equations and their Applications. Birkha¨user Boston, Inc., Boston,
MA, 2004.
[38] Klaus Ecker and Gerhard Huisken. Mean curvature evolution of entire graphs. Ann.
of Math. (2), 130(3):453–471, 1989.
[39] Joachim Escher and Gieri Simonett. Classical solutions for Hele-Shaw models with
surface tension. Adv. Differential Equations, 2(4):619–642, 1997.
[40] Lawrence C. Evans. A survey of entropy methods for partial differential equations.
Bull. Amer. Math. Soc. (N.S.), 41(4):409–438, 2004.
[41] Lawrence C. Evans. A survey of entropy methods for partial differential equations.
Bull. Amer. Math. Soc. (N.S.), 41(4):409–438, 2004.
[42] Patrick T. Flynn and Huy Q. Nguyen. The vanishing surface tension limit of the
Muskat problem. arXiv:2001.10473, 2020.
[43] Francisco Gancedo, Eduardo Garc´ıa-Jua´rez, Neel Patel, and Robert M. Strain. On the
Muskat problem with viscosity jump: global in time results. Adv. Math., 345:552–597,
2019.
[44] Lorenzo Giacomelli and Felix Otto. Variational formulation for the lubrication
approximation of the Hele-Shaw flow. Calc. Var. Partial Differential Equations,
13(3):377–403, 2001.
[45] Gu¨nther Gru¨n. On Bernis’ interpolation inequalities in multiple space dimensions. Z.
Anal. Anwendungen, 20(4):987–998, 2001.
[46] Matthias Gu¨nther and Georg Prokert. On a Hele-Shaw type domain evolution with
convected surface energy density: the third-order problem. SIAM J. Math. Anal.,
38(4):1154–1185, 2006.
[47] Mahir Hadzˇic´ and Steve Shkoller. Global stability and decay for the classical Stefan
problem. Comm. Pure Appl. Math., 68(5):689–757, 2015.
[48] Gerhard Huisken. Flow by mean curvature of convex surfaces into spheres. J. Differ-
ential Geom., 20(1):237–266, 1984.
[49] Ansgar Ju¨ngel. Entropy methods for diffusive partial differential equations. Springer-
Briefs in Mathematics. Springer, [Cham], 2016.
[50] Ansgar Ju¨ngel and Daniel Matthes. An algorithmic construction of entropies in
higher-order nonlinear PDEs. Nonlinearity, 19(3):633–659, 2006.
[51] Inwon C. Kim. Uniqueness and existence results on the Hele-Shaw and the Stefan
problems. Arch. Ration. Mech. Anal., 168(4):299–328, 2003.
[52] Hans Knu¨pfer and Nader Masmoudi. Darcy’s flow with prescribed contact angle: well-
posedness and lubrication approximation. Arch. Ration. Mech. Anal., 218(2):589–646,
2015.
[53] Richard S. Laugesen. New dissipated energies for the thin fluid film equation. Com-
mun. Pure Appl. Anal., 4(3):613–634, 2005.
[54] Bogdan-Vasile Matioc. The Muskat problem in two dimensions: equivalence of for-
mulations, well-posedness, and regularity results. Anal. PDE, 12(2):281–332, 2019.
[55] Huy Q. Nguyen and Benoˆıt Pausader. A paradifferential approach for well-posedness
of the Muskat problem. arXiv:1907.03304.
[56] Jan Pru¨ss and Gieri Simonett. Moving interfaces and quasilinear parabolic evolution
equations, volume 105 of Monographs in Mathematics. Birkha¨user/Springer, [Cham],
2016.
45
[57] Juan Luis Va´zquez. The porous medium equation. Oxford Mathematical Monographs.
The Clarendon Press, Oxford University Press, Oxford, 2007. Mathematical theory.
[58] C. Villani. Entropy production and convergence to equilibrium. In Entropy methods
for the Boltzmann equation, volume 1916 of Lecture Notes in Math., pages 1–70.
Springer, Berlin, 2008.
[59] Ce´dric Villani. Optimal transport, volume 338 of Grundlehren der Mathematischen
Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag,
Berlin, 2009. Old and new.
[60] Liya Zhornitskaya and Andrea L. Bertozzi. Positivity-preserving numerical schemes
for lubrication-type equations. SIAM J. Numer. Anal., 37(2):523–555, 2000.
[61] Simon Zugmeyer. Entropy flows and functional inequalities in convex sets.
arXiv:2001.02578.
Thomas Alazard
Universit Paris-Saclay, ENS Paris-Saclay, CNRS,
Centre Borelli UMR9010, avenue des Sciences,
F-91190 Gif-sur-Yvette
Didier Bresch
LAMA CNRS UMR5127, Univ. Savoie Mont-Blanc,
Batiment le Chablais,
F-73376 Le Bourget du Lac, France.
46
