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Resumo
Neste trabalho, foi explorado o problema de encontrar rotas mínimas em uma rede de
transporte multimodal. Condições reais de roteirização incluem múltiplos modais (carro,
bicicleta, metrô, ônibus, trem etc.) e múltiplos tomadores de decisão, cada um com difer-
entes objetivos. Esta consideração nos remete a uma proposta multiobjetivo, pois inter-
esses bastante comuns como custo financeiro e tempo de viagem podem ser conflitantes.
Foram implementados quatro propostas de resolução do Problema de Transporte Multi-
modal com Otimização Multiobjetivo. Três delas consideram os múltiplos objetivos através
do Método das Ponderações: uma utiliza um solver de Programação Linear e as outras
duas são adaptações de algoritmos clássicos de Caminho Mínimo para redes multimodais.
A quarta proposta trata-se de um Algoritmo Genético Multiobjetivo que manipula si-
multânea e explicitamente os múltiplos objetivos. Todas as propostas elaboradas têm
como solução um conjunto de caminhos possíveis, e a escolha do melhor caminho deve
ser feita pelo usuário de acordo com suas preferências. Para auxiliar na tomada de de-
cisão do usuário, foi implementado um Modelo de Otimização Multi-critério baseado na
metodologia de Análise Envoltória de Dados. Ele avalia a eficiência das soluções obtidas
na abordagem multiobjetivo, com a inserção de novos critérios de avaliação do caminho
como sustentabilidade, conforto e segurança.
Palavras-chaves: Transporte Multimodal; Algoritmo Genético Multiobjetivo; Tomada
de Decisão Multi-critério.
Abstract
This study aims to explore the Shortest Path Problem between two points in a multi-
modal network. In real routing conditions, it includes many means of transportation
(car, bicycle, subway, train, etc) and many decision makers. This situation forward to
an multi-objective approach. The most common objectives to find a best route are the
time travel and the financial cost and they are often conflicting. This work implements
four proposals to solve the Multi-modal Transportation Problem with a Multi-objective
Optimization. Three of them consider the multiple objectives with Weighted Sum Model:
one uses a Linear Programming solver and two others uses an adaptation of classical
Shortest Path Problem algorithms for a multi-modal network. The last proposal is a
Multi-objective Genetic Algorithm that takes into account many objectives of the problem
simultaneously. All the implementations give as result a set of solutions. The decision
maker needs to choose the best route that fits with her/his preference. Therefore, we
developed a Multi-criteria Optimization Model based on Data Envelopment Analysis to
help the costumer. This model allows measure the efficiency of the solutions with new
criteria such as sustainability, well-being and safety of the route.
Keywords: Multi-modal Transportation; Multi-Objective Genetic Algorithm; Multi-criteria
Analysis.
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1 Introdução
O transporte é um dos principais motores da produção e do desenvolvimento
econômico. Os serviços de transporte determinam o acesso das pessoas à educação, saúde,
trabalho, lazer etc. As empresas também dependem de meios de transporte para obter
os insumos de seus fornecedores e levar seus produtos até os consumidores. Uma melhor
gestão desse recurso permitirá que o transporte de passageiros e cargas seja mais eficiente
(CNT, 2012).
Apesar da importância desse setor, muitas cidades em todo o mundo sofrem
com o aumento do caos no trânsito, principalmente em grandes centros. Esses congestion-
amentos se devem à alguns fatores, como a grande quantidade de carros nas ruas sendo
utilizados por poucos passageiros e as redes dos meios de transporte coletivos insuficientes
para atender ao fluxo de passageiros. Com a intenção de minimizar esses fatores, pode-se
adotar uma política de gestão dos transportes da cidade, denominada por Mobilidade Ur-
bana. Essa gestão poderá determinar a existência e/ou necessidade de expansão de malhas
de transporte e o planejamento da direção do fluxo das vias públicas, por exemplo.
O transporte de cargas também tem se destacado em relação ao desenvolvi-
mento de estudos nessa área devido ao valor financeiro significativo que o setor representa.
Segundo uma pesquisa realizada pela Fundação Dom Cabral (RESENDE; SOUSA, 2015),
o transporte é o setor que mais impacta na formação do preço final do produto das em-
presas no Brasil, seguido dos custos com distribuição urbana e armazenagem. O estudo
das rotas para atender a esse setor dá-se o nome de Logística Urbana.
O crescimento exponencial dos centros urbanos tem reflexos significativos no
meio ambiente. De acordo com a publicação ((IEA), 2009), o setor de transporte foi re-
sponsável por consumir 19% da energia global produzida e pela emissão de 23% do dióxido
de carbono (𝐶𝑂2) liberado na atmosfera em 2009, com perspectiva de aumentar 50% até
2030. Esse panorama deve sofrer alterações nos próximos anos devido aos impactos cau-
sados ao meio ambiente. O chamado ”Acordo de Paris”, aprovado por 195 países, na 21ª
Conferência das Partes (COP21) da UNFCCC 1, em Paris, é um dos incentivos para os
governos apoiarem e exigirem mudanças para diminuírem a emissão de gases poluentes
entre outras medidas para frear as mudanças climáticas que ameaçam o planeta.
O Brasil comprometeu-se a diminuir as emissões de gases de efeito estufa em
37% abaixo dos níveis de 2005, em 2025. Para o setor de transportes, garantiu promover
medidas de eficiência, melhorias na infraestrutura de transportes e no transporte público
em áreas urbanas. Além disso, esse acordo prevê o investimento de cem bilhões de dólares
1 Convenção-Quadro das Nações Unidas sobre a Mudança do Clima do original, em inglês, United
Nations Framework Convention on Climate Change
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por ano por parte dos países desenvolvidos em medidas de combate às mudanças climáticas
em países em desenvolvimento.
As mudanças necessárias para um novo cenário tanto da Mobilidade Urbana
quanto da Logística Urbana vem de um planejamento e utilização otimizada das malhas
de transporte. Quanto mais diversidade de meios de transporte tem uma região, mais
eficiente pode ser o trânsito. Um estudo patrocinado pela Rockefeller Foundation 2 afirma
que é necessário coordenar sistemas de locomoção multimodal que incluam as mais diver-
sas opções. Além disto, ações de priorização do transporte público multimodal têm sido
propostas em grandes cidades (FIEP, 2010). A otimização de rotas, seja de passageiros
ou de cargas, que consideram mais de um modo de transporte em uma mesma viagem é o
tema desse trabalho, através da exploração de algoritmos para o Problema de Transporte
Multimodal.
Fundamentada numa extensa área de conhecimento, a otimização se dedica
a solucionar problemas nos mais diversos contextos, problemas nos quais o objetivo é
determinar a melhor escolha dentro de um conjunto de alternativas. O desenvolvimento
das áreas de engenharias, computação e economia tem sido caracterizado pelo crescente
emprego de modelos de otimização como paradigmas para representação e resolução de
problemas de tomada de decisão.
Nos últimos anos, os modelos de otimização e as técnicas de resolução asso-
ciadas evoluíram com o intuito de contemplarem uma situação mais próxima da reali-
dade, na qual vários objetivos conflitantes concorrem para a solução de um determinado
problema (FERREIRA, 1999). Alguns autores sugerem que o Problema de Transporte
Multimodal é, em sua natureza, um problema no formato multiobjetivo (AMBROSINO;
SCIOMACHEN, 2009). Portanto, a apresentação de soluções alternativas se torna impor-
tante. Um problema de Otimização Multiobjetivo pode ser definido como a otimização
de uma função vetorial, cujos componentes representam cada uma das funções-objetivo
(OSYCZKA, 1985). A resposta esperada é constituída por um conjunto parcialmente or-
denado de soluções, consideradas iguais entre si e melhores em relação ao restante das
soluções.
Objetivos
O objetivo deste trabalho é analisar o problema de transporte multimodal
com enfoque multiobjetivo, através de ambas as linhas de aplicação: Mobilidade Urbana
e Logística Urbana. O interesse em aplicar técnicas de Otimização Multiobjetivo se deve
à apresentação um conjunto de soluções, distintas e de boa qualidade obtidas em uma
única execução por essa classe de algoritmos. Além disso, essa metodologia permite agregar
explicitamente os diferentes critérios do problema simultaneamente em sua execução.
2 <http://www.rockefellerfoundation.org/>
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Sendo assim, a proposta deste trabalho é modelar e implementar quatro difer-
entes métodos de resolução para o Problema de Transporte Multimodal considerando
múltiplos objetivos. Também há a proposta de adaptação da meta-heurística desenvolvida
para cenários de redes dinâmicas, com funções que variam com o tempo. Sendo que essa
adaptação constitui apenas na proposta de modelagem do algoritmo e não é implementada
neste trabalho.
Os métodos implementados foram submetidos a experimentos computacionais
para avaliação dos resultados. A partir disso, foi possível identificar as vantagens e desvan-
tagens de cada método diante das características das instâncias consideradas. Portanto,
um dos objetivos deste trabalho também constitui na análise criteriosa dos dados coletados
pelos experimentos.
Organização do Trabalho
Este trabalho foi organizado da seguinte maneira: no Capítulo 2, é apresentada
uma breve descrição da Otimização em Redes. Serão apresentados alguns conceitos funda-
mentais necessários ao entendimento das estruturas e modelos utilizados no trabalho. No
Capítulo 3, pretende-se esclarecer as definições de Otimização Multiobjetivo e Otimização
Multi-critério. Entende-se que, em algumas situações, esses conceitos podem ser confundi-
dos, portanto, nesse capítulo, essas definições são estabelecidas e diferenciadas. O Capítulo
4 introduz conceitos de Algoritmos Genéticos, com destaque para Algoritmos Genéticos
Multiobjetivo e, ainda, conceitos de Otimização aplicados em cenários dinâmicos. No
Capítulo 5, são apresentados esses conceitos relacionando-os ao Problema de Transporte
Multimodal. Há uma seção dedicada à pesquisa do estado da arte nessa área e as técni-
cas utilizadas para tratamento desse problema. Essa fundamentação compõe e finaliza os
conceitos utilizados para o bom entendimento de como o trabalho foi realizado.
Na segunda parte, os capítulos referem-se às contribuições que o estudo dos
conceitos apresentados na primeira parte proporciona. O Capítulo 6 formaliza as propostas
dos algoritmos implementados para a resolução do Problema de Transporte Multimodal e
o tratamento das soluções para apresentação ao usuário. No Capítulo 7, estão descritos os
procedimentos dos experimentos computacionais realizados como verificação dos algorit-
mos desenvolvidos. Ainda são apresentadas algumas análises sobre os resultados obtidos e
uma discussão acerca dos métodos e suas aplicações. Finalmente, o Capítulo de Conclusão
apresenta uma análise ampla do trabalho realizado e as conclusões obtidas a partir dessa
experiência. Exitem diferentes formas de abordar esse problema e adicionar elementos que
o tornam ainda mais complexos, por isso, uma seção sobre trabalhos futuros é apresentada
ao final.
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2 Otimização em Redes
Representações de redes são utilizadas como abstrações de problemas em difer-
entes áreas, como transporte, comunicações, energia, produção, planejamento, entre out-
ras. Essa representação facilita o entendimento por ser uma ideia mais intuitiva do prob-
lema e principalmente por fornecer um componente visual para problemas normalmente
difíceis de serem visualizados graficamente.
A Otimização em Redes é um caso particular da Programação Linear, fre-
quentemente utilizada para resolver diferentes problemas clássicos de otimização como o
Problema de Fluxo e Custo Mínimo (PFCM), o Problema de Fluxo Máximo e o Problema
de Caminho Mínimo (PCM). Esses problemas podem ser difíceis de se resolver devido à
natureza combinatorial que possuem. Isto é, o número de possíveis soluções pode crescer
exponencialmente à medida que aumenta a dimensão do problema (CARRANO, 2007).
Em problemas do mundo real, é comum que tenham dimensões bem elevadas, muito
superiores a problemas hipotéticos e/ou didáticos.
As próximas seções deste capítulo definem conceitos fundamentais da Otimiza-
ção em Redes. Também são apresentados dois algoritmos clássicos de Caminho Mínimo e
detalhes de suas diferentes implementações e estruturas de dados utilizadas.
2.1 Definições
Uma rede é representada por uma estrutura de dados conhecida como grafo.
Um grafo é formalmente descrito como 𝐺 = {𝑁, 𝐴} sendo 𝑁 o conjunto finito de nós e 𝐴 o
conjunto finito de arcos. Um arco é definido pelo par (𝑖, 𝑗) onde 𝑖, 𝑗 ∈ 𝑁 e 𝑖 ≠ 𝑗, sendo 𝑖 o
nó de origem e 𝑗 o nó de destino. Um arco é direcionado se (𝑖, 𝑗) é diferente de (𝑗, 𝑖), e um
grafo é direcionado se pelo menos um dos seus arcos é direcionados. Caso contrário, o grafo
é não-direcionado (BERTSEKAS, 2009). Na Figura 1 estão representados graficamente
dois grafos: um direcionado e outro não. Ambos possuem 7 nós e 11 arcos.
(a) Grafo direcionado (b) Grafo não-direcionado
Figura 1 – Diferença de grafo direcionado para grafo não-direcionado
Capítulo 2. Otimização em Redes 19
Um grafo é dito completo se ele possui todas as possibilidades de arcos, ou seja,
se, para cada nó, existem arcos que o ligam a todos os outros nós. Um grafo é esparso se
o número de arcos é da mesma ordem de grandeza que o número de nós, por exemplo,
⋃︀ 𝐴 ⋃︀= 10 ⋃︀ 𝑁 ⋃︀, e ele é denso se o número de arcos for da mesma ordem que o quadrado do
número de nós, ⋃︀ 𝐴 ⋃︀=⋃︀ 𝑁 ⋃︀2.
Os arcos ajudam a definir um conceito importante de adjacência. Dizemos
que um nó é adjacente ao outro se existe um arco que liga diretamente um com o outro. Um
grafo pode ser representado graficamente como na Figura 1, por uma lista de adjacência,
como na Figura 2(a) ou por uma matriz de adjacência como na Figura 2(b). Os índices
da lista indicam os nós do grafo e cada adjacente do respectivo nó é adicionado em sua
lista. A matriz de adjacência tem dimensão ⋃︀𝑁 ⋃︀ x ⋃︀𝑁 ⋃︀, e é definida pela Equação 2.1. A
posição da matriz referente a linha 𝑖 e coluna 𝑗 indica que há um arco ligando esses dois
nós se 𝑚𝑖𝑗 = 1, caso contrário a posição vale zero.
𝑚𝑖𝑗 =
)︀⌉︀⌉︀⌋︀⌉︀⌉︀]︀
1 𝑠𝑒 (𝑖, 𝑗) ∈ 𝐴
0 𝑐.𝑐.
(2.1)
A escolha da representação do grafo entre matriz ou lista pode ser baseada se
o grafo é esparso ou denso, sendo mais coerente usar lista para grafos esparsos. Na Figura
2, essas duas outras representações do grafo direcionado da Figura 1 são apresentadas.
(a) Lista de Adjacência (b) Matriz de Adjacência
Figura 2 – Estruturas de representação de um grafo
Um caminho em um grafo direcionado pode ser representado como uma se-
quencia de nós, 𝐶 = (𝑛1, 𝑛2, ..., 𝑛𝑘) onde 𝑘 ≥ 2. O nó 𝑛1 é chamado de nó de origem, o 𝑛𝑘
é o nó de destino e os demais são chamados nós intermediários. Um caminho é acíclico se
não há repetição de nó nem de arco e, ele é cíclico caso contrário. Um grafo é conectado
se, para cada par de nós 𝑖 e 𝑗, existe pelo menos um caminho que os conecta. Finalmente,
um grafo 𝐺′ = {𝑁 ′, 𝐴′} é um subgrafo de 𝐺 = {𝑁, 𝐴} se 𝑁 ′ ⊂ 𝑁 e 𝐴′ ⊂ 𝐴.
Chamamos de Grafo Ponderado aquele em que, para cada arco, é atribuído
um valor ou peso, dado pela função 𝑤 ∶ 𝐴 → R. A matriz de adjacência também pode
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ser usada para representar grafos ponderados. Basta armazenar o peso 𝑤(𝑖, 𝑗) do arco
(𝑖, 𝑗) ∈ 𝐴 na posição da matriz correspondente à linha 𝑖 e coluna 𝑗 (CORMEN, 2009).
Adotaremos o valor ∞ para as posições da matriz correspondentes a arcos inexistentes no
grafo, pois os grafos podem não ser completos.
O peso de um caminho 𝐶 é determinado pela função 𝑤(𝐶) mostrada na






Em aplicações práticas, este peso pode representar o custo financeiro, o tempo
de percurso, a distância percorrida, entre outros atributos inerentes ao caminho.
2.1.1 Grafos Coloridos
A coloração de grafos é uma parte da Teoria de Grafos que atribui ao arco,
além do peso, uma cor 𝑙 ∈ 𝐿 onde 𝐿 é o conjunto de cores. Essa atribuição da cor pode
ser feita também para o nó. Portanto, a definição do grafo 𝐺 passa a ser uma tripla
𝐺 = (𝑁, 𝐴, 𝐿). A quantidade de cores em um grafo determina o seu grau de coloração.
O conjunto de nós e arcos de uma mesma coloração é um subgrafo e a união
de todos as cores formam o grafo 𝐺. A Figura 3 mostra a representação gráfica desse
conceito.
2.2 Problema de Caminho Mínimo
O Problema de Caminho Mínimo é um problema de busca pelo caminho de
menor peso dado um nó de início (origem) e um nó final (destino). Normalmente, esse
peso é chamado de custo do caminho. O PCM é o principal problema de Otimização em
Redes porque é usado em uma grande diversidade de problemas práticos, é relativamente
fácil de resolver e frequentemente surge como subproblema de um problema combinatorial
mais complexo de otimização de redes (AHUJA et al., 1993).
Algumas variações da modelagem para esse problema são:
• Única Origem: Encontrar o caminho mínimo de um nó para todos os outros nós;
• Único par: Encontrar o caminho mínimo de uma origem para um destino;
• Múltiplas origens e destinos: Encontrar o caminho mínimo de vários pares de nós
origem-destino;
Para cada um desses casos, podem ser adicionadas restrições que tornam o
problema tão complexo quanto for possível.
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(a) Subgrafos coloridos com arcos de tran-
sição
(b) União dos subgrafos com nós de tran-
sição
Figura 3 – Representação gráfica de um grafo colorido
A formulação geral para solucionar o problema de caminho mínimo com origem
no nó 𝑖 e destino no nó 𝑗 está definida pela Equação 2.3. O resultado dessa equação será a
soma mínima dos pesos dos arcos do caminho ou infinito caso não haja caminho possível.
Para encontrar a ordem dos nós do caminho, é necessário armazenar, para cada 𝑛 ∈ 𝑁 , o
seu predecessor. Por exemplo, no par (𝑖, 𝑗) ∈ 𝐴, 𝑖 é predecessor de 𝑗. Cada nó do grafo
pode ter nenhum, um ou mais de um predecessor, formando uma lista análoga à lista de
adjacentes. Quando um nó possui a lista de predecessores vazia, não há caminho possível
para chegar a ele: então, dizemos que ele é um nó isolado.
𝑊 (𝑖, 𝑗) =
)︀⌉︀⌉︀⌋︀⌉︀⌉︀]︀
𝑚𝑖𝑛{𝑤(𝐶) ∶ 𝑖↝ 𝑗}, caso exista um caminho de 𝑖 para 𝑗
∞, 𝑐.𝑐.
(2.3)
Os algoritmos que resolvem esse tipo de problema podem ser classificados em
dois grupos, algoritmos Label-Setting e algoritmos Label-Correcting. Ambos consistem em
rotular os nós com suas respectivas menores distâncias do nó origem até eles de forma
iterativa. O primeiro não pode ser aplicado em redes que possuam arcos negativos e para
cada iteração, ele atribui o rótulo ótimo para o nó selecionado. Essa escolha é parte do
processo determinado por algoritmos dessa classe e é a principal diferença entre as duas
classes (BERTSEKAS, 2009).
A abordagem do Label-Correcting calcula as distâncias entre nós e os rotula
como temporários até a última iteração quando todos os rótulos devem ser permanentes
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(ótimos). Os nós podem entrar na fila para serem rotulados diversas vezes, entretanto,
a seleção do nó a ser analisado em cada iteração é menos complexa que a seleção do
Label-Setting, que sempre mantém a lista ordenada.
Os algoritmos que utilizam matrizes como estruturas de dados (Algoritmo de
Floyd (FLOYD, 1962) e Algoritmo de Dantzig (DANTZIG, 1960), por exemplo) têm a
vantagem de serem mais facilmente codificados em um programa de computador. Além
disso, a eficiência no tempo computacional é exatamente determinável pela quantidade de
nós do grafo e é independente da conectividade da rede. Quando se deseja encontrar os
caminhos mínimos de todos os nós para todos os outros nós e quando o grafo é completo,
esse tipo de algoritmo é mais eficiente.
Algoritmos que utilizam lista como estruturas de dados (Algoritmo de Dijkstra
(DIJKSTRA, 1959) e Algoritmo de Ford-Moore-Bellman (FORD; FULKERSON, 1962)
(MOORE, 1959) (BELLMAN, 1958)) são mais eficientes quanto ao tempo computacional
quando os nós estão diretamente conectados com poucos nós (grafo esparso) e quando
somente um caminho entre um par de origem e destino é desejado. Em geral, as redes
de transporte não são altamente conectadas, por isso, os algoritmos que utilizam lista
parecem ser mais adequados que os algoritmos que utilizam matriz para Problemas de
Transporte (CAMPOS, 2015). Afim de elucidar os conceitos desse tipo de algoritmo, suas
implementações são discutidas nas próximas seções.
2.2.1 Algoritmo de Dijkstra
O algoritmo de Dijkstra é um algoritmo clássico de caminho mínimo Label-
Setting de única origem. Ele inicia as distâncias com valores igual a ∞ para todos os nós
exceto o nó de origem 𝑜 que tem 𝐶(𝑜) = 0, como no Pseudo-código 2.1. A cada iteração o
algoritmo busca possíveis caminhos que alcancem todos os nós a partir da origem e atribui
rótulos temporários até que seja certo de que a distância encontrada seja a mínima possível
para o grafo em questão.
A implementação original do algoritmo de Dijkstra conta com basicamente
duas operações: seleção de nó e atualização das distâncias. A complexidade computa-
cional para este caso é 𝑂(𝑛2), onde 𝑛 é o número de nós, para o pior caso, mas em redes
esparsas a complexidade é um pouco menor. Há a possibilidade de implementação do
algoritmo de Dijkstra utilizando a estrutura de dados heap binário (ou fila de prioridade).
A definição formal dessa estrutura está descrita na Seção 2.2.1.1. A complexidade com-
putacional utilizando essa estrutura na implementação é 𝑂(𝑚 𝑙𝑜𝑔 𝑛), onde 𝑚 é o número
de arcos. Nota-se que essa implementação tem complexidade maior que a original para
redes completamente densas (𝑚 = 𝑛2), porém, para redes menos conectadas, ela é mais
eficiente.
No Pseudocódigo 2.1, está descrito em alto nível o algoritmo com utilização
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da estrutura heap, onde:
• 𝑁 é a quantidade de nós do grafo;
• 𝐶(𝑢) é o custo da origem até o nó 𝑢;
• 𝑢𝑜 é o nó de origem;
• 𝑢𝑑 é o nó de destino;
• 𝑐𝑜𝑟 é um vetor de tamanho 𝑁 que indica se o nó ainda não foi visitado (𝑏𝑟𝑎𝑛𝑐𝑜),
se o nó já foi visitado, mas ainda não está com custo definitivo (𝑐𝑖𝑛𝑧𝑎) ou se já foi
encontrado o menor custo garantido para o nó (𝑝𝑟𝑒𝑡𝑜);
• 𝑃 (𝑢) é o predecessor do nó 𝑢;
• 𝑄 é um Heap Mínimo;
• 𝐴(𝑢) é a lista de adjacentes do nó 𝑢;
• 𝑤(𝑢, 𝑣) é o custo de ir do nó 𝑢 para o nó 𝑣.
Pseudocódigo 2.1 Implementação do Algoritmo de Dijkstra usando heap
for all 𝑢 ∈ 𝑁 do
𝐶(𝑢)← +∞, 𝑐𝑜𝑟(𝑢)← 𝑏𝑟𝑎𝑛𝑐𝑜, 𝑃 (𝑢)← nil.
if 𝑢 = 𝑢𝑜 then
𝐶(𝑢)← 0, insere 𝑢 em 𝑄, 𝑐𝑜𝑟(𝑢)← 𝑐𝑖𝑛𝑧𝑎
end if
end for
while 𝑄 ≠ ∅ do
Remove 𝑢 de 𝑄, tal que 𝐶(𝑢) é mínimo e 𝑐𝑜𝑟(𝑢) = 𝑝𝑟𝑒𝑡𝑜.
for all 𝑣 ∈ 𝐴(𝑢), tal que 𝑐𝑜𝑟(𝑣) ≠ 𝑝𝑟𝑒𝑡𝑜 e 𝑣 ≠ 𝑢𝑑 do
𝑡𝑚𝑝← 𝐶(𝑢) +𝑤(𝑢, 𝑣).
if 𝑡𝑚𝑝 < 𝐶(𝑣) then
𝑃 (𝑣)← 𝑢 e 𝐶(𝑣)← 𝑡𝑒𝑚𝑝.
end if
if 𝑐𝑜𝑟(𝑣) = 𝑐𝑖𝑛𝑧𝑎 then
Atualiza posição de 𝑣 em 𝑄: HeapSort
else
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2.2.1.1 Heap Binário
Heap Binário é uma estrutura de dados computacional que pode ser implemen-
tada como um vetor de dados e acessada como uma árvore binária. Para mais detalhes
sobre essas estruturas de dados computacionais, pode-se consultar (CORMEN, 2009). O
heap binário pode assumir duas configurações: heap mínimo e heap máximo. O primeiro,
também chamado de min-heap, identifica que todo nó pai da árvore precisa ser menor que
seus filhos. E o segundo, max-heap, o pai precisa ser maior que os filhos. Para esclarecer
esses conceitos, a Figura 4 ilustra um exemplo de um max-heap na estrutura de árvore e
de vetor.
Figura 4 – Representação da estrutura heap como árvore binária e vetor de dados
Os números que estão fora dos nós são os índices das posições do respectivo nó
no vetor. A posição do nó pai de um determinado nó 𝑖 pode ser calculada por ⟨︀𝑖⇑2⧹︀. Para
calcular o índice do filho à esquerda usa-se 2𝑖 e o filho à direita 2𝑖 + 1. Os índices estão
definidos no intervalo de 1 até o número de elementos da heap, que no caso do exemplo, são
10. As operações de inserção e remoção de um nó e construção da heap sempre obedecerão
a configuração de max-heap (ou min-heap). Dessa forma, o acesso a uma posição do heap
é direto, isto é, de complexidade 𝑂(1), gastando apenas um clock de processamento.
O heapsort é um algoritmo de ordenação que manipula a estrutura heap, sendo
que o maior (ou menor) valor sempre estará na raiz da árvore, afim de ordenar os ele-
mentos de forma mais rápida. O tempo médio de execução computacional do heapsort é
O(nlog(n)).
2.2.2 Algoritmo de Ford-Moore-Bellman
O Algoritmo de Ford-Moore-Bellman resolve o PCM com apenas uma origem
para casos em que o grafo possa ter arcos com peso negativo. É um algoritmo Label-
Correcting que usa a regra de prioridade de filas FIFO (do inglês, First-in first-out) para
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atualizar a lista de nós que serão analisados em busca de diminuir o custo do caminho.
Sua inicialização consiste em atribuir custo zero para a origem e custo ∞ para o restante
dos nós. É baseado no Princípio de Otimalidade de Bellman:
Uma estratégia ótima apresenta a propriedade segundo a qual, a despeito das
decisões tomadas para se atingir um estado particular num certo estágio, as
decisões restantes a partir deste estado devem constituir uma estratégia ótima.
(Richard Bellman, 1957).
Segundo essa metodologia, o custo mínimo 𝑤𝑗 para se chegar a qualquer nó
𝑗 ∈ 𝑁 é definido pela Equação de Bellman para Caminho Mínimo:
𝑤𝑗 = 𝑚𝑖𝑛{𝑤𝑗, 𝑚𝑖𝑛(𝑤𝑖 +𝑤(𝑖, 𝑗))} (2.4)
tal que 𝑖 pertence ao conjunto dos predecessores do nó 𝑗. O tempo computacional de
execução do algoritmo desde a inicialização é 𝑂(⋃︀𝐴⋃︀⋃︀𝑁 ⋃︀). Portanto, especialmente para
redes esparsas, esse algoritmo tem custo de memória e computacional bem elevado em
relação ao algoritmo de Dijkstra.
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3 Otimização Multiobjetivo versus Tomada
de Decisão Multi-critério
Os termos multicritério e multiobjetivo podem ser interpretados erroneamente
devido à similaridade de sentido que essas palavras podem causar no leitor. Neste capítulo,
é apresentado uma introdução sobre esses conceitos a fim de esclarecê-los e possibilitar o
melhor entendimento quanto à utilização destes ao longo do trabalho.
3.1 Otimização Multiobjetivo
Problemas de Otimização Multiobjetivo (POM) envolvem a minimização (ou
maximização) de mais de uma função-objetivo sob certo conjunto de restrições. Tam-
bém podem ser chamados de Problemas de Otimização Vetorial, devido à metodologia
matemática de otimizar uma função vetorial como mostra a definição apresentada na
Equação 3.1. Nela, 𝜔 está no espaço das variáveis de decisão e, para cada valor de 𝜔, tem
um ponto 𝐹 (𝜔) correspondente no espaço das funções-objetivo.
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑎𝑟 𝐹 (𝜔) = (︀𝑓1(𝜔), 𝑓2(𝜔), ..., 𝑓𝑚(𝜔)⌋︀ 𝑚 ≥ 2
𝑠𝑢𝑗𝑒𝑖𝑡𝑜 𝑎 𝜔 ∈ Ω
(3.1)
O conjunto de restrições Ω é definido como na Equação 3.2. A região factível no espaço
das funções-objetivo podem ser definidas formalmente na Equação 3.3.
Ω = {𝜔 ∈R𝑛 ⋃︀ 𝑀(𝜔) ≤ 0, 𝑁(𝜔) = 0, 𝜔𝑚𝑖𝑛 ≤ 𝜔 ≤ 𝜔𝑚𝑎𝑥} (3.2)
Λ = {𝜆 ∈R𝑚 ⋃︀ 𝜆 = 𝐹 (𝜔)𝜔∈Ω} (3.3)
Há problemas em que a melhoria em um dos objetivos ocasiona piora em outro,
quando comparada duas soluções factíveis e, principalmente em problemas do mundo
real, isso é bastante comum. Diz-se que os objetivos são conflitantes se as variáveis para
obtenção do ótimo de uma função não são as mesmas aplicadas à obtenção do ótimo da
outra função. Nesse caso, haverá um conjunto de soluções ótimas e não apenas um valor
ótimo global. Esse é o principal conceito que distingue os POM dos demais problemas de
otimização.
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O conjunto de soluções ótimas é também chamado de conjunto de soluções de
compromisso (trade-off ). Isto é, considerando dois objetivos, para que uma solução mel-
hore seu valor em relação a um deles, necessariamente o outro objetivo terá seu valor prej-
udicado. Para determinar as soluções factíveis pertencentes a esse conjunto, é necessária a
compreensão do conceito de Pareto-dominância de uma solução em relação à outra. Diz-se
que uma solução 𝜔1 domina a solução 𝜔2 (𝜔1 ≻ 𝜔2) se, somente se,
• 𝜔1 não é pior que 𝜔2 em nenhum objetivo: 𝑓𝑚(𝜔1) ≤ 𝑓𝑚(𝜔2)∀𝑚 = 1, 2, ..., 𝑀 .
• 𝜔1 é estritamente melhor em pelo menos um objetivo: 𝑓𝑚(𝜔1) < 𝑓𝑚(𝜔2) 𝑝𝑎𝑟𝑎 𝑎𝑙𝑔𝑢𝑚 𝑚 ∈
𝑀 .
A Figura 5 ilustra o conceito de dominância em um espaço bi-dimensional
para um ponto 𝑓(𝜔), sendo 𝑓1 e 𝑓2 funções que deseja-se minimizar seus valores. As
áreas hachuradas do gráfico indicam regiões indiferentes a 𝜔, em relação ao conceito de
dominância.
Figura 5 – Conceito de dominância em uma região de espaço bi-dimensional, com funções
de minimização.
Uma solução faz parte do conjunto Pareto-ótimo se ela não é dominada por
nenhuma outra solução factível. Dado o conjunto Pareto-ótimo, sua imagem no espaço dos
objetivos é denominada Fronteira de Pareto (KONAK et al., 2006). É em busca de soluções
mapeadas no espaço dos objetivos próximas à essa fronteira que os algoritmos de POM
são desenvolvidos. A Figura 6 ilustra a fronteira de Pareto para o caso de minimização
de dois objetivos: 𝑓1 e 𝑓2. A região delimitada no gráfico representa a região factível do
problema e a parte em negrito, delimitada por 𝐸1 e 𝐸2, é o conjunto de soluções Pareto-
ótimas. Nela, os pontos 𝐸1 e 𝐸2 são chamadas soluções extremas, pois representam o
valor mínimo para cada objetivo 𝑓1 e 𝑓2, separadamente. Os pontos A e B ilustram a
relação de compromisso entre duas soluções quaisquer pertencentes à Fronteira de Pareto.
Para determinar um valor dentre o conjunto de soluções encontrado pelo algo-
ritmo multiobjetivo é necessária a aplicação de métodos que irão contemplar o conjunto
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Figura 6 – Fronteira de Pareto.
de objetivos de forma a atender às preferências do decisor. Existem basicamente três
formas do algoritmo considerar essa preferência: a priori, a posteriori e inserção progres-
siva. O primeiro é utilizado quando pode-se obter alguma informação da solução desejada
antes da execução do algoritmo. Assim, essa informação pode ser repassada ao método de
busca que é direcionado a encontrar soluções que considere os objetivos de acordo com as
preferências do decisor no processo de otimização.
Na segunda maneira, o algoritmo busca soluções sem um direcionamento da
solução esperada. Ao final da execução, é necessário que um decisor escolha entre as
soluções encontradas, isto significa que o processo de decisão ocorre após o processo de
otimização. A terceira maneira é um método interativo do algoritmo com o decisor. O
objetivo é encontrar uma região do espaço de busca em que as soluções contemplem o
máximo das preferências inseridas. Dessa forma o processo de decisão ocorre em conjunto
com o processo de otimização.
Um método clássico de inserção de preferência a priori é o Método das Pon-
derações ou da Soma Ponderada. Ele consiste em atribuir pesos aos objetivos tornando a
função objetivo uma combinação dos múltiplos objetivos. A formulação matemática para
um problema de minimização está descrito pelo Modelo 3.4.





𝑠𝑢𝑗𝑒𝑖𝑡𝑜 𝑎 𝜔 ∈ Ω
(3.4)
Onde, 𝑝𝑖 é o peso da função 𝑓𝑖 em relação às demais funções-objetivo, 𝑚 é a
quantidade de objetivos e ∑𝑚𝑖=1 𝑝𝑖 = 1.
Existem outros métodos clássicos como o 𝜀-restrito, a Programação por Metas,
entre outros. Esses necessitam de algum conhecimento prévio para modelar matematica-
mente o problema de forma a representar, mais adequada quanto possível, a realidade.
Outra característica desses métodos é que encontram apenas um ponto por execução.
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Portanto, para obtenção de um conjunto de soluções, como tem por definição o POM, são
necessárias múltiplas execuções do método.
Métodos heurísticos populacionais com inserção de preferência a posteriori
têm se destacando em POM porque, por definição, manipulam um conjunto de soluções
durante seu processo. Assim, com uma única execução, o método tem um resultado con-
dizente com a resposta esperada de uma abordagem multiobjetivo: múltiplas soluções.
Além disso, a necessidade de inserção de preferências apenas no processo de decisão pode
ser uma vantagem, principalmente porque não há necessidade de conhecimento prévio do
problema para a composição do processo de otimização. Os algoritmos que implementam
esses métodos são discutidos na Seção 4.2.
3.2 Modelo de Tomada de Decisão Multi-critério
Em algumas circunstâncias, é necessário que decisores façam escolhas tentando
alcançar vários objetivos, mensuráveis ou não. O Modelo de Tomada de Decisão Multi-
critério calcula analiticamente a relação entre os critérios a serem avaliados de um conjunto
de soluções viáveis. Com o intuito de melhor atender aos critérios inseridos na avaliação,
o método classifica as soluções tornando-as mais claras ao decisor. Dessa forma, também
extingue-se a necessidade de o decisor aplicar fatores empíricos ou informações prévias
sobre o problema no processo de decisão. Neste trabalho, discute-se o método chamado
Análise por Envoltória de Dados (DEA, do inglês Data Envelopment Analysis ) para
aplicação do Otimização Multi-critério.
O DEA é uma ferramenta matemática que mensura a eficiência de uma unidade
em relação às demais, dado um conjunto de unidades finito. Nesse caso, a unidade é uma
Unidade Tomadora de Decisão (DMU, do inglês, Decision Making Unit). Em relação à
outras técnicas de programação matemática para Modelos de Tomada de Decisão Multi-
Critério, o DEA é uma técnica nova e uma das mais bem sucedidas da Programação
Linear. Esse sucesso se deve ao amplo espectro de situações que a ferramenta pode ser
aplicada e a relativa simplicidade dos conceitos utilizados (COLIN, 2017).
Considerando um único recurso, a eficiência poderia ser medida a partir da
razão entre a sua produtividade e a produtividade da DMU mais eficiente. Entretanto, o
modelo DEA considera múltiplos produtos e múltiplos insumos. Portanto, a generalização
do modelo para um único insumo está ligada ao quociente entre a soma ponderada dos pro-
dutos e a soma ponderada dos recursos (MEZA et al., 2005). A formulação dessa definição
é apresentada na Equação 3.5. Esse modelo maximiza a eficiência de uma determinada
DMU 𝑜 considerando um conjunto de 𝐾 DMUs.
O Modelo dos Multiplicadores é um dos mais utilizados e também é conhecido
pelas iniciais dos nomes de seus criadores CCR (Charnes, Cooper e Rhodes) (CHARNES
et al., 1978). Esse modelo constrói uma superfície linear por partes, não paramétrica,
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envolvendo os dados. Qualquer variação nas entradas (inputs) produz uma variação pro-
porcional nas saídas (outputs). Além disso, os modelos podem ser classificado como Ori-
entado a output ou Orientado a input. O uso de cada classificação depende da análise
de sensibilidade que deseja-se realizar após o cálculo da eficiência de cada DMU, uma
vez que esse cálculo obtém o mesmo resultado de eficiência para as DMUs em ambas as
perspectivas.
Para demonstrar o modelo matemático, será adotado o problema primal ori-
entado a inputs. A eficiência de uma DMU 𝑜 (𝐸𝑓𝑓𝑜) é dada pela soma ponderada das






• 𝑣𝑖 é o peso do input 𝑖, sendo 𝑖 = 1, ..., 𝑟
• 𝑢𝑗 é o peso da output 𝑗, sendo 𝑗 = 1, ..., 𝑠
• 𝑥𝑖𝑜 é o input 𝑖 da solução 𝑜
• 𝑦𝑗𝑜 é o output 𝑗 da solução 𝑜
Como cada DMU pode definir seus próprios pesos, as variáveis de decisão do
problema são 𝑣𝑖 e 𝑢𝑗, todas maiores que zero. Para maximizar a eficiência de cada DMU,
define-se a função-objetivo do problema como na Equação 3.6. Devido à não-linearidade da
função-objetivo, não é possível resolver o problema por Programação Linear. Entretanto,
se considerarmos arbitrariamente que o denominador é igual a um (tornando isso uma
restrição), a função torna-se linear, como mostra a Equação 3.7.









Além disso, cada solução 𝑘 deverá ter uma eficiência de no máximo cem por



















𝑣𝑖𝑥𝑖𝑘 ≤ 0 ∀𝑘
(3.8)
Capítulo 3. Otimização Multiobjetivo versus Tomada de Decisão Multi-critério 31
Portanto, o modelo final é construído pela composição da função-objetivo lin-
earizada e duas restrições: a primeira necessária devido ao processo de linearização e a
segunda pela definição do problema de eficiência máxima de cada solução. Esse modelo é


















𝑣𝑖𝑥𝑖𝑘 ≤ 0, ∀𝑘
𝑣𝑖𝑢𝑗 ≥ 0 ∀𝑖, 𝑗 𝑖 = 1, ..., 𝑟, 𝑗 = 1, ..., 𝑠
(3.9)
Em DEA, o número de Problemas de Programação Linear (PPLs) a serem re-
solvidos é igual ao número de DMUs. Essas DMUs constituem alternativas com diferentes
critérios associados: critérios de minimização (inputs) e critérios de maximização (out-
puts). Após o cálculo da eficiência de cada DMU, é possível que mais de uma DMU tenha
eficiência igual a 1, ou seja, 100% eficiente. Por isso, o DEA também prevê a aplicação
do método de cross-effiency. Ele consiste em avaliar a eficiência de cada DMU em relação
aos pesos que tornam outras DMUs eficientes. Pode ser entendido como um método de
avaliação do grau de eficiência de cada DMU, sendo possível, assim, ordená-las.
A metodologia tem como resultado uma lista ordenada de alternativas com
critérios associados e visa auxiliar gestores e/ou usuários a tomarem decisões analiti-
camente fundamentadas. Uma vantagem desse método é a possibilidade de análise de
alternativas mesmo em um cenário totalmente desconhecido pelo tomador de decisão.
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4 Algoritmos Genéticos
Os Algoritmos Genéticos (AG) estão inseridos em uma classe mais ampla de
algoritmos chamada Algoritmos Evolutivos (AE), que, por sua vez, são Técnicas Computa-
cionais de Busca. A Computação Evolutiva tem inspiração na biologia, mais especifica-
mente no processo evolutivo natural baseado na teoria da evolução de Darwin (DARWIN;
BYNUM, 2009). Os AE buscam a solução para um determinado problema através de
analogias à evolução que diversas espécies da natureza tiveram ao longo de muitos anos.
A metáfora fundamental da Computação Evolutiva relaciona o poder natural da evolução
à resolução de um tipo de problema em particular que é a ”tentativa e erro” (EIBEN;
SMITH, 2015).
Os AE podem ser divididos em quatro principais classes: Algoritmos Genéti-
cos, Estratégias Evolutivas, Programação Evolutiva e Programação Genética. Os AG se
destacam por terem muitas aplicações na área de Inteligência Artificial e serem base
fundamental para a construção de outros algoritmos da área.
Essa área da computação tem se consolidado como uma das principais metodolo-
gias para solucionar problemas de otimização. A escolha de sua utilização em detrimento
de algoritmos clássicos justifica-se pela existência de algumas características do prob-
lema, como intratabilidade matemática, variação no tempo, explosão combinatória de
candidatos à solução, entre outros. Antes de descrever o AG propriamente dito, serão
introduzidos os conceitos de heurística e meta-heurística, que são bases desse tipo de
algoritmo.
A Computação evolutiva faz parte de um conjunto de métodos chamado Heurís-
ticos. Esses são definidos por não possuírem uma formulação matemática completa sobre
o seu comportamento (SUCUPIRA, 2004). O êxito desses métodos para tratamento de
problemas normalmente NP-difíceis levou à elaboração de ”esqueletos” genéricos de algo-
ritmos, chamados de meta-heurísticas.
Algoritmos heurísticos possuem a característica de não garantir a solução ótima
global, entretanto possui técnicas que podem garantir encontrar soluções sub-ótimas, ou
seja, aquelas com valores próximos ao ótimo ou muito melhores que as soluções factíveis
encontradas por métodos clássicos. Outra característica é não garantir convergência do
algoritmo nem custo máximo para encontrar uma solução. Ainda assim, a heurística tem
conquistado um papel importante na aplicação de problemas em diversas áreas do con-
hecimento e é uma das bases dos conceitos de Inteligência Artificial.
Segundo (MICHALEWICZ; FOGEL, 2013), AE é uma ideia revolucionária
que trabalha com mais de uma solução simultaneamente e promove competição entre
elas. Simulando o processo evolutivo, as soluções candidatas lutam pela sobrevivência nas
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gerações futuras. Seguindo a analogia, é possível utilizar variação aleatória para encontrar
novas soluções.
4.1 Conceitos do AG
Alguns conceitos específicos dos AG são importantes para entender o mapea-
mento da inspiração biológica com o modelo do problema a ser resolvido. Os principais
pontos em comum são:
• Indivíduo ou Cromossomo: codificação de uma solução possível para o problema.
• Genes: composição dos indivíduos. Em sua implementação original (HOLLAND,
1992), unidades binárias.
• População: um conjunto de indivíduos.
• Função de avaliação ou fitness: função que calcula quão adaptado é o indivíduo. Em
otimização, geralmente é equivalente à função objetivo.
• Operadores Genéticos: são dois os principais, mutação e recombinação ou crossover.
Têm como objetivo aumentar a população e diversificá-la.
• Operadores de seleção: mecanismos análogos à seleção natural que separa e deter-
mina indivíduos aptos à sobrevivência.
Dado que um AG é uma meta-heurística, podemos definir um esquema geral
dos procedimentos. O algoritmo 4.1 e o fluxograma adaptados de (EIBEN; SMITH, 2015)
são apresentados a seguir para ilustrar o processo geral dos AG.
Pseudocódigo 4.1 Esquema geral de um AG.
INICIALIZA população com soluções candidatas aleatórias
AVALIA cada candidato
while CONDIÇÃO DE PARADA não seja satisfeita do
SELECIONA pais
RECOMBINA pares de pais
MUTAÇÃO dos filhos gerados
AVALIA os novos candidatos
SELECIONA indivíduos para a próxima geração
end while
A inicialização do processo acontece com a geração de uma população inicial,
geralmente aleatória. Os indivíduos mais aptos dessa população são submetidos aos op-
eradores genéticos de crossover e mutação que resultam em uma outra população com
descendentes (filhos) geneticamente modificados. Esses novos indivíduos são avaliados de
acordo com a função de avaliação e é atribuído a cada um deles um valor de fitness.
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Figura 7 – Fluxograma de um AG.
Aplica-se então o operador de seleção que irá determinar os indivíduos que sobreviverão,
ou seja, os indivíduos aptos a passar para a próxima geração. Esse processo deve se repetir
até que a condição de parada seja satisfeita.
4.2 Algoritmos Genéticos Multiobjetivo
Para (MICHALEWICZ; FOGEL, 2013), técnicas de busca efetiva possuem
mecanismos de balancear dois objetivos aparentemente conflitantes: explotar a melhor
solução encontrada e explorar o espaço de busca. Para isso é necessário trabalhar com
mais de uma solução simultaneamente.
Os AG são considerados algoritmos populacionais, por manipularem um con-
junto de soluções. Essa abordagem, quando colocada em paralelo com o Problema de
Otimização Multiobjetivo (POM), que possuem um conjunto de soluções como resultado
de apenas uma execução, parecem adequar-se perfeitamente. Além disso, é possível con-
siderar múltiplos valores de fiteness para os indivíduos. Dessa forma, fica explícita a con-
sideração dos múltiplos objetivos do problema simultaneamente, ao contrário dos métodos
clássicos que necessitam de adaptações que reduzem a função-objetivo para apenas uma
equação.
O primeiro Algoritmo Genético Multiobjetivo (AGM ) foi proposto por (SCHAF-
FER, 1985) chamado de Algoritmo Genético com Vetor de Avaliação (VEGA, do inglês
Vector Evaluated Genetic Algorithms). Depois disso, vários autores também propuseram
diferentes abordagens dos AG tratando de múltiplos objetivos. No trabalho de (KONAK
et al., 2006), estão reunidos os principais algoritmos dessa área. O autor apresenta as
características de cada um deles e faz um breve comparativo. A Tabela 1, adaptada de
(KONAK et al., 2006), resume as principais vantagens e desvantagens desses AGM.
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Tabela 1 – Principais AGM
Algoritmo Vantagens Desvantagens Ref.
VEGA Primeiro AGMImplementação direta
Tende a convergir para
o extremo de cada objetivo (SCHAFFER, 1985)
MOGA Simples extensão do AG Geralmente convergência lenta (FONSECA et al., 1993)
WBGA Simples extensão do AG Dificuldades em espaço dosobjetivos não convexo (HAJELA; LIN, 1992)
NPGA Processo de seleção simplificado(torneio) Parâmetro extra para torneio (HORN et al., 1994)
RWGA EficienteFácil implementação
Dificuldades em espaço dos
objetivos não convexo (MURATA; ISHIBUCHI, 1995)
PESA Computacionalmente eficienteFácil implementação
Necessário informação à priori
do espaço dos objetivos (CORNE et al., 2000)





Crowding distance atua apenas
no espaço dos objetivos (DEB et al., 2000)
NSGA-III Robusto em relação à quantidadede objetivos Implementação complexa (DEB et al., 2000)
SPEA Amplamente testadoSem parâmetro para agrupamento
Complexo agrupamento com
utilização de arquivos externos (ZITZLER; THIELE, 1999)
SPEA2
Melhoria do SPEA
Certifica que pontos extremos
sejam preservados
Cálculo de fitness
computacionalmente caro (ZITZLER et al., 2001)
RDGA Robusto em relação à quantidadede objetivos Implementação complexa (LU; YEN, 2003)
DMOEA Abordagem adaptativa paraparâmetros do AG Implementação complexa (YEN; LU, 2003)
Neste trabalho daremos foco no algoritmo NSGA-II e as características iner-
entes a ele. Os detalhes dos demais algoritmos estão disponíveis em suas respectivas refer-
ências apresentadas na última coluna da Tabela 1.
A sigla NSGA-II vem do inglês Nondominated Sorting Genetic Algorithm, que
significa que o algoritmo é baseado na classificação por não-dominância. Esse conceito
está detalhado na Seção 3.1. Ele é derivado do NSGA que utilizava técnicas de compar-
tilhamento de fitness como mecanismo de manutenção da diversidade da população.
Na construção do NSGA-II, foi utilizado o cálculo do crowding distance para
garantir espalhamento da fronteira e como critério de desempate na seleção de indivíduos
sobreviventes. Esse algoritmo é elitista, isto é, ao encontrar uma solução melhor que todas
as outras encontradas durante todo o processo, esse mecanismo garante que a mantenha
ao longo das gerações. Essa estratégia é adotada porque os operadores evolutivos não
garantem selecionar o melhor indivíduo sempre, de acordo com a estrutura do AG puro.
Um fluxograma desse algoritmo está ilustrado pela Figura 8.
Algumas diferenças do NSGA-II em relação ao AG são:
• Operador de seleção é aplicado para escolha dos pais do crossover ;
• Após a aplicação dos operadores evolutivos, é atribuído aos indivíduos o rank. Esse
atributo é baseado na dominância de Pareto do indivíduo em relação aos outros da
população;
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Figura 8 – Fluxograma NSGA-II
• A seleção dos sobreviventes à nova geração é feita pela ordenação dos indivíduos
baseada no rank de cada um.
• Caso a quantidade de indivíduos que possuem o mesmo rank selecionado para a nova
geração seja maior que o número de indivíduos faltantes para a geração seguinte, o
desempate entre eles é feito pelo cálculo do crowding distance.
O crowding distance é o cálculo da distância de uma solução no espaço dos
objetivos em relação a outras situadas na mesma fronteira. A aplicação desse conceito
prioriza soluções não aglomeradas, ou seja, busca o espalhamento da fronteira e, conse-
quentemente, mantém a diversidade no espaço dos objetivos.
Uma nova abordagem utilizando alguns dos conceitos do NSGA-II foi proposta
por (DEB; JAIN, 2014), e se chama NSGA-III. A ideia desse algoritmo é potencializar as
soluções não dominadas, fornecendo um conjunto de pontos de referência. Esse algoritmo
foi desenvolvido almejando o tratamento de problemas com muitos objetivos (quatro ou
mais). Portanto, os testes contam com problemas que possuem de três a quinze objetivos
e o algoritmo teve resultados promissores.
4.3 Otimização Evolutiva Dinâmica
O ambiente em que o Problema de Transporte atua está sujeito a diversas
mudanças como horários de tráfego intenso, faixas de horário mais caras para usuários de
táxi, acidentes e obras na via planejadas ou não. Para consideração desse cenário para a
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aplicação de técnicas de otimização, é necessário adotar uma abordagem específica para
o problema: a Otimização em Ambientes Dinâmicos.
Meta-heurísticas evolutivas são metodologias adequadas para o tratamento
deste tipo de problema devido à inspiração na evolução biológica e em sistemas naturais
auto-organizados, em que estão sempre sujeitos à mudanças (NGUYEN et al., 2012). Ana-
liticamente, essas mudanças podem afetar a função-objetivo, a instância ou as restrições.
Logo, a solução ótima pode mudar com o passar do tempo.
Na área de Otimização Evolutiva Dinâmica (OED), os termos ”problemas
dinâmicos” e ”problemas dependentes do tempo” se confundem ou são utilizados indifer-
entemente. Neste trabalho, foi adotada a definição dada por (NGUYEN et al., 2012):
Dado um algoritmo de otimização 𝐴 para resolver um problema 𝑃𝑡 e um
período de tempo (︀𝑡𝑖𝑛í𝑐𝑖𝑜, 𝑡𝑓𝑖𝑚⌋︀, 𝑃𝑡 é um Problema de Otimização Dinâmica
se, durante o período (︀𝑡𝑖𝑛í𝑐𝑖𝑜, 𝑡𝑓𝑖𝑚⌋︀, há mudança na superfície de fitness que 𝐴
usa para representar 𝑃𝑡 e 𝐴 reage a essa mudança para obter novas soluções
ótimas
A dinamicidade do problema pode resultar em alterações no número, posição
no espaço dos objetivos e qualidade das soluções. Nessas situações, as técnicas de Pro-
gramação Matemática tendem a apresentar degradação de desempenho, uma vez que sua
concepção é para o tratamento de casos estáticos. Além disso, algoritmos populacionais
têm obtido bons resultados em trabalhos da literatura, como (NGUYEN et al., 2012) e
(FRANÇA, 2005).
As duas principais dificuldades encontradas no tratamento desse tipo de prob-
lema são: a viabilidade em reiniciar a busca a cada alteração do problema e, no espaço
dos objetivos, essa alteração resultar em uma mudança brusca da região do(s) ponto(s)
ótimo(s). Então, surge o interesse em continuar a busca a partir das soluções encon-
tradas até o momento que antecede a mudança, presumindo-se que as informações históri-
cas podem contribuir para o novo processo de busca mesmo com alterações do cenário
(FRANÇA, 2005). Essa estratégia também pode garantir a diversidade na representação
de regiões no espaço de busca.
Mesmo com a mudança do problema em um determinado período de tempo,
acredita-se que suas características estão, de alguma forma, relacionadas ao problema
anterior à mudança. O objetivo da OED é projetar um algoritmo que aprenda com a
busca anterior para progredir de forma mais eficiente (NGUYEN et al., 2012).
Ao contrário de métodos clássicos, as meta-heurísticas evolutivas que tratam
problemas estáticos podem, facilmente, adaptar-se a problemas dinâmicos. A principal
alteração proposta em relação ao algoritmo estático é a definição de uma população de
memória que mantém indivíduos que foram ótimos em algum instante do processo e há
possibilidade de voltar a ser.
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Essa classe de algoritmos exige mais complexidade de implementação e de
esforço computacional. Ainda há grandes desafios no desenvolvimento de técnicas que
adequem-se a essa tratativa do problema. Entretanto, para aplicações práticas, são necessárias
respostas rápidas e eficientes e, para isso, é imprescindível a utilização da abordagem de
Problemas Dinâmicos.
Portanto, os AE apresentam-se mais adequados à tratativa desses problemas
por serem algoritmos populacionais. Essa característica permite ao algoritmo ter diversi-
dade de representação do espaço de busca, ter uma ”memória” de resoluções de diferentes
configurações da rede e ainda, a capacidade de detectar a mudança no ambiente.
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5 Problema de Transporte Multimodal
O Problema de Transporte consiste em um caso especial de Problemas Otimiza-
ção em Redes. Trata-se de encontrar o caminho com menor custo dado um ou mais pontos
de origem e um ou mais pontos de destino. Pode-se considerar tanto o transporte de cargas
como o de passageiros. Em alguns casos, considera-se o fluxo do caminho, principalmente
para aplicações no transporte de cargas. A aplicação desse modelo para o caso em que há
mais de um modo de transporte a ser considerado para obtenção do menor caminho é o
Problema de Transporte Multimodal. Para (AHUJA et al., 1993), o conjunto de nós para
esse problema pode ser particionada em dois: os nós de fornecimento (origens) e os nós
de demanda (destinos).
Dada a importância econômica que o transporte exerce, a expansão e o plane-
jamento explorando a diversidade dos meios de transporte têm crescido. Atualmente,
em grandes centros econômicos e populacionais, tem-se incentivado o uso de transportes
coletivos para amenizar os congestionamentos e consequentemente a emissão de gases
poluentes.
Considerando esse novo cenário do transporte, tornou-se necessário o uso otimizado
dessa rede. Neste trabalho, serão apresentadas estratégias que podem guiar tanto o pas-
sageiro quanto o gestor de linhas de transporte.
A personalização de processos de acordo com a preferência do usuário também
tem tornado-se um componente importante. Principalmente no que refere-se a caminho
a ser percorrido de uma origem para um destino, pode haver conflito de interesses de um
usuário em relação ao outro. Por exemplo, um usuário pode optar por demorar o menor
tempo possível e o outro pode querer evitar caminhos que cruzem regiões perigosas da
cidade, mesmo que isso leve mais tempo.
A multimodalidade faz com que as opções de caminhos cresçam e se diver-
sifiquem. Portanto, há mais chances de atender às necessidades de cada usuário con-
siderando todos os modos de transporte disponíveis em uma região. Essas e outras razões
motivam pesquisadores a investirem em soluções com múltiplos objetivos para o Problema
de Transporte Multimodal.
5.1 Formulação Matemática
A formulação matemática geral para esse tipo de problema considera os custos
dos arcos dependentes dos fluxos nos mesmos. Cada rota de passagem de fluxo compro-
mete parte ou toda a capacidade de seus arcos. À medida que porções dessas capaci-
dades são comprometidas ao fluxo, as capacidades residuais (ou capacidades restantes)
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são atualizadas. Dentre as formas de resolução, está a obtenção de um conjunto de cam-
inhos (arborescência), obtidos iterativamente de acordo com a atualização dos custos
(SHIRABAYASHI, 2014) (VIEDMA, 2011). A formulação desse tipo de problema tem
uma função-objetivo não-linear, e está descrita formalmente pela Equação 5.1 (VERGA
et al., 2014):













𝑥𝑗𝑖𝑙 = 𝑏𝑖 ,∀𝑖 ∈ 𝑁
𝑥𝑖𝑗𝑙 ⩽ 𝑢𝑖𝑗𝑙 ,∀(𝑖, 𝑗) ∈ 𝐴,∀𝑙 ∈ 𝐿
𝑥𝑖𝑗𝑙 ⩾ 0 ,∀(𝑖, 𝑗) ∈ 𝐴,∀𝑙 ∈ 𝐿
(5.1)
Onde:
• 𝐿 é o conjunto de todos os modos de transporte considerados;
• 𝑙 é um modo de transporte;
• 𝑥𝑖𝑗𝑙 é o fluxo no arco (𝑖, 𝑗) usando o modo 𝑙;
• 𝑏𝑖 é a oferta ou demanda do nó 𝑖;
• 𝑐𝑖𝑗𝑙(𝑥𝑖𝑗𝑙) é o custo percorrer o arco (𝑖, 𝑗, 𝑙) e depende do fluxo 𝑥𝑖𝑗𝑙 no arco;
• 𝑢𝑖𝑗𝑙 é a capacidade do arco (𝑖, 𝑗) usando o modo 𝑙.
A primeira restrição refere-se a equação de equilíbrio de fluxo, ou seja, a soma
dos fluxos que entram do nó 𝑖 menos a soma dos fluxos de saída do nó 𝑖 é igual à demanda
no nó. Por definição, os nós origem e destino terão definidas ofertas e demandas. Os demais
nós tem 𝑏𝑖 igual a zero. A próxima restrição diz respeito à capacidade de fluxo de cada
arco, em cada modo de transporte.
Uma das possíveis formas para se modelar o custo de viagem, 𝑐𝑖𝑗𝑙(𝑥𝑖𝑗𝑙), é
utilizando uma função não-linear (BPR, 1964) do tipo:
𝑐𝑖𝑗𝑙(𝑥𝑖𝑗𝑙) = 𝑐0(1 + 𝜌(𝑥𝑖𝑗𝑙⇑𝑢𝑖𝑗𝑙)𝜆)
Onde:
• 𝑐𝑖𝑗𝑙 é o custo de viagem no arco (𝑖, 𝑗) pelo modo 𝑙;
• 𝑐0 é o custo de viagem com fluxo livre, ou seja, o custo inicial do arco;
• 𝑥𝑖𝑗𝑙 é o fluxo no arco (𝑖, 𝑗) pelo modo 𝑙;
• 𝜌 e 𝜆 são os parâmetros do modelo, que usualmente são 𝜌 = 0,15 e 𝜆 = 4.
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Os parâmetros desta função podem variar de acordo com o tipo de estrada e
de acordo com a abordagem do problema. Na literatura, existem várias funções de custo
de viagem modeladas para utilização em planejamento de transportes onde o custo de
viagem é calculado em função do fluxo de tráfego.
Nesse trabalho será tratado o Problema de Caminho Mínimo com obtenção de
um conjunto de caminhos com a mesma qualidade. Posteriormente, poderá ser incorporada
a abordagem expressa em 5.1, que trata o custo dependente do fluxo e da capacidade dos
arcos.
O PCM com origem 𝑜 e destino 𝑑, para Redes de Transporte Multimodal pode
ser formulado na forma da Equação (SHIRABAYASHI, 2014). Nela, 𝑥𝑖𝑗𝑙 são variáveis de
decisão, binárias, que representam se o arco ligando o nó 𝑖 ao nó 𝑗 com modo de transporte
𝑙 pertence ou não ao caminho mínimo. A variável vale 0 se não pertence e 1 caso contrário.
A função-objetivo minimiza a soma dos custos (tempo, distância, tarifa, etc.) dos arcos
que compõem o caminho mínimo. As restrições correspondem ao balanceamento de fluxo
da rede, para o caso de oferta e demanda iguais a 1.































𝑥𝑗𝑖𝑙 = −1 , 𝑖 = 𝑑
𝑥𝑖𝑗𝑙 ∈ {0, 1} ∀(𝑖, 𝑗) ∈ 𝐴 ∀𝑙 ∈ 𝐿
(5.2)
A diferença entre o modelo de 5.1 e de 5.2, é que o primeiro tem o custo 𝑐𝑖𝑗𝑙(𝑥𝑖𝑗𝑙)
que é dependente do fluxo do arco e o segundo, tem o fluxo fixado em 1 e, portanto, o
custo não varia de acordo com o fluxo. Vale destacar a importância do problema em
ambiente dinâmico, neste caso, como apresentado na Seção 4.3. Pois, os custos do modelo
expresso em 5.1 são atualizados iterativamente, de acordo com o fluxo passado. Isso nos
remete ao conceito de mudança no cenário da rede, argumento base para implementação
de Otimização Dinâmica.
5.2 Trabalhos Correlatos
O Problema de Transporte pode ser abordado de diferentes maneiras e, de
acordo com a abordagem, vários métodos de resolução podem ser aplicados. O problema
pode considerar apenas transporte de cargas, apenas transporte de passageiros ou um
modelo genérico para os dois. A modelagem das redes de transporte, comumente, é feita
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através de grafos. E a abstração dessa rede para codificação do algoritmo é uma etapa
crucial, pois pode limitar ou permitir diversas aplicações do problema. Os meios de trans-
porte podem ser representados e tratados separadamente, todos como um mesmo grafo
ou utilizando arcos artificiais que ligam os diferentes subgrafos, chamados arcos de trans-
ferência. Essa escolha, por exemplo, pode determinar como será considerada a mudança
entre os modos de transporte e se haverá algum custo associado.
As configurações da rede e os custos dos arcos podem ser modificados ao longo
da resolução do problema. Especialmente tratando-se de redes de transporte no mundo
real, essas modificações são constantes e, muitas vezes, imprevisíveis. Para que a mod-
elagem do problema considere essas modificações, ela precisa ser adaptada a uma rede
em ambiente dinâmico. Caso essas mudanças variem de acordo com o tempo, diz-se que
a rede é dependente do tempo. Caso a rede se mantenha do início ao fim da solução, a
rede é chamada de estática. Dependendo do que pretende-se alcançar na busca por um
caminho, classifica-se o problema com mono-objetivo ou com múltiplos objetivos, no caso
de uma ou mais de uma forma de avaliação para o caminho, respectivamente.
Este capítulo tem o intuito de classificar os trabalhos mais relevantes dessa
área, considerando as diferentes abordagens e metodologias aplicadas. É uma forma de
organizar o grande espectro que esse problema pode abranger. Ao mesmo tempo, essa
pesquisa é importante para identificar o progresso de cada método dentro da literatura e
garantir uma abordagem coerente para o desenvolvimento do trabalho.
5.2.1 Redes Dinâmicas
Considerando a dinamicidade de uma rede de transporte, (ZILIASKOPOU-
LOS; WARDELL, 2000) propõe um algoritmo determinístico que tem como único obje-
tivo minimizar o tempo de viagem. O algoritmo considera o atributo referente ao tempo
do arco dinamicamente, os atrasos na ocorrência da troca de modo de transporte e a
hora de partida dado uma escala de horários. Por isso é classificado como algoritmo time-
dependent, pois leva em conta as variações do tempo para o cálculo do caminho mínimo.
A representação do grafo é baseada basicamente em duas estruturas de dados: uma lista
de predecessores e uma matriz bi-dimensional. A matriz armazena os custos de cada arco,
para cada modo e escala de tempo. Devido a essa modelagem, os resultados dos testes
computacionais mostraram que o algoritmo não varia com o número de modos de trans-
porte, com uma escala fixa de horários. Portanto sua complexidade é O(⋃︀ 𝑇 ⋃︀2⋃︀ 𝑉 ⋃︀2), onde
𝑇 é o conjunto discreto de horários de partida e 𝑉 é o conjunto de nós. Os testes foram
realizados em uma rede com 500 nós e 1381 arcos, variando a quantidade de intervalos
e de modos. O algoritmo chegou a demorar 28,32 segundos de tempo de CPU para 250
intervalos de tempo. Fixando o número de modos e de intervalos de tempo e variando o
número de nós de 50 a 1000 o algoritmo demorou de 0,54 a 13,59 segundos.
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Duas características importantes da rede multimodal dinâmica são os tempos
de atrasos para troca de meio de transporte e as janelas de tempo de partida e de chegada.
Em (LIU et al., 2017), são considerados esses dois atributos para calcular o caminho mais
rápido de uma origem para um destino. Ele adapta um algoritmo Label-Setting para
abordar essas características, o que resulta em um algoritmo de complexidade 𝑂(⋃︀ 𝑁 ⋃︀).
Os testes são feitos em uma rede com 10 nós, 21 arcos e 5 janelas de tempo e o autor não
especifica qual foram as condições de teste nem o tempo computacional gasto.
O trabalho de (KIRCHLER, 2013) conta com a elaboração de duas redes de
transporte multimodais baseadas nas regiões de Paris e de Nova Iorque. Elas são mode-
ladas utilizando o conceito de grafo e incluem quatro modos de transporte (carro, bicicleta,
pedestre e transporte público). Foi utilizado o conceito de arcos de transição para conectar
um modal a outro na modelagem do grafo. Essas redes serviram como base de dados de
teste para os algoritmos propostos por ele. Um deles é um algoritmo de caminho mínimo
mono-objetivo para redes multimodais chamado de SDALT, uma adaptação do algoritmo
ALT para redes dinâmicas. ALT é um método exato que combina a característica do A*
(AHUJA et al., 1993), de pontos de referência, com inequação triangular. Sua implemen-
tação original não é muito eficiente em redes dinâmicas, por isso o autor propõe adaptá-lo
com uma técnica para acelerar a convergência da solução.
5.2.2 Multiobjetivo
Principalmente quando consideradas as diversas preferências dos usuários, é
muito comum, surgir a necessidade de avaliar o caminho sob diferentes aspectos. É da
natureza do Problema de Transporte Multimodal ter múltiplos objetivos (AMBROSINO;
SCIOMACHEN, 2009). Sendo assim, (AMBROSINO; SCIOMACHEN, 2009) desenvolve
um trabalho utilizando o Método das Ponderações para considerar três aspectos relaciona-
dos aos caminhos: tempo de viagem, custo financeiro e um fator de desconforto associado à
troca de modo de transporte. Os pesos para cada objetivo são obtidos através da inserção
da preferência pelo usuário a priori. O algoritmo identifica uma troca de modal que seja
ótima. Então, aplicando o algoritmo de Dijkstra, calcula caminhos mínimos considerando
apenas um modo de transporte e avalia caminhos alternativos aos encontrados forçando
a inserção dessa troca ótima para um dado par origem-destino.
No trabalho de (LOZANO; STORCHI, 2001), é proposta a adaptação o Al-
goritmo Cronológico (PALLOTTINO; SCUTELLA”, 1997), baseado em modificação ad
hoc, para encontrar o caminho mínimo de uma origem para um destino. É um algoritmo
que minimiza o custo e a quantidade de trocas de modos de transporte do caminho sob
um conjunto de restrições. Uma dessas restrições é a quantidade máxima de vezes que o
usuário está disposto a trocar de modo de transporte inserida por ele antes da execução
do algoritmo. Ao final, o usuário também precisa decidir entre os caminhos sugeridos pelo
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algoritmo, já que a solução é um conjunto de caminhos e não apenas uma solução. A rep-
resentação da rede multimodal utilizada pelo autor é baseada em grafos onde o conjunto
de arcos é classificado em dois subconjuntos: os arcos de transição e os arcos de viagem.
A primeira classificação refere-se a arcos em que o passageiro precisa caminhar ou esperar
na troca de modais. E o segundo subconjunto são arcos que ligam dois nós de um mesmo
modo de transporte. O autor não especifica a que se refere o custo do arco. Os modos
de transporte considerados no trabalho são privados (carro ou moto), metrô e ônibus. A
instância utilizada para aplicação do algoritmo proposto tem 21 nós, 23 arcos de viagem
e 28 de transferência.
Para (KAMEL; SLIM, 2004), o algoritmo multiobjetivo proposto é uma com-
posição do Algoritmo Genético e o algoritmo de Dijkstra. Para cálculo do fitness dos indi-
víduos, é utilizado o Método das Ponderações entre as medidas custo, tempo e conforto.
Todo o processo manipula apenas indivíduos factíveis. A população inicial é gerada a par-
tir de múltiplas execuções do algoritmo exato de Dijkstra. Durante o processo é mantida
uma uma ”lista Tabu”, herdada da Busca Tabu, para evitar caminhos com nós sem saída.
O controle de diversidade é feito pela preferência, na seleção, de indivíduos com maior
número de meios de transporte diferentes. Existem duas formas de ocorrer o crossover
em dois indivíduos selecionados e uma forma de mutação. Os modais considerados não
incluem veículo privado.
(MEDSSIA; GHEDIRA, 2015) propõe um algoritmo genético distribuído para
solucionar o problema de transporte multimodal em redes com distúrbios. Considerando
que, no mundo real, a rede de transporte pode sofrer modificações a qualquer momento,
o algoritmo busca soluções que serão válidas em diferentes cenários possíveis. A função-
objetivo é composta pela soma ponderada dos objetivos: tempo, custo e conforto. O in-
divíduo possui codificação real, sendo composto pelos nós de início, destino e, para os
nós intermediários, são armazenadas as informações de hora de início e modo de trans-
porte. O autor considera o algoritmo híbrido porque o operador de seleção utiliza duas
técnicas, uma aleatória e outra elitista. Entretanto, essa definição não se configura uma
hibridização de algoritmo para esse trabalho. Essa escolha é justificada pela característica
de convergência prematura desse tipo de problema, e então faz-se necessária a manutenção
de diversidade de indivíduos. Os testes foram realizados com taxas de crossover e mu-
tação de 0,75 e 0,03 por cento, respectivamente. Existem 2 tipos de crossover, um de um
ponto e outro de dois pontos, mas ambos são feitos apenas entre nós em comum dos dois
pais. A população é de 15 indivíduos e há 100 gerações. Assim, puderam analisar pontos
específicos da rede que os distúrbios mais afetam. Apenas transportes coletivos foram
considerados.
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5.2.3 Mono-modal
A consideração de múltiplos modos para PCM é uma pesquisa relativamente
recente. Existem muitos trabalhos clássicos na literatura modelados para redes com apenas
um modo. É o caso do trabalho de (DUQUE et al., 2015), que propõe um algoritmo exato
para escolha de caminhos. Considerando dois objetivos conflitantes, custo e tempo, as
soluções são escolhidas a partir do conceito de dominância. O método proposto sempre
procura encontrar a fronteira de soluções ótimas. É chamado de ”Algoritmo do Pulso”, que
faz uma analogia em enviar um pulso pela rede e avaliar o caminho que esse pulso fez em
relação aos pesos dos arcos até chegar ao destino. É uma método recursivo que se assemelha
à técnica de busca branch-and-bound (TAHA, 1992). Os experimentos computacionais
foram feitos em redes de grande escala, chegando a 1,2 milhões de nós e 2,8 milhões de
arcos. O código conta com a inicialização de dois caminhos mono-objetivo utilizando o
algoritmo clássico de Dijkstra com execuções paralelas. Ao final, é apresentado como esse
método pode ser expandido para mais de dois objetivos e testado em uma rede com até
10 objetivos.
Utilizando a mesma base de dados para testes, (SEDEñO-NODA; RAITH,
2015) também propõe um algoritmo de caminho mínimo bi-objetivo para redes com apenas
um modo. Os objetivos são custo e tempo e as soluções são classificadas pela conceito de
não dominância. O algoritmo proposto é uma adaptação do algoritmo de Dijkstra usando
heap para armazenar os rótulos dos objetivos de cada nó.
No trabalho de (IDRI et al., 2017), o autor utiliza um algoritmo ”orientado ao
alvo”. É uma heurística para guiar a busca pela proximidade dos nós em relação ao destino,
chamada de caminho virtual. A partir da distância Euclideana da origem em relação ao
destino, o algoritmo busca conectar a origem a nós que diminuam essa distância. Também
utiliza o conceito de desigualdade triangular, de algoritmos como A* e ALT, para dar
prioridade a nós que supostamente estão mais próximos ao alvo. O caminho virtual serve
como limitante inferior e o superior é obtido limitando a busca por um parâmetro 𝑑,
selecionando nós 𝑣, predecessores de 𝑢 na região com distância (𝑢, 𝑐𝑎𝑚𝑖𝑛ℎ𝑜 𝑣𝑖𝑟𝑡𝑢𝑎𝑙 ≤ 𝑑).
Para os testes, foram geradas instâncias aleatórias de até 22500 nós. Elas consideram
apenas um modo de transporte e custos dos arcos estáticos, entretanto, o autor afirma
que o modelo estende-se também aos casos multimodal e com arcos variantes no tempo.
5.2.4 Abordagem Heurística
Os algoritmos evolutivos têm sido muito aplicados no problema de transporte
multimodal. O principal algoritmo usado é o Algoritmo Genético, como no trabalho de
(YU; LU, 2012). Para encontrar a melhor rota, busca caminhos entre pedestre, ônibus,
metrô e carro, um dos poucos trabalhos que envolvem transporte público e privado. É uma
proposta multiobjetivo que considera custo da tarifa, tempo de viagem e quantidade de
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troca de modos. A modelagem da rede é feita considerando nós e arcos de transferência.
A codificação dos indivíduos é uma sequência de números inteiros, em que os positivos
são os identificadores dos nós e os negativos são identificadores do modo de transporte.
A seleção de indivíduos ocorre aplicando o conceito de Pareto dominância. Na geração
inicial são criadas subpopulações mono-modais aleatórias com indivíduos de tamanhos
variados. Então, operadores irão compor novos indivíduos a partir dessas subpopulações
com múltiplos modos. O algoritmo aceita a criação de indivíduos infactíveis, porém não
esclarece como é tratado isso no processo evolutivo.
Em (DIB et al., 2015), a proposta se baseia na combinação de duas meta-
heurísticas: o Algoritmo Genético e um Algoritmo de Busca Local, conhecido como VNS
(do inglês, Variable Neighborhood Search ). Essa combinação, de um algoritmo de busca
generalizada com algum de busca mais específica, é chamada de Algoritmo Memético.
Esse método faz uma analogia à memória humana, em que são memorizadas informações
importantes do processo, para que ao final seja possível recuperar as melhores soluções
dentre toda a busca. Ela possui o único objetivo de minimizar o tempo de chegada e
considera redes de pedestre, trem e ônibus. A modelagem é feita primeiro em grafos
separados para cada meio de transporte e depois faz-se a integração entre os modos
em um mesmo grafo. No algoritmo genético, os indivíduos são factíveis e codificados
com permutação dos genes. Há dois critérios de parada do algoritmo: quando atinge um
número máximo de gerações e quando uma solução melhor não é encontrada decorridas
várias gerações.
5.2.5 Abordagem Híbrida
Um algoritmo híbrido é aquele que utiliza tanto a abordagem heurística quanto
a determinística a fim de aproveitar as vantagens de cada uma e encontrar soluções mel-
hores e/ou mais rápidas. A hibridização de algoritmos também tem sido usada para apli-
cação de roteirização de caminhos em cidades vizinhas considerando múltiplos objetivos.
(JING et al., 2012) propõe um algoritmo híbrido que minimiza a soma do custo e do tempo
do caminho. Uma das restrições é o tempo total do caminho não ultrapassar um tempo
limite. Eventualmente, se um indivíduo for calculado e ele estiver infactível em relação a
essa restrição, ele é excluído da população e outro indivíduo é escolhido aleatoriamente
para substituí-lo. O indivíduo é representado por uma sequência numérica que indica as
cidades que o usuário deve passar. O crossover é de dois pontos e a mutação é feita em
apenas um ponto. O critério de parada é o número de gerações.
Considerando a complexidade de redes multimodais, (HEDI et al., 2009) propõe
um algoritmo híbrido para pré-calcular os caminhos mínimos de uma rede dinâmica. No
caso de (HEDI et al., 2009), ele utiliza o Algoritmo de Colônia de Formigas (ACO, do
inglês Ant Colony Optimization) e o algoritmo de Dijkstra. O primeiro atua em cada rede
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simplificada (mono-modal e independente dos tempos de partida/chegada) encontrando
os possíveis caminhos locais. Então, calculam-se os valores mínimos de caminhos para
todos os horários de partida e um outro grafo é gerado chamado de ”grafo relevante”
(tradução livre). Nessa última configuração, são excluídas informações redundantes para
que o algoritmo de Dijkstra seja aplicado e encontre os caminhos mínimos. Esse trabalho é
mono-objetivo, mas o autor afirma que ele pode ser facilmente expandido para multiobje-
tivo e o custo considerado é apenas hipotético, podendo ser adaptado para, por exemplo,
calcular tempo ou custo.
5.2.6 Transporte de Cargas
O Problema de Transporte pode ser aplicado tanto para cargas quanto para
passageiros. Alguns trabalhos propõem metodologias específicas para cada uma dessas
modalidades. Em (MNIF; BOUAMAMA, 2017), é apresentada uma nova heurística chamada
de algoritmo de Fogos de Artifício (FWA, do inglês Fireworks Algorithm). Esse algoritmo
faz parte da classe de métodos chamada de Inteligência de Exame (KNOWLES; CORNE,
2000). A proposta é aplicar o Problema de Transporte de cargas em uma rede multi-
modal com dois objetivos: minimizar o custo do transporte e minimizar a janela de tempo
até chegar ao consumidor. Ela utiliza o critério de não dominância para selecionar en-
tre as soluções candidatas no processo de busca. O trabalho formula matematicamente
o problema e utiliza o solver da ferramenta CPLEX para provar a eficiência do método
proposto.
O gerenciamento de cadeia de suprimento também é um problema de otimiza-
ção e, como no trabalho de (SITEK; WIKAREK, 2013), pode-se aplicar a abordagem
híbrida. Nesse trabalho, problema é modelado para redes multimodais, mas é um pouco
diferente das apresentadas nessa seção, porque, nela, é necessário considerar os diferentes
tipos de produtos (volume, capacidade, custo, etc) para formação da carga. São feitas
algumas análises numéricas para uma rede com duas fábricas, três distribuidores e dez
consumidores, com três modos de transporte de vinte produtos. Segundo o autor, os re-
sultados são satisfatórios em um tempo aceitável de resposta, mas são indicados para
modelagens parecidas com a utilizada no trabalho, pois são inseridas informações das
variáveis de decisão a priori.
5.2.7 Modelo de Tomada de Decisão Multi-critério
Os Modelos de Tomada de Decisão Multi-critério (MCDM, do inglês Multi-
criteria Decision Making ) tem sido amplamente aplicados a fim de auxiliar o decisor
quando diante de um conjunto de alternativas. Uma das aplicações recentemente usadas
é no Problema de Transporte Multimodal, especialmente no problema de localização de
pontos de transferência multimodal. (CAMARGO-PEREZ et al., 2013) destaca o impor-
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tante papel que os MCDM tem tomado nos problemas de transporte de passageiros e
os diferentes critérios abordados, como logística/técnico, econômico, social, ambiental, de
segurança, entre outros.
Além disso, (CAMARGO-PEREZ et al., 2013) aplica uma técnica de MCDM
chamada AHP (do inglês, Analytical Hierarchy Process) . A proposta é que essa téc-
nica resolva o problema de planejamento de pontos de intersecção do sistema rápido de
ônibus (BRT ) entre suas linhas e entre outros meios de transporte disponíveis na cidade.
Os resultados foram bastante promissores e a autora propõe que outras técnicas sejam
exploradas nesse tipo de problema.
Para resolver um problema parecido, (PISSINELLI, 2016) utiliza uma abor-
dagem integrada que combina o método AHP com PROMETHEE (Preference Ranking
Organization Method for Enrichment Evaluations). O objetivo é avaliar a localização de
terminal intermodal de cargas analiticamente para apoiar a decisão.
Ainda no cenário de transporte de cargas, (DOTOLI et al., 2016) mede as
diferentes alternativas de rotas multimodais de acordo com sua eficiência. Considerando
critérios conflitantes como tempo, custo, quantidade de gases poluentes emitidos, segu-
rança do transporte, entre outros, a autora propõe utilizar Análise Envoltória de Dados
(DEA). Os dados são estimativas não determinísticas de um estudo de caso real. Devido
ao tempo curto de processamento, também é possível analisar planos alternativos de rotas
e estudar novos investimentos. Apesar de tratar incerteza dos dados, a rede considerada
não é dinâmica.
5.2.8 Revisão
A Tabela 2 apresenta um sumário dos trabalhos relacionados descritos previ-
amente. A primeira coluna corresponde à referência do trabalho, a segunda refere-se à
quantidade de modos de transporte considerados no problema, se um (mono) ou mais de
um (multi). A terceira é em relação a quantidade de objetivos tratados, mono-objetivo
(mono) ou multiobjetivo (multi), e a quarta é sobre a abordagem do método de resolução,
se exato ou heurístico (heuríst.). Por último, a quinta coluna refere-se a dinamicidade da
rede, se há variação dos custos dos arcos, então ela é dinâmica (dinâm.), se não, ela é
estática (estát.).
Pode-se concluir que há uma tendência forte no desenvolvimento de pesquisas
com redes multimodais e múltiplos objetivos. Também há expressivos resultados que com-
binam mais de um método de resolução. Ainda há poucos trabalhos com redes dinâmicas,
devido à complexidade no tratamento destes problemas de otimização. Entretanto, é uma
abordagem que tem mais correspondência com o mundo real e com informação atual-
izada imprescindível na atualidade. Observa-se ainda que há uma crescente utilização de
métodos heurísticos aplicados nessa área e com bons resultados.
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Tabela 2 – Resumo dos trabalhos correlatos
Referência Modo de Transporte Objetivo Método RedeMono Multi Mono Multi Exato Heuríst. Estát. Dinâm.
(ZILIASKOPOULOS; WARDELL, 2000) X X X X
(LOZANO; STORCHI, 2001) X X X X
(DUQUE et al., 2015) X X X X
(SEDEñO-NODA; RAITH, 2015) X X X X
(DOTOLI et al., 2016) X X X X X
(MEDSSIA; GHEDIRA, 2015) X X X X
(SITEK; WIKAREK, 2013) X X X X X
(JING et al., 2012) X X X X X
(KAMEL; SLIM, 2004) X X X X X
(HEDI et al., 2009) X X X X X
(AMBROSINO; SCIOMACHEN, 2009) X X X X X
(KIRCHLER, 2013) X X X X
(MNIF; BOUAMAMA, 2017) X X X X
(YU; LU, 2012) X X X X
(DIB et al., 2015) X X X X
(IDRI et al., 2017) X X X X X
(LIU et al., 2017) X X X X
Acredita-se que o trabalho desenvolvido está de acordo com os trabalhos da
literatura atual. Em contrapartida, é um problema pouco explorado de forma completa
relativo à sua importância no setor econômico, social e ambiental. Portanto, o objetivo
desse trabalho é reunir conceitos valiosos como a multi-objetividade, a decisão multi-
critério e a dinamicidade em problemas de redes de transporte multimodal.
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6 Algoritmos Propostos
O Problema de Transporte Multimodal, descrito no Capítulo 5, apresenta a
formulação do problema com apenas um objetivo. Entretanto, as propostas deste trabalho
consideram o problema sob a perspectiva da Otimização Multiobjetivo. Para isso, foram
definidas matematicamente duas funções-objetivo que serão consideradas pelas aborda-
gens propostas. Nas Equações 6.2 e 6.3, estão expressas essas definições por 𝑓1 e 𝑓2,
respectivamente e as Equações 6.4, 6.5 e 6.6 expressam as restrições de balanceamento da
formulação matemática utilizada.
𝑥𝑖𝑗𝑙 ∈ {0, 1} ∀(𝑖, 𝑗, 𝑙) ∈ 𝐴 (6.1)
































𝑥𝑗𝑖𝑙 = −1 , 𝑖 = 𝑑 (6.6)
A variável de decisão é definida na Equação 6.1, em que 𝑥𝑖𝑗𝑙 = 1 quando o arco
pertence ao caminho e 𝑥𝑖𝑗𝑙 = 0 caso contrário. A equação 6.2 representa a função objetivo
𝑓1, que calcula do custo financeiro do caminho e a equação 6.3, a 𝑓2, que calcula o tempo
gasto da origem até o destino.
A modelagem para problema multimodal foi baseada no conceito de Coloração
de Grafos apresentada na Seção 2.1.1. Cada modo de transporte é representado por uma
cor de arco, sendo possível que os nós sejam comuns a todos os modos. Para demonstração
das representações adotadas neste trabalho, será considerado o grafo da Figura 3, sendo





Tabela 3 – Relação entre a representação do arco e o número identificador do modo de
transporte.
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Dessa forma, um caminho multimodal factível, com origem no nó 1 e destino
no nó 6, pode ser representado graficamente como na Figura 9. A codificação utilizada
nos algoritmos para representar, por exemplo, o caminho da Figura 9, está ilustrada na
Figura 10. Ela representa uma lista encadeada de uma estrutura com dois campos: o
primeiro armazena o identificador do nó e o segundo o identificador do modo de chegada
do referido nó. Adotou-se para o modo de chegada do nó de origem, o identificador -1,
para indicar ausência de arco de chegada. Essa lista pode ter tamanho diferente de acordo
com a quantidade de nós que o caminho que ela representa possui.
Figura 9 – Representação gráfica do caminho
Figura 10 – Representação da codificação do caminho
Para apresentação dos resultados na Seção 7.2, esse mesmo caminho será rep-
resentado como na Equação 6.7, em que os identificadores dos modos estão apresentados
sob os arcos que demonstram a sequência de nós do caminho.
1 0Ð→ 2 1Ð→ 3 2Ð→ 4 2Ð→ 6 (6.7)
Nessa modelagem, a troca de modo de transporte pode de acontecer em nós
comuns aos modos em questão, portanto, todo nó que possui arcos de mais de um modo
de transporte conectando-o, é um potencial nó de transição. No caso do caminho ap-
resentado na Figura 9, os nós 2 e 3 são nós de transição, pois o modo de transporte dos
arcos que chegam a esses nós são diferentes do modo de transporte dos arcos que saem.
Por fim, o conceito de semelhança entre caminhos é definido pela quantidade de arcos
em comum. Dizemos que dois caminhos são iguais se, e somente se, possuírem os mesmos
arcos na mesma ordem.
As próximas seções são dedicadas a detalhar a implementação de cada algo-
ritmo utilizado para resolver o Problema de Transporte Multimodal, focando na formu-
lação de PCM apresentada em 5.2, com múltiplos objetivos. A apresentação dos algoritmos
foi organizada de acordo com as abordagens adotadas para cada um deles: determinística
e heurística. Ambas têm como resultado um conjunto de soluções.
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6.1 Abordagens Determinísticas
Baseado na formal definição matemática para o problema, foram adaptados
dois algoritmos clássicos de caminho mínimo para tratar redes multimodais e um pacote
comercial de software de Programação Matemática que resolve problemas de Otimização
Linear. Os algoritmos escolhidos foram o de Ford-Moore-Bellman e de Dijkstra, por serem
algoritmos que utilizam estruturas de dados em lista. Devido à características das redes de
transporte não serem densas, julga-se que esse tipo de estrutura é mais adequada. Além
disso, ambos são muito utilizados na literatura, o primeiro representante da classe Label-
Correcting e o segundo representante da Label-Setting, conceitos apresentados na Seção
2.2. Eles foram implementados utilizando a Linguagem C. O software utilizado nesse
trabalho foi o CPLEX, pacote comercial desenvolvido pela empresa IBM, com licença
gratuita para estudante.
A maioria dos pacotes comerciais que se propõem a resolver problemas mod-
elados com redes, utilizam Programação Linear (TAHA, 1992). Devido à facilidade de
representar restrições, como limitar o número de trocas de modo de transporte e que não
envolvam condição, esse é um método considerado adequado para realizar experimentos
do Problema abordado neste trabalho.
O algoritmo de Dijkstra para redes multimodais implementado nesse trabalho
baseia-se no Pseudocódigo 2.1. As modificações se encontram na estrutura do grafo uti-
lizada como parâmetro de entrada do algoritmo. Basicamente, foi necessária apenas a
adição de um campo 𝑚𝑜𝑑𝑜 para cada nó 𝑢 do grafo. Com essa mudança, dois campos
da estrutura foram alterados: o predecessor, armazenado para reconstituição do caminho
mínimo, e os nós adjacentes. A Figura 11 ilustra essas novas estruturas.
Figura 11 – Estrutura de dados que representa o grafo no algoritmo de Dijkstra
A estrutura do grafo é definida por um vetor de tamanho 𝑛, igual à quantidade
de nós. Cada posição do vetor possui cinco campos: o nome do nó, o seu predecessor, o
custo da origem até ele, um ponteiro para a estrutura chamada 𝑎𝑑𝑗, e a quantidade 𝑚
de adjacentes. A estrutura 𝑎𝑑𝑗 tem tamanho 𝑚 e armazena os nós adjacentes ao nó em
questão. Ela possui três campos, o nome do nó adjacente, o modo de chegada até ele e o
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custo dessa aresta. A condição de parada é quando o nó selecionado para ser rotulado é
o nó destino.
O algoritmo de Ford-Moore-Bellman também foi adaptado para a rede multi-
modal tendo por base o algoritmo descrito na Seção 2.2.2. A mudança também consiste
no armazenamento do modo de chegada entre os nós. Entretanto, a condição de parada
do algoritmo é a quantidade de iterações ser equivalente ao número de arcos do grafo.
Essa diferença entre as condições de parada se deve à característica da classe que esses
algoritmos pertencem, como explicado na Seção 2.2.
Para todas as aplicações da abordagem determinística, foi utilizado o Método
das Ponderações para as funções 𝑓1 e 𝑓2, apresentadas nas Equações 6.2 e 6.3, respectiva-
mente. O procedimento adotou a variação de 0,05 em 0,05 nos pesos das funções. Dessa
forma, foram 20 execuções dos algoritmos exatos para obtenção dos resultados.A escolha
desse método é atribuída ao fato de ter uma implementação menos complexa em relação
às três abordagens determinísticas propostas neste trabalho.
6.2 Abordagem Heurística
O algoritmo heurístico escolhido para tratar o problema com múltiplos obje-
tivos foi o AG multiobjetivo NSGA-II, descrito na Seção 4.2. O NSGA-II é um dos algorit-
mos mais representativos do estado da arte para solução de POM. É importante destacar
que o algoritmo desenvolvido considera apenas indivíduos factíveis. Essa característica
afeta diretamente a escolha da codificação do cromossomo ou do indivíduo. Com isso, o
processo de geração de indivíduos e a atuação dos operadores de crossover e mutação
também são afetados. Por isso, a etapa de codificação do indivíduo é tão importante.
6.2.1 Codificação
A codificação do indivíduo é uma etapa crucial da modelagem de um Algoritmo
Genético, pois é a estrutura que conecta o real problema ao método de resolução. Além
disso, essa estrutura é manipulada várias vezes durante todo o processo e é responsável
por carregar informações para o cálculo da função-objetivo e muitas vezes representam a
própria solução para o problema.
A escolha da codificação do indivíduo em PCM não é uma etapa trivial porque
enfrenta duas principais dificuldades que nem sempre são encontradas em outros tipos de
problema (YU; LU, 2012):
• Um caminho pode ter vários modos de transporte, cada um com um número diferente
de nós.
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• Geralmente, uma sequência aleatória de genes não corresponde a um caminho fac-
tível.
A representação do indivíduo adotada para realização deste trabalho está
baseada na representação da Figura 12. Ela possui quatro campos que podem ser de-
scritos como:
• Caminho: uma sequência de nós e seus respectivos modos de transporte de chegada
a esses nós representando o caminho;
• Objetivos: os valores de cada objetivo para o caminho do item acima;
• Rank: o valor que representa a fronteira não-dominada a qual esse caminho per-
tence;
• Crowd: o valor de crowding distance que esse indivíduo possui no domínio dos
objetivos.
Figura 12 – Representação do Indivíduo
Esclarecida a codificação do indivíduo, as próximas seções descreverão como
esses indivíduos serão manipulados ao longo do processo evolutivo do algoritmo.
6.2.2 População Inicial
A geração da primeira população baseia-se na estrutura do algoritmo de Dijk-
stra para encontrar caminhos factíveis da origem para o destino. A diferença do algoritmo
utilizado e o Pseudo-código 2.1 é que não há ordenação da estrutura heap e com isso
não é garantido o custo mínimo. Para uma geração aleatória, essa modificação é coerente
porque o objetivo dessa etapa não é encontrar o caminho mínimo e, dessa forma, o custo
computacional é menor comparado ao algoritmo que inclui a ordenação. Para cada exe-
cução, atribuem-se custos aleatórios entre os arcos antes da chamada do algoritmo para
encontrar o caminho. Então, no final das execuções, obtém-se um conjunto de caminhos
diferentes e aleatórios. Devido à necessidade de manter a diversidade da população em
paralelo com a restrição de factibilidade dos caminhos, a população inicial não possui
indivíduos iguais.
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6.2.3 Seleção
O operador de seleção, no algoritmo NSGA-II, tem o papel de determinar
pares indivíduos que serão submetidos ao operador de crossover. Na proposta original do
algoritmo, o autor utiliza torneio binário para a seleção, porém a proposta, apresentada
neste trabalho, conta com a inserção da seleção aleatória. Esse tipo de seleção é mais
caro computacionalmente e exerce mais pressão seletiva durante o processo evolutivo
comparado à seleção aleatória. Dado que o algoritmo é elitista, optou-se por manipular os
dois tipos de operadores para não distanciar muito da implementação original do algoritmo
e, ao mesmo tempo, balancear o gasto computacional e a pressão seletiva.
6.2.4 Crossover
Considerando que a factibilidade nem sempre é alcançada aplicando-se op-
eradores clássicos de crossover, tornou-se necessária a criação de diferentes maneiras de
recombinação. O operador de crossover pode atuar de três formas que foram denominadas
(1) crossover de ligação, (2) crossover com Dijkstra e (3) crossover com nó em comum.
Cada um deles será detalhado a seguir.
• Crossover de ligação: consiste em buscar no grafo possíveis arcos que liguem um
nó do pai1 à algum nó do pai2. Para privilegiar a geração de filhos com caminhos
menores que os pais, o método inicia a busca de um arco do primeiro nó do pai1
para o último nó do pai2. E termina buscando um arco do nó mediano do pai1 ao
nó sucessor ao nó mediano do pai2. A Figura 13 ilustra esse procedimento. Nela
as flechas tracejadas são os possíveis arcos que farão parte do crossover. Caso seja
encontrada alguma ligação possível, a busca é interrompida e o filho é constituído
com uma parte do pai1, o novo arco de ligação e a parte do pai2.
Figura 13 – Método do crossover de ligação
• Crossover com Dijkstra: dois nós do pai1 e dois nós do pai2 são selecionados. O
primeiro nó, para os dois pais, é correspondente à posição 𝑛⇑3 do caminho, ini-
ciando a contagem da origem, onde 𝑛 é a quantidade de nós do caminho. O segundo
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nó escolhido está na posição 2𝑛⇑3. Assumindo esses dois pontos como origem e des-
tino respectivamente, invoca-se o algoritmo de Dijkstra para encontrar um caminho
factível entre esses dois pontos. Em caso de resposta positiva do algoritmo, um filho
é gerado com a primeira parte do pai1, o caminho encontrado por Dijkstra e a última
parte do pai2, como ilustra a Figura 14.
Figura 14 – Crossover utilizando Dijkstra
• Crossover com nó em comum: trata-se de um crossover de um ponto quando os pais
possuem pelo menos um nó em comum. Dessa maneira, é mantida a factibilidade
do caminho e são gerados dois indivíduos novos, como exemplifica a Figura 15. O
custo computacional desse operador é o mais baixo em relação aos outros criados,
porém ele afeta a manutenção de diversidade da população em relação aos caminhos
porque é realizado apenas em indivíduos que já possuem algum grau de semelhança.
Figura 15 – Crossover de um ponto com nó em comum
Casos em que os indivíduos pais passem por todas as alternativas de realização
da recombinação e ainda assim não obtiveram êxito, eles são enviados para o operador de
mutação, descrito na Seção 6.2.5.
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6.2.5 Mutação
O operador de mutação foi proposto com o objetivo de explorar um caminho
com diferentes modos de transporte. Após a geração de novos indivíduos pelo operador
de crossover, em média, dez por cento da população é selecionada aleatoriamente, com
chances iguais, para passar pelo operador de mutação. Esse processo consiste na escolha
aleatória de um nó que constitui o caminho do indivíduo. O algoritmo identifica os modos
de transporte que chegam e que saem desse nó. Caso eles não forem os mesmos, busca-se
no grafo a possibilidade de torná-los iguais. Caso os arcos já possuírem o mesmo modo
de transporte, busca-se no grafo outra possibilidade de modo sem modificar os pontos do
caminho. Se no grafo não houver arcos alternativos, a mutação não ocorre de fato, ou
seja, o filho é idêntico ao pai.
A Figura 16 ilustra o primeiro caso esse procedimento.
Figura 16 – Mutação
6.2.6 Extensões da Abordagem Heurística
Com o propósito de tornar a modelagem do problema mais próxima da reali-
dade, foram propostas três alterações no algoritmo:
• Inserção do objetivo 𝑓3: Algumas propostas de solução de PCM em redes multi-
modais também consideram como objetivo a minimização da quantidade de trocas
de modo do caminho. Essa tratativa é importante para aplicações práticas, porque
é um fator que contribui para a insatisfação do passageiro. Além disso, esse objetivo
pode ser determinante para algumas pessoas que possuem qualquer tipo de dificul-
dade de deslocamento. Dessa forma, fica explícito para o algoritmo evitar caminhos
que possuam muitas trocas de modos de transporte.
• Alteração da função 𝑓1: No mundo real, como no Brasil, o custo de utilização dos
transportes públicos são independentes da distância e do tempo. A função 𝑓1 não faz
distinção do modo de transporte utilizado e acumula o custo de todas os arcos que
compõem o caminho na variável de soma. A nova proposta é acrescentar a condição
de que se existirem arcos consecutivos de ônibus ou de metrô, o custo será somado
apenas uma vez ou em pontos específicos.
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• Dinamicidade da Rede: Os parâmetros desse problema aplicado ao tráfego urbano
podem sofrer alterações com a variação do fluxo das vias. Essas mudanças conduzem
à consideração do tempo e custo dos arcos variando com o decorrer das horas.
Essa tratativa é feita aplicando-se conceitos de Algoritmos Evolutivos Dinâmicos,
apresentados na Seção 4.3.
Essas alterações foram realizadas apenas para a abordagem heurística porque,
com a representação da rede descrita nesse trabalho, não foram encontradas formas
matemáticas que descrevessem essas tratativas.
A função 𝑓3 é encontrada na literatura com uma representação matemática
quando a modelagem da rede de transporte define formalmente o arco de transição. Assim,
é possível estabelecer uma função que calcula a quantidade de trocas de modos em um
caminho. Entretanto, essa modelagem aumenta consideravelmente a quantidade de arcos
do grafo, pois, para cada nó do grafo que possui conexão para mais de um modo de
transporte, será adicionado um arco para o respectivo modo. Esse aumento do número
de arcos pode comprometer a escalabilidade do algoritmo, principalmente para aplicações
em redes de tamanho real.
A alteração da função 𝑓1 se encontra sob a mesma perspectiva de intratabil-
idade matemática. Essa alteração requer a inclusão de uma estrutura condicional que
a modelagem adotada nesse trabalho não permite em abordagens determinísticas. Por
fim, para que se considere a dinamicidade da rede nos métodos exatos propostos, seria
necessário executar o algoritmo a partir de seu início para toda mudança que ocorresse
na rede. Dessa forma, considerou-se inviável a aplicação dessas extensões para os algo-
ritmos da abordagem determinística. Na Seção 6.2.6.1, estão apresentados os detalhes da
abordagem heurística considerando a rede dinamicamente.
6.2.6.1 Abordagem Evolutiva Dinâmica
A adaptação do AE proposto para a abordagem dinâmica consiste basicamente
na criação de faixas de horários que possuem fatores multiplicativos no custo e no tempo
normais dos arcos. Essas informações precisam ser previamente estabelecidos e podem
ser adaptados conforme cada local ou característica do trânsito. Para os experimentos
computacionais realizados neste trabalho, foram utilizados valores de acordo com a Tabela
4. Nesse caso, a primeira e a última faixas possuem tempos dos arcos menores que os
habituais, porém são mais caros, por exemplo, em relação à tarifa de Táxi/Uber, que
aplicam a chamada ”bandeira 2”. Nos horários de maior fluxo no trânsito, tanto o custo
quanto o tempo são maiores. E as demais faixas possuem o valor do arco como modelada
a rede.
Para consideração dessas faixas pelo algoritmo, há um controle da aplicação
dos fatores em cada geração. Adotou-se que o número identificador da geração indica
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Faixa (h) Tempo Custo
0 - 06 0,6 2,0
07 - 10 1,0 1,0
11 - 13 2,0 1,4
14 - 16 1,0 1,0
17 - 19 2,0 1,6
20 - 23 0,6 2,0
Tabela 4 – Fatores multiplicativos de custo e tempo para cada faixa de horário.
a hora a ser avaliada. Além disso, as gerações se comportam como ciclos de 24 em 24,
representando as horas do dia. Portanto, para cada geração são aplicadas as funções 𝑓1 e
𝑓2 como função de avaliação do fitness, incluindo os fatores associados à referida faixa.
Outra modificação importante se dá em relação ao critério de seleção de indi-
víduos que sobreviverão na geração seguinte. Ele baseia-se não apenas no rank da faixa
de horário atual, mas também no rank dos indivíduos em faixas anteriores. Dessa forma,
faz-se necessária a iteração entre as populações de diferentes faixas, sem perder o caráter
elitista do algoritmo.
Para isso, a codificação do indivíduo foi acrescida em um campo: um par
ordenado de valores (𝑟𝑎𝑛𝑘, 𝑓𝑎𝑖𝑥𝑎). O primeiro indica o rank do indivíduo em determinada
faixa e o segundo é o identificador dessa faixa. Essas informações do indivíduo auxiliam
na manutenção de indivíduos com rank 1 independente da faixa atual. Assim, é possível
que ele contribua com material genético para a geração de indivíduos. Além disso, pelo
fato de ser um processo cíclico, quando a geração que indica a faixa na qual esse indivíduo
é rank 1 for a geração atual, não foram perdidas as informações históricas do processo
evolutivo.
6.3 Modelo de Auxílio na Tomada de Decisão
No algoritmo multiobjetivo proposto, não há a intervenção do decisor no pro-
cesso de otimização. Entretanto, é importante que o usuário insira suas preferências para
escolha do caminho. Para isso, a proposta deste trabalho é aplicar um Modelo de Auxílio
à Tomada de Decisão. Esse modelo irá apresentar os resultados com clareza e informações
suficientes para aumentar as chances do usuário fazer uma escolha consciente e que o
agrade.
O modelo CCR de DEA, apresentado na Seção 3.2, é utilizado para avaliar e
comparar sistematicamente a eficiência das múltiplas DMUs. Para aplicação desse mod-
elo, será considerado que cada DMU é uma solução obtidas pelo AG multiobjetivo. Para
o cálculo da eficiência, utilizaram-se funções de avaliação do caminho que deseja-se min-
imizar como inputs e funções que deseja-se maximizar como outputs do modelo. Além
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disso, o DEA conta com o conceito de cross-efficiency para ordenar as soluções tidas
como eficientes. Assim, é possível apresentar os caminhos organizados em uma lista para
o usuário.
Neste trabalho, foram considerados como inputs os próprios objetivos da abor-
dagem heurística. Foram adotados dois critérios de maximização para o cálculo da eficiên-
cia (outputs): sustentabilidade e conforto. Esses conceitos são subjetivos, todavia foram
criadas duas funções para representá-los. A primeira está descrita pela Equação 6.8 e
considera o modo de transporte ”pedestre” o mais sustentável dentre os disponíveis na
instância. Em segundo lugar, os modos de transporte coletivos foram considerados com
conceito médio em sustentabilidade. Por último e menos sustentável, o modo que utiliza
automóvel.
O conceito de conforto tende a ser o inverso do sustentável. Por isso, a função
que o descreve para consideração do algoritmo, apresentada na Equação 6.9, atribui para
os modos de pedestre e de ônibus a menor avaliação. O metrô possui conceito médio de

















onde 𝑛𝐴𝑟𝑐𝑡 é o número total de arcos do caminho, 𝑛𝐴𝑟𝑐𝑝 é a quantidade de arcos do
modo pedestre, 𝑛𝐴𝑟𝑐𝑚 é a quantidade do modo metrô, 𝑛𝐴𝑟𝑐𝑜 é a quantidade do modo
ônibus e 𝑛𝐴𝑟𝑐𝑐 é a quantidade do modo carro.
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7 Experimentos Computacionais
Com o objetivo de extrair os resultados da aplicação do algoritmo, foram elab-
oradas e executadas algumas sequências de experimentos. Foi encontradas grandes di-
ficuldades para obtenção de dados reais devido à abordagem multimodal do problema.
Existem dados reais disponíveis por algumas empresas que fornecem e administram os
serviços do transporte público, entretanto não estão estruturados de forma que seja fácil
a integração com os dados de outro modo de transporte. Também foram dispendidos al-
guns esforços para obtenção de instâncias utilizadas em trabalhos da literatura, mas em
nenhum dos casos houve sucesso.
Dessa forma, optou-se por criar instâncias artificiais para os experimentos desse
trabalho. Duas instâncias foram geradas através de um processo algorítmico descrito na
Seção 7.1. Neste capítulo, também estão estruturados os resultados coletados de cada
instância e algumas análises são apresentadas na Seção 7.2. Os experimentos foram real-
izados em uma plataforma Linux, processador Intel Core i5 1.8 GHz e 4 Gb de memória
RAM.
7.1 Instâncias
As instâncias utilizadas para a sequência de testes computacionais foram ger-
adas a partir do repositório online chamado TSPLIB (REINELT, 1991). Essa biblioteca
possui um conjunto de exemplos de instâncias para o Problema do Caixeiro Viajante ou,
em inglês, Travelling Salesman Problem (TSP).
Considera-se que as redes extraídas das informações dessas instâncias repre-
sentem uma região de uma cidade. Por isso, foram geradas redes de quatro modos de
transporte baseadas nas distâncias entre os nós. A geração dessas redes possuem uma
sistemática, entretanto são consideradas aleatórias por não representarem uma rede de
transporte real.
O algoritmo de geração das redes conta com a escolha aleatória de pontos que
representam centros urbanos. A partir desses pontos são criadas sequências de arcos que
se conectam por nós. A conexão é feita de acordo com as distâncias entre os nós, assim
o algoritmo tende a criar redes na vizinhança. A quantidade de nós conectados por um
certo modo será determinada pela cobertura característica ao modo.
Cada modo de transporte possui um padrão de características em relação à
cobertura da área como um todo, o custo financeiro e o tempo de seus arcos. A Tabela 5
apresenta essas características de forma resumida. A primeira coluna refere-se ao índice
utilizado no algoritmo para identificação dos modos. Essa mesma identificação será uti-
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lizada para apresentação dos resultados.
Id. Rede Cobertura Velocidade Média Custo (R$)
0 Metrô 20 % 41,3 km/h 4,50
1 Ônibus 30 % 11,4 km/h 3,50
2 Pedestre 80 % 7,02 km/h 0,00
3 Carro 70 % 12,15 km/h 2,75 + 1,50/km + 0,26/min
Tabela 5 – Características das Redes de Transporte
As velocidades médias foram consideradas de acordo com o trabalho de (LIMA;
MAIA, 2016) e os cálculos dos custos de (GAZZONI et al., 2017). A cobertura da rede
foi estimada a partir do mapeamento de redes de transporte da ilha de Manhattan, EUA,
feito pelos autores deste trabalho.
Foram consideradas duas instâncias da biblioteca online para gerar a três redes
multimodais: uma com 400 nós e 7732 arcos, outra com 264 nós e 51198 arcos e a terceira,
baseada no mesmo arquivo, com 264 nós e 34221 arcos, referenciadas neste trabalho por
𝑟𝑑400, 𝑝𝑟2641 e 𝑝𝑟2642, respectivamente. Todas possuem os mesmos modos de transporte.
A primeira possui origem no nó 346 e destino no nó 374. A segunda e terceira possuem
origem no nó 52 e destino no nó 207, a diferença entre elas está no número de arcos: a
primeira é uma rede mais conectada e a segunda menos conectada. Os nós de origem e
destino foram escolhidos por possuírem a maior distância entre eles em relação a todos os
nós da instância.
7.2 Resultados e Análises
Nesta Seção, serão apresentados os resultados dos algoritmos propostos. Em
primeiro lugar, serão apresentados os resultados da Otimização Multiobjetivo e, em seguida,
da Otimização Multi-critério aplicada às soluções obtidas pela primeira. Também será
feita uma comparação entre as abordagens determinística e heurística com o propósito de
evidenciar suas vantagens e desvantagens para cada tipo de problema.
7.2.1 Abordagem Determinística
Nos experimentos com o algoritmo baseado no Ford-Moore-Bellman, para as
instâncias descritas na Seção 7.1, o algoritmo não chegou ao final de sua execução após
20 horas do seu início. Então, decidiu-se por interromper a execução por considerar esse
tempo inviável para aplicação em problemas práticos que requerem respostas na ordem
de segundos.
As respostas obtidas pela implementação da proposta baseada no algoritmo
de Dijkstra e pelo OPL foram as mesmas para todas as instâncias utilizadas. As duas
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propostas encontraram cinco pontos distintos na fronteira de Pareto para a instância
𝑟𝑑400, três pontos distintos para a instância 𝑝𝑟2641 e oito para a 𝑝𝑟2642.
Os pesos atribuídos às funções-objetivo, os valores de 𝑓1, 𝑓2 e os caminhos
encontrados pelas implementações quando executadas utilizando a instância 𝑟𝑑400 podem
ser vistos 6.
Peso 𝑓1 Peso 𝑓2 𝑓1 𝑓2 Caminho
1 0 0 9,77 346 2Ð→ 1 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,95 0,05 0 9,77 346 2Ð→ 1 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,90 0,10 0 9,77 346 2Ð→ 1 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,85 0,15 0 9,77 346 2Ð→ 1 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,80 0,20 0 9,77 346 2Ð→ 1 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,75 0,25 0 9,77 346 2Ð→ 1 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,70 0,30 0 9,77 346 2Ð→ 1 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,65 0,35 0 9,77 346 2Ð→ 1 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,60 0,40 0 9,77 346 2Ð→ 1 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,55 0,45 0 9,77 346 2Ð→ 1 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,50 0,50 0 9,77 346 2Ð→ 1 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,45 0,55 0 9,77 346 2Ð→ 1 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,40 0,60 0 9,77 346 2Ð→ 1 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,35 0,65 0 9,77 346 2Ð→ 1 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,30 0,70 4,5 7,42 346 2Ð→ 1 0Ð→ 208 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,25 0,75 9 5,87 346 2Ð→ 49 0Ð→ 1 0Ð→ 208 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,20 0,80 9 5,87 346 2Ð→ 49 0Ð→ 1 0Ð→ 208 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,15 0,85 9 5,87 346 2Ð→ 49 0Ð→ 1 0Ð→ 208 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,10 0,90 9 5,87 346 2Ð→ 49 0Ð→ 1 0Ð→ 208 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0,05 0,95 17 5,39 346 1Ð→ 342 0Ð→ 58 0Ð→ 1 0Ð→ 208 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
0 1 36,9 5 346 3Ð→ 49 0Ð→ 1 0Ð→ 208 3Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
Tabela 6 – Resultados da proposta baseada no Algoritmo de Dijkstra e OPL - instância
rd400.
Nas Tabelas 7 e 8, serão omitidas as colunas que referem-se ao peso dos ob-
jetivos, pois, em vários casos, mesmo com a variação do valor dos pesos, o algoritmo
encontrou o mesmo caminho. Apesar disso, todos os experimentos foram realizados com
a mesma variação dos pesos no Método das Ponderações. As outras colunas das tabelas
são equivalentes às mencionadas anteriormente. A Tabela 7 refere-se aos resultados da
instância 𝑝𝑟2641 e a Tabela 8 refere-se aos resultados da instância 𝑝𝑟2642.
Os resultados estão organizados em ordem crescente para os valores de 𝑓1 e,
consequentemente, em ordem decrescente de 𝑓2. Dessa forma é possível perceber o conflito
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𝑓1 𝑓2 Caminho
0 23,27 52 2Ð→ 2 2Ð→ 190 2Ð→ 207
9 5,74 52 0Ð→ 2 0Ð→ 205 2Ð→ 207
13,5 4,15 52 0Ð→ 2 0Ð→ 136 0Ð→ 207
Tabela 7 – Resultados da proposta baseada no Algoritmo de Dijkstra e OPL - instância
𝑝𝑟2641.
𝑓1 𝑓2 Caminho
0 38,74 52 2Ð→ 128 2Ð→ 26 2Ð→ 141 2Ð→ 180 2Ð→ 181 2Ð→ 186 2Ð→ 187 2Ð→ 192 2Ð→ 191 2Ð→ 207
4,5 35,41 52 0Ð→ 128 2Ð→ 26 2Ð→ 141 2Ð→ 180 2Ð→ 181 2Ð→ 186 2Ð→ 187 2Ð→ 192 2Ð→ 191 2Ð→ 207
18 29,03 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 2Ð→ 180 2Ð→ 181 2Ð→ 186 2Ð→ 187
2Ð→ 192 2Ð→ 191 2Ð→ 207
22,5 27,5 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 2Ð→ 180 2Ð→ 181 2Ð→ 186 2Ð→ 187
2Ð→ 192 2Ð→ 136 0Ð→ 207
37,5 23,45 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 2Ð→ 181 1Ð→ 186 2Ð→ 187
1Ð→ 192 0Ð→ 136 0Ð→ 207
44,5 21,91 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 1Ð→ 181 1Ð→ 186 1Ð→ 187
1Ð→ 192 0Ð→ 136 0Ð→ 207
61 19,78 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 0Ð→ 140 0Ð→ 181 1Ð→ 186
0Ð→ 138 0Ð→ 187 0Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
112,89 19,59 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 3Ð→ 180 0Ð→ 140 0Ð→ 181 3Ð→ 186
0Ð→ 138 0Ð→ 187 0Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
Tabela 8 – Resultados da proposta baseada no Algoritmo de Dijkstra e OPL - instância
𝑝𝑟2642.
entre os objetivos, pois os valores das funções-objetivo das soluções possuem uma relação
de compromisso, conforme explicado na Seção 3.1. Esses resultados reafirmam a motivação
de trabalhar o Problema de Transporte Multimodal pela perspectiva de Multiobjetivo. Os
valores destacados em negrito são os valores mínimos para cada função em cada instância.
Essa Seção tem como propósito mostrar os resultados obtidos por algoritmos
propostos, mas também, amparar os resultados da abordagem heurística. Isto é, os pontos
encontrados pelos resultados da abordagem determinística são amostras da fronteira de
Pareto. Desta forma é possível estabelecer uma relação de validação entre os métodos.
7.2.2 Abordagem Heurística
Devido à característica dessa abordagem de não ter garantia de encontrar as
mesmas soluções em quaisquer execuções, é comum que os resultados sejam analisados
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após um conjunto de execuções. Sendo assim, todos os resultados apresentados nesta
Seção correspondem a 20 execuções do algoritmo.
Os parâmetros do algoritmo inerentes ao AG foram escolhidos de forma em-
pírica e baseados em valores comumente utilizados na literatura. Além disso, alguns testes
com variações desses valores foram realizados e ao final, decidiu-se por uma população de
100 indivíduos, 400 gerações, taxa de crossover de 100% e taxa de mutação de 10%. A
Tabela 9 apresenta esses parâmetros de forma sumarizada.
Quantidade de Gerações 400
Quantidade de Indivíduos na População 100
Total de Avaliações 40000
Taxa de Mutação 10%
Taxa de Crossover 100%
Quantidade Execuções 20
Tabela 9 – Parâmetros utilizados na execução do algoritmo heurístico.
Alguns experimentos foram realizados a fim de escolher a melhor combinação
de crossover. Para isso, foram definidas três combinações em que a diferença entre elas
é a ordem de prioridade de ocorrerem os tipos de crossover criados, descritos na Seção
6.2.4. As três combinações, denominadas C1, C2 e C3, estão detalhadas a seguir.
• C1: Primeiro há a tentativa de realização do Crossover com nó em comum; caso
não haja sucesso, tenta-se o Crossover de ligação e, por último, o Crossover com
Dijkstra.
• C2: Primeiro o Crossover de ligação, depois o Crossover com Dijkstra e, então, o
Crossover com nó em comum.
• C3: Primeiro o Crossover com Dijkstra, depois o Crossover de ligação e, por fim, o
Crossover com nó em comum.
Os experimentos contaram com a execução do algoritmo em três diferentes
cenários e avaliados os desempenhos em relação à qualidade das soluções obtidas e tempo
computacional. A Tabela 10 apresenta uma breve análise desses resultados.
Combinação Tempo 1o cenário 2o cenário 3o cenário
C1 Muito Bom Muito Bom Ruim Ruim
C2 Bom Bom Muito Bom Bom
C3 Ruim Ruim Muito Bom Bom
Tabela 10 – Análise do desempenho das combinações de crossover.
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O primeiro cenário consiste em aplicar o algoritmo utilizando a instância 𝑟𝑑400
e os outros dois cenários, são aplicados na instância 𝑝𝑟2641. A diferença do segundo para o
terceiro cenário está na população inicial: no segundo, os indivíduos da população inicial
possuem caminhos mais distantes, no espaço dos objetivos, da fronteira de Pareto. O
propósito desse experimento é simular variações de características da rede, como número
de nós, número de arcos e qualidade da população inicial para avaliar as combinações do
crossover. O primeiro cenário possui maior número de nós, o segundo, maior número de
arcos e o terceiro, possui caminhos que passam por nós diferentes dos nós encontrados
pelos caminhos da fronteira de Pareto.
Dessa forma, a escolha da combinação para o algoritmo foi a C2 por apresen-
tar bom desempenho em todos os cenários e no tempo computacional. Acredita-se que a
combinação C1 é melhor no tempo computacional porque, em muitos casos, os caminhos
possuem nós em comum e, como esse tipo de crossover tem prioridade de ocorrer e é
o de menor complexidade computacional, o tempo total do algoritmo torna-se melhor.
Entretanto, essa combinação apresenta baixo desempenho em promover diversidade na
população, pois os filhos são gerados, prioritariamente por pais que já possuem semel-
hanças entre si.
A combinação C3 é a que consegue manter mais diversidade na população, pois
possibilita a inserção de genes diferentes dos que já existem nos pais. Isso acontece devido
à execução do algoritmo de Dijkstra que pode encontrar um caminho que utilize diferentes
nós para realizar a combinação de parte de um pai com parte do outro pai. Todavia, essa
execução tem a desvantagem de contribuir para o aumento do tempo computacional.
Quando aplicado à instância rd400, o algoritmo proposto para a abordagem
heurística resultou em 8 pontos distintos não dominados, entre as execuções. A Tabela 11
apresenta os valores de 𝑓1, 𝑓2 e o caminho que representa cada ponto.
𝑓1 𝑓2 Caminho
0 9,77 346 2Ð→ 1 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
3,5 8,34 346 2Ð→ 1 1Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
4,5 7,42 346 2Ð→ 1 0Ð→ 208 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
8 6,79 346 2Ð→ 49 0Ð→ 1 1Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
9 5,87 346 2Ð→ 49 0Ð→ 1 0Ð→ 208 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
19,8 5,56 346 2Ð→ 49 0Ð→ 1 0Ð→ 208 3Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
26,1 5,31 346 3Ð→ 49 0Ð→ 1 0Ð→ 208 2Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
36,9 5 346 3Ð→ 49 0Ð→ 1 0Ð→ 208 3Ð→ 78 2Ð→ 322 2Ð→ 351 2Ð→ 374
Tabela 11 – Resultados da proposta baseada no Algoritmo NSGA-II - instância rd400.
A Tabela 12 apresenta os resultados do algoritmo aplicado à instância 𝑝𝑟2641.
Foram encontradas 7 soluções distintas em relação ao espaço dos objetivos e das variáveis.
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Os resultados da instância 𝑝𝑟2642 se encontram nas Tabelas 13 e 14. São 39 soluções não
dominadas com caminhos diferentes, sendo 35 distintas em relação ao espaço dos objetivos.
𝑓1 𝑓2 Caminho
0 23,27 52 2Ð→ 2 2Ð→ 190 2Ð→ 207
3,5 18,9 52 2Ð→ 2 1Ð→ 190 2Ð→ 207
4,5 14,43 52 2Ð→ 2 0Ð→ 205 2Ð→ 207
8 10,21 52 0Ð→ 2 1Ð→ 190 2Ð→ 207
9 5,74 52 0Ð→ 2 0Ð→ 205 2Ð→ 207
12,5 4,97 52 0Ð→ 2 0Ð→ 205 1Ð→ 207
13,5 4,15 52 0Ð→ 2 0Ð→ 136 0Ð→ 207
Tabela 12 – Resultados da proposta baseada no Algoritmo NSGA-II - instância 𝑝𝑟2641.
Em cada uma das três instâncias, a abordagem heurística encontrou mais pon-
tos diferentes no espaço dos objetivos comparado à abordagem determinística. A Tabela
15 apresenta os tempos computacionais, em segundos, gastos pelos algoritmos que uti-
lizam Dijkstra, OPL e abordagem heurística. Os tempos dos algoritmos das abordagens
determinísticas foram calculados pela soma dos tempos de cada execução, ou seja, a soma
dos tempos com cada variação dos pesos das funções-objetivo. A abordagem heurística,
por questões de validação do algoritmo, foram executadas 20 vezes para cada instância.
Sendo assim, os tempos apresentados são a média de todas as execuções.
O algoritmo implementado com base no algoritmo de Dijkstra foi o mais rápido
dentre eles. A abordagem heurística possui melhor desempenho em tempo computacional
para as instâncias 𝑟𝑑400 e 𝑝𝑟2641 em relação à implementação utilizando o OPL. Na
instância 𝑝𝑟2642, o algoritmo heurístico gasta mais tempo computacional que a abordagem
do OPL. Acredita-se que esse desempenho da abordagem heurística esteja relacionado com
a conectividade do grafo, pois a última instância utilizada nos experimentos, possui essa
característica. Entretanto, ele segue a tendência de maior gasto de tempo computacional
que o algoritmo baseado no Dijkstra apresenta em relação à essas instâncias.
7.2.3 Análise
Nas Figuras 17, 18 e 19, são apresentados os gráficos no espaço dos objetivos e
os pontos encontrados por cada abordagem quando aplicados às instâncias 𝑟𝑑400, 𝑝𝑟2641
e 𝑝𝑟2642, respectivamente. Em todos os casos, o algoritmo heurístico encontra algumas
soluções pertencentes à fronteira de Pareto. Essa afirmação pode ser comprovada pelo fato
dele ter encontrado pontos iguais aos encontrados pela abordagem determinística. Além
disso, ele encontra mais pontos distintos, não dominados, quando comparado à abordagem
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𝑓1 𝑓2 Caminho
0,00 39,37 52 2Ð→ 128 2Ð→ 26 2Ð→ 141 2Ð→ 180 2Ð→ 181 2Ð→ 186 2Ð→ 189 2Ð→ 208 2Ð→ 191 2Ð→ 207
3,50 37,92 52 1Ð→ 128 2Ð→ 26 2Ð→ 141 2Ð→ 245 2Ð→ 249 2Ð→ 252 2Ð→ 253 2Ð→ 256 2Ð→ 207
4,50 36,04 52 0Ð→ 128 2Ð→ 26 2Ð→ 141 2Ð→ 180 2Ð→ 181 2Ð→ 186 2Ð→ 189 2Ð→ 208 2Ð→ 191 2Ð→ 207
8,00 35,07 52 0Ð→ 128 2Ð→ 26 2Ð→ 141 1Ð→ 180 2Ð→ 181 2Ð→ 186 2Ð→ 189 2Ð→ 208 2Ð→ 191 2Ð→ 207
11,50 34,12 52 0Ð→ 128 2Ð→ 26 2Ð→ 141 1Ð→ 180 2Ð→ 181 1Ð→ 186 2Ð→ 189 2Ð→
208 2Ð→ 191 2Ð→ 207
12,50 33,91 52 0Ð→ 128 2Ð→ 26 2Ð→ 141 0Ð→ 177 2Ð→ 246 2Ð→ 250 2Ð→ 254 2Ð→ 256 1Ð→ 207
13,50 32,59 52 2Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 2Ð→ 245 2Ð→ 249 2Ð→
250 2Ð→ 254 2Ð→ 256 2Ð→ 207
13,50 32,59 52 2Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 2Ð→ 245 2Ð→ 246 2Ð→
250 2Ð→ 254 2Ð→ 256 2Ð→ 207
17,00 31,08 52 1Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 2Ð→ 180 2Ð→ 181 2Ð→ 186 2Ð→
189 2Ð→ 208 2Ð→ 191 2Ð→ 207
18,00 29,66 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 2Ð→ 180 2Ð→ 181 2Ð→ 186 2Ð→
189 2Ð→ 208 2Ð→ 191 2Ð→ 207
21,50 28,69 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 2Ð→ 181 2Ð→ 186 2Ð→
189 2Ð→ 208 2Ð→ 191 2Ð→ 207
25,00 27,74 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 2Ð→ 181 1Ð→ 186 2Ð→
189 2Ð→ 208 2Ð→ 191 2Ð→ 207
26,00 27,53 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 0Ð→ 177 2Ð→ 246 2Ð→ 250 2Ð→ 254 2Ð→ 256 1Ð→ 207
28,50 26,82 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 2Ð→ 181 1Ð→ 186 1Ð→
189 2Ð→ 208 2Ð→ 191 2Ð→ 207
29,50 26,56 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 0Ð→ 177 2Ð→ 246 2Ð→ 250 2Ð→ 254 1Ð→ 256 1Ð→ 207
30,50 26,34 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 2Ð→ 180 2Ð→ 181 2Ð→ 186 2Ð→
187 2Ð→ 137 0Ð→ 192 1Ð→ 136 0Ð→ 207
31,50 25,70 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 2Ð→ 180 2Ð→ 181 2Ð→ 186 2Ð→
187 2Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
33,00 25,67 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 2Ð→ 181 2Ð→
186 2Ð→ 187 1Ð→ 192 0Ð→ 136 1Ð→ 207
34,00 25,37 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 2Ð→ 181 2Ð→
186 2Ð→ 187 2Ð→ 137 0Ð→ 192 1Ð→ 136 0Ð→ 207
35,00 24,73 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 2Ð→ 181 2Ð→ 186 2Ð→
187 2Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
36,00 24,52 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 2Ð→ 180 2Ð→ 181 2Ð→ 186 2Ð→
187 0Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
37,50 24,42 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 2Ð→ 181 1Ð→ 186 2Ð→ 187 2Ð→ 137 0Ð→ 192 1Ð→ 136 0Ð→ 207
38,50 23,78 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 2Ð→ 181 1Ð→ 186 2Ð→
187 2Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
39,50 23,55 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 2Ð→ 181 2Ð→ 186 2Ð→
187 0Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
Tabela 13 – Resultados da proposta baseada no Algoritmo NSGA-II - instância 𝑝𝑟2642.
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𝑓1 𝑓2 Caminho
42,00 23,01 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 1Ð→ 181 1Ð→ 186 2Ð→
187 2Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
42,00 23,01 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 2Ð→ 181 1Ð→
186 1Ð→ 187 2Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
43,00 22,60 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 2Ð→ 181 1Ð→ 186 2Ð→ 187 0Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
44,50 21,83 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 2Ð→ 181 1Ð→
186 1Ð→ 187 0Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
45,50 22,24 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 1Ð→ 181 1Ð→ 186 1Ð→
187 2Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
46,50 21,83 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 1Ð→ 181 1Ð→ 186 2Ð→
187 0Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
49,00 21,70 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 1Ð→ 181 1Ð→ 186
1
Ð→ 187 0Ð→ 137 0Ð→ 192 1Ð→ 136 0Ð→ 207
49,00 21,70 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 1Ð→ 181 1Ð→
186 1Ð→ 187 1Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
50,00 21,06 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 1Ð→ 181 1Ð→ 186 1Ð→
187 0Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
55,50 20,42 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 1Ð→ 181 1Ð→ 186 0Ð→
138 0Ð→ 187 0Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
76,27 20,34 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 3Ð→ 181 1Ð→ 186 0Ð→
138 0Ð→ 187 0Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
81,10 20,33 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 1Ð→ 180 1Ð→ 181 3Ð→ 186 0Ð→
138 0Ð→ 187 0Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
81,79 20,32 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 3Ð→ 180 1Ð→ 181 1Ð→ 186 0Ð→
138 0Ð→ 187 0Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
87,29 19,68 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 3Ð→ 180 0Ð→ 140 0Ð→ 181 1Ð→
186 0Ð→ 138 0Ð→ 187 0Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
112,89 19,59 52 0Ð→ 127 0Ð→ 44 0Ð→ 1 0Ð→ 26 2Ð→ 141 3Ð→ 180 0Ð→ 140 0Ð→ 181 3Ð→
186 0Ð→ 138 0Ð→ 187 0Ð→ 137 0Ð→ 192 0Ð→ 136 0Ð→ 207
Tabela 14 – Continuação da Tabela 13
determinística. Com isso, pode-se inferir que ele consegue boa aproximação da fronteira
e melhor espalhamento das soluções na fronteira.
A Tabela 16 apresenta, em números absolutos, a quantidade de soluções não-
dominadas diferentes, em relação ao espaço dos objetivos, encontradas por cada abor-
dagem, em cada instância.
Considerando os diferentes interesses dos tomadores de decisão para esse prob-
lema, é interessante que haja diversidade de soluções. Dessa forma, as chances de encontrar
soluções que atendam as preferências dos usuários, normalmente, aumentam em conjuntos
mais numerosos de soluções. Portanto, a abordagem heurística se mostra mais adequada
nesse aspecto.
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𝑟𝑑400 𝑝𝑟2641 𝑝𝑟2642
Dijkstra 0,26 0,17 1,08
OPL 203,45 106,52 91,03
Heurística 19,23 29,67 170,09
Tabela 15 – Tempo computacional dos algoritmos para cada instância.
Figura 17 – Gráfico dos pontos encontrados pela abordagem Determinística e Heurística,
instância 𝑟𝑑400.
Figura 18 – Gráfico dos pontos encontrados pela abordagem Determinística e Heurística,
instância 𝑝𝑟2641.
O resultado da abordagem determinística depende dos pesos das funções-
objetivo atribuídos em cada execução do algoritmo. Nesse caso, adotou-se o intervalo
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Tabela 16 – Quantidade de soluções não-dominadas encontradas pelas abordagens em
cada instância.
de 0.05 na variação dos pesos, entretanto, não foi suficiente para encontrar pontos es-
paçados pela fronteira de Pareto, como na abordagem heurística, em nenhuma instância.
Seria necessário que o intervalo fosse menor para que o algoritmo encontre soluções diver-
sificadas em relação ao espaço entre os extremos da fronteira. Essa é uma desvantagem
significativa do método exato de caminho mínimo utilizando o Método das Ponderações.
Além de não ser possível saber à priori, sem conhecimento do problema, qual intervalo
ideal para variação dos pesos das funções-objetivo para obtenção de soluções idealmente
espaçadas no espaço dos objetivos, o intervalo dos pesos interfere diretamente na quanti-
dade de execuções necessárias para formar o conjunto de soluções desejado.
7.2.4 Modelo de Tomada de Decisão Multi-critério
Após a aplicação de métodos para Otimização Multiobjetivo, a proposta é
auxiliar o usuário no processo de decisão. Assim como descrito na Seção 3.2, é possível que
o usuário insira novas preferências para análise dos caminhos. Neste trabalho considera-se
as mesmas funções utilizadas na Otimização Multiobjetivo como inputs (𝑓1 e 𝑓2, descritas
pelas Equações 6.2 e 6.3, respectivamente) e duas outras funções como outputs: uma
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medida de conforto e uma de sustentabilidade (𝑓4 e 𝑓5, descritas pelas Equações 6.9 e 6.8,
respectivamente). A Tabela 17 apresenta essa categorização das funções e suas respectivas
medidas.
Inputs Outputs
𝑓1 custo 𝑓4 conforto
𝑓2 tempo 𝑓5 sustentabilidade
Tabela 17 – Funções utilizadas como inputs e outputs para o Modelo Multi-critério
Considerando a aplicação do Modelo DEA como um refinamento das soluções
através de novos critérios, foi escolhido o conjunto de soluções distintas encontradas pela
abordagem heurística. Essa decisão baseou-se no fato de que essa abordagem obteve a
maior quantidade de soluções distintas para essas instâncias.
Os resultados dessa análise, para as soluções das instâncias 𝑟𝑑400, 𝑝𝑟2641 e
𝑝𝑟2642, podem ser observados nas Tabelas 18, 19 e 20, respectivamente. A primeira coluna,
de cada uma delas, refere-se ao identificador da solução. Nas próximas colunas estão
calculados os valores de custo financeiro (𝑓1), tempo (𝑓2), sustentabilidade 𝑓4 e conforto 𝑓5
relativos aos caminhos. Na última coluna, está apresentado o valor da eficiência calculada
para cada solução, como se fossem DMUs.
Solução 𝑓1 𝑓2 𝑓4 𝑓5 Eficiência
1 0 9,77 3 1 1,000
2 3,5 8,34 2,8 1 0,936
3 4,5 7,42 2,83 1,17 1,000
4 8 6,49 2,67 1,17 0,913
5 9 5,87 2,71 1,29 1,000
6 19,8 5,56 2,43 1,57 1,000
7 26,1 5,31 2,43 1,57 1,000
8 36,9 5 2,14 1,86 1,000
Tabela 18 – Eficiência calculada pelo DEA a partir de inputs (𝑓1 e 𝑓2) e outputs(𝑓4 e 𝑓5)
- soluções rd400
Na Tabela 18, percebe-se que das oito soluções não-dominadas, seis possuem
eficiência máxima de acordo com os cálculos do DEA. Seguindo a ordem de eficiência, a
Solução 2 viria em seguida e, por fim, a Solução 4 é a menos eficiente dentre esse conjunto
de soluções.
Na Tabela 19, são apresentadas as sete soluções não-dominadas obtidas pela
Otimização Multiobjetivo aplicada à instância 𝑝𝑟2641. Dessas, apenas quatro possuem
eficiência máxima. Em seguida, a Solução 6, depois a 2 e por último, a menos eficiente do
conjunto, a Solução 4.
Na Tabela 20, estão apresentadas apenas as soluções não-dominadas com efi-
ciência máxima. Os números das soluções coincidem com os identificadores utilizados nas
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Solução 𝑓1 𝑓2 𝑓4 𝑓5 Eficiência
1 13,5 4,15 2 2 1,000
2 3,5 18,9 2,67 1 0,871
3 8 10,21 2,33 1,33 1,000
4 12,5 4,97 2 1,67 0,852
5 0 23,27 3 1 1,000
6 9 5,74 2,33 1,67 0,897
7 4,5 14,43 2,67 1,33 1,000
Tabela 19 – Eficiência calculada pelo DEA a partir de inputs (𝑓1 e 𝑓2) e outputs(𝑓4 e 𝑓5)
- instância 𝑝𝑟2641.
Solução 𝑓1 𝑓2 𝑓4 𝑓5 Eficiência
1 0 39,37 3 1 1,000
3 4,5 36,04 2,90 1,10 1,000
9 18 29,66 2,67 1,33 1,000
16 31,5 25,70 2,46 1,54 1,000
20 36 24,52 2,38 1,62 1,000
23 39,5 23,55 2,31 1,62 1,000
30 55,5 20,42 2,07 1,71 1,000
34 87,29 19,68 2 1,93 1,000
35 112,89 19,59 1,93 2,07 1,000
Tabela 20 – Eficiência calculada pelo DEA a partir de inputs (𝑓1 e 𝑓1) e outputs(𝑓4 e 𝑓5)
- instância 𝑝𝑟2642.
Tabelas 13 e 14. Dentre as 39 soluções obtidas no processo de Otimização, nove foram cal-
culadas pelo DEA como 100% eficientes. É interessante destacar que, para todos os casos,
as soluções extremas em relação a 𝑓1 e em relação a 𝑓2 obtiveram eficiência máxima.
Mesmo com o cálculo da eficiência baseado no conceito de DMUs, foram encon-
tradas pelo menos quatro soluções eficientes no caso das três instâncias. Com o propósito
de ordenar essas soluções eficientes, calcularam-se as eficiências cruzadas (cross-efficiency)
de cada uma delas, de acordo com conceitos descritos na Seção 3.2.
A Tabela 21 apresenta esses valores calculados para as soluções do processo
de Otimização Multiobjetivo da abordagem heurística para a instância 𝑟𝑑400. Nela, os
identificadores da primeira linha e da primeira coluna coluna referem-se aos mesmos iden-
tificadores das soluções apresentadas na Tabela 18. As células apresentam o cálculo da
eficiência cruzada de todas as soluções para todas as soluções e a última coluna está o
cálculo da média das eficiências cruzadas das soluções eficientes. Dessa forma é possível
identificar as diferenças mesmo entre o conjunto de apenas soluções 100% eficientes. Essa
medida corresponde à média de eficiência da solução, quando atribuídos a ela os pesos
que tornam as outras soluções 100% eficientes.
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1 2 3 4 5 6 7 8 Média
1 1,000 1,000 1,000 0,934 0,934 0,515 0,606 0,275 0,722
2 0,853 0,936 0,936 0,919 0,919 0,575 0,668 0,322 -
3 1,000 1,000 1,000 1,000 1,000 0,740 0,773 0,424 0,823
4 0,821 0,871 0,871 0,913 0,913 0,761 0,804 0,463 -
5 0,907 0,933 0,933 1,000 1,000 0,936 0,956 0,591 0,887
6 0,661 0,588 0,588 0,686 0,686 1,000 0,955 0,759 0,775
7 0,537 0,503 0,503 0,606 0,606 0,941 1,000 0,795 0,730
8 0,480 0,353 0,353 0,442 0,442 1,000 1,000 1,000 0,712
Tabela 21 – Eficiência Cruzada - soluções rd400
Dados os resultados da Tabela 21, é possível ordenar as soluções eficientes na
seguinte forma: Solução 5, 3, 6, 7, 1 e 8, em ordem decrescente de eficiência.
1 2 3 4 5 6 7 Média
1 1,000 1,000 1,000 0,990 1,000 0,385 0.086 0,772
2 0,732 0,871 0,871 0,868 0,732 0,411 0,110 -
3 0,999 1,000 1,000 1,000 0,999 0,530 0,191 0,797
4 0,781 0,846 0,846 0,852 0,781 0,616 0,270 -
5 1,000 0,988 0,988 1,000 1,000 1,000 0,604 0,898
6 0,762 0,692 0,692 0,703 0,762 0,897 0,697 -
7 0,865 0,675 0,675 0,686 0,865 1,000 1,000 0,851
Tabela 22 – Eficiência Cruzada - soluções 𝑝𝑟2641
Na Tabela 22, são apresentadas as médias das eficiências cruzadas do resultado
da instância 𝑝𝑟2641. A ordem decrescente de eficiência das soluções é: Solução 5, 7, 3, 1.
1 3 9 16 20 23 30 34 35 Média
1 1,000 1,000 0,977 0,870 0,850 0,724 0,821 0,755 0,240 0,748
3 1,000 1,000 1,000 0,930 0,926 0,782 0,863 0,797 0,289 0,798
9 0,892 0,929 1,000 1,000 1,000 0,904 0,950 0,891 0,424 0,881
16 0,792 0,811 0,936 1,000 0,997 0,977 0,990 0,946 0,567 0,916
20 0,772 0,768 0,906 1,000 1,000 1,000 0,996 0,959 0,625 0,927
23 0,730 0,735 0,882 0,973 0,966 1,000 1,000 0,969 0,651 0,920
30 0,612 0,600 0,769 0,883 0,864 1,000 1,000 1,000 0,793 0,901
34 0,473 0,446 0,613 0,730 0,705 0,925 0,952 1,000 0,928 0,836
35 0,404 0,361 0,513 0,637 0,615 0,853 0,888 0,968 1,000 0,782
Tabela 23 – Eficiência Cruzada - soluções 𝑝𝑟2642
A Tabela 23 apresenta apenas as soluções eficientes do conjunto de soluções
não-dominadas da instância 𝑝𝑟2642. As soluções mais eficientes são: Solução 20, 23, 16,
30, 9, 34, 3, 35, 1, nessa ordem. É interessante destacar que, com essa medida, as soluções
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extremas não encontram-se mais no topo da lista de eficiência, como ocorria com o cálculo
apenas das eficiências, obtido separadamente.
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Conclusão
Neste trabalho, foram implementados quatro métodos para resolução do Prob-
lema de Transporte Multimodal. Três deles se basearam na abordagem determinística e um
na abordagem heurística com utilização de conceitos de Algoritmo Genético. A implemen-
tação das propostas determinísticas foi bem mais simples comparadas à implementação do
algoritmo evolutivo. Essa é uma das características da maioria das abordagens evolutivas
que pôde ser comprovada.
Apesar da Fronteira de Pareto desse problema não ser conhecida, os pontos
no espaço dos objetivos, representantes das soluções encontradas na abordagem deter-
minística, com certeza fazem parte da verdadeira Fronteira de Pareto, justamente por ser
um método exato. Com isso, é possível estabelecer uma relação de validação dos pontos
encontrados pela abordagem heurística com o resultado da determinística. Ou seja, caso o
método heurístico encontre, no espaço dos objetivos, um ponto igual à algum encontrado
pela abordagem determinística, pode-se afirmar que ele encontrou pelo menos um ponto
da verdadeira fronteira. Essa comprovação é importante para garantir que o algoritmo está
cumprindo com o propósito, do caso multiobjetivo, de encontrar soluções tão próximas
quanto possíveis da Fronteira de Pareto.
No caso do algoritmo baseado no Ford-Moore-Bellman, o processamento re-
querido para o cálculo dos caminhos foi superior à capacidade computacional do equipa-
mento utilizado para realização dos experimentos durante 20 horas. Em problemas do
mundo real, a expectativa de tempo de resposta das aplicações é na ordem de segundos.
Com isso, conclui-se que essa implementação não é adequada para esse tipo de problema
considerando a restrição de tempo.
O algoritmo baseado em Dijkstra e a implementação utilizando a ferramenta
OPL obtiveram resultados em um tempo computacional muito bom. Entretanto, eles
encontraram apenas um ponto por execução, sendo necessárias várias rodadas variando
os pesos dos objetivos. Além disso, mesmo após 20 execuções, poucos pontos foram en-
contrados na fronteira de Pareto, comparado à quantidade de pontos encontrados pela
abordagem heurística. Isso se deve à duas possíveis causas: a primeira é a dificuldade do
Método das Ponderações em estimar pontos em fronteiras não convexas e a segunda é
que a discretização dos pesos utilizada nos experimentos pode não ter sido suficiente para
encontrar outros pontos. No caso do problema aplicado neste trabalho, não é possível
saber a priori o comportamento dessa fronteira. Considera-se uma desvantagem da abor-
dagem determinística, a falta de pontos espalhados na fronteira e a necessidade de várias
execuções com mudanças de parâmetro da função-objetivo para obtenção do resultado
para um problema multiobjetivo. Ainda existe a desvantagem inerente à ferramenta do
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OPL de ser um pacote comercial, isto é, há um custo monetário envolvido para que essa
ferramenta fosse utilizada em aplicações reais.
A abordagem heurística obteve os melhores resultados relativos à diversidade
de caminhos. Isso é importante porque, para o processo de decisão, aplicado após a
otimização multiobjetivo, quanto mais opções de escolha, maiores as chances de uma delas
se adequar à preferência do usuário. Embora o tempo computacional não esteja dentro
das expectativas para uma aplicação no mundo real, é reconhecido que há oportunidades
de melhorias da codificação que resultariam em otimização do tempo de processamento.
A análise multi-critério aplicada após o processo de otimização, contribui posi-
tivamente para a apresentação dos resultados. De acordo com a característica dos usuários
de possuírem diferentes interesses ao buscarem uma rota, a aplicação de critérios person-
alizados e a ordenação dos resultados obtidos pela Otimização Multiobjetivo são funda-
mentais para uma interação clara com o usuário, auxiliando-o na tomada de decisão.
Desta forma, esse trabalho contribuiu com a análise de algoritmos, pertencentes
a diferentes abordagens, para o Problema de Transporte Multimodal. É interessante con-
trastar metodologias com conceitos bem distintos para avaliação do desempenho de cada
uma. O propósito do trabalho não é determinar uma única abordagem como sendo a
melhor, pois acredita-se que existam cenários em que uma ou outra pode ser predom-
inantemente adequada. Outro aspecto interessante dessa pesquisa, é perceber o espaço
que abordagens sem garantia de convergência estão ganhando na área de Otimização. A
Tabela X apresenta as vantagens e desvantagens observadas pelas abordagens propostas
neste trabalho.
Abordagem Vantagem Desvantagem
Determinística Fácil Implementação. Múltiplas Rodadas.
Pode ter tempo (1 solução por rodada).
computacional reduzido. Método das Ponderações
Garante a solução ótima. dificulta espalhamento da fronteira.
OPL é um pacote comercial pago.
Heurística Apenas 1 rodada obtém Implementação complexa.







Mantendo-se a linha de pesquisa adotada neste trabalho, é possível conduzir
novas abordagens para o Problema de Transporte Multimodal. De acordo com a revisão
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bibliográfica realizada, é interessante abordar esse problema utilizando métodos híbridos
em que aproveita-se das vantagens de dois ou mais métodos para ajudar na busca de
soluções ótimas. Outra alternativa é a utilização de novas heurísticas, como o Enxame de
Partículas e a Busca Dispersa que poderiam compor uma hibridização com o AG ou uma
implementação pura de suas técnicas a fim de tornar a busca mais eficiente e comparar
os resultados com os métodos deste trabalho.
No âmbito de modelagem do problema, é possível que se considere algumas
variações do cenário adotado neste trabalho, como a inclusão das tabelas de horários dos
transportes públicos e a integração com aplicativos de carona e/ou transporte urbano
privado. Também é possível a criação de um algoritmo genérico que adapte-se a diversas
variações para esse problema. A aplicação do método utilizando dados reais também é
um desafio bastante interessante entretanto, poderia se tornar um projeto multidisciplinar,
por exemplo, envolvendo áreas como planejamento urbano, logístico e ambiental.
Em relação à tratativa de redes dinâmicas, é possível incluir elementos no al-
goritmo para que ele próprio detecte quando houver mudanças na rede. Esse é um tema
presente em Otimização Dinâmica e poderia ser incorporado à essa proposta. A inclusão
de custos estocásticos para os arcos e o aprendizado do algoritmo em relação ao compor-
tamento da rede também constituem possibilidades de continuidade dessa pesquisa.
7.3 Trabalhos Submetidos
Durante a realização desse trabalho foram elaborados alguns artigos em par-
alelo, relacionados a esse tema. Foram publicados dois artigos, o primeiro na 12a Con-
ferência Internacional de Meta-heurística (MIC, 12th Metaheuristics International Con-
ference), aceito como apresentação oral e o segundo no Congresso Brasileiro de Pesquisa
Operacional (SBPO), também aceito como apresentação oral. Desse último, foi feito uma
proposta para publicação de um capítulo de livro pela editora científica internacional
Springer. Também foi submetido, mas ainda sem resposta do aceite até a presente data, um
artigo para o Congresso de Computação Evolutiva da IEEE (IEEE CEC, IEEE Congress
on Evolutionary Computation). Os detalhes dessas informações são apresentados a seguir.
• Silva, J.; Rampazzo, P. B.; Yamakami, A. ”Evolutionary Multi-Objective Optimiza-
tion for the Multimodal Transport Problem”, MIC 2017
• Silva, J.; Rampazzo, P. B.; Yamakami, A. ”Algoritmos Evolutivos aplicados ao Prob-
lema de Transporte Multimodal.”, SBPO 2017
• Silva, J.; Rampazzo, P. B.; Yamakami, A. ”Urban Mobility IN Multimodal Net-
works using Multiobjective Algorithms”, proposta para capítulo de livro da editora
Springer.
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• Silva, J.; Rampazzo, P. B.; Yamakami, A. ”Multi-objective Evolutionary Algorithm
for Multi-modal Dynamic Networks with Multi-criteria Decision-Making Method”,
artigo submetido para o IEEE CEC 2018.
80
Referências
AHUJA, R. K.; MAGNANTI, T. L.; ORLIN, J. B. Network Flows: Theory, Algorithms,
and Applications. [S.l.]: Prentice Hall, 1993. Hardcover. Citado 3 vezes nas páginas 20,
39 e 43.
AMBROSINO, D.; SCIOMACHEN, A. A shortest path algorithm in multimodal net-
works: a case study with time varying costs. In: Procedings of International Network
Optimization Conference, Pisa, Itália. [S.l.: s.n.], 2009. Citado 3 vezes nas páginas 16,
43 e 49.
BELLMAN, R. On a routing problem. Quarterly of applied mathematics, v. 16, n. 1, p.
87–90, 1958. Citado na página 22.
BERTSEKAS, D. P. Network Optimization: Continuous and Discrete Models. [S.l.]:
OECD/IEA, 2009. Citado 2 vezes nas páginas 18 e 21.
BPR. Traffic assignment manual – Bureau of Public Roads,. 1964. Technical Report, U.S.
Department of Commerce. Citado na página 40.
CAMARGO-PEREZ, J.; MONTOYA-TORRES, J. R.; RAMIREZ, M. H. C. Multi-
criteria decision making for locating multimodal transfer nodes in passenger transport
systems. In: IEEE. Systems, Man, and Cybernetics (SMC), 2013 IEEE International Con-
ference on. [S.l.], 2013. p. 718–723. Citado 2 vezes nas páginas 47 e 48.
CAMPOS, V. B. G. Algoritmos para Resolução de Problemas em Redes. 2015. Disponível
em: <http://aquarius.ime.eb.br/~webde2/prof/vania/apostilas/Apostila-Redes.pdf>.
Citado na página 22.
CARRANO, E. G. Algoritmos evolucionários eficientes para otimização de redes. Tese —
UFMG, 2007. Citado na página 18.
CHARNES, A.; COOPER, W. W.; RHODES, E. Measuring the efficiency of decision
making units. European journal of operational research, Elsevier, v. 2, n. 6, p. 429–444,
1978. Citado na página 29.
CNT. A importância do setor de transporte. Economia em Foco – Confederação Nacional
do Transporte, 2012. Citado na página 15.
COLIN, E. C. Pesquisa Operacional-170 Aplicações em Estratégia, Finanças, Logística,
Produção, Marketing e Vendas. [S.l.]: Atlas, 2017. Citado na página 29.
CORMEN, T. H. Introduction to algorithms. [S.l.]: MIT press, 2009. Citado 2 vezes nas
páginas 20 e 24.
CORNE, D. W.; KNOWLES, J. D.; OATES, M. J. The pareto envelope-based selection
algorithm for multiobjective optimization. In: SPRINGER. International Conference on
Parallel Problem Solving from Nature. [S.l.], 2000. p. 839–848. Citado na página 35.
DANTZIG, G. B. On the shortest route through a network. Management Science, IN-
FORMS, v. 6, n. 2, p. 187–190, 1960. Citado na página 22.
Referências 81
DARWIN, C.; BYNUM, W. F. The origin of species by means of natural selection: or,
the preservation of favored races in the struggle for life. [S.l.]: AL Burt, 2009. Citado na
página 32.
DEB, K.; AGRAWAL, S.; PRATAP, A.; MEYARIVAN, T. A fast elitist non-dominated
sorting genetic algorithm for multi-objective optimization: Nsga-ii. In: SPRINGER. In-
ternational Conference on Parallel Problem Solving From Nature. [S.l.], 2000. p. 849–858.
Citado na página 35.
DEB, K.; JAIN, H. An evolutionary many-objective optimization algorithm using
reference-point-based nondominated sorting approach, part i: Solving problems with box
constraints. IEEE Trans. Evolutionary Computation, v. 18, n. 4, p. 577–601, 2014. Citado
na página 36.
DIB, O.; MANIER, M.-A.; CAMINADA, A. Memetic algorithm for computing shortest
paths in multimodal transportation networks. Transportation Research Procedia, Elsevier,
v. 10, p. 745–755, 2015. Citado 2 vezes nas páginas 46 e 49.
DIJKSTRA, E. W. A note on two problems in connexion with graphs. Numerische math-
ematik, Springer, v. 1, n. 1, p. 269–271, 1959. Citado na página 22.
DOTOLI, M.; EPICOCO, N.; FALAGARIO, M. A technique for efficient multimodal
transport planning with conflicting objectives under uncertainty. In: IEEE. Control Con-
ference (ECC), 2016 European. [S.l.], 2016. p. 2441–2446. Citado 2 vezes nas páginas 48
e 49.
DUQUE, D.; LOZANO, L.; MEDAGLIA, A. L. An exact method for the biobjective
shortest path problem for large-scale road networks. European Journal of Operational
Research, v. 242, n. 3, p. 788 – 797, 2015. ISSN 0377-2217. Disponível em: <http://www.
sciencedirect.com/science/article/pii/S0377221714009072>. Citado 2 vezes nas páginas
45 e 49.
EIBEN, A. E.; SMITH, J. E. Introduction to Evolutionary Computing. 2. ed. [S.l.]:
Springer, 2015. Citado 2 vezes nas páginas 32 e 33.
FERREIRA, P. A. V. Otimização Multiobjetivo: Teoria e Aplicações. Tese (Tese de Livre
Docência) — Faculdade de Engenharia Elétrica e de Computação, Universidade Estadual
de Campinas, SP, 1999. Citado na página 16.
FIEP. Cidades Inovadoras: Transporte e Mobilidade – Federação das Indústrias do Estado
do Paraná. 2010. Disponível em: <http://www.cidadesinovadoras.org.br/curitiba2030/
transporte-e-mobilidade---objetivo-2-1-12503-110045.shtml>. Citado na página 16.
FLOYD, R. W. Algorithm 97: shortest path. Communications of the ACM, ACM, v. 5,
n. 6, p. 345, 1962. Citado na página 22.
FONSECA, C. M.; FLEMING, P. J. et al. Genetic algorithms for multiobjective optimiza-
tion: Formulationdiscussion and generalization. In: CITESEER. Icga. [S.l.], 1993. v. 93,
n. July, p. 416–423. Citado na página 35.
FORD, L.; FULKERSON, D. Flows in networks princeton university press. Princeton,
New Jersey, v. 276, 1962. Citado na página 22.
Referências 82
FRANÇA, F. O. d. Algoritmos bio-inspirados aplicados a otimização
dinamica. Tese (Doutorado) — Universidade Estadual de Campinas,
http://repositorio.unicamp.br/jspui/handle/REPOSIP/259091, 2005. Citado na
página 37.
GAZZONI, M.; CUNHA, R.; MAURO, A.; BANQUIERI, R.; DANA, S. Calculadora:
Carro Táxi ou Uber. 2017. Disponível em: <http://especiais.g1.globo.com/economia/
seu-dinheiro/calculadoras/2017/carro-taxi-uber>. Citado na página 62.
HAJELA, P.; LIN, C.-Y. Genetic search strategies in multicriterion optimal design. Struc-
tural optimization, Springer, v. 4, n. 2, p. 99–107, 1992. Citado na página 35.
HEDI, A.; HABBAS, Z.; GALVEZ-FERNANDEZ, C.; KHADRAOUI, D. Hybrid algo-
rithm for solving a multimodal transport problems using a transfer graph model. In: IEEE.
Information Infrastructure Symposium, 2009. GIIS’09. Global. [S.l.], 2009. p. 1–6. Citado
2 vezes nas páginas 46 e 49.
HOLLAND, J. H. Adaptation in natural and artificial systems: an introductory analysis
with applications to biology, control, and artificial intelligence. [S.l.]: MIT press, 1992.
Citado na página 33.
HORN, J.; NAFPLIOTIS, N.; GOLDBERG, D. E. A niched pareto genetic algorithm
for multiobjective optimization. In: IEEE. Evolutionary Computation, 1994. IEEE World
Congress on Computational Intelligence., Proceedings of the First IEEE Conference on.
[S.l.], 1994. p. 82–87. Citado na página 35.
IDRI, A.; OUKARFI, M.; BOULMAKOUL, A.; ZEITOUNI, K.; MASRI, A. A new time-
dependent shortest path algorithm for multimodal transportation network. Procedia Com-
puter Science, v. 109, p. 692 – 697, 2017. ISSN 1877-0509. 8th International Conference
on Ambient Systems, Networks and Technologies, ANT-2017 and the 7th International
Conference on Sustainable Energy Information Technology, SEIT 2017, 16-19 May 2017,
Madeira, Portugal. Disponível em: <http://www.sciencedirect.com/science/article/pii/
S1877050917310487>. Citado 2 vezes nas páginas 45 e 49.
(IEA), I. E. A. Transport, Energy and CO2. [S.l.]: OECD/IEA, 2009. Citado na página
15.
JING, X.; LIU, Y.; CAO, W. A hybrid genetic algorithm for route optimization in multi-
modal transport. In: IEEE. Computational Intelligence and Design (ISCID), 2012 Fifth
International Symposium on. [S.l.], 2012. v. 1, p. 261–264. Citado 2 vezes nas páginas 46
e 49.
KAMEL, Z.; SLIM, H. Cgomfp: control genetic operators with management of the final
population to optimize a multimodal transport moving. In: IEEE. Systems, Man and
Cybernetics, 2004 IEEE International Conference on. [S.l.], 2004. v. 7, p. 6220–6225.
Citado 2 vezes nas páginas 44 e 49.
KIRCHLER, D. Efficient routing on multi-modal transportation networks. Tese
(Doutorado) — Ecole Polytechnique X, 2013. Citado 2 vezes nas páginas 43 e 49.
KNOWLES, J. D.; CORNE, D. W. Approximating the nondominated front using the
pareto archived evolution strategy. Evolutionary computation, MIT Press, v. 8, n. 2, p.
149–172, 2000. Citado na página 47.
Referências 83
KONAK, A.; COIT, D. W.; SMITH, A. E. Multi-objective optimization using genetic
algorithms: A tutorial. Reliability Engineering & System Safety, v. 91, n. 9, p. 992 – 1007,
2006. ISSN 0951-8320. Disponível em: <http://www.sciencedirect.com/science/article/
pii/S0951832005002012>. Citado 2 vezes nas páginas 27 e 34.
LIMA, J. H. de; MAIA, M. L. A. TRANSPORTE, VELOCIDADE EFETIVA E IN-
CLUSÃO SOCIAL: UM ESTUDO PARA O RECIFE. Dissertação (Mestrado) — Uni-
versidade Federal de Pernambuco, 2016. Citado na página 62.
LIU, L.; MU, H.; YANG, J. Toward algorithms for multi-modal shortest path problem and
their extension in urban transit network. Journal of Intelligent Manufacturing, Springer,
v. 28, n. 3, p. 767–781, 2017. Citado 2 vezes nas páginas 43 e 49.
LOZANO, A.; STORCHI, G. Shortest viable path algorithm in multimodal networks.
Transportation Research Part A: Policy and Practice, Elsevier, v. 35, n. 3, p. 225–241,
2001. Citado 2 vezes nas páginas 43 e 49.
LU, H.; YEN, G. G. Rank-density-based multiobjective genetic algorithm and benchmark
test function study. IEEE transactions on evolutionary computation, IEEE, v. 7, n. 4, p.
325–343, 2003. Citado na página 35.
MEDSSIA, N.; GHEDIRA, K. A distributed guided genetic algorithm to solve the distur-
bance in the multimodal transport. In: IEEE. Intelligent Systems Design and Applications
(ISDA), 2015 15th International Conference on. [S.l.], 2015. p. 415–420. Citado 2 vezes
nas páginas 44 e 49.
MEZA, L. A.; GOMES, E. G.; NETO, L. B. Curso de análise de envoltória de dados.
XXXVII Simpósio Brasileiro de Pesquisa Operacional, p. 20520–2547, 2005. Citado na
página 29.
MICHALEWICZ, Z.; FOGEL, D. B. How to solve it: modern heuristics. [S.l.]: Springer
Science & Business Media, 2013. Citado 2 vezes nas páginas 32 e 34.
MNIF, M.; BOUAMAMA, S. Firework algorithm for multi-objective optimization of a
multimodal transportation network problem. Procedia Computer Science, Elsevier, v. 112,
p. 1670–1682, 2017. Citado 2 vezes nas páginas 47 e 49.
MOORE, E. F. The shortest path through a maze. In: Proc. Int. Symp. Switching Theory,
1959. [S.l.: s.n.], 1959. p. 285–292. Citado na página 22.
MURATA, T.; ISHIBUCHI, H. Moga: Multi-objective genetic algorithms. In: IEEE. Evo-
lutionary Computation, 1995., IEEE International Conference on. [S.l.], 1995. v. 1, p. 289.
Citado na página 35.
NGUYEN, T. T.; YANG, S.; BRANKE, J. Evolutionary dynamic optimization: A survey
of the state of the art. Swarm and Evolutionary Computation, Elsevier, v. 6, p. 1–24,
2012. Citado na página 37.
OSYCZKA, A. Multicriteria optimization for engineering design. Design optimization,
v. 1, p. 193–227, 1985. Citado na página 16.
PALLOTTINO, S.; SCUTELLA”, M. G. Shortest Path Algorithms in Transportation Mod-
els: Classical and Innovative Aspects. [S.l.], 1997. Citado na página 43.
Referências 84
PISSINELLI, G. J. Decisão multicritério aplicada à análise para localização de ter-
minal intermodal. Dissertação (Mestrado) — Universidade Estadual de Campinas,
http://repositorio.unicamp.br/jspui/handle/REPOSIP/305220, 2016. Citado na página
48.
REINELT, G. Tsplib—a traveling salesman problem library. ORSA Journal on Comput-
ing, v. 3, n. 4, p. 376–384, 1991. Disponível em: <https://doi.org/10.1287/ijoc.3.4.376>.
Citado na página 61.
RESENDE, P. T. V. de; SOUSA, P. R. de. Custos Logisticos no Brasil 2015. [S.l.], 2015.
Citado na página 15.
SCHAFFER, J. D. Multiple objective optimization with vector evaluated genetic algo-
rithms. In: LAWRENCE ERLBAUM ASSOCIATES. INC., PUBLISHERS. Proceedings of
the First International Conference on Genetic Algorithms and Their Applications, 1985.
[S.l.], 1985. Citado 2 vezes nas páginas 34 e 35.
SEDEñO-NODA, A.; RAITH, A. A dijkstra-like method computing all extreme sup-
ported non-dominated solutions of the biobjective shortest path problem. Computers &
Operations Research, v. 57, p. 83 – 94, 2015. ISSN 0305-0548. Disponível em: <http:
//www.sciencedirect.com/science/article/pii/S0305054814003141>. Citado 2 vezes nas
páginas 45 e 49.
SHIRABAYASHI, J. V. Algoritmos para redes de transporte multimodal aplicado ao
tráfego urbano. Tese (Doutorado) — Faculdade de Engenharia Elétrica e de Computação,
Universidade Estadual de Campinas, Campinas, São Paulo, 2014. Citado 2 vezes nas
páginas 40 e 41.
SITEK, P.; WIKAREK, J. A hybrid approach to modeling and optimization for supply
chain management with multimodal transport. In: IEEE. Methods and Models in Au-
tomation and Robotics (MMAR), 2013 18th International Conference on. [S.l.], 2013. p.
777–782. Citado 2 vezes nas páginas 47 e 49.
SRINIVAS, N.; DEB, K. Muiltiobjective optimization using nondominated sorting in ge-
netic algorithms. Evolutionary computation, MIT Press, v. 2, n. 3, p. 221–248, 1994.
Citado na página 35.
SUCUPIRA, I. R. Métodos heurísticos genéricos: metaheurísticas e hiper-heurísticas.
USP: São Paulo, 2004. Citado na página 32.
TAHA, H. A. Operations research: an introduction. [S.l.]: Macmillan, 1992. Citado 2
vezes nas páginas 45 e 52.
VERGA, J.; YAMAKAMI, A.; SILVA, R.; SHIRABAYASHI, W. Asymptotic experimen-
tal analysis for the held-karp traveling salesman bound. In: Anais do XXXV Congresso
Nacional de Matemática Aplicada e Computacional. Natal-RN: [s.n.], 2014. Citado na
página 40.
VIEDMA, F. E. L. Coloured-edge graph approach for the modelling of multimodal net-
works. Tese (Doutorado) — Auckland University of Technology, New Zealand, 2011.
Citado na página 40.
Referências 85
YEN, G. G.; LU, H. Dynamic multiobjective evolutionary algorithm: adaptive cell-based
rank and density estimation. IEEE Transactions on Evolutionary Computation, IEEE,
v. 7, n. 3, p. 253–274, 2003. Citado na página 35.
YU, H.; LU, F. A multi-modal route planning approach with an improved genetic algo-
rithm. Advances in Geo-Spatial Information Science, CRC Press, v. 1, p. 0, 2012. Citado
3 vezes nas páginas 45, 49 e 53.
ZILIASKOPOULOS, A.; WARDELL, W. An intermodal optimum path algorithm for
multimodal networks with dynamic arc travel times and switching delays. European Jour-
nal of Operational Research, Elsevier, v. 125, n. 3, p. 486–502, 2000. Citado 2 vezes nas
páginas 42 e 49.
ZITZLER, E.; LAUMANNS, M.; THIELE, L. Spea2: Improving the strength pareto evo-
lutionary algorithm. TIK-report, Eidgenössische Technische Hochschule Zürich (ETH), In-
stitut für Technische Informatik und Kommunikationsnetze (TIK), v. 103, 2001. Citado
na página 35.
ZITZLER, E.; THIELE, L. Multiobjective evolutionary algorithms: a comparative case
study and the strength pareto approach. IEEE transactions on Evolutionary Computation,
IEEE, v. 3, n. 4, p. 257–271, 1999. Citado na página 35.
