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Abstract
In this thesis, we mainly consider two closely related classical and general
problems in data mining and machine learning: (1) developing new similarity
measures between graphs and between nodes of a graph, and (2) developing
new density measures on nodes of a graph. In the first part of this thesis, we
introduce three new graph kernels (which can be seen as similarity measures
between graphs) and assess them on a graph classification task: using molecules
from various origins as graphs, we try to classify them according to one of their
property (mutagenicity,...). We then study the problem of quantifying the similarity
between nodes of graphs. We define three new measures by assigning the forests
present in the graph a probability of being sampled at random, favoring small
(low-cost) forests against bigger ones. These measures are then assessed on a
semi-supervised classification task, trying to infer missing node labels from the
ones already present in the test datasets. From these...
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General Introduction
Outline of the thesis
In this thesis, we mainly consider two closely related classical and general problems in data
mining and machine learning: (1) developing new similarity measures between graphs and
between nodes of a graph, and (2) developing new density measures on nodes of a graph.
The problem of comparing graphs finds its origin in the graph isomorphism problem,
which is defined as determining if two graphs are isomorphic, or in other words, if they
are equivalent up to a reordering of the nodes. It belongs to NP problems, but no proof
has been given that it is either P or NP-complete. However, best known algorithms run
in exponential time, except for special classes of graphs [7]. Besides this exact match-
ing problem, other classes of similarity measures for graphs were developed in order to
overcome this complexity limitation, and particularly one which has received a lot of at-
tention recently: graph kernels. In the first part of this thesis, we introduce three new
kernels which are derived from classical graphs kernels, like the shortest-path kernel from
Borgwardt [15]. We then assess these kernels on a graph classification task in the field of
bioinformatics and chemoinformatics, using molecules from various origins as graphs and
trying to classify them according to one of their property (mutagenicity,...).
We then study the problem of quantifying the similarity between nodes of graphs.
From the matrix-forest theorem developed by Chebotarev [24], which led to a “forest
similarity” measure, we define a new measure by assigning the forests present in the graph
a probability of being sampled at random, favoring small (low-cost) forests against bigger
ones. This measure is called the Bag-of-Forests (BoF) similarity measure, from which
we also derive two other distances: the BoF potential distance and the BoF logarithmic
distance, which can be turned back again into similarities. Those new measures are then
assessed on a semi-supervised classification task, trying to infer missing node labels from
the ones already present in the test datasets.
While developing the BoF similarity measure, we had the intuition that this similarity
could be extended into another class of measure: a density measure on graphs. We
then developed the Sum-over-Forests (SoF) density index in the same spirit than the
BoF similarity, guessing that when picking forests which are assigned a probability of
1
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sampling, if a node is present in many (preferably short) forests, it should lie in a dense
region of the graph. This density index can be computed for all nodes on the graph, as
a density score, revealing the dense regions on graphs. This SoF index is then assessed
in various ways: (1) in a visual way, superimposing density scores as colors (depending
on the density values) on graph plots, (2) computing a correlation between those scores
and the “true” density, which is known for artificial datasets, and (3) using a generalized
k-core procedure [12], removing nodes presenting a low score, until convergence to the
densest regions.
At last, from the SoF density score, we developed two clustering algorithms, which
are able to work directly on graphs and where the number of clusters do not need to be
specified a priori. The first one is a divisive algorithm, starting the clustering procedure
with the whole graph, removing nodes with the lowest SoF density scores (in a k-core
way) iteratively, revealing step by step the underlying clusters. The second one uses a
mode-seeking procedure [80], identifying the modes of the graphs (which are peaks of
density) as peaks of SoF density score. In those two algorithms, the clusters are then
formed assigning each node to its nearest cluster, using for instance the BoF similarity
measure to perform this assignment.
It should be noted that only graphs of moderate size (up to 5000 nodes) are used
in this work, as the processing of larger graphs requires the set up of faster variants of
the methods developed here, which is left for future work. Moreover, all the experiments
performed here were implemented in Matlab, with additional help of some toolboxes, as
LibSVM [19] for the classification of graphs.
Managerial implications
The managerial application of the similarity between graphs is discussed in Chapter 2. We
show how the modelling of a molecule as a graph, and its use in automatic classification
could lead to enormous savings for pharmaceutical companies when developing new drugs.
Indeed, candidate molecules can be “screened” virtually (i.e., via a computer) and no
more via chemical experiments, which enables to check the candidates molecules in a
much faster way. Similarly, in natural language processing, documents can be modelled
as graphs and classified according to their content [3, 137].
The applications of the similarity between nodes of a graph are numerous [3]. We
applied our new measures to a semi-supervised classification task, aiming at identiying
unlabelled nodes from the information beared by labelled nodes. As an example, this can
be applied to industrial inspection applications with machine vision systems in order to
improve classification accuracy, by making use of the information contained in the unla-
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belled samples and thus reduce the labeling burden of a human operator [165]. Another
application of the use of nodes similarity is the collaborative recommendation [51], which
proposes different products (like books, movies,. . . ) to users, both modelled as nodes of
a graph. A similarity measure is then needed to find, for instance, the consummers which
are the closest to each other: if a person likes certain movies, another person which is close
is likely to enjoy those movies too. This kind of recommendation system (or variants) is
used by web sites like Amazon or Netflix (which proposes movies) [110].
Finding dense regions on graphs is an important subject in bioinformatics. Actually,
protein-protein interaction networks are graphs which model the way proteins interact
with each other, which is related to their specific function. Finding dense components
in those networks thus helps to explain metabolic processes and to label proteins whose
function are unknown [3]. In social networks, a dense region may indicate a community
structure, a cohesive set of people sharing similar education, living zone, tastes,. . . , which
can be useful in terms of marketing, for instance.
At last, clustering nodes of a graph appears in many areas [136]. On a telecommuni-
cation network, such as a mobile phone network, one possible clustering is to group users
based on their language [14]. In the marketing field, cluster analysis can be used in mar-
ket segmentation to partition the consumers into market segments, which can be useful
when sending specific advertisements. In image segmentation, images can be modelled as
graphs, and clustering methods are able to distinguish different objects in those images
[44], for instance being able to separate human faces from the background.
Contributions
As already stated in the previous section, this thesis is centered on the study of four
problems, for which we summarize our contributions to their respective fields:
– Similarity measures between graphs: from the class of methods called graph kernels,
we derived three new kernels, trying to improve either accuracy or computation
time compared to state-of-the-art kernels. We published this work as a UCL-LSM
Working Paper [143].
– Similarity measures between nodes of a graph: from the matrix-forest theorem [24],
we derived three new “forest similarity” measures known as the Bag-of-Forests
(BoF) similarity, the BoF potential similarity and the BoF logarithmic similarity,
and applied them to a semi-supervised classification task.
– Identifying dense regions on graphs: few density measures exist on graphs, and
are often derived from clique (or other dense subgraphs) searching, which is time
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consuming. Continuing on the same track than the BoF similarities, we developed
the Sum-over-Forests (SoF) density index, which assigns a density score to
the nodes of a graph. A paper has been written on this density index and has been
accepted for publication in IEEE TPAMI [142].
– Clustering on graphs: as the SoF density index identifies dense areas on graphs,
we created two density-based clustering methods. Those two methods work
directly on graphs, and do not need to be provided with the number of clusters a
priori, contrarily to some classical methods, like K-Means. A paper on this subject
was published as a UCL-LSM Working Paper [144], and has also been submitted in
a conference.
4
Chapter 1
Preliminaries
Graphs can be found in many fields, and are able to represent many real life objects,
like molecules, social networks, telecommunication networks,... But what do these graphs
really are ? In fact, they can be defined as mathematical objects containing nodes (or
vertices) and edges. In Figure 1.1, nodes are modelled by circles and edges by links going
from one node to another. There are several kind of graphs: labelled or not, directed
or not. Labelled graphs bear information (labels) on their nodes and/or on their edges
(when the labels belong to an ordered set (for instance the real numbers), it is also called a
weighted graph). Directed graphs have edges that are directed, i.e., they have a direction
assigned to them.
Mathematically speaking (see, for instance [35, 157]), a graph G is a pair G = (V,E),
where E is the set of edges, characterized by a couple (vi, vj) where vi, vj are two nodes
belonging to V , the set of nodes. Those nodes are linked by the edge ei,j. The size of the
graph G is defined as the cardinality of the set V . An undirected graph is a graph where
edges ei,j are equal to ej,i, ∀i, j. It is directed if ei,j is different from ej,i. A loop is an edge
where the starting node is the same as the ending node, namely ei,i. A graph without
loops is called a simple graph. A graph is called weighted (or labelled) if nodes and/or
edges bear weights, which often represent an information of affinity between the nodes
(or inversely a distance), or an information from the domain where the graphs comes (as
Figure 1.1: From left to right: undirected, directed, and labelled directed graphs.
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Figure 1.2: Undirected, unweighted graph.

0 1 0 1 1 0 0 0
1 0 1 0 0 0 0 0
0 1 0 1 0 1 0 0
1 0 1 0 1 0 0 0
1 0 0 1 0 0 0 0
0 0 1 0 0 0 1 1
0 0 0 0 0 1 0 1
0 0 0 0 0 1 1 0

Table 1.1: Adjacency matrix corresponding to graph in Figure 1.2.
the bond in molecules).
A graph G can be described by its adjacency matrix A (in the rest of the document,
matrices will be represented with a bold uppercase letter) which, in the unweighted case,
is a square binary matrix where rows and columns represent nodes. All its elements aij
are set to 0, except when there is a connection between two nodes: a 1 value is put at the
intersection of the row corresponding to the starting node of the edge, and the column
corresponding to the ending node of the edge. In the weighted case, the 1 values are
multiplied by the weights of the corresponding edges. In an undirected graph, the set
of nodes directly connected to a node i is called the “neighborhood” of node i, and is
denoted N (i). The “successors” of a node i in a directed graph are the nodes to which
edges coming from i arrive, while “predecessors” are the starting nodes of edges arriving
in i. An example of an undirected, unlabelled graph is shown in Figure 1.2, and its
corresponding adjacency matrix in Figure 1.1. The adjacency matrix of an undirected
graph is symmetric, i.e., A = AT , where AT is the transpose of matrix A.
A subgraph of G is a graph whose edges and vertices belong to V and E. A spanning
subgraph of G is a subgraph of G whose vertex set is the same as the one of G. A
multigraph is a graph which may contain more than one edge between two vertices. A
walk is a sequence of nodes and edges, and a path is a walk where no vertex is repeated
in the sequence (no cycles are permitted). The shortest path between two nodes is the
path where the sum of the weights on the edges constituting this path is the minimal one,
among all paths between these two nodes. On unweighted graphs, the shortest path is
simply defined as the path with the minimum number of edges. A tree is a graph where
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two vertices are connected by exactly one path, thus allowing no cycle. A forest is a
disjoint union of trees. A rooted forest is a forest where each of its components (trees) is
rooted. A rooted tree is a tree with one vertex which is marked, and designated as the
root.
On each arc linking nodes i and j, we can associate a positive number cij > 0 rep-
resenting the immediate cost of following this arc. The cost matrix C is the matrix
containing the immediate costs cij as elements. If, instead of C, we are given an adja-
cency matrix with elements aij ≥ 0 indicating the affinity between node i and node j,
the corresponding costs could be computed from cij = 1/aij. Notice, however, that other
relations between affinity and cost could be considered as well. The Laplacian matrix of a
graph having adjacency matrix A is L(A) = D−A, where D = Diag(ATe) is a diagonal
matrix containing the column sums of A. Here, e is a column vector full of 1’s.
The exponential and logarithm operations on matrices used in this work are elemen-
twise operations. For instance, the exponential of matrix A is a new matrix containing
the exponential of each aij:
exp(A) =

exp(a11) · · · exp(a1m)
exp(a21) · · · exp(a2m)
... . . . ...
exp(am1) · · · exp(amm)
 .
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2.1 Introduction
2.1.1 Overview of the research topic
Bioinformatics, chemoinformatics, drug discovery are only few examples of domains where
the need for algorithms to analyze and classify data is constantly increasing. Indeed, vari-
ous applications, like predicting the properties of molecules, such as toxicity or anti-cancer
activity, are using databases with millions of molecules to handle [146]. An efficient way
to model these molecules is to use structured objects like graphs, because in these cases,
we need to take into account not only their sub-elements (atoms, which are represented
as nodes), but also the structure between them (bonds, which are represented as edges).
We can see an example of molecule modelled by a graph on the figure 2.1.
Figure 2.1: A molecule modelled with a graph G.
In this context, two problems can be studied: firstly, we can try to find how similar
two nodes in a graph are, and secondly, how similar two graphs, or a set of graphs, are.
In this first part of this work, we will study different ways to answer the second
question. We will focus on finding and analyzing new similarity measures between graphs,
which are efficient in a computational point of view (i.e., the time to solve a problem (here
processing graphs) should grow as slowly as possible when its size increases), but also lead
to accurate results, compared to state-of-the-art methods. This work will also show that
the suggested measures can be applied successfully to supervised classification, which will
let us assess the quality of those measures.
In the second part of this thesis, we will focus on finding new similarity measures on
the nodes of a graph, and derive a way to assess density on nodes. Clustering algorithms
based on this density score will also be introduced in the second part of this work.
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2.1.2 Applications
The discovery of new drugs is a long and expensive process. Indeed, it takes 10 to 15 years
to develop a drug while the average cost associated to it is about 800 million euro [36].
Pharmaceutical companies therefore try to diminish these costs, and the use of machine
learning and data mining tools become prominent to achieve that goal. In this section,
we will detail the traditional way used to discover new drugs, and how computational
techniques can improve this process.
The primary goal of new drugs research is to identify the origin of the apparition of
a disease, and this factor is usually an active protein (called the target)[37]. We thus try
to find a compound which will interact with that protein, and will inhibit its activity. Of
course, that compound must not only be active towards the protein, but also be harmless
for patients who will ingest the corresponding drug. We will now develop each step of
the process leading to the discovery of a new drug. The first step of target identification
involves deep knowledge in biology and chemistry. We will not go further in this subject,
as it is not impacted with bioinformatics techniques used in our research, but, as an
example, the work realized on the Human Genome Project, which aimed at decrypting
the complete DNA of the human genome, permitted the identification of many new targets
[149].
The second step of the discovery process is to find a molecular compound which will
bind to the target defined in the first step. But where do these compounds come from?
In fact, during the eighties, a technique called combinatorial chemistry was set up. It
uses a set of elementary chemical blocks, and combines them in every possible way [164].
This operation allows scientists to synthesize huge sets of molecules. For example, if we
consider 20 building blocks (for instance amino acids), and we would like to synthesize
molecules constituted by 5 blocks, we can therefore create 205 = 3200000 molecules !
Thereby, we can then obtain sets of millions molecules, which will have to be screened to
determine the ones that present the best characteristics (i.e., interaction with the target).
The screening step consists in sending the molecule studied on the target, see if it binds to
it, and to quantify the strength of the “binding” [67]. We can imagine the time it would
take to screen millions of molecules “by hand”· Fortunately, a technique allowing to screen
molecules in a very fast way exists: the high throughput screening (HTS), consisting in
a parallelization of the screening. As an order of magnitude, the latest version of HTS
is able to treat 100 000 molecules a day [91]. The third step of the discovery process
is to verify that candidate molecules, which are an output of the HTS step, possess the
adequate characteristics to be used as a treatment to human patient. Indeed, not only
these molecules have to interact with the target, but they also have to possess low toxicity
and good chemical properties (ability to enter the bloodstream, to be eliminated from the
body,. . . )[102, 171].
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Let us now describe how computational biology can intervene and improve the drug
discovery process described above. First of all, the sets of molecular compounds created
by combinatorial chemistry are not much diversified. Indeed, a lot of molecules present al-
most the same structure, and it is known that a similar structure is correlated to a similar
function [40]. So if the screening is performed on all molecules, a lot of redundancy will be
found. A way to avoid this is to group the similar molecules together, by creating clusters.
This implies to define a similarity measure between the compounds, which is exactly the
goal of our work. We will represent molecules as graphs, and check their similarity with a
measure we will set up. As the database is constituted with the graphs representing the
molecules, we will then have clusters that regroup similar molecules [105]. The screening
step will therefore be simplified, as we will only have to check a representative molecule
of a cluster, and if this molecule does not bind well to the target, we will drop that clus-
ter and check another. If the interaction between the molecule and the target is strong
enough, then the other molecules belonging to the cluster will also be screened, in order
to determine the best candidate for a drug. This process is known as Library Design
[171]. Another way to improve the drug discovery cycle using computational tools is the
following: when the structure (the graph representation) of a reference molecule, which is
known to bind strongly to the target, is accessible, we can also perform what is called a
Virtual Screening [8]. The principle is quite simple: we compare molecules present in the
database to the one of reference. Again, as similar structure gives similar effects, we will
first “virtually” (i.e., on a computer) select the molecules the most similar to the reference,
and then perform the “physical” screening only on that restrained pool of molecule [67].
This an enormous time saving, compared to the case where all the molecules have to be
“physically” screened.
We can see that our work fits well in a research area which is very interesting for phar-
maceutical companies. Indeed, by performing the operations above, the huge sets of
molecules created by combinatorial chemistry are restrained to a set of good candidates,
and the “physical” screening is only required on this smaller set of compounds. Our main
contribution in the context of drug discovery is to improve existing similarity measures
between graphs (representing molecules) and to create new ones. Ideally, a measure of
similarity should meet two conditions: firstly it should be computationally efficient, be-
cause it is important when handling large molecular databases, and secondly the measure
of similarity should separate molecules considering the activity at interest. Finding such
similarity measures is one of the current challenges in chemoinformatics and bioinformat-
ics, and any improvement in this domain could lead to enormous savings for pharmaceu-
tical companies.
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2.2 Review of graph comparison methods
The methods used to compare graphs can be grouped in several categories. The most
important of them are reviewed hereunder.
2.2.1 Graph isomorphism
One of the most intuitive idea when trying to assess how similar two graphs are is to
determine if they are identical (in a topological point of view), or in other words if they
are isomorphic. More formally, two graphs G1(V1, E1) and G2(V2, E2) are isomorphic if
there exists a bijection f : V1 → V2 such that for all (vi1, vj1) ∈ V1 : (vi1, vj1) ∈ E1 ⇔
(f(vi1), f(v
j
1)) ∈ E2. In other words, G1 and G2 are isomorphic if there exists a rearrange-
ment of the nodes, without changing any edges, such that the two graphs are identical.
The complexity of the graph isomorphism problem is one of the major open problems, as
it is proven to be NP, but no proof exists to either determine if it is P or NP-complete
[128]. The existing algorithms have however an exponential time complexity in the worst
case [46]. Variants of this problem use subgraph isomorphism, where two graphs can be
of different sizes. The problem is then to determine if the smallest graph exists up to an
isomoprhism in the biggest one (i.e., is isomorphic to a subgraph in the biggest graph).
The subgraph isomorphism problem has been proven to be NP-complete [54].
2.2.2 Graph-Edit distance
Graph similarity measures based on isomorphism search for an exact matching between
two graphs (or subgraphs), which can be overly restrictive: if an edge is missing, or
has been deleted by error, two graphs which are almost similar will receive a similarity
measure of 0. Other kinds of methods, like Graph-Edit distance [114, 135] are based on
an inexact matching between graphs. Edit distance was first applied between strings of
characters: the minimum edit distance between two strings is the minimum number of
edition operations (like insertion, deletion, substitution of characters) to transform one
string into the other [162]. Methods based on graph-edit distances use a similar principle:
two graphs G1 and G2 are similar if G1 can be transformed into G2 (or inversely) using
simple operations such as addition or deletion of nodes, and relabeling of nodes or edges
in the case of labelled graphs. The cost for using one of these operations may vary from
one operation to another. The graph-edit distance between G1 and G2 is then defined as
the minimum cost of transforming G1 into G2. However, the graph-edit distance requires
the adequate definition of the cost function, which can be difficult to tune. An automatic
determination of cost function has yet been developed [113], but the complexity of the
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graph-edit distance algorithms remains exponential.
2.2.3 Graph features
Feature based methods extract several topological indicators from a graph, and use them
to construct a feature vector which describes that graph. Those indicators can be com-
puted from the structure of the graph (like number of nodes, number of edges,. . . ) or
can be obtained from the application studied, for instance biological activity of molecules.
This kind of graph comparison is widely used in bio or chemoinformatics. Some of the
most widely used descriptors on undirected graphs are presented below: the Wiener index,
the Morgan index, the Zagreb index and the Randic index.
2.2.3.1 The Wiener index [170]
The Wiener index is defined as the sum of all the shortest paths on a graph :
W (G) =
∑
i
∑
j
Dij, (2.1)
where Dij is the shortest path between nodes vi and vj.
2.2.3.2 The Morgan index [111]
The Morgan index of order k for node v is iteratively defined as
M(G, v) =

1 if k = 0∑
w∈N (v)
Mk−1(w) otherwise. (2.2)
This index can also be seen as the number of walks of k steps starting at v in G.
2.2.3.3 The Zagreb index [59]
The Zagreb index can in fact be decomposed into two indices:
Z1(G) =
∑
v∈V
d2(v), (2.3)
Z2(G) =
∑
(v,w)∈E
d(v)d(w), (2.4)
where d(v) and d(w) are the degrees of node v and w.
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2.2.3.4 The Randic index [126]
The Randic index is defined by:
R(G) =
∑
(v,w)∈E
1
dvdw
, (2.5)
where dv and dw are also the degrees of nodes v and w.
Number of other descriptors exists, and this may be the principal drawback of this
kind of methods: the most discriminant set of descriptors often vary from one application
to another, and their computational complexity can be quite high (often polynomial or
even exponential).
2.2.4 Frequent subgraphs
Frequent subgraphs comparison [57] consists in retrieving the most frequent subgraphs
appearing in a graph, and comparing that collection of subgraphs to the ones from other
graphs in the dataset. One of the most well-known algorithm used on this kind of tasks,
the APRIORI algorithm is based on the a priori hypothesis [4], namely, a set of items are
frequent only if all of the subsets it contains are also frequent. Equivalently, if an itemset is
not frequent, no superset of it can be frequent. Using this information allows to reduce the
search space in an efficient way when searching for the frequent itemsets, as the number of
candidates can be reduced. [172] introduced a new algorithm called gSpan, which is based
on a lexicographic ordering system and a depth-first search-based for efficient mining of
frequent subgraphs, which outmatch the APRIORI algorithm on large datasets. Some
methods also combine pattern mining and learning, like gBoost [133], which is a boosting
method for graph data that uses linear programming and column generation techniques
and CORK [155], which makes use of a quality criterion that allows to select frequent
subgraphs in a greedy manner. The main drawback of these methods is that they are
plagued by computational slowness, as they can scale exponentially with the size of graphs.
They indeed have to enumerate all subgraphs of a graph at worst, which is unmanageable
when graphs have more than a few nodes.
2.2.5 Graph kernels
Kernel methods are one of the latest - and most promising - technique used in data mining
and machine learning to quantify similarities between structured objects. Unlike some
classical methods which define a vector-based representation of the graphs, which can
be tedious to construct, kernel methods do not represent data individually, but through
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a set of pairwise comparison. More formally, suppose that we have a dataset X where
each object xi is, for instance, a molecule. In feature-based methods, which are often
used in chemoinformatics, a representation φ(xi) must be found for each object, leading
to the set of representations φ(X). For a molecule, this representation could be the
types of atoms present in that compound and thus φ(X) = (COO,HCl, ...). As already
said, kernel methods are based on a drastically different idea, i.e., the whole dataset
is simply represented as a kernel matrix K, with Ki,j = k(xi, xj) k being a similarity
measure between i and j objects (see next section). This kind of representation has
several advantages. Firstly, no matter the nature of the objects studied, the dataset will
always be described as a real-valued matrix. As a consequence, an algorithm designed
to handle such matrices will be able to process molecules as well as pictures. Secondly,
it is often easier to find a comparison “score” between two complex objects than a exact
representation of the latter. And thirdly, the size of the kernel matrix is only a function
of the number of objects, and does not grow with their complexity.
2.2.5.1 Classification and Support Vector Machines
Support Vector Machines (SVMs) belong to the family of kernel methods, and are used in
this work to perform supervised classification of molecules (see for instance [28, 30, 145,
159] for a thorough treatment of the subject). Classification is a data mining technique
used to predict which class an object belongs to, and the term supervised is used in
situations where each instance of the data consists of a pair composed of an input value and
a desired output value. SVMs are often employed in binary classification problems: given
a set of training objects xi ∈ X = Rd, d ∈ N associated with class labels yi ∈ Y = {±1}
the goal is to build a classifier function f : X → Y in order to predict the label of any
unknown object presented to that classifier.
Linearly separable problems
When data can be linearly separated into two classes, classification can be done by intro-
ducing a hyperplane (or a plane, if the data lie in three dimensions) between the classes
y = 1 and y = −1 (see Figure 2.2). The class corresponding to an object xi is deter-
mined by its location with respect to the hyperplane. If a dataset is linearly separable,
an infinity of hyperplanes correctly classify the data, and are described by the equation
〈w,x〉+b = 0, where w is a vector perpendicular to the hyperplane (and thus is an indica-
tor of the direction of the plane), and b is a constant ∈ R. These hyperplanes correspond
to the following decision function :
f(x) = sgn(〈w,x〉+ b), (2.6)
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Figure 2.2: An example of linearly separable problem, with a hyperplane separating two
classes of objects (triangles and circles), and the corresponding margin (dashed lines).
where f(x) correspond to the class predicted for an object x, i.e., +1 or -1. But among
all these hyperplanes, how to choose the “best” one ? One way to do that is to define a
margin, which is the minimum distance between the hyperplane and the nearest points
from both classes, and to select the hyperplane which maximizes that margin. It will be
the optimal hyperplane, with respect to the margin criterion, as it minimizes the risk of
misclassification of data. This optimization problem can be formulated as follow :
minimize
w,b
1
2‖w‖
2 (2.7)
subject to yi(〈w,xi〉+ b) ≥ 1 for all i ∈ {1, 2, . . . ,m}. (2.8)
The minimization of w correspond to the objective of maximizing the margin. Indeed, it
can be shown that the latter is proportional to
∥∥∥ 1w∥∥∥. The constraints yi(〈w,xi〉 + b) ≥ 1
illustrates the fact that any object must lie outside the margin.
Using the Lagrangian, we can solve the corresponding dual problem :
maximize
α
m∑
i=1
αi − 12
m∑
i=1
m∑
j=1
αiαjyiyj〈xi,xj〉 (2.9)
subject to
m∑
i=1
αiyi = 0 and αi ≥ 0 for all i ∈ 1, 2, . . . ,m, (2.10)
and we also obtain :
w =
m∑
i=1
αiyixi. (2.11)
One interesting fact about these equations is that the dual problem only take into
account the dot product of the initial data set, it does not need the data in itself. This
kind of Support Vector Machines is called hard margin SVM, because by construction,
it does not tolerate an object to be misclassified.
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Non-linearly separable problems
Unfortunately, the majority of the datasets are hardly linearly separable, and it is often
impossible to find a hyperplane that correctly separate the objects in two classes. In order
to overcome this problem, soft margin SVMs were developed. They allow some data to
be misclassified, in order to improve the generalization performance of the SVM (the
performance over previously unseen data)(see Figure 2.3). In 1995, Cortes and Vapnik
[28] proposed a technique which tolerates misclassification, called C-SVM. It aims at
minimizing the number of errors by introducing new slack variables, ξi, and a penalty
term that penalizes high slack variables, C. The formulation of the primal problem now
becomes :
minimize
w,b,ξ
1
2‖w‖
2 + C
m∑
i=1
ξi (2.12)
subject to yi(〈w,xi〉+ b) ≥ 1− ξi for all i ∈ {1, 2, . . . ,m}. (2.13)
C is a constant that controls the tradeoff between classification errors and the width of
the margin. The tuning of this parameter’s value is a problem, as it has no intuitive
meaning. In order to find its optimal value, it is often necessary to perform an exhaustive
search in the parameter space, using a cross validation for instance (see below).
Figure 2.3: An example of non-linearly separable problem, with the introduction of slack
variables.
But even with the soft margin technique, it is still not possible to solve every classifica-
tion problem. For instance, if one class of the data lies in a circle, and the other outside, it
is not possible to find a hyperplane that classifies correctly the objects. One idea is to map
the objects in another space, called the feature space, which is often higher-dimensional,
with the help of a non-linear mapping φ. The objective is to find a feature space in which
the data are linearly separable. We saw previously that the dual formulation of the opti-
mization problem only depends on the dot product of the data 〈xi,xj〉. If those data are
mapped to the feature space, this product becomes 〈φ (xi) , φ (xj)〉.
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Figure 2.4: An example of non-linearly separable problem, illustrating the kernel trick.
On the left are the original data in the input space, on the right are the data mapped
into feature space, where they become linearly separable.
If a function k, called kernel function, is defined by
k(xi,xj) = 〈φ (xi) , φ (xj)〉, (2.14)
the decision function becomes
f(x) = sgn
(
m∑
i=1
yiαi〈φ (xi) , φ (xj)〉+ b
)
= sgn
(
m∑
i=1
yiαik(xi,xj) + b
)
. (2.15)
The optimization problem is now
maximize
α∈Rm
W(α) =
m∑
i=1
αi − 12
m∑
i,j=1
αiαjyiyjk (xi,xj) (2.16)
subject to αi ≥ 0 for all i = 1, 2, . . . ,m and
m∑
i=1
αiyi = 0. (2.17)
We can see in this classification method that the objects to classify are mapped to a
higher-dimensional feature space, using a non-linear map φ. But it is not necessary to
know explicitly φ, because only the kernel function is needed. This is called the Kernel
Trick. The kernel function has to meet certain conditions to represent a dot product in a
higher-dimensional space. It must be symmetric :
k (xi,xj) = k (xj,xi) (2.18)
and positive semidefinite
m∑
i=1
m∑
j=1
cicjk (xi,xj) ≥ 0, (2.19)
where ci, cj ∈ R. In fact, when using a SVM, the key task is to choose the kernel adapted
to the situation. Some of them are widespread in the machine learning community :
– the polynomial kernel: k = (〈xi,xj〉+ c)d. If c = 0 and d = 1, this kernel is known
as the linear kernel,
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– the Gaussian kernel: k = exp
(
−‖xi−xj‖2
2σ2
)
.
In the next section, we review some of the most well-known graph kernels, which can
be used in conjunction with SVMs for graph classification (see Section 2.4).
2.2.5.2 Review of graph kernels
The first kernel defined on structured objects is the R-convolution kernel [62], and is
a basis for several other kernels that are detailed hereunder. Indeed, it computes the
similarity of two objects by using the similarities between the compounds resulting of
all the possible decompositions of these objects. It therefore computes the similarities
between subgraphs belonging to two graphs, whatever these subgraphs are (trees, walks,
paths,...). But, as this all subgraphs kernel is equivalent in complexity to decide if two
graphs are isomorphic, usually new kernels are derived from the all subgraphs kernel by
restricting themselves to only specific types of subgraphs which are manageable from a
computation time point of view.
The first kernels based on walks, which count the number of similar random walks (for
instance with similar labels on nodes/edges) in two graphs to determine their global sim-
ilarity, are the ones from Gartner [55], which uses the k-th power of the adjacency matrix
to count k-steps walks, and Kashima [77] which considers random walks as sequences of
labels (see Section 2.2.5.3 for details). These kernels have a time complexity of O(n6).
[160] brought down the complexity of these kernels to O(n3) using Kronecker products.
Those kernels also suffer of two defaults: halting and tottering. Halting has its origin in
the fact that the number of walks of length superior to 1 is infinite, if cycles are allowed.
A decaying factor is then usually used to favor shorter walks, which become almost the
only kind of walks taken into account by the kernel. Tottering has another origin: as
the repetition of nodes or edges is allowed, a random walker can stay “stuck” in a loop,
counting an element artificially a great number of times. This may increase artificially
the kernel value between two graphs. Variants of these kernels have appeared over time,
trying to resolve the limitations cited above. [60] used random walks of fixed length in an
image classification task, and [103] developed an extension of marginalized graph kernel
which prevent tottering, using the Morgan index (see Section 2.2.3.2) to relabel the nodes.
Another kernel using walks and paths is the shortest-path kernel [15], which transforms
original graphs into “shortest-path graphs”, i.e., completely connected graphs where all
edges bear the shortest-path distance between the two nodes it connects, which are then
compared across the two graphs (see Section 2.2.5.4 for more details). The complexity of
this algorithm is O(n4). Other kernels have been created, specialized in the domain they
study, as [123] which uses molecular descriptors and counts labelled paths of fixed length.
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Another kind of graph kernel uses cycles in graphs to determine a similarity measure
[66]. It counts pairs of similar cycles in two graphs, but is unfortunately NP-hard. [56]
developed a linear time kernel based on cycles and applied to chemoinformatics, using
molecular information to increase the discriminant power. A kernel counting graphlets,
i.e., all small subgraphs of size k ∈ {3, 4, 5} was introduced by Shervashidze and Borgwardt
[148], and has a time complexity of O(n2k).
The last class of kernels reviewed in this section considers subtree patterns. The first
kernel using that kind of patterns was the one from Ramon [124]. It counts, for all
couple of nodes v from G1 and v′ from G2 , all pairs of matching structures in subtrees
rooted at v and v′. Again, this kernel has a quite high time complexity: O(N2n2h4d),
where N is the number of graphs, n the number of nodes, h is the maximal height of the
subtrees in the graph, and d is the maximal degree in the whole dataset. [104] refined this
kernel by imposing α-ary subtrees (i.e., subtrees with at most α children per node). The
Weisfeiler Lehman kernel [147] also uses subtrees, and combines labels on vertices and on
their neighborhoods repeatedly, in order to obtain sequences of labels representing each a
substructure in the graphs. Two sequences are then compared between graphs to obtain
a similarity measure. This kernel is detailed hereunder.
We now detail three classical graph kernels: the marginalized graph kernel, the shortest-
path kernel and the Weisfeiler-Lehmann kernel. These three methods serve either as in-
spiration for the new kernels that are described in the next section, or as baselines for the
experiments.
2.2.5.3 Marginalized kernel
The main idea behind this kernel [77] is to perform random walks on labelled graphs
(where both nodes and edges are labelled). While a random walker goes through a graph,
he produces sequences of labels as he traverses nodes and edges, like the one hereunder:
(A, b, C, a,D, e, C),
(A,C,D) being node labels, and (a, b, e) being edge labels. This algorithm extracts all the
label sequences from a graph (see Figure 2.5), which can be numerous, especially when
the size of the graph increases. The length of these walks can also be infinite, if there
are loops in the graph. We can already foresee a major drawback of this kernel, namely
the scalability. All those sequences from a graph G1 are then compared to the ones of a
graph G2. More precisely, the node label n1,G1 from G1 is compared to node label n1,G2
of G2, then edge label e1,G1 is compared to e1,G2 , etc. A Dirac kernel is used to evaluate
the similarity of those elements, so the result is one if the labels are the same (on nodes
or edges), and zero if the labels are different:
K = δ(n1,G1 , n1,G2)
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Figure 2.5: Extraction of the labelled sequences from graph G, and computation of the
similarity between two sequences from graphs G and G’.
Figure 2.5 applies this to two sequences (5, a, 2) and (4, a, 2).
The label sequences are also weighted by their probability of appearance. Indeed, if a
random walk is performed on a graph, each node in that graph has a probability ps that
this walk starts at this particular node, a transition probability pt of going from that node
to a neighbor node, and a termination probability pq, which represents the probability
that the walk ends at this node. If there is no prior information about these probabilities,
ps can be set to the uniform distribution, pt is the inverse of the degree of the initial node
(before transition), and pq is a parameter that can be tuned, to favor short or long walks.
The weighted similarities between two walks are then summed over all sequences of the
two graphs, and this gives us a global similarity score:
K(G,G′) =
∞∑
l=1
∑
wG1
∑
wG2
ps(wG11 )
l∏
i=1
pt(wG1i |wG1i−1)pq(wG1l )
· ps(wG21 )
l∏
i=1
pt(wG2i |wG2i−1)pq(wG2l )
·K(n
w
G1
1
, n′
w
G2
1
)
l∏
k=2
K(e
w
G1
k−1,k
, e′
w
G2
k−1,k
)K(n
w
G1
k
, n′
w
G2
k
),
where wG1 is a walk in G1, wG2 is a walk in G2, wi is the ith vertex in the sequence, and
n, e are the labels on the nodes and edges. The enumeration of all the label sequences is
unfortunately very computationally expensive, and the pair comparison between all the
sequences from two graphs makes the time to compute this kernel grows strongly. Indeed,
the complexity of this kernel is O(n6), where n is the number of nodes (if G1 and G2
have the same number of nodes). This makes this kernel not tractable with databases
containing more than a few hundred molecules.
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Figure 2.6: Construction of the Shortest-Path Graph from initial graph G (a) and com-
parison of 1-Walks (b).
As already stated, a modification of the marginalized kernel [160], brought the com-
plexity down to O(n3), thanks to the use of direct graph product, and the resolution of a
linear equations system.
2.2.5.4 Shortest-Path kernel
The first step of this kernel consists in transforming an original labelled graph G into a
“Shortest-Path (SP) graph” GSP [15] (see Figure 2.6(a)). This new graph has the same
set of vertices (or nodes) than the original one. The set of edges is redefined: there is
an edge between two vertices if there was a path connecting them in the original graph.
The labels on the new edges are the shortest-path distances between the nodes in G. If
the edges of the original graphs do not bear any label which correspond to a distance,
the shortest path between two nodes can simply be considered as the minimum number
of edges between these two nodes. The all-pairs shortest paths can be computed using a
Floyd-Warshall algorithm, which has a complexity of O(n3).
Then each 1-walk (made of an edge, the two corresponding vertices, and their labels) of
a graph GSP1 is compared to those of graph GSP2 (see Figure 2.6(b)), using, for example,
a Dirac kernel, as in the marginalized kernel. As the shortest-path distances are real
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numbers, a Gaussian (RBF) kernel can be used to compare them:
k = exp
−
∥∥∥dG1i − dG2j ∥∥∥2
2σ2
 ,
where dG1i is a SP distance in graph G1 and dG2j is a SP distance in graph G2. The compar-
ison between two walks, which provides a similarity measure, is the product between the
node kernels and the edge kernel. It will give a zero result if one (or both) of the pairwise
node labels are different, or if the distances are the same. The sum of the comparison on
all the 1-walks is used as a similarity measure between these two graphs. The comparison
of all the SP walks can be performed in O(n4), which is global complexity of the SP ker-
nel. Indeed, after the transformation to shortest-path graphs, the latter are completely
connected. And if both graphs have n nodes each, then the pairwise comparison of all
the SP distances can only be done in n4 operations.
2.2.5.5 Weisfeiler-Lehman kernel
The Weisfeiler-Lehman kernel, developed in [147], is inspired by a test of isomorphism
between two labelled graphs, the Weisfeiler-Lehman test (unlabelled graphs can also be
handled, labels being initialized to node degrees). The key idea of this algorithm is to
concatenate the label of a node with the ones of its neighbors, to obtain a label representing
the local structure of the graph around that node. The first step of this test is to list all
types of nodes present in the graph. and to associate them to an integer, via a hash table
for instance. Each new label is then aggregated with its nearest neighbors, to form a new
list of labels, representing the local neighboring of the nodes. At each iteration, the size
of the neighborhood increases, taking into account wider and wider subgraph structures.
When the respective lists of labels of the two graphs differ, then the test is able to say that
the two graphs are not isomorphic. If the set of labels is still the same after n iterations,
the algorithm cannot tell if the graphs are isomorphic or not.
This isomorphism test was transformed to a graph kernel simply by counting the
number of common transformed labels between two graphs. Each graph is represented as
a vector, in which each element represent the number of occurrence of a newly created
label type. This vector is updated at each iteration of the algorithm, which goes a step
forward to the next “ring” of neighbors (see Figure 2.7). In the end, one obtains a matrix
M in which each row represent a graph, each column a type of “concatenated” label, and
each element of M is the number of times a label occurs in a certain graph. The global
measure of similarity between two graphs can be obtained by using a linear kernel, which
amounts to multiply the matrix M with its transposed matrix.
This kernel’s runtime complexity is of O(hm), where h is the number of iterations, i.e.,
the size of the neighborhood, and m is the number of edges. It is one of the most accurate
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Figure 2.7: One iteration of the Weisfeiler-Lehman Kernel on a test graph.
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and fastest kernel known in the literature, and it is used for comparison throughout the
different experiments we performed.
2.3 Proposed kernels
This section is devoted to the presentation of three new graph kernels we defined in order
to compare graphs. In order to compare the performance of the various kernels, real life
datasets, which are referenced by many authors in the literature, are used in Section 2.4.
2.3.1 Modified Weisfeiler-Lehmann kernel
As a reminder, the original Weisfeiler-Lehman kernel [147] computes the global similarity
between two graphs simply by performing a dot product between the vectors representing
the graphs (linear kernel). This is quite efficient, as all the vector products can be done in
one pass, multiplying the global matrix with its transposed matrix. But one can wonder
if the comparison between the label vectors can be improved. One idea to refine this
process is to consider the vectors as frequency distribution of labels, per type of label.
Each element of those vectors would represent the frequency of occurence of a label in a
graph. It then becomes possible to compare these distribution whith well-known tools,
as the Kullback-Leibler divergence [82], or its symmetrized version, the Jensen-Shannon
divergence [92]:
JS(p1, p2) = H
(
p1 + p2
2
)
− H(p1) +H(p2)2 , (2.20)
where p1 and p2 are two probability measures, and H is the Shannon entropy, defined by:
H(X) = −
n∑
i=1
P (X = xi) log(P (X = xi)) = −
n∑
i=1
pi log(pi). (2.21)
For a discrete random variable X, comporting i symbols, pi is the probability of observing
object xi, here a particular label. We still have to transform that divergence into a
similarity measure, or a kernel. We use the same method as the one shown in [108]:
KJS(p1, p2) = ln(2)− JS(p1, p2). (2.22)
We modified the original WL kernel in that direction, computing the Jensen-Shannon
divergence for all pairs of graphs, and converting the results into a kernel.
2.3.2 Randomized Shortest-Path kernel
The first idea that led to this kernel is similar to the one used in the shortest-path kernel
[15]. In that paper, the initial graphs are transformed to shortest-path graphs, using the
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Floyd-Warshall algorithm, for instance. Our idea consists in the use of another distance
between nodes of a graph than the shortest-path one, by introducing some entropy into
the computation of those distances. This idea was inspired by a paper of Yen et al. [174],
in which a new dissimilarity between the nodes of a graph is introduced, generalizing
the shortest-path and the commute-time distances. This algorithm lets, for instance, a
traveller explores the graph and discovers new “roads”, instead of going straight to another
node with a shortest-path distance. This concept is also helpful in domains where artificial
intelligence is needed, as chess game. In order to avoid too straightforward strategies from
the computer, one can introduce some entropy, or disorder, to create more unpredictable
decisions.
Our aim is therefore to adapt the dissimilarity measure presented above (applied for
ongoing pairs of nodes), to obtain a distance measure between pairs of graphs, by using the
same methodology as Borgwardt. For each dataset, we therefore transform original graphs
into “randomized shortest-path” (RSP) ones, computing the all-pairs RSP distances on
these graphs. The “amount” of entropy injected in the calculation is controlled by the
parameter θ, according to the desired degree of randomness. When θ = 0, the distances
reduce to the commute-time distances, and when θ is large, they tend to shortest-path
distances. The resulting graphs are completely connected, since every node is connected
to every other by an edge labelled with the RSP distance. Thus, a list of distances is
obtained for each graph, which has to be compared in order to obtain the global similarity
between two graphs. In [15], this is done by comparing “1-walks” (see Section 2.2.5.3)
between them.
Since quite computationally demanding, computing the comparison between all the
randomized shortest paths between two graphs has to be avoided. The distances are
therefore discretized in order to produce frequency distributions of distances. At first, all
the edge labels existing in a dataset, per type on nodes labels, are collected. Then, based
on the percentiles, the boundaries of each distance class are determined, and applied to
each RSP graphs. Distributions of frequencies concerning the distances, one for each
type of node label, are thus obtained. These distributions are weighted by the a-priori
probabilities to find a type of node label in the whole dataset. Finally, the Jensen-Shannon
kernel between two graphs is computed.
2.3.3 Graph Features kernel
As real life graphs can count several thousands of nodes (and more), it is essential that a
kernel present a good scalability. In this vein, the Graph Features (GF) Kernel assumes
that a single, fast to compute, global characteristic of the graphs, could lead to a measure
of similarity. The first characteristic to be checked is the Frobenius norm of the graphs’
adjacency matrices, which are compared using a RBF kernel, and the classification is
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done via a SVM (LibSVM on Matlab). We suppose that similar graphs should have
similar norms. Despite its simplicity, the preliminary results are surprisingly good on
some datasets, very close to those obtained by state-of-the-art methods. Moreover, the
speed is clearly one of the strengths of this kernel, as it can be computed in linear time
of the number of nodes. Note that this aspect could still be improved, since using a RBF
kernel implies the comparison of all the pairs of feature vectors. Instead, using a linear
kernel permits to compute all the similarities in one pass, using just a matrix product.
Another advantage of the latter kernel is the absence of parameter to tune, unlike the
RBF kernel, which depends on the σ parameter. We then tried to obtain higher accuracy
by adding other features characteristics of the graphs, as the number of nodes, edges,
the density of the graphs, the degree distribution,... Only characteristics that could be
computed in linear time were chosen and the feature vector used in the experiments is
composed of:
– the Frobenius norm (NF) (of a matrix M):
‖M‖F =
√√√√ n∑
i=1
n∑
j=1
|mi,j|2,
– the Manhattan norm (NM):
‖M‖1 =
n∑
i=1
n∑
j=1
|mi,j|,
– the Infinity norm (NI):
‖M‖F = ∞
√√√√ n∑
i=1
n∑
j=1
|mi,j|∞ = max
i
n∑
j=1
|mij|,
– the 2-norm (N2), which is the magnitude of the matrix’ largest singular value.
(Those four norms are applied to the adjacency and Laplacian matrices of a graph
G)
– the number of nodes in the graph (Ni),
– the number of edges in the graph (Ei),
– the distribution of the degrees of the nodes,
– the distribution of the labels of the nodes,
– the density of the graph (number of edges of the graph divided by the number of
edges of a complete graph with the same number of nodes) (Dens),
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– the minimum and maximum degree of the nodes in the graph (MinDeg and MaxDeg).
The final kernel between two graphs is then computed using, for instance, a linear ker-
nel between the two feature vectors corresponding to the two graphs, which is equivalent
to a dot product between the two feature vectors. As the optimal set of characteristics
can be different from one dataset to another, we developed a simple feature selection algo-
rithm. This algorithm computes the correlation, with a built-in Matlab tool, of a feature
vector with the class label vector, for all the graph features. Then all the features that
present a correlation coefficient that is above a certain threshold are selected to participate
to the elaboration of the kernel matrix. The threshold is determined via cross-validation.
Moreover, as all the characteristics do not have the same order of magnitude, each of them
is normalized separately, by removing the mean and dividing by the standard-deviation
of each feature.
We also retrieved the features which are the most discriminant when performing the
classification, using the LibSVM toolbox. The five most important features for each
dataset are shown in the Figure 2.8.
1st 2nd 3rd 4th 5th
MUTAG Ni N2A Ei NFL N2L
PTC Dens N2A NFA NFL Ei
NCI1 MinDeg Ei NIA NMA MaxDeg
D&D NFA N2A NFL N2L Dens
Figure 2.8: Ranking of the features based on their importance in the classification, on
four datasets (NxA/L stands for Norm x of adjacency/Laplacian matrix).
The results show that the set of important features is different for each dataset, but
that the Frobenius norm and the 2-norm (both for adjacency and Laplacian matrices)
are the most frequent (except for NCI1 where they do not appear in the top 5). This
may indicate that a very simple measure as the Frobenius norm, which is the sum of the
squared elements of the matrix, suffices to produce a correct classification in a very fast
way. The Frobenius norm is also the square root of the trace of a matrix M multiplied
by its transpose
‖M‖F =
√
Tr(MMT ),
where the trace of a matrix is the sum of its eigenvalues. This, together with the good re-
sults of the 2-norm, brings us back to spectral analysis of matrices, which is a domain that
could be further studied in order to produce interesting features for graph classification.
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The distribution of labels and degrees were not included in the feature ranking pro-
cedure, as they represent by themselves several features (each one for a type of labels, or
class of degree), and retrieving one label or one value of degree would not make sense.
2.4 Experiments
This chapter describes the datasets used to assess the quality of the kernels developed in
the previous section, as well as the procedure applied for this evaluation.
2.4.1 Datasets
Four datasets are used during the experiments. They all contain molecular graphs stored
as adjacency matrices, adjacency lists and node labels lists, and a binary vector encoding
the activity of a molecule concerning a particular task. The first one is the MUTAG
dataset [32]. It contains 188 molecular graphs related to molecules that can present a
mutagenic activity on bacterium Salmonella Typhimurium. The second one is the PTC
MR dataset [63], which contains 344 molecules resulting from pharmaceutical experiments
on anticancer activity. The original dataset included experiments on male and female rats
and mice, but we only used the male rat (MR) part here. This dataset is known to be
hard to classify. The third dataset is the NCI1 [163] which contains about four thousands
graphs also representing compounds possessing an anticancer activity or not. And at
last, the D&D (Dobson & Doig) [38] dataset is composed of about one thousand protein
structures. Here, the nodes of the molecular graphs represent amino acids. There is a
link between two nodes if they are sufficiently close (less than 6 Ångstroms). We will try
here to predict if a protein is an enzyme or not. Below is a recapitulative table including
the most important information about the datasets:
Name MUTAG PTC NCI1 D&D
Number of graphs 188 344 4110 1178
Max number of nodes 28 64 111 5748
Average number of nodes 18 14 30 284
Figure 2.9: Characteristics of datasets.
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2.4.2 Experimental setup
We assessed the behavior of our kernels on these four datasets with a binary classification
task.
Each dataset includes a target vector indicating if a compound present a desired activ-
ity or not. We performed the classification using a support vector machine (SVM) using
the Matlab implementation of LIBSVM. These results were compared with some classical
graph kernels found in the literature, representing diverse families: the marginalized kernel
(based on walks), the shortest-path kernel (based on paths), and the Weisfeiler-Lehman
kernel (based on subtrees). Double cross-validation is used: the datasets are divided in
ten folds, one remains for the purpose of test (called the test set) while the other nine
folds, forming the training set, are used for training. The training set is again divided
into ten folds, and cross-validation is performed in order to identify the combination of
parameters giving the best accuracy results. Those parameters, i.e., C from the SVM,
σ from the RBF kernel,. . . , are then used on the external test set. This double cross-
validation process is repeated ten times, in order to reduce the variability of the results,
due to the small sizes of the datasets, in particular MUTAG and PTC.
2.4.3 Results
The results shown hereunder are the accuracy (percentage of good classification), and
total computation time, obtained when applying double cross validation, except for the ∗
cases, where a double CV was not performed, because of the slowness of the kernel, and
the large size of the datasets. In the case of the marginalized kernel, no tests could be
done on the NCI1 and D&D datasets, as this kernel took more than 2 days to run the
experiments, and we decided to stop it. The best results per dataset are displayed in bold
in Figure 2.10.
Dataset MUTAG PTC NCI1 D&D
WL Mod Kernel 88.19 59.36 86.03 80.31
RSP Kernel 87.09 56.23 63.78* 77.75*
GF Kernel 89.69 60.72 68.43 79.10
WL Kernel 88.20 64.18 86.04 79.78
Marginalized Kernel 87.84 60.14 / /
Figure 2.10: Classification accuracy of the different kernels (in percents).
Figure 2.10 shows that the results obtained by the modified WL kernel (WL Mod
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Kernel) are not substantially better than the original WL kernel, and the RSP kernel
displays the worse results. The GF kernel provides the best results on the MUTAG
dataset, is competitive on the D&D and PTC datasets but behaves not so well on the
NCI1 dataset. The simple features extracted from the graphs may not have sufficient
discriminant power to classify them.
Concerning the computation time (Figure 2.11), GF kernel is way fastest than the
other kernels, even compared to the Weisfeiler-Lehman, which is one of the fastest graph
kernel in the literature. This is a consequence of the simplicity of the features used in
our kernel. The computation time when using the D&D dataset (resp. the NCI1 dataset)
is about 9 seconds (resp. 6 seconds), where the second fastest kernel, the original WL
kernel, takes more than 11 minutes (resp. 7 minutes). Concerning small datasets, the GF
kernel takes only a fraction of second to realize the computation. WL Mod kernel is slower
compared to the original WL one, because it does not use a linear kernel that computes
the kernel matrix in one pass. Instead, it compares graphs pairwise, and is slower as the
number of graphs increases. RSP kernel, at last, is plagued by the computation of the
RSP distances, which increases as the cube of the size of the graph.
Dataset MUTAG PTC NCI1 D&D
WL Mod Kernel 24s 64s 2h04min 25min
RSP Kernel 10s 21s 1h16min 17h06min
GF Kernel 0.1s 0.2s 6s 9s
WL Kernel 6s 10s 7min 11min
Marginalized Kernel 50s 5min56s > 2days > 2days
Figure 2.11: Computation time of the different kernels.
It should be noted that, while we were developing the GF kernel, we saw that Li et
al. [89] published a paper using almost the same idea, except that they use more complex
features extracted from the graphs. Their results are thus better (accuracy), but the
computational time is also slower, than our GF Kernel.
In order to determine to which extent the results given by the different kernels are
related to each other, the Spearman’s correlation was computed between the class vectors
of each method (other correlations like Kendall, Linear,... give the same trends) on two
datasets: PTC and NCI1 (see Figure 2.12 and 2.13). We can observe that the different
methods are not much correlated, except for the WL kernel and the Mod WL kernel,
which is quite normal as they are based on the same method.
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RSP Kernel GF Kernel WL Kernel WL Mod Kernel
RSP Kernel 1.0000 -0.0714 0.0986 0.1330
GF Kernel -0.0714 1.0000 0.1707 -0.0754
WL Kernel 0.0986 0.1707 1.0000 0.4890
WL Mod Kernel 0.1330 -0.0754 0.4890 1.0000
Figure 2.12: Correlation between the different kernels, on PTC dataset.
RSP Kernel GF Kernel WL Kernel WL Mod Kernel
RSP Kernel 1.0000 0.0354 -0.1010 -0.0912
GF Kernel 0.0354 1.0000 0.3037 0.2783
WL Kernel -0.1010 0.3037 1.0000 0.7767
WL Mod Kernel -0.0912 0.2783 0.7767 1.0000
Figure 2.13: Correlation between the different kernels, on NCI1 dataset.
2.5 Chapter conclusion
In this chapter, we developed three new graph kernels in order to be able to compare
graphs. The first one is based on the Weisfeiler-Lehman kernel [147], refining it by using
the distribution of the structure labels, and comparing them with the Jensen-Shannon di-
vergence. The second one is based on the Shortest-Path kernel [15], where we replaced the
shortest-path distances with the randomized shortest-path distances [174], allowing some
exploration on the graph. At last, the third kernel developed uses graph features which
can be computed in linear time to construct feature vectors, which are then compared
with a linear kernel.
Those new kernels were compared to classical graph kernels, like the marginalized
kernel, the shortest-path kernel and the Weisfeiler-Lehman kernel on a binary classification
of molecules (modelled as graphs). Although the new kernels give interesting results, none
of them overcame the Weisfeiler-Lehman Kernel in term of accuracy. However, the graph
features kernel was designed for speed, and thus surpasses all the other kernels in test,
and provides good results on three datasets on four.
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3.1 Review of similarity measures on nodes of a graph
Similarity measures between nodes of a graph are of central importance in various fields
such as social networks analysis, graph clustering, web mining, etc. One possible approach
to find such similarities is to use features on nodes in order to determine if two nodes are
similar (or close). Another approach is to use the structure of the graphs: the more two
nodes share common (sub)structures, the more similar they are. The most well-known and
intuitive similarity measure using graph substructure may be derived from the shortest-
path (SP) distance. Indeed, two nodes are similar if the SP distance between them is
small. This distance has already been applied in Chapter 2 on global similarity measures
between graphs. The similarity measures treated in the rest of this section are classified
into two categories: (1) local, which uses purely local (i.e., around the nodes of interest)
graph structure and (2) global which involves the whole graph structure (see [50], Chapter
3 for more details).
3.1.1 Local similarity measures
Similarity measures introduced in this section deal with undirected and unweighted graphs,
except for some cases where the weighted and/or directed case is also treated. These sim-
ilarity measures are based on the direct connections of the nodes on which the measure
is computed. This set of directly connected nodes is called a “neighborhood”, and for
node i, is denoted N (i). Several neighborhoods can be defined, as illustrated in figure
3.1. Considering two nodes i and k, V is the entire set of nodes constituting the graph, P
is the neighborhood of node i only, while R is the one from node k only. Q is the common
neighborhood of nodes i and k, while S is composed of nodes belonging to neither to
P,Q or R. Several variables can be extracted from those neighborhoods. Let us call them
p, q, r, s and define them respectively as the cardinality of the different sets P,Q,R, S, i.e.,
p = |P |, etc. These variables can also be written in terms of the elements of the adjacency
matrix aij (containing only 0,1 values), as seen in Figure 3.2, for nodes i and k.
Let us now review the most well-known similarity measures based on the neighbor-
hoods of nodes.
3.1.1.1 Common Neighbors
This similarity measure is one of the simplest, as it only count the number of common
neighbors p between two nodes i and k :
sim(i, k) = p. (3.1)
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V
S
Q RP
Figure 3.1: Diagram illustrating V, the set of nodes on the graph, and the neighborhoods
of nodes i and k.

p = ∑nj=1 aijakj = ∑nj=1 aijajk
q = ai• − p where ai• = ∑nj=1 aij
r = a•k − p where a•k = ∑nj=1 ajk
s = n− (ai• + a•k − p)
p+ q = ai•
r + s = n− ai•
p+ r = a•k
q + s = n− a•k
n = p+ q + r + s
Figure 3.2: Different neighborhood indicators defined as adjacency matrix elements of the
corresponding graph.
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In the case of weighted graphs, this similarity measure can be written using vectors vi and
vk, designating rows i and k of the adjacency matrix (where the non-zero elements are
the weights beared by the edges). The common neighbors similarity can thus be simply
rewritten
sim(i, k) = vTi vk. (3.2)
[115] used this similarity measure to study the time evolution of scientific collaboration
networks in physics and biology by analyzing the common neighbors of scientists, and
showed that the more scientists have collaborators in common, the more the probability
they collaborate increases.
Normalized versions of this similarity measure exists in the literature, dividing for
instance the number of common neighbors p by the total number of nodes in the graph, n
[74]. Other normalized measures using the common neighborhoods are detailed hereunder.
3.1.1.2 Cosine coefficient
This coefficient normalizes the number of common neighbors p between nodes i and k by
the product of the square root of the total number of neighbors of i, which is p + q, by
the square root of the total number of neighbors of k, which is p+ r :
sim(i, k) = p√
p+ q√p+ r . (3.3)
In the case of weighted graphs, this can be written
sim(i, k) = v
T
i vk
(‖vi‖‖vk‖) , (3.4)
which measures the strength and the direction of a linear relationship between two vari-
ables. Here, as the nodes i and k can be represented as vectors in the node space, the
cosine coefficient represents the angle between these two vectors, and the smaller the angle
is, the more similar the two nodes are.
3.1.1.3 Jaccard index
The Jaccard index (see [70]) divides the number of common neighbors between i and k
by the number of nodes belonging to the neighborhood of i, k and both i and k :
sim(i, k) = p
p+ q + r , (3.5)
or in vectorial form,
sim(i, k) = v
T
i vk
(‖vi‖2 + ‖vk‖2 − (vTi vk))
. (3.6)
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3.1.1.4 Dice coefficient
Also called Sorensen index, the Dice coefficient (see [34]) differs from the Jaccard index
only by multiplying the number of common neighbors p by two:
sim(i, k) = 2p2p+ q + r . (3.7)
3.1.1.5 Tversky index
This similarity measure [158] uses two parameters α, β ≥ 0 in order to independently ad-
just the weights of the neighborhood of nodes i and k, and thus can be seen as generalized
version of the Jaccard index and Dice coefficient :
sim(i, k) = 2p
p+ αq + βr , (3.8)
as when α = β = 1 the Tversky index is equivalent to the Jaccard index, and when
α = β = 0.5 it is equivalent to the Dice coefficient.
3.1.1.6 Hub Promoted and Hub Depressed indices
The hub promoted index [127] was first proposed to evaluate the topological overlap
of pairs of substrates in metabolic networks (hubs are defined as nodes having many
connections, or equivalently having a high degree). This index assigns higher similarity
scores between nodes and hubs since the denominator depends on the minimum degree
of those two nodes:
sim(i, k) = pmin(p+ q, p+ r) . (3.9)
In an opposite way, the hub depressed index [95] will assign a lower score for the similarity
between two nodes if one of the nodes is a hub, as the denominator is the maximal degree
between the two nodes:
sim(i, k) = pmax(p+ q, p+ r) . (3.10)
3.1.1.7 Preferential attachment index
This index, defined in [179] and coming from the scale-free networks field, corresponds to
the product of the degrees of the two nodes:
sim(i, k) = (p+ q)(p+ r). (3.11)
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3.1.2 Global similarity measures
In this section, all nodes present in a (undirected) graph are involved to create a similarity
measure between two specific nodes.
3.1.2.1 Katz index
The Kats index [79], was first proposed by Katz in 1953 in the social-science field as a
centrality measure. This index can also be seen as a way to measure similarities, counting
weighted paths of all lengths between two nodes. The Katz similarity matrix can be
defined by
K = αA+ α2A2 + α3A3 + · · ·+ αtAt + · · · = (I− αA)−1 − I, (3.12)
where α is an attenuation factor, giving less importance to longer paths, and A is the
adjacency matrix. It is a well-known result that i, j element of matrix At designates the
number of paths of length t between nodes i and j, and the Katz matrix is simply the
sum of all paths of length one to infinity. Moreover, for this series to converge, α must be
smaller than the spectral radius (the inverse of the greatest eigenvalue) of A. A variant
of the Katz index (see [88]) does not take into account all paths, but sets the maximal
length of the paths to a certain threshold, taking into account more local information:
K = α2A2 + α3A3, (3.13)
here with paths of length two and three.
3.1.2.2 The commute-time distance
Let us denote by m(i, j) the hitting time, which is the number of steps a random walker
has to perform in average to go from node i to arrive in node j for the first time (see
for instance [17] or [118]) . The average commute time is the symmetrized version of the
hitting time :
n(i, j) = m(i, j) +m(j, i). (3.14)
This is thus the average number of steps for a random walker to go to node j and back,
from node i. It can be shown that the average commute time is a distance measure
between nodes of a graph (and can therefore be transformed to a similarity measure when
needed), since it respects for any nodes i, j, k the following properties:

n(i, j) ≥ 0
n(i, j) = 0 iff i = j
n(i, j) = n(j, i)
n(i, j) ≤ n(i, k) + n(k, j)
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However, when the number of nodes in the graph is very large, the commute-time
distance converge to an expression that do not take into account the global structure of
the graph [161]. Indeed, when the size of the graph grows the commute-time distance
only depends on the degrees of the nodes of interest. In these cases, the commute time is
inaccurate as it does not provide information about the structure of the graph, but only
local structure information.
3.1.2.3 The SimRank similarity measure
The SimRank similarity [72] between two objects is defined recursively as the average
similarity between their neighbors or, in a simpler way, “two objects are similar if they
are related to similar objects” [72]. This recursive relation used to compute the SimRank
similarities between two nodes i′ and j′ of a weighted directed graph can be written [50]
ki′j′(t+ 1) =

0 if Pred(i′) = ∅ or Pred(j′) = ∅
1 if i′ = j′ and Pred(i′) 6= ∅ 6= Pred(j′)
α
∑
i∈Pred(i′)
∑
j∈Pred(j′) aii′kij(t)ajj′∑
i∈Pred(i′)
∑
j∈Pred(j′) aii′ajj′
if i′ 6= j′ and Pred(i′) 6= ∅ 6= Pred(j′)
(3.15)
where Pred(i′) is the predecessor of node i′. This can be expressed in matrix form,
defining a new matrix Q whose elements are qii′ = aii′/a•i′ when a•i′ 6= 0, and qii′ = 0
when a•i′ = 0: {
K(t) = αQTK(t− 1)Q
K(t+ 1) = K(t)−Diag(K(t)) + I (3.16)
which is iterated until the convergence is reached. This similarity measure was extended
by Blondel et al. [13] in order to define a new similarity measure between the nodes of
two different graphs.
3.1.3 Kernel-based similarity measures
The kernel-based similarity measures can be considered as global similarity measures,
as they consider all paths (direct and indirect) between nodes to assess their similarity.
These measures behave in a nice way, as the more paths connecting two nodes and the
more their “length” is small, the more these similarities increase. Six kernels on a graph
are described in this section (see [48, 51] for more details): the exponential diffusion kernel
(KED), the Laplacian exponential diffusion kernel (KLED), the von Neumann diffusion
kernel (KV ND), the regularized Laplacian kernel (KRL), the commute-time kernel (KCT ),
the regularized commute-time kernel (KRCT ) and the Markov diffusion kernel (KMD).
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3.1.3.1 The exponential diffusion kernel
The exponential diffusion kernel KED is defined by
KED =
∞∑
k=0
αkAk
k! = expm(αA), (3.17)
A being the adjacency matrix and expm the matrix exponential. As already seen, the
element i, j of Ak can be considered as the number of k-steps paths between nodes i and
j. This kernel therefore sums all paths of every length between two nodes, using αk
k! factor
to weight those paths. It then favors shorts paths between two nodes. As shown in [48],
the KED matrix is positive semidefinite.
3.1.3.2 The Laplacian exponential diffusion kernel
This kernel is closely related to KED, as is substitute the adjacency matrix with minus
the Laplacian matrix in Equation 3.17:
KLED = expm(−αL). (3.18)
The kernel matrix KLED can be seen as a random walk, starting from a node and transi-
tioning to a neighboring node with the probability α.
3.1.3.3 The regularized Laplacian kernel
The regularized Laplacian kernel [69, 150] provides relative accessibilities between nodes
of a graph [24, 25]. It can be computed as follow:
KRL =
∞∑
k=0
αk(−L)k = (I+ αL)−1, (3.19)
with 0 < α < ‖L‖−12 , with ‖L‖−12 the spectral radius. This kernel is positive definite,
as the Laplacian is positive semi-definite. This similarity measure has an interesting
interpretation in terms of the matrix-forest theorem (see Section 3.2).
3.1.3.4 The von Neumann kernel
The von Neumann diffusion kernel [76] was introduced for computing document similarity
from terms occurring in documents:
KV ND =
∞∑
k=0
αkAk = (I− αA)−1 (3.20)
where again,0 < α < ‖A‖−12 , with ‖A‖−12 the spectral radius. KV ND is positive definite
in that case.
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3.1.3.5 The commute-time kernel
The commute-time kernel [49, 132] takes its name from the average commute-time n(i, j),
already defined in section 3.1.2. It can be shown that the average commute-time can be
computed by
n(i, j) = vol(G)(ei − ej)TL+(ei − ej) (3.21)
where vol(G) is the volume of the graph G (vol(G) = ∑ni,j=1 aij), ei is a basis vector
in Rn representing node i, and L+ is the Moore-Penrose pseudoinverse of the Laplacian
matrix and is positive semidefinite. Moreover, it can be shown that the elements of L+
are inner products between vectors representing the nodes, in the Euclidean space where
these vectors are separated exactly by commute-time distances. The elements of L+ can
therefore be considered as similarity measures between nodes, leading to the commute-
time kernel:
KCT = L+ (3.22)
without any parameter to tune.
As the Laplacian matrix is not invertible, and instead of taking the pseudoinverse of the
matrix, another version of the commute-time kernel, called the regularized commute-
time kernel, was introduced in [177] and investigated as a kernel in [48, 106], and uses
a simple regularization framework:
KRCT = (D− αA)−1 (3.23)
with 0 < α < 1, and D being the degree matrix. It can be shown that this kernel is
positive definite. The element i, j of the kernel matrix can therefore be seen, in a random
walk point-of-view, as the probability of visiting node j when starting in node i, knowing
that the visiting rate to each node is accumulated, with a discount factor α (late visits
are less important than early ones).
The random walk with restart similarity [119, 156] is very close to the regularized
commute-time kernel, as it only multiplies the latter with the D matrix:
KRCT = D(D− αA)−1. (3.24)
In terms of random walks, the random walker is here allowed to restart with probability
(1 − α) from the starting node i at each step. The walker is thus constrained to stay in
the neighborhood of i.
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3.1.3.6 The Markov diffusion kernel
The Markov diffusion kernel [51] is based on a discrete-time diffusion Markov model, and
is defined by
KMD = Z(t)ZT (t) where Z(t) =
1
t
t∑
τ=1
Pτ (3.25)
where P is the transition-probability matrix and t a parameter to tune.
3.1.4 Dissimilarities interpolating between commute-time and
shortest-path
3.1.4.1 Logarithmically transformed forest similarities
Chebotarev defined a similarity matrix [21], which is also called the regularized Laplacian
kernel, as
KRL = (I+ αL)−1. (3.26)
A new matrix S can be defined by{
S = (α− 1) logαKRL, when α 6= 1
S = lnKRL, when α = 1
(3.27)
where α > 0 (α is the same in Equations 3.26 and 3.27), logα is the logarithmic function
in base α and ln is the natural logarithm function. In order to obtain a squared dis-
tance metric, the following transformation is applied, giving the logarithmic regularized
Laplacian distance matrix ∆LRL
∆LRL = diag(S)eT + e diag(S)T − 2S. (3.28)
This matrix contains distances between the nodes of a graph. Moreover, when α→ 0+, the
distance converge to the shortest-path distance, and when α→∞, to the commute-time
distance.
3.1.4.2 The bag of paths framework
The bag of paths model (BoP) [52, 107] provides a distance measure between nodes of a
weighted directed graph. It is based on the probability of picking a path with starting
node i and ending node j from a bag, the probability of picking a path being defined by
a Boltzmann probability distribution, favoring short paths. The bag of hitting paths is
derived from the original BoP model, considering only paths with an absorbing ending
node, i.e., a random walker only pass one time on the ending node. At first, matrices
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Π whose elements are the probabilities to pick a (hitting) path beginning in node i and
ending in node j in the bag. Then, two distances are derived from the probability matrix
related to hitting paths, giving rise to surprisal distance and potential distance (see [52]
for more details). The latter distance ranges from the shortest-path distance to commute-
cost distance, depending on a parameter θ, the commute-cost between node i and node
j being the expected cost a random walker came across for reaching node j and return,
from node i.
3.1.4.3 The randomized shortest-path dissimilarity
Following the same framework than the bag-of-paths, the randomized shortest-path dis-
similarity measure [174] also ranges from the shortest-path to the commute-cost. The
randomized shortest-path (RSP) cost between two nodes is defined as the expected cost
of all the hitting paths connecting those two nodes, which can be considered as a nat-
ural way for quantifying a distance between two nodes. The randomized shortest-path
dissimilarity is then defined as the average RSP cost for going from node i to j and back.
In the next section, we will dive into the details of the matrix-forest theorem in order
to develop a new similarity measure between nodes of a graph.
3.2 Introduction to the Matrix-Forest Theorem
Considering multigraphs, let us define by pi,j the weight of the pth edge between edges i
and j. The weight of a subgraph H of a multigraph G is the product of the edges’ weight
of H and will be denoted by (H). The weight of an empty set is zero and the weight of
a subgraph without edges is defined to one. Let us note by Lij the cofactor of lij in L,
and the set of all spanning trees present in the multigraph G by T .
The matrix-forest theorem [24, 25] is based on the well-known matrix-tree theorem
from Kirchoff:
Theorem 3.1 (Matrix-Tree Theorem for multigraphs). For any weighted multigraph G
and for any i, j ∈ V (G), Lij = (T ).
In other words, this theorem states that the total weight of spanning trees in a multi-
graph G is equal to the absolute value of any cofactor of the Laplacian matrix, L. If the
weights associated to the edges are one, theorem 3.1 gives the number of spanning trees
in G.
When dealing with multidigraphs (directed multigraphs), Lij is again the cofactor of
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lij in L, T i is the set of all spanning trees of G diverging from i, and the matrix-tree
theorem becomes:
Theorem 3.2 (Matrix-Tree Theorem for multidigraphs). For any weighted multidigraph
G and for any i, j ∈ V (G), Lij = (T i).
Let us define the matrix W = I + L(G), with I the identity matrix. As previously,
W ij denotes the cofactor of the wij element of W. We will denote the set of the spanning
rooted forest of a weighted multigraph G by F , and F ij designates the set of those
spanning rooted forests of G where i and j belong to the same tree rooted at i.
Lemma 3.1 (Matrix-Forest Lemma for multigraphs). For any weighted multigraph G,
1. det (W)=(F);
2. for any i, j ∈ V (G), W ij = (F ij).
The first point in Lemma 3.1 expresses that the determinant of the W matrix is equal
to the total weight of spanning rooted forests in the multigraph G, while the second one
indicates that any cofactor of W represents the weight of the spanning rooted forests
whose components are rooted in i and include j.
In the case of multidigraphs, the set of spanning diverging forests of G is denoted by
F , and F i→j is the set of those spanning diverging forests in which i and j belong to the
same tree diverging from i:
Lemma 3.2 (Matrix-Forest Lemma for multidigraphs). For any weighted multidigraph
G,
1. det (W)=(F);
2. for any i, j ∈ V (G), W ij = (F i→j).
Let us denote the inverse of W, W−1, by Q = (qij) = W−1 = (I + L)−1. Q is
then equal to det(W)−1W∗, with W∗ = (W ij)T . This Lemma leads to the matrix-forest
theorem :
Theorem 3.3 (Matrix-Forest Theorem).
1. For any weighted multigraph G, the matrix Q = W−1 exists and qij =
(Fij)
(F) ,
i,j=1,. . . ,n.
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2. For any weighted multidigraph G, the matrix Q = W−1 exists and qij =
(Fj→i)
(F) ,
i,j=1,. . . ,n.
The Q matrix can be considered as the relative forest accessibilities matrix between
every pair of vertices of G, which can be seen as a similarity (or proximity) measure
between vertices. Indeed, the more two vertices appear on the same tree in many forests,
the more similar (or closer) they are likely to be. Chebotarev also shows that the Q
matrix is doubly stochastic (when the graphs are undirected), which leads to the following
interpretation of the elements of Q: “qij may be interpreted as the fraction of connectivity
of vertices i and j in the total connectivity of i with all vertices” [24].
3.3 A new forest similarity measure
We will now extend the forest similarity measure defined above in order to assign a
probability distribution on the set of forests present on a directed graph G (if the graph is
undirected, it is assumed that, for each arc, there exist directed links in the two directions
i → j and j → i.). To this end, let us define the set of rooted forests ϕ that can be
defined in the graph G as F = {ϕ1, ϕ2, . . . }. Intuitively, in the undirected case, a rooted
forest is an acyclic subgraph of G that has the same nodes as G and one marked node (a
root) in each component (see [23, 24] for details). In the directed case, diverging forests
are considered, that is, forests containing diverging rooted trees (i.e., trees that contain
only directed paths from the root to all the other nodes). Now, as we are dealing with
directed graphs, diverging rooted trees and forests will simply be referred to as trees and
forests. The total cost of a forest ϕ is defined as the sum of the individual costs of the arcs
belonging to ϕ, C(ϕ), while the total weight of such a forest ϕ is defined as the product
of the individual weights (the elements of the adjacency matrix) of the arcs belonging to
ϕ. A forest with no arc (containing only individual nodes without any connection) has a
0 total cost and a total weight of 1.
A Boltzmann probability distribution is defined on the set F :
P(ϕ) = exp [−θC(ϕ)]∑
ϕ′∈F
exp [−θC(ϕ′)] (3.29)
where θ is a smoothing parameter related to the temperature in statistical physics. Thus,
as expected, low-cost forests ϕ (having small C(ϕ)) are favored in that they have a large
probability of being chosen. Indeed, from Equation (4.10), we clearly observe that when
θ → 0+, the forest probabilities tend to a uniform probability. On the other hand, when θ
is large, the probability distribution defined by Equation (4.10) is biased towards low-cost
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Figure 3.3: A directed graph G in which arc costs are uniformly 1.
(a) High-cost for-
est ϕ1.
(b) Low-cost for-
est ϕ2.
Figure 3.4: Examples of forests on graph G containing two trees.
forests (the most likely forests are the lowest-cost ones). Notice that in Equation (4.10)
isolated nodes do not contribute to the probability mass, as they have no incoming or
outgoing links.
For illustration, the simple graph G shown in Figure 3.3 is analysed. Figure 3.4
represents examples of respectively a high-cost forest ϕ1 and a low-cost forest ϕ2 of G. The
cost associated to ϕ1 is 5, as this forest contains five arcs with a cost equal to 1. Similarly,
the cost of ϕ2 is 2. The numerator of the Equation (4.10) for ϕ1 becomes exp [−θ5],
the numerator for ϕ2 exp [−θ2], while the denominator is the same for both forests. For
small values of θ, those numerators tend to 1, resulting in a uniform distribution. For
high values of θ, the probability of the lower-cost forest ϕ2 is significantly higher than the
probability of the higher-cost forest ϕ1.
Let us now apply the same formalism as in Section 3.2 to define a new similarity
measure between nodes of a graph. A new matrix W is derived from the cost matrix C,
W = exp [−θC] , (3.30)
and we define a new forest similarity, which is called the Bag-of-Forests (BoF) similarity
(as we consider a bag containing all the forests of the graph, and picking forests at
random), by
KBoF = (I+ L(W))−1, (3.31)
where L(W) = Dw−W is the Laplacian matrix computed fromW andDw = Diag(We).
This similarity measure between two nodes i and j introduced here, which is an exten-
sion of the forest similarity, is a valid kernel and has a nice probabilistic interpretation: it
is the probability for node i to be present on a tree rooted in j (and therefore connected
to j, see [23]), knowing that forests are sampled according to a Boltzmann distribution.
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It therefore corresponds to the a posteriori probability that the root node of i is j, given
the leaf node i of interest.
As this similarity measure requires the inversion of the matrix I+ L(W) which has a
time complexity of O(n3), the overall time complexity of the KBoF kernel is also in O(n3).
Two other distances, and hence similarity measures, are defined below: the Bag-of-
Forests potential (BoFPot) and logarithmic (BoFLog) distances.
3.3.1 The BoF potential distance
Following arguments detailed in [52], we define a new function φij = −1θ log(k′ij), called
the potential where θ is the parameter of the similarity measure KBoF , and k′ij = kij/kjj
is the i, j element of the matrix KBoF , divided by the corresponding diagonal element.
A distance is then defined by ∆ij = (φij + φji)/2. The definition of the BoF potential
distance is therefore
∆Potij =
(φij + φji)/2 if i 6= j0 if i = j . (3.32)
3.3.2 The BoF logarithmic distance
Similarly to [21], we define the matrix D by
D = ln(KBoF ), (3.33)
and the matrix ∆Log by
∆Log = 12(d1
T + 1dT )−D, (3.34)
where d is the column vector containing the diagonal entries of D, dT is the transpose
of d, 1 and 1T being a column vector of n ones and its transpose. This is a classical
transformation used to obtain a metric from a symmetric similarity measure (see for
instance [33]).
Centered kernel matrices KBoFPot and KBoFLog can be derived from the ∆ distance
matrices using [29]
KBoFPot = −12H∆
PotH, (3.35)
KBoFLog = −12H∆
LogH, (3.36)
where H = I− (eeT )
n
, n being the size of the matrix H.
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Those two similarity matrices will be used hereunder in a semi-supervised classification
task, along with the original KBoF kernel matrix, and other state of the art methods.
3.4 Experiments
This section is based on the same framework as [86].
Our goal in this section is to illustrate the behavior of our similarity measures KBoF
and its derivatives KBoFPot and KBoFLog, compared to classical similarity measures, using
a non trivial machine learning task, namely the semi-supervised classification of graph
nodes, which is a special case of classical classification (supervised learning). As labelled
data is often much harder to obtain the unlabelled data, semi-supervised classification uses
those two kind of data to generate accurate classifiers, contrarily to supervised learning
where only labelled data is used. Among all semi-supervised classification approaches,
graph-based methods display good performance, as they allow to not only use information
on the labels, but also the topology of the graph to attribute a label to an unknown node.
The field of graph-based semi-supervised classification has received a lot of attention
recently, and we refer the interested reader to existing reviews (see for instance [2, 20,
180, 181]).
Our main objective here is thus to infer labels for the unlabeled nodes from the labeled
ones, that is, to classify unlabeled nodes on moderate to medium sized datasets.
3.4.1 Datasets
Newsgroup
Graphs generated from the Newsgroup dataset [85] are used. This dataset is originally
composed of about 20,000 unstructured documents, taken from 20 discussion groups
(newsgroups) of the Usernet diffusion list, and composed of 20 classes. For our experi-
ments, three subsets related to different topics are extracted from the original database
(NewsGroup1, 2, and 3) [173]. The graphs of documents were built by sampling at ran-
dom about 200 documents in each of three classes from three different topics (see Table
3.1).
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Class NG1 NG2 NG3 NG4 NG5 NG6 NG7 NG8 NG9
1 200 198 200 200 200 197 200 200 200
2 200 200 199 200 198 200 200 200 200
3 200 200 198 200 198 197
4 200 200 200
5 198 200 200
Total 400 398 399 600 598 595 998 998 997
Table 3.1: Composition of the nine Newsgroup datasets.
Class Cornell Texas Washington Wisconsin
Course 54 51 170 83
Department 25 36 20 37
Faculty 62 50 44 37
Project 54 28 39 25
Staff 6 6 10 11
Student 145 163 151 155
Total 346 334 434 348
Table 3.2: Composition of the WebKB cocite datasets.
WebKB cocite
This dataset [101, 178] consists of four sets of web pages collected from four university
departments, with each page manually labeled as belonging to one of six authorship
categories: course, department, faculty, project, staff, and student. Those pages are
linked by co-citation (x and y are linked if x links to z and y links to z)(see Table 3.2).
3.4.2 Experimental setup
Five values of the labeling rate (i.e., the proportion of nodes with known labels) were
used (ranging from 10% to 90%) in the experiments. In order to assess the ability of
the algorithms to determine correct labels, some labels were removed from the original
dataset and the removed data was used as a test set (the remaining data constituting the
training set). Indeed, a double cross-validation using a 10-fold external validation plus
a 10-fold internal validation were used. The internal validation is performed in order to
tune the parameter of the different methods used. This double cross-validation procedure
was repeated ten times (for each method and each labelling rate), and the average classifi-
cation rate was reported. Four different similarity measures (already described in section
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3.1.3) were used to compare to our KBoF measures: the regularized commute-time kernel
(KRCT ), the random-walk with restart similarity (KRWWR), the regularized Laplacian
kernel (KRL) and the bag-of-paths (BoP) betweenness.
For the three kernels cited above and the BoF kernels (i.e., all methods except the
BoP), the classification of unlabeled nodes is performed with a simple kernel-alignment
approach, based on a sum of similarities. More precisely, each class c and the nodes
belonging to that class are described by an n-dimensional indicator vector yc containing
a “1” entry when the corresponding node belongs to class c and “0” otherwise (when the
node is unlabeled or belongs to another class). The similarity of node i with the set of
nodes belonging to class c is the value of the ith-entry of the column vector Kyc where
K is the kernel matrix. This similarity is computed for each class c. Each node is then
assigned to the class with largest similarity. The column vector containing the estimated
class index of all nodes is thus y∗ = argmaxc(Kyc).
For the bag-of-paths betweenness, a group betweenness is derived from the classical
betweenness [86], allowing to compute the betweenness of a node i related to all the other
nodes from a class. This gives an indication to which extent this node is in between all
the other nodes from the class, and thus if node i is “in the neighborhood” of all the nodes
of the class. This operation is repeated for each class, and the node i is assigned to the
class showing the highest betweenness.
3.4.3 Results
In this section we present results obtained on a semi-supervised classification task.
The different curves shown in Figures 3.5, 3.6, 3.7, and 3.8 represent the classification
rate (averaged on the 10 runs) of the nodes’ label (i.e., if the label predicted with the
classification corresponds to the original one) for the five labelling rates, and interpolated
between them. This gives us a nice visual approach of the results.
We also used two quantitative procedures to interpret the results. The first one is
to compute one-sided t-tests for each pair of methods to determine if one is significantly
superior to another, i.e., if the p-value is less than 0.05 on the 10 runs. The results of
those t-tests are displayed in Table 3.3, 3.4, and 3.5. Each row of those tables shows how
many times the method corresponding to the row is significantly superior to the method
corresponding to the column (for instance, in the first line of the Table 3.3, we can see
that for a labelling rate of 90%, the BoF method is significantly better than the BoFPot
and the BoFLog in four cases, and better than the RL and the BoP methods in one case,
on the NewsGroup datasets). We can also see in Tables 3.6 to 3.14 the Win/Tie/Lose
frequencies of the BoF methods against all other methods. For example, in Table 3.14,
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the BoFLog similarity measure shows 8 win, 1 tie and 4 lose against the original BoF
measure, on all datasets.
The second one is a Borda ranking procedure [31, 130] that has been used to determine
an overall ranking of the different methods. This procedure works as follow: N being the
number of methods, for fixed dataset and labelling rate, N points are attributed to the
“winner” of the classification task, i.e., the method presenting the best (averaged on the
10 runs) classification rate. N − 1 points are attributed to the second best method, and
so on. A partial ranking is then constructed for each dataset and labelling rate, and those
partial rankings are then summed over all the desired datasets (let’s say the NewsGroup
ones). The method obtaining the higher score is the winner on those datasets, the second
best is ranked second, etc. The results of the Borda procedure are displayed in Tables
3.15, 3.16, and 3.17.
In the quantitative procedures, the results are split into three cases, the results of
the BoF methods being quite different from one kind of dataset to another, as detailed
hereunder.
When looking at the results on the NewsGroup datasets only (Figures 3.5, 3.6, and
3.7), we immediately see that the RL method, corresponding to the “Forest Accessibility”
measure from Chebotarev [21], and the BoF similarity measure are clearly below the
other methods, which is confirmed by the Table 3.15, where they are ranked respectively
seventh and eighth. For high labelling rates, the two other measures derived from the
BoF similarity, BoFPot and BoFLog are generally situated in the middle of the pack,
sometimes giving best results (see NewsGroup3 3.5(c)) and sometimes giving results just
above the ones of the BoF (see NewsGroup8 3.7(b)). The classification rate is nevertheless
greatly increased when going from the original BoF measure to the modified ones. The
methods achieving best results for these datasets are RWWR, RCT and BoP.
Contrarily, when dealing with the WebKB Cocite datasets, the situation is quite dif-
ferent. This time the BoFPot and the BoFLog are among the methods giving best clas-
sification scores, and thus for every labelling rate, as we can see on Figure 3.8. RCT is
however very close behind, being even better on one dataset (see Figure 3.8(d)). The
Borda ranking confirms these results, placing BoFPot at the first place and the BoFLog
at the second. BoF, RL are still at the end of the ranking, joined this time by the RWWR
method. BoP and DW2 are in the middle of the ranking.
When grouping all datasets, as usual BoF and RL are ranked last. BoFPot is ranked
third for low labelling rates, and fifth for higher labelling rates, while the ranking of
BoFLog lies between fourth and seventh. RCT, BoP and RWWR are usually classified in
the top three. DW2 shows good results when the number of furnished labels is high, but
quickly drowns to the sixth place when the labelling becomes rare.
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(a) NewsGroup1 (2 classes)
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(b) NewsGroup2 (2 classes)
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(c) NewsGroup3 (2 classes)
Figure 3.5: Classification rates in percent, averaged over 10 runs, obtained on partially
labelled graphs (NewsGroup with 2 classes). Results are reported for eight methods
(BoF, BoFPot, BoFLog, RCT, RWWR, RL, DW2, BoP) and five labelling rates (10%,
30%, 50%, 70%, 90%).
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(a) NewsGroup4 (3 classes)
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(b) NewsGroup5 (3 classes)
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(c) NewsGroup6 (3 classes)
Figure 3.6: Classification rates in percent, averaged over 10 runs, obtained on partially
labelled graphs (NewsGroup with 3 classes). Results are reported for eight methods
(BoF, BoFPot, BoFLog, RCT, RWWR, RL, DW2, BoP) and five labelling rates (10%,
30%, 50%, 70%, 90%).
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(a) NewsGroup7 (5 classes)
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(b) NewsGroup8 (5 classes)
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(c) NewsGroup9 (5 classes)
Figure 3.7: Classification rates in percent, averaged over 10 runs, obtained on partially
labelled graphs (NewsGroup with 5 classes). Results are reported for eight methods
(BoF, BoFPot, BoFLog, RCT, RWWR, RL, DW2, BoP) and five labelling rates (10%,
30%, 50%, 70%, 90%).
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(a) WebKB Cocite Cornell
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(b) WebKB Cocite Texas
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(c) WebKB Cocite Washington
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(d) WebKB Cocite Wisconsin
Figure 3.8: Classification rates in percent, averaged over 10 runs, obtained on partially
labelled graphs (WebKB). Results are reported for eight methods (BoF, BoFPot, BoFLog,
RCT, RWWR, RL, DW2, BoP) and five labelling rates (10%, 30%, 50%, 70%, 90%).
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BoF BoFPot BoFLog RCT RWWR RL DW2 BoP
La
be
lli
ng
ra
te
:
90
%
BoF 0 4 4 0 0 1 0 1
BoFPot 4 0 1 2 2 2 1 1
BoFLog 4 0 0 2 2 2 1 1
RCT 8 7 7 0 1 5 5 5
RWWR 8 7 7 0 0 4 5 5
RL 8 7 7 1 2 0 2 4
DW2 8 7 7 3 3 6 0 3
BoP 8 8 8 2 2 5 5 0
La
be
lli
ng
ra
te
:
70
%
BoF 0 3 3 0 0 2 1 0
BoFPot 5 0 3 1 1 5 2 1
BoFLog 5 1 0 1 1 5 2 1
RCT 9 7 7 0 1 9 7 2
RWWR 9 8 8 4 0 9 7 5
RL 4 3 3 0 0 0 0 0
DW2 8 6 6 2 1 7 0 2
BoP 9 8 8 1 1 8 6 0
La
be
lli
ng
ra
te
:
50
%
BoF 0 0 0 0 0 3 0 0
BoFPot 7 0 1 1 1 6 2 1
BoFLog 7 0 0 1 1 7 2 1
RCT 9 7 7 0 1 9 6 1
RWWR 9 7 7 7 0 9 8 4
RL 3 2 2 0 0 0 1 0
DW2 9 6 6 2 1 8 0 1
BoP 9 8 8 5 2 9 7 0
La
be
lli
ng
ra
te
:
30
%
BoF 0 0 0 0 0 3 0 0
BoFPot 9 0 1 4 1 8 4 1
BoFLog 9 0 0 4 1 8 4 1
RCT 9 4 3 0 0 8 4 0
RWWR 9 8 8 9 0 9 9 5
RL 4 1 1 1 0 0 1 0
DW2 9 5 5 3 0 8 0 1
BoP 9 8 8 7 3 9 8 0
La
be
lli
ng
ra
te
:
10
%
BoF 0 0 0 0 0 1 0 0
BoFPot 9 0 0 4 0 9 2 0
BoFLog 9 0 0 4 0 9 2 0
RCT 9 4 3 0 0 8 3 1
RWWR 9 8 8 9 0 9 9 5
RL 3 0 0 0 0 0 0 0
DW2 9 4 4 4 0 9 0 0
BoP 9 8 8 8 1 9 7 0
Table 3.3: One-side t-test for every labelling rate for NewsGroup datasets. Each entry
of the table shows on how many datasets row method is significantly better than column
method.
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BoF BoFPot BoFLog RCT RWWR RL DW2 BoP
La
be
lli
ng
ra
te
:
90
%
BoF 0 0 0 0 2 0 1 1
BoFPot 4 0 2 2 4 3 4 4
BoFLog 4 1 0 2 4 4 2 3
RCT 4 2 2 0 3 4 2 2
RWWR 2 0 0 1 0 1 0 0
RL 3 0 0 0 3 0 1 1
DW2 3 0 0 2 4 3 0 1
BoP 2 0 0 1 4 2 1 0
La
be
lli
ng
ra
te
:
70
%
BoF 0 0 0 0 2 2 1 1
BoFPot 4 0 3 2 4 4 4 4
BoFLog 4 1 0 2 4 4 4 4
RCT 4 2 1 0 3 4 2 3
RWWR 2 0 0 1 0 2 0 0
RL 2 0 0 0 2 0 0 0
DW2 3 0 0 2 4 3 0 1
BoP 3 0 0 1 4 4 2 0
La
be
lli
ng
ra
te
:
50
%
BoF 0 0 0 0 2 1 1 1
BoFPot 4 0 1 2 4 4 4 4
BoFLog 4 0 0 2 4 4 4 4
RCT 4 2 2 0 3 4 2 3
RWWR 2 0 0 1 0 2 0 0
RL 2 0 0 0 2 0 1 1
DW2 3 0 0 1 4 3 0 0
BoP 3 0 0 1 4 3 2 0
La
be
lli
ng
ra
te
:
30
%
BoF 0 0 0 0 1 1 1 1
BoFPot 4 0 1 2 4 4 4 4
BoFLog 4 1 0 2 4 4 4 4
RCT 4 1 1 0 4 4 3 3
RWWR 3 0 0 0 0 2 0 0
RL 2 0 0 0 2 0 1 1
DW2 3 0 0 1 4 3 0 0
BoP 3 0 0 1 4 3 4 0
La
be
lli
ng
ra
te
:
10
%
BoF 0 0 0 0 1 1 1 1
BoFPot 4 0 0 3 4 4 4 4
BoFLog 4 0 0 3 4 4 4 4
RCT 4 1 1 0 3 4 3 3
RWWR 3 0 0 0 0 2 0 0
RL 1 0 0 0 1 0 0 0
DW2 3 0 0 1 3 4 0 0
BoP 3 0 0 1 4 4 2 0
Table 3.4: One-side t-test for every labelling rate for WebKB datasets. Each entry of
the table shows on how many datasets row method is significantly better than column
method.
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BoF BoFPot BoFLog RCT RWWR RL DW2 BoP
La
be
lli
ng
ra
te
:
90
%
BoF 0 4 4 0 2 1 1 2
BoFPot 8 0 3 4 6 5 5 5
BoFLog 8 1 0 4 6 6 3 4
RCT 12 9 9 0 4 9 7 7
RWWR 10 7 7 1 0 5 5 5
RL 11 7 7 1 5 0 3 5
DW2 11 7 7 5 7 9 0 4
BoP 10 8 8 3 6 7 6 0
La
be
lli
ng
ra
te
:
70
%
BoF 0 3 3 0 2 4 2 1
BoFPot 9 0 6 3 5 9 6 5
BoFLog 9 2 0 3 5 9 6 5
RCT 13 9 8 0 4 13 9 5
RWWR 11 8 8 5 0 11 7 5
RL 6 3 3 0 2 0 0 0
DW2 11 6 6 4 5 10 0 3
BoP 12 8 8 2 5 12 8 0
La
be
lli
ng
ra
te
:
50
%
BoF 0 0 0 0 2 4 1 1
BoFPot 11 0 2 3 5 10 6 5
BoFLog 11 0 0 3 5 11 6 5
RCT 13 9 9 0 4 13 8 4
RWWR 11 7 7 8 0 11 8 4
RL 5 2 2 0 2 0 2 1
DW2 12 6 6 3 5 11 0 1
BoP 12 8 8 6 6 12 9 0
La
be
lli
ng
ra
te
:
30
%
BoF 0 0 0 0 1 4 1 1
BoFPot 13 0 2 6 5 12 8 5
BoFLog 13 1 0 6 5 12 8 5
RCT 13 5 4 0 4 12 7 3
RWWR 12 8 8 9 0 11 9 5
RL 6 1 1 1 2 0 2 1
DW2 12 5 5 4 4 11 0 1
BoP 12 8 8 8 7 12 12 0
La
be
lli
ng
ra
te
:
10
%
BoF 0 0 0 0 1 2 1 1
BoFPot 13 0 0 7 4 13 6 4
BoFLog 13 0 0 7 4 13 6 4
RCT 13 5 4 0 3 12 6 4
RWWR 12 8 8 9 0 11 9 5
RL 4 0 0 0 1 0 0 0
DW2 12 4 4 5 3 13 0 0
BoP 12 8 8 9 5 13 9 0
Table 3.5: One-side t-test for every labelling rate for all datasets. Each entry of the table
shows on how many datasets row method is significantly better than column method.
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Labelling rate BoFPot BoFLog RCT RWWR RL DW2 BoP
90% 4/1/4 4/1/4 0/1/8 0/1/8 1/0/8 0/1/8 1/0/8
70% 3/1/5 3/1/5 0/0/9 0/0/9 2/3/4 1/0/8 0/0/9
50% 0/2/7 0/2/7 0/0/9 0/0/9 3/3/3 0/0/9 0/0/9
30% 0/0/9 0/0/9 0/0/9 0/0/9 3/2/4 0/0/9 0/0/9
10% 0/0/9 0/0/9 0/0/9 0/0/9 1/5/3 0/0/9 0/0/9
Table 3.6: Table summarizing the Win/Tie/Lose frequencies of the BoF against every
other method, on NewsGroup datasets.
Labelling rate BoF BoFLog RCT RWWR RL DW2 BoP
90% 4/1/4 1/8/0 2/0/7 2/0/7 2/0/7 1/1/7 1/0/8
70% 5/1/3 3/5/1 1/1/7 1/0/8 5/1/3 2/1/6 1/0/8
50% 7/2/0 1/8/0 1/1/7 1/1/7 6/1/2 2/1/6 1/0/8
30% 9/0/0 1/8/0 4/1/4 1/0/8 8/0/1 4/0/5 1/0/8
10% 9/0/0 0/9/0 4/1/4 0/1/8 9/0/0 2/3/4 0/1/8
Table 3.7: Table summarizing the Win/Tie/Lose frequencies of the BoFPot against every
other method, on NewsGroup datasets.
Labelling rate BoF BoFPot RCT RWWR RL DW2 BoP
90% 4/1/4 0/8/1 2/0/7 2/0/7 2/0/7 1/1/7 1/0/8
70% 5/1/3 1/5/3 1/1/7 1/0/8 5/1/3 2/1/6 1/0/8
50% 7/2/0 0/8/1 1/1/7 1/1/7 7/0/2 2/1/6 1/0/8
30% 9/0/0 0/8/1 4/2/3 1/0/8 8/0/1 4/0/5 1/0/8
10% 9/0/0 0/9/0 4/2/3 0/1/8 9/0/0 2/3/4 0/1/8
Table 3.8: Table summarizing the Win/Tie/Lose frequencies of the BoFLog against every
other method, on NewsGroup datasets.
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Labelling rate BoFPot BoFLog RCT RWWR RL DW2 BoP
90% 0/0/4 0/0/4 0/0/4 2/0/2 0/1/3 1/0/3 1/1/2
70% 0/0/4 0/0/4 0/0/4 2/0/2 2/0/2 1/0/3 1/0/3
50% 0/0/4 0/0/4 0/0/4 2/0/2 1/1/2 1/0/3 1/0/3
30% 0/0/4 0/0/4 0/0/4 1/0/3 1/1/2 1/0/3 1/0/3
10% 0/0/4 0/0/4 0/0/4 1/0/3 1/2/1 1/0/3 1/0/3
Table 3.9: Table summarizing the Win/Tie/Lose frequencies of the BoF against every
other method, on WebKB datasets.
Labelling rate BoF BoFLog RCT RWWR RL DW2 BoP
90% 4/0/0 2/1/1 2/0/2 4/0/0 3/1/0 4/0/0 4/0/0
70% 4/0/0 3/0/1 2/0/2 4/0/0 4/0/0 4/0/0 4/0/0
50% 4/0/0 1/3/0 2/0/2 4/0/0 4/0/0 4/0/0 4/0/0
30% 4/0/0 1/2/1 2/1/1 4/0/0 4/0/0 4/0/0 4/0/0
10% 4/0/0 0/4/0 3/0/1 4/0/0 4/0/0 4/0/0 4/0/0
Table 3.10: Table summarizing the Win/Tie/Lose frequencies of the BoFPot against every
other method, on WebKB datasets.
Labelling rate BoF BoFPot RCT RWWR RL DW2 BoP
90% 4/0/0 1/1/2 2/0/2 4/0/0 4/0/0 2/2/0 3/1/0
70% 4/0/0 1/0/3 2/1/1 4/0/0 4/0/0 4/0/0 4/0/0
50% 4/0/0 0/3/1 2/0/2 4/0/0 4/0/0 4/0/0 4/0/0
30% 4/0/0 1/2/1 2/1/1 4/0/0 4/0/0 4/0/0 4/0/0
10% 4/0/0 0/4/0 3/0/1 4/0/0 4/0/0 4/0/0 4/0/0
Table 3.11: Table summarizing the Win/Tie/Lose frequencies of the BoFLog against every
other method, on WebKB datasets.
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Labelling rate BoFPot BoFLog RCT RWWR RL DW2 BoP
90% 4/1/8 4/1/8 0/1/12 2/1/10 1/1/11 1/1/11 2/1/10
70% 3/1/9 3/1/9 0/0/13 2/0/11 4/3/6 2/0/11 1/0/12
50% 0/2/11 0/2/11 0/0/13 2/0/11 4/4/5 1/0/12 1/0/12
30% 0/0/13 0/0/13 0/0/13 1/0/12 4/3/6 1/0/12 1/0/12
10% 0/0/13 0/0/13 0/0/13 1/0/12 2/7/4 1/0/12 1/0/12
Table 3.12: Table summarizing the Win/Tie/Lose frequencies of the BoF against every
other method, on all datasets.
Labelling rate BoF BoFLog RCT RWWR RL DW2 BoP
90% 8/1/4 3/9/1 4/0/9 6/0/7 5/1/7 5/1/7 5/0/8
70% 9/1/3 6/5/2 3/1/9 5/0/8 9/1/3 6/1/6 5/0/8
50% 11/2/0 2/11/0 3/1/9 5/1/7 10/1/2 6/1/6 5/0/8
30% 13/0/0 2/10/1 6/2/5 5/0/8 12/0/1 8/0/5 5/0/8
10% 13/0/0 0/13/0 7/1/5 4/1/8 13/0/0 6/3/4 4/1/8
Table 3.13: Table summarizing the Win/Tie/Lose frequencies of the BoFPot against every
other method, on all datasets.
Labelling rate BoF BoFPot RCT RWWR RL DW2 BoP
90% 8/1/4 1/9/3 4/0/9 6/0/7 6/0/7 3/3/7 4/1/8
70% 9/1/3 2/5/6 3/2/8 5/0/8 9/1/3 6/1/6 5/0/8
50% 11/2/0 0/11/2 3/1/9 5/1/7 11/0/2 6/1/6 5/0/8
30% 13/0/0 1/10/2 6/3/4 5/0/8 12/0/1 8/0/5 5/0/8
10% 13/0/0 0/13/0 7/2/4 4/1/8 13/0/0 6/3/4 4/1/8
Table 3.14: Table summarizing the Win/Tie/Lose frequencies of the BoFLog against every
other method, on all datasets.
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Labelling rate 1st 2nd 3rd 4th 5th 6th 7th 8th
90% RCT RWWR DW2 BoP RL BoFPot BoFLog BoF
70% RWWR RCT BoP DW2 BoFPot BoFLog BoF RL
50% RWWR BoP RCT DW2 BoFPot BoFLog BoF RL
30% RWWR BoP BoFPot RCT DW2 BoFLog RL BoF
10% RWWR BoP BoFPot BoFLog RCT DW2 RL BoF
Table 3.15: Ranking of the different methods using a Borda ranking method on News-
Group datasets and for all labelling rate.
Labelling rate 1st 2nd 3rd 4th 5th 6th 7th 8th
90% BoFPot BoFLog RCT DW2 BoP RL BoF RWWR
70% BoFPot BoFLog RCT BoP DW2 BoF RWWR RL
50% BoFPot BoFLog RCT BoP DW2 BoF RL RWWR
30% BoFPot BoFLog RCT BoP DW2 RL RWWR BoF
10% BoFPot BoFLog RCT BoP DW2 RWWR BoF RL
Table 3.16: Ranking of the different methods using a Borda ranking method on WebKB
datasets and for all labelling rate.
Labelling rate 1st 2nd 3rd 4th 5th 6th 7th 8th
90% RCT DW2 BoP RWWR BoFPot RL BoFLog BoF
70% RCT BoP RWWR DW2 BoFPot BoFLog BoF RL
50% BoP RCT RWWR BoFPot BoFLog DW2 BoF RL
30% BoP RWWR BoFPot BoFLog RCT DW2 RL BoF
10% RWWR BoP BoFPot BoFLog RCT DW2 RL BoF
Table 3.17: Ranking of the different methods using a Borda ranking method on all datasets
and for all labelling rate.
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Figure 3.9: Classification rates in percent, averaged over 10 runs, obtained on partially
labelled graphs. Results are reported for four methods (BoF, BoF+alpha, BoP with
alignment (align), BoP with group betweenness (GBet)) and five labelling rates (10%,
30%, 50%, 70%, 90%).
Figure 3.9 illustrates more in details the behavior of the BoP kernel, based on paths,
and the BoF kernel, based on forests. In addition to the previous experiments, and in
order to compare adequately both kernels, the semi-supervised classification was computed
using a kernel alignment for the BoP kernel (displayed as the “BoP (align)”) and compared
to the BoF kernel also using an alignment. Another version of the BoF kernel, using a
parameter α has also been tested:
KBoFα = (I+ αL(W))−1. (3.37)
When using the raw methods (simple BoF and BoP with alignment) the results dis-
played show an advantage of the BoP over the BoF. This may be due to the fact that
conceptually, the probability of two nodes to be on the same path is lower than to be on a
tree (as the path is more restrictive), and thus the similarity computed using forests may
illustrate a weaker link than the BoP does. When the parameter α is introduced in the
BoF kernel, the results show an interesting increase, surpassing the BoP (with alignment)
on the two datasets used. In future research, this variation of the BoF kernel should
however be studied further, and on a more complete group of datasets.
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3.5 Chapter conclusion
In this chapter, new measures of similarity between nodes of graphs have been derived
from the matrix-forest theorem [24, 25]. They are based on the sampling of forests on a
graph, which are weighted by a Boltzmann probability distribution, assigning a greater
probability of being picked to low-cost (“small”) forests. Two nodes are then similar if
they appear together on many low-cost forests.
These similarity measures have been assessed on a semi-supervised classification task,
trying to infer unknown labels of certain nodes from the knowledge of known labels on
other nodes. Compared to state of the art methods, the KBoFPot and KBoFLog similarity
measures perform in a very good way on some datasets (WebKB), and in an average way
on other datasets (NewsGroup). In order to determine more precisely the situations where
our measures perform well, tests on other datasets should be performed in the future.
68
Part II
Density measures on graphs
69

Chapter 4
The Sum-over-Forests density index
Contents
4.1 Review of density measures on graphs . . . . . . . . . . . . . . 73
4.1.1 Dense subgraphs . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.1.2 Local density scores . . . . . . . . . . . . . . . . . . . . . . . . 75
4.1.3 Smoothing of local measures . . . . . . . . . . . . . . . . . . . 76
4.1.4 Global density scores . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 The SoF density index . . . . . . . . . . . . . . . . . . . . . . . 77
4.3 Computation of the partition function Z . . . . . . . . . . . . 78
4.4 Computation of the SoF density index . . . . . . . . . . . . . . 79
4.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.5.1 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.5.2 Graph construction . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.5.3 Evaluation methods . . . . . . . . . . . . . . . . . . . . . . . . 84
4.5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.6 Chapter conclusion . . . . . . . . . . . . . . . . . . . . . . . . . 108
Extending the Bag-of-Forests similarities described before, our idea is to design a new
density measure on graphs, also based on the matrix-forest theorem from Chebotarev.
Indeed, density is an important concept in graph analysis and has been proven to be
of particular interest in various areas such as, for example, social networks, biology and
World-Wide-Web. Indeed, in social networks, identifying dense regions leads to the dis-
covery of communities (group of people which is based on age, country, etc.) [3, 96].
In biology, finding dense components in protein-protein interaction networks (networks
representing the interactions between proteins in some cellular process) helps to reveal
71
Chapter 4. The Sum-over-Forests density index
the function of those proteins [90, 121]. Concerning the World-Wide-Web graph, dense
components can also be extracted, identifying for instance sets of web pages linked by a
common topic [45, 83].
The task of identifying dense regions on a graph can be based on various concepts
(degree of a node, cliques, cores, etc.) leading to diverse approaches. The key concept on
which our approach is based is forest enumeration and, in particular, the matrix-forest
theorem [23, 24], an extension of the well-known matrix-tree theorem (see, e.g., [157]).
More precisely, the method developed in this chapter, inspired by [5, 107, 131, 174] (based
on paths instead of forests), relies on the enumeration of all the possible forests in the
graph, therefore leading to the definition of a new density index which will be called
the Sum-over-Forests (SoF) density index. This measure has a clear and intuitive
interpretation: when enumerating all the possible forests in the graph, a node will be
considered as having a high density index if it is part of a tree of many – preferably
low-cost – forests, and has a high outdegree within this forest. Indeed, if a region has a
high density, it will contain a large number of trees – and therefore forests – so that the
nodes belonging to that region will be part of many forests and have a high outdegree.
Those nodes will thus obtain a high SoF density index.
In order to compute this index, we proceed in the same way as with the BoF similarity
measures, first defining a Boltzmann probability distribution on the countable set of forests
in the graph by adopting a statistical physics framework. This distribution has the desired
property that high-cost forests occur with a low probability while low-cost forests occur
with a high probability. As in statistical physics, it depends on a parameter, θ = 1/T ,
controlling the temperature T – and thus the entropy – of the system. When T is low, only
low-cost forests are taken into account (high-cost forest having a negligible contribution)
while for high values of T , high-cost forests are as important as the low-cost ones (uniform
distribution).
In a second step, the SoF density index of a node is defined according to this probability
distribution. Roughly speaking, it corresponds to the expectation of the outdegree of this
node, averaged over all the forests (the expectation is taken on all the possible forests).
Technically speaking, the SoF density index is obtained by taking the first-order derivative
of the partition function associated to the system. It is shown that it can be computed
in closed form by inverting a n× n matrix depending on the immediate costs assigned to
the arcs.
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4.1 Review of density measures on graphs
In this section, we introduce a more formal definition of density on graphs, and review
the different approaches used to identify dense areas (or components, or subgraphs) on
graphs.
According to [87], two types of density can be defined: absolute and relative density.
In the former, dense components are defined in a unique way, independently of what is
outside the component. For instance, some methods are focused on finding cliques on
graphs, which are completely connected subgraphs. In the latter, the density of an area
on a graph is compared to the one of another area, aiming at finding the densest regions,
where the number of regions to identify must sometimes be predefined. The identification
of dense areas using the notion of relative density can be related to nodes clustering, and
will be discussed further in Chapter 5.
We will now review a well-known approach for detecting high density regions on graphs
relies on identifying dense, highly connected subgraphs like cliques, plexes, cores, etc. (see,
e.g., [16]), which are measures originally conceived to evaluate cohesion in social groups
[168].
4.1.1 Dense subgraphs
Cliques are completely connected subgraphs of the original graph [96]. In a way, they
represent the densest possible area on graphs, an ideal to attain. However, the notion of
clique is very restrictive: if an arc is missing, then the subgraph is no more considered
as a clique. In real life data sets, this is of great importance because some edges could
be missing either naturally or due to the collection of data presenting errors. Moreover,
finding all the cliques, or the maximal clique in a graph is NP-Complete. A well-known
exact algorithm for finding maximal cliques in an undirected graph is the one from Bron
and Kerbosch [18]. It is based on an enumeration approach (it enumerates all possible
subgraphs and check if some of them verify the definition of clique), which uses branch-
and-bound techniques to prune branches which are unable to produce a clique. As in large
applications it is excluded to enumerate all maximal cliques, there has also been extensive
research on heuristic algorithms for solving maximum clique problems, based on methods
including branch and bound [9], local search [78] and greedy algorithms [58]. In order to
overcome the disadvantages of the excessively restrictive notion of clique, other structures
relaxing this notion appeared. Those relaxations can be separated in three categories:
density, degree and distance based.
γ-quasi-clique, or γ-clique [1], is a relaxed version of clique based on density. In-
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deed, it is defined as a subgraph S which has an overall density of γ, i.e., S has at least
γ|S|(|S| − 1)/2 edges, giving more flexibility when searching for dense components. Ex-
act algorithms for finding maximal quasi-cliques exists, like the Quick algorithm which
uses an efficient pruning technique [93], but the problem remains NP-Complete [120].
Abello [1] has provided a heuristic algorithm using a GRASP (greedy randomized adap-
tive search procedure) procedure. GRASP is an iterative method which, at each iteration,
builds a randomized solution and then finds a locally optimal solution by searching the
neighborhood of this solution. This approach which gives no guarantee about the quality
of the solutions found, but is proved to be efficient in practice for many combinatorial
optimization problems.
k-Clique [97] can be defined as a subgraph S whose diameter (the longest shortest-
path between any two nodes) is smaller or equal to k. In other words, the shortest path
from any vertex to any other vertex in S is not more than k. Note that a clique is
equal to a k-clique with k = 1. The problem of enumerating k-cliques is not better than
enumerating cliques and finding k-cliques remains intractable.
k-Plex [141] is degree-based relaxed version of a clique: it is defined as a subgraph
containing n nodes where each node is connected to at least n− k other nodes. Finding
maximum k-plex is alas as hard as finding cliques [16]. Balasundaram et al. [10] formu-
lated the maximum k-plex problem as an integer program and designed a branch-and-cut
algorithm, while McClosky [109] adapted a combinatorial clique algorithms to solve this
problem.
k-Cores (see, e.g., [12, 16]) are similar to plexes, but instead of specifying how many
links are missing to produce a clique, nodes inside k-core only have to present a degree
superior to k [117]. All nodes of the core are then connected to at least k other members
of the core. More formally, let note the degree of a node i belonging to a subgraph H by
di(H). If the set of nodes of H is C, then a subgraph Hj generated by the set of nodes
Cj is called a k-core if di(Hj) ≥ k ∀i ∈ Cj. If Hj is a maximal subgraph with no larger
subgraph H ′j containing it (Hj ⊂ H ′j), then Hj is a maximal k-core. Larger values of k
correspond to vertices with larger degree, thus occupying a more central position in the
network. Contrarily to cliques and plexes, cores can be computed in polynomial time,
and there even exists a linear-time algorithm computing the core structure of a network
[12]: the idea is to iteratively remove all nodes having a degree strictly inferior to k, as
well as nodes whose degree becomes inferior to k due to the deletion. Doing so until there
are no more nodes having a degree lower than k leads to a maximal k-core. Each node is
then assigned with a core number corresponding to the core it belongs to.
Generalized k-Cores Batagelj et al.[12] extended the classical k-core in order to
use other node properties (instead of the degree) such as the in/out degree on a directed
graph, the strength on a weighted graph, the clustering coefficient, etc. The generalized
74
Chapter 4. The Sum-over-Forests density index
k-core is then defined in the same way than the k-core, but uses a measure of a node i
on a graph G, ρi(G). Therefore, a subgraph Hj defined by the set of nodes Cj is called
a generalized k-core of order k if ρi(Hj) ≥ k ∀i ∈ Cj. The same simple algorithm used
to find maximal k-cores in the classical case can also be used here [12], if the measure ρ
is monotone. Nodes having a measure inferior to a threshold k are recursively removed,
and the measure ρ is updated. The result is a maximal generalized k-core.
4.1.2 Local density scores
Another approach for finding dense zones is to compute a density index (or score) on the
nodes of a graph. One of the most intuitive density index is the degree of a node (on
undirected graphs, in/out degree on directed graphs) defined as the number of links a node
has. Indeed, the larger the number of neighbors of a node, the higher the density around
it. This measure is then purely local, taking only into account the direct neighbors. The
strength of a node is an extension of the degree to weighted graphs, computing the sum
of the weights borne by the arcs of the neighboring nodes. When those weights are all
equal to one, the strength reduces to the degree.
4.1.2.1 Strength
The strength of a node is defined as the sum of the affinities beared by the edges between
this node and its neighbors. It is a generalization of the degree to weighted graphs:
Str =
∑
j∈N(i)
aij, (4.1)
N(i) being the neighborhood of node i.
4.1.2.2 Clustering Coefficient
Two types of clustering coefficient (CC) can be defined: a global and a local one. The
global CC computes the ratio between the number of triangles in a graph G (closed triples)
and the number of paths of length two connecting three nodes (connected triples) [50]:
CC(G) = 3 (number of triangles in G)number of connected triples in G . (4.2)
A local version of the clustering coefficient can be derived from this definition. For a
node i in a graph G:
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CCi =
number of pairs of neighbors of i that are connected
number of pairs of neighbors of i . (4.3)
The latter coefficient, was extended to weighted graphs in [11], and is used in this
work as a measure of density on nodes.
4.1.3 Smoothing of local measures
As the different measures, like the strength and the CC, may have a high variability,
it may be interesting to smooth them by taking into account the value of the measure
on the neighboring nodes. Two smoothing methods are presented below: the Laplacian
regularization and the PageRank-like smoothing [50].
4.1.3.1 Smoothing through Laplacian regularization
The Laplacian matrix of an (undirected weighted) graph is defined by L=D-A, D being
the diagonal degree matrix and A being the adjacency matrix of the graph. This smooth-
ing (the smoothed measure is noted ρˆ) consists in minimizing an objective function
c (ρˆ) = 12
n∑
i=1
(ρˆi − ρi)2︸ ︷︷ ︸
least square cost
+α
n∑
i,j=1
aij (ρˆi − ρˆj)2︸ ︷︷ ︸
regularization term
(4.4)
by finding a trade-off between not deviating too much from the actual observed value
(least square cost term) and the value computed on the neighbors (regularization term)
[50]. Then taking the partial derivatives of c (ρˆ) with respect to ρˆk and rearranging the
terms in order to introduce the Laplacian matrix gives
(I + αL) ρˆ = ρ, (4.5)
which can be rewritten
ρˆ = (I + αL)−1 ρ. (4.6)
4.1.3.2 PageRank-like smoothing
The smoothing is simply a weighted average between the value of the measure on a node
and the values taken by its neighbors:
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ρˆi = (1− α) ρi + α
∑
j∈N(i) aij ρˆi∑
j∈N(i) aij
(4.7)
with ρi the original measure on the node i, ρˆi the smoothed version of the measure, aij
the affinities between nodes i and j, and N(i) the set of neighbors of node i. In a matrix
form it becomes
ρˆ = αPρˆ + (1− α)ρ, (4.8)
and finally
ρˆ = (1− α) (I− αP)−1 ρ, (4.9)
with P being the transition probabilities matrix.
The smoothed strength and the smoothed clustering coefficient are then obtained by
replacing ρ by their values on the nodes.
4.1.4 Global density scores
As the methods relying on identifying dense, highly connected subgraphs are often time
consuming, and contrarily to the previous measures which only use local information
around a node, global density indices take into account the whole structure of the graph,
as in [99], which estimates the density on an unweighted k-NN graph from its adjacency
matrix. The Sum-over-Forests (SoF) density index developed hereunder also com-
putes a density score on nodes using information from the whole graph, by enumerating
forests with the matrix forest theorem [24]. This method is based on a sum-over-forests
statistical physics framework.
The objective of the next sections is to define the density index, which uses the same
Boltzmann probability as in Chapter 3. Before diving into the details, let us briefly
describe the main ideas behind the model. In a first step, the set of forests in the graph is
enumerated through the matrix-forest theorem and a probability distribution is assigned
to each individual forest. In a second step, the expected outdegree of each node in a
forest is computed through a sum-over-forests statistical physics formalism, providing a
measure of density on the set of nodes.
4.2 The SoF density index
Following Chapter 3, and arguments inspired from [131], the density index can be com-
puted from a quantity appearing in the denominator of the expression of the Boltzmann
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probability distribution:
P(ϕ) = exp [−θC(ϕ)]∑
ϕ′∈F
exp [−θC(ϕ′)] , (4.10)
which is
Z = ∑
ϕ∈F
exp [−θC(ϕ)] , (4.11)
where, as a reminder, C(ϕ) is the cost of the forest ϕ. Equation 4.11 corresponds to the
partition function in statistical physics (see [71] or any textbook in statistical physics;
for instance [129, 140]). For this purpose, let us further define the free energy F in the
usual way [129, 140] as
F = −1
θ
log(Z) = −T log(Z) (4.12)
where T = 1/θ is the temperature of the system. The expected number of times a
link k → k′ is present in a forest can easily be computed through (see [129, 140])
η(k, k′) = ∂F
∂ckk′
= −1
θ
∂(logZ)
∂ckk′
(4.13)
=
∑
ϕ∈F
exp [−θC(ϕ)]
Z δ(ϕ; k, k
′) (4.14)
=
∑
ϕ∈F
P(ϕ) δ(ϕ; k, k′) (4.15)
where δ(ϕ; k, k′) is a Kronecker delta indicating if the link k → k′ is present in forest ϕ.
The expected outdegree of node k on a forest, which defines the SoF density index,
is
dens(k) =
∑
ϕ∈F
P(ϕ)
(
n∑
k′=1
δ(ϕ; k, k′)
)
=
n∑
k′=1
η(k, k′) (4.16)
and corresponds to the sum of the contributions of the arcs issued from node k.
In the next section, we show that the partition function can easily be computed from
the cost matrix.
4.3 Computation of the partition function Z
By using the matrix-forest theorem [23, 24], let us show how the partition function Z
(Equation (4.11)) can be computed exactly from the immediate costs. Indeed, consider
a graph G characterized by an adjacency matrix A containing the weights on the arcs.
The matrix-forest theorem states that (see [24], lemma 2, or [23] for details):
det(I+ L(A)) = ε(F), (4.17)
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where ε(F) is the sum of the total weights of all the rooted (diverging in the directed
case) forests ϕ ∈ F that can be extracted from the graph. The total weight of a particular
rooted forest ϕ is the product of the weights of the individual arcs defining it.
We now apply this concept to the matrix W, already used in Chapter 3, and defined
from the cost matrix, C,
W = exp [−θC] , (4.18)
where the exponential function is taken elementwise. Thus, the elements of matrix W
are exp [−θckk′ ]. Now, if we set as adjacency matrix A = W, the total weight of a
rooted forest ϕ corresponds to the product of the individual weights defining it, i.e.,∏
k,k′:k→k′∈ϕ akk′ =
∏
k,k′:k→k′∈ϕ exp [−θckk′ ] = exp[−θ
∑
k,k′:k→k′∈ϕ ckk′ ] = exp [−θC(ϕ)].
We can immediately deduce from the matrix-forest theorem that det(I + L(W)), where
L(W) = Diag(WTe)−W, is equal to ∑ϕ∈F exp [−θC(ϕ)] = Z. Therefore,
Z = det(I+ L(W)), with W = exp [−θC] . (4.19)
This result is used in the next section in order to derive the SoF density index.
Notice that, interestingly, the transform (4.18) coincides, up to a multiplier, with
transformation (18) in [21] and (27) in [22].
4.4 Computation of the SoF density index
Now that we have seen how to compute the partition function Z, we turn to the compu-
tation of the density index that can be deduced from Z thanks to Equations (4.13) and
(4.16).
We thus have to compute the derivatives of Z (Equation (4.19)) in terms of ckk′ (see
Equation (4.13)) in order to obtain the different quantities of interest. Now, it is well-
known (see, e.g., [61, 139]) that ∂ log(det(X))/∂t = trace(X−1 ∂X
∂t
). Thus, for the expected
number of times the link k → k′ appears in a forest, we obtain
η(k, k′) = ∂F
∂ckk′
= −1
θ
∂ log(det(I+ L(W)))
∂ckk′
= −1
θ
trace(Z∂(I+ L(W))
∂ckk′
)
= −1
θ
trace(Z∂L(W)
∂ckk′
)
= −1
θ
trace(Z∂(D−W)
∂ckk′
), (4.20)
where the matrix Z is defined as
Z = (I+ L(W))−1 = (I+ (Diag(WTe)−W))−1, (4.21)
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and is equal to the KBoF kernel defined in Chapter 3.
Now, we easily find that ∂W/∂ckk′ = −θwkk′ekeTk′ and ∂D/∂ckk′ = −θwkk′ek′eTk′ so
that
∂L(W)
∂ckk′
= ∂(D−W)
∂ckk′
= −θwkk′(ek′eTk′ − ekeTk′), (4.22)
where ek is a basis column vector with zeroes everywhere except in position k where there
is a 1.
Thus, by defining zk = colk(Z) as column k of matrix Z,
η(k, k′) = trace(wkk′Z(ek′eTk′ − ekeTk′))
= wkk′
(
trace(zk′eTk′)− trace(zkeTk′)
)
= wkk′zk′k′ − wkk′zk′k. (4.23)
Therefore, the expected outdegree of node k – the SoF density index of node k – is
dens(k) =
n∑
k′=1
η(k, k′) =
n∑
k′=1
(wkk′zk′k′ − wkk′zk′k), (4.24)
where we used Equations (4.16) and (4.23). The n × 1 column vector containing the
elements dens(k) will be called d, with
d = Wdiag(Z)− diag(WZ), (4.25)
and where diag(X) is a column vector containing the diagonal of matrix X.
The SoF index can therefore be found by applying the following, simple, procedure:
1. Compute the W matrix using Equation (4.18).
2. Compute the Z matrix using Equation (4.21).
3. Compute the column vector d containing the SoF index of each node using Equation
(4.25).
As the algorithm computing the SoF density index requires the inversion of the matrix
(I+L(W))−1 which has a complexity of O(n3), matrix-vector multiplication, which has a
complexity of O(n2), and matrix-matrix multiplication, having a O(n3) complexity [27],
its overall time complexity is O(n3).
4.5 Experiments
In this experimental section, the SoF density index is assessed on the identification of
dense regions on graphs. Unlike classical clustering methods, the goal here is not to find
an exact partition of the data, but only regions of graphs where the nodes are tightly
aggregated, suggesting some community-like structure.
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(a) 3C (σ = 0.05) (b) 3C (σ = 0.1) (c) 3C (σ = 0.5)
Figure 4.1: 3-communities (3C) datasets.
(a) 10C S1 (b) 10C S2
Figure 4.2: 10-communities (10C) datasets.
4.5.1 Datasets
The performance of the SoF density index is assessed on 16 datasets belonging to five
groups: 3-communities, 10-communities, S-Sets, real datasets and Grid dataset.
The 3-communities (resp. 10-communities) datasets are artificial datasets we
built: each one is made of three (resp. ten) clusters, created using Gaussian distributions
N(µ, σ), µ being the mean (the center of the cluster) and σ2 the variance of the data.
Each cluster is made of 500 nodes, lying in two dimensions. Three values of σ (illustrating
various degree of overlapping between the communities) were used to build graphs in the
3-communities case: 0.05, 0.1, 0.5 (the standard deviation is the same in each direction,
giving isotropic communities). For the 10-communities datasets, the σ values are different
in the two space directions, (x, y). These values, called σx and σy are reported in Table
4.1 for two sets : S1 with small overlapping and S2 with strong overlapping. The 3/10-
communities datasets are illustrated in Figures 4.1 and 4.2.
The S-Sets [53] include two datasets: S2 and S4. They are also based on artificial
data and are composed of 5000 two-dimensional observations each, grouped in 15 clusters
of various shapes. Figure 4.3 illustrates S2, with well separated clusters and S4, showing
more overlapped ones.
Real datasets (coming from real experiments) are also used. They are generated from
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(a) S2 (b) S4
Figure 4.3: S-Sets datasets.
(a) NewsGroup1 (b) NewsGroup2 (c) NewsGroup3
Figure 4.4: NewsGroup datasets.
the Newsgroup dataset (see Figure 4.4): this dataset is originally composed of about
20,000 unstructured documents, taken from 20 discussion groups (newsgroups) of the
Usernet diffusion list, and composed of 20 classes. For our experiments, three subsets
related to different topics are extracted from the original database (NewsGroup1, 2, and
3) [173]. The graphs of documents were built by sampling at random about 200 documents
in each of three classes from three different topics.
Finally, the Grid dataset (shown in Figure 4.5) is composed of two rectangular sub-
grids (of respectively 100 and 400 points), each one with a different density (i.e., the
points are farther from each other in one subgrid than in the other).
S1 σx 0.8 0.5 0.5 0.8 1 1 0.5 0.5 0.5 1
σy 0.8 0.5 0.5 0.5 1 0.5 1 1 1 0.5
S2 σx 1.8 1.5 1 1.8 2 1 2.5 1.5 1 3
σy 1.6 1 2.5 3 2 1 2 2 3 1.5
Table 4.1: (σx, σy) (standard deviations) values for the 10-communities datasets, for two
degrees of overlapping between the clusters (S1 small overlapping, S2 strong overlapping).
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Figure 4.5: Grid dataset.
4.5.2 Graph construction
We constructed the graphs corresponding to the 3/10-communities, the S-Sets datasets
and the Grid dataset using two classical methods: the -graph and the k-nearest neighbors
(k-NN).
The -graph computes the Euclidean distance between each pair of observations in
the dataset and transforms it into an affinity using
aij = exp
[
−d
2
ij
σ2
]
(4.26)
where dij is the Euclidean distance between nodes i and j, and σ2 is the variance of
the distances between all the observations in the dataset. This is a standard way for
computing a similarity graph from distances between data, frequently used in spectral
clustering (see, e.g., [166, 169] – up to a scaling factor of the sigma parameter, depending
on the authors). The nodes are then linked to others only if they show an affinity superior
to a certain threshold (80, 90, 95, and 99 percentiles were used). The resulting graphs are
undirected, and both the weighted case (where edges bear the nodes affinities) and the
unweighted case are investigated.
The k-NN graph construction method simply links a node to its k nearest neighbors,
i.e., those who have the highest affinity with that node. This relation is not symmetric,
giving birth to directed graphs. We transform them into undirected graphs using
A← max
(
A,AT
)
(4.27)
where A is the adjacency matrix of the created graph, and the maximum operator is
taken elementwise.
For the NewsGroup datasets, the graphs were already built [173] and only the adja-
cency matrices are at our disposal. To visualize those graphs, we use the diffusion maps
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embedding method [84, 112, 175] in two dimensions, whose output is the new spatial
coordinates of the nodes. The corresponding graphs are reconstructed with the -graph
method, allowing us to compute the density index on the nodes. Indeed, trying to proceed
inversely (computing the densities before the diffusion map embedding) is not visually ac-
curate: during the embedding, the nodes are spatially rearranged and the color of the
nodes (indicating high or low density, see the visual results below) does not reflect the
true density of the 2-D embedding.
The cost matrices used in the evaluation of the SoF density index are then computed
as the reciprocals of the affinity matrices constructed above.
4.5.3 Evaluation methods
We use three methods to evaluate to which extent the high density areas are well identified:
Spearman’s correlation, visual checking, and a k-Core procedure. The correlation and the
k-Core are only applicable to datasets whose “true” density is known.
Firstly, since the probability density function is known for every node of the 3/10-
communities datasets (i.e., the exact parameters’ values of the Gaussian distributions
are known), we compute Spearman’s correlation (Pearson’s linear correlation and
Kendall’s correlation show similar trends) between those “true” densities and the SoF
densities.
Secondly, we perform a visual checking on the graphs by superimposing the density
index on the representation of the nodes. This is done by assigning each node a color:
from dark blue for nodes presenting a low density value to dark red for nodes presenting
a high density value.
Thirdly, we use a generalized k-Core procedure with our Sum-over-Forests density
index in input, in order to validate this index as an estimator of density on a graph.
Indeed, for artificial datasets on which the true density is known, we control the density
score on each node. By using a generalized k-core strategy (removing nodes having a
density score inferior to a certain threshold), the algorithm gradually converges to dense
areas on the graph. We then compare density measures – like the strength and the
SoF density score – to the true density, and see if they converge to the same dense
regions than the true density. During the experiments, we observed that updating the
SoF density at each iteration did not provide better results than computing the density
once at the beginning, and removing the node presenting the lowest density score. This
can be explained by the good fitting of the SoF density index to the true density. This also
have the effect to greatly reduce the computational load of this “non-iterative generalized
k-core”. In order to evaluate to which extent the high density areas are well identified
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with the generalized k-cores, we first draw curves representing the evolution of the true
density’s mean value on the graph, while removing the node having the lowest measure.
The closer a curve is to the true density curve, the more likely the corresponding measure
identifies well the dense zones on the graph. In order to have a quantifiable measure
of how close is a density measure to the true density, we also compute an “area under
curve” (AUC) score, defined as the area below the curve of the corresponding measure,
compared to the area below the true density curve. A score of one indicates that the
measure identifies perfectly dense zones. The results obtained with the SoF density index
are compared with another measure used as a baseline: the strength.
We can then assess the quality of the SoF as a density estimator, and use it as a basis
for a density-based clustering algorithm which is described in the next chapter.
Concerning the tuning of the θ parameter in the SoF method, we used the correlation
method on the 3/10-communities graphs. The parameter’s value giving the highest cor-
relation score (for threshold graphs, θ = 10 and for k-NN graphs, θ = 100) is then used
for the 3/10-communities as well as for the S-Sets and Newsgroup datasets.
The results obtained with the SoF density index are finally compared with two other
measures for identifying dense zones: the strength (Str) and the clustering coefficient
(CC).
4.5.4 Results
4.5.4.1 Correlation results
The correlation results for 3/10-communities showing a comparison between SoF density
index, the strength and the clustering coefficient are displayed in Figure 4.6 and 4.7, and
in Tables 4.2 to 4.6, where the results for a set of θ values can be seen.
When using the k-NN for constructing graphs, the SoF density index is clearly supe-
rior to the strength and to the clustering coefficient (the latter performs badly in every
situation). This may be explained by the fact that the information concerning the con-
nectivity is useless in this case, as all the nodes have theoretically almost the same degree.
The SoF density index then makes a better use of the affinities borne by the arcs of the
graphs than the strength does. This superiority may have two causes:
• Smoothing: The value of the parameter θ acts as a smoothing parameter of the
density index on the nodes of the graph. Indeed, low values of θ favor high-cost
forests (which can be seen as forests composed of large trees) in the Boltzmann
distribution, and thus involve a larger part of the graph to compute the SoF density
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index. The information used is then no more local, as with the strength, but is
globalized.
• Sampling: As we sample forests on the graph, and take the expected value of
the outdegree of a node, averaged over all possible forests, situations where local
affinities do not bring much information are averaged out, and thus attenuated.
When using the -graph construction method, the results are not so clear. The results
obtained by the strength and the SoF index for the 3-communities case have a correlation
with the true density of almost 1 and are practically identical (only the weighted case is
represented here in Figure 4.6(b), as the unweigthed case gives similar results). The SoF
index is clearly better on the 10-communities datasets in the weighted case and for low
threshold () values. Indeed, the number of neighbors increases dramatically when the
threshold is low, and again the information of connectivity becomes useless, nodes having
each a large degree value. The only useful information are the affinities and, as before,
the SoF density index uses it in a more efficient way than the strength. When the thresh-
old is higher the two measures converge to the same value. In the unweighted case (no
affinity information), the SoF index and the strength behave similarly: the correlations
are low for low threshold values and increase when the threshold increases. Notice that in
Figure 4.7(c), we somewhat surprisingly observe a negative correlation between the SoF
density/the strength and the true density, which can be explained by the fact that, due
to finite sampling conditions, areas with low density are sometimes wrongly identified as
high density regions (see Figure 4.8). The good results of both the SoF index and the
strength in the 3-communities dataset with threshold and unweighted arcs are probably
due to the fact that these datasets are quite smaller and simpler to handle, having only
3 clusters distributed with Gaussians of the same variance in all directions.
The smoothing versions of the strength and the clustering coefficient are also evaluated
using the correlation procedure. We report in Tables 4.7 and 4.8 the correlation results
between the smoothed version of the strength using the Laplacian regularization and
the Page-Rank smoothing, and the “true” density on the 10C-S2 dataset, which may be
considered as the “hardest” one, among the datasets for which the ground-truth density
is known. We can see that the smoothed versions of the strength do not surpass the
original strength, except for a few times. The same conclusion can be made for Tables
4.9 and 4.10, where the correlation results for the smoothed versions of the clustering
coefficient are shown. Hence, we will not use those smoothed density indices in the rest
of this chapter.
A first conclusion can de drawn so far: the SoF density index is much more stable and
independent from the type of graph than the strength and the clustering coefficient.
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Figure 4.6: Correlation results for the 3-communities datasets, between true density and
SoF density index, Strength, CC. Weighted (W) and Unweighted (U) graphs are consid-
ered, constructed with k-Nearest Neighbors (k-NN) or Threshold (Th) methods.
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Figure 4.7: Correlation results for the 10-communities datasets, between true density
and SoF density index, Strength, CC. Weighted (W) and Unweighted (U) graphs are
considered, constructed with k-Nearest Neighbors (k-NN) or Threshold (Th) methods.
88
Chapter 4. The Sum-over-Forests density index
3C σ = 0.05 Str SoF
0.01 0.1 1 10 100
Weighted th80 0,9881 0.9910 0.9915 0.9939 0.9851 0.9106
Weighted th90 0,9914 0.9696 0.9703 0.9774 0.9848 0.9106
Weighted th95 0,9822 0.8309 0.8360 0.8816 0.9801 0.9106
Weighted th99 0,9261 0.5297 0.5438 0.6951 0.9260 0.9001
Binary th80 0,9779 0.9810 0.9811 0.9815 0.9782 0.9779
Binary th90 0,9908 0.9616 0.9619 0.9657 0.9908 0.9908
Binary th95 0,982 0.8182 0.8227 0.8647 0.9816 0.9820
Binary th99 0,9258 0.5285 0.5427 0.6905 0.9187 0.9258
Weighted NN5 0,1448 0.0537 0.0533 0.0593 0.3704 0.7569
Weighted NN10 0.0794 0.1505 0.1492 0.1464 0.5683 0.8561
Weighted NN20 0,1601 0.3037 0.3013 0.2918 0.7742 0.8968
Weighted NN50 0,6281 0.6071 0.6051 0.5986 0.9519 0.9102
Table 4.2: Spearman’s correlations between the Strength (Str), the SoF density index
(SoF), and the “true density” on 3-communities dataset with σ = 0.05.
3C σ = 0.1 Str SoF
0.01 0.1 1 10 100
Weighted th80 0,8958 0,9825 0,9825 0,9773 0,9661 0,8055
Weighted th90 0,9734 0.9280 0.9296 0.9440 0.9660 0.8055
Weighted th95 0,9717 0.7559 0.7629 0.8303 0.9635 0.8055
Weighted th99 0,8829 0.4579 0.4710 0.6206 0.8818 0.8020
Binary th80 0,8173 0.9665 0.9666 0.9674 0.8190 0.8173
Binary th90 0,9689 0.9119 0.9126 0.9217 0.9694 0.9689
Binary th95 0,9709 0.7381 0.7439 0.8026 0.9700 0.9709
Binary th99 0,8828 0.4562 0.4688 0.6130 0.8720 0.8828
Weighted NN5 0,1838 0.0672 0.0674 0.0817 0.4334 0.6976
Weighted NN10 0.1004 0.1638 0.1611 0.1577 0.6131 0.7688
Weighted NN20 0,1828 0.3360 0.3320 0.3238 0.7812 0.8001
Weighted NN50 0,5575 0.5995 0.5964 0.6004 0.9350 0.8055
Table 4.3: Spearman’s correlations between the Strength (Str), the SoF density index
(SoF), and the “true density” on 3-communities dataset with σ = 0.1.
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3C σ = 0.5 Str SoF
0.01 0.1 1 10 100
Weighted th80 0,9957 0.9688 0.9692 0.9499 0.9712 0.8351
Weighted th90 0,991 0.8083 0.8119 0.8449 0.9711 0.8351
Weighted th95 0,9801 0.5480 0.5602 0.6891 0.9690 0.8351
Weighted th99 0,9144 0.4927 0.5062 0.6577 0.9134 0.8334
Binary th80 0,9955 0.9482 0.9484 0.9518 0.9955 0.9955
Binary th90 0,9911 0.7839 0.7880 0.8259 0.9910 0.9911
Binary th95 0,9801 0.5271 0.5369 0.6467 0.9793 0.9801
Binary th99 0,9149 0.4917 0.5046 0.6504 0.9061 0.9149
Weighted NN5 0,1662 0.1028 0.1031 0.1299 0.5078 0.7477
Weighted NN10 0.1053 0.2400 0.2356 0.2312 0.6776 0.8077
Weighted NN20 0,142 0.4746 0.4620 0.4170 0.8491 0.8317
Weighted NN50 0,3925 0.7948 0.7718 0.6789 0.9445 0.8350
Table 4.4: Spearman’s correlations between the Strength (Str), the SoF density index
(SoF), and the “true density” on 3-communities dataset with σ = 0.5.
10C S1 Str SoF
0.01 0.1 1 10 100
Weighted th80 0,0366 0.0656 0.1233 0.7252 0.9842 0.9693
Weighted th90 0,5607 0.6256 0.6558 0.8479 0.9842 0.9693
Weighted th95 0,9794 0.9488 0.9492 0.9532 0.9867 0.9693
Weighted th99 0,9756 0.6842 0.6930 0.7901 0.9756 0.9662
Binary th80 -0.0935 -0.2116 -0.2116 -0.2115 -0.0987 -0.0935
Binary th90 0,2882 0.2646 0.2647 0.2664 0.2895 0.2882
Binary th95 0,9778 0.9442 0.9443 0.9463 0.9782 0.9778
Binary th99 0.9755 0.6819 0.6905 0.7855 0.9748 0.9755
Weighted NN5 0,1959 0.0276 0.0273 0.0259 0.2287 0.5964
Weighted NN10 0,1046 0.0651 0.0647 0.0603 0.2655 0.7812
Weighted NN20 0,091 0.1634 0.1634 0.1637 0.4595 0.9001
Weighted NN50 0,5165 0.4556 0.4566 0.4663 0.8355 0.9590
Table 4.5: Spearman’s correlations between the Strength (Str), the SoF density index
(SoF), and the “true density” on 10C-S1 dataset.
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10C S2 Str SoF
0.01 0.1 1 10 100
Weighted th80 0,4009 0.4153 0.4573 0.7661 0.9640 0.9111
Weighted th90 0,6509 0.7268 0.7411 0.8449 0.9640 0.9111
Weighted th95 0,9157 0.8715 0.8728 0.8881 0.9671 0.9111
Weighted th99 0,9549 0.5434 0.5522 0.6613 0.9549 0.9102
Binary th80 0,2873 0.1308 0.1308 0.1313 0.2834 0.2873
Binary th90 0,5553 0.5531 0.5532 0.5551 0.5562 0.5553
Binary th95 0,9049 0.8571 0.8576 0.8655 0.9059 0.9049
Binary th99 0,9546 0.5392 0.5476 0.6514 0.9528 0.9546
Weighted NN5 0,1889 0.0328 0.0328 0.0355 0.2596 0.5678
Weighted NN10 0,1229 0.0588 0.0585 0.0584 0.3519 0.7488
Weighted NN20 0,0933 0.1320 0.1311 0.1286 0.5723 0.8565
Weighted NN50 0,3949 0.3908 0.3901 0.3945 0.8979 0.9066
Table 4.6: Spearman’s correlations between the Strength (Str), the SoF density index
(SoF), and the “true density” on 10C-S2 dataset.
10C S2 Str StrLap
0,01 0,1 0,3 0,5 0,7 0,9 0,99
Weighted th80 0.4009 0.4063 0.4041 0.4024 0.4019 0.4017 0.4015 0.4015
Weighted th90 0.6509 0.5499 0.4981 0.4859 0.4828 0.4815 0.4807 0.4805
Weighted th95 0.9157 0.8009 0.6303 0.5811 0.5644 0.5557 0.5500 0.5481
Weighted th99 0.9549 0.9601 0.9268 0.8471 0.7931 0.7558 0.7282 0.7181
Binary th80 0.2873 0.3455 0.3496 0.3499 0.3499 0.3499 0.3499 0.3499
Binary th90 0.5553 0.4940 0.4630 0.4536 0.4513 0.4503 0.4497 0.4495
Binary th95 0.9049 0.7788 0.6195 0.5748 0.5596 0.5518 0.5469 0.5452
Binary th99 0.9546 0.9601 0.9252 0.8439 0.7896 0.7523 0.7248 0.7148
Weighted NN5 0.1889 0.0606 -0.0304 -0.0534 -0.0685 -0.0800 -0.0891 -0.0927
Weighted NN10 0.1229 0.0494 -0.0106 -0.0172 -0.0216 -0.0254 -0.0292 -0.0307
Weighted NN20 0.0933 0.0620 0.0704 0.0709 0.0575 0.0443 0.0332 0.0290
Weighted NN50 0.3957 0.4319 0.4418 0.3327 0.2656 0.2234 0.1952 0.1853
Table 4.7: Spearman’s correlations between the Strength (Str), the smoothed version of
Str with Laplacian smoothing (StrLap), and the “true density” on 10C-S2 dataset.
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10C S2 Str StrPR
0,01 0,1 0,3 0,5 0,7 0,9 0,99
Weighted th80 0.4009 0.4010 0.4014 0.4018 0.4010 0.3977 0.3853 0.3609
Weighted th90 0.6509 0.6502 0.6434 0.6258 0.6035 0.5718 0.5192 0.4679
Weighted th95 0.9157 0.9151 0.9085 0.8875 0.8522 0.7868 0.6433 0.4635
Weighted th99 0.9549 0.9555 0.9569 0.9599 0.9587 0.9448 0.8522 0.5309
Binary th80 0.2873 0.2880 0.2940 0.3063 0.3157 0.3212 0.3161 0.3032
Binary th90 0.5553 0.5550 0.5513 0.5416 0.5283 0.5087 0.4752 0.4338
Binary th95 0.9049 0.9038 0.8973 0.8757 0.8404 0.7752 0.6384 0.4675
Binary th99 0.9546 0.9562 0.9568 0.9598 0.9586 0.9446 0.8513 0.5300
Weighted NN5 0.1889 0.1532 0.0225 -0.0273 -0.0469 -0.0738 -0.1295 -0.1977
Weighted NN10 0.1229 0.1137 0.0488 0.0011 -0.0123 -0.0210 -0.0428 -0.0990
Weighted NN20 0.0933 0.0923 0.0751 0.0535 0.0568 0.0600 0.0311 -0.0582
Weighted NN50 0.3949 0.3957 0.4039 0.4226 0.4370 0.4321 0.3212 0.0705
Table 4.8: Spearman’s correlations between the Strength (Str), the smoothed version of
Str with Page-Rank smoothing (StrPR), and the “true density” on 10C-S2 dataset.
10C S2 CC CCLap
0,01 0,1 0,3 0,5 0,7 0,9 0,99
Weighted th80 0.0777 -0.0936 -0.1203 -0.1224 -0.1228 -0.1230 -0.1231 -0.1231
Weighted th90 0.1676 -0.0305 -0.1206 -0.1299 -0.1319 -0.1328 -0.1333 -0.1335
Weighted th95 0.1182 0.0406 -0.1063 -0.1316 -0.1374 -0.1401 -0.1417 -0.1423
Weighted th99 0.0331 0.0695 0.1754 0.1857 0.1673 0.1502 0.1351 0.1295
Binary th80 -0.0621 -0.2020 -0.2129 -0.2138 -0.2141 -0.2142 -0.2142 -0.2142
Binary th90 0.0724 -0.1100 -0.1703 -0.1761 -0.1774 -0.1779 -0.1783 -0.1784
Binary th95 0.0728 -0.0039 -0.1328 -0.1514 -0.1558 -0.1579 -0.1590 -0.1594
Binary th99 0.0305 0.0674 0.1728 0.1804 0.1609 0.1434 0.1282 0.1227
Weighted NN5 0.0113 -0.0201 -0.0434 -0.0603 -0.0719 -0.0804 -0.0872 -0.0897
Weighted NN10 0.0019 -0.0022 -0.0054 -0.0109 -0.0132 -0.0144 -0.0150 -0.0152
Weighted NN20 0.0094 0.0117 0.0270 0.0461 0.0556 0.0602 0.0622 0.0625
Weighted NN50 0.0532 0.0926 0.2336 0.2443 0.2273 0.2123 0.1993 0.1940
Table 4.9: Spearman’s correlations between the clustering coefficient (CC), the smoothed
version of CC with Laplacian smoothing (CCLap), and the “true density” on 10C-S2
dataset.
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10C S2 CC CCPR
0,01 0,1 0,3 0,5 0,7 0,9 0,99
Weighted th80 0.0777 0.0764 0.0642 0.0352 0.0055 -0.0268 -0.0605 -0.0720
Weighted th90 0.1676 0.1665 0.1560 0.1275 0.0901 0.0420 -0.0214 -0.0593
Weighted th95 0.1182 0.1179 0.1146 0.1042 0.0866 0.0557 -0.0058 -0.0524
Weighted th99 0.0331 0.0337 0.0393 0.0567 0.0848 0.1277 0.1962 0.1714
Binary th80 -0.0621 -0.0631 -0.0722 -0.0930 -0.1144 -0.1367 -0.1545 -0.1590
Binary th90 0.0724 0.0715 0.0627 0.0395 0.0092 -0.0289 -0.0733 -0.0930
Binary th95 0.0728 0.0726 0.0700 0.0613 0.0462 0.0195 -0.0325 -0.0657
Binary th99 0.0305 0.0310 0.0366 0.0538 0.0816 0.1242 0.1921 0.1679
Weighted NN5 0.0113 0.0001 -0.0266 -0.0388 -0.0487 -0.0633 -0.0961 -0.1575
Weighted NN10 0.0019 0.0015 -0.0023 -0.0038 -0.0049 -0.0082 -0.0124 -0.0521
Weighted NN20 0.0094 0.0095 0.0105 0.0135 0.0181 0.0276 0.0553 0.0518
Weighted NN50 0.0532 0.0539 0.0612 0.0828 0.1167 0.1715 0.2424 0.1660
Table 4.10: Spearman’s correlations between the clustering coefficient (CC), the smoothed
version of CC with Page-Rank smoothing (CCPR), and the “true density” on 10C-S2
dataset.
Figure 4.8: 10-communities dataset (low sigma values S1), with SoF superimposed
(Threshold 80, Unweighted) and having a negative correlation with the “true” density.
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(a) σ = 0.05 (b) σ = 0.1 (c) σ = 0.5
Figure 4.9: 3-communities datasets for various σ values with the true density superim-
posed.
(a) σ = 0.05 (b) σ = 0.1 (c) σ = 0.5
Figure 4.10: 3-communities datasets for various σ values with the SoF density index
superimposed.
4.5.4.2 Visual results
The visual results confirm the correlation results described above. As there are many
different cases for the 3/10-communities datasets, only few visual examples, representative
of the overall behavior of the density measures, are shown. For instance, Figure 4.10
shows the 3-communities datasets (threshold 95, weighted) with the SoF density index
superimposed, while the Figure 4.9 displays the “true” density. It can be observed on
this simple example that the SoF density index is able to recover the dense areas of
the clusters. In the 10-communities datasets, a visual confirmation is given in Figures
4.11, 4.12,4.13 and 4.14. The SoF density index is visually very close to the true density
and the highly dense regions are well identified. The sensitivity of the strength to the
way a graph is constructed can also be seen on these figures. Indeed, going from graphs
constructed with the -graph method with threshold 95, and going to threshold 90, the
strength merges the dense areas which were quite well defined with a 95 threshold. This
is not the case with the SoF density index, which stays much more stable regarding the
way a graph is constructed.
The dense regions on the S-Sets are also well identified. Figure 4.15 shows that the
SoF density index is able to recover the 15 densest areas on the S2 and S4 graphs, even
if they are tightly aggregated (the center of the dense regions are well separated). The
strength and the clustering coefficient are illustrated on Figures 4.16 and 4.17, showing
poor results, mainly on S4. The Newsgroup datasets confirm the results obtained so far
(Figure 4.18). For SoF density index, the three clusters are recovered on those graphs,
except on NewsGroup3 where two clusters are too tightly intricated to be differentiated.
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(a) True density (b) SoF (c) Str
Figure 4.11: 10-communities dataset (low sigma values S1) with true density, SoF density
index, and Strength superimposed (Threshold 95, Weighted).
(a) True density (b) SoF (c) Str
Figure 4.12: 10-communities dataset (low sigma values S1) with true density, SoF density
index, and Strength superimposed (Threshold 90, Weighted).
(a) True density (b) SoF (c) Str
Figure 4.13: 10-communities dataset (high sigma values S2) with true density, SoF density
index, and Strength superimposed (Threshold 95, Weighted).
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(a) True density (b) SoF (c) Str
Figure 4.14: 10-communities dataset (high sigma values S2) with true density, SoF density
index, and Strength superimposed (Threshold 90, Weighted).
(a) S2 (b) S4
Figure 4.15: S-Sets datasets with SoF density index superimposed (Threshold 95,
Weighted).
Figures concerning S-Sets and Newgroup graphs show only results obtained for weighted
graphs, as those results are essentially identical for unweighted graphs.
The results concerning the Grid dataset are displayed on Figure 4.19, and show that
the SoF density index is able to distinguish two areas with different densities, even when
the density is constant on large areas of the graph. The distinction is even clearer when
the parameter has higher values (θ > 10), the SoF density score showing a more sharp
jump from low to high density. This may be due to the smoothing happening when θ
has a low value (higher-cost forests have higher probablity to appear, and involve a larger
(a) S2 (b) S4
Figure 4.16: S-Sets datasets with strength superimposed (Threshold 95, Weighted).
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(a) S2 (b) S4
Figure 4.17: S-Sets datasets with CC superimposed (Threshold 95, Weighted).
(a) NewsGroup1 (b) NewsGroup2 (c) NewsGroup3
Figure 4.18: NewsGroup datasets with SoF density index superimposed (Threshold 95,
Weighted).
part of the graph (see Section 4.5.4.1 for more details)). The results are mainly the same
whatever the way a graph is constructed (Nearest Neighbors, Threshold method, Weighted
or not), and only results for the graph constructed with 95-threshold and weighted with
the affinities between nodes is shown.
4.5.4.3 k-Core results
In order to evaluate to which extent the high density areas are well identified with the
generalized k-cores, we first draw curves representing the evolution of the true density’s
mean value on the graph, while removing the node having the lowest density measure.
The closer a curve is to the true density curve, the more likely the corresponding measure
identifies well the dense zones on the graph. In order to have a quantifiable measure
of how close is a density measure to the true density, we also compute an “area under
curve” (AUC) score, defined as the area below the curve of the corresponding measure,
compared to the area below the true density curve. A score of one indicates that the
measure identifies perfectly dense zones. The results obtained with the SoF density index
are compared with another measure used as a baseline: the strength.
Figure 4.20 and 4.21 display mean density curves for different measures, for 10C-S1
and 10C-S2 graphs constructed with a 90 percentile threshold on top of the figure, and
k-nearest neighbors with k = 50 on the bottom. The true density is represented by the
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(a) θ = 0.01 (b) θ = 0.1
(c) θ = 1 (d) θ = 10
(e) θ = 100
Figure 4.19: Grid dataset with SoF density index superimposed (Threshold 95, Weighted).
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thetaSoF th90 th95 th99 NN5 NN50
10C-S1 SoF 0.01 0.7939 0.9613 0.8373 0.6501 0.7420
0.1 0.8089 0.9618 0.8417 0.6499 0.7421
1 0.9087 0.9670 0.8865 0.6490 0.7435
10 0.9950 0.9955 0.9891 0.7068 0.8832
100 0.9861 0.9861 0.9842 0.8117 0.9715
Strength 0.7558 0.9934 0.9890 0.6973 0.7565
10C-S2 SoF 0.01 0.9046 0.9573 0.8276 0.6939 0.7782
0.1 0.9100 0.9579 0.8311 0.6939 0.7780
1 0.9502 0.9641 0.8715 0.6943 0.7787
10 0.9924 0.9931 0.9874 0.7513 0.9366
100 0.9702 0.9702 0.9699 0.8299 0.9655
Strength 0.8610 0.9790 0.9873 0.7306 0.7743
Table 4.11: “Area” score for the generalized k-core procedure on 10C-S1 and 10C-S2.
black curve, and the strength by the dashed black line. Other colored curves stand for the
SoF density index, each one for a particular value of the parameter θ. The different curves
confirm the choice of the optimal value for the parameter θ, as the curves which are the
closest to the true density curve are those related to θ = 10 and θ = 100. The 10-value
leads to better results with 10C-S2 constructed with the threshold method, while the
100-value leads to better results with graphs constructed with nearest neighbor method.
Moreover, let us note that these two parameter values give good results in the two cases.
We can see that the strength fails to identify dense areas on these graphs, for the
two graph construction methods, as the density curve completely diverges from the true
curve. On the other hand, the SoF density index performs well, mainly for high values
of θ. This is confirmed by the “area” score displayed in Table 4.11, where, for instance,
strength obtain a score of 0.7558 for 10C-S1 for threshold graph, and the SoF with θ = 10
a score of 0.9950 (the other “area” scores for the 10-communities datasets are displayed
in Table 4.11).
Figure 4.22 illustrates how the generalized k-Core works, removing nodes presenting
the lowest density measure. Three iterations are displayed, showing that the algorithm
converges correctly to dense areas.
When looking at the “AUC” scores in Table 4.11, we can see that when using the
k-NN for constructing graphs, the SoF density index is clearly superior to the strength,
for high values of θ. This may be explained by the fact that the information concerning
the connectivity is useless in this case, as all the nodes have theoretically almost the same
degree. The SoF density index then makes a better use of the affinities borne by the edges
of the graphs than the strength does.
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(a) 10C-S1 with th90
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(b) 10C-S1 with NN50
Figure 4.20: Generalized k-Core curve for 10C-S1, constructed with 90-percentile thresh-
old method (a) and k-Nearest Neighbors with k = 50 (b). X-axis represents the iteration
number, while the Y-axis represents the value of the true mean density.
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(a) 10C-S2 with th90
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(b) 10C-S2 with NN50
Figure 4.21: Generalized k-Core curve for 10C-S2, constructed with 90-percentile thresh-
old method (a) and k-Nearest Neighbors with k = 50 (b). X-axis represents the iteration
number, while the Y-axis represents the value of the true mean density.
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(a) 10C-S2 Iteration 0 (b) 10C-S2 Iteration 1250
(c) 10C-S2 Iteration 2500 (d) 10C-S2 Iteration 3750
Figure 4.22: Different iterations of the k-Core procedure used to identify dense regions
on 10C-S2.
102
Chapter 4. The Sum-over-Forests density index
10C S2 θ
0,01 0,1 1 10 100
Th90 2,0153 2,0051 1,8686 0,1900 0,4728
NN50 1,2473 1,3443 2,1291 1,4783 0,3428
Table 4.12: Skewness absolute values for the SoF density index distribution on the nodes
of the 10-communities datasets (high sigma values S2), for different θ values.
When using the -graph construction method, the results show that the SoF index
is clearly better for low threshold () values. Indeed, the number of neighbors increases
dramatically when the threshold is low, and again the information of connectivity becomes
useless, nodes having each a large degree value. The only useful information are the
affinities and, as before, the SoF density index uses it in a more efficient way than the
strength. When the threshold is higher the two measures converge to the same value.
Parameter tuning
In Section 5.3.1.2, we fixed the value of θ to the one giving a SoF density score for which
the correlation with the “true” density is the highest. Following arguments detailed in
[122, 152], we then tested the skewness of the SoF density index’s distribution on the
nodes of several graphs (10-communities dataset with high sigma values, constructed
with threshold and nearest neighbors methods). The Figures 4.25 and 4.26 illustrates
the effect of the value of θ on the skewness. It appears that the values giving the results
that are the most correlated with the “true” density are almost always the ones for which
the skewness is the smallest (in absolute value), i.e., when the distribution is the most
symmetric. This procedure could be used as a data-adaptive way of choosing θ.
Alternatively, the choice of θ can be left to the user, allowing him to identify the kind
of desired communities (small or large). Indeed, as already stated above, the value of
the parameter θ smoothes the SoF density index on the nodes of the graph (see Figures
4.23 and 4.24 for an illustration of the smoothing effect). When θ values are small, as
the trees used in the computation of the density index are large, dense areas are more
spread and tend to merge, forming bigger dense regions. On the contrary, high values of
θ favor low-cost forests, and thus assess the density index of a node on more local areas of
the graph around that node. The dense areas are then smaller and more separated. This
effect can also be seen as a scaling, aiming at identifying dense regions (or communities)
of different scales.
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(a) 10C S2 Strength (b) 10C S2 SoF θ = 0.01
(c) 10C S2 SoF θ = 0.1 (d) 10C S2 SoF θ = 1
(e) 10C S2 SoF θ = 10 (f) 10C S2 SoF θ = 100
Figure 4.23: 10-communities datasets (high sigma values S2) with Strength and SoF
density index superimposed (Threshold 90, Weighted).
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(a) NewsGroup1 Strength (b) NewsGroup1 SoF θ =
0.01
(c) NewsGroup1 SoF θ =
0.1
(d) NewsGroup1 SoF θ =
1
(e) NewsGroup1 SoF θ =
10
(f) Newsgroup1 SoF θ =
100
Figure 4.24: NewsGroup1 datasets with Strength and SoF density index superimposed
(Threshold 90, Weighted).
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(e) 10C S2 SoF θ = 100
Figure 4.25: SoF density index distribution on the nodes of the 10-communities dataset
(high sigma values S2) (Threshold 90, Weighted).
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Figure 4.26: SoF density index distribution on the nodes of the 10-communities dataset
(high sigma values S2) (Nearest Neighbors 50, Weighted).
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4.6 Chapter conclusion
We introduced in this chapter a new density index on the nodes of a graph. The main idea
behind the model is that a node has a high density index if it is present on a large number
of (preferably low-cost) forests, together with a high outdegree. This model depends on a
meta-parameter θ, biasing gradually the forests probabilities from uniform towards low-
cost forests. A sum-over-paths statistical physics framework is used in order to derive the
form of the index in terms of the immediate costs defined on the arcs. This density index
is assessed in various ways: (1) using correlations between the SoF index and the “true”
density, (2) visualizing the density scores on the nodes by superimposing it as a color on
a graph plot, and (3) using a k-Core procedure, removing nodes with the lowest density
score in order to converge to dense regions on the graph. The parameter θ can be tuned
by the user, choosing the desired size of the researched dense areas, but we also propose
a data-adaptive way for choosing a reasonable value of the parameter.
The application of the SoF density index to the task of searching dense areas on
graphs shows that it performs well, being able to recover all the high density regions –
corresponding to the center of clusters – on different graphs. Moreover, the correlation
results between the SoF density index and the true density (when available) are often close
to one. The SoF density index also gives more stable results than the strength regarding
the way a graph is constructed.
Finally, the SoF density index can be computed efficiently by inverting a n×n matrix,
where n is the number of nodes, leading to an overall time complexity of O(n3). However,
in the future, we probably could modify the proposed technique for working on large
graphs, as in [106]. Indeed, the Sum-over-Forests measure only depends on the diagonal
of the inverse matrix Z (this can be easily deduced from Equation (4.25). Moreover, the
matrix (I + L(W)) is diagonally dominant). In this case, scalable methods can be used
for computing the diagonal of Z (see, e.g., [39, 41, 153]).
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This chapter introduces novel ways to identify dense regions in a graph based on
(i) a divisive algorithm or (ii) a mode-seeking clustering technique, both relying on the
Sum-Over-Forests density index as a density estimator.
5.1 Review of density-based clustering
This section provides a short survey of the related work concerning density-based cluster-
ing.
Clustering on graphs, also called community detection, is a topic that received a lot of
attention recently, and extensive reviews exist on the subject (see for instance [47, 173]).
We will review here some of the most used clustering techniques based on density.
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DBSCAN [42] (Density-Based Spatial Clustering of Applications with Noise) is one
of the most common clustering algorithms. The key idea of that method is that for each
point of a cluster, its neighborhood of a given radius has to contain at least a minimum
number of points, i.e., the density in the neighborhood has to exceed some threshold.
Its definition of a cluster is based on the notion of density reachability, i.e., a point j is
directly density-reachable from a point i if it is not farther away than a given distance,
and if i is surrounded by sufficiently many points such that one may consider that i and j
are part of a cluster. j is called density-reachable from i if there is a sequence of i1, . . . , in
points with i1 = i and in = j where each ik + 1 is directly density-reachable from ik.
Note that the relation of density-reachability is not symmetric, so the notion of density-
connectedness is introduced: two points i and j are density-connected if there is a point
o such that o and i as well as o and j are density-reachable. So, a cluster must satisfy
two properties: (1) all points within the cluster are pairwise density-connected and (2) if
a point is density-connected to any point of the cluster, it is part of the cluster as well.
DBSCAN does not require the number of clusters in the data to be specified, and can
find arbitrarily shaped clusters.
OPTICS [6] (Ordering PoinTs to Identify the Clustering Structure) algorithm is based
on the DBSCAN method, and improves two major weaknesses of the original method:
extracting meaningful clusters, and cluster data sets well with large differences in densities.
To do so, the points of the database are reordered in order that spatially closest points
become neighbors in the ordering.
DENGRAPH is also inspired by the algorithm DBSCAN. Falkowski et al. [43]
propose an adaptation of DBSCAN to the density based graph clustering, with their
algorithm DENGRAPH. The intention behind it is to cluster similar nodes in a graph
into communities. The density-based approach applies a local cluster criterion. Clusters
are defined as regions in the graph in which the nodes are dense, and which are separated
by regions of low node density. To detect regions of higher density, DENGRAPH computes
neighborhoods which have a certain radius and must contain a minimum of nodes to be
sure that the neighborhood is dense. A node having such a neighborhood is termed a core
node. Nodes not having this kind of neighborhood are either border nodes if they are in
the neighborhood of a core node or noise nodes. In order to build a cluster, DENGRAPH
explores the graph by randomly picking nodes and puts all density connected nodes it
encounters into the same cluster. If a node is not density connected to the nodes seen
thus far, it is assigned to the next cluster candidate.
DENCLUE [65] (DENsity-based CLUstEring) is a clustering algorithm using a set of
density distribution functions. It is built on the following ideas: (1) the influence of each
data point is modeled using a mathematical function, called an influence function, which
describes the impact of a data point within its neighborhood; (2) the global density of the
data space can be modeled as the sum of the influence function applied to all data points;
110
Chapter 5. The Sum-over-Forests clustering on graphs
(3) clusters are thus determined mathematically by identifying density attractors, which
are local maxima of the global density function. Data points are assigned to clusters
by hill climbing, i.e., points going to the same local maximum are put into the same
cluster. A second version of this method, DENCLUE 2.0 [64], overcome the disadvantage
of DENCLUE, that is the used hill climbing may make unnecessary small steps in the
beginning and may never converge exactly to the maximum.
Mode-seeking methods are similar to the DENCLUEmethod, identifying modes (peaks
of density) on datasets, like the Mean Shift algorithm [80], which compute the modes of
a probability density function to find high density areas, using for instance Kernel density
estimation (or Parzen Window). Mean shift associates each point with the nearby peak
of the probability density function on the dataset. Then, for each data point, Mean shift
defines a region around it and computes the mean of the data points. Then it shifts the
center of the region to the mean and repeats the algorithm until it converges. After each
iteration, we can consider that the region shifts to a more denser area of the dataset.
These methods were originally intended to be used in the feature space of the data,
but adaptations to graph data were recently proposed [26, 43, 75, 94]. [75] introduced
the median graph shift for clustering a set of graphs, based on the concept of the median
graph, which can be defined as the graph that has the minimum sum of distances to all
graphs in the set. It can be seen as the representative of the set [73]. [94] presented
the graph shift algorithm for dense subgraph detection which alternates graph expansion
and contraction. In these two methods, a mode is determined as a graph among a given
set of graphs [75] or as a subgraph among the power set of a given graph [94], and their
mode-seeking is done by shifting from one (sub)graph to another (sub)graph.
In this chapter, one of the clustering method we developed is quite similar to [26].
Indeed they use random walks on a graph to define modes (modes on a graph are the
most frequently visited nodes among their local neighbors by random walks on the graph),
coupled with a steepest ascent procedure to form the clusters.
A few other non-density-based clustering method are also reviewed hereunder, as they
are used as state-of-the-art comparison in the experiments section.
Kernel hierarchical clustering [173] is an agglomerative clustering method gradu-
ally merging clusters. In a first step, a symmetric kernel on a graph is computed, such as
the sigmoid commute-time kernel. This provides a similarity matrix between the nodes
of the graphs, on which a hierarchical clustering is computed. The hierarchical clustering
algorithm starts with one object per cluster (the withinclass inertia is zero) and then
merges the clusters that lead to the smallest increase of the total within-cluster inertia.
The process is repeated until all the groups are merged together and belong to the same
cluster.
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The K-Means [100] clustering algorithm is a very popular method used in pattern
recognition, machine learning and data mining due to its simplicity and effectiveness.
Basically, it computes the center for each cluster and assigns repeatedly the samples to
the nearest cluster represented by the center. However, this method presents several
drawbacks: the obligation to give the number k of clusters as an input, and the algorithm
is in general not able to find non-convex clusters which makes the K-Means algorithm
inadequate for complex non-linear data. The Kernel K-Means [138] problem is an
extension of the k-means algorithm where the original data points are now mapped into
a higher-dimensional feature space via a kernel function (as for example the sigmoid-
commute time kernel). This “kernel trick” permits to separate non-linearly separable
data in the original feature space.
The Louvain Method [14] calculates a partition of a given graph that maximizes the
modularity (the modularity of any partition (clustering) measures the difference between
the total number of edges connecting vertices that share a cluster and what would be
expected in an equivalent graph with edges placed at random) by using the change in
modularity when discovering a new node and adding it to an existing community. If the
difference is not positive the node stays in the community it was assigned initially.
The following sections detail the two novel density-based algorithms, derived from the
SoF density index.
5.2 The SoF divisive clustering
The first clustering method we developed uses a divisive approach, i.e., the data is initially
considered as a single cluster and divided into several clusters as iterations go by. It is
based on a simple k-Core procedure: the SoF density index is first computed on the nodes
of the graphs used, and the nodes presenting the lowest density score are removed, along
with the adjoining edges. The number of connected components (which are subgraphs
where any two vertices are connected to each other by paths) is then computed. Starting
from a single cluster, the number of components grows quite fast, depending on the number
of nodes which are removed at each turn. The stopping criterion on this loop is to quit
the iterative procedure when the number of connected components diminishes, revealing
that we are starting to lose potential clusters. The connected components identified with
this procedure are then considered as “cores”, i.e., center of clusters. We then determine
the center of the “cores” as the node having the highest SoF density score. The clusters
are then build by assigning each node of the graph to the nearby “core center”, using the
KBoF similarity measure.
112
Chapter 5. The Sum-over-Forests clustering on graphs
5.2.1 Experiments
In this experimental section, the Sum-over-Forests divisive clustering algorithm is assessed
on several graphs.
5.2.1.1 Datasets
The performance of the clustering algorithm is assessed on the 10-communities datasets.
As a reminder, these datasets are artificial datasets we built: each one is made of ten
clusters, created using Gaussian distributions N(µ, σ), µ being the mean (the center of
the cluster) and σ2 the variance of the data. Each cluster is made of 500 nodes, lying in two
dimensions. The σ values are different in the two space directions, (x, y). These values,
called σx and σy are reported in Table 4.1 for the two sets: S1 with small overlapping
(i.e., with smaller σ values) and S2 with strong overlapping (i.e., with higher σ values).
5.2.1.2 Evaluation methods
As a first evaluation, we test the ability of the algorithm to recover all the clusters that
are present in the 10-communities datasets.
5.2.2 Results
The results of the divisive algorithm procedure applied on the 10-communities dataset
with small overlapping (10C-S1) are displayed in Figure 5.1 where a few steps of the
algorithm are shown. The subfigure displaying Step0 5.1(a) shows the original graphs,
Step6 5.1(g) illustrates the peak of the number of connected components found, while we
can see in the Step7 5.1(h) that the number of components is decreasing. The Step6 is
then the step where the cores of the clusters are identified, and from which the clusters are
formed. The final result of the clustering is displayed in Figure 5.2(a), where we can see
that all the 10 original clusters are recovered. The result of the same procedure applied
on the 10-communities dataset with large overlapping (10C-S2) is shown in Subfigure
5.2(b). However, when applying this procedure to the S4 dataset and removing the nodes
iteratively, a problem appeared: the densities of the dense areas computed with the SoF
density index are very different. Indeed, we can see on Figure 5.3(a) that 3 dense regions
are much more dense than the others (the color superimposed on the nodes is dark red).
Then when removing the nodes, the other dense areas disappear more quickly than those
three. Those three peaks are shown on Figure 5.3(c). We thus tried to put all dense
zones to approximately the same level of density, dividing the SoF index by its Laplacian-
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smoothed version (see Section 4.1.3.1). Doing so allows to reduce the contrast between
the dense areas, dividing the density score of a node with the one averaged with the score
of its neighboring nodes. This acts as normalization of the density scores. The results
of this procedure are shown on Figure 5.3(b) and 5.3(d), where the dense areas are now
more “equally dense”. We then applied this procedure before using the divisive clustering
algorithm on S-Set S4 dataset, and this let us recover all 15 clusters, as shown in Figure
5.4. This was not the case without the “normalization” step.
This algorithm led to promising results, and has an interesting property: it is indeed
able to discover the core of the clusters, and thus not only performs a strict partitioning of
the data. It is then able to perform partial clustering, for instance only selecting regions
of the graph were the density is sufficiently high. However, as our goal was to develop
a clustering algorithm being able to work directly on “natural graphs” (such as social
networks), we tested our divisive algorithm on those kind of graphs, but the results were
a bit deceiving. Indeed, most of the time, even when deleting many nodes, a lot of edges
remained on the graph, leading to few connected components. We were then not able to
recover the initial clusters, as with the artificial 10-communities datasets.
In order to overcome this problem, we then developed another algorithm, which is also
based on the SoF density index, but using a mode-seeking procedure to form the clusters.
This algorithm is detailed in the next section.
5.3 The SoF mode-seeking clustering
Our algorithm is based on a mode-seeking procedure [80], as used in the Mean-Shift
method, with the difference that it operates directly on graphs instead of the feature
space. This kind of method usually estimates the density on a dataset using Gaussian
mixtures or kernel density estimation, and then follows a gradient ascent procedure to
localize modes, which are local density maxima.
The first step of our SoF clustering algorithm is then to identify the modes of density
on a graph. The density estimation is done by computing the Sum-over-Forests density
index on each node. Then, starting from any node, a steepest ascent procedure is used,
jumping from the original node to the one of its neighbor having the highest density score.
This procedure ends when a local density peak (mode) is reached, i.e., when arriving on
a node having the highest local SoF density score (i.e., if the current node, which is a
local maximum, has no neighbor having a density score strictly superior, thus avoiding
any cycle to appear if two nodes have the same density score). The nodes to where all
the other nodes converge are identified as the modes. Those different modes are then
considered as the prototypes or centers of the different clusters on the graph.
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(a) Step0 (b) Step1
(c) Step2 (d) Step3
(e) Step4 (f) Step5
(g) Step6 (h) Step7
Figure 5.1: SoF divisive clustering on 10C-S1, constructed with 95-percentile threshold
method, and SoF’s parameter θ = 10.
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(a) 10C-S1
(b) 10C-S2
Figure 5.2: SoF clustering on 10C-S1 and 10C-S2, constructed with 95-percentile threshold
method, and SoF’s parameter θ = 10. Each cluster is represented by a color.
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Figure 5.3: S-Set S4 dataset with SoF density index superimposed. (a) represents the
original SoF density index, (b) the density index divided by its smoothed version, (c) the
original density index in 3D, and (d) the modified density index in 3D. Z-axis for (c) and
(d) represents the magnitude of the density indices.
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Figure 5.4: SoF clustering on S-Set S4 dataset, constructed with 95-percentile threshold
method, and SoF’s parameter θ = 10. Each cluster is represented by a color.
In order to form the different clusters, each node is associated to its corresponding
mode, which can be done in different ways. The simplest one is maybe to associate a node
to the mode it converges to, as computed during the mode seeking part of the algorithm.
Another way to proceed, which gives better results, is to compute a similarity measure
between each node and the different modes, and to associate a node to the most similar
mode. We tested several similarity measure, as the cosine similarity, the Katz matrix [79],
etc. The one showing the best results (detailed in section 5.3.2) is the KBoF similarity
measure described in Chapter 3.
This clustering method works naturally when the number of clusters is not known a
priori, but can also work when this number is known. Indeed, when the set of modes
has been identified, it can be restrained to the m clusters truly present in the data, by
selecting the m largest modes to where most of the nodes converge, and then applying
the clustering procedure. Obviously, this can only be done if the number of modes found
is greater than m. Moreover, in that case, the association of a node to a mode cannot
be done by assigning that node to the node (mode) it converges to, as some modes are
removed.
Concerning the complexity of the clustering algorithms, the main bottleneck is the
computation of the SoF density index, which has a complexity of O(n3). Indeed, when
using the divisive clustering algorithm, only few steps are performed in order to remove
the lowest density nodes, computing the connected components at each turn, which has
O(n + e) complexity, n being the number of nodes and e the number of edges [154].
The mode-seeking algorithm examines all n nodes as starting points, and reaches density
118
Chapter 5. The Sum-over-Forests clustering on graphs
maxima which may take theoretically (n − 1) steps, leading to an n(n − 1) complexity
(but in practice there are only a few steps from the starting point to the local maxima).
Those two algorithms then have an overall O(n3) complexity.
In summary, this clustering method has two main benefits: it does not need to know
the number of clusters a-priori (even if it also able to work when it is known), and works
directly on graphs.
5.3.1 Experiments
In this experimental section, the Sum-over-Forests mode seeking clustering is performed
on several “real” (i.e., not artificial) graphs.
5.3.1.1 Datasets
Five small to moderately sized networks data are used to assess the performance of the
clustering algorithm:
• Zachary’s Karate Club: A social network of friendships between members of a karate
club at a US university in the 1970s [176],
• Dolphins: An undirected social network of frequent associations between dolphins
in a community living in New Zealand [98],
• Football: Network of American football games during regular season Fall 2000 [116],
• Sampson’s Monastery: This dataset comes from an ethnographic study of commu-
nity structure in a New England monastery [134],
• Political Books: A network of books about politics published for the 2004 US pres-
idential election [81].
Table 5.1 displays the main features of those graphs. All networks have binary edges.
Monastery dataset used a +1/-1 edge weight in order to reflect the like/dislike relationship
between monks, but -1 affinities have been set to zero, in order not to have negative
affinities.
5.3.1.2 Evaluation methods
In the clustering task, the ground-truth clustering for each of the network used is known.
This let us compare the clustering obtained by the SoF method to the true clustering, using
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# nodes # edges # communities
Zachary 34 156 2
Dolphins 62 318 2
Football 115 1226 12
PolBooks 105 882 3
Monastery 18 33 4
Table 5.1: Characteristics of the five networks used in clustering task.
two different criteria: the adjusted rand index, and the normalized mutual information.
We compare our clustering method without the information about the number of clusters
to the Louvain method [14], and we also test the case where we give in input the number of
clusters, comparing with the Kernel K-Means and the Kernel Hierarchical clustering from
Yen [173]. Kernel K-Means is derived from the standard K-Means clustering algorithm
and is able to identify nonlinearly separable clusters, with the help of a kernel matrix.
Kernel Hierarchical clustering is a kernel version of Ward’s hierarchical clustering [167].
As these two latter methods need a kernel matrix as input, we use the sigmoid commute-
time kernel, with a parameter γ = 7, which has proven to give good results [173]. Note
that, in order to perform fair comparisons between the methods, we first perform, before
starting the clustering, a random mixing of the data, which may explain lower results
than in literature for some algorithms, especially for the Louvain method. In order to
measure the quality of the clustering obtained with our SoF method, we compared it to
the “true” clustering, as this was known for every datasets used. The Adjusted Rand
Index (ARI) was first used, which is an extension of the Rand Index [125]. This index
is a measure of the similarity between two data clusterings and can be defined as the
following: Given a set of n elements S = {o1, . . . , on} and two partitions of S to compare:
X = {X1, . . . , Xr}, a partition of S into r subsets, and Y = {Y1, . . . , Ys}, a partition of S
into s subsets, define the following:
– a, the number of pairs of elements in S that are in the same set in X and in the
same set in Y
– b, the number of pairs of elements in S that are in different sets in X and in different
sets in Y
– c, the number of pairs of elements in S that are in the same set in X and in different
sets in Y
– d, the number of pairs of elements in S that are in different sets in X and in the
same set in Y
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The Rand index, R, is then
R = a+ b
a+ b+ c+ d. (5.1)
The Rand index has however a problem when two random clusterings are compared:
they do not have a constant index, for example zero. [68] therefore introduced the adjusted
Rand index, based on the assumption that the process is the generalized hypergeometric
distribution, i.e., the ideal and computed clustering are selected at random so that the
number of objects in both clustering is fixed.
Another index was also used, the Normalized Mutual Information (NMI) criterion
[151]. Mutual information, which is a symmetric measure to quantify the statistical
information shared between two distributions, provides a reliable indication of the shared
information between a pair of clusterings:
NMI(X, Y ) = I(X, Y )√
H(X)H(Y )
, (5.2)
where X and Y are random variables described by two cluster labellings, I(X, Y ) denote
the mutual information between X and Y , and H(X) denote the entropy of X.
5.3.2 Results
The results for the adjusted rand index (ARI) and the normalized mutual information
criterion (NMI) are displayed in Table 5.2. The parameter θ for the SoF clustering method
is fixed to 0.1, as this value provides in all cases the best results. The results for Kernel
K-Means, Kernel Hierarchical clustering and Louvain method are averaged on 100 runs.
The SoF clustering is used together with theKBoF similarity measure to form the different
clusters.
On the Zachary dataset, we can see that the SoF clustering obtains a perfect score of
one in the two criteria, even when the number of classes is not provided. Kernel K-means
and Hierarchical clustering obtain good results, with knowledge of the number of classes.
The Louvain method finds three clusters (instead of two) and its result is quite below the
other methods. For the Dolphins dataset, results without providing the number of clusters
are essentially the same for the SoF and Louvain method. When the number of clusters
is known, the SoF method’s results jump to the ones of Kernel K-Means and above the
ones of Hierarchical clustering. In the Football case, where 12 clusters are to be found,
the SoF method identifies 11 clusters, and the Louvain method 6, which results in higher
score for the SoF. When the number of clusters is provided, the results do not change,
because the number of clusters found by the SoF is below the true number, and we cannot
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SoF+nbClust Kernel K-Means Hierarchical SoF Louvain
Zachary ARI 1 0.9252 0.8823 1 (2) 0.5943 (3)
(2) NMI 1 0.9067 0.8365 1 (2) 0.6360 (3)
Dolphins ARI 0.9348 0.9294 0.7537 0.4080 (4) 0.4293 (3)
(2) NMI 0.8889 0.8833 0.7014 0.6168 (4) 0.5985 (3)
Football ARI 0.5874 0.7709 0.8893 0.5874 (11) 0.3572 (6)
(12) NMI 0.7505 0.8669 0.9269 0.7505 (11) 0.6337 (6)
PolBooks ARI 0.6679 0.6703 0.6559 0.6679 (2) 0.5974 (4)
(3) NMI 0.6102 0.5706 0.5522 0.6102 (2) 0.5218 (4)
Monastery ARI 0.5352 0.4223 0.1088 0.2475 (8) 0.4686 (5)
(4) NMI 0.6548 0.5756 0.3579 0.6247 (8) 0.6332 (5)
Table 5.2: Adjusted Rand Index (ARI) and Normalized Mutual Information (NMI) values
for five networks. SoF+nbClust represents the SoF clustering method with number of
clusters in input. When the number of clusters is not known (SoF and Louvain), the
number of clusters found are given in parenthesis.
add artificially new clusters (in the Dolphins case, we only keep the modes which attract
the most nodes). Hierarchical clustering gives the best results on this dataset. For the
Political Books dataset, the SoF clustering obtains the best results in all cases, clearly
above the Louvain method, and slightly above the K-Means and Hierarchical clustering.
Finally, the results for the Monastery dataset show an ARI score inferior to the Louvain
method, but a NMI score almost equal for these two methods. When the number of
clusters is provided, the SoF clustering performs better than all other methods.
We also performed clustering tests on the 10-communities datasets. In the 10C-S1
case, the ten clusters originally present in the dataset are recovered, and this is confirmed
by an NMI (resp. ARand) score of 0.9408 (resp. 0.9422). In the 10C-S2 case, eight
datasets on ten are recovered, but as the assignment of the nodes to the corresponding
mode do not allow overlapping of clusters, the NMI (resp. ARand) score is here only of
0.6946 (resp. 0.5822), despite the fact that the algorithm identifies well most center of
the clusters.
5.4 Chapter conclusion
Two new clustering algorithms have been proposed: the SoF divisive clustering, and the
SoF mode-seeking clustering.
The divisive algorithm is based on a k-Core procedure, deleting nodes of the graph
used presenting the lowest density scores. Connected components are then identified,
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modelling the “cores” of the clusters. Clusters are finally formed by assigning each node
of the graph to the nearby center of a cluster. While leading to promising results, and
being able to recover “cores” of clusters, the inability of this algorithm to work on “true”
graphs (like social networks) directed us to develop another type of clustering algorithm,
also based on density.
The SoF mode-seeking clustering algorithm is based on a mode-seeking procedure,
identifying the modes as peaks of SoF density, and clustering the datasets using a forest
similarity between the nodes. This method performs well on the five networks shown here.
When the number of clusters is not known, this algorithm matches, and in some cases,
outperforms the Louvain Method, and even the Kernel K-Means and the Hierarchical
clustering. When the number of clusters is supplied, the results can greatly increase.
In the future, the mode-seeking procedure detailed in this work, using the SoF density
index, could be coupled to another clustering algorithm. Indeed, the modes identified
could serve as cluster prototypes given as input to, for instance, the K-Means method.
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Main research results
In this thesis, we were mainly interested in two problems: (1) comparing graphs, and
nodes of graphs, and (2) discovering dense regions on graphs.
The graph comparison problem already received a lot of attention these last years,
notably among the class of graph comparison methods called graph kernels. Those ker-
nels often compute similarities between subgraphs (walks, paths, trees,. . . ) to determine
an overall similarity between graphs. Based on classical kernels, we developed three new
kernels: (1) the Modified Weisfeiler-Lehman kernel, which is modification of the original
Weisfeiler-Lehman kernel [147] but using a Jensen-Shannon divergence to compare dis-
tribution of labels, (2) the randomized shortest-path kernel, based on the shortest-path
kernel [15] but here using a variation of the shortest-path distance introducing entropy
and authorizing more exploration on the graph, and (3) the graph-features kernel, which
computes linear-time features on graphs, building feature vectors which are compared
using a linear kernel. Although these three kernels provide interesting results, none of
them overcame the Weisfeiler-Lehman kernel in term of accuracy. However, the graph
features kernel was designed for its speed and thus surpasses all the other kernels in test,
and provides good results in terms of accuracy on three datasets on four.
The following chapter of this thesis introduced some new similarity measures between
nodes of a graph. Those new measures are based on the matrix-forest theorem from
Chebotarev [21]. The first measure developed, which is called the Bag-of-Forests (BoF)
similarity measure, assigns a Boltzmann probability distribution on the forests of the
graph, favoring low-cost (“small”) forests to be sampled at random. It is based on a simple
and intuitive idea: if two nodes are simultaneously present on low-cost forests, they are
likely to be similar. Two distances were derived from this BoF similarity measure: (1) the
BoF potential distance and (2) the BoF logarithmic distance, which are then turned back
again into similarities. Those measures are then tested on a semi-supervised classification
task on several datasets (9 Newsgroup and 4 WebKb Cocite) against state-of-art methods
(including Regularized Commute-Time KernelKRCT , Regularized Laplacian KernelKRL,
Bag-of-Paths (BoP) betweenness,...). The original BoF similarity measures do not perform
as well as the top methods (especially KRCT and BoP), but the SoF potential and the
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SoF logarithmic similarity measures give more than average results on the NewsGroup
datasets, and the best results on the WebKB datasets.
From the BoF similarity measure, we then derived a measure of density on nodes of
a graph: the Sum-over-Forests (SoF) density index. Our goal is to identify dense regions
on graphs, suggesting some community-like structures. Repeating the same procedure
than in the similarity measure, a Boltzmann probability is again assigned to forests. The
idea is also quite similar as above: a node receives a high density score if it is present on
many (preferably low-cost) forests. This density index, which depends on a parameter θ,
is assessed in several ways: (1) a visual way, allowing to check on a plot of the graph if the
dense areas are well identified, superimposing the density as a color on the graph plot; (2)
using correlations between the density scores of the nodes and the “true” density, which
is known for graphs we built; (3) a k-core procedure, removing the nodes with the lowest
density scores, and seeing if the procedure converges to the densest areas on the graph.
All these assessment methods show that the SoF density index is a promising density
measure, being able to recover all dense areas on several graphs. Using the θ parameter,
the user is also able to choose the desired size of the communities he would like to find,
going from large, merged communities to smaller ones. We also provided a data-adaptive
way of choosing θ, based on the skewness of the distribution of the SoF density scores.
Finally, using the SoF density index, two density-based clustering methods were de-
veloped. The first one is a divisive SoF clustering algorithm, working in a k-core fashion,
removing the nodes presenting the lowest density scores, and revealing iteratively con-
nected components, which are considered as the center of the dense areas on the graph.
Those connected components also serve as center of the researched clusters. The divisive
algorithm has however the drawback that if a graph is strongly connected, no new con-
nected components appears. The second clustering method is based on a mode-seeking
procedure [80], defining modes of a graph as peaks of density, which are here modelled
as peaks of SoF density scores. For those two clustering methods, the clusters are finally
formed by assigning each node to its nearest cluster center, using for instance the BoF
similarity measures. The clusterings delivered by the mode seeking clustering algorithm
are then assessed on several graphs for which a “ground-truth” clustering is known, and
the correspondence between the two is then compared using the adjusted rand index and
the normalized mutual information criterion. The main advantages of these developed al-
gorithms are that they works directly on graphs and they do not need a priori the number
of clusters (but these can be provided to improve the results). Given the results obtained,
we can state that the mode-seeking algorithm performs well on most of the datasets used,
compared to state-of-the-art methods like the Louvain Method, the Kernel K-means and
the Hierarchical clustering. When the number of clusters is not specified a priori, it equals
the Louvain Method, and sometimes the Kernel K-means and the Hierarchical clustering.
When the number of clusters is provided, the results can be greatly increased.
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Applications
As already stated in Chapter 2, graph kernels have important applications in bioinformat-
ics, and in particular in the classification of molecules. Indeed, the graph kernels (which
can be seen as a similarity measure between graphs) developed in this work could be used
to classify molecules with regards to their carcinogenic character or not, to select potential
good molecules among the millions created by combinatorial chemistry (see Section 2.1.2),
etc. The capacity to “screen” molecules via computers increases greatly the efficiency of
new drugs discovery, which may help companies to realize enormous savings.
The similarity measures between nodes of a graph, developped in Chapter 3, have been
applied to semi-supervised classification in this work. The aim of this type of classification
is to infer the unknown labels on certain nodes, knowing the true labels on other nodes.
The similarity measure between two nodes is then crucial to estimate if a node will have
a certain label, based for instance on the labels of its neighbors. It could be applied
in social network in order to predict unknown attributes about people in the network
(such as age, sex, political orientation, etc.). Other applications of nodes similarity are
the recommandation systems, where a graph is constitued of certain nodes representing
people and other nodes representing items. Based on a similarity between people nodes
(or item nodes), it is possible to recommend for instance an item that a person like to
another person which is close (where the closeness is quantified by node similarities) to
him. This is a very frequently used method in online merchant websites, such as Amazon
[110].
The discovery of dense regions on graphs is of primary interest in social networks,
telecommunication networks, etc. Indeed, the dense areas may suggest some community-
like structure, like group of friends, community of people with same political views, etc.
The SoF density index can therefore be used to reveal regions on graphs which are more
dense (here, nodes which belong to the same tree in a forest) from the other, or even
displaying the cores of dense areas, which are the densest parts of a graph. Moreover,
this method does not require an exact partitioning of the graph, and may even extract
only regions where the density is above a certain threshold, for instance only groups of
people who are strongly linked. In a marketing point of view, identifying dense subgraphs
on, for instance, telecommunication networks could allow to send to the members of the
community target advertisements, or to better design and target offers on special rates
for calling to a limited number of prespecified phone numbers.
Contrarily to identifying dense regions on graphs, clustering on graphs tries to produce
an exact partition of the data, whether the number of clusters is known in advance or
not. It can be used on social networks, or in customer segmentation, to group people in
clusters according to their age, sex,. . ., again to produce specific targetted advertisements.
127
General conclusion
When trying to index documents (as text, webpage,. . .), clustering algorithms can also be
used to group those documents according to the field they belong to (as the NewsGroup
dataset for instance). The tools developed here identify the densest areas on a graph with
the SoF density index, and use them as center of clusters, to which all other nodes are
associated according to their distance to the closest cluster center.
Future prospects
In the future, some research perspectives exist for the different new notions developed in
this work. The first could be an investigation of the SoF density index on large graphs,
as in [106]. Indeed, this density index has currently a time complexity of O(n3), and an
improvement of the computation time could lead to an application to graphs with large
number of nodes. A second perspective would be to modify the SoF index on directed
graphs in order to take into account converging forests instead of (or in addition to)
diverging ones. Two types of dense regions could then be revealed : sources (with high
outdegree) and targets (with high indegree). Thirdly, the SoF mode-seeking algorithm
could be used as a preprocessing step for other clustering algorithms which need to define
the number of clusters a priori (like the K-Means, for instance). The SoF mode-seeking
algorithm would then propose modes on the studied graph and the associated algorithm
would form the clusters.
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