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ABSTRACT
Analysing and predicting mixing in natural water bodies is of vital importance.
Computational Fluid Dynamics (CFD) is a promising way of making it easier and
faster to predict mixing in natural water bodies, yet there is still concern over the
reliability of the results produced. Investigating the applicability of commercial CFD
models for predicting mixing due to buoyant turbulent jets and the potential for
misleading results is investigated.
Experiments were performed on the buoyant surface jet and the heavy wall jet and
the data obtained were used to validate CFD simulations of the experimental set-ups.
Generally CFD managedto predict the pattern of the flow and the computedresults
compared well with the experimental data in most cases. There were howeverseveral
possible risks identified that could lead to misleadingresults.
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p Fluid density
Pa Ambientfluid density
T Shearstress
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ABBREVIATIONS
AIAA AmericanInstitute for Aeronautics and Astronautics
BC Boundary Conditions
BSJ BuoyantSurface Jet
CFD Computational Fluid Dynamics
CSO Combined Sewer Overflow
GCI Grid Convergence Index
HSJ HomogeneousSurface Jet
HWJ Heavy Wall Jet
RANS Reynolds Averaged Navier-Stokes
RNG Renormalisation Group
RSM Reynolds Stress Model
TKE Turbulent Kinetic Energy
VOF Volume Of Fluid
ZEF Zone of Established Flow
ZFE Zone of Flow Establishment
 
Investigations on the Credibility of CFD Simulations ofBuoyant Turbulent Jets
 
 
 
 
TABLE OF CONTENTS
PCN)WyELIEQVUREINTS occcececacodnehusaeianyuy Gsaieeipisa ov vansaveiiuseenorchnrnonvesnicenusunevanens I
FEBSTRACT «uiccincccccssnsasacsendendeasdcsponsbeaceactboneesbuceiadasabsosseseswucsvevsiveivopeteussssissass II
INOTATION 2o5sciccckeeeviesasecashaescdecw ae cesacesccscsusesdesccuereawcscedsscacdessdetevesesecscnessevecesces Ill
PRESERRRBVETOosocoasas se casaphsaneancciesaccgeedicyaseneddavedenvensevesddsiassedesdbesscivacissxssesesunes V
OEBO ©CyBianircskesecusestasasdduccnsansnsaxpuncscavnceadnkkaceccéuawexcnnensoaunchsendddnvendes VI
TESTOR FIGURESooo2vccccoecsacccSocsdodesdcescecssvoscsceccedtedecseecceescdscedsssvecescodeseeessseveXI
METSTORABEES oieccscicncs tooo cccccecesocoscsscssdsnesdsccsdbcesccoscovescesessedcosdseosesosencsoscesos XIV
LIST. OR PHOTOSsicccciccccscscesccssccaacsescecssccsvscevescsescesccccusescdswccssocsssessctecssecscocesevedeXV
CHAPTER 1. INTRODUCTION AND BACKGROUND......sccccssssssssccccccccccecccesees 1
1.1. Mixing in Natural Water Bodies.. 1
Natural Mising iii Psttiaries ....n... cainccnaamanoeaneemaanes 2
1.2. Pollution of Natural Water Bodies 4
1.2.1 Types Of Pollution...cece ececessceseesseessecsseeseeesssesesesssessseseseseseseeeeaeenaes 5
1.2.1.1 Diffuse (non-point) Sources of PolUtion.........cececece eeseeteeeteeeteeeseeeeeees 5
1.2.1.2 Point Sources of Pollution ..................c.ssesssssosscsacccsscascesecesnvoeossecsessssssesaseveuses 5
1.2.2 Pollution in Estuaries ................ccceecccssccccessecccesccceusesceeeceeeeeceseeeeceseseeees 7
1.3. The Role of Density in Water Mixing 8
1.4. Scope of Present Research 9
1.5. Thesis Structure 10
CHAPTER 2. THEORETICAL CONSIDERATIONS ON TURBULENTJETS.... 12
 
2.1. Turbulent Jets i
2.1.1 Definition of a Turbulent Jet oo...cccecsseseeeeeeeeeeeeeeeeeeeeceseeseeseeeees 12
2.1.2 Applications of TurbulentJets.............cssesssssssesssssesensersossersoersoneassosnes 13
2.1.3 Basic Characteristics of Turbulent Jets .0..........eeeeeeeesseeeeeeeeeeeeseeeeeeeeeees 13
2.2. Turbulence 16
2.2.1 Definition Of Turbulence........ciccccciscccccacvscsnenensacvansverrsescevevsecoesverrvesereoees 16
Dadnde The Reynolds Numbet.............cccccsscsssesseseessesesseesneenessessesseseeseeenasessonss 16
22.5 The Navier-Stokes Equations...........ccccccsssseesseesseeseeeseeneeneeneeteeeneeeneees 17
vi
Investigations on the Credibility of CFD Simulations ofBuoyant Turbulent Jets
 
 
 
 
 
 
 
2.2.4 Solutions for Turbulent FIOWS 00.0... cccccccceseeeeseeeeeeneeeeeeneeeeesteeeeeeaeeeees 18
2.3. Buoyant Mixing......... seseecscecsscssesesesssesssessecses 18
Pedal The Righardsen NPsree scmcennevecsemreemmconenaeneecimsmammennenmensaesenses 19
2.3.2 The Densimetnc Provide Number ............cs-ciscccsssaiensecescamssesamemasensan 20
ZA. ‘Types 0f Jets Studied sisccsssssccsssssesnesssesrsoussevsnnssnnvensasesnnsenvesesesnvessovenvesenesvesoes 20
2.4.1 The Plane Surface Jet and the Buoyant Surface Jet...eee20
Physical Processes of Bucyaitl SUTms66 JC08 sii ccasmacssmmussenenesmecmamnanranncanes 22
2.4.2 ‘The Wall Jet atid Heavy Weal Jets) io cciis cscs ca ssnss is seseaes scares anena canoes sanersan 23
Physical Processés of Heavy Wall Jetssi: scciscssscsssacevossesoeseansssosrvscaraevssvrssvensoreevsaaecsevnes 23
2.5. Review of Previous Studics...............ccccscscssssssssssssscssscessserscsescerssenseenseenee 25
adil Buoyant Surface Jet Experimental Study Overview............c:ccceeeeeeees 26
2.0.2 Heavy Wall Jet Experimental Study Overview ............ceecesseeeseeseeeeeees 28
CHAPTER 3. CFD LITERATURE REVIEW AND THEORY.......csccescssesesseeee 32
3.1. Introduction to Computational Fluid Dynamics..................ccssesssesssesees 32
3.1.1 Applications Of CFD .00... cece eccsccsscssceseesecsscsesesessecseseseeseseeseseesesaeenes 32
a.1.2 CFD Element..0.........ccecccccceseceseseceeseeeeeeseeeesaeeecsseeecssseeeceeseeeeesseeeeeeessees 33
(a) PYLe-PLOCESSOM........cesccesceeceeneeeseeseeeseeeeeeseeeseeseeesecseceaecsecesecesecseesseesseseseseseenasenseegs 33
(b) SOLVER ......000scccssssveccsssennnncecenssanessenencosestesnanecessnsavessenvanssason sia abs neabenbeisessevye tees 34
(c) POSEPTOOESSOFsis:cscs ncccmcas me ermananrmmenemenemMONNNMEERRMENRERER 34
3.1.3 Advantages of CFD Compared to Experimental Approaches............... 35
3.2. Grids..... 10 3D
3.3. The Finite Volume Method 36
3.4. Basic Equations............ccscsccsseccssssscsscccssccoescvvessccossovessovessoscssosssncssancssnsscnnsass 37
3.4.1 The Conitititity Equation.iscsinacecmmnansmamameeosscmewseanes 37
3.4.2 The Momentum Conservation Equation ...........cccccccsesceseeeseseeeeneeeeees 38
3.5. Boundary and Initial Conditions.................cccceccsesscescesscessessscerssescsnsees 38
3.5.1 Inlet Bontiidary CONGONS sssciscansccesescseseommscisemmennsennmenvcaceveneess 39
ae Outlet Boundary Conditions5. ..0sc0. assess cana wcntowmeamaixceseenassaasaese 40
3.53 Wall Boundary Conditions... ceeeescesseesseseeeseeseeeseeesseesseenseeeseens 41
3.5.4 Constant Pressure Boundaries...........c:ccesesceesseeesssecesssseeessseeeesseesesaes 41
3.5.5 Symmetrical (Of Axis) BOUNGAIS sisscnncsecenmermnerrercceserecmcrremerees 41
3.5.6 Periodié Boundaries.......sssscsinnomannamcmamnamnnaomnemaeammaene 42
3.6.  Turbullence Modells................ccccccccsscccsscccvsccccoscccoscccescccescccssccsesscssssccssssssncss 42
3.6.1 Spalart=AMatas ccna scesssnsmsnaaenaversancesssmmasoassesenreenancennexemneerenvaemenrers 43
3.6.2 TG -8 Mdes. ........0usnesanneanivaniihiihs iaitiiasEEERORRTNRTECS 44
(a) The Standatd k-&.MOG6] sic: scssseeecerecses esse coveaseereneterasseasccecoveeceuerenseeneeeoeeceseeveseses 44
(b) The Renormalisation Group (RNG)k-¢ Model..........ccccececeseeseeseeseeteeseeeeeeees 44
(c) The Realizable k-¢ Model..........cccccccccccccccccecessesssnnseeaeceeceeeceeeeeessseesnsaeeeeseseeeees 45
3.6.3 THe KH MOG61S ceccnesceccrerescresrercvesevenounanseoawnnsnnanennansonan disse ts dANSiNKT 45
(a) The Standard k-@ Model .........ccccccccccsscccccesssecceeeeeneeeeeeesseneeeseessaeeseessenseeeeeessaes 45
(b) The Shear Stress Transport (SST) k-@ Model..............csscscsssssescesesereseesenseesees 45
3.6.4 The Reynolds Stress Model (RSM).........:csscsssstsrssrseseeeeeseesseesessesoneeees 45
 Vil
Investigations on the Credibility of CFD Simulations ofBuoyant Turbulent Jets
 
 
 
 
 
3.6.5 The Large Eddy Simulation (LES) Model .scccsssevsisvasosesencsersessseovasenvesns 45
3.6.6 Turbulence Models’ ComiparisOt... ss.isia saci sp sossosa.sssavaa crows onsen senaame vexesenee 46
3.7. Multiphase Models - 47
3.7.1 The Volumeof Fluid (VOF) Model.................sssscccssssssscssssssseceetsessensees 48
3.7.2 The Mixture Model ............cccecesceeseeeeeeseeeseceeecsseesseesseeseeesseeseeesesenseeeaeees 48
oe) Whe Palenate WIGGSorc cxecemencanncnnsesesoremesmemeranmmesmereraenmmnnsoaasas 49
3.8. CFD Analysis Process 49
3.9. Uncertainty and Error in CFD Simulations 51
aod Definition of Uncertainty 0.0.0... eeceeeeseessecsseeseeessceseesseceeseseessssseeeeseeeees 51
3.9.2 Dehn Of BROTsensescmenmerasereneMENTceRERMSE 52
3.9.3 Classification Of ELrors ............cs0scecssesensnnesontstdstendasssisnise ianensnseaasoanes 53
3.9.3.1. Physical Approximation Error and Physical Modelling Error..................++ 53
3.9.3.2. Computer ROUNG=O£f Estsscsiccccsccsssssssrsscescesccveecosnessevercovnessesenvoonesneaeneonsoses 54
3.9.3.3 Iterative Convergence Error... eeeseesessseesseeseseecsssessesseseeesseseseeneeeneees 54
3.9.3.4 Discretization Error..........cceeeceecesceeseeeeeeseeeeeeseseseeeeesecsssesecssssssssseesseessaseeeegs 55
3:90.35 UseF E00cccccsccssccscearneainsasenvmsrsemimisnensrserevies esemance 55
3.10. Verification and Validation 56
3.10.1 Verification ASSCSSMENL............ cee eeeeeeeeeseesseeseeesseesesessesseeeeseeseeeseeeseeens 57
$102 Validatict ASSESSiNOIEisis csciasncummciamomeancuramamssemmmmmeonee 58
3.10.3 Grid Independence (Convergence) Study 0.0.0... cceeeeceeeeeseeeeeeeeeeeeees 59
3.10.4 Grid Convergence Index (GCI)...eeececceseeceseeeeeeeeeeeeeeseesseeeseeeees 60
CHAPTER 4. EXPERIMENTS ON TURBULENTJETS.....sccsscsscscssrcsssssssscsneses 63
4.1. Experimental Arrangementand Instrumentation.............csssssssssessesees 63
4.1.1 The Experimental Amangenient <ccssssssnnnsmnmncnnarmanecemennn 63
4.1.2 TNStCUMENAUOR ...-..00orresncarenenvenesmranenannaconnnetsiiemnbiaisnsindiia se SDici i siisih aneTaws Nahi 66
4.1.2.1 Velocity Measurements «0.0.0.0... eeeecesseesceeseeseceseesseesseeeessessseseseesseseseseseaeeees 66
4.1.2.2 Density MEAaSUPEMENIS ..cc.iscccsscsccsenssercsasesccesevcerrenceetessrvesveneentessenseeesnetateets 68
4.1.2.3 Depth Gauges...eeeeeceescccesecesseessecssscessecsssesseessseseeessseseseessseeeseeenseesegeeey 70
4.1.3 Measurement Methods...............eesscceceesseeeeeeeessseeeeeseesseeeeeeessesseeesessaaees 70
4.2. Problems Encountered 72
4.3. Experiments and Results 74
4.3.1 Experiments on the Buoyant Surface Jet (BSJ) .........:cccseseseeteeteeteees 75
4.3.1.1 Experimental Run 1 - BSJ Loo.ececeeeeeeneeneeneeeeeneeneensenseseeaesaeeaeens 76
4.3.1.2 Experimental Run 2 - BSJ Too.cceeceseesseeneeeseeneeeeenseseeeseenseeneeees 78
4.3.1.3 Experimental Run 3 - BSJ TD...eecesecneeneeeseeneesseeneesseenaeeneeeneeees 80
4.3.2 Discussion and Comparison with Studies on the Buoyant Surface Jet.. 80
4.3.3 Experiments on Heavy Wall Jet (WJ) sssssssnssssssvsasneveencnsssenenensorevens 84
4.3.3.1 Experimental Run 4 = WWII cvcccssccccseccoccsssecssxensserserseeasecornecnes crnssecesnneneoncene 85
4.3.3.2 Experimental Run 5 - HWJ UL... ecececeesseeseeeeeeeeeeeeeneeneeeeeteseaetaeeas 87
433.3 Experimental Run 6- HWILL..........cssssdsscmmancnmcsmenmesmannan 88
433A Experimental Rut 7 - HW) [Vwsssscsnscrsessnnssverccreseenneeneccnesvenssnvessseresecesenes 90
4.3.3.5 Experimental Run 8 - HWJ Vou... cccccesceeseeseeeeteeseeeeeeeenesaeeeseetaeeessesseeens 91
4.3.3.6 Experimental Run 9 - HW] VL............scsssissssssnovssnonnensennsneassneosnerennenconeveens 93
4.3.4 Discussion and Comparison with Studies on HWJ...........:cccsceseeseeeees 94
 Viil
Investigations on the Credibility ofCFD Simulations ofBuoyant Turbulent Jets
 
 
 
 
 
 
 
 
4.4, SUIIAY......... sscesccsssccsccccsccscccccsccsscccscsccsssscsccssscssssscsssscssscsssssessscssscsssssesenes 98
CHAPTER 5. CFD MODELLING OF BUOYANT TURBULENTJETS.......... 100
5.1. Setting up the CFD Analysis............ .100
5.1.1 MOnitOHNe ViatiADIGS sannsnccmevesrsmmenmnnnaumanemmrarmnaemmenmmnmnaeTE 100
5.1.2 POETICS ecm mnnneneaneventanssinmmnvansninmannntanansnanannwinaanmaiadinsni saith isosTdi aed 101
Ds lod Approach to Model Construction.........cccccecceseessceseesesesseesseeeseeseeeees 103
5.2. Problems Encountered................ssessssessees .. 103
5.3. Initial Trials. 105
5.3.1 (STIG RESGIUTOM ...voneeserrenmnnncanercavancnnnnnn rsnnnnsnsitiisia mnt dni isii Shei sa Rune came 105
Joie Effect of the grid size on the Solution ..0....... cece eeeeeesecesseeesseeeeeeeees 107
5.33 Gifid CONVERGENCE so ccxcenunueenamerenmneemnnccemuncsmnsancnemmeesnsmumnmusszsonee 109
5.3.4 Boitidary CORCINGNIS oss issn. i000 snsssn sessacessaremermoMeammemnmens rue: 113
5.3.4.1 Inlet and Outlet Boundaries...............cceccsseeeeceesseesensasessosecescteonseseeesonsnssnes 113
5.3.4.2 Wall Boundaries ............ccceecceesceesceceeeceneceeeeeeeeseeeeeaeecseeseaeessseeessessasensesenges 113
5.3.4.3 Free Water Surface Boundary. ............eceeceseceseeeeeseceeeeeeeeeeesesseeeseeseesseeees 113
5.3.5 Turbulence Models...........ccccccessseeceeseeesseeeesseeeeeseeecesseeeeeseseessseesesaeees 115
5.3.6 Summaryof Results of Initial Trials 2.00...ceceeee eeeeeeeeeeeeeeees 122
5.4. Homogeneous Surface Jet Modelling................cscccsssssrssercsecseesseecesseenes 123
5.4.1 Velocity Profiles........ eee eeeeeseesseeceseeceseeceseecsseessseeesseeesseseesesesseeesseeeeas 123
5.5. Homogeneous Surface Jet Model Performanceec .............secccessssserseeceees 126
5.6. Buoyant Surface Jet (BSJ) Modelling ... 126
5.6.1 Multiphase Model ssicconscnimscsonensmanexsminananiccmmemacessaurounmcersnseresveare 126
5.6.2 DGHSIEY PHOTIES ....00ncsavenonnsasnnnnnin isitti SAasite Soin NAT Aa ntise cnaeRiS SERENATA 127
5.6.2.1 Simulation 1 - BSD Ls ccscscevesseesssesassusavesevwssenscacas sanssasescerseessonoverssvennseseevene 127
5.6.2.2 Simulation 2 - BSJ ID oo... cc cccecescceseeeeneceeeeeeeeeeeeeeeeesaeeeseeseseeeseeeeseeseeeees 129
5.6.2.3 Simulation 3 - BSJ TD oo... ececceeeeneeeeeneeeeeeeeeesaeeeeseeesesseeesseeesseeeeeeeaes 132
5.7. Buoyant Jet Model Performance................cccccccceecccesscesrscesrscssrscssssesensees 134
5.8. Heavy Wall Jet (HWJ) Modelling 137
5.8.1 WelOCIEy PROTIES....u0scconannonnesnsinann sini tiSi Dice SosaiNSSAS EARNER 137
5.8.2 Density Proviles. cc caves sconvsvemsvecasonsennerensannsnnnenneninsaiiinsn iis ib Gil JRSM 140
5.8.2.1 Simulation 4 - HW] Lo... ceeceesneceeneeeesneeeesseeeeeseeeseseeseeseeeeseseesensaeeeeea 140
5:8.2.2, Simulation 5 - HWUssscscccccsssesecsrvseceserecccsasnissrssessscsrecesscevsncovepeseecoreees 142
5.8.2.3 Simulation 6 - HW] IID oo...ceceeeeeeeeeeseeeeeeeeseeeseeceeeessesesseesensesesseesseee 143
5.8.2.4 Simulation 7 - HWJ IV occeeceeeseeeseeeseeeeseesseseeseesssseesseeesseseeeesseeeneees 144
§.8.2.5 Simulation 8 - HWV. csccsscssccssscecevscressscsscessssseseosvesestoeseresserssscesneresvetees 146
5.8.2.6 Simulation 9 - HWJ VI uu... eeeeeeeeeceeseeeeseeseseeeseesseeceeeesasesssseeseeeeseeeeseees 148
5.9. Heavy Wall Jet Model Performance 150
CHAPTER 6. DISCUSSION AND CONCLUSIONS......sccssscsssssssssssesseesseseseeses 151
6.1. Discussion and Recommendations 151 
 1X
Investigations on the Credibility of CFD Simulations ofBuoyant Turbulent Jets
 
 
 
6.2. Conclusions seccccccccccccscccccccccccccccccccccccscccccccccscccccccccscsssesccsseeeeeees . 157
APPENDIX A VELOCITY METER CALIBRATION CHART.........ccccccssssceeees 159
APPENDIX B EXPERIMENTAL MEASUREMENTS.......cccccccccsscsccccscccccecccees 160
B.1 Buoyant Surface Jet Experimental Data..............csscsssssssssssssesssreserseeeee 160
B.1.1 BSJ Liccecccccccccccecccccsccecccecsccecsccessccessecesseccaeceesecesecescceasecsaseesnsecensesenseeens 160
B.1.2 BSJ [Lnncccccccccccccscccecscccssccecccesscecsecessccessecececeeccesccsseeeesscessseessscessscesssees 161
B.1.3 BSJ TDD oo. ccncocseescevesescesorcevssscecessneinsseseinasamsibeasenuid lasei cated dewulsea se assatwesss sees 162
B.2. Heavy Wall Jet ExperimentalData.. ... 163
B.2.1 FLWI I. ceceeeccocweeccevecnrecvesescevesseceneseeeasenevncwnnsnnwancibiladaecie daisdle st sees sanenes poueven se 163
B.2.2 FW[Lines cceccccccccccccccccccceccceccceseccecceescceseccessccssaccsscceaseceasecesecessecenseeenes 165
B.2.3 HW) TUDnnn.eeeccceseccccesccccesccccsssccceesccsseucscsseuessseuescssseeeeeeeenecees 166
B.2.4 HW] IV uous. eecccccecccccccscccccscccccccccccssccccnscsccccenccecauscceeeccseeesssseececeeeescsees 167
B.2.5 HW]Vii.eeccccceeeccccsscccccsscccccusccccessccccseccccsssccceesceseusecseuesceeuseceeeeceeeees 169
B.2.6 HW] V1 oun. cece cccccccccccsccccccsccccccccccccssccccnssccccnssececeusccceuucccssenscsseeccseesesees 170
APPENDIX C BSJ II PHOTOGRAPHS OF THE INTERFACE DEVELOPMENT
171
APPENDIX D GRID CONVERGENCE STUDY CALCULATIONG......ccccsesseees 173
REFERENCES......cccccccccccccccscccccsccccccccccccccccccccsccscccsccccccescccccescscceescsccsesscccesscces 177
 
Investigations on the Credibility of CFD Simulations ofBuoyant TurbulentJets
 
LIST OF FIGURES
Figure 1.1: Diagram of Mixing Processes in Coastal Regions...........cecceceeseeseeseeseeeeeeeeeeeeseees 4
Figure 2.1: Schematic of a Turbulent Jet and its Downstream Development.................0:005 15
Figure 2.2: Characteristics of a Plane Surface Jet...ce eeeeseeseeseeeseceeeseeeseeeeeeaeeeeeeseeeaees 21
Figure 2.3: Characteristics of a Buoyant Surtace Jet scsississscssssissscowesnssscanaxenessaxersnnsacsnvaveexeves 22
Figure 2.4: Characteristics of a Heavy Wall Jet...ccccccesescseeesceseesssesssssessesssaseeeeneees 24
Figure 2.5: Characteristics of a Gravity Driven Heavy Wall Jet ........ccccccecceseesseseeseeeeeeeeees 25
Figure 2.6: Normalised Velocity Profiles of Buoyant Surface Jet...ccc ceeeeeeeseeeeeeeeees 27
Figure 2.7: Experimental Observations of Buoyant Surface Jet oo... ceceeee eseeseeseeneeees 28
Figure 2.8: Velocity Profiles for Plane Wall Jets...ccc ceeeecesceecsseseeseeeseeeeesesseseseeseeeeas 30
Figure 2.9: Dimensionless Temperature Defect Profiles for Plane Denser Wall Jets............ 31
Figure 3.1: CFD Simulation Process Stages ..........ccccescesccssssscssesscsscsesssseesesceseesessesesseseaeeaee 33
Figure 3.2: Grid Types .......ccccscescsscssseseeseeseeseeseceeeseesececsecsecsecseceeesceessssssesseseeseeseseesessesseaeenes 36
Piste 2.3: Soemane Of Dicer20GG0pecs esmeveneneroneerseneremrenrerareeuneennewenescerees 37
Freie #15 PR5gtAsoccernceoeroesam-evancnmenewnemmene merrier eenanmareporanr meres 64
Figures 42: BS] T= Density Profiles scccsssccxsesnsaneesecres cemrenrnencnmnm eens mxenenescees 77
Fipure 4.3; BS) IL= Density Protiles .cccccanncmaumsmemncremmncnmeeewo 78
Figure 4.4: BSJ II - Migration of the Interface with Time.............cccceceeseeseeseeseeseeteeseeeeeeneees 79
Figure 4.5: BS) TI « Density Protassncssssseccncccnenmoemmeancnemmeanmomernerna 80
Figure 4.6: BSJ I - Dimensionless Buoyancy Defect Profiles..............:cccccecseeseseeseeseeeeeeteeees 83
Figure 4.7: BSJ II - Dimensionless Buoyancy Defect Profiles ............:ccccccsseeseeseeeeteeteeeeees 83
Figure 4.8: BSJ III - Dimensionless Buoyancy Defect Profiles.............c.ccccccseseseesseeeseeeeeenes 83
Figiite 49: HOW1 = Detity PEGGl6ssssccacceancnneeneernosemnenrEes 86
Figure 4.10: HWJ I - Velocity Profiles 0.0... cece cceescessceeessessecesecesesnssssesesesesesneeeeeeseesseenees 86
Figure 4.11: HWJ IL - Density Profiles ......... cc cceccccesseseeeseeeseenecesecesecnsesseesaeeseeseeeneeneeeees 87
Figure 4.12: HWJ II - Velocity Profiles...........cccccceseeseeeseeseesseeeeseeseeseesessseeseeseeseseeneeeeeeneey 88
Figure 4.13: HWJ II] - Density Profiles...........ccceccceseeseeseeseeseeneeseeneeeeeeeeeeeneeeaeeneeneeneseeeeaeeas 89
Figure 4.14: HWJ IV - Density Profiles ..........cccccccccccseeseeseeeeseesesecseneeseeseeseneeeessecseneeeesaeeaeees 91
Figure 4.15: HWJ V - Density Profiles (t=6 MIN)............:cccseeeseeseeeeeeeteeeeteeteeeteeneeeteetaeneeaes 92
Figure 4.16: HWJ V - Density Profiles (t=16 Min)...........ccceeseseeeeteeteeteeeeteteeeeenereeteeeeeeeaes 92
Figure 4.17: HWJ VI - Density Profiles (t=6 Min)............ccceeseeeseeeeeeeeeeeneeeenenersenenseeeteees 93
Figure 4.18: HWJ VI - Density Profiles (t=16 Min)..........ccccceseseeseneeeeeeeeeeeneneeeeteneeseteeseeees 94
Figure 4.19: HWJ I and HWJ II Normalised Velocity Profiles..........:.:scceseeeeeseeeeteeeee 95
Figure 4.20: HWJ - Dimensionless Buoyancy Defect Profiles............:c:ceseeseteeeeeeeteeeteens 97
Figure 5.1: Influence of Convergence Criterion on the Solution (HomogeneousJet)......... 103
 XI
Investigations on the Credibility ofCFD Simulations ofBuoyant Turbulent Jets
Figure 5.2: Detail of Grids. Used (at the: [016)sccccssssesneanarserexearumarenmanaosmnermmnmenns 106
Figure 5.3: Plane Surface Jet - Velocity Profiles at Different x Stations from the Inlet
(Coarse, Medium and Fine Grid Sizes, h1>h2>h3)...........eccesceeeseeeseeeeeeeeeeeeeeeesseeeees 108
Figure 5.4: Chosen Grid (h2) vs Extrapolated Velocity Values............cccseseseeseeseseeereesees 112
Figure 5.5: Comparison of Wall and Symmetry Boundary Conditions for the Free Surface
BOUNGALY............:seccerceorsonssnnroncesnsousssvenasssocarsconsansconsconnssiisnainsinsstsiiss 5asKeswan¥e chURTOTSTSITORIITR 115
Figure 5.6: Comparison of Velocity Profiles Obtained with the Application of Different
Turbulence Models (k-s, k-@ and RNG k-€)........cecccecessecsssceeeeeceeeeeeseeeeeeesneeeenneeeeaes 117
Figure 5.7: Comparison of Normalised Velocity Profiles Obtained with the Application of
Different Turbulence Models (k-¢, k-@ and RNG K-E) ......ceeceeececesteceeseeeeeseeeeeeeeeees 119
Figure 5.8: Comparison of Jet Development with the Application of Different Turbulence
Models (k-¢, kK-@ and RNG K-€) ......ccceeccccesessscesecenceceaeceneeceeeeeeeeceaeeeseeceaeeseeeesaeeesseeeaes 120
Figure 5.9: Comparison of the Jet Width Obtained with the Application of Different
Turbulence Models (k-¢, k-@ and RNG k-€) ......eceeeceeeceeeseceeeeeeeeeeeeeeeeeeseeseaeenseeenseeeees 121
Figure 5.10: HomogeneousSurface Jet - Velocity Profiles at Different Distances from the
DANO sa.ssasecs c0sceneensnscnanerer aman aenereceaneneraenarNEERERARER ERENTEOINNERS 124
Figure 5.11: Computed Dimensionless Velocity Profiles vs. Experimental Data (Chu and
Vaal — 1976)siscccscnnncnnnnmenaceenREETNNER 124
Figure 5.12: HomogeneousSurface Jet - Computed vs. Experimental Jet Velocity Field
Developiel.ssi2:encemmenncmecnexemnear emo125
Figure 5.13: HomogeneousSurface Jet - Computed vs. Experimental Jet Width............... 125
Figure 5.14: BSJ I - Experimental and Computed Density Profiles at 5cm from the Inlet.. 128
Figure 5.15: BSJ I - Experimental and Computed Density Profiles at 30cm from theInlet 128
Figure 5.16: BSJ I - Experimental and Computed Density Profiles at 160cm from theInlet
<acortireeratarevereDeansnaETEeN nearer 128
Figure 5.17: BSJ II - Experimental and Computed Density Profiles at Scm from the Inlet
(t=15 MIM)...eee cccccccsceseesecsecseesecsecseceeceecseseecsecseesecsecsecsecessessessesscsessessessesesaseeeeaeeaeegs 130
Figure 5.18: BSJ II - Experimental and Computed Density Profiles at 30cm from theInlet
CTS Ioe cccese pacer zezeneener cere sen cravoevsncxwncanenconnanesenmnmsensansnsanannanns iitiiith SitaiiisWRENS 130
Figure 5.19: BSJ II - Experimental and Computed Density Profiles at 160cm from theInlet
CLS: IE) vsecrneonrneseantennsenemnenorense vanvansensoneanenncionannmananensannnssiininilitii iki AS35S SIeoRTea CSA 130
Figure 5.20: BSJ II - Experimental and Computed Density Profiles at cm from the Inlet
CBO TA)ec carr reer nen eeeesureemennreoneneansinnanenenenannnannnnscninnsiniibiaiinivS8N St SSR RDN ERA AR 131
Figure 5.21: BSJ II - Experimental and Computed Density Profiles at 30cm from the Inlet
OBO TTToricnccssvesnensexeenvancemneenerererrsaconeeseeecanronrnecnnn nencunenaneenstla 5a Sne¥RESERERESAGR SIA RRSERISEICER 131
Figure 5.22: BSJ II - Experimental and Computed Density Profiles at 160cm from the Inlet
(130 TMTH) pceresevseccssoensenncceercenensnseerseronsenesusenenensonen nennanans anatittt Sta tii VSA0SEaRORERTONO MaNUNED ANNE 131
 xi
Investigations on the Credibility of CFD Simulations ofBuoyant TurbulentJets
 
Figure 5.23: BSJ III - Experimental and Computed Density Profiles at Scm from the Inlet
15 BI)scsossweasssmanscecnmsnneaessusns seein se sca: ceersinesaEROSALRRRINIES 133
Figure 5.24: BSJ II - Experimental and Computed Density Profiles at 30cm from the Inlet
ES SURI)i.nissinsasRTSKSREEITER 133
Figure 5.25: BSJ III - Experimental and Computed Density Profiles at 160cm from the Inlet
ETS GANG)an cececxmmmnnoirn co nnmenrnracrnn nanan nainninesscnsonimosinnrs an SGCINAAES 133
Figure 5.26 Effect of the Turbulence Kinetic Energy (TKE) on the Mixing Time (BSJII -
Sem after 15 MIN)...cece ccccsssccccesessseeeeeeseeeeecceseeeeeeeeeaeeceeecaeeeesseeeaneeeeeeeeeeeeeess 135
Figure 5.27: Detail of Grid Refinementat the Wall Boundary.........0..0cccceceeeeeeeeeeeeeees 137
Figure 5.28: HWJ I - Variation of Maximum Jet Velocity with Distance.............:ccceeee 138
Figure 5.29: HWJ I - Experimental and Computed Velocity Profiles.......0....cccceeeeeeeees 139
Figure 5.30: HWJ II - Experimental and Computed Velocity Profiles............0.cceceeeeees 139
Figure 5.31: Typical Velocity Vectors for the Heavy Wall Jet..........ccccccceceeesseseeeereeees 140
Figure 5.32: HWJ I - Experimental and Computed Density Profiles (t=15min)................. 141
Figure 5.33: HWJ I - Experimental and Computed Density Profiles (t=30min)................. 141
Figure 5.34: HWJ I - Experimental and Computed Density Profiles (t=45min)................. 141
Figure 5.35: HW]II - Experimental and Computed Density Profiles (t=15min)................ 142
Figure 5.36: HWJII - Experimental and Computed Density Profiles (t=30min)................ 142
Figure 5.37: HWJIII - Experimental and Computed Density Profiles (t=]5min)............... 143
Figure 5.38: HWJ III - Experimental and Computed Density Profiles (t=30min)............... 144
Figure 5.39: HWJIII - Experimental and Computed Density Profiles (t=60min)............... 144
Figure 5.40: HWJ IV - Experimental and Computed Density Profiles (t=10min).............. 145
Figure 5.41: HWJ IV - Experimental and Computed Density Profiles (t=20min).............. 145
Figure 5.42: HWJ IV - Experimental and Computed Density Profiles (t=40min).............. 145
Figure 5.43: HWJ IV - Experimental and Computed Density Profiles (t=60min).............. 145
Figure 5.44: HWJ V - Density Contours after Smin for time step Is and 0.18..........:00 146
Figure 5.45: HWJ V - Experimental and Computed Density Profiles (t=6min).................. 147
Figure 5.46: HWJ V - Experimental and Computed Density Profiles (t=16min)................ 147
Figure 5.47: HWJ - Simulated and Experimental Flow Pattern Comparison. ..............:.+++ 148
Figure 5.48: HWJ VI - Experimental and Computed Density Profiles (t=6min)................ 149
Figure 5.49: HWJ VI - Experimental and Computed Density Profiles (t=16min).............. 149
 Xili
Investigations on the Credibility ofCFD Simulations ofBuoyant Turbulent Jets
 
LIST OF TABLES
Table 3.1: Comparison of Turbulence Models ..0........ceceeseseeceeseeeeeeseeseesseeseesseeeseeeseesseeneees 47
Table 4.1: Summary of Experimental Runs on the Buoyant Surface Jet...eee 76
Table 4.2: Summary of Experimental Runs on the Heavy WallJet ...........ccccceceseeseseeeees 85
Table 4.3: Summary Of EXpPeriMents sccccicscscsssssessesarvesesses ccesseesoecosasvnscscuvsovensssesevacesaceeresecorsess 98
Table 5.1: Numberofiterations and time required for different grid resolutions................ 107
Table B.1: BSJ I - Density Measurements (t=15MIN)........0 0. eee eeeeeeceeeeeeeeeeeeeeeseeeseeeseenes 160
Table B.2: BSJ II - Density Measurements (t=15min)..0....eee cece cece eeseeseceeeeeeeeseeeeeeees 161
Table B.3: BSJ II - Density Measurements (t=30MIN).0......e eee cece cee eeeceeeeeseeeseeeeeeeeeees 161
Table B.4: BSJ III - Density Measurements (t=15MIN)........eeeeee cssceseeeeeeeeeseeneeeneeeees 162
Table B.5: HWJ I - Velocity Measurement............. ce ceecessecessceseeesseeeseeesseeeeeeeseeseeeeneeens 163
Table B.6: HWJ I - Density Measurements (t=15MIN)...eeecece cee eeeeeeeeeeceeeeneeeeeeeaes 163
Table B.7: HWJ I - Density Measurements (t=30MIN).0.....ceceeee ceeceeeeseeeeeeeeeseeeeeeeeeees 164
Table B.8: HWJ I - Density Measurements (t=45MiN).......eee eee eeeeeseeeeeseeeeeeeeeseeeeeeeeeenes 164
Table B.9: HWJII - Velocity Measurement.............c:ceeceseeseeseeeseeeeeeseseeeeseeeseeeseesseeeseeeeeey 165
Table B.10: HWJII - Density Measurements (t=15MIN)......... cee eecceeeeseeeseeeeeeeseeeeseseeneees 165
Table B.11: HWJ II - Density Measurements (t=30MIN)............. cc cceceeeseeeeeeeeeteeeeeeneeneees 165
Table B.12: HWJIII - Density Measurements (t=15MIN) o0....eeeeee cess ceeeeeeeeeeeeenseees 166
Table B.13: HWJIII - Density Measurements (t=30MIM) ..........eceecceceeseeeseeeeeereeeseeeeeeneeens 166
Table B.14: HWJIII - Density Measurements (t=60MIN)...eeecee ceeceeeeeeeseeneeeeeeees 166
Table B.15: HWJ IV - Density Measurements (t=1LOMIN) ......... cece eseesseeteeeseeseeeteeeeeens 167
Table B.16: HWJ IV - Density Measurements (t=20MIN)«0.0.0.0... ccccceceecseseeteeseeseeteeeseeneenes 167
Table B.17: HWJ IV - Density Measurements (t=40MIN).......... cc ececeeeeeeseeseeseeeeeeseeeeeens 167
Table B.18: HWJ IV - Density Measurements (t=60MIN)«0.0.0.0... cc eeeeseeeseeeeceteeeseeseeeeeeeeees 168
Table B.19: HWJ V - Density Measurements (t=6MIN)......... cece eeeeeeeeeeteeeseeeneeeeenseens 169
Table B.20: HWJ V - Density Measurements (t=1OMIN) ..0....... ceceee eeseeeseeteeeneeeneeeseens 169
Table B.21: HWJ VI - Density Measurements (t=6MIN)...........ccceeeeeceeeeseeteeeteeeteeeteeeseens 170
Table B.22: HWJ VI - Density Measurements (t=16MiN)..............:ccceseeseeseeseeteeseeneeeeeeeeeaes 170
Table: D.1; Grid Convergence Index ‘Calculation niis...sscssinsscsceseasnnsnavansensennersesanannnreaneaeseeres 173
Table D.2: Simulated and Extrapolated Velocities from GCI Study ...........ccccecseeseseeeeeees 175
 
X1V
Investigations on the Credibility ofCFD Simulations ofBuoyant Turbulent Jets
LIST OF PHOTOS
Photo 1.1: Water Pollution from Point SOUrCE 00.0...elesese ceeeeeceseeseceeeeeeeesetseesseeseeesseeseeee 6
Photo 4.1: Experimental Flume - CompartmentA (Inlet Side) .........eeeeeeeeeeeeeeeeeeeeeees 64
Photo 4.2: Experimental Flume - Compartment B (Outlet Side)...ceeeeeesseseeeeeeeees 64
Photos 4.3 (a) and (b) — Water Storage Tanks 0.0.0.0... ceceeceeseeeseeeeeeseeeeeeseeneeeaeeeaeeeaeseaeseeeeeeeas 65
Photo 4.4: Rhodamine Dyed Saline Water .0........ cece eeeeseeseeseeeeeeseseeeeseeeaeeeseeeessesesesseeeseengs 66
Photo 4.5: Velocity Meter Indicator 2.0.0.0... eeeeceeseeeseceeesecsseeseeeeeceseeseesseeesessaessseeseeeseeessensees 67
Photo 4:6: Velocity Meter Probe .ccccoecsscssssesnesseensassesaseesuesovesteenerstoosenensvenvrevepserenesnnesserewsssereee 67
Photo 4.7: Anton Paar DMA 35N Handheld Density Meter ......... eee ceeeseesseeseeseeeeeeeeeseenes 68
Phot 4.8: Vernier Deptt Gatcsnacasssameenemamemenesaomemceenenores 70
PHOtO 4:9: Battle sccsssssecesavesaveceessascssnccvsawecsosvarzonuuwes evvcausessarrsevecvosanssevensvesesenensesnesnessevesesozeeens 89
Photos 4.10 (a) and (b): Effect of the Baffle on the Interface between the Two Phases........ 90
Photo 4.11: Heavy Wall Jét Expansion c.cccoscesisoscsscessavesesensoncossooncsescosivaseacseassesanssvsvacesseaasxeves 98
 XV
Investigations on the Credibility of CFD Simulations ofBuoyant Turbulent Jets Chapter 1
Chapter1. Introduction and Background
Buoyant jets play an important role at the initial mixing phase for pollutant
discharges. Buoyant surface discharges into ambient water bodies can exhibit
multiple complex flow processes, which cover the spatial range from the near
field, with initial jet mixing, to the far field, with passive ambient diffusion.
Efficient and reliable predictive techniques covering the whole range of these
processes are needed for the design of discharges and the prediction of natural
mixing processes.
1.1. Mixing in Natural Water Bodies
Water is the most important natural resource and is vital for life. Many essential
nutrients for life are also transported and dispersed by the motion of water.
Unfortunately, over many years, many natural water bodies have beentreated like a
convenient way of disposing of waste, and, in the process, inadvertently polluting
inland and coastal waters. Pollutants get transported and mixed by the motion of
water in a similar way to nutrients. The ever increasing humaninterference with the
natural environment demandsa far better ability to analyse and predict mixing in
natural bodies of water, and to control pollution in the various formsit can take, from
thermal pollution to heavy metals and pesticides. The need to ensure water quality
has become absolutely imperative.
Mixing occurs naturally in water bodies through the motion of the water which can
be initiated through the action of wind and waves and by temperature and density
differences. Mixing, and the resultant dilution of pollutants, has been considered
nature’s ability for self purification. Different mixing mechanismsare prevalent in
different types of water bodies and mixing occurs at different rates. The increased
pollutant loads generated by human activities have, however, undermined nature’s
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ability for self purification. For this reason, discharges into natural water bodies have
to be carefully considered and should aim to aid natural mixing.
Natural Mixing in Estuaries
A classic, oft-quoted scientific definition of an estuary by oceanographer Donald
Pritchard in 1967 states that an estuaryis:
‘A semi enclosed coastal body ofwater which has a free connection with
the open sea and, within which, seawater mixes and usually is
measurably diluted with freshwaterfrom land runoff. a
Oneof the main features of an estuary is the mixing of fresh and salt water as the
predominant mixing mechanism. Mixingin estuaries is influenced by manyfactors,
such as tides, bed topography, inflows, temperature currents, winds, and water
chemistry. The defining parameter for mixing in estuaries is, however, the density
difference between fresh and salt water, which is affected by two main factors:
temperature andsalinity.
Generally, freshwater runoff flows into the head of an estuary and moves, as an
upper layer of low-density water, toward the mouth of the estuary near the open
ocean. Beneath this upper layer, an opposing inflow of denser, salty seawater occurs.
Mixing takes place at the contact between these water masses. This is the classical
pattern of estuarine circulation. Often, no single mixing pattern applies as topography
plays a significant role along with numerous other parameters that determine the
specific mixing pattern in each case.
Characteristic patterns of salt and freshwater mixing and circulation are used to
classify estuaries. Mixing and circulation types includestratified, partially mixed,
 
' Pritchard, D.W. 1967. Whatis an estuary: physical viewpoint, pp.52-63. In: G.H. Lauff(ed.)
Estuaries. American Association for the Advancementof Science, Washington, D.C.
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and well mixed. Stratified or ‘salt-wedge’ conditions occur when both river flow and
tides are strong. Seawater intrudes into the estuary along the bottom asitis slightly
heavier than the freshwater coming downstream. At the boundary between the fresh
water and saltwater layers, high shear forces only allow limited mixing between the
two. In cross-section, the salt water is like an intruding wedge along the bottom.
Well-mixed estuarine conditions occur whenriver flows are low andtides are weak.
Partially mixed conditions occur when both river flow and tides are moderate to high
or strong. These conditions are more typical during winter. At different times of the
year, any given estuary may fall into any of these classifications. Generally,
however, estuaries that drain large river basins more frequently exhibit stratified or
partially mixed conditions than do estuaries with smaller drainages. A schematic of
mixing processesin estuaries is shownin Figure 1.1.
Mixing and circulation characteristics are important because they strongly influence
an estuary’s ecological functioning. Mixing and circulation patterns also determine
how pollution concentrates, or disperses, and how longit takes to flush the system of
wastes. Located as they are at the ‘bottom’ of watersheds, estuaries collect a variety
of pollutants, introduced nutrients and organic matter, toxic metals, pesticides,
herbicides, pathogenic bacteria and viruses, oil and other hydrocarbons, sediment,
radioactive waste, plastic debris and other trash.
In brief the coastal environment can be highly diverse and density differences are one of
the main determining factors influencing the mixing processes in estuaries and other
coastal areas.
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Figure 1.1: Diagram of Mixing Processes in Coastal Regions
1.2. Pollution of Natural Water Bodies
Pollutants are transported and mixed by the motion of water, and can beclassified in
manyways, for example, accordingto their properties or the danger they posetolife.
The most meaningful classification for hydrodynamics and mixing processes,
however,is the classification based on howthe pollutants enter the water body.
Pollution of natural water bodies can be broadly classified into two main categories
depending on howthepollutants enter the water body, namely:
(a) diffuse or ‘non-point’ source pollution that emanates from diffuse sources,
such as run-off from agricultural land, and which cannot be traced to a
specific outlet, and
(b) ‘point’ sourcepollution that includes discharges from specific locations that
can be traced back.
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1.2.1 Typesof Pollution
1.2.1.1 Diffuse (non-point) Sources ofPollution
Diffuse water pollution is mainly determined by the wayland andsoil are managed.
Non-point or diffuse sources are the sources of pollutants carried off the land by
urban or agricultural run-off. Pollutants from such sources may be discharged
directly into the water body or into rivers that carry the contaminants to the water
body. Diffuse sources usually do not contain clearly distinct mixing processes and
are difficult to understand and, consequently, to predict.
Diffuse water pollution can have significant effects on wildlife and on water quality.
These effects include groundwater and surface water contamination and the
subsequent loss, or need for treatment, of drinking water resources. Other effects
include microbiological contamination of water supplies; nutrient enrichment and
eutrophication; oxygen depletion, and consequenttoxicity to plant and animallife.
L2E2 Point Sources ofPollution
Point sources are normally discharges from specific outlets that can be traced to a
single point or source and emit fluids of varying quality directly into water bodies.
Point sources can be used for many purposes and can be foundin different settings,
varying from pipes discharging directly into the water body (Photo 1.1) to submerged
offshore sea outfalls for discharges of sewage flows from municipal sewage
treatment plants, cooling water discharges from thermal—electric plants or brine
effluents from desalination installations.
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Photo 1.1: Water Pollution from Point Source’
Anothersignificant, and sometimes disregarded, point source of pollution for water
bodies is Combined Sewer Overflows (CSO). Combined Sewer Overflows are
apparatuses installed in combined sewerage systems that, under certain flow
conditions, allow a certain amount of untreated flow to be discharged directly into a
water body to prevent the sewerage system from being surcharged. Combined
sewerage systems carry both raw sewage that can carry bacteria and pathogens and
urban runoff that can carry toxic chemicals and pollutants. CSOs are considered
point sources of pollution, and can cause severe damage to both human health and
the environment.
The hydrodynamicsof an effluent discharging into a receiving body of water from a
point source can be conceptualised as a mixing process occurring in two separate
regions.In the first region, the initial jet characteristics of momentum flux, buoyancy
 
? Photo from: http://www.waterencyclopedia.com/images/wsci_03 img0431.jpg. Last retrieved
November 2009
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flux due to density differences and outfall geometry influence the degree of mixing.
This region, also knownas near-field, encompasses the buoyant jet flow and any
surface bottom or layer interaction. The jet characteristics are the discharge flow rate,
its momentum flux and its buoyancy flux, which represents the effect of the relative
density difference between the discharge and the ambient conditions in combination
with the gravitational acceleration. As the effluent travels away from the source, the
jet characteristics become less important and the second stage of mixing, known as
far-field is attained. In this region mixing is controlled by passive diffusion due to
ambient turbulence and advection by the ambientvelocity field.
Both vertical and lateral mixing can be influenced by active mixing processes in the
near field of the discharge. Active mixing by momentum jets and buoyancyeffects
due to density differences can lead to a reduction of the length and the time needed
for complete mixing. However, the accurate prediction of such mixing processes is
appreciably complex.
1.2.2 Pollution in Estuaries
Of the 32 largest cities in the world, 22 are located on estuaries according to Ross
(1995).3 Intense humanactivities in the vicinity of estuaries and coastal waters make
them even moreproneto pollution as result of these activities.
Although estuaries are as susceptible to diffuse pollution as any other natural water
body, the pressure from point sources is even more significant in estuaries when
compared to other natural water bodies. The two main sources of pollutants
discharged into estuaries are industrial waste and sewage. The former maybetoxic,
while heavy discharges of sewage contain pathogenic micro-organisms.
 
3 Ross, D.A. 1995. Introduction to Oceanography. New York: Harper Collins College Publishers.
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1.3. The Role of Density in Water Mixing
The density of water plays an importantrole in natural mixing in water bodies. Water
density has unique physical properties and does not monotonically increase with
increasing temperatures. Instead water reaches its maximum density when the
temperature is 4°C. Density is also significantly influenced by salinity and sediment
concentrations.
Water density (p) is a significant parameter in hydrodynamics and water quality
studies and is largely determined by three parameters: temperature T, salinity S and
the concentration of total suspended sediments. Density variations are the driving
force in many cases of mixing in nature. For buoyant dischargesit is the buoyancy
differences that control the flow pattern and consequently the mixing.
Density variations also create conditionsthatrestrict vertical mixing and because of
this restriction natural water bodiestendtostratify, that is they separate into distinct
vertical layers. Stratification is a complicated phenomenon that presents great
difficulty in developing an analytical model that accurately represents the processes,
both on spatial and temporal scale. The main processes involved instratification are
molecular diffusion, interfacial shear erosion and turbulence. Turbulence plays a
much moresignificantrole in the improvement of mixing than molecular diffusion as
its influence is on a muchlargerscale.
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1.4. Scope of Present Research
Mixing is very important in nature, and manystudies have investigated mixing with
manyattempts made to create models that can reasonably accurately predict mixing.
Predictive methodologies for examining mixing from point sources are also
important. However, hydraulic model studies that can replicate the mixing process,
scaled down with reasonable accuracy, are too costly to perform and insufficient for
examining a range of possible ambient/discharge conditions.
Computational Fluid Dynamics (CFD) appears to be a promising and cost effective
solution to the problem. CFD codes promise to enable the user to accurately predict
the physical aspects of hydrodynamic mixing processes that determine the fate and
distribution of discharges for a variety of parameters. However, CFDis still in an
early stage of development, especially when it comes to turbulent flows, and
predicted results are not alwaysrealistic and reliable.
The scope of this research project is to investigate the applicability and credibility,
along with the degree of simplicity, of employing commercial CFD codes to
investigate mixing processesresulting from buoyantjets.
Comparisons of the computational results with experimental results both from
experiments performed as part of the present project and from data published by
previous research were made to assess the performance of CFD. The lack of
benchmarking cases for buoyant jet mixing in water bodies meant that experiments
had to be undertakento obtain the data to validate the models.
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1.5. Thesis Structure
Chapter 1. Introduction and Backgroundintroduces some background as to why
mixing in nature is so important and whystudying and predicting mixing in natural
water bodies is beneficial, if not essential, in the present time. Predicting mixing
accurately is becoming imperative with the increasing interference with natural water
bodies and increasing numberof discharges, such as discharges from thermal plants
and desalination plants.
Chapter 2. Theoretical Considerations on Turbulent Jets focuses on the theoretical
background of water mixing from turbulent jets. This chapter presents the basic
principles of turbulent jet mixing and explains the differences of the various jets
studied. The jet characteristics are discussed and results from previous research are
also included. The chapter contains a review of the literature on turbulent jets
thought to be relevant to the present study. The cases presented are those most
similar to the present study. Although someofthe research presented is old, the cases
were included as they are extensively used and are widely accepted as accurate.
Chapter 3. CFD Literature Review and Theory presents an overview of the concepts
and theory involved in the computational modelling of fluid dynamics phenomena.
As there are several commercial CFD codes, the focus has been on the models used
in the FLUENT package. The main equations solved are presented along with
procedures required to set up a CFD simulation. Turbulence modelling and
multiphase modelling are discussed. Finally, there is extensive discussion on the
possible errors and uncertainties in a computational fluid dynamics simulation. A
classification of possible errors is presented along with methods for checking for
errors and uncertainties.
 10
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The experiments conducted as part of the study on turbulent jets are presented in
Chapter 4. Experiments on Turbulent Jets which compares experimental work,
done previously by other researchers, and aims to provide assurance that results
obtained can be used for the validation of the simulations.
Modelling procedures and results are presented in Chapter 5. CDF Modelling of
Buoyant Turbulent Jets. Simulations were performed for a homogeneoussurfacejet,
buoyant surface jets and heavy wall jets. The results are compared with the
experimental data and comments madeonthe observations.
Discussions of the results and a review of the conclusions from the study are
presented in Chapter 6. Discussion and Conclusions. Possible directions of future
research are also suggested.
 11
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Chapter 2. Theoretical Considerations on Turbulent Jets
As the main characteristics of jets of particular interest to this study are
turbulent mixing and entrainment, somesignificant definitions and concepts are
presented prior to the presentation of the study. Previous studies on these
aspects of turbulentjets are also outlined.
2.1. Turbulent Jets
2.1.1 Definition of a Turbulent Jet
It is a common occurrence in the environmentfor one fluid to intrude into another.
Everyday examples include rivers flowing into the sea, waste water discharges from
pipes into rivers or lakes and plumesexiting from industrial smokestacks. In every
case, a fluid with some momentum and/or buoyancy exits from a relatively narrow
nozzle and intrudesinto a larger body of fluid with different characteristics, such as
different speeds, temperatures or contamination levels. Such fluid streams, resulting
from the intrusion of one fluid into another, are describedasjets.
As there are different arrangements of stream flows which can be encountered, it is
helpful to categorize the various types of jets. A useful way to categorise turbulent
jets is whether they inject momentum, buoyancy or both into the ambientfluid. In
this classification a turbulent jet can be described as a:
« Pure Jet — A pure jet is a discharge that carries momentum but has no
buoyancydifference to the ambientreceiving fluid.
« Buoyancy only Jet (or Plume) — A plumeis a discharge that has different
buoyancylevels to the receiving fluid but noinitial momentum.
« Buoyant Jet — When both momentum and buoyancyare discharged into the
ambientreceiving fluid the jet is described as a buoyantjet.
 12
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Buoyantjets can be further divided into:
o Positively Buoyant Jets, where the buoyancy force acts vertically upwards
against gravity; and
o Negatively Buoyant Jets where the buoyancy force acts downwardsin the
direction of the gravity force.
2.1.2 Applications of Turbulent Jets
Jets are a basic flow configuration that has manypractical applications. The practical
applications of turbulent jets are many and these jets are used and studied in many
different fields of engineering. Aerospace, automotive, mechanical, chemical and
process engineering all use different aspects of jet flows. There are also many
practical applications of turbulentjets in civil and environmental engineering.
In environmental engineering turbulent jets are one of the many techniques used to
achieve the faster dilution of pollutants. Turbulent jets are capable of entraining large
volumes of ambient fluid and mixing this with the discharge fluid. To optimise these
techniques andachieve better results, it is important to understandthe structure of the jet
because mixing and transport of scalars, such as temperature, oxygen and chemicals,
are governedbyjet turbulence characteristics.
2.1.3 Basic Characteristics of Turbulent Jets
Richard French in his book ‘OPEN CHANNEL HYDRAULICS’ (1985), states the
behaviourof a turbulent jet depends on three classes of parameters:
i. Jet Parameters include variables such as the jet discharge rate, the initial jet
velocity distribution and turbulencelevel, the jet momentum flux, the density of
the jet fluid and the tracer concentration.
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ii. Environmental Parameters refer more to the receiving fluid rather than the jet
itself. Parameters here include the turbulence levels in the ambientfluid, currents
that might be present as well as existing densitystratifications.
iii. Geometric Factors include the nozzle shape and dimensions,the position of the
jet and its orientation and the presence of boundaries that could interfere with the
developmentofthe jet flow.
Considering the parameters that influence the behaviour of a jet, almost every
situation is a separate problem requiring specific investigation. Certain
characteristics are, however, shared byall types of turbulentjets.
A jet is formed by the flow issuing from a nozzle into an ambient fluid. From the
velocity (and sometimes also buoyancy) difference between the jet and the ambient
fluid, a thin shear layer is created. This shear layer is highly unstable and is subjected
to flow instabilities that eventually lead to the formation of large-scale vortical
structures (as shown in Figure 2.1). The interaction of these structures produces
strong flow fluctuations, entraining the ambientfluid into the jet flow and enhancing
the mixing. The shear layer, and consequently the jet, spreads along the direction
perpendicular to the mainjet flow.
The central portion of the jet, called the potential core, is a region with almost
uniform mean velocity. Because of the spread of the shear layer, the potential core
eventually disappears at a distance of about four to six diameters downstream from
the nozzle. This region of the jet is called Zone of Flow Establishment (ZFE). The
entrainmentprocess continues further beyond the endof the potential core region and
the velocity distribution of the jet eventually relaxes to an asymptotic bell-shaped
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Gaussian velocity profile. This part of the jet is referred to as the Zone of Established
Flow (ZEF).
Anothercharacteristic of jets is the jet half-width, b. The half width is defined as the
distance betweenthe axis of the jet and the location where the local velocity u equals
half of the local maximum orcentre line velocity, U,,. The increase in the jet half-
width with downstream distance provides a measureof the spread rate of the jet. Due
to the spread, the jet centre line velocity, U,,, decreases downstream beyond the
potential core region in the ZEF.
       Potential Core (u = U,)
\¢—_—— Zone ofFlow Establishment ——————_+«———_ Zone ofEstablished Flow
\ (ZFE) (ZEF)
Figure 2.1: Schematic of a Turbulent Jet and its Downstream Development
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2.2. Turbulence
2.2.1 Definition of Turbulence
Turbulence is a phenomenon that commonly occurs in nature but is not yet
sufficiently understood. This lack of understanding of exactly what turbulence is and
whyit occurs makesit difficult to give turbulence a universal definition. An early
definition given by Taylor and von Karman (1937)*:
‘Turbulence is an irregular motion which in general makes its
appearance in fluids, gaseous or liquid, when they flow past solid
surfaces or even when neighbouring streams of the same fluid flow past
or even on another’.
Turbulence is generally three dimensional and time dependent. For a complete
description of turbulent flows an enormous volumeof informationis required.
2.2.2 The Reynolds Number
The Reynolds numberis a dimensionless quantity that is generally used to describe
whether a fluid flow is turbulent. Effectively the Reynolds number gives a measure
of the ratio of inertial forces to viscous forces acting on the fluid and quantifies the
relative importance of these two types of forces for given flow conditions. The
Reynolds number(Re) is given by:
Re=—~ (Eq. 2-1)
Where u is the mean flow velocity in m/s, L is the characteristic length in m andv is
the kinematic fluid viscosity in m/s.
A generalrule is that turbulent flows occur whenthe velocity is high and viscosity is
low, whereas laminar flows occur when the viscosity is high and the velocity low.
The interim stage, when neither of these types of forces is prevalent, is called
 
4 Asgiven in: Wilcox, D. C., 2002, ‘Turbulence Modelling for CFD’, DCW Industries, 2nd Edition
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transitional flow. Although the Reynolds number is a measure of the ratio between
these two types of forces there is no specific value of the Reynolds number above
which a flow is turbulent. According to the Encyclopaedia Britannica transition
between laminar and turbulent flow does not occur at a specific value of the
Reynolds number but in a range, usually beginning between 1,000 to 2,000 and
extending upward to between 3,000 and 5,000.
2.2.3 The Navier-Stokes Equations
The Navier-Stokes equations are the fundamental equations that describe the flow of
fluids. They are an expression of Newton’s second law and describe the conservation
of momentum.It is assumed, although not proven, that they also describe turbulence,
but the numerical solution of the Navier-Stokes equations for turbulent flow is
extremely difficult and has only been achieved for simple flows, and after certain
assumptions.
The Navier-Stokes equations are non-linear partial differential equations. The
equations dictate velocity and not position and a solution of the Navier-Stokes
equationsis called a velocity field or flow field. The solution describes the velocity
of the fluid at a given point in space and time. Once the velocity field is found, other
aspects, such asflow rate or drag force, maybe solved.
The general form of the Navier-Stokes equationsfor fluid motionis given as:
0... _. = _ &5, (Bi) +V  (pilit) =—Vp + ¥ (0) ++F (Eq. 2-2)
Where:p is thestatic pressure, pg is the gravitational body force, F the external
body forces and T the sheartensor, given by:
T= ol(9a-+va")-2v a| (Eq. 2-3)
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Where: is the molecular viscosity and / the unit tensor.
2.2.4 Solutions for Turbulent Flows
In mostpractical applications the entire velocity field is not, however, required and
only the mean flow properties are needed to describe turbulent flows. Numerical or
even analytical solutions of turbulent flows can be accomplished using
approximations that provide a more orless detailed description of the state of the
flow. One simple method is the use of semi-empirical correlations. Another method
involves application of Reynolds averaging to the equations of motion.
The Reynolds-averaged Navier-Stokes equations (RANS) approach, describes the
evaluation of mean flow quantities. In the RANS approach the Reynolds stress
term, “i“j , appears as an effect of turbulent fluctuations, and needs to be modelled
to close the system of equations. The principal disadvantage of this approachis that
the model represents the mean turbulence using averaged scales. While the small
scales tend to depend only on viscosity, and may be somewhatuniversal, the larger
scales are very strongly affected by the boundary conditions. Thus, there is no
universal RANS modelto accurately different turbulent flows.
For incompressible flow the RANS equationsare written as:
OuUju; = @Q Ou; Ou; —J" = of. +] — po. a ea | HT
Oxj ~ Mit Ox Poi vf * Ox; mes (Eq. 2-4)
 p
Where:p is the static pressure, the molecular viscosity, and p the fluid density.
2.3. Buoyant Mixing
If a discharge is lighter or heavier than the receiving water the initial mixing can be
strongly influenced by differences in densities. The parameter most likely to
determine the density effects is the buoyancy flux given as:
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_p, dPB= Qg—— (Eq. 2-5)
a
Where: Q is the discharge rate, g the acceleration due to gravity, 4p difference in
density between the discharge and the receiving water and p, the density of the
receiving water.
A buoyancy-affected flow is referred to as a positively buoyant or a negatively
buoyant flow, depending on whether the buoyancy force is acting to aid, or to
oppose, the forced convection flow.
2.3.1 The Richardson Number
A method to determine whether buoyancy is the dominant force in a flow is the
Richardson number Ri. The Richardson number is a dimensionless number that
expressesthe ratio of potential to kinetic energy and is given by the equation:
Ri=~> (Eq. 2-6)
Where g is the acceleration dueto gravity, h is the length scale andu the velocity.
Wherethe density differences are small it is commonto use the reduced gravity §,
also called buoyantacceleration, to calculate the Richardson number.
In such flows the parameter is called the densimetric Richardson number and is
 
written as:
. ghRi="> (Eq. 2-7)u
where:
»_ Pa Po&§ =§—___ .Pa (Eq. 2-8)
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2.3.2 The Densimetric Froude Number
The Froude numberis a dimensionless number, closely related to the densimetric
Richardson number, used to compare inertia with gravitational forces. The
relationship between the densimetric Froude numberand the densimetric Richardson
numberis:
Fr=—— (Eq. 2-9)
 (Eq.2-10)
A high Froude numbersignifies the inertia forces are dominant overthe gravitational
forces so it is morelikely there is a turbulent mixing zone whereas a low densimetric
Froude numberis a sign of stratified flow.
2.4. Types of Jets Studied
Basic characteristics of three different types of jets are described in this section,
namely the plane surfacejet, the buoyant surface jet and the heavy walljet.
2.4.1 The Plane Surface Jet and the Buoyant Surface Jet
A jet is classified as a surface jet when it is discharged horizontally at the surface
over a stagnant mass of ambient receiving water. The intense shear at the surface of
velocity discontinuity induces turbulence and the stagnantfluid is accelerated, while
a portion of the jet loses some momentum. The thickness of the fluid layer affected
by this exchange is known as the mixing layer. The width of this mixing layer
increases continuously with distance from the point of discharge. Velocity
distributions at different locations downstream of the point of discharge have the
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same shape. For fully submergedjets the velocity distributions are symmetrical with
respect to the x axis. A schematic of a plane surface jet is in Figure 2.2.
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Figure 2.2: Characteristics of a Plane Surface Jet
A buoyant jet is the fluid motion caused by the sustained injection of fluid
momentum and buoyancy through an orifice into an ambient receiving fluid body
and gradually evolving along a trajectory within the receiving fluid. Although, when
mixing in nature the relative density differences between the effluent and the
receiving water are normally very small, the density differences can have a
significant effect on the behaviour of a buoyant surface jet in comparison with a
plane surfacejet.
Buoyant jet motions are prevalent in the natural environment and in many
engineering applications. Many discharges into the environment, derived from
sources of both momentum and buoyancy, are classed as buoyant jets. The initial
flow is often driven mostly by the momentum of the fluid leaving the nozzle.
However, becauseofa possible different density of the effluent and its surroundings,
the jet is, as a result, acted on by buoyancy forces. Far enough from the nozzle, all
buoyantjets act like plumes where their flow is driven bythe density gradient.
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Physical Processes ofBuoyant Surface Jets
Depending on the source and ambient flow interaction many complexities and a rich
variety of flow phenomenacan take place in buoyantjet flows. The discharge can be
steady or time variable, the buoyancy of the discharge relative to the ambient may be
caused by a variety of reasons, like temperature or salinity differences, and the
nozzle can be of various shapes and dimensions. The receiving fluid body is
characterised by its density field, its velocity field and its overall geometry. The
ambient may be of uniform density; may contain stable density stratification or may
exhibit internally unstable stratification conditions. The ambient velocity field can
vary from stagnant conditions to laminar flow or turbulent flow.
The buoyant surface jet is a specific case of a plane surface jet. Similarly to the
surface jet, a jet is classified as a surface buoyant jet, when it is discharged
horizontally at the surface of stagnant ambient receiving fluid of slightly higher
density. Although the flow patterns of the buoyant surface jet and the neutral
(homogeneous) jet display striking similarities with the flow pattern, the basic
physical mechanismsare very different due to the effects of gravity on the flow. A
schematic of the characteristics of a surface buoyantjet is given in Figure2.3.
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Figure 2.3: Characteristics of a Buoyant Surface Jet
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A horizontal jet that comes out of a nozzle with uniform velocity U, and density pp,
mixes with ambient fluid of uniform density p,. The initial jet parameters are the
specific mass and the horizontal momentum and buoyancyfluxes. The initial density
difference between the jet and ambient fluid may be due to the temperature or
salinity of the two fluids. In a heated jet, the temperature difference produces the
density deficiency that is responsible for theinitial jet specific buoyancyflux.
2.4.2 The Wall Jet and Heavy Wall Jets
A wall jet is created whena fluid is discharged tangentially to a wall boundary. This
type of flow presents interesting instabilities as it combines both a mixing and a
boundary layer. The dissimilar parameter in the case of wall jets, in comparison with
other types ofjets, is the presence of the boundary which greatly influences the flow
pattern. Wall jets can often also be created as a result of flow impinging on a wall
and separating. Velocity distributions along the wall boundary present similarities.
A heavy wall jet is the fluid motion caused by the sustained injection tangentially
along a wall of a fluid of higher density into the ambient receiving fluid body and
gradually evolving along the wall within that receiving fluid. Heavy wall jet motions
are often encountered in the natural environment. Tides, flows of seawater under
baffles and above weirs can all result in the development of heavy wall jets.
Depending on the situation the flow can be driven by the momentum of the
discharging fluid or the gravitational forces.
Physical Processes ofHeavy wall Jets
For a heavy wall jet to be created fluid of a higher density is discharged tangentially
along a wall bounding the ambient receiving fluid with a lower density. A schematic
of the characteristics of a heavy walljet is in Figure 2.4.
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The velocity profiles are very similar to those for the non-buoyant wall jet, with the
maximum velocity occurring near the wall boundary. The maximum velocity is
observed at a distance 6 from the wall and from that point it decays following a
Gaussian distribution shape.
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Figure 2.4: Characteristics of a Heavy Wall Jet
A horizontal jet that comes out of a nozzle tangentially along a wall with uniform
velocity U, and density p,, mixes with ambient fluid of uniform density p,. The
initial jet parameters are the specific mass, the horizontal momentum,the buoyancy
fluxes and the presenceof the wall that is introducing boundaryeffects to the jet flow
field. Theinitial density difference between the jet and ambient fluid may be due to
the temperature or salinity of the twofluids.
Often a wall jet can be unforced and develop only by momentum induced by
gravitational forces. In the present study the development of a heavy wall jet from a
surface discharge is investigated (see Figure 2.5). Due to the effect of gravity,
difference in density and the presence of a wall boundary the jet develops to a heavy
jet, resulting in completely different flow behaviour. The flow patterns resulting from
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a positively or negatively buoyant surface discharge are completely different as the
density difference is the parameter that determines the heavyjetflow.
 ee
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Figure 2.5: Characteristics of a Gravity Driven Heavy Wall Jet
2.5. Review of Previous Studies
The wide range of uses for turbulent jets means jet behaviour has been extensively
studied experimentally and there is confidence that certain assumptions made are
valid. Some notable studies on surface buoyant jets and wall jet flows conducted
overthe years are listed below. This is not a complete list of previousstudies, but the
list contains the experimental studies that are the most similar or of interest in the
current study.
Studies on turbulent jets were conducted as early as 1915. Triipel gave the first
velocity profile of a submerged turbulent jet, as stated by Rajaratnam (1976) in his
book ‘TURBULENT JETS’. G. Abramovich (1963) in his book “THE THEORY OF
TURBULENTJETS’ extensively describes the main characteristics of the development
of turbulent jets giving several examples of experimental data from various
researchers. One of the main findings of these early studies was that for a turbulent
Zo
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jet issuing from slot, there will be a Zone of Flow Establishment (ZFE)of length L,
in which the centre line velocity U, remains constant and for distances greater than
L, there will be a Zone of Established Flow (ZEF) where the jet is fully developed
and the velocity profiles follow a Gaussian pattern with maximum centre line
velocity less than the inlet velocity U,.
Further studies that focused on different set ups of turbulent jets all confirming the
above. Specific studies of interest focusing on the water surface buoyantjet and the
water heavy or denserwalljet are outlined below.
2.5.1 Buoyant Surface Jet Experimental Study Overview
As buoyant jets are common in nature several researchers have undertaken
experiments on different aspects and for different fluids. Koh (1971) and Wiuff
(1978) specifically performed experiments on turbulent buoyant surface waterjets.
The most noteworthy and extensively verified experimental observations are
described below.
Chu and Vanvari (1976) undertook experiments investigating buoyant surface jets
and confirmed that normalised velocity profiles were closely approximated by a
Gaussian distribution. However, the growth of the jet was found to berestricted by
the free surface. Chu and Vanvari assumed the presence of the free surface was
reducing turbulent fluctuation and therefore reducing the growth of the width of the
jet. On density profiles they observed that maximum buoyancy wasfoundat the free
surface and that buoyancy decayed almostlinearly to zero at the jet boundary, but they
failed to provide an explanation for this phenomenon.
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Lal and Rajaratnam (1977) also undertook experiments on turbulent buoyant surface
jets. From experimental observations they concluded that the normalised velocity
profiles for all the experiments, and regardless of the flow’s Richardson number,
were described by the following exponential equation:
Me _ ,-0.693(y/b)?~ (Eq. 2-11)Um
Rajaratnam and Subramanya (1985) further investigated buoyant surface jets and
confirmed Equation 2-11 also described in Chu and Vanvari’s observations. Their
results on the normalised velocity profiles are given in Figure 2.6.
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Figure 2.6: Normalised Velocity Profiles of Buoyant Surface Jet
(after Rajaratnam and Subramanya, 1985)
Rajaratnam and Subramanya (1985) compared their observations with observations
on non-buoyant surface jets made by Rajaratnam and Humphreys (1984). The
comparisons indicated the jet width of a buoyant jet was consistently smaller than
that of a non-buoyantsurface jet but velocities consistently decayed at a lesser rate
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for a buoyant than for a non-buoyant surface jet. These comparisons are shown in
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Figure 2.7: Experimental Observations of Buoyant Surface Jet
(after Rajaratnam and Subramanya, 1985)
2.5.2 Heavy Wall Jet Experimental Study Overview
Wall jet flow is not as well studied or documented as other types of jet flows
particularly as it relates to surface pressure fluctuations or to the presence of surface
roughness.
Rajaratnam undertook a numberof experimental studies on turbulent wall jets in co-
operation with various researchers. Wu and Rajaratnam (1995) and later Ead and
Rajaratnam (2002) undertook experimental studies on plane turbulent wall jets.
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Rajaratnam and Subramanya (1986) however, performed an experimental study
specifically on denser (or heavy) wall jets.
All these studies considered the velocity distribution along the axis of the jet and
concluded that the maximum velocity is observed at distance 6 from the wall
boundary,essentially dividing the jet into two layers.
The region from the point where the maximum velocity occurs and further away
from the wall boundaryis called the outer layer and it was observed that the velocity
decay followed a Gaussian distribution. In the region between the wall boundary and
the maximum velocity, or the lower layer, the flow is assumed to be laminar.
Experimental velocity profiles of turbulent wall jets as provided by Ead and
Rajaratnam (2002) are shownin Figure 2.8 overleaf.
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Figure 2.8: Velocity Profiles for Plane Wall Jets
(after Ead and Rajaratnam, 2002)
Rajaratnam and Subramanya (1986) in their study of heavy wall jets observed that
the width of a heavy wall jet was smaller than that of a non-buoyant wall jet. They
also provide dimensionless temperature defect profiles for a range of initial
Richardson numbers Ri,. The temperature defect profiles are in Figure 2.9 overleaf.
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Figure 2.9: Dimensionless Temperature Defect Profiles for Plane Denser Wall Jets
(after Rajaratnam and Subramanya, 1986)
From Figure 2.9, however, it is observed that the temperature does not defect on a
Gaussian distribution in the outer layer of the jet in keeping with the velocity decay.
It is commonly assumed that buoyancy decay follows the pattern of the velocity
decay, this nevertheless, is an assumption and no detailed studies have been
undertakento further scrutinize this assumption.
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Chapter 3. CFD Literature Review and Theory
Computational Fluid Dynamics (CFD) is the analysis of fluid flow and
associated phenomena by means of computer based simulation. The spatial
domain is discretized into small cells to form a volume grid (mesh) and then a
suitable numerical algorithm is applied to solve the equations of motion. There
are several commercial CFD packages available; for this study the code usedis
FLUENT andparticular equationsreferto this code.
3.1. Introduction to Computational Fluid Dynamics
Computational Fluid Dynamics, or CFD, provides a useful tool that allows
computational investigations of complex fluid flows by solving the equations of
motion within a given geometry and physical context. Such solutions are normally
unattainable in other ways, as the Navier-Stokes equations have few simple and
analytical solutions which generally do not apply in practicalcases.
3.1.1 Applications of CFD
The technique is powerful and has a wide range of applications, both industrial and
non-industrial, which include:
= aerodynamicsofaircrafts and vehicles
« hydrodynamicsof ships
» turbo machinery
« electrical and electronic engineering
« chemical process engineering
« marine engineering
« environmental engineering
« hydrology and oceanography
« external and internal environments of building
« biomedical engineering
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The main reason CFD haslagged behind other computer-aided engineering toolsis the
tremendous complexity of the underlying behaviour which precludes a general
description of fluid flows that is both economicaland sufficiently complete.
3.1.2 CFD Elements
CFD codes developed for solving flow problems are structured around numerical
algorithmsthat tackle the fluid flow problem. All CFD codes are comprised of three
elements: a pre-processor, a solver and a post processor. A diagram of the three CFD
processstages is displayed in Figure 3.1.
    Pre-Processor
Geometry set-up
2D/3D mesh (grid)
generation 
2D/3D mesh  vy
Solver
Mesh import
Physical models
Boundary conditions
Material properties
Calculation
 
vy
Post-Processor
Post-processing
 
Visualisation of results
Data export  
Figure 3.1: CFD Simulation Process Stages
(a) Pre-processor
Pre-processing consists of the input of a flow problem into a CFD program.Atthe
pre-processing stage the user has to accurately define the flow domain. A volume
mesh, orgrid, that describes the flow domain has to be generated and the appropriate
mesh type and size has to be chosen. Any simplifications made when defining the
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domain also need to be carefully considered, as they could greatly influence the flow
and consequently the results obtained. This stage is usually the most time consuming
whenperforming a CFDanalysis and particularly prone to usererrors.
(b) Solver
The solver stage is the stage in the analysis where the physical and chemical, if
applicable, phenomena to be modelled are defined and the numerical algorithm
computes the solution to the specified flow problem. The fluid properties are also
defined at this stage along with the appropriate boundary conditions. The choices
madebythe userat this stage greatly influence the outcome of the analysis and have
to be carefully considered. This stage is crucial when performing a CFD analysis and
is also prone to usererrors.
Generally, the algorithm for the finite volume methodconsists ofthree steps:
« Formal integration of the governing equations of fluid flow over all the
control volumesof the solution domain.
« Discretization. This stage involves the substitution of a variety of finite
difference type approximations for the terms in the integrated equation
representing flow processes such as convection,diffusion and sources.
« Solution of the algebraic equations byaniterative method.
The solver stage of a CFD analysis, depending on the computational capacity of the
computerused for the analysis, the nature and complexity of the flow and the size of
the domain, can take anything from minutes to days to obtain a solution.
(c)  Post-processor
The post-processing stage only has to do with the presentation and, more
specifically, the visualisation of the obtained results. Several tools, such as domain
34
Investigations on the Credibility of CFD Simulations ofBuoyant Turbulent Jets Chapter 3
 
geometry and grid display, vector plots, contour plots, line and surface plots and
particle tracking are available in all CFD commercial packages. Although CFD
packages offer post-processing options, quite often, for more impressive results,
external post-processing packages are used. A relatively recent development in the
visualisation of the results of CFD analyses is animation for dynamicresults display;
a particularly useful tool in time dependent flows. Finally, data export facilities for
further external manipulation of the results obtained is available.
3.1.3 Advantages of CFD Compared to Experimental Approaches
There are several unique advantages of CFD over experiment-based approaches to
fluid systems design. Some major advantages are the substantial reduction in lead
times, costs of new designs and the ability to study systems where controlled
experiments are difficult, or even impossible, to perform, such as with very large
systems. Finally, the ability to study systems under hazardous conditions at and
beyond their normal performance limits, such as safety studies and accident
scenarios, and the practically unlimited level of detail of results obtained gives CFD
a real lead compared to experimental approaches.
3.2. Grids
Oneof the main concepts behind CFDis dividing the fluid geometry into smallcells
and, for each cell, solving equations for property variables such as velocity, pressure
and turbulence. The cells are obtained by dividing the fluid body into a grid. The
composition and quality of the grid is important for the accuracy andthe stability of
the solution of the equations. Grids can be classified according to several
characteristics such as shape, orthogonality, structure and position of variables. Grids
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can be structured or unstructured, depending on the characteristics of the flow
domain (see Figure 3.2).
    
Structured Grid Unstructured Grid
Figure 3.2: Grid Types
3.3. The Finite Volume Method
The finite volume method is one of the premiere numerical methods used in the
simulation of fluid flows. The basic characteristic of the method, making it suitable
for this type of application,is that it is fully conservative, meaning that, at any mesh
density level, transported quantities are fully conserved. This basic property is due to
the method discretizing an integral form of the governing equation, yielding a semi-
discrete balance equation.
Discretization is the transformation of the partial differential equation into a new
equation, where the variable in one cell is a function of the variable in the
neighbouring cells. The new function can be thought of as the weighted average of
the concentration in the neighbouring cells. Finite Volume Discretization is a two
step process thatfirst involves the transformation of the governing equations into a
set of semi-discrete balance equations, followed by the transformation of these
equations into a set of algebraic equations. Each of these steps requires some
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assumptions with regard to the accuracy of the method and with regard to the type of
profile assumed between control volumes. A schematic demonstration of the
discretization process is given in Figure 3.3 with the directions described according
to geographic position,i.e. north, south, east and west.
 
   
 
Figure 3.3: Schematic of Discretization
3.4. Basic Equations
When performing a CFD simulation for any given flow regime the code solves
conservation equations for mass and momentum for every cell of the domain. For
turbulent flows additional transport equations are solved to represent the fluctuating
velocityfields.
3.4.1 The Continuity Equation
The continuity equation is a mathematical statement to ensure the rate at which mass
enters the domain is equal to the rate at which mass leaves the domain. The
continuity equation is written as:
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P+¥-(pi)=0 (Eq. 3-1)
Where:p is the fluid density, u the velocity vector and f the time.
3.4.2 The Momentum Conservation Equation
The conservation of momentum equation is an expression of Newton’s second law of
motion to a continuum.In fluid dynamics the Navier-Stokes equations form a vector
continuity equation describing the conservation of linear momentum whichis written
as:
0. _ = a55 (PMT (pu) =—Vp +V (7) + pat F (Eq. 3-2)
Where: p is the static pressure, pg is the gravitational body force, F the external
body forces and T the shear tensor, given by
r= pl(ViVi )-20-a1 (Eq. 3-3)
Where:y is the molecular viscosity and / the unit tensor.
3.5. Boundary and Initial Conditions
In CFD to model a flow problem, the domain of interest is regarded as finite
(isolated). However,in reality, there is no such thing as a finite domain as every fluid
flow caseis influenced by its surrounding environment. To representthe effect of the
surrounding environment, the appropriate initial and boundary conditions have to be
implemented at the edges of the domain. These are composed of a mathematical
model and, when required, numerical values.
The fact that the boundary conditions have an impact on the solution within the
computational domain makestheir correct selection a matter of great importance.If
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the boundary condition is located too close to the flow area of interest there is the
possibility that it will force the solution, leading to a numerical simulation that does
not represent reality. As each boundary condition represents a mathematical model,
the wrong choicecanlead to unrealistic results. Therefore boundary conditions are a
critical component of the simulation and great care is required when locating and
implementing them in the CFD model.
The most common boundary conditions in the discretized equations of the finite
volume used by the FLUENTpackageare:
« Inlet boundary
= Outlet boundary
«= Wall boundary
« Pressure boundary
«= Symmetry (or axis) boundary, and
« Periodic boundary
3.5.1 Inlet Boundary Conditions
Inlet boundaries are the boundaries where the distributions of all flow variables are
specified and are typical for incoming flows. In the FLUENTpackageonecanfind
the following inlet boundary conditions:
i. Velocity inlet: the velocity at the inlet is specified via the setting of a velocity
field, which can be a constantvalue, a profile or individual nodal values.
ii. Mass flow inlet: the mass flow is specified.
The inlet boundary specification is very important wherethe inlet is far enough from
the area ofinterest so the flow has the chanceto develop fully. The inlet velocity can
be approximately specified andstill not influence the results at the area ofinterest.
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The disadvantageto this is that the greater the domain, the longer the time required
for the computation.
3.5.2 Outlet Boundary Conditions
Outlet boundary conditions are usually used in conjunction with the inlet boundary.
Boundary conditions are essentially conditions imposed on the derivatives of the
flow variables that set the mass flow rate at the outlet equal to the mass which enters
the domain at the inlet. With the exception of velocity, all other transported
quantities, for example, the turbulence kinetic energy, k, and the turbulence
dissipation rate , €, are given a zero normalgradient.
ok _9 and 99 (Eq. 3-4) and (Eq. 3-5)on on
The procedure for the velocity field is different to ensure the essential for the finite
volume mass conservation. As the flow into the domain mustat all times equal the
mass flow out for an incompressible flow, the normal velocity field gradient is
initially set to zero, the mass conservation discrepancy is calculated and corrected by
setting the normal velocity gradient to a constant. The main assumption behindthisis
that of a fully developed flow. The equation describingthis is:
ouonnse (Eq. 3-6)
Because of the assumption behind the imposed derivative conditions, it is important
that the location of the outlet boundary is selected far away from geometrical
disturbancesso that the flow reaches a fully developed state where no change occurs
in the flow direction. It is normally possible to make reasonably accurate predictions
of the flow direction some distance from obstacles, giving the opportunity to locate
the outlet boundary perpendicular to the flow direction. Outlet boundaries close to
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regions of the flow where there are large changes in the flow variables can force the
solution, giving incorrectresults.
3.5.3 Wall Boundary Conditions
The wall boundary condition is the most frequently encountered in cases of confined
fluid flows. At solid walls for viscous flows the no-slip condition is applied for the
velocity components. The no-slip condition indicates that the fluid sticks to the wall,
or moves with the same velocity as the wall if a moving wall condition is specified.
In turbulent flows however, in particular for flows over rough surfaces, the friction
with the wall can play a significant role in flow development. For this reason, when
modelling a turbulent wall-bounded flow in which the wall roughness effects are
considered significant, the wall roughness is specified and the ‘law of the wall’
equation is solved to calculate the velocity at the grid cells directly adjacent to the
wall. In terms of the ‘law of the wall’ the average velocity of a turbulent flow at a
certain point is proportional to the logarithm of the distance from that pointto the wall.
3.5.4 Constant Pressure Boundaries
The constant pressure boundary condition is used in situations where exact details of
the flow distribution are unknown.Valuesfor pressure are set at the boundary, which
can either be an inlet or an outlet depending on the available information.
3.5.5 Symmetrical (or Axis) Boundaries
Symmetrical boundaries are used where there is a knownaxis in the domain and the
flow pattern is essentially mirrored. They provide a useful tool in saving
computationaltime as only half the domain is required. However, they should not be
assumedunlessthere is great confidence that there is indeed such an axis to the flow.
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They should be avoided altogether in turbulent flows as the nature of turbulence is
chaotic and non-symmetrical. Conditions set at a symmetry boundaryare:
i. there is no flow across the boundary, and
ii. there is no scalar flux across the boundary.
In implementation, normal velocities are set to zero at a symmetry boundaryandall
other properties just outside the domain are equated to the values at the nearest node
just inside the domain.
3.5.6 Periodic Boundaries
Periodic boundaries arise from a different type of symmetry in a flow. To set a
periodic boundary the flux of all flow variables leaving the outlet periodic boundary
are set equal to the flux entering the inlet periodic boundary. This is achieved by
equating the values of each variable at the nodes just upstream and downstream of
the inlet to the nodal values just upstream and downstream ofthe outlet.
3.6. Turbulence Models
Turbulence is the unsteady aperiodic motion in which all three velocity components
fluctuate causing mixing of matter, momentum and energy. Turbulence modelling is
one of the three key issues in CFD.
A flow regimeis characterised turbulent when there are random fluctuations of local
velocities that mix transported quantities, such as momentum, energy or even
pollutants, causing them toalso fluctuate. In CFD there are several assumptions for
turbulence modelling approaches, called turbulence models. A turbulent modelis a
computational procedure that uses a set of modified (time-averaged) equations that
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convert the instantaneous governing equations into computationally less expensive to
solve equations by introducing unknownvariables that have to be determined.
The FLUENTpackageprovidesthe following turbulence models options:
« Spalart-Allmaras (One equation)
« k-e (Two equations)
o Standard k-e model
o Renormalisation group (RNG) k-¢ model
co Realizable k-e model
= k-@ (Two equations)
o standard k-w model
o Shear Stress Transport (SST) k-w@ model
# Reynolds Stress Model (RSM)(Five equations)
« Large Eddy Simulation (LES) model
The choice of the turbulent model depends on the physics of the flow, the accuracy
required and certain other factors. There are no rules for which model is appropriate
for a specific flow andtrials should be performed for the selection of the turbulence
model. However, it has been ascertained throughtrials that certain models perform
poorly with certain flows.
A brief description of the turbulence models available in the FLUENTv.6.0 code
follows.
3.6.1 Spalart-Allmaras
The Spalart-Allmaras (1992) is a simple one equation model, based on Boussinesq’s
approach that solves a transport equation for a modified form of the kinematic
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turbulent viscosity. The Spalart-Allmaras model was specifically designed for
aerospace applications involving wall-bounded flows and its application is not
recommendedfor other types of flows.
3.6.2 The k-e Models
All k-e models are two equation models that solve transport equations for turbulent
kinetic energy, k, and for its dissipation rate, ¢. Although the overall approach ofall
k-e models is the same, the different models have certain differences, such as
methods used for the calculation of the turbulent viscosity, the constants (Prandtl
numbers) governing the turbulent diffusion of k and e¢ and the generation and
destruction termsin the ¢ equation.
(a) The Standard k-e Model
The standard k-e model (Launder and Spalding, 1974) is a semi-empirical model. In
its derivation it is assumed that the flow is fully turbulent and any effects of
molecular viscosity are negligible, making it only valid for fully turbulent flows.
This compels the use of wall functions for the viscous sub-layer near wall
boundaries. Since the model does not calculate the individual Reynolds stresses and
assumes that the three main components of velocity are equal, turbulence is
considered to be isotropic.
(b) The Renormalisation Group (RNG) k-e Model
The RNG k-se model (Yakhot and Orszag, 1986) is similar to the standard k-e but
includes somerefinements.It has an additional term in its ¢ equation and includes the
effect of swirl in turbulence. Furthermore, it provides an analytical formula for
turbulent Prandtl numbers and accounts for low Reynolds numbers,in contrast to the
standard k-¢ model. One further difference from the standard k-e model is the
modified constants used in the RNG k-e model.
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(c) The Realizable k-e Model
This realizable k-g model (Shih er al. 1995) differs significantly from the two other
k-e models as it contains a different formulation for the turbulent viscosity and a
completely different transport equation for the dissipationrate, €.
3.6.3 The k-@ Models
(a) The Standard k-w Model
The standard k-m model (Wilcox, 1998) is another two equation turbulence model.
The equation for the turbulent kinetic energy dissipation, ¢, is replaced by an
equation for the dissipation of unit turbulent kinetic energy, ©, which is easier to
integrate.
(b) The Shear Stress Transport (SST) k-w Model
The SST k-@ model (Menter, 1994) is a combination of the k-e and standard k-w
models. It contains a blending function which activates the standard k-@ modelin the
near wall region and the k-e model in the free stream. The constants in the SST k-@
model have been modified from those used in the standard k-w model.
3.6.4 The Reynolds Stress Model (RSM)
The Reynolds Stress Model (RSM) solves transport equations for the Reynolds
stresses as well as the equation for the dissipation rate. This means four equations for
two-dimensional problems and seven equations for three-dimensional ones. Because
of the number of equations solved the RSM is much more demanding
computationally and requires longer periods to reach
a
solution.
3.6.5 The Large Eddy Simulation (LES) Model
The Large Eddy Simulation (LES) modelis the only modelthatis a combination of
RANSand Direct Numerical Simulation (DNS). This technique directly solves the
large eddies in turbulent flows and models the smaller scale eddies that are
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impractical to solve directly. LES is a more recent method that seems very
promising; however it is still not widely applicable because of the large
computational resources required.
3.6.6 Turbulence Models’ Comparison
As there is no single turbulence model that can resolve the physics at all flow
conditions different turbulence models are usually suggested by CFD software
vendors to suit the demands of individual classes of problems. The choice of the
turbulence model depends onthe type of flow, the required level of accuracy and the
available computational resources. Key features of the commonly used turbulence
models available in FLUENTare described in the Table 3.1.
The recommendations supplied by the vendors are a useful tool to identify and
eliminate turbulence models that are not suitable for the type of flow to be studied.
These recommendations, however, are not suggestions but rather highlight the
weaknesses of certain models in capturing the characteristics of certain types of flow.
Hence, they are usually used as a guide to eliminate certain turbulence model
options. The remaining models may then be used to undertake sensitivity tests to
determine which modelis the most suitable for the type of flow to be studied.
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Table 3.1: Comparison of Turbulence Models”
 
Model Description Applications
Spalart-Allmaras
Model
One-equation model Designed specially for aerospace
applications involving wall-
bounded high speed flows.
Standard k-e Model Simplest of two-equation
models
Robust. Suitable for initial
iterations.
RNG k-e Model Variant of standard k-e
Has an additional term in
€ equation.
Accurate for rapidly strained and
swirling flows.
Realizable k-e Model Variant of standard k-
Newformulation for
turbulentviscosity
New transport equation
for
Accurate for spreading of both
planar and roundedjets.
Recommendedfor flows with
separation andrecirculation.
 
Standard k-@ Model Solves for k-@
@ = Specific dissipation
Recommendedfor low-Re flows,
wall bounded boundary layer, and
rate (¢/k) for transitional flows.
SST k-@ Model = Variant of Standard k-w More accurate and reliable for a
model widerclass of flowslike airfoils,
Behaveslike k-@ in near
wall region
Behaveslike standard k-¢
in the free stream
transonic shock waves,etc. Reynolds Stress Model  Five-equation modelAvoidsisotropicformulation of turbulentviscosity  Suitable for complex 3D flowswith strong swirl/rotation. Runtime and memoryintensive.  
3.7. Multiphase Models
Multiphase flow refers to situations where more than one fluid or more than one
phase of the samefluid are present. In multiphase flow, a phase can be defined as an
identifiable class of material that has a particular inertial response to, and interaction
with, the flow.
The FLUENT code models several different fluids in a single domain using the
Euler-Euler approach where the different phases are treated mathematically as
interpenetrating continua and conservation equations are solved for each phase. The
 
5 Table taken from the document: “MODELLING TURBULENT FLOWSIN FLUENT”obtained from
http://www.fluent.com
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multiphase models available in FLUENTare the Volume of Fluid (VOF) model, the
mixture model and the eulerian model.
3.7.1 The Volumeof Fluid (VOF) Model
The VOF model can model two or more immiscible fluids by solving a single set of
equations and tracking the volumefraction of each fluid throughout the domain.
The VOF formulation relies on the fact that two or more phases are not really
interpenetrating. For each additional phase added to the model, a variable called the
‘volume fraction’ is introduced. The sum of all volume fractions for each cell is
equal to one. All variables in the cell represent volume-averaged values consistent
with the volumefraction of each phasein the cell. One limitation of the shared-fields
approximation is that where large velocity differences exist between the phases, the
accuracy ofthe velocities computed near the interface can be adversely affected.
3.7.2 The Mixture Model
The mixture modelis a multiphase model that can be used to model multiphase flows
where the phases moveat different velocities, but assume local equilibrium over
short spatial length scales. It differs from the VOF as it allows the phases to
interpenetrate and move at different velocities. The mixture model solves the
continuity equation for the mixture, the momentum equation for the mixture, the
energy equation for the mixture, and the volume fraction equation for the secondary
phases, as well as algebraic expressions for the relative velocities if the phases are
movingat different velocities.
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3.7.3 The Eulerian Model
The eulerian model is the most complicated of the three multiphase models available
in FLUENTasit does notsolve a single set of equations like the earlier two models
but different sets of equations, with additional sets of conservation equations
introduced for each phase. The eulerian model because of the additional equationsis
computationally much more demanding than the other two models.
3.8. CFD Analysis Process
Performing a CFD analysis can be a complicated task with a variety of issues that
need to be considered and a numberof steps that need to be undertaken.Asa result it
is useful to identify the various stages of the analysis in advance and consider the
various aspects of each stage separately.
Stages involvedin the process of planning and performing a CFD analysisare:
a) Analysis Assessment ofRequirements
The first step of the CFD analysis process is determining the objective of the
analysis. There are several aspects of the analysis that need to be considered as part
of the determination of the objective. Such aspects are the operating conditions, the
dimensionality of the spatial model (1D/2D/3D), the temporal model (steady or
unsteady) andthe nature of the flow (inviscid / laminaror turbulent).
b) Analysis Specification
The next step is to determine the geometryandthe extent ofthe finite flow domain in
which the flow is to be simulated. Simplifications of the geometry need to be
considered as they may berequiredto allow an analysis with reasonableeffort. Initial
and boundary conditionsalso needto be established.
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c) Geometry Creation
The geometry and flow domain need to be created in such a manneras to provide
input for the grid generation. For this reason, the modelling of the geometry has to
take into accountthe structure and topology of the grid generation.
d) Grid Generation
At this stage of the analysis the flow domainis discretized into a grid, which should
exhibit at least some minimal grid quality as defined by certain measures. These
measures include orthogonality (especially at the boundaries), relative grid spacing
(15 % to 20 % stretching is considered a maximum value) and grid skewness. In
addition the maximum spacing should be consistent with the desired resolution of
importantfeatures.
e) Model Set Up
As a finite flow domain is specified, physical conditions are required on the
boundaries of the flow domain. The simulation generally starts from an initial
solution and usesan iterative methodto reacha final flow field solution. Thestrategy
for performing the simulation involves determining such things as the use of space-
marching or time-marching, the choice of turbulence or chemistry model, and the
choice of algorithmsfor the iterations.
f) Solution Process and Monitoring
As the simulation proceeds, the solution is monitored to determine if an iterative
converged solution has been obtained.
g) Post-processing
Post-processing involves extracting the desired flow properties from the computed
flow field.
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h) Sensitivities Examination
Thesensitivity of the computed results must be examined to understandthe possible
differences in the accuracy ofresults and/or performance of the computation for such
things as flow conditions and turbulence modeltimestep.
i) Solution Verification and Validation
To verify the solution, the findings from the different simulations should be
compared with findings from analytic, computational or experimental studies to
establish the validity of the computedresults.
3.9. Uncertainty and Error in CFD Simulations
There are manyand diverse potential sources of uncertainty and error that cause CFD
simulation results to differ from their true or exact values, or even from realistic
values in many cases. The American Institute of Aeronautics and Astronautics
(AIAA) in 1998 published a guideline for the verification and validation of CFD
simulations,° in which the given definitions for uncertainty and error differ from
what is usually defined as uncertainty and error in experimental investigations. The
classical definitions are inadequate for computational simulations because the exact
value is usually not known. Furthermore, these definitions link error with
uncertainty, whilst the AIAA definitions differentiate error and uncertainty according
to what is known. The definitions for error and uncertainty in CFD simulations, as
given by the AIAA,are discussedin the following sections.
39.1 Definition of Uncertainty
Uncertainty is defined as ‘A potential deficiency in any phase or activity of the
modelling processthatis due to the lack ofknowledge.’ (AIAA G-077-1998e)
 
© American Institute of Aeronautics and Astronautics: Guide for the Verification and Validation of
Computational Fluid Dynamics Simulations (G-077-1998e)
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Potential is the key word in the above definition of uncertainty, which indicates that
deficiencies may, or may not, exist. Uncertainty refers to lack of knowledge about
the physical processes that go into building the model and also applies to describing
deficiencies in turbulence modelling.
3.9.2 Definition of Error
Error is defined as ‘A recognizable deficiency in any phase oractivity of modelling
and simulation thatis not due to lack ofknowledge’. (AIAA G-077-1998e)
In contrast with the definition of uncertainty, the definition of error implies the
deficiency is identifiable upon examination andis nota result of lack of knowledge.
As errors are identifiable, they can also be more easily classified. A basic
classification of errors in CFD simulations is normally in two broad categories, as
acknowledged or unacknowledgederrors.
AcknowledgedErrors
Examples of acknowledged errors include rounding-off errors and discretization
errors. There are procedures for identifying these and possibly removing them,
otherwise they can remain in the code with their magnitude estimated andlisted.
Unacknowledged Errors
Unacknowledgederrors are mainly programmingerrors or defects in the code. There
are no set proceduresforfinding these and they may continueto exist within the code
or simulation. These types of errors are discovered by systematically performing
verification studies of sub-routines in the code and,in the entire code, reviewing the
lines of code and performing validation studies.
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Errors and deficiencies in the code lie within the programmers’ responsibility and
any analyses undertaken with commercial CFD packages are assumedto be free of
errors and,if any exist, they are unknownto the user.
3.9.3 Classification of Errors
Althougherrors are broadly classified under two main categories: acknowledged and
unacknowledged errors, there are many identifiable types of errors. These types of
errors are discussed below, with specific mention madeofusererrors.
SOBA Physical Approximation Error and Physical Modelling Error
Physical approximation and modelling errors can either occur due to uncertainty in
the formulation of the model or when the model is deliberately simplified by the
user. These errors deal with the continuum model only and are concerned with the
choice of the governing equations which are solved and models that are chosen for
the fluid or solid properties.
Mehta (1998) outlines the sources of physical errors as:
1. the phenomenonis not thoroughly understood;
2. parameters used in the model are known but with some degree of uncertainty;
3. appropriate models are simplified, thus introducing uncertainty; and
4. an experimental confirmation of the models is not possible or is incomplete.
Even when a physical process is known to a high level of accuracy, a simplified
model may be used within the CFD code for the convenience of a more efficient
computation. Physical modelling errors are examined by performing validation
studies that focus on certain models.
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IDA2 Computer Round-offError
Computer round-off errors develop with the representation of floating point numbers
on the computer and the accuracy at which numbers are stored. Round-off errors are
acknowledged but, generally, they are not considered significant when compared
with other typesoferrors.
3.9.3.3 Iterative Convergence Error
The iterative convergence error exists because iterative methods used in the
computation ofthe solution must ultimately have a stopping point. Convergenceis a
major issue with the use of CFD software and can lead to significant errors. CFD
problems in general are non-linear, and the solution techniques use an iterative
process to successively improvea solution until convergenceis reached.
In mathematics, convergence describes approachinga limit of an infinite sequence or
series. Asserting convergenceis to claim the existenceof a limit, which mayitself be
unknown.So, as this definition indicates, the exact solution to the iterative problem
is unknown,but the objective is to be sufficiently close to the solution for a particular
required level of accuracy. Convergence therefore needs to be associated with a
requirementfor a particular level of accuracy which depends onthe purpose to which
the solution is to be applied.
Convergence is also often measured by the level of residuals. Residuals are the
measure to which discretized equationsarenot satisfied. The user should therefore be
aware ofthis, as it is up to the user to decide what convergencecriterion should be
used to assess a solution.
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3.9.3.4 Discretization Error
Discretization errors, also known as numerical errors, are those errors that occur
from the representation of the governing flow equations and other physical models as
algebraic expressions in a discrete domain of space andtime.
Discretization error is divided into twotypes:
= Spatial discretization error, and
= Temporal discretization error
A consistent numerical method will approach the continuum representation of the
equations andtherefore zero discretization error as the numberofgrid points or time
steps increasesandthe size of the grid spacing or time step length approaches zero.
With the refinement of the grid, the solution becomes less sensitive to the grid
spacing and approachesthe continuum solution. This is knownas grid convergence
and the grid convergence study is a useful procedure for determining the level of
discretization error existing in a CFD solution. The errors addressed by a grid
convergence study are ordered discretization errors that are dependent on the grid
size and vanishas the grid size approaches zero.
The discretization errors are the main source of concern to a CFD code user during
an application. The reasonis that discretization errors are dependenton the quality of
the grid and the time step; however, it is difficult to precisely indicate the
relationship between a quality grid or time step and an accurate solution prior to
beginning the simulation.
SsGdd User Errors
A user can obviously be a significant source of error in CFD simulations. Usererrors
can be difficult to identify as they may show up as modelling or discretization errors.
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In the case of a user introduced error, such as wrongly identifying whether a flow is
turbulent or laminar, a converged solution may be obtained; however, the
conclusions drawn from the simulation may be incorrect. User errors may not always
be evident. Such an example is the proper choice of turbulence model for certain
turbulent flows. The potential for usage errors increases with an increased numberof
options available in a CFD code.
It is possible the user may intentionally introduce modelling and discretization error
in an attempt to expedite the simulation at the expense of accuracy. This may be
appropriate as, for example, there may not be adequate computational resources to
simulate at the suitable grid density or if the objective of the simulation is to get
more general information at less accuracyas is the case in the conceptual stage of a
design study. User errors can exist in any stage of the CFD analysis, from the
geometryset up to post processing.
3.10. Verification and Validation
As already discussed, there are many potential sources of error and uncertainty in
CED simulations. The tasks of verification and validation are attempts to quantify the
extent to which error and uncertainty affect the performance of a model whenits
results are compared against reality. For results obtained from a CFD analysis to be
reliable, a careful numerical verification and validation of predictions is necessary.
The two processes are fundamental in ensuring the mathematical model is correct,
the chosen numerical schemes are adequate and the numerical techniques
implemented do not significantly influence the numerical solution. Finally,
performingverification and validation assessmentis the method to ensure the results
compare, to somedegree, with reality.
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Roache(1998) gives the following definitions for verification and validation:
‘Verification is the process of determining that a model implementation
accurately represents the developer’s conceptual description of a model
and the solution to the model’. (AIAA G-077-1998)
‘Validation is the process of determining the degree to which the model
is accurate in its representation of the real worldfrom the perspective of
the intended uses of the model’. (ALAA G-077-1998)
Credibility of a CFD simulation is obtained by demonstrating acceptable levels of
uncertainty and error as determined throughverification and validation assessment.
There is disagreement among CFD experts on exact procedures for verification and
validation of CFD simulations. CFD is maturing,butis still an emerging technology
of a complex nature, involving strongly coupled non-linear partial differential
equations which attempt to computationally model theoretical and experimental
models in a discrete domain of often quite complex geometric shape. A detailed
assessment of errors and uncertainties has to concern itself with the three roots of
CFD:theory, experiment and computation.
3.10.1 Verification Assessment
Verification assessment examines if the programming and computational
implementation of the conceptual model is correct. It is also used to examine the
mathematics in the models through comparison to exact analytical results.
The approach used for the verification of CFD simulationsis to identify and quantify
the errors in the model implementation and the solution. There are two aspects of
verification: verification of a code and verification of a calculation. The objective of
verifying a codeis error evaluation by finding and removingerrors in the code. The
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objective of verifying a calculation is error estimation by determining the accuracy of
a calculation.
3.10.2 Validation Assessment
Whilst verification has been described as solving the equations right, validation has
been described as solving the right equations. In essence, the validation assessment
determinesif the computational simulation agrees with physical reality by examining
the science in the models through comparison to real world observations. For this
reason validation has no meaning for the entire CFD code. It is only possible to
validate the code for a specific experiment or range of applications for which thereis
experimental data. Applying the code to flows beyond the region of validity is
termed prediction.
It is accepted that the experimental data sets themselves will contain bias errors and
random errors which must be properly considered before any conclusions are drawn.
The accuracy requiredin the validation activities is dependent on the application, and
the validation should beflexible to allow various levels of accuracy.
The approachto validation assessment is to perform a systematic comparison of CFD
simulation results to experimental data from a set of increasingly complex cases.
This approach is also called a building-block approach and it is recommendedthatit
is followed in performing the validation assessment of complex systems. The
approach consists of phases involving successively more complex flow physics,
geometry andinteractions. By comparing the CFDresults to the experimental data,it
is hoped that there is a good agreement, whichincreases confidencethat the physical
models and the code representthe real world for this class of simulations.
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The physical models in the CFD code contain uncertainties due to a lack of complete
understanding or knowledgeof the physical processesas is the case with turbulence.In
turbulent flows the uncertainty can be examined by running a numberof simulations
with the various turbulence models and examiningthe effect onthe results.
3.10.3 Grid Independence (Convergence) Study
A method for determining the ordered discretization error in a CFD model is to
examinethe spatial convergence of the simulation by performing a grid convergence
(or grid refinement) study. The method essentially involves performing the
simulation on two or more successivelyfinergrids.
Asthe grid is refined (grid cells become smaller and the numberof cells in the flow
domain increase) and the time step is refined (reduced) the spatial and temporal
discretization errors, respectively, should asymptotically approach zero, excluding
any computer round-off error.
In many cases howeverthe aim is not to determine the exactsolution butto establish
the error band for the engineering quantities obtained from a certain grid solution. If
for example the CFD simulations are part of a design study that requires a number of
simulations, the use of a coarser grid may be morerealistic and less time consuming
and so it is more practical to determine the error on that coarser grid. The issue is
what level of grid resolution is appropriate. The appropriate grid resolution is a
function of the flow conditions, type of analysis, geometry and other variables.
Even if the appropriate grid resolution is determinedit is essential to recognize the
distinction between a numerical result which approaches an asymptotic numerical
value and one which approaches the true solution. It is hoped that as the grid is
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refined and resolution improves the computed solution will not change much and
approach an asymptotic value. However, there still may be error between this
asymptotic value and the true physical solution to the equations.
Methods for examining the spatial and temporal convergence of CFD simulations
have been reviewed by Roache (1998). Most methods are based on the use of
Richardson's extrapolation. A description of the procedure of the most widely
accepted method, the Grid Convergence Index (GCI),is presented next.
3.10.4 Grid Convergence Index (GCI)
Roache (1998) suggests a Grid Convergence Index (GCI) to provide a consistent
mannerin reporting the results of grid convergencestudies and provide an error band
on the grid convergence of the solution. The GCI can be computed using twolevels
of grid; however, three levels are recommendedto accurately estimate the order of
convergence andto check solutions are within the asymptotic range of convergence.
The GCIis a measure of the percentage the computed value is away from the value
of the asymptotic numerical value. It indicates an error band on howfarthe solution
is from the asymptotic value and indicates how muchthe solution would change with
a further refinementof the grid.
The procedure for calculating the GCI on set ofthree different grids where h is the
grid size and h1<h2<h3, as given by Roache (1998)is:
‘Firstly simulations are performed for every grid size in order to
determine the values of the key variables for the different grid sizes. It is
desirable that the grid refinement factor, defined as r=Neoarse / Nyiner 1S
greater than 1.3’.
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Assuming velocity u as the key variable, the apparent order p of the method is
calculated using the following expression:
uz —uIn “32
ug —Uy
Peta) (Eq. 3-7)
Having calculated the apparent order of grid refinement p, the GCI can then be
determinedas:
 
 
 
Fsle19|C2=~ (Eq. 3-8)i2
where:
_ U3 unoe iis (Eq. 3-9)
_ ug -uya= (Eq. 3-10)
and Fs is a safety factor. The safety factor is recommended’ as Fs=3.0 for
comparisonsof two grids and Fs=1.25 for comparisons over three or more grids.
If a desired accuracy level is known and results from the grid resolution study are
available, it is possible to estimate the grid resolution required to obtain the desired
level of accuracy from the following equation:
|* pPa _ GCI
GCI73 (Eq. 3-11)
In equation 3-//, ris the refinement factor between the finest grid resolution and the
 
grid resolution required for the desired level of accuracy and GCI“is the desired Grid
ConvergenceIndex.
 
’ Safety Factor values recommendedby Roache (1998)
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The extrapolated value of the velocity magnitude at specified locations can then also
be calculated using the following equation as:
Weer = (yay — ug) (rf, - 1) (Eq. 3-12)
This extrapolated velocity value is the value that would be obtained if the grid size
was equalto zero.
The GCIcalculation above is called the local grid convergence index as it provides
the convergenceat oneselected location for a specific variable — velocity magnitude
in the given example. Depending on the requirements of the validation the procedure
can also be applied for several points on a cross section, or random points inside the
domain. The procedure can also be applied for several variables of interest at the
same location. When the GCIat a location is determined for morethat one variable it
is called a global GCI.
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Chapter 4. Experiments on Turbulent Jets
The experiments performed as part of the study and the results obtained are
described in this Chapter. The overall goal of the experiments was to provide
experimental data sets to be used for the validation of computational fluid
dynamic simulations of buoyant turbulent jets. The experimental measurements
focused primarily on density distributions that indicate mixing caused by the
buoyant jets. In total nine experimental runs were conducted investigating
buoyant surface jets and heavy walljets.
4.1. Experimental Arrangement and Instrumentation
4.1.1 The Experimental Arrangement
The experiments described in this Chapter were conducted in the hydraulics
laboratory of the Department of Civil Engineering at the University of Liverpool. All
the experiments were performedin a rectangular transparent glass walled flume. The
length of the flume was 6m and depth and width were 1m and 0.3m respectively.
Separate compartments were placed on either side of the main body of the flume to
minimise vertical velocity components, arising from pumping the water into the
flume, and to ensure the formation of a jet. More detailed dimensions of the
experimental flume are shown in Figure 4.1. The inlet and outlet sides of the flume
are illustrated in Photos 4.1 and 4.2.
On the inlet side of the flume (Compartment A), a filter was installed to further
reduce turbulence induced by the vertical movement of the water and to hold any
debris from the water storage tanks. Water was supplied to the flume through a 50mm
diameter pipe that connected to a submersible pump in a supply water storage tank
situated underthe floor of the laboratory.
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Figure 4.1: Flume Details
 
Photo 4.2: Experimental Flume - Compartment B (Outlet Side)
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Water was drained from the flume through a 50mm diameter pipe that discharged
into another tank also under the floor. The water tanks are shown in Photos 4.3 (a)
and (b).
 
Photos 4.3 (a) and (b) — Water Storage Tanks
The supply storage tank was also used for the dilution of salt in fresh water for the
production of saline water used in the experiments on heavy jets. For most of the
experimentalruns salt was diluted in fresh water to achieve a saline water density of
1025 kg/m? . This saline water density value was chosenasit is similar to sea water
density normally encountered in nature.
To enable visualisation of the flow Rhodamine, a water soluble tracer dye, was
diluted in the saline water. The dye gave the saline water a deep pink colour that
could easily be seen and photographed to capture the mixing process. The high
concentration of Rhodamine dye meant that visualisation of the interface mixing
layer was also possible. An example of Rhodamine dyed water is shown in Photo
4.4. Depending on the experiment undertaken the salt and Rhodamine were added to
the watereither in the supply storage tank or to the flumeitself.
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Photo 4.4: Rhodamine Dyed Saline Water
4.1.2 Instrumentation
The main instruments used in the experiments were propeller velocity meters for
velocity measurements, a handheld density meter for density measurements and
gauge meters for determining the location of the velocity and density measurements
in the flume.
4.1.2.1 Velocity Measurements
The required velocity measurements were obtained with the use of Nixon miniature
propeller velocity meters. The propeller meters are specifically designed for
measuring water velocities in hydraulic models.
The Nixon miniature propeller meter comprises a probe and an indicator connected
with a cable. The probe head has a five bladed PVC propeller, 11.6mm in diameter,
mounted on a hardened stainless steel shaft which runs on bearings mounted in a
protective cage. The cageis joined to a long thin tube with an insulated gold wire
inside that projects to within 0.1mm ofthe tips of the blades. When the propeller
rotates in a conductive liquid, the movement of the blades past the end of the wire
varies the impedance between the wire and the tube. The indicator generates the
carrier signal for the probe and displays the frequency of rotation of the propeller.
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The propeller frequency displayed on the indicatoris related to water velocity overits
linear range with the use of a calibration chart provided by the manufacturer, a
reproduction of which is attached as Appendix A.
According to the manufacturer, the Nixon miniature propeller meters can measure a
linear velocity range of 6 cm/s to 150 cm/s with a nominal minimum velocity of 3
cm/s. The accuracy of the velocities obtained from the meters is given by the
manufacturer as + 2%.
The indicator and probe of the Nixon miniature propeller meters are shown in Photos
4.5 and4.6.
 
Photo 4.5: Velocity Meter Indicator
Photo 4.6: Velocity Meter Probe
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Although a standard method for obtaining velocity profiles, propeller meters have
several limitations. One such limitation is the low velocity threshold required for the
meter to operate. Another significant limitation is their unidirectional measuring
capability. The propeller rotates about an axis parallel to the flow giving the velocity
magnitude along this direction, with readings measured in the case of re-circulating
flows characterised by greatinstability.
4.1.2.2 Density Measurements
The required density measurements were obtained with an Anton Paar DMA 35N
digital handheld density meter as shown in Photo 4.7. This particular meter is a
handheld battery powered instrumentbased on the mechanicaloscillator technique. A
sample of approximately 2mlis transferred through suction to the device by pressing
a lever on a built in pump. The sample to be measured is then introduced into a
hollow U-shapedoscillator made of borosilicate glass.
 
Photo 4.7: Anton Paar DMA 35N Handheld Density Meter
Since the volume of the sample participating in the vibration is kept constant by the
constriction of the oscillator, the oscillating period depends only on the sample’s
density and the temperature of the sampling tube. To eliminate the temperature
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coefficient of the oscillator, the temperature of the oscillator is also determined. From
these periodic measurements, a built in digital processor calculates the density
accordingto the following equation giving the true density of the sample:
p= Ni - T?) where: T is the actual period, T, is the period of the empty oscillator
(constant) and A is a constant. T, and A are determined by the manufacturer and are
stored in the processor’s non-volatile memory.
The range of densities that can be measured with the Anton Paar DMA 35N meter
varies from 0 to 1.999 g/cm? , whilst the temperature range is 0 — 40°C. The density
value indicated on the display screen correspondsto the true density at the measured
temperature within an error range of +0.001 g/cm’.
A significant weakness of the device is the long time required for the meter to provide
the measurement taken. The manufacturer states that the meter has a typical
measuring time of 30 seconds. The time between measurements however is
significantly higher due to a shortcoming of the handheld density meterin the need to
flush clean the collection tube after every reading before being able to test another
sample. This can lead to long periods between measurements, making it practically
impossible to obtain simultaneous measurements.
Because of the inadequacy of the available density meter for use in time related
measurements a technique had to be developed to overcome the limitations of the
device. This was done by obtaining the water samples at all the locations
simultaneously at precise times during the course of the experiment througha pipette
type suction device and storing the samples in test tubes. The density of the samples
was then measured after the end of the experiments and the results recorded. This
method is described in further detail in Section 4.1.3 — Measurement Methods.
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412.3 Depth Gauges
The location of the velocity and density measurements is of great importance for the
experiments in the study. For this reason Vernier depth gauges were used for more
accurate determination of the depth of the measurements inside the flume.
One Vernier depth gauge waslocated at the flow inlet and used to measure the depth
of the flow. Depth gauges were also used at the locations of the velocity
measurements. The probes of the velocity meters were attached to the depth gauges’
arms and then lowered to the required depths. Attaching the velocity meter probes to
the depth gauges ensured there was no horizontal movement of the probes during
measurements, as the gauges werefixed on bases positioned at set locations on top of
the flume.
 
Photo 4.8: Vernier Depth Gauge
4.1.3 Measurement Methods
Velocity Measurements
Velocity measurements were taken at the inlet at the core of the jet for all the
experimental runs. Determination of the inlet velocity is of great importanceasit is
the main parameter that determines the flow pattern. To obtain a velocity
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measurementusing a propeller velocity meter, the propeller has to be fully submerged
in the water. For the inlet velocity measurement the meter was placed so that the
propeller was fully submerged just under the water surface and centrally located with
respect to the flume width at the exit pointof the jet.
For any other velocity measurements the propeller meters were attached to Vernier
depth gauges. The gauges enabled the accurate determination of the position of the
propeller in the flume.
As there were insufficient propeller meters available to obtain measurementsat all
the points two velocity meters were fixed at two locations downstream oftheinlet.
These propeller meters were then lowered and any further measurements along that
vertical axis were taken. The fact that the meters were fixed on the Vernier gauges,
which in turn were fixed on the flume, meant there was no horizontal displacement
of the meters when they were loweredto get the further readings.
The velocity measurements were not simultaneous without this being an issue. Once
the jet developed it was expected that the velocity profiles would remain principally
the sameas long as the mass influx and velocity at the inlet remained constant.
Density Measurements
A requirementto facilitate the comparison of the experimental measurements with the
computational results was the simultaneous capture of the density profile along the
depth of the flume at more than one location. This could not be accomplished by
measuring the density manually with the density meter at the required times. Forthis
reason a technique had to be developed to enable the simultaneous measurements.
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The problem was overcomeas follows: A frame wasinstalled over the flume and thin
plastic tubes of corresponding lengths were lowered to the required depths. The
samples were automatically drawn at specific times by pressing a button through a
pipette type mechanism and werethen putinto test tubes for measurementat the end
of the experimental run.
This method ensuredthat all the samples were taken from the exact locations and at
the same time. The drawback of the method wasthe fact that the plastic tubes were an
obstruction to the flow, possibly causing additional turbulence around the tubes. This
however was deemedto be negligible in comparison with the turbulence of the flow
and to havenosignificant effect on the results obtained.
A further aspect to be considered was the temperature of the water. Both the water
entering the flume and the water in the flume should have the same temperature to
ensure the buoyancy forces were the result of difference in density only and not
differences in temperature. Temperature for both was ensured by having the tanks and
flumefilled overnight thus ensuring temperatures in both were the same.
4.2. Problems Encountered
During the course of this study several problems were encountered that affected the
initial intentions for the study. The problems were mainly to do with the instruments
intended for use in the experiments and the experimental facilities
The first problem encountered was with instrumentation and in particular with the
device planned for use to obtain velocity profiles. The original intention was to
acquire the velocity profiles by utilising an Ultrasonic Velocity Profiling (UVP)
method. The UVP equipment would have enabled the measurementof instantaneous
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velocity profiles along the whole depth of the flow area, including the capturing of
velocity profiles at areas of re-circulating flows.
The University of Liverpool owns a UVP XW device manufactured from MET-
FLOW SAin Switzerland. The device was acquired by the University in the 1980s
and had been in disuse for a few years prior to the commencement of the study.
Despite the disuse it was, at first, assumed the equipment was functioning properly.
Attempts to obtain velocity profiles indicated the equipment was faulty and did not
provide acceptable results.
The equipmentwassentfor repair; At first to the manufacturer’s local representative
in the UK,andlater to the manufacturer in Switzerland. The repairs resulted in major
delays, in excess of nine months, to the original schedule for the experiments.
However, even after the repairs, problems with the equipment persisted and
unfortunately its utilisation had to be abandoned.
This caused problems,as validation of velocity profiles could not be performed for
every experiment conducted due to limitations with the propeller meters that could
not provide readings on several occasions due to various impediments such as re-
circulating flow or low values of velocity magnitude.
Other difficulties encountered with the experimental procedures were eventually
resolved without causing significant problems or major delays to the project. One
example was obtaining instantaneousdensity profiles; resolved by the construction of
a sample ‘drawingin’ device as described in Section 4.1.3 — Measurement Methods.
Other developmentsaffected the contentof the project. During the course of the study
the University implemented a restructuring of the Department of Engineering that
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involved the relocation of the laboratories. In this restructuring the hydraulics
laboratory had to be temporarily moved to another building before being permanently
set up at its destined location. The relocation caused some minordelays but the major
effect of the restructuring was that any experiments had to be completed bya certain
date, after which the hydraulics laboratory would not be available for an extended
period.
4.3. Experiments and Results
In total nine experimental runs were undertaken. Three runs on the surface buoyant
jet and six on the heavy wall jet. The number of experiments was limited mainly
because the aim of the experimental part of the study was not to extensively
experimentally investigate these types of jets, which has already been done by
several researchers, but to gather data on somecritical variables that would enable
the validation of simulations performed using Computational Fluid Dynamics (CFD).
The experimental results were however compared with existing experimental data
from other researchers to establish their reliability and check on their suitability for
use as part of the validation of the simulations performed using the FLUENT CFD
software.
The comparison of the experimental data with previous results was somewhat
difficult as there are a limited numberof previous studies on water buoyantjets that
could be used. Although there are many studies on buoyant jets very few of these
studies provide results comparable to these of the present study as the majority of
previous studies involve other types of fluids (mainly air) and different turbulence
levels and buoyancy differences. The comparisons with theory and experimental
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results from other sources, however, provided confidence in the experimental data
and any subsequent comparisons with computationalresults.
The main aim of the experiments of the study, to validate the computational
simulations and to investigate how reliably CFD can be usedto predict flow patterns
and mixing caused bypositively and negatively buoyantjets in realistic time scales,
could be achieved with the use of the experimental data obtained.
All experiments were carried out in the flume described in Section 4.1.1. Different
experimental set ups were used to account for the different buoyant jet types that
were investigated and represent different mixing scenarios in natural environments.
The experiments and the data are described in subsequentsections.
4.3.1 Experiments on the Buoyant Surface Jet (BSJ)
In total three experimental runs were conducted on the buoyant surface jet. The runs
are labelled BSJ I, BSJ II and BSJ III. For each of the runs density profiles were
obtained at three locations (Scm, 30cm and 160cm) downstream ofthe inlet. Density
profiles were captured forall three runs 15 minutesafter the start of the experiment.
Profiles were also obtained 30 minutes from the start for the second run (BSJ ID.
Density measurements for both the fresh and the saline water were taken before the
start of the experiments. The saline water density was measured as 1025 kg/m? and
the fresh water density was 998.2 kg/m? for all three runs. The salt water density of
1025 kg/m? was chosenasit is usually the level of density encountered in sea water.
Conditions under which each run was performed are summarised in Table 4.1.
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Table 4.1: Summary of Experimental Runson the Buoyant Surface Jet
R Measurementtimings :un Uy Ri Guinfromstart of Measurementlocations
Name (cm/s) ° (distance from inlet)run)
BSJ I 20.50 0.050 15 5cm / 30cm 160cm
BSJ I 8.00 0.128 15/30 5cm / 30cm 160cm
BSJ Ill 15.00 0.065 15 5cm / 30cm 160cm   
Before each run the flume was filled with saline water (1025 kg/m? density) and
dyed with Rhodamine to enable flow visualisation. The velocity at the inlet was
measured with a propeller meter located exactly at the origin of the core ofthejet.
The density of the discharging fresh water was also measured before the
experiments.
Theoriginal objective was to also capture velocity profiles of the buoyant surface jet
for every run. This was attempted but could not be achieved using the propeller
velocity meters. The limitation of the equipment to obtain measurements at areas of
re-circulating flows and low velocities resulted in measurements with great
uncertainty that were in the end deemed unsuitable for use.
4.3.1.1 Experimental Run 1 - BSJ I
The first experimental run on the buoyant surface jet was BSJ I. For this run the
velocity at the inlet was measured as 20.5cm/sec, giving a densimetric Richardson
numberof 0.05 at the inlet. The salt water in the flume was sampled and confirmed
to have a density of 1025 kg/m? while the fresh water had a measured density of
998.2 kg/m’.
During the course of the experiment the density of the water was measured at several
vertical locations at Scm, 30cm and 160cm from the inlet. The measurements were
taken after 15 minutes from the start of the experimental run. The exact locations and
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density values of measurements taken can be found in Appendix B. The density
profiles obtained from the measurements at the three locations downstream of the
inlet are presented in Figure 4.2.
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Figure 4.2: BSJ I - Density Profiles
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Looking at the plotted the profiles, 15 minutes into the run there had already been
significant displacement of the saline water. The interface between the two phases
had moved downwards to the middle of the flume. The width of the interface
between fresh and saline water seems to be different at each location with the widest
interface observed at the furthest distance from the inlet section. Generally the
measurements display some scatter, but, bearing in mind the difficulties with the
instrumentation, they seem to be suitable for comparisons.
There were, however, some technical hitches during the course of the run that
introduced uncertainty to the obtained measurements. A few minutes into the BSJ I
run the fresh water level in compartment A started to fluctuate, due to a fault in the
pump supplying water from the undergroundstorage tank to the flume. The problem
was immediately detected, action was taken and the water level was stabilised.
Although the fluctuationsof the inlet water level did not last for long they introduce
additional uncertainty to the results.
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Another element of uncertainty, acknowledged during this first run and applying to
all further experimental runs conducted, was the determination of the velocity
magnitudeat the inlet. The pointer of the velocity meter normally fluctuates between
a range of values and the decision for the average value lies with the operator taking
the reading. This makes the readings more prone to humanerror; thus introducing
uncertainty.
4.3.1.2 Experimental Run 2 - BSJ II
The second experimental run was BSJ II. Forthis run the jet velocity at the inlet was
measured as 8cm/sec giving an initial Richardson number Ri,=0.128.
Density measurements were taken at the same three locations downstream of the
inlet as for BSJ I, at 5cm, 30cm and 160 cm. Twosets of density measurements were
taken 15 minutes and 30 minutesafterthe start of the run. The profiles obtained from
the measurementsare presented in Figure 4.3.
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Figure 4.3: BSJ II - Density Profiles
The plot shows that in the 15 minutes between the two sets of measurements the
migration of the density interface was roughly 200mm. Although after 15 min the
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width of the interface varies at the three locations, the density profiles after 30
minutes show that the interface width betweenfresh and saline seemsto be similar at
all three downstream locations.
In addition to the density measurements taken after 15 and 30 minutes from the
commencement of run, the location of the interface between the two phases was
recorded and photographs of the interface were captured at five minute intervals.
These photographs can be found in Appendix C. The measurements were then
plotted and used totrace the interface development, presented in Figure 4.4.
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Figure 4.4: BSJ II - Migration of the Interface with Time
From the plotted interface locations with time it can be seen that the migration of the
interface could be assumed to follow a linear development. With closer observation
however, it can be seenthatthe profile closer to the top of the flume seemsto have a
steeper gradient, suggesting that the jet accelerates mixing whereasat the bottom of
the flume mixing occurs mainly dueto the density difference and mass influx.
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4.3.1.3 Experimental Run 3 - BSJ II
The third and final run on the buoyant surface jet was BSJ III. For this run the inlet
velocity was measured as 15cm/sec giving an initial Richardson number Ri,=0.068.
Similarly to the two previous runs on the buoyant surface jet, density measurements
were taken at three locations (Scm, 30cm and 160cm) downstream ofthe inlet. The
density measurements taken 15 minutes after the start of the experiment are plotted
in Figure 4.5.
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Figure 4.5: BSJ III - Density Profiles
The density profiles are again very similar to the previous two runs on the BSJ. The
interface after 15 minutes had moved downtowards the middle of the flume and was
located between 200mm and 400mm from the bottom of the flume giving a mixing
zone betweenthe twofluids of roughly 200mm.
4.3.2 Discussion and Comparison with Studies on the Buoyant
Surface Jet
To gain confidence that the experimental results on the buoyant surface jet were
suitable for comparison with the simulation results, they were compared with
experimental results from previous similar studies. A review of literature indicated
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there are not many other experimental studies that could provide benchmarks. The
most similar widely recognised studies on water mixing due to turbulent jets have
been undertaken by Dr. N. Rajaratnam, in collaboration with various other
researchers, and these studies were used for the comparisons.
For the experimental results to be comparable with results from previous studies the
density profiles obtained were normalised. The process of normalisation is applied to
experimental data with the aim to convert each measurement to a dimensionless
quantity so that the data becomes comparable to other studies. Normalisation of the
buoyancy, or the obtained density measurements, involved dividing the density
difference (Ap) observed at each measurement point with the maximum density
difference (Apm) at each section. Normalisation of the location was undertaken by
dividing the depth of the location of the measurement(y) by the jet half width (b) at
each section. The jet half width being the location where Ap = Apm / 2.
The dimensionless buoyancy(or density) defect profiles for the sets of measurements
obtained forall three runs are presented in Figures 4.6, 4.7 and 4.8 for BSJ I, BSJ I
and BSJIII respectively.
From the figures it can be observed that the buoyancy defect profiles deviate
significantly from the Gaussian distribution that Rajaratnam and Subramanyan
(1985) suggest, based on their observations and observations made by Chu and
Vanvari (1976). It is noted that the researchers mentioned suggest the Gaussian
distribution after verifying it with velocity measurements and have assumedthat
buoyancy defect follows the same trend as the velocity defect. No experimental
studies could be found on buoyant surface jets where the buoyancy defect is analysed
in detail. In the majority of the studies the focus is on the velocity field of the jet
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which has been quite extensively researched experimentally. The transition from one
fluid to the other and the decay of buoyancy seemsto be more sudden andnotfollow
the Gaussian distribution of the velocity decay.
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Figure 4.6: BSJ I - Dimensionless Buoyancy Defect Profiles
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It also appears that the buoyancy, and in this case more specifically density, defect is
also dependant on the inlet conditions and in particular the Richardson number.
Looking at Figures 4.6 to 4.8 it can be seen that only in the case of BSJ II where the
inlet velocity is significantly lower, and the Richardson number higher, than the
other two runs, do the density defect profiles seem to follow a Gaussian pattern.
Figure 4.6 and Figure 4.8 suggest that the transition between the two phasesis not
smooth but there are rapid changes in density suggesting that the mixing layeris not
very wideandthe flow is characterised by strongstratification.
No attempts were made to determine a relationship between the inlet Ri and the
density distribution across the mixing interface as there was limited data available
and such an investigation would require experiments that cover a range of
Richardson numbers obtained with as accurate as possible instruments.
Overall, the experimental data obtained on the buoyant surface jet seem to compare
well with results of previous studies and be adequate for comparisons with
computational results.
4.3.3 Experiments on Heavy Wall Jet (HWJ)
Following the experiments on the buoyant surface jet, six experiments were
performed for the collection of data on the heavy wall jet. The first four runs
involved saline water of density of 1025 kg/m? . Of the four runs with a saline water
density of 1025 kg/m’, two were carried out with the introduction of a 40cm long
baffle, positioned 10cm from theinlet.
Two further runs were performed; one with saline water of 1010 kg/m? density and
one with saline water of density of 1005 kg/m’. These two runs were aimed to
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gathering data for a flow when the buoyancy effect was not as dominant. For both
these runs a 5cm longbaffle was introduced to aid the direction of the flow towards
the bottom of the flume and, as a result, aid the formation of the wall jet at the
bottom of the flume.
The experimental runs, similarly to the surface buoyant jet experiments, were
labelled HWJ I to HWJ VI and density profiles were obtained at various locations
downstream ofthe inlet side of the flume. Forthe first two experiments on the heavy
wall jet velocity profiles were also captured and are discussed in the relevant
sections.
Table 4.2 gives a summary of the experimental runs performed on the heavy walljet.
Table 4.2: Summary of Experimental Runs on the Heavy Wall Jet
 
   
Measurement
Run Nam Uy Ri timings Measurementlocations
© (cm/s) : (min from start (distance from inlet)
of run)
HWJ I 20.00 0.051 15/30/45 30 cm / 280cm
HW) II 22.00 0.047 15/30 30 cm / 280cm
HW) Ill 20.50 0.050 15/30/60 30 cm/ 172.5cm
HWJ IV 31.25 0.033 10/ 20/40 / 60 30 cm/ 172.5cm
HWJ V 30.00 0.034 6/16 12 cm/ 60 cm/ 113 cm/ 164 cm
HW] VI 28.50 0.036 6/16 12 cm/ 60 cm/ 113 cm/ 164 cm
4.3.3.1 Experimental Run 4 - HWJ I
Thefirst experimental run to be carried out on the heavy wall jet was HWJI. Density
measurements were obtained at two locations downstream from the inlet (at 30cm
and 280 cm). In total three sets of measurements were taken during the course of the
run at 15 minutes, 30 minutes and 45 minutes from the commencement of the
experiment. The density profiles at both locations and for both times are given in
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Figure 4.9 overleaf. Figure 4.9 shows that similar levels of mixing occur at both
downstream sections with the density profiles at the same times being similar at both
sections.
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Figure 4.9: HWJ I - Density Profiles
Velocity profiles for HWJ I at the same two downstream locations (30cm and 280
cm) werealso captures andare plotted in Figure 4.10.
pfoe
0 5 10 15 20 25 30
Velocity (cm/s)
—e— 30cm —a— 280cm
Figure 4.10: HWJ I - Velocity Profiles
Velocity measurements could not be taken for a wider section, either because the
velocity was below the 6cm/s limit of the propeller meter, and no indication was
given on the meter, or, because of high turbulence andre-circulation at the edges of
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the jet, the meter indicator was too unstable to provide a reasonable measurement.
The measurements, of both density and velocity, show someirregularities but do not
seem unrealistic or unsuitable for comparisons.
4.3.3.2 Experimental Run 5 - HWJ II
Density profiles for the second run on the heavy wall jet were taken at the same
locations as for HWJ I at 30cm and 280cm from theinlet side of the flume. This run
did not last as long as HWJ I so measurements were only taken at 15 minutes and 30
minutes. Plots of the density profiles for HWJ II are given in Figure 4.11. The
profiles are very similar to the density profiles of HWJ I indicating mixing along the
whole depth of the flume.
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Figure 4.11: HWJ II - Density Profiles
As for HWJI, velocity profiles along the axis of the heavy jet were also captured for
HWJIL,andtheseprofiles are given in Figure 4.12.
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Figure 4.12: HWJ II - Velocity Profiles
The velocity profiles for HWJ II were again very similar to the ones for HWJ I. In
both cases the maximum jet velocity at 280cm was measured to be approximately
half the maximum velocity at 30cm.
It has to be noted howeverthat the velocities at the second section, located 280cm
from the inlet side of the flume, are very close to the propeller velocity meters
minimum measured velocity capability of 6cm/s. The measurements were
characterised by great instability of the indicator andthis is very likely to be a source
of error.
4.3.3.3 Experimental Run 6 - HWJ III
For the following two runs on the heavy wall jet (HWJ III and HWJ IV) a 40 cm
deep baffle was introduced 10cm from the inlet side of the flume, as shown in Photo
4.9.
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Photo 4.9: Baffle
The introduction of the baffle aimed to force the flow to the bottom of the flume,
aiding the developmentof the heavy walljet.
For HWJIII the density was measured at two locations downstream of the inlet side
of the flume at 30cm and 172.5cm. Measurements in this case were taken at 15
minutes, 30 minutes and 60 minutes into the experimental run. The density profiles at
each ofthese times are given in Figure 4.13.
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Figure 4.13: HWJ III - Density Profiles
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The density profiles show the progressive mixing with density along the bottom of
the flume increasing with time. Mixing appears to be uniform along the bottom of the
flume with no mixing occurring above the level of the baffle. This is also
demonstrated in Photos 4.10 (a) and (b) that were taken 60 minutes after the start of
the run. The photographs show that the Rhodamine dyed saline water does not
extend abovethe level of the baffle indicating a very stronglystratified layer.
 
Photos 4.10 (a) and (b): Effect of the Baffle on the Interface between the Two Phases
4.3.3.4 Experimental Run 7 - HWJ IV
A further run, HWJ IV, was carried out on the heavy wall jet with the use of the 40
cm long baffle. Similarly to HWJ III density was measured at 30cm and 172.5cm
downstream from theinlet side of the flumethis time at 10min, 20min, 40min and 60
minutesafter the start of the run. Density profiles captured during this run are given
in Figure 4.14.
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Figure 4.14: HWJ IV - Density Profiles
The profiles of both HWJ III and HWJ IV show that the baffle plays a significant
role in the mixing occurring in the flume bycreating a stratification interface
between fresh and saline water which seemsto extend only to the level the baffle is
submerged in the water in the flume. Although the presence of the baffle aided the
formation of the heavy walljet, it restricted the mixing occurring in the flume.
4.3.3.5 Experimental Run 8 - HWJ V
The last two experimental runs (HWJ V and HWJ VI) were performed varying the
density of the saline water to 1010 kg/m? and 1005 kg/m? respectively. A Scm deep
baffle was introduced 10cm downstream ofthe inlet with the aim again to direct the
flow to the bottom ofthe flume andaid the developmentofthe heavyjet.
Similarly to all the previous experimental runs density profiles were measured at
locations downstream of the inlet. For HWJ V the density was measured at 12cm,
60cm, 113cm and 164cm. The way in which HWJ V differed from the previous runs
wasthe saline water density that was reduced to 1010 kg/m? . Density measurements
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were taken at 6 min and 16 mininto the run and are presented graphically in Figures
4.15 and 4.16.
The measurements were split into two separate graphs as the smaller density
difference meant that the spread of the data was not as wide as for the previous runs
andplotting all on the samegraphresulted in a very congestedfigure.
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Figure 4.15: HWJ V - Density Profiles (t=6 min)
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Figure 4.16: HWJ V - Density Profiles (t=16 min)
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A discrepancy was noticed between the density measurements after 6min and after
16 min from the start of the run. Comparing the two sets of data it was found that
higher densities were measured after 6min contrary to what was expected. This could
be either the result of recirculating flow or some fault of the equipment when taking
the density measurements.
4.3.3.6 Experimental Run 9 - HWJ VI
The final experimental run (HWJ VI) used saline water of a density of 1005 kg/m’.
As wasthe case with HWJ V, a S5cm deep baffle was introduced 10cm downstream
of the inlet with the aim to direct the flow to the bottom of the flume and the density
measurements were taken at 12cm, 60cm, 113cm and 164cm from theinlet side of
the flume at 6 min and 16 min from thestart of the experiment. Measurements taken
are again split into Figures 4.17 and 4.18 for clearer presentation.
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Figure 4.17: HWJ VI - Density Profiles (t=6 min)
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Figure 4.18: HWJ VI - Density Profiles (t=16 min)
4.3.4 Discussion and Comparison with Studies on HWJ
All the data acquired on the HWJ and described in the previous sections were
normalised and compared with results of a similar experimental study on the plane
wall jet by Ead and Rajaratnam (2002).
The first comparison involved the velocity distributions for HWJ I and HWJII. Ead
and Rajaratnam (2002) suggest that normalised velocity profiles follow a Gaussian
type distribution as illustrated in Chapter 2 (Figure 2.8).
Following normalisation of the velocity profiles by dividing the velocity at each
point by the maximumvelocity at that cross-section and dividing the distance of each
point from the wall with the jet half width Figure 4.20 was produced.
 94
Investigations on the Credibility of CFD Simulations ofBuoyant Turbulent Jets Chapter 4
 
 
 
u/um
@HWJI-30cm o©HWJI-280cm AHWJII- 30cm A HWJ II - 280cm
Figure 4.19: HWJ I and HWJ II Normalised Velocity Profiles
Althoughthe data exhibit great scatter in comparison to the experimental data by Ead
and Rajaratnam they do follow the expected trend. The scatter could be justified by
the simple method used to get the velocity measurements and the fact that
measurements were limited. Overall however the comparison of the velocity
measurements with another much more extensive and detailed experimental study
provides some assurance that the data is suitable for use in comparisons with
computationalresults.
Further comparisons were performed with Rajaratnam and Subramanyan’s (1986)
study on buoyancy profiles of the heavy wall jet. Although in Rajaratnam and
Subramanyan’s study buoyancy was due to temperature difference, and notsalinity
difference as for the present study, it is assumed that both follow the sameprinciple.
Rajaratnam and Subramanyan’s normalised experimental results have already been
discussed and displayed in Figure 2.9. It is obvious from their results that although
generally buoyancy defect profiles are assumed to follow the same defect pattern as
velocity, this is not the case. Buoyancy seems to change morerapidly than velocity
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in their experiments and the same was observed from the experimental data of this
study.
The density profiles for all six runs on the heavy wall jet were normalised and are
presented in Figure 4.20 for comparison with Rajaratnam and Subramanyan’s results.
The results show great similarities with Rajaratnam and Subramanyan’s results
suggesting that buoyancy doesnot follow the samepattern as velocity as is generally
assumed. The similarity of the results with results from Rajaratnam and
Subramanyan’s study gives them somevalidity and enables their use for comparisons
with results of the simulations performed and described in Chapter 5.
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Figure 4.20: HWJ - Dimensionless Buoyancy Defect Profiles
The heavy wall jet expansion as was visualised using Rhodamine was photographed
during the experimental run and is shownin Photo 4.11 overleaf.
97
Investigations on the Credibility of CFD Simulations ofBuoyant Turbulent Jets Chapter 4
 
Photo 4.11: Heavy Wall Jet Expansion
4.4. Summary
In total nine experiment runs were carried out examining buoyantjets. A summary of
the experimental runs and information about data obtained is given in Table4.3.
Table 4.3: Summary of Experiments
 
Saline water
 
Run Uy density Baffle Measurement locations (x distance
(cm/s) (kg/m°) from inlet)
BSJ
BSJ I 20.50 1025 - S5cm / 30cm / 160cm
BSJ I 8.00 1025 - 5cm / 30cm / 160cm
BSJ Il 15.00 1025 - 5cm / 30cm / 160cm
HWJ
HWJ I 20.00 1025 - 30cm / 280cm
HW] II 22.00 1025 - 30cm / 280cm
HW]Il 20.50 1025 40cm 30cm / 172.5cm
HWJ IV 31.25 1025 40cm 30cm / 172.5cm
HWJ V 30.00 1010 Scm 12cm 60cm 113cm/ 164cm
HWJ VI 28.50 1005 Scm 12cm/60cm/ 113cm/ 164cm
Overall, great scatter was observed in the experimental data due mainly to the simple
instrumentation used to obtain the data. The trends followed the expected pattern
from theory or previous experimental results although the accuracy of the
measurements could be debated. The data is deemed adequate for rough comparisons
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but care should be taken before drawing any final conclusions regarding any
comparisons with CFD modelresults.
The experimental data does, however; provide the point of reference required for
comparisons with computational results as presented in the following chapter.
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Chapter 5. CFD Modelling of Buoyant Turbulent Jets
CFD models using the FLUENT CFD package were created to simulate the
experiments on jets performed as part of this study and described in the
previous chapter. The methodology followedfor the setting up of the FLUENT
models and the difficulties experienced are described in the present chapter.
The obtained results are compared with the experimental data for each of the
different setups and observationsare discussed.
5.1. Setting up the FLUENT CFD Analysis
Before embarking on undertaking any CFD analysis certain decisions have to be
made according to the requirements of the simulation and the features of the flow
that will be analysed. Such considerationsare the variables of interest of the flow that
will be monitored, the accuracy required from the simulation results and the
approach to be adopted towards the model development in more complex cases.
These are discussed in the following sections where the setting up of the FLUENT
CFD simulations of the present study is discussed.
5.1.1 Monitoring Variables
An important decision to be made when preparing a CFD analysis is the
determination of the flow parameters that will be monitored and validated with
experimental data, as well as the critical locations within the CFD domain. In the
case of jets the velocity distribution along the axis of the jet is the main variable of
interest. The decay and spread of the velocity with the associated transfer of
momentum from one fluid to the other is the focal characteristic of jet flow.
Furthermore, as velocity measurements are relatively easy to obtain, the velocity
distribution along the axis of jets has been extensively researched experimentally
compared to other features of the flow and the results can more easily be checked
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against theory providing a good benchmark. Dueto the abovestated reasons velocity
profiles along the axis of the jets were chosen as one of the key variables for
comparison between experimental and simulated data.
Buoyant jets, however, have the additional important characteristic of the difference
in density between the discharging and receiving fluid. This density difference can
greatly influence the flow and even becomethe force determining the flow pattern.
For this reason density distributions with time were identified as the central variable
of interest in the case of buoyantjets.
5.1.2 Accuracy
Another issue to consider before starting the analysis is the desired accuracy of the
model. Accuracy in CFD can have two meanings. There is the accuracy with which a
simulation represents the solution of the equations used, known as numerical
accuracy, and the accuracy with which the models represent reality, known as model
accuracy. Although the scope of this study was to investigate model accuracy,
numerical accuracy always needs to be checked and established before comparing
simulated results against real data.
One indication of numerical accuracyis the residuals of the equations being solved.
As the residuals decrease (converge) the calculated result for each equation
approachesits real solution. The convergencelevel is dictated by the rate of change
of residuals and the results can be said to have converged whenthe rate of change of
residuals approaches zero. The compromise between computational time and
solution accuracy describes a convergencecriterion that is an acceptable overall error
ratio compared to the bulk result. This means that although a solution may not have
fully converged, furtheriterations will not significantly change the result.
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The FLUENTsoftware vendors andliterature suggest that a convergencecriterion for
the governing equations produces valid results when the residuals have been reduced
by at least three orders of magnitude. This recommendation wasinitially adopted,
however,after initial tests it was established that a reduction of the residuals of three
orders of magnitude was not adequate when modelling turbulentjets.
After trials a convergence criterion of decrease of residuals of five orders of
magnitude (1x10°) was adopted for the residual components of velocity and
turbulence. This was found to be the criterion beyond whichthe level of convergence
did not influence significantly the results of the models. Further reduction of the
residuals was not considered to be beneficial as the computational time would
increase without the solution obtained being notably different.
This significant change of the variables with the further decrease of residuals below
the literature suggested values of three orders of magnitudeis displayed in Figure 5.1
using plots of velocity contours. It is obvious that after decrease of three orders of
magnitude the jet has not fully developed and the pattern of velocity bears no
resemblanceto the expected pattern asit is greatly underestimated.
The steep gradients in velocity values between neighbouring grid cells arising from
the jet discharge, complicate convergence and the choice of adequate residual
decrease is fundamental. Logic checks have to be performed before deciding whether
convergence is adequate and if unsure checks have to be made with theory or
experimental data if available.
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Figure 5.1: Influence of Convergence Criterion on the Solution (HomogeneousJet)
S13 Approach to Model Construction
The study required the creation of FLUENT models of different degrees of difficulty
to simulate the types of jets studied. This enabled the adoption of a building block
approachfor the construction of the models. Sequential models were created starting
with the simplest model, being that for a homogeneousjet, and progressing to the
buoyant surface jet and finally the heavy wall jet. Modelling multiphase turbulent
flows, as is the case for a buoyant turbulentjet, is technically more challengingto set
up and more demanding computationally, making it more difficult to obtain
satisfactory results. This is even more so in cases where other forces, besides the
momentum ofthe discharging flow, play an equally important role in determining the
developmentof the flow. This is the case with the force of gravity in the formation of
the heavy walljet.
5.2. Problems Encountered
A first attempt at modelling turbulent jets involved the plane surface jet in
homogeneous conditions. This first model was relatively uncomplicated and not
many problems were encountered at this stage. The homogeneoussurfacejet model
was used to test different turbulence models and grid sizes in order to obtain the
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turbulence model that was suitable and the grid size that was adequate for the more
complicated simulations.
In the case of buoyant jets however, in addition to velocity profiles, density profiles
at different time steps were also required to determine the validity of the FLUENT
model. Unlike velocity, the density distribution in the flume is a time dependent
variable that indicates the level and efficiency of mixing in the flume caused by the
buoyant turbulent jet making the accurate mixing time prediction a key parameter for
the model performance.
The main problem encountered during the simulations was thatinitial trials showed
that FLUENTwasgreatly underestimating mixing times. Because of the significance
of the mixing time prediction this had to be further investigated and solved.
Numeroustrial runs were performedinvestigating the effect of many different model
parameters such as grid resolution, time step size, turbulence models etc on the
mixing time. None of these parameters, however, was found to have a significant
effect on the time. The parameter that was found to determine the mixing time was
the turbulence kinetic energy (TKE)specified atthe inlet.
Normally when setting up a CFD analysis an assumption is made on either the
turbulence kinetic energy or the turbulence intensity of the flow madebased oneither
experience or commonestimation principles. Such a general assumption might show
that a solution to the problem has been achieved, during this study, however, it was
discovered that a general assumption is not adequate to accurately predict the mixing
time. Checks of other parameters or numerical checks did not indicate that the
obtained solution was not realistic. The turbulence kinetic energy has been
investigated for every simulation described in the present chapter and it was found
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that for every simulation a turbulent kinetic energy of 0.01 m’/s* produced reasonable
results. This value was an estimate that emerged from trial and error simulations as
the available experimental data was not adequate to determine the turbulence kinetic
energy. The effect of the turbulence kinetic energy is examined in more detail in
Section 5.7 where the performance of the buoyant surface jet models is discussed.
The effect of TKE on the solution is also demonstrated.
5.3. Initial Trials
Initial trials were performed by modelling a homogeneous surface jet. The
homogeneous jet is the simplest of the turbulent jets and consequently less
demanding computationally. This type of jet only involves a single phase leading to
fewer equations having to be solved. The initial trials were performed in order to
determine the appropriate grid resolution for the problem and examine the
performance of the available turbulence models for this type of flow. The variable
studied to determine the suitability of the grid resolution and turbulence model was
the velocity distribution along the axis of thejet.
The homogeneous jet provided the stepping stone of the analysis enabling the
gradual introduction of the more complex flow patterns involved in the buoyantjets.
The modelling of the buoyant jets was performed using the building block approach
from the model constructed for the homogeneousjet.
5.l Grid Resolution
Adopting an adequate grid resolution is a significant parameter in performing a
successful CFD analysis. Defining a coarser than required grid can greatly influence
the solution and even provide unrealistic results. On the other hand a very fine grid
can increase significantly both the time and difficulty of obtaining a solution to the
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problem.Striking a right balance between adequate grid size and accuracy is an area
of concern and investigation without clear definitions about whatthis balanceis.
Three grid sizes were created on the same geometry (detail shown in Figure 5.2) in
order to investigate the effect of grid size to the solution. The grids were structured
quadrilateral grids with a cell size of 0.02m by 0.02m, 0.01m by 0.01m and 0.005m
by 0.005mrespectively.
In order to investigate the appropriateness of the three grids, a grid dependence study
was performed using the Grid Convergence Index (GCI) method as defined by
Roache (1998). The GCI is considered the most reliable method for checking and
reporting uncertainty associated with the solution at particular grid resolutions.
 
Figure 5.2: Detail of Grids Used (at the Inlet)
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5.3.2 Effect of the grid size on the solution
Thegrid resolution is the first factor that can have a significant impact not only on
the accuracy of the results obtained from a model, as mentioned previously, but also
the computational time requiredto reach the solution.
The effect of the grid size on the computational time needed was investigated by
setting up the exact same model and runningfor the three different grid sizes studied
for as long as needed to obtain the convergence criterion adopted of decrease in
velocity and turbulence residuals of five orders of magnitude. The results of this
investigation are given in Table 5.1 below.
Table 5.1: Numberof iterations and time required for different grid resolutions
 
  
i ‘ Numberof Time toGrid resolution ; ‘fin) Numberofcells iterations to convergence
convergence (in hours)*
hl 0.02 x 0.02 13,520 9,720 2.7
h2 0.01 x 0.01 54,080 26,729 11.2
h3 0.005 x 0.005 216,320 119,057 132.3  
Velocity magnitude profiles were extracted at 20cm, 40cm, 60cm, 80cm, 100cm,
120cm, 150cm and 200cm from the inlet for each of the three grid sizes to
investigate the effect of the grid resolution on the velocity field. At a first glance the
velocity profiles produced with all three grid sizes seemed plausible with the velocity
pattern being very similar to the expected from theory velocity distributions.
A comparison of the extracted velocity magnitude profiles at the different sections
for the three grid sizes is presented overleaf in Figure 5.3.
 
® Using a Pentium4 2 GHz processor with 1GB of memory
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From an initial observation it is obvious that the solution obtained with the coarse
grid (h1) differs significantly from the solutions obtained with the two finer grids (h2
and h3), with the differences becoming more apparent at distances further from the
inlet. The solutions of the two finer grids seem to compare well indicating a
convergence towardsa solution. Such a comparison howevercannotsignify whether
they solutions also represent an accurate numerical solution. To ensure that the
solutions reached were numerically accurate enough and to determine the level of
spatial convergence error, a grid convergence study was performedas described in
the next section.
5.3.3 Grid Convergence
The methodselected for the grid convergence study was the Grid Convergence Index
(GCI) as defined by Roache (1998).
Forthe three different grids created the grid size was defined as h, with hl>h2>h3.In
accordance with the above condition the grid refinement factors were calculated as:
- _ hg _ 0.02 _ 5
21" 0.01 (Eq. 5-1)
, hy 0.01 =)
and °32 ~ ho ~ 0.005 (Eq. 5-2)
The exact same analysis was performed on the three grids and the velocity
magnitudes in the x axis direction were obtained as demonstrated in Figure 5.3.
Having chosen the velocity magnitude as the key variable to be reported, at certain
selected locations from the inlet, the order of the grid refinement wascalculatedat
each point as:
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U3 —UIn|
ug —uj
  
  
 
 
Pha) (Eq. 5-3)
GCI, = Fle]p= (Eq. 5-4)
n> —1
_ F, Ey,|GCI, =— (Eq. 5-5)
h3
where:
£2 = u3z—uyn= “9 (Eq. 5-6)
Ba = ud —Uy12= (Eq. 5-7)
and Fsis a safety factor taken as 1.25.
The grid convergence index (GCI) was calculated at several grid points at the
selected monitoring locations of 20cm, 40cm, 60cm, 80cm 100cm, 120cm, 150cm
and 200cm downstream ofthe inlet. Overall the average GCIp3 between the medium
and the fine grid was foundto be 2.26%.
The extrapolated value of the velocity magnitude at each point was then calculated
according to the following equationas:
23 _(.P PpUext = (17342 — 43) (793 —D) (Eq. 5-8)
This extrapolated value is the value that would be obtainedif the grid size was equal
to zero. Detailed tables of the calculation of the GCI and the extrapolated velocity
values can be found in Appendix D.
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The velocity profiles at different sections were compared with the obtained
extrapolated velocity profiles as shown in Figure 5.4. Error bands equal to 10% of
the extrapolated velocity are included for better indication of the accuracy of the
chosen grid size. The average difference between the velocity obtained from the
chosen grid and the extrapolated velocities was 1.87%.
The velocity profiles with the chosen grid size were found to be consistently less
than 5% of different from the extrapolated values, with only a few exceptions,
indicating that the grid size was adequate for the simulations.
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5.3.4 Boundary Conditions
Another major issue of concern in CFD simulations is the implementation of the
right boundary conditions. Choosing the correct boundaries is fundamental in order
to obtain realistic results. Boundary conditions, if implemented wrongly, can greatly
influence the results as they can force the solution. The boundary conditions needed
to be specified for the modelling are discussed below.
5.3.4.1 Inlet and Outlet Boundaries
The inlet and outlet boundaries were straightforward to implement. The inlet
conditions were specified as a velocity inlet where only the velocity magnitude, the
TKE,or turbulence intensity, and the flow direction need to be defined. The outlet
boundary was implemented as a mass outflow boundary.
5.3.4.2 Wall Boundaries
The flume walls were described using a non-slip stationary wall boundary. The
roughnessheight of the walls was assumed to be equal to zero as glass, the material
of the flume, does not pose greatresistance to the flow.
5.3.4.3 Free Water Surface Boundary
The most complex boundary that needed to be defined was the free water surface.
The most accurate representation of real life conditions would be to specify an
additional phase of air above the water. This option however, would require much
more complicated equations to be solved by the software. By introducing more
complex equations, with a view to eliminating assumptions made whensimplifying a
model, there is the risk of introducing additional computational error. Furthermore,
the introduction of an additional phase increases computational time and computer
power demanddramatically.
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The alternative options identified to implement the free water surface boundary
condition are discussed below.
The solution to modelling a free surface without the introduction of an additional
phase is to modelit utilising on of the two following assumptions:
« the free surface is a symmetrical boundary, or
= the free surface is a non-friction wall
Defining the free water surface as a symmetry boundarythe surface is considered an
internal axis and symmetry of the flow pattern is assumed on both its sides. By
defining the free surface as a non-friction wall the surface is considereda frictionless
wall that poses noresistanceto the flow.
In a similar manner to the investigation of the grid size to the solution, the
implementation of the free water surface boundary condition was examined.
From comparisons of the results obtained after performing simulations with both
options it was found that the non friction wall boundary condition was forcing the
solution to higher values of velocity magnitude. This was more apparent further
awayfrom theinlet, where the velocity field started to decrease, as is demonstrated
in Figure 5.5.
The great difference in value between the first and the second cell of the grid
indicates that the solution is greatly influenced by the wall boundary condition. The
assumptionofthe nonfriction wall for modelling a free surface is generally valid but
should not be implementedin this case as the area of interest of the flow is adjacent
to the boundary andthe relatively sudden decrease of the velocity scale cannot be
modelled using the wall boundary condition.
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Figure 5.5: Comparison of Wall and Symmetry Boundary Conditions for the Free Surface
Boundary
5.3.5 Turbulence Models
A critical concern in computational fluid dynamics simulations is turbulence
modelling. The chaotic nature of turbulence itself and the lack of understandingfully
the processes involved complicate the accurate prediction of turbulent flows.
Turbulence models are based on assumptions that are derived usually from
experimental study of specific types of flows. The fact that the assumptionsused in
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turbulence models are based on specific types of flows makes turbulence models
applications limited to these flows and not universally applicable.
For application to the present study, three different turbulence models weretested,
the standard k-¢ model, the RNG k-s model and the k-m model. These models were
found to be most likely suitable to model the flow according to the recommendations
for the choice of turbulence models provided by FLUENTand given in Table 3.1 in
Chapter 3. Initial trials with use of the Reynolds Stress Modelindicated instability
that led to divergence of the solution.
Testing the performance of the three turbulence models involved performing
identical simulations and varying only the turbulence model used. Velocity profiles
were then extracted at eight locations downstream of the inlet and comparisons
between the three sets of data were made. These comparisons are presented
graphically in Figure 5.6 following.
The comparisons show that the k-e and the k-m models produce very similar results
at most downstream sections, with differences between the two becoming obvious
only for the sections further away from the inlet at 150cm and 200cm. The RNG k-e
model produced different patterns for all sections mainly with regards to the jet
expansioncloseto the jet source.
Although the results obtained with the standard k-e and the k-@ models were more
similar than the solution obtained using the RNG k-e model, this similarity was not
enough to assess the performance of each turbulence model with regards to how
realistic were the extractedprofiles.
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In order to decide on the performance of each of the turbulence models tested, the
velocity profiles obtained were subsequently compared against turbulent jet theory.
Thevelocity profiles of each one of the solutions and at each location examined were
normalised and plotted against a Gaussian curve, as given by Chu and Vanvari
(1976). The normalisation procedure has already been described in the previous
chapter. These comparisonsare seen in Figure 5.7 overleaf.
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From the comparisonsit is apparentthat all three tested turbulence models succeed in
predicting the profile of the jet developmentvelocity field, giving very similar results
and makingit difficult to reach any conclusions regarding their performance based
only on this feature, although the performance of the RNG k-e model seemsto be
marginally better than that of the standard k-e and the k-w models.
As the comparisons of the normalised velocity profiles were not adequate to provide
a determining conclusion with regards to the performanceofthe different turbulence
models, further comparisons were made with features of plane surface turbulentjets
from theory.
The developmentofthe jet’s velocity field and the developmentof the jet width with
the distance from the inlet were compared with the respective curves provided by
Rajaratnam and Humphries (1984) as shown in Figure 5.8 and Figure 5.9. These
comparisons enabled the final selection of the turbulence model that was later
applied to further simulations.
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Figure 5.8: Comparison of Jet Development with the Application of Different Turbulence
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Figure 5.9: Comparison of the Jet Width Obtained with the Application of Different
Turbulence Models (k-e, k-@ and RNG k-s)
The RNG k-e model was found to perform better than both the standard k-e and the
k-@ models in both the development of the jet and the size of the jet width
comparisons. Overall, the turbulence model that was found to perform better when
compared with the theory of turbulent jets after the series of comparisons
demonstrated above was the RNG k-e model and which was selected as the
turbulence modelto be used in the subsequentsimulations.
An observation made, however, was that all turbulence models tested failed to
describe adequately the potential core region ofthe jet. This can be seen in Figure 5.8
as the normalised simulation results deviate more from the theoretical curve for
distances close to the inlet in the potential core region following the same trend as
sections further downstream. This feature is due to the nature of the computation of
turbulent flows in CFD. Whena turbulence model is applied, it corresponds to the
whole flow domain andthe calculation of turbulencestarts at the very first cell from
the inlet. This highlights the incapacity of CFD to adequately model transitional
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flows, as the choice currently is either laminar of turbulent flow at the whole extent
of the flow domain.
5.3.6 Summaryof Results of Initial Trials
Summarising theinitial trials performed and described in the previous sections the
following conclusions were drawn.
= A grid size of 0.01m x 0.01m was found adequate for application to the
simulations to be performed. Accuracy arising from further reduction of the
grid size was found to be disproportionate to the time required for
convergenceto be achieved with the available computational resources.
« The boundary condition found to be most appropriate for the modelling of the
free water surface was the symmetry boundary. The assumptions behind the
simplification of the free water surface to a symmetrical boundary were found
to give realistic results.
= The turbulence model that was found to perform best when compared with
the theory of turbulent jets was the RNG k-e model.
These findings and assumptions were used subsequently for the simulations
performed on buoyant turbulent jets based on the experimental set-ups and
conditions described in Chapter4.
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5.4. Homogeneous Surface Jet Modelling
Using the model setup that accrued from the initial trials, the first simulation
performed was that of a homogeneous surface jet. Velocity profiles obtained from
the simulation were compared against three different sets of experimental data. This
simulation, being simpler than simulations of buoyant jets, was used to confirm that
the assumptions and simplifications arising from the initial trials were appropriate.
The experimental data were taken from experiments performed by Chu and Vanvari
(1976), Rajaratnam and Humphries (1984) and Papapostolou (2002). Chu and
Vanvari in their studies on buoyant surface jets also included a single benchmark
experiment on non-buoyant surface jet. Rajaratnam and Humphries performed a
series of experiments on non-buoyant surface jets while the experiments by
Papapostolou were conducted at the University of Liverpool, utilizing the same
flume and experimental set up as the experiments described in Chapter 4 of the
present study. The input data used for the simulation were the conditions of
Papapostolou’s experiment.
5.4.1 Velocity Profiles
Velocity profiles were extracted after the completion of the simulation at eight
different sections downstream ofinlet and are presented in Figure 5.10.
The extracted velocity profiles display the expected pattern with the maximum
velocity being observed at the free surface and the velocity decreasing with the
distance from the free surface following a Gaussian shape. The width, or spread, of
the jet also increased with the distance from the jet source as was expected
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Figure 5.10: HomogeneousSurface Jet - Velocity Profiles at Different Distances from the
Inlet
The velocity profiles obtained at the first four stations (at 20cm, 40cm, 60cm and
80cm) downstream of the inlet were normalised and compared with experimental
data by Chu and Vanvari (1974). These comparisonsare presented in Figure 5.11.
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From the comparisons in Figure 5.11 it can be concluded that the chosen model set
up results are in very good agreement with the experimental data. Similar
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conclusions can be drawn from Figure 5.12 and Figure 5.13, where the computed jet
velocity field development and jet width are compared with experimental data.
Although the comparison between computed and experimentalresults is satisfactory,
the experimental data display muchgreaterscatter.
 
 
  
] 8 eso.O, 4 © Chu and Vanvarit \ 4 |fA O Rajaratnam
+, A Papapostolou
Ben A + FLUENT5 ”= 055
0
0 20 40 80 100 12060x/bo
Figure 5.12: HomogeneousSurface Jet - Computed vs. Experimental Jet Velocity Field
Development
14
Chu and Vanvari
Rajaratnam
Papapostolou
RNG k-e
Plane Surface Jet (Rajaratnam, 1984)
12
+
b
p
0
0
10  
ssosthe Linear (RNG k-e)
b/
bo   
0 10 20 30 40 50 60
x/bo
Figure 5.13: HomogeneousSurface Jet - Computed vs. Experimental Jet Width
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5.5. Homogeneous Surface Jet Model Performance
From the simulation of the homogeneoussurface jet it is derived that the chosen
modelset up in FLUENTsucceedsin predicting the flow resulting from the inflow of
a turbulentjet on the surface of ambient stagnant water.
The main features of the flow were fairly accurately predicted by the simulation. The
assumptions and simplifications do not seem to have significant impact on the
derived solution and comparisons with experimental results confirm this. In
particular the velocity profiles at different sections are predicted with great accuracy.
5.6. Buoyant Surface Jet (BSJ) Modelling
5.6.1 Multiphase Model
The fundamental difference between modelling a homogeneousjet and modelling a
buoyant jet is the presence of an additional fluid of different density. In modelling
terms the simulation of a buoyant jet involves two phases. In the simulations
described in the following sections these two phases (or fluids) are fresh water and
saline water.
Saline water wasnot a readily available option in FLUENTandit hadto be specified
and added as an additional material in FLUENT’s materials panel. The density
specified for saline water was 1025 kg/m°, whilst the viscosity specified was
FLUENTsdefault for water and equal to 0.001003 kg/ms.
Thebasic difference in modelling a two phase flow in FLUENT,rather than single
phase simulations such as that of the homogeneoussurfacejet, is the introduction of
an additional set of equations to be solved through an additional model called
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multiphase model. The two multiphase models in FLUENTthat could be applied in
the present study are the VOFandthe mixture models.
Trials with the two multiphase models indicated that both performed similarly. The
mixture model was foundto slightly better predict the width of the interface between
the two phases and waschosenforthe final simulations.
5.6.2 Density Profiles
5.6.2.1 Simulation I - BSJ I
Thefirst simulation to be carried out examining the buoyant surface jet was based on
experiment BSJ I. As mentioned in the experiments section in Chapter 4, there were
sometechnical problems with the pump supplying fresh water to the flumeat the
beginning of the experimental procedure. This has consequently imposed additional
uncertainty to the experimental results. For this reason, comparisons with results
from the simulation of BSJ I required a more sceptical approach.
Although the experimental measurements were taken 15 minutes from thestart of the
run, as the results were surrounded by greater uncertainty due to the technical
problems, comparisons were made with density profiles from the computational
simulation after 10 minutes and 15 minutes to account for the possible effect of the
pumpingdifficulties. The velocity magnitude specified at the inlet was equal to 20.5
cm/s on the x-axis, as measured during the experimental run, and the TKE was
specified as 0.01 m/s”. These comparisons are found in Figure 5.14, Figure 5.15 and
Figure 5.16.
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Figure 5.16: BSJ I - Experimental and Computed Density Profiles at 160cm from theInlet
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The computed results seem to be reasonable when compared with the experimental
density profile, although in this particular case there is great uncertainty associated
with the experimental data, makingit difficult to draw any conclusions. The trend of
both sets of data though seemsto be roughly the same.
5.6.2.2 Simulation 2 - BSJ II
The following simulation was based on the second experiment on the buoyant
surface jet, BSJ II. This experiment provided a morereliable set of experimental data
as no problems were encountered during the experimental procedure. The inlet
velocity for this experiment was measured as 8 cm/sec and this wasspecified also in
FLUENTastheinlet velocity. The TKE atthe inlet was set to 0.01 m/s”.
Comparison of experimental and computational density profile data at the three
locations for both measurements taken after 15 minutes and after 30 minutes show
that there is very good agreement betweenthe twosetsofdata.
The comparisonsof the density profiles at distances equal to Scm, 30cm and 160cm
from the inlet after 15minutes and 30 minutes are presented below in Figure 5.17 to
Figure 5.22 overleaf.
The comparisons show great agreement between computed and experimental density
profiles and demonstrate the capability of FLUENTto accurately predict the mixing
that results from a surface buoyant jet. Both density profiles and mixing times were
realistic and comparable with good accuracy to experimental data.
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5.6.2.3 Simulation 3 - BSJ III
The third and final simulation that was performed on the buoyant surface jet was
based on experimental run BSJIII. As the experimental results of the first run on the
BSJ were not reliable enough to draw conclusions with regards to the credibility of
the simulation results, a further simulation would confirm the indication from the
results comparisons of BSJ II that FLUENT is capable of accurately predicting
mixing caused by a buoyant surface jet. The results of this simulation are compared
with the experimental data for BSJ III in Figures 5.23 to 5.25 overleaf.
The computed results in this case do not compare as well as in the previous set up for
BSJ II indicating that mixing occurs faster than measured during the experiments.
The trends of density profiles however compare very well in all three sections and
the mixing times are not completely unrealistic.
As has been already discussed, the right choice of models andinitial conditions is
imperative in order to obtain accurate results. Accurate flow rate, or velocity at the
inlet, is not the only requirementas it was found that the factor that determines the
mixing time is the turbulent kinetic energy specified at the inlet. As TKE was not
measuredin the current study and the TKE specified at the inlet wasthe resultoftrial
and error simulations, it can be assumedthat more accurate specification of the TKE
at the inlet would lead to moreaccurateresults.
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5.7. Buoyant Jet Model Performance
The results presented in the previous section demonstrate that CFD produced
satisfactory results in the case buoyant surface jets. A great difficulty however was
encounteredat the first attempts of the BSJ analysis. The difficulty was the fact that
FLUENTwassignificantly underestimating the mixing times. Mixing was predicted
by CFDto occurup to four times faster than the times observedin thelab.
As the source of this was not knownseveral differenttrial and error simulations were
performed using different options within the FLUENTcode. The different scenarios
involved the use of different multiphase models, refined time step and different
turbulent kinetic energy valuesat the inlet. The property that was found to determine
the mixing time in every case wasthe turbulent kinetic energy (TKE)at the inlet for
simulations of all the experimental runs. The effect of time step was only marginal
and a time step of 0.1s was adopted as it was found to be satisfactory and further
reduction in the time step did not change to the obtained solution. The different
multiphase models only influenced the interface between the two phases but not the
mixing time.
After it was established that the parameter determining the mixing time was the
TKE,trials using different values for the TKE atthe inlet were performed. Thetrials
indicated that a value of 0.01 m’/s” for the TKE at the inlet producedrealistic results
for all three simulations performed on the BSJ. Further refinement of the TKE value
was not attempted as it would require a large number of simulations and there was
not an adequate numberof experimental data to perform an analysis to investigate if
there is a relationship betweenthe velocity and the TKE at the inlet. A demonstration
of the effect of TKE on the mixing time is given in Figure 5.26. The level of TKE of
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0.01 m7/s” is very low, although a low level of TKE at the inlet was expected from
the experiments as one of the aims of the filter installed at the inlet compartment of
the flume was to reduce turbulence and ensure the formation of a buoyant surface jet.
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Figure 5.26 Effect of the Turbulence Kinetic Energy (TKE) on the Mixing Time(BSJ II -
5cm after 15 min)
The comparisons of computational and experimental results however confirm
FLUENT’ capability to accurately predict the density profiles. The most accurate
predictions using CFD simulations were obtained for the second simulation BSJ IL.
BSJ I demonstrates FLUENT’s capacity to predict the pattern of the density
distribution in the flume but the uncertainty of the experimental results in this case
prohibit any conclusions to be drawn. The comparisons of the third set of
experimental data with computational results indicate that the predictions are not as
accurate as those of BSJ II butare still within acceptable limits. In this case the
computed results demonstrate a slight underestimation of the time scale required for
mixing. This could be due to several causes, both in the simulation butalso in the
experimental data. Inaccurate measurement of the velocity magnitude at the inlet
could be a likely reason, as could be a not accurate enough assumption about the
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TKE specified at then inlet when performing the computational analysis. All the
simulations results presented were performed by applying the same timestep of 0.1s
and turbulent kinetic energyat the inlet equal to 0.01 m/s”.
Overall FLUENTseemsto be capable of predicting both density profiles and mixing
time scales reasonably well. It would be useful to attempt a further verification of the
assumptions of this model with experimental results of better accuracy and actual
measurements of the turbulent kinetic energy at the inlet before drawing anyfinal
conclusions. However, there is indication that FLUENTs performancein this case is
satisfactory.
 136
Investigations on the Credibility of CFD Simulations ofBuoyant Turbulent Jets Chapter 5
 
5.8. Heavy Wall Jet (HWJ) Modelling
Modelling of heavy wall jets is a more advanced simulation in comparison with that
of surface buoyant jets, as the main driving force determining the flow field is not
only the momentum from thejet inlet but also the strong buoyancy and gravitational
forces that act contrary to the jet flow.
5.8.1 Velocity Profiles
For modelling the heavy wall jet, the same conditions were applied for the free water
surface as for modelling the buoyant surface jet. Due to the nature of the flow the
water surface is not a region of interest in the case of the heavy wall jet so the
conditions applied to the buoyant surface jet were considered to be adequate and no
further investigations were required with regards to the free surface boundary
condition. The region of interest for the heavy wall jet is the area near the wall
boundaryas the interaction between boundary and flow influences greatly the flow
regime. For this reason the grid adjacent to the wall boundary wasfurtherrefined to
ensure the implementation of the boundary did not influence the results. A detail of
the refined grid at the wall boundaryis given in Figure 5.27 below.
 
Figure 5.27: Detail of Grid Refinement at the Wall Boundary
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The first test performed as part of the investigation of the performance of CFD
against experimental results was the comparison of the variation of the maximum jet
velocity with distance. The normalised maximum jet velocity for the first heavy wall
jet run (HWJ I) was compared against an experimentally derived curve provided by
Ead and Rajaratnam (2002). The results are shown in Figure 5.28 and it was
observed that the CFD obtained results were in good agreement with the
experimental data.
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Figure 5.28: HWJ I - Variation of Maximum Jet Velocity with Distance
Ead and Rajaratnam’s experimental results showed that the maximum velocity
decayed in a logarithmic trend. The computed results seem to roughly follow the
samepattern.
A further comparison was performed between the experimentalvelocity profiles and
the velocity profiles extracted from FLUENT. The comparisons are found in Figure
5.29 for HWJ I and Figure 5.30 for HWJ II. Taking into account the built in
uncertainty around the experimental data, the comparisons showed reasonable
agreement betweenthe twosets of data.
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The comparisons show that the computed results show a much smoother velocity
developmentandat the section located 280cm from the inlet the jet seems to have
dissipated contrary to the experimentalresults.
It has to be noted howeverthat the velocity magnitudes at this section are very close
to the 6cm/s threshold of the propeller meter’s measuring capacity and the
experimental measurements were very unstable and more proneto user error at the
specific section.
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Figure 5.29: HWJ I - Experimental and Computed Velocity Profiles
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Figure 5.30: HWJII - Experimental and Computed Velocity Profiles
Typical velocity vectors of the heavy wall jet as they are presented by FLUENTare
displayed in Figure 5.31.
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Figure 5.31: Typical Velocity Vectors for the Heavy Wall Jet
5.8.2 Density Profiles
In the following section comparisonsof every density profile obtained for each ofthe
heavy wall jet runs are made with the corresponding density profiles extracted from
the CFD simulations.
5.8.2.1 Simulation 4 - HWJ I
In total six density profiles were acquired experimentally in two sections of the flume
(30cm and 280cm from theinlet side) after 15, 30 and 45 minutes from thestart of
the run. Density profiles at the same locations and same times were extracted from
the simulation and are plotted in graphs against the experimental density profiles in
Figure 5.32 to Figure 5.34.
Overall the simulated results show good agreement with the experimentalresults,
especially at the section closerto the jet source. The greatest difference between the
two sets is observed at the bottom of the flume where the simulation results exhibit
faster mixing, or rather displacementof the fresh water with saline water.
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Figure 5.32: HWJ I - Experimental and Computed Density Profiles (t=15min)
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Figure 5.33: HWJ I - Experimental and Computed Density Profiles (t=30min)
x=30cm x=280cm
f _
0.8 | 08
07 | 07 |
Os| 06 |
ge 05 | E 05 |
= oa | > o4 |
0.3 0.3
0.2 | 0.2
0.1 | 0.1
0 L 0
995 1000 1005 1010 1015 1020 1025 995 1000 1005 1010 1015 1020 1025
Density (kg/m’) Density (kg/m’)
Figure 5.34: HWJ I - Experimental and Computed Density Profiles (t=45min)
From the comparisonsit can be seen that FLUENTreasonably accurately predicts the
density profiles at the section nearer to the jet source. Although better agreement
with the experimental density profiles is observed at the first section, even at the
section further away from the jet source FLUENT managestopredictthetrend.
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5.8.2.2 Simulation 5 - HWJ II
The second set of comparisons on the heavy wall jet was based on experiment HWJ
II. Density profiles were again obtained experimentally at 30cm and 280cm from the
origin of the jet and the corresponding profiles were extracted from the simulation
after 15min and 30 min. The experimental and computationalprofiles are graphically
compared in Figure 5.35 and Figure 5.36.
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Figure 5.35: HWJ II - Experimental and Computed Density Profiles (t=15min)
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Figure 5.36: HWJ II - Experimental and Computed Density Profiles (t=30min)
The result of the comparisons is similar to that of HWJ I with FLUENTlargely
achieving to predict the mixing and the pattern of the density distribution in the
flume. The most significant differences between the two sets of data are again
observed at the bottom of the flume where the computed results indicate
displacementof the fresh water bythe saline water.
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5.8.2.3 Simulation 6 - HWJ III
The third simulation on the heavy wall jet was based on experiment HWJ III and was
the first of the runs to be undertaken with the introduction of a baffle at a distance of
10cm from the inlet. For this run a 40cm long baffle was used.
The experimental and computed density profiles are plotted along each other in
Figure 5.37 to Figure 5.39. In Figure 5.38 it can be seen that FLUENTindicates that
there is recirculation at the region above the jet flow which affects the density
profiles at the location closer to the jet source. The experimental data however did
not manageto capture such a flow pattern.It is likely that the distance between the
experimental measurement locations was too large to capture the recirculation
pattern.
In general the simulation managed topredictthe location of the interface between the
two phases, mixing at the bottom of the flume due to the jet, however, seemed to
happenata faster rate than that shown by the experimentalresults. It is odd that the
experimental results, even at the section close to the jet source, display great dilution
rather than displacementof the fresh water by the saline waterjet.
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Figure 5.37: HWJ III - Experimental and Computed Density Profiles (t=15min)
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Figure 5.38: HWJ III - Experimental and Computed Density Profiles (t=30min)
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Figure 5.39: HWJ III - Experimental and Computed Density Profiles (t=60min)
5.8.2.4 Simulation 7 - HWJ IV
The HWJ IV experiment was very similar to HWJ III and as result similar
observations were also madefor the simulation performed based on experimental run
HWJIV. Again FLUENTindicatedrecirculation at the section close to the jet source
for the measurements taken after 10 and 20 minutes. The interface between the two
phases wasagain predicted quite accurately. However, the simulation seemed to once
again overpredict the mixing rate at the bottom of the flume.
The experimental data and computed profiles are comparedin Figure 5.40 to Figure
5.43.
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Figure 5.40: HWJ IV - Experimental and Computed Density Profiles (t=10min)
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Figure 5.41: HWJ IV - Experimental and Computed Density Profiles (t=20min)
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Figure 5.42: HWJ IV - Experimental and Computed Density Profiles (t=40min)
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Figure 5.43: HWJ IV - Experimental and Computed Density Profiles (t=60min)
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5.8.2.5 Simulation 8 - HWJ V
The HWJ V simulation was the first simulation that involved a lower density
difference between the fresh and saline water. Investigations indicated that this
model was much moresensitive to parameters that did not have a great impact on the
previous models. One such example was the time step size as is demonstrated in
Figure 5.44.
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Figure 5.44: HWJ V - Density Contours after 5min for time step 1s and 0.1s
The same model set up as used for the previous simulations however, did provide
satisfactory results as shown Figure 5.45 and Figure 5.46.The same model conditions
as for the previous models were applied and although the comparisons do not
compare as well they still provide results that could be used to roughly predict
mixing especially some timeafter the start of the run.
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Figure 5.46: HWJ V - Experimental and Computed Density Profiles (t=16min)
Although the comparisons werenotas accurate, the overall flow pattern produced by
the simulation is very similar to the flow pattern caused by a heavy wall jet as given
by Eadand Rajaratnam (2002) and demonstrated in Figure 5.47 overleaf.
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Figure 5.47: HWJ - Simulated and Experimental Flow Pattern Comparison
5.8.2.6 Simulation 9 - HWJ VI
The very last simulation on the heavy wall jet was based on experimental run HWJ
VI. The density difference between the fresh and the saline water in this case was the
lowest of all the runs. The saline water density of 1005 kg/m? used in the
experiments gave a density difference of less than 1% (0.07%). This simulation
proved to be the most challenging with the results being given from the computation
being less similar to the experimentalresults.
The comparisons between experimental and computed density profiles at the four
downstream locations are given in Figure 5.48 after 6 minutes and Figure 5.49 after
16 minutes. The computed density profiles taken after 6 minutes from thestart of the
run indicate very strong recirculation. Something like that was not captured by the
experimental data.
Overall the computed results seem to be much weakerfor the simulations with lower
density differences between the two phases. However, as the experimental data were
also uncertain, no conclusions could be drawn. There is nevertheless strong
indication that FLUENT ‘s performance decreased for the the lower density
differences.
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5.9. Heavy Wall Jet Model Performance
Overall the performance of the computational models in predicting the mixing
caused by heavy wall jets was again reasonably satisfactory. FLUENT managed to
predict the mixing times and density profiles reasonably well for all six experiments
converted to simulations. It was observed however that the CFD simulations
performed better whenthe density difference betweenthe twofluids was higher.
For runs HWJ I to HWJ IV the density of the salt water was 2025 kg/m? meaning
2.68% higher than the density of fresh water which was 998.2 kg/m’. The results of
these simulations are generally in agreement with the experimental data, although
some inconsistencies, especially at locations further away from the jet source were
observed. For HWJ V and HWJ VI howeverthe simulations do not seem to perform
as well as for the first four runs in the heavy wall jet. In both these cases the only
difference from the previous simulations was the lower density difference which was
1.18% for HWJ V and 0.68% for HWJ VI. These two simulations proved more
challenging as the lower density difference signified less strong buoyant forces
meaning there was no clear dominating powerdriving the flow.
This clear deterioration of the performance of CFD for lower density differences
needsto be further investigated in order to enable the draw of any conclusions. There
are however, strong indications that FLUENT does not perform the same when
buoyant forces are not as strong. This highlights the concern that CFD cannot be
deemed adequate from a single validation but needsto be validated over a range of
different scenarios to ensure that results produced from an analysis are credible and
can be used to predict various physical processes.
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Chapter 6. Discussion and Conclusions
6.1. Discussion and Recommendations
The credibility of Computational Fluid Dynamics (CFD) simulations in predicting
mixing of water bodies caused by turbulent buoyantjets using a standard commercial
CFD code wasinvestigated. The attempt to transfer the experimental conditions to
simulations and predict the various characteristics of the flow was largely achieved
for all the experiments. The results indicate that simulations could be a viable
method to predict mixing in natural bodies with a view to CFD simulations
eventually predicting the outcome of mixing processes in cases where experimental
data is not available. However, the study demonstrates that CFD simulations at
present cannot be deemedcredible without comparisons to experimental data. There
were several potential pitfalls identified during the course of the study that should be
taken into account before conclusions are drawn from results provided by CFD
simulations.
The study involved undertaking a set of experiments on buoyant turbulent jets
(buoyant surface jet and heavy wall jet) to obtain experimental data that were
subsequently used to validate CFD simulations. The conditions under which the
experiments were performed were transferred to the computational modelsset up as
initial and boundary conditions.
Onesignificant shortcoming of the study, however, was that both the accuracy and
the numberof the experimental data used were notof sufficient quality and quantity
to establish relationships between simulation performance and conditions used. The
initial intention of making velocity as well as density comparisons for all
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experimental runs did not materialise as significant technical problems emerged
during the course of the study. This considerably limited the confidence with which
conclusions regarding the credibility of the simulation results could be drawn. As
there are large uncertainties in the proper application of CFD itself, especially with
regards to turbulence models, the validation of CFD simulations requires
experimentsthatare as reliable as possible. Comparisons of the experimentalresults
of the study with theory of turbulent jets provided someassurance that there were no
great discrepancies between the two. Although the experimental data were not
accurate enough to be suitable for detailed examinations, in conjunction with
previous experimental studies they provided a good guide and proved very useful in
aiding the identification of significant pitfalls that could be encountered when
attempting to predict mixing dueto turbulent buoyantjets using CFD.
The first parameter of a simulation to be identified as a potential source of significant
error that could lead to unrealistic results was the choice of convergencecriterion. At
the start of every simulation the user is asked to define the convergence criterion.
The FLUENTsoftware default value, which is also a value widely suggestedas rule
of thumb,of reduction in residuals of three orders of magnitude was proven notto be
adequate when modelling turbulent jets. Results of the present study indicated that a
realistic solution was approached only after a convergencecriterion offive orders of
magnitude decrease in residuals. As turbulent jets are characterised by rapid changes
a convergencecriterion of three orders of magnitude wasnotsufficient for the flow
to develop fully. This observation highlighted the fact that default values in the
software or general recommendations should not be taken for granted andit would be
advisable if they were questioned before being applied. To achieve that an
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appreciation of the flow is required and sense checks should always be made even
after a simulation seemsto have reacheda satisfactory solution.
Aspart of the study several checks were madeto identify the suitability of different
choices available in CFD for the modelling of turbulent buoyant jets. The first
exercise was undertaken to determine the appropriate grid resolution for the problem.
This was checked using the Grid Convergence Index (GCI) on three different grid
sizes. The GCIis a recognized technique for the control of numerical accuracy. The
verification exercise demonstrated that the GCI value was less than 3% for the
downstream componentof velocity for the medium andfine grid sizes investigated.
Asthe GCIis akin to a 99.9% statistical confidence interval the uncertainty between
the meshes could suggest that the numerical schemes were of an acceptable
numerical accuracy to be used in predictive terms.
A further check was carried out to identify the most suitable turbulence model to
describe turbulent jet flow. Three turbulence models (the standard k-e, the RNG k-e
and the k-m models) were identified as suitable for the flow and were subsequently
tested against each other and against theory to determine which was the mostapt for
modeling turbulent jets. After comparisons of velocity profiles taken with the use of
the three different models were made both between them and with turbulent jet
theory and experimental results from previous studies, the RNG k-e model was
identified as the most suitable and was consequently applied to all the simulations.
The choice of turbulence model is particularly complicated as there are no
recognized methods for checking its appropriateness and the only way to evaluate a
model’s performance is to compare with theory or experimental results. Again an
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appreciation of the flow is important as even after checksthereis still a danger that
the results might notberealistic.
This was experienced when comparisons between computational and experimental
data on the time dependent density measurements were carried out. Although a grid
convergence study was performed and exercises to determine the most appropriate
turbulence model and boundary conditions were undertaken, and confirmed in some
cases with velocity comparisons, the density comparisons were not in agreement.
While comparisonsof the velocity fields with theory displayed satisfactory accuracy
of the obtained solution, the mixing time was completely unrealistic, with mixing
happening up to fourtimesfaster than in the respective experiments.
Throughtrial and error simulations the determining factor of the mixing time scales
was found to be the turbulent kinetic energy specified at the inlet. For accurate
simulations it is not only important to know the mass influx and velocity magnitude
at the inlet but also the turbulence intensity or the turbulent kinetic energy directly.
The turbulent kinetic energy appears to be a function of the inlet conditions and
further investigations to determine a relationship linking them directly would be
desirable. This could not be achieved in this study as the variation of inlet velocities
wasnot adequate for such an examination. Normally when setting up a CFD analysis
an assumption is made on either the turbulence kinetic energy or the turbulence
intensity of the flow based on either experience or commonestimation principles.
Such a general assumption howeveris not adequate to accurately predict the mixing
time and although other parameters or numerical checks might show that a solution
to the problem has been achievedthis is not the case. The turbulence kinetic energy
has been investigated for every simulation described in the following chapter andit
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was foundthat for every simulation a turbulent kinetic energy of 0.01 m/s” produced
reasonable results. This value was achieved bytrial and error and wasan estimate as
the available experimental data was not adequate to determine the turbulence kinetic
energy.
Although satisfactory results were obtained, the computational model did not
perform equally in all cases investigated. One observation made wasthat the models
seemedto give better results for the runs with higher density difference between the
two fluids with the run with the lowest density difference between the two fluids
performing the worst. This howevercould not be investigated further as only two of
the nine runs were performed with a lowerdensity difference.
A final observation was that CFD failed to predict certain characteristics of the flow,
such as the potential core of the jet. This is something that the code has notyet the
capability to fully address transitional flows.
Thefactthat the simulation results wererealistic for all the investigated experimental
setups, with various degrees of difficulty, is an indication of the consistency in the
computational results. There are several aspects howeverthat point out the fact that
without extensive checks with theoretical results, the results obtained with the use of
CFD can seem correct but not representreality.
It could be argued that the process of hydraulic investigations would besignificantly
enhancedif the integration of CFD and experiments was muchstronger. The scope
of experimental measurements could be extended through CFD and the credibility of
the simulation results enhanced by the availability of suitable measurements from
experiments. The underlying perspective is that CFD studies will eventually be able
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to predict the outcome of a physical event for which experimental data is not
available. This sort of closer integration is howeverrare at present.
Further investigations and comparisons with experimental data to confirm the
findings of the present study and investigate the relationship between TKE inlet
conditions with mixing time and buoyancy levels with model performance are
advisable. The uncertainty surrounding the experimental data used in the study
makesit difficult to reach any detailed conclusions. Experimental data obtained with
more advanced profiling techniques, both for velocity and density would be very
useful, as well as greater computational power that would enable faster and more
detailed computational modelling.
Furthermore, CFD application to problems of water and environmental engineering
is still relatively new and benchmark experimental data is not readily available as is
the case in other industries, like aerospace and automotive engineering, where CFD
has been used for years. In many cases assumptions used in the commercial codes,
such as factors in turbulence models, have been developed for applications in those
traditional CFD industries and are not always suitable for other applications. Sets of
experimental benchmark experimental results against which checks of computational
models could be performed would be a great way of increasing confidence in
computational simulations in a water and environmental engineering context. Thisis
already the case in other fields of CFD applications. NASA for example has been
providing freely available sets of benchmark cases for common aerospace
applications. The development of such benchmark experimental results would be
desirable also for common water and environmental engineering applications, such
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as buoyantjets, so that there is a point of reference with regards to making various
checksto confirm solution realism.
Another issue with CFD simulations is the fact that at present no best practice
guidelines explicitly outline what parameters need to be checked to assume whether
a simulation is credible. Following standard guidelines, the code can be verified by
analysing the downstream component of velocity and undertaking a grid
convergence index check. This however does not seem to address the accuracy of
every aspect of the flow. Even though such an exercise was undertaken, it was
demonstrated that it is still possible that the simulation has not been verified.
Therefore, it would be beneficial if present guidelines were extended to cover more
features of more complex flows, such as multiphase flows, and explicit guidelines
were formulated about how the guidelines should be interpreted.
A final recommendation would be to perform a similar analysis of mixing due to
turbulent buoyant jets by gathering experimental data and performing the CFD
simulation in three dimensions. A validation of mixing dueto turbulent buoyantjets
through a three dimensional analysis would provide the assurance that CFD could be
used to predict mixing also in more complicated geometries as is often the case in
natural water bodies.
6.2. Conclusions
Overall it has been demonstrated that CFD is a viable solution to accurately
predicting mixing of water bodies due to buoyant turbulent jets. The results are
encouraging, and suggest that CFD can be useful and practical in more complex
mixing applications that arise from turbulent buoyant jets. Commercial CFD codes,
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such as FLUENT,if used with a sufficiently detailed mesh and thorough checking
procedures seem to be capable to give reliable answers using standard two-equation
turbulence models.
However, as the study has demonstrated, conclusions should be drawn only
following careful consideration and after rigorous checks. Velocity measurements
comparisons are not adequate to determine the performance of a buoyantjet model.
The use of experimental investigations cannot at present be completely replaced by
the use of CFD asit is possible that CFD results that appear correct do not represent
reality. CFD simulations should at least be checked with previously validated generic
flow cases when experimental data is not available. Additional care should be
exercised when performing simulations of time dependent problems. The study has
demonstrated that the turbulent kinetic energy is a significant parameter in time
dependent CFD simulations of buoyantjets.
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Appendix A Velocity Meter Calibration Chart
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Appendix B_ Experimental Measurements
B.1 Buoyant Surface Jet Experimental Data
B.1.1 BSJ I
Table B.1: BSJ I - Density Measurements (t=15min)
 
 
Distance from flume Density (kg/m°)
bottom (mm) x=5cem x=30cm x=160cm
815 1001.0 1001.6 1003.0
790 1004.5 1001.5 1002.2
740 1004.4 1001.9 1002.1
690 1004.0 1001.7 1002.3
640 1002.9 1000.9 1001.8
590 1002.2 1001.9 1002.9
540 1001.6 1001.6 1002.0
490 1001.8 1001.3 1005.7
440 1001.4 1001.3 1011.5
390 1001.5 1000.6 1003.7
340 1002.3 1000.7 1007.1
290 1003.4 1000.9 1014.3
240 1022.3 1022.0 1022.3    
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B.1.2 BSJ II
Table B.2: BSJ II - Density Measurements (t=15min)
 
Distance from flume Density (kg/m’)
bottom (mm) x=5cem x=30cm x=160cm
815 1001.3 1002.3 1002.6
790 1001.7 1004.7 1003.2
740 1011.9 1007.7 1012.9
690 1013.1 1012.1 1024.2
640 1023.4 1015.4 1024.4
590 1023.9 1023.9 1024.5
540 1023.9 1023.7 1024.9
490 1023.9 1023.6 1025.0
440 1023.7 1023.1 1025.0
390 1023.6 1025.0 1025.0
340 1025.0 1025.0 1025.0
290 1025.0 1025.0 1025.0
240 1025.0 1025.0 1025.0    
Table B.3: BSJ II - Density Measurements (t=30min)
Distance from flume Density (kg/m’*)
bottom (mm) x=5cem x=30cm x=160cm
815 1000.5 1000.4 1001.1
790 1001.3 1000.2 1000.7
740 1001.0 1000.0 1000.7
690 1000.8 1000.7 1001.2
640 1001.1 1001.3 1000.2
590 1001.3 1001.3 1001.2
540 1002.1 1001.5 1004.7
490 1004.6 1005.5 1004.5
440 1012.2 1009.4 1006.2
390 1019.2 1016.3 1017.0
340 1022.7 1021.7 1022.0
290 1022.2 1023.1 1023.6
240 1025.0 1025.0 1025.0    
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B.1.3 BSJ III
Table B.4: BSJ III - Density Measurements (t=15min)
 
 
Distance from flume Density (kg/m’)
bottom (mm) x=5cm x=30cm x=160cm
815 1000.3 999.9 999.5
790 999.6 999.3 999.1
740 999.2 999 999.1
690 1000.1 999.4 999.1
640 1000.3 999.4 999.2
590 1000.2 1000.2 999.1
540 1000.1 1000 999.5
490 1000.4 999.8 999.2
440 1001.7 1000.2 999.2
390 1002.5 1000.6 1001.1
340 999.8 999.8 1013.3
290 - - 1020.6
200 1020.4 1023.6 1024   
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B.2 Heavy Wall Jet Experimental Data
B.2.1 HwWJ I
Table B.5: HWJ I - Velocity Measurements
 
 
Distance from flume Velocity (cm/sec)
bottom (mm) x=30cm x=280cm
160 0.00 4.61
140 7.06 2.00
120 8.28 5.83
100 9.50 7.67
80 10.60 5.83
60 13.90 7.06
40 18.25 8.00
20 19.33 11.15
5 24.75 11.70   
Table B.6: HWJ I - Density Measurements (t=15min)
 
Distance from flume Density (kg/m’)
bottom (mm) x=30cm x=280cm
820 998.7 998.3
740 1006 1002
640 1008.4 1005.1
540 1008.2 1006.2
440 1008.5 1006.7
340 1008.3 1007.7
240 1006.8 1008.7
140 1005.5 1009.5
0 1008.7 1009.6   
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Table B.7: HWJ I - Density Measurements (t=30min)
 
 
 
Distance from flume Density (kg/m’*)
bottom (mm) x=30cm x=280cm
820 998.6 998.6
740 1014.6 1010.9
640 1015.3 1013.7
540 1014.3 1014.1
440 1014.7 1014.8
340 1014.8 1015.6
240 1015.1 1014.4
140 1014 1016
0 1015.1 1015.6   
Table B.8: HWJ I - Density Measurements (t=45min)
 
Distance from flume Density (kg/m°)
bottom (mm) x=30cm x=280cm
820 998.4 998.9
740 1018 1015.6
640 1018.8 1017.4
540 1018.8 1018.1
440) 1018.5 1018.8
340 1018.2 1019.2
240 1016.4 1019.1
140 1017.7 1018
0 1017.5 1018.7 
 164
 
  
  
 
  
Investigations on the Credibility of CFD Simulations ofBuoyant Turbulent Jets Appendix B
B.2.2 HW] Il
Table B.9: HWJ II - Velocity Measurements
Distance from flume Velocity (cm/sec)
bottom (mm) x=30cm x=280cm
160 6.44 0.00
140 8.28 2.00
120 8.28 4.00
100 8.28 5.22
80 10.60 7.06
60 12.80 7.67
40 13.90 7.06
20 17.17 7.67
5 19.33 8.89
Table B.10: HWJ II - Density Measurements (t=15min)
Distance from flume Density (kg/m’)
bottom (mm) x=30cm x=280cm
820 998.1 998.9
740 1006.3 1002.4
640 1007.6 1005.8
540 1008.0 1006.8
440 1006.0 1007.3
340 1005.8 1008.8
240 1005.6 1009.7
140 1005.8 1010.2
0 1009.7 1010.5
Table B.11: HWJ II - Density Measurements (t=30min)
Distance from flume Density (kg/m’)
bottom (mm) x=30cm x=280cm
820 997.8 998.8
740 1013.8 1013.9
640 1014.9 1016.1
540 1016.1 1016.5
440 1016.1 1016.5
340 1016.2 1016.4
240 1013.8 1016.0
140 1015.0 1016.4
0 1016.8 1015.3 
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B.2.3 HW) Ill
Appendix B
Table B.12: HWJ III - Density Measurements (t=15min)
 
 
  
Distance from flume Density (kg/m’)
bottom (mm) x=30cem x=172.5 cm
815 999.1 999.0
740 998.9 999.0
640 998.9 999.1
540 999.3 999.7
440 999.9 999.2
340 1003.3 1004.8
240 1004.1 1006.0
140 1005.7 1007.1
40 1004.7 1007.6
Table B.13: HWJ III - Density Measurements (t=30min)
Distance from flume Density (kg/m’*)
bottom (mm) x=30cm x=172.5 cm
815 998.8 999.0
740 998.8 998.9
640 999.0 998.9
540 999.2 998.9
440 999.9 1000.0
340 1006.2 1012.7
240 1016.1 1016.0
140 1015.2 1015.6
40 1015.2 1017.4
 
Table B.14: HW)III - Density Measurements (t=60min)
Distance from flume Density (kg/m°*)
 bottom (mm) x=30cm x=172.5 cm
815 999.0 999.0
740 999.0 992.0
640 999.0 999.0
540 999.8 999.6
440 1000.0 999.8
340 1006.4 1011.7
240 1021.5 1020.1
140 1021.5 1019.6
40 1019.9 1020.7  
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B.2.4 HWJ IV
Table B.15: HWJ IV - Density Measurements (t=10min)
 
 
 
 
 
Distance from flume Density (kg/m’)
bottom (mm) x=30em x=172.5 cm
815 998.8 998.8
740 998.8 998.8
640 998.8 999.0
540 999.0 999.2
440 999.7 998.8
340 999.5 1001.5
240 1008.1 1005.4
140 1012.9 1006.6
40 1011.6 1007.4   
Table B.16: HWJ IV - Density Measurements (t=20min)
Distance from flume Density (kg/m°)
bottom (mm) x=30cem x=172.5 cm
815 998.8 998.8
740 998.8 998.8
640 999.0 999.0
540 999.5 998.6
440 999.6 999.5
340 1014.7 1014.4
240 1018.5 1014.4
140 1017.8 1016.5
40 1018.6 1016.8   
Table B.17: HWJ IV - Density Measurements (t=40min)
Distance from flume Density (kg/m’)
bottom (mm) x=30cm x=172.5 cm
815 998.8 998.8
740 998.8 998.8
640 999.0 999.0
540 999.1 999.2
440 999.2 999.9
340 1021.8 1020.1
240 1023.0 1022.3
140 1022.5 1022.0
40 1022.7 1020.2 
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Table B.18: HWJ IV - Density Measurements (t=60min)
 
 
Distance from flume Density (kg/m’)
bottom (mm) x=30em x=172.5 cm
815 998.8 998.8
740 998.8 998.8
640 999.0 999.0
540 999.1 999.1
440 999.7 1000.1
340 1020.3 1017.5
240 1022.4 1023.8
140 1024.0 1024.1
40 1021.2 1024.1   
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B.2.5 HWJ V
Table B.19: HWJ V - Density Measurements (t=6min)
 
  
Distance from flume Density (kg/m’*)
bottom (mm) x=12cm x=60cm x=113cm x=164cm
750 999.3 1000.9 1001.2 1001.3
550 999.8 1000.7 1002.0 1001.7
370 999.8 1001.6 1002.3 1002.6
150 1005.1 1006.9 1006.7 1005.5
0 1007.4 1008.0 1007.9 1008.1 
Table B.20: HWJ V - Density Measurements (t=16min)
 
Distance from flume Density (kg/m*)
bottom (mm) x=12cm x=60cm x=113cm x=164cm
750 999.4 999.8 1000.8 1000.4
550 999.4 1000.1 1000.4 1001.0
370 999.8 1000.5 1001.9 1001.1
150 1000.2 1001.8 1003.3 1004.7
0 1005.9 1008.0 1001.2 1008.8   
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B.2.6 HWJ VI
Table B.21: HWJ VI - Density Measurements (t=6min)
 
   
Distance from flume Density (kg/m°)
bottom (mm) x=12cm x=60cm x=113cm x=164cm
750 1001.0 1000.6 1000.5 1000
550 1003.1 999.6 1001.5 1001
370 1004.1 1004.1 1004.2 1004
150 1004.2 1004.6 1005.0 1005
0 1004.5 1004.6 1005.0 1005
Table B.22: HWJ VI - Density Measurements (t=16min)
  
Distance from flume Density (kg/m°)
bottom (mm) x=12cm x=60cm x=113cm x=164cm
750 1001.2 1000.5 999.8 1000
550 1002.2 1002.0 1000.8 1002
370 1003.4 1004.6 1004.5 1002
150 1005.0 1005.0 1004.6 1004
0 1004.8 1004.9 1004.7 1005 
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Appendix C —_BSJ II Photographsof the Interface
Development
 
 
t=15min t=20min  t=25min
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t=45min =50min  
t=55min t=60min
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Appendix D Grid Convergence Study Calculations
Table D.1: Grid Convergence Index Calculation
 
 
 
 
   
Distance x - Axis Velocity magnitude (m/s)
from flume Coarsegrid Medium Fine grid GCI » GCI 33
bottom (mm) (h1) grid (h2) (h3)
x = 20cm
450 -0.0041 -0.0045 -0.0043 9.35% 4.14%
500 -0.0037 -0.0037 -0.0035 0.52% 2.36%
550 -0.0032 -0.003 1 -0.0028 6.15% 10.28%
600 -0.0031 -0.0026 -0.0023 23.02% 12.03%
650 -0.0026 -0.0008 -0.0005 55.42% 15.35%
700 0.0015 0.0079 0.0083 6.90% 0.42%
750 0.0190 0.0270 0.0270 0.01% 0.00%
800 0.0497 0.0519 0.0510 3.64% 1.53%
840 0.0746 0.0702 0.0686 4.68% 1.81%
x = 40cm
450 -0.0052 -0.0047 -0.0045 6.90% 2.46%
500 -0.0038 -0.0023 -0.0021 13.67% 2.28%
550 -0.0013 0.0005 0.0009 82.69% 8.55%
600 0.0004 0.0053 0.0057 12.39% 1.10%
650 0.0058 0.0136 0.0141 5.47% 0.37%
700 0.0172 0.0256 0.0258 1.20% 0.03%
750 0.0346 0.0393 0.0389 1.41% 0.12%
800 0.0524 0.0515 0.0504 2.20% 2.73%
840 0.0642 0.0589 0.0573 4.86% 1.51%
x = 60cm
450 -0.0049 -0.0033 -0.0032 7.07% 0.80%
500 -0.0023 0.0007 0.0010 54.00% 3.50%
550 0.0027 0.0059 0.0063 10.04% 1.21%
600 0.0060 0.0129 0.0134 4.98% 0.33%
650 0.0140 0.0219 0.0222 1.75% 0.06%
700 0.0257 0.0319 0.0318 0.60% 0.01%
750 0.0390 0.0415 0.0408 2.95% 0.86%
800 0.0512 0.0492 0.0480 4.94% 3.22%
840 0.0587 0.0536 0.0520 5.35% 1.72%
x = 80cm
450 -0.0039 -0.0015 -0.0013 20.43% 2.23%
500 -0.0002 0.0037 0.0040 10.15% 0.68%
550 0.0068 0.0099 0.0102 4.01% 0.36%
600 0.0109 0.0173 0.0175 1.29% 0.03%
650 0.0194 0.0254 0.0253 0.55% 0.01%
700 0.0296 0.0336 0.0331 2.27% 0.30%
750 0.0402 0.0410 0.0400 2.25% 3.14%
800 0.0493 0.0466 0.0451 7.45% 3.97%
840 0.0548 0.0496 0.0479 6.36% 2.17%
x = 100cm
450 -0.0027 0.0002 0.0004 185.38% 6.83%
500 0.0018 0.0058 0.0059 4.20% 0.19%
550 0.0073 0.0120 0.0121 0.67% 0.01%
600 0.0140 0.0189 0.0188 1.08% 0.03%
650 0.0221 0.0261 0.0256 2.72% 0.34% 
173
 
Investigations on the Credibility of CFD Simulations ofBuoyant Turbulent Jets Appendix D
 
 
 
  
Distance x - Axis Velocity magnitude (m/s)
from flume Coarse grid Medium Fine grid GCI » GCI 2;
bottom (mm) (hl) grid (h2) (h3)
700 0.0311 0.0330 0.0321 6.62% 3.20%
750 0.0400 0.0390 0.0376 3.05% 4.57%
800 0.0474 0.0435 0.0417 9.19% 4.29%
840 0.0517 0.0458 0.0438 8.19% 2.89%
x = 120cm
450 -0.0011 0.0017 0.0018 12.34% 0.63%
500 0.0039 0.0070 0.0070 0.36% 0.00%
550 0.0095 0.0128 0.0126 2.41% 0.17%
600 0.0161 0.0189 0.0184 3.96% 0.71%
650 0.0234 0.0250 0.0242 8.11% 4.14%
700 0.0311 0.0308 0.0296 0.39% 1.64%
750 0.0384 0.0357 0.0341 9.77% 5.75%
800 0.0445 0.0392 0.0374 9.33% 3.52%
840 0.0479 0.0411 0.0391 8.96% 2.86%
x = 150cm
450 0.0007 0.0030 0.0031 4.69% 0.21%
500 0.0055 0.0075 0.0074 2.82% 0.23%
550 0.0109 0.0123 0.0118 6.57% 2.18%
600 0.0168 0.0171 0.0163 1.82% 4.38%
650 0.0230 0.0218 0.0207 6.93% 6.42%
700 0.0293 0.0261 0.0247 11.80% 5.42%
750 0.0351 0.0297 0.0280 10.37% 3.43%
800 0.0398 0.0323 0.0304 10.12% 2.78%
840 0.0425 0.0337 0.0316 10.10% 2.54%
x = 200cm
450 0.0028 0.0041 0.0043 6.15% 0.81%
500 0.0066 0.0066 0.0068 0.05% 0.38%
550 0.0107 0.0092 0.0093 1.68% 0.13%
600 0.0149 0.0117 0.0118 0.78% 0.02%
650 0.0191 0.0141 0.0141 0.25% 0.00%
700 0.0232 0.0162 0.0162 0.11% 0.00%
750 0.0268 0.0180 0.0179 0.38% 0.00%
800 0.0296 0.0192 0.0191 0.57% 0.00%
840 0.0312 0.0199 0.0197 0.71% 0.01%
10.27% | 2.26% 
 174
 
Investigations on the Credibility of CFD Simulations ofBuoyant Turbulent Jets Appendix D
Table D.2: Simulated and Extrapolated Velocities from GCI Study
 Distance from flume FLUENTx- axis Extrapolated x-axis
 
 
  
bottom (mm) velocity (m/s) velocity (m/s) Exon)
x = 20cm
450 -0.0043 -0.0042 3.43%
500 -0.0035 -0.0034 1.92%
550 -0.0028 -0.0026 8.97%
600 -0.0023 -0.0021 10.65%
650 -0.0005 -0.0005 14.00%
700 0.0083 0.0083 0.33%
750 0.0270 0.0270 0.00%
800 0.0510 0.0503 1.24%
840 0.0686 0.0676 1.47%
x = 40cm
450 -0.0045 -0.0044 2.01%
500 -0.0021 -0.0021 1.86%
550 0.0009 0.0009 6.40%
600 0.0057 0.0058 0.87%
650 0.0141 0.0142 0.30%
700 0.0258 0.0258 0.03%
750 0.0389 0.0388 0.10%
800 0.0504 0.0493 2.23%
840 0.0573 0.0566 1.22%
x = 60cm
450 -0.0032 -0.003 1 0.64%
500 0.0010 0.0010 2.73%
550 0.0063 0.0064 0.96%
600 0.0134 0.0134 0.27%
650 0.0222 0.0222 0.05%
700 0.0318 0.0317 0.01%
750 0.0408 0.0405 0.69%
800 0.0480 0.0467 2.64%
840 0.0520 0.0513 1.39%
x = 80cm
450 -0.0013 -0.0013 1.82%
500 0.0040 0.0040 0.54%
550 0.0102 0.0102 0.29%
600 0.0175 0.0175 0.03%
650 0.0253 0.0253 0.01%
700 0.0331 0.0330 0.24%
750 0.0400 0.0390 2.58%
800 0.0451 0.0437 3.28%
840 0.0479 0.0471 1.76%
x = 100cm
450 0.0004 0.0005 5.18%
500 0.0059 0.0060 0.15%
550 0.0121 0.0121 0.01%
600 0.0188 0.0188 0.03%
650 0.0256 0.0255 0.27%
700 0.0321 0.0313 2.63%
750 0.0376 0.0363 3.80%
800 0.0417 0.0403 3.55%
840 0.0438 0.0428 2.37% 
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Distance from flume FLUENTx- axis Extrapolated x-axis Error (%)
bottom (mm) velocity (m/s) velocity (m/s)
x = 120cm
450 0.0018 0.0018 0.50%
500 0.0070 0.0070 0.00%
550 0.0126 0.0126 0.14%
600 0.0184 0.0183 0.57%
650 0.0242 0.0234 3.42%
700 0.0296 0.0292 1.33%
750 0.0341 0.0325 4.82%
800 0.0374 0.0363 2.90%
840 0.0391 0.0382 2.34%
x = 150cm
450 0.0031 0.0031 0.17%
500 0.0074 0.0074 0.18%
550 0.0118 0.0116 1.78%
600 0.0163 0.0158 3.63%
650 0.0207 0.0196 5.42%
700 0.0247 0.0236 4.53%
750 0.0280 0.0272 2.82%
800 0.0304 0.0297 2.28%
840 0.0316 0.0310 2.08%
x = 200cm
450 0.0043 0.0043 0.64%
500 0.0068 0.0068 0.30%
550 0.0093 0.0093 0.10%
600 0.0118 0.0118 0.01%
650 0.0141 0.0141 0.00%
700 0.0162 0.0162 0.00%
750 0.0179 0.0179 0.00%
800 0.0191 0.0191 0.00%
840 0.0197 0.0197 0.01%| 1.87%
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