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Richards’ equation (RE) is the most common mathematical expression for soil water movement in a por-
ous medium. Despite advancements in numerical schemes and high-performance computing, the
requirements of iterative computations and ﬁne grids hinder further extension of the RE to multi-dimen-
sional and large-scale applications. Averaging methods of hydraulic conductivity have been known to be
one of the signiﬁcant factors affecting the accuracy of numerical solutions of the RE, especially when
coarse grids are used. In this study, we developed a high-order averaging method of hydraulic conductiv-
ity for accurate numerical modeling of the RE, which has a straightforward formula regardless of the soil
conditions and produces high simulation accuracy when used on coarse grids. The developed method is
based on the high-order upwind scheme, which is widely used for hyperbolic partial differential equa-
tions within a ﬁnite volume framework in order to prevent numerical oscillations near a discontinuity
while preserving high-order accuracy. Numerical simulations of several one- and two-dimensional cases
performed in the study indicate that the proposed method outperforms existing simple averaging meth-
ods and is also superior, or at least equivalent, to complex averaging methods over a wide range of soil
textures, especially on coarse grids. In addition, the proposed method is straightforwardly extended to
nonorthogonal grids by being combined with the coordinate transformation method and the extension
is veriﬁed through multi-dimensional test cases as well as tests on a heterogeneous soil domain.
 2013 The Authors. Published by Elsevier B.V. Open access under CC BY license.1. Introduction
Modeling of soil water movement is of great importance in var-
ious research areas, and signiﬁcant advances have been made to-
ward understanding soil moisture dynamics in the last decade
(Bárdossy et al., 1995; Bronstert and Plate, 1997; Corradini et al.,
2011, 1998; DiCarlo, 2013; among others). Soil moisture inﬂuences
a range of environmental processes in a nonlinear manner, e.g. the
partitioning of precipitation into runoff, inﬁltration, leakage, and
evaporation; the mass and energy exchanges between soil and
atmosphere; and the organization of natural ecosystems and biodi-
versity (Ridolﬁ et al., 2003; Vereecken et al., 2008; Western et al.,
2002; and references therein). Richards’ equation (RE) is the most
common mathematical expression for soil water movement in a
porous medium but does not have a general analytical solution.
Despite important advances having been made in numericalsolutions of the RE (An et al., 2012, 2011, 2010; Celia et al., 1990;
Jones and Woodward, 2000; Kurázˇ et al., 2010; Lott et al., 2012),
simulation of soil moisture using the RE still requires considerable
computational effort, which hinders its extension to multi-dimen-
sional and large-scale applications. Although relatively coarse grids
are required to simulate a wide spatial domain for a long time per-
iod, previous studies have shown that simple conventional meth-
ods using coarse grids suffer from drawbacks of numerical
instability and oscillation, resulting in large errors (e.g. Baker,
2006). For example, if the numerical accuracy obtained at a spatial
resolution of 10 cm is available with a spatial resolution of 100 cm,
we can simulate a 100-fold larger domain in two-dimensional
space with the same numerical computation and also expand the
available temporal length in a given time. However, complex and
sensitive numerical conditions originating from heterogeneous
and anisotropic features of the soil matrix compound the difﬁcul-
ties in employing coarse grids. Therefore, accurate numerical
methods on relatively coarse grids are crucial for applying numer-
ical solutions of the RE to real-world cases.
One of the signiﬁcant factors affecting the accuracy of numeri-
cal solutions of the RE is the averaging method of hydraulic
conductivity when coarse grids are used. Previous studies (Baker,
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Szymkiewicz, 2009) have shown that simple averaging methods
such as arithmetic, geometric, or upwind means may produce
unacceptably large errors on coarse grids owing to the high nonlin-
earity of the hydraulic conductivity. Further, the arithmetic mean—
one of the most popular averaging methods—often suffers from the
drawback of numerical oscillations on coarse grids. In order to
achieve accuracy within an acceptable level on coarse grids, the
Darcian mean approach (Warrick, 1991) has been proposed. In this
approach, the average hydraulic conductivity is estimated using
Darcy’s law by assuming a steady state between two adjacent
nodes or cells. Subsequently, several methods based on the Darcian
mean approach have been proposed (Baker, 2000, 1995; Gastó
et al., 2002; Szymkiewicz, 2009). Most recently, Szymkiewicz
(2009) proposed the Darcian-mean-type method, in which the ﬂow
is categorized into three types—inﬁltration, drainage, and capillary
rise—and hydraulic conductivity is computed between the inte-
grated mean and the upwind mean according to ﬂow types. This
method generally shows a good performance for a variety of soil
textures and cases. However, the integrated mean, used for compu-
tation of the Darcian mean, incurs additional computational cost
compared to the simple averaging method. Since the function of
hydraulic conductivity is highly nonlinear and no general form ex-
ists to integrate the hydraulic conductivity function, numerical
integration is usually required as an additional step. Belfort et al.
(2013) showed that only the upwind mean can strictly preserve
the monotonicity of the solution. They also proposed a simple
switching method, in which the upwind mean is used when the
arithmetic or geometric mean violates the monotonicity of the
solution. Despite this method having a simple implementation
and incurring lower additional computational cost, its accuracy
should be determined between the arithmetic mean and the up-
wind mean. In addition, if the arithmetic or geometric mean vio-
lates the monotonicity in several steps, e.g. multi-dimensional
cases, this method may become identical to that with the upwind
mean.
The objective of this study is to develop and verify a new
high-order method for averaging the hydraulic conductivity to
obtain accurate numerical solutions of the RE in conjunction
with coarse grids. The developed method is based on the high-
order upwind scheme, which has been widely used since the
1980s for hyperbolic equations such as the compressible Euler
equation (e.g. Chakravarthy and Osher, 1983; Harten et al.,
1983; Roe, 1986; Sweby, 1984) or the shallow water equation
(e.g. An and Yu, 2012; Louaked and Hanich, 1998; Mingham
and Causon, 1998; Toro, 2000) for preventing numerical oscilla-
tions while capturing discontinuity accurately. In this study, the
high-order upwind scheme is implemented for evaluating
hydraulic conductivity. To the best of our knowledge, the high-
order upwind scheme has not yet been applied to the evaluation
of hydraulic conductivity in the numerical modeling of the RE,
despite its high potential to improve the numerical accuracy
on coarse grids. It is worth noting that the developed method
is different from the conventional upwind mean, which has only
ﬁrst-order spatial accuracy.
The remainder of this paper is organized as follows. Section 2
presents the numerical scheme of the RE with averaging
methods of hydraulic conductivity. It also describes several con-
ventional averaging methods and the proposed method. Section 3
presents an evaluation of the proposed method through
several test cases, including one-dimensional (1D) inﬁltration,
drainage, and capillary rise problems; and two-dimensional (2D)
inﬁltration and drainage problems. The 2D test cases consider
the implementation of the proposed method on nonorthogonal
grids and a heterogeneous soil domain. Lastly, Section 4 concludes
the paper.2. Numerical scheme
2.1. Numerical discretization of RE
The 1D form of the RE is written as follows (Richards, 1931):
@hðwÞ
@t
 @q
@z
¼ 0; ð1Þ
q ¼ KðwÞ @
@z
ðwþ zÞ; ð2Þ
where w is the pressure head; h, the volumetric soil moisture con-
tent; K, the hydraulic conductivity; t, the time; and z, the vertical
dimension, which is assumed to be positive in the upward direction.
As Eqs. (1) and (2) include both h and w, this form of the RE is called
the ‘‘mixed’’ form. This form is generally preferred to the h-based
and w-based forms for its improved mass balance in treating satu-
rated and unsaturated ﬂows simultaneously (Celia et al., 1990).
Applying implicit Euler temporal discretization and cell-cen-
tered ﬁnite-volume spatial discretization on a uniform grid to Eq.
(1) gives
hmþ1i hmi
Dt
 K
mþ1
iþ1=2ðwmþ1iþ1 wmþ1i Þ
Dz2
K
mþ1
i1=2ðwmþ1i wmþ1i1 Þ
Dz2
þK
mþ1
iþ1=2Kmþ1i1=2
Dz
 !
¼0;
ð3Þ
where the superscript m denotes the time level and the subscript i
denotes the cell number. Note that fourth term on the left-hand side
of Eq. (3) represents nonlinear advection originating from gravity
force, and this term can cause numerical oscillation near the discon-
tinuity unless an appropriate averaging method of hydraulic con-
ductivity for Kmþ1iþ1=2 and K
mþ1
i1=2 is implemented. Similarly, a multi-
dimensional RE on an orthogonal grid can also be discretized within
the cell-centered ﬁnite-difference or ﬁnite-volume framework, as
shown in the previous studies (An et al., 2011; Clement et al., 1994).
A discretized equation is solved using the Newton iteration
method. Since this method is usually sensitive to the initial guess,
we implement a simple line-search approach to improve the
robustness following Kelley (1995). The time-step duration is ad-
justed on the basis of the number of iterations required for conver-
gence at the previous time-step duration (An et al., 2012; Paniconi
and Putti, 1994). The time-step duration cannot be less than a pres-
elected minimum or greater than a preselected maximum. If the
number of iterations to convergence is less than Nm, the next
time-step duration is multiplied by Cm, which is a predetermined
value greater than 1. If the number of iterations is greater than
Nr, the next time-step duration is multiplied by Cr, which is a pres-
elected value less than 1. Further, if the number of iterations be-
comes greater than a prescribed Nb, the iterative process for the
time level is terminated. Subsequently, the time-step duration is
multiplied by Cb—a predetermined value less than 1—and the iter-
ative process restarts. For most large and difﬁcult problems, these
control factors of the time-step duration will require adjustment to
ensure good iterative performance. In this study, the values of
Cm = 1.2, Cr = 0.8, Cb = 0.5, Nm = 6, Nr = 10, and Nb = 20 are used
according to the previous study (An et al., 2012), where the param-
eters are optimized empirically.
As we deal with the RE in the ‘‘mixed’’ form, soil water retention
and hydraulic conductivity models are required to express the rela-
tionships of h–w and K–w, which impose difﬁculties in the numer-
ical computation owing to high nonlinearity. Several mathematical
models have been proposed in the literature (Szymkiewicz and
Helmig, 2011; and references therein). In this study, because of a
wide range of applications, we use two sets of soil water retention
and hydraulic conductivity models: (1) the combination of the
Brooks–Corey model (Brooks and Corey, 1964) and Mualem model
zi+1
i
i-1
K
Ki+1/2+
Ki+1/2-
Ki+1
Ki
Ki-1
Fig. 1. A schematic of second-order upwind scheme. Piecewise linear distribution
of hydraulic conductivity is assumed.
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lem, 1976; van Genuchten, 1980). The combination of the Brooks–
Corey model (Brooks and Corey, 1964) and the Mualem model
(Mualem, 1976) gives
Se ¼ h hrhs  hr ¼
1
ðajwjÞk
( )
; ð4Þ
K ¼ KsS2:5þ2=ke ; ð5Þ
where Se is the effective saturation; hr and hs are the residual and
saturated water contents, respectively; a and k are parameters
whose values depend on the soil properties; and Ks is the saturated
hydraulic conductivity. On the other hand, the van Genuchten–
Mualem model (Mualem, 1976; van Genuchten, 1980) gives
Se ¼ h hrhs  hr ¼
1
1þ ðajwjnÞ
 11=n
; ð6Þ
K ¼ KsS1=2e 1 1 Sn=ðn1Þe
 11=n 2
; ð7Þ
where a and n are parameters. It is noteworthy that the two se-
lected sets of models have higher nonlinearity than other models,
which also provide appropriate benchmark conditions for compar-
ing averaging methods for hydraulic conductivity in the Section 3.
2.2. Conventional methods for averaging hydraulic conductivity
As presented in previous studies (Belfort et al., 2013; Szymkie-
wicz, 2009), the averaging method of hydraulic conductivity at the
cell interface (e.g. Ki+1/2) can signiﬁcantly affect the accuracy of the
numerical model on relatively coarse grids. The conventional pop-
ular averaging methods are expressed as follows:
Arithmetic mean : Karit ¼ 0:5ðKiþ1 þ KiÞ; ð8aÞ
Geometric mean : Kgeo ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Kiþ1Ki
p
; ð8bÞ
Harmonic mean : Khar ¼ ð1=ð1=Kiþ1 þ 1=KiÞÞ; ð8cÞ
Integrated mean : K int ¼ 1wiþ1  wi
Z wiþ1
wi
KðwÞdw; ð8dÞ
Upwind mean : Kup ¼
Kiþ1; if /iþ1  /i
Ki; else

; ð8eÞ
where /i = wi + zi is the total head. Previous studies have shown that
none of the above-listed averaging schemes produce satisfactory re-
sults for a wide range of soil textures and ﬂow directions on coarse
grids (Szymkiewicz, 2009).
With the aim of achieving generally accurate results on coarse
grids, several Darcian mean approaches have been proposed
(Baker, 2000, 1995; Gastó et al., 2002; Szymkiewicz, 2009). Among
those, the most recently proposed Darcian mean is given as
(Szymkiewicz, 2009)
Kszy ¼
max K int;
Kiþ1
1Dw=Dz
 
; ifDw=Dz < 0
min Kiþ11Dw=Dz ;Kðwi  Dw2=DzÞ
 
; else if 0  Dw=Dz < 1
DzKð1ÞKð2Þ
ðDzdzÞKð1ÞþdzKð2Þ ; else
8>><
>>>:
ð8fÞ
where Dw = wi  wi+1, Dz = zi+1  zi, K(1) = Kint(wi+1, wi  Dz),
K(2) = K(wi  Dz) and
dz ¼
Dwþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Dw2 þ 4ðKð1Þ=Kð2Þ  1ÞðDw DzÞDz
q
2ðKð1Þ=Kð2Þ  1Þ :Note that the direction of z is opposite in Szymkiewicz (2009). This
method shows a generally satisfactory performance for a wide
range of soil textures and situations. Although this algorithm is
rather complex, the additional cost incurred is not signiﬁcant, ex-
cept for the cost for computing Kint. To avoid incurrence of a large
computational cost for the numerical integration of K, Szymkiewicz
(2009) generated a precomputed table for Kint before the simulation,
and then interpolated the value of Kint using this table. This ap-
proach is efﬁcient for a homogeneous or layered soil domain. How-
ever, its application to a highly heterogeneous soil domain is
unfeasible owing to its memory constraint, because the table for Kint
should be generated for each type of soil texture. It is beyond the
scope of this study to provide a computationally efﬁcient way for
the Darcian mean. Therefore, Kint is just computed at every iteration
step by numerical integration.
2.3. Proposed high-order method
In this study, we develop a high-order method, in which the
average hydraulic conductivity is determined by a straightforward
formula regardless of the soil moisture conditions. The proposed
method is described as follows.
In the cell-centered ﬁnite-volume or ﬁnite-difference model,
the value of K is deﬁned at the cell center. Piecewise linear distri-
bution of K is assumed inside the cell. As a result, two different val-
ues of K exist at the cell interface (i + 1/2), as shown in Fig. 1. Khigh is
selected in an upwind manner as
Khigh ¼
Kiþ1=2þ; if /iþ1  /i
Kiþ1=2; else
(
; ð9Þ
where Ki+1/2+ and Ki+1/2 are reconstructed values on the upper and
lower sides, respectively, of the cell interface (i + 1/2), and are calcu-
lated by
Kiþ1=2þ ¼ Kiþ1  ðrKiþ1  Dziþ1Þ=2;
Kiþ1=2 ¼ Ki þ ðrKi  DziÞ=2; ð10Þ
whererKi is the gradient of K in cell i. Note that if the gradient of K
is zero, this method becomes identical to the conventional upwind
mean, which results in ﬁrst-order spatial accuracy. In this study, the
gradient of K is evaluated as
rKi ¼ /ðriÞDKi1=2; ð11Þ
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/(r) is a slope limiter function, which prevents local extrema at the
cell interface, thus preserving monotonicity. Several choices are
available for the slope limiter (Roe, 1986; Sweby, 1984); the min-
mod limiter is employed in this study for its superior numerical sta-
bility. This limiter is expressed as
/ðrÞ ¼maxð0;minðr;1ÞÞ: ð12Þ
Note that the values of Ki1, Ki, and Ki+1 are utilized for gradient
evaluation in the cell i.
The proposed method is a modiﬁed version of the high-order
upwind scheme. Although the RE is not a hyperbolic equation, it
has an advection-like term originating from the gravitational force,
as well as second-order derivative terms. However, the high-order
upwind scheme is usually used in combination with explicit tem-
poral discretization. In this study, for mitigating the convergence
problem in the highly nonlinear RE, which requires implicit tempo-
ral discretization and Newton-like iteration, the high-order up-
wind scheme is implemented only for computing the hydraulic
conductivity at the cell interface.
2.4. Numerical treatment for boundary condition
The averaging method of hydraulic conductivity can signiﬁ-
cantly affect the numerical accuracy under the Dirichlet boundary
condition, also known as the ﬁxed boundary condition. The imple-
mentation of the proposed method under the Dirichlet boundary
condition is not straightforward, because insufﬁcient information
is available at the boundary interface. As a result, the accuracy at
the Dirichlet boundary can deteriorate. Then, a different treatment
is proposed in this study for the Dirichlet boundary condition.
If the Dirichlet boundary value of wb, where subscript b denotes
the boundary, is set at the boundary interface in cell i, the ﬂux
through the boundary interface is given as
q ¼ Kav @w
@z
þ 1
 
; ð13Þ
where Dwb = wb  wi, Dzb = zb  zi, zb is the z value at the boundary,
and Kav is the averaged hydraulic conductivity between the cell cen-
ter and the boundary interface. Note that q in Eq. (13) is added on
the right-hand side of Eq. (3) as a source term. Here, we estimate
the ﬂux through the boundary interface as
q ¼ Kup @w
@z
				
up
þ 1
 !
; ð14Þ
where the gradient of the pressure head is assumed to be estimated
on the upwind side as
@w
@z
				
up
¼ @w
@K
				
up
@K
@z
				
up
; ð15Þ
where
@K
@z
				
up
¼ KðwbÞ  KðwiÞ
Dzb
; ð16Þ
and
@w
@K
				
up
¼ dw
KðwupÞ  Kðwup  dwÞ
; ð17Þ
wherewup is the pressure head on the upwind side, and is expressed
as
wup ¼
wb; if wb þ zb  wi þ zi
wi; else

; ð18Þ
and dw is deﬁned according to a given case asdw ¼
eDwb; if  Dwb=Dzb < 0
Dwb; else if 0 < Dwb=Dzb  1
minðDwb;DzbÞ: else
8><
>: ; ð19Þ
where e is a small dimensionless number, which is set as e = 103 in
this study. The cases considered in Eq. (19) are inﬁltration, drainage,
and capillary rise, respectively, which are the same as those in Eq.
(8f).3. Numerical evaluation
The performance of the proposed method is veriﬁed by per-
forming several numerical evaluations. The simulation conditions
of test cases are listed in Table 1, including the dimensions, soil
moisture conditions, soil models, texture (Carsel and Parrish,
1988; Rawls et al., 1991), simulation periods, initial conditions,
boundary conditions, spatial resolutions, and ﬂow domains. The
test cases are designed to verify the performance of the proposed
method for various soil moisture conditions as well as for a rela-
tively wide range of soil textures, whose property parameters are
listed in Table 2. Therefore, each test case has different setups for
simulating relevant soil moisture conditions effectively. For exam-
ple, the ﬂow domain for capillary rise is 0.5 m because capillary
rise will be simulated only near the surface, whereas other 1D
cases have a ﬂow domain of 5 m. A set of soil–water retention
and hydraulic conductivity models is implemented in turn on a
homogeneous soil domain for three soil textures (1D) and on het-
erogeneous soil domain (2D). It is also worthy to note that three
soil textures in one dimension are selected to cover various soil
types and that the performance results with the other soil textures
having relatively similar saturated hydraulic conductivity (e.g. san-
dy loam and loam, or silty loam and clay) are not signiﬁcantly dif-
ferent (not shown).3.1. One-dimensional cases
The 1D test cases include inﬁltration, drainage, and capillary
rise problems; the simulation of each test case is performed on a
homogeneous soil domain with three typical soil textures in order
to verify the performance of the proposed method for a wide range
of soil textures. For comparison purposes, four existing averaging
methods, i.e., Kari, Kup, Kint, and Kszy, are also used in these test sim-
ulations. Khar and Kgeo are not considered in this study, because
their insufﬁcient behaviors have been well reported in other pa-
pers (Belfort et al., 2013; Szymkiewicz, 2009) and treating too
many methods hinders a clear description of the simulation
results.
For quantitative analysis of error, two error measurement met-
rics are evaluated with mesh reﬁnement following Hu et al. (2012)
and Szymkiewicz and Helmig (2011):
Eq ¼
jqRef  qij
jqRef j
; ð20ÞEw ¼ 1N
XN
i¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
wRef  wi
wRef
 !2vuut ; ð21Þ
where qRef and qi are the volumes of inﬁltrated, exﬁltrated, and
evaporated water at the boundary obtained from the reference
solution and from the solution of the different averaging methods,
respectively; wRef and wi are the reference pressure head and the
pressure head obtained from the different averaging methods,
respectively; and N is the number of cells.
Table 1
Simulation conditions of test cases.
1D/2D Condition Soil model Soil textures Simulation
period
Initial condition Boundary
condition
Spatial resolution Flow domain
1D Inﬁltration Van
Genuchten
Sand 2 h winit = 5 m wb = 0.01 m at
z = 0 m
Dz = 5 10, 25, 50, 100 cm 5 m homogeneous soil
domainSandy loam 14 h
Silty loam 120 h
Drainage Brooks–
Corey
Sand 30 h winit = 0.075 m wb = 0.075 m at
z = 5 m
Dz = 5 10, 25, 50, 100 cm 5 m homogeneous soil
domainLoam
Clay
Capillary
rise
Van
Genuchten
Sand 7 d winit = 0.5–zm wb = 10 m at
z = 0 m
Dz = 0.5, 1, 2.5, 5, 10 cm 0.5 m homogeneous soil
domainLoam
Clay
2D Inﬁltration Van
Genuchten
Sand + Loam 120 h winit = 5 m wb = 0.01 m at
z = 0 m
Dz = 5 10, 25, 50, 100 cm 5 m  5 m heterogeneous
soil domain
Drainage Brooks–
Corey
Sand + Loam 30 h winit = 0.075 m wb = 0.075 m at
z = 5 m
Non-uniform, 5  5, 10  10,
20  20, 50  50
5 m  5 m layered soil
domain
Table 2
Soil property parameters used in test simulations.
Model Soil texture hS (m3/m3) hr (m3/m3) KS (m/s) a (m1) n or k Reference
Van Genuchten model Sand 0.43 0.045 8.250  105 14.5 2.68 Carsel and Parrish (1988)
Sandy loam 0.41 0.065 1.228  105 7.5 1.89
Loam 0.43 0.078 2.889  106 3.6 1.56
Silty loam 0.45 0.067 1.250  106 2.0 1.41
Clay 0.38 0.068 5.556  107 0.8 1.09
Brooks–Corey model Sand 0.44 0.020 5.830  106 13.8 0.59 Rawls et al. (1991)
Loam 0.46 0.027 3.667  106 9.0 0.22
Clay 0.38 0.068 1.667  108 2.7 0.13
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An inﬁltration problem is imposed on a 1D vertical domain
(depth: 5 m). Three types of soil textures are considered: sand, san-
dy loam, and silty loam of the van Genuchten model listed in Ta-
ble 1. The initial condition is set as winit = 5 m, and the Dirichlet
boundary of wb = 0.01 m is set at the top of the ﬂow domain,
which imposes the dry initial condition and an almost saturated
boundary condition, making the numerical computation more
challenging on account of the high nonlinearity of hydraulic con-
ductivity. The simulations are performed on ﬁve different grids,
as Dz = 5, 10, 25, 50, 100 cm. The simulation periods for sand, san-
dy loam, and silty loam soil textures are 2, 14, and 120 h, respec-
tively, given that the speeds of inﬁltration differ according to the
soil textures.
Fig. 2(a) shows the pressure head proﬁles with a spatial resolu-
tion of Dz = 50 cm at the end of simulations of the three textures.
Since the integrated mean has a convergence problem in the sim-
ulation of silty loam, the result of Kint is not shown in the silty loam
simulation result in Fig. 2(a). ‘‘Ref’’ indicates the reference solution,
which is obtained by Kup on a dense grid. Before comparison of the
results, it was conﬁrmed that most averaging methods gave very
similar results on a dense grid. For all soil textures except silty
loam, the position of the wetting front obtained by the proposed
method is quite similar to that obtained by Szymkiewicz’s method.
In the case of silty loam, the proposed method captures the posi-
tion of the wetting front better than does Szymkiewicz’s method.
The arithmetic mean generates numerical oscillation in the simula-
tions of sand and sandy loam, but this is not observed for silty
loam. Overall, the integrated mean underestimates the inﬁltration
and the upwindmean overestimates it. These results are consistent
with the simulation results of Belfort et al. (2013) and Szymkiewicz
(2009).
The estimated errors in the simulation of inﬁltration with dif-
ferent averaging methods and spatial resolutions are shown in
Fig. 2(b). It is clear that the proposed method shows the bestperformance for all three textures. After the proposed method,
the arithmetic mean produces superior results to the upwindmean
and Szymkiewicz’s method on ﬁne grids, but it often produces lar-
ger errors on coarse grids. In contrast, Szymkiewicz’s method is
generally superior to the other conventional averaging methods
on relatively coarse grids but the errors of this method converge
slowly because this algorithm converges to the integrated mean
in all cases of inﬁltration when Dz is close to zero. The integrated
mean seems to be inappropriate for the simulation of inﬁltration.
Note that Szymkiewicz’s method shows a comparatively larger
error in the simulation of silty loam. For investigating the errors of
different averaging methods on coarse grids in greater detail, the
volumes of inﬁltrated water with Dz = 50 cm over time were ob-
tained from different averaging methods except for the integrated
mean, given that the integrated mean produces poor results as
shown in Fig. 2(b); the results are shown in Fig. 2(c). It is interest-
ing to note that the arithmetic mean underestimates or overesti-
mates the inﬁltration depending on the soil texture, whereas the
upwind scheme always overestimates it. In addition, Szymkie-
wicz’s method shows a constant inﬁltration rate when Dz = 50 cm.
On relatively coarse grids, Szymkiewicz’s method seems to main-
tain a steady inﬁltration rate at the boundary. This method is effec-
tive for soils having a highly nonlinear function of hydraulic
conductivity, such as sand or sandy loam; however, it fails to sim-
ulate the inﬁltration on soils having a mildly nonlinear function of
hydraulic conductivity, such as silty loam. In contrast, the pro-
posed method approaches the actual inﬁltration volume with time
for all soil textures.
3.1.2. Drainage
The second test case is the 1D drainage problem following
Szymkiewicz (2009). In this case, the domain is considered to be
5 m in depth. The initial condition is set as winit = 0.075 m, and
the lower boundary is maintained at the initial pressure head.
The simulation period is 30 h. Three types of soil textures are
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Fig. 2. (a) The pressure head proﬁles obtained from different averaging methods withDz = 50 cm at the end of simulation, where Ref is the reference solution, (b) the errors of
inﬁltration obtained from different averaging methods, and (c) inﬁltrated water volumes obtained from different averaging methods with Dz = 50 cm in 1D inﬁltration test
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124 H. An, S.J. Noh / Journal of Hydrology 516 (2014) 119–130considered in this case: sand, loam, and clay of the Brooks–Corey
model listed in Table 2. The simulations are performed on ﬁve dif-
ferent grids, with Dz = 5, 10, 25, 50, 100 cm.
Fig. 3(a) shows the pressure head proﬁles with Dz = 50 cm at
the end of simulations for the three textures. As was reported in
previous studies (Belfort et al., 2013; Szymkiewicz, 2009), in this
study, too, the arithmetic and integrated means caused numerical
oscillations in the simulations of clay as well as sand. For all three
textures, no numerical oscillation is observed in the simulation
using the other three methods. However, the accuracies of solu-
tions obtained from the upwind mean and Szymkiewicz’s method
are degraded near the surface of the domain (z > 1 m), but the
solutions obtained from the proposed method are quite close to
the reference solutions near the surface of the domain in all cases.
The estimated errors in the simulation of exﬁltration with the
different averaging methods are shown in Fig. 3(b). The proposed
method shows the best performance for sand and loam; the inte-
grated mean shows good performance for clay but causes numer-
ical oscillation in the case of sand. The proposed method may be
second best for clay. Overall, the convergence speeds of errors for
the ﬁve different methods seem to be similar, except for Szymkie-
wicz’s method. Szymkiewicz’s method shows a smaller error thanthe arithmetic mean on coarse grids but shows a larger error than
the arithmetic mean on relatively dense grids. The estimated errors
in the pressure head with the different averaging methods are
shown in Fig. 3(c). As was the case with the errors of exﬁltration,
the convergence speeds of errors in the pressure head for the ﬁve
different methods seem to be similar. However, the proposed
method produces the smallest error on coarse grids; nevertheless,
on relatively dense grids, it does not show a smaller error than the
other methods.
As mentioned in Section 1, our key focus in this study is on the
accuracy when a relatively coarse grid is used, because the accu-
racy of the numerical model of the RE is less affected by the aver-
aging method of hydraulic conductivity on a ﬁne grid. It is also
found that the error behaviors of the averaging methods for drain-
age cases are different from those for the inﬁltration cases. The rea-
son is supposedly the different nonlinearity of K depending on the
case.
3.1.3. Capillary rise
The third test case is the 1D capillary rise problem, which
mostly corresponds to Case D in the study of Szymkiewicz and
Helmig (2011); the only difference is that in our study, this test
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Fig. 3. (a) The pressure head proﬁles obtained from different averaging methods withDz = 50 cm at the end of simulation, where Ref is the reference solution, (b) the errors of
exﬁltration, and (c) the errors of pressure head obtained from different averaging methods in 1D drainage test cases.
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study, the test is performed on a two-layered soil domain. In this
study, a 0.5-m domain is considered. The initial condition is set
as winit = 0.5–zm; the Dirichlet boundary of wb = 10 m is set at
the top of the ﬂow domain; and the lower boundary is set to be
a no-ﬂow boundary. Since the dry condition is maintained at the
top of the ﬂow domain, the soil water moves upward and evapora-
tion occurs at the top of the ﬂow domain. The capillary rise prob-
lem requires a relatively longer time to occur than the
inﬁltration or drainage problem, and the simulation period is
7 days. Three types of soil textures are considered in this case:
sand, loam, and clay of the van Genuchten model listed in
Table 2. The simulations are performed on ﬁve different grids,
with Dz = 0.5, 1, 2.5, 5, 10 cm.
Fig. 4(a) shows the pressure head proﬁles with Dz = 5 cm at the
end of simulation for the three textures. Since Szymkiewicz’smethod has a convergence problem in the case of clay, the result
of Kszy is not shown here. The integrated mean shows the best per-
formance for all cases, and Szymkiewicz’s method shows results
that are very similar to those of the integrated mean. For sand,
the proposed method produces proﬁles to similar to those for the
integrated mean, whereas for the other two textures, the proposed
method shows less accurate results than the integrated mean.
However, the results obtained from the proposed method are still
much better than those obtained from the upwind and arithmetic
means. Overall, the upwind and arithmetic means overestimate
the volume of evaporated water.
The estimated errors in the simulation of evaporation with the
different averaging methods are shown in Fig. 4(b). The proposed
method shows the best performance for sand, whereas the inte-
grated mean shows the best performance for the other two tex-
tures. In fact, the integrated mean is effective for the capillary
 10
 100
 1000
 1  10
E q
 (%
)
Δz (cm)
Kari
Kup
Kint
Kszy
Khigh
 1
 10
 100
 1  10
E q
 (%
)
Δz (cm)
Kari
Kup
Kint
Kszy
Khigh
 0.01
 0.1
 1
 10
 100
 1  10
E q
 (%
)
Δz (cm)
Kari
Kup
Kint
Khigh
-0.5
-0.45
-0.4
-0.35
-0.3
-0.25
-0.2
-0.15
-0.1
-0.05
 0
-10 -9 -8 -7 -6 -5 -4 -3 -2 -1
z 
(m
)
ψ (m)
Ref
Kari
Kup
Kint
Khigh
-0.5
-0.4
-0.3
-0.2
-0.1
 0
-2 -1.5 -1 -0.5  0
z 
(m
)
ψ (m)
Ref
Kari
Kup
Kint
Kszy
Khigh
sand loam clay
-0.5
-0.4
-0.3
-0.2
-0.1
 0
-1 -0.8 -0.6 -0.4 -0.2  0
z 
(m
)
ψ (m)
Ref
Kari
Kup
Kint
Kszy
Khigh
(a)
(b)
sand loam clay
Fig. 4. (a) The pressure head proﬁles obtained from different averaging methods withDz = 5 cm at the end of simulation, where Ref is the reference solution, and the errors of
evaporation obtained from different averaging methods in 1D capillary rise test cases.
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method shows errors similar to those of the integrated mean but it
causes a convergence problem in the case of clay. Although the
proposed method does not produce smaller errors than those for
the integrated mean in simulations of any of the textures, it still
shows much better accuracy than the simple conventional averag-
ing methods, i.e., the upwind and arithmetic means. The upwind
and arithmetic means produce extremely large errors for sand on
coarse grids, which is consistent with the results reported in previ-
ous studies (Szymkiewicz and Helmig, 2011; Szymkiewicz, 2009).
It can be noticed that the errors for the capillary rise cases are
different from those for the inﬁltration and drainage cases. In these
cases, the soil water moves upward and the diffusion terms are
dominant over the advection term originating from gravity force.
Thus, these results can be translated as follows: the integrated
mean is accurate when the diffusion terms are dominant, which
is consistent with the observation that the integrated mean per-
forms well for horizontal ﬂow (Szymkiewicz, 2009), where no
advection term is considered.
3.2. Multi-dimensional cases
The proposed method can be extended to multi-dimensional
modeling in a straightforward manner. The method can also be ap-
plied to nonorthogonal grids by being combined with the coordi-
nate transformation method. The coordinate transformation
method for the RE is brieﬂy introduced here for completeness. A
curvilinear coordinate system in physical space, (x, y, z) = (x1, x2, -
x3), where x and y denote horizontal dimensions, can be trans-
formed into a new coordinate system in uniform computational
space, (n, g, f) = (n1, n2, n3), by the coordinate transformation meth-
od. The summation form of 3D RE without anisotropy is written as
@h
@t

X3
r¼1
@
@xr
K
@ðwþ zÞ
@xr
 
¼ 0; ð22Þ
and the coordinate-transformed RE is given as (An et al., 2010)1
J
@h
@t

X3
p¼1
X3
q¼1
@
@np
Gp;qK
@ðwþ zÞ
@nq
 
¼ 0; ð23Þ
where
J ¼ @ðn1; n2; n3Þ
@ðx1; x2; x3Þ ; G
p;q ¼
X3
r¼1
K
J
@np
@xr
@nq
@xr
: ð24Þ
Here, J is the Jacobian determinant that represents the ratio of the
control volume in physical space to that in computational space
and Gp,q is an operator that represents the mesh sleekness. Since
the coordinate-transformed equation, Eq. (23), is on the grid deﬁned
in computational space, in which the grid is set to be uniform, the
numerical scheme for the orthogonal grid can be applied without
any modiﬁcation. The hydraulic conductivity in the control volume
can be assumed to have a piecewise linear distribution for each of
the directions of n, g, or f, and the proposed method can be imple-
mented simply. More details of the coordinate-transformed model
of the RE can be found in An et al. (2010).
The performance of the proposed method is investigated for a
heterogeneous soil domain in multi-dimensional test cases. The
integrated mean and Szymkiewicz’s method are not considered
in this investigation, because their implementations on nonorthog-
onal grids and heterogeneous soil are not straightforward. We note
that Szymkiewicz’s method has been extended to heterogeneous
soil by Szymkiewicz and Helmig (2011), but doing so in our mul-
ti-dimensional test simulations increased the nonlinearity of the
system and often caused divergence during the Newton iteration.
Since a thorough investigation of the Darcian mean is beyond the
scope of this study, it is not presented in this paper.
3.2.1. Two-dimensional inﬁltration on heterogeneous soil domain
Inﬁltration on a 2D heterogeneous soil domain is considered in
this test simulation. A sand soil block (2.5 m  2 m) is located in-
side a square loam soil domain (5 m  5 m), as shown in Fig. 5.
The van Genuchten model is used in this test; the soil parameters
are listed in Table 2. The simulation settings are similar to those
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128 H. An, S.J. Noh / Journal of Hydrology 516 (2014) 119–130outlined in Section 3.1.1. The initial condition is set as winit = 5 m,
and the Dirichlet boundary of wb = 0.01 m is set at the top of the
ﬂow domain. The simulation period is 120 h. The simulations are
performed on ﬁve different grids, with Dx = Dz = 5, 10, 25, 50, 100
cm.
Fig. 5 shows the contour lines of volumetric water content ob-
tained by the different averaging methods with Dx =Dz = 50 cm
at the end of simulations. The positions of the wetting front as ob-
tained by the upwind and arithmetic means are lower than the ref-
erence positions, but the positions obtained by the proposed
method are similar to the references positions. In addition, the
arithmetic mean shows numerical oscillation in the sand soil block.
This oscillation can be seen more clearly in Fig. 6(a)–(c), whichillustrate the vertical water-volume proﬁles at x = 2.5 m as ob-
tained by the different averaging methods with Dx =Dz = 50 cm,
Dx = Dz = 25 cm, and Dx = Dz = 10 cm at the end of simulations.
The arithmetic mean produces numerical oscillation even on rela-
tively dense grids near the sand–loam interface owing to underes-
timation of the hydraulic conductivity. In contrast, the proposed
method produces the best wetting-front position among the three
different averaging methods without any numerical oscillation.
Fig. 6(d) shows the estimated error in the simulation of inﬁltration
by the different averaging methods. A similar tendency to that in
the case of 1D inﬁltration in homogeneous soil test cases is ob-
served. The proposed method outperformed the simple averaging
methods in the 2D case.
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Next, the drainage problem on a 5-m square soil domain is eval-
uated with crumpled grids to demonstrate the applicability of the
proposed method to nonorthogonal grids. Crumpled grids, shown
in Fig. 7, are generated by randomly moving the vertex nodes by
Dz/4. A heterogeneous soil layer representing the sand texture of
soil is set below z = 3 m and the loam soil texture is set else-
where. The Brooks–Corey model is used, and the soil parameters
are as listed in Table 2. The simulation settings are similar to those
outlined in Section 3.1.2. Just like in the 1D drainage case, the ini-
tial condition is set as winit = 0.075 m, and the lower boundary is
maintained at the initial pressure head. The simulation period is
30 h. The simulations are performed on four different grids—i.e.,
5  5, 10  10, 20  20, 50  50 grids—as shown in Fig. 7.
Fig. 8(a) shows the pressure head proﬁles with the 10  10 grid
at the end of simulation. As was observed for the simulations of the
1D cases, the arithmetic mean produced numerical oscillation, and
the upwind mean showed a less accurate pressure head proﬁle
near the surface of the ﬂow domain. In contrast, the results of
the proposed method were accurate on nonorthogonal grids with
heterogeneous soil layers. The estimated errors are shown in
Fig. 8(b). The errors of the proposed method converged well with
mesh reﬁnement and are smaller than those of the simple averag-
ing methods, similar to the result for 1D drainage in the homoge-
neous soil case.4. Conclusions
In this paper, we proposed a high-order averaging method of
hydraulic conductivity for numerical modeling of the RE. The pro-
posed method, modiﬁed on the basis of the high-order upwind
scheme, has a straightforward formula regardless of soil conditions
and produces high simulation accuracy in conjunction with coarse
grids. Unlike the conventional high-order approach for a hyper-
bolic partial differential equation, the high-order upwind scheme
is used only for evaluating the hydraulic conductivity at the cell
interface.
Several 1D and 2D cases were simulated numerically to verify
the performance of the proposed method on homogeneous and
heterogeneous soil domains with a wide range of soil textures.
As 1D cases, inﬁltration, drainage, and capillary rise were simu-
lated in three different homogeneous soil domains. The proposed
method outperformed the conventional averaging methods in the
inﬁltration and drainage cases, particularly on coarse grids,
whereas the conventional methods produced either numerical
oscillations or inaccurate results. In the capillary rise case, the inte-
grated mean averaging method often performed better than the
proposed method depending on the soil texture but the proposed
method still showed much smaller error than the arithmetic and
upwind means. Two-dimensional numerical simulations were per-
formed for the inﬁltration case on a heterogeneous soil domain and
the drainage case on nonorthogonal grids. Without further numer-
ical treatments, the proposed method clearly outperformed the
conventional simple methods on nonorthogonal grids and a heter-
ogeneous soil domain.
As stated above and also presented in Szymkiewicz (2009), the
accuracy of numerical solutions for the RE is highly dependent on
the averaging method of hydraulic conductivity, which may have
been a motivation of several recently proposed complex or switch-
ing algorithms. However, complex forms require additional com-
putational efforts, and several averaging methods are not
straightforward in multi-dimensional applications. Although the
proposed method did not always show better performance than
the other conventional averaging methods, several numerical
experiments showed that the proposed method works well for awide range of soil textures on coarse grids. Another advantage of
this method is that its implementation to nonorthogonal grids in
combination with the coordinate transformation method is
straightforward.
The need for high computational efforts with ﬁne grids has lim-
ited the applications of the RE in a restricted spatial and temporal
domain. Averaging methods of hydraulic conductivity have been
known to be one of the signiﬁcant factors affecting the accuracy
of numerical solutions of the RE, especially when coarse grids are
used. Therefore, the proposed averaging method of hydraulic con-
ductivity is expected to contribute to extending the use of the RE to
multi-dimensional and large-scale applications with coarse grids.
Future study will be focused on uncertainty assessment of multi-
dimensional soil moisture modeling in conjunction with data
assimilation and accurate numerical solutions of the RE proposed
in this study.
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