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1. Introduction
The broad aim of this work is to develop a surface design technique for triangular Bézier surfaces based on the boundary
information. Given a boundary, we create a surface as an explicit solution to an appropriately chosen PDE. In 1989, Bloor and
Wilson gave these types of surface modeling techniques the name ‘‘PDE surfaces’’; see [1]. Since most information defining
a surface comes from its boundary curves, adding some boundary conditions to the PDE allows the PDE based method to
generate and control the surface shape through very few parameters.
A triangular Bézier surface satisfying a linear PDE can be determined given some of its control points. Theminimum set of
prescribed control points depends on the PDE under study,mainly on its order. Previouswork on this subject was performed
in [2–5]. The cited papers study the generation of rectangular Bézier surfaces satisfying the Laplace equation as well as the
biharmonic equation. Moreover, an analogous study about the Bézier solutions of the wave equation can be found in [6]. In
the case of harmonic Bézier surfaces two boundary conditions were required to construct the surface while for biharmonic
Bézier surfaces four boundary curves were needed as initial data. It is noteworthy to point out that we were indeed looking
for polynomial solutions of the biharmonic equation (not for arbitrary functions). Recalling this, by prescribing the values
along the boundary, but not for the tangent plane, a polynomial solution of the biharmonic equation is fixed.
More in general, in [7] a method was given for generating rectangular Bézier surfaces as a solution of a fourth order
elliptic PDE, the Euler–Lagrange equation associated with the most general quadratic functional. Finally, in [8] an explicit
polynomial solution of this general fourth order elliptic PDE was given.
For triangular Bézier surfaces in [9], we approached surface design by solving second order and fourth order PDEs. We
presentedmanymethods for designing triangular Bézier PDE surfaces given different sets of prescribed control pointswhich
include the special cases of harmonic and biharmonic surfaces. We saw that, given two lines of control points, a triangular
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Bézier surface is totally determined by the harmonic condition which is a second order PDE. In the biharmonic case, a fourth
order PDE, we were able to determine a biharmonic triangular Bézier patch given four lines of control points.
Triangular Bézier surfaces have an advantage over rectangular Bézier surfaces when dealing with derivatives. Let us
illustrate it with an example: Given a polynomial unvn, as a tensor-product Bézier surface coordinate function, its degree is
(n, n); but if it is considered as a triangular Bézier coordinate function, its degree would be 2n. Then if we take derivatives,
for example ( ∂
∂u + ∂∂v )(unvn) = n(un−1vn+unvn−1), in terms of rectangular patches, its degree is still (n, n), but it decreases
to 2n− 1 in terms of triangular Bézier surfaces. Therefore we can consider that triangular Bézier patches are better adapted
to PDE problems.
It is then natural to think about our next goal: Given all the boundary control points (three lines), to determine an
associated Bézier surface that will fulfill a third order condition. In this way, we introduce a third order linear PDE with
constant coefficients and we give an explicit formula to generate the associated PDE surface from a prescribed boundary.
The harmonic and biharmonic operators are isotropic for functions defined in R2, but if we consider triangular Bézier
surfaces we find an anisotropic behavior due to the fact that one of the three barycentric coordinates must be eliminated
before applying the operator. The directions of the coordinate axes in the parameter domain take a special role, because
triangular Bézier surfaces are harmonic or biharmonic only for a certain labeling of the axes: the domain triangle is embedded
into the planeR2 by an affine transformation,where one of the three angles becomes a right angle and the two edgesmeeting
there get length 1. Since there are three possibilities for choosing this angle, the result depends on this choice; if one swaps
two of the three indices of the control points then the harmonic or biharmonic property may be destroyed.
Therefore, to solve the anisotropy drawback of these operators over Bézier triangles we introduced in [9] a second order
and a fourth order differential operator, isotropic with respect to triangular Bézier parameterizations. That is, an operator
whose action over a triangular Bézier parametrization remains invariant under permutation of the indices of the control
net; see Eq. (7). Now, we also look for an isotropic third order differential operator to define the third order linear PDE that
will determine a surface from its boundary. Moreover we see that applying symmetry criteria on the mask associated to a
general third order linear PDE with constant coefficients leads to isotropy too.
The scheme of this paper is the following. In Section 2 we define the isotropic third order operator, introduce the general
third order linear PDE and discuss its mask formulation in terms of different symmetry conditions.
In Section 3 we prove the existence of solutions to our problem. In Section 4 we compute an explicit polynomial
solution to the third order linear PDE under our study. In Section 5 we expose that a PDE surface satisfying this PDE can be
determined from a prescribed boundary. We give some examples of Bézier solutions and compare them with the harmonic
and biharmonic surfaces we obtained in [9].
In Section 6 we discuss the relation of our PDE surfaces to the permanence principle; see [10]. Finally in Section 7 we
present some conclusions.
2. The third order PDE
The mathematical models of science and engineering usually take the form of differential equations, in many cases
differential equations under study (harmonic, biharmonic or waves equation for example) arise naturally from a general
physical principle. However, since up to our knowledge, there is no third order PDE coming from a model problem, let us
start with a general third order linear operator with constant coefficients:
R−→x = α−→x uuu + β−→x uuv + γ−→x vvu + δ−→x vvv (1)
and the corresponding third order PDE: R−→x = 0.
Let −→x (u, v) = −→x (u, v, 1 − u − v) = ∑|I|=n PI BnI (u, v) be a triangular Bézier surface with control net {PI}|I|=n, where
BnI (u, v) are the bivariate Bernstein polynomials B
n
I (u, v) =
 n
I

ui vj (1− u− v)k, with I = {i, j, k} and |I| = n.
The third order linear PDE
α
−→x uuu + β−→x uuv + γ−→x vvu + δ−→x vvv = 0, (2)
in terms of control points is
0 =

α
∂3
∂u3
+ β ∂
3
∂u2v
+ γ ∂
3
∂v2u
+ δ ∂
3
∂v3
−→x (u, v)
= n(n− 1)(n− 2)
−
|I|=n−3
(α∆3,0PI + β∆2,1PI + γ∆1,2PI + δ∆0,3PI)Bn−3I (u, v)
=
−
|I|=n−3
QI Bn−3I (u, v)
where∆l,m denote the differences
∆l,mPi,j,k = ∆l−1,m∆1,0Pi,j,k = ∆l−1,m(Pi+1,j,k − Pi,j,k+1),
∆l,mPi,j,k = ∆l,m−1∆0,1Pi,j,k = ∆l,m−1(Pi,j+1,k − Pi,j,k+1).
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Hence, R−→x = 0 if and only if QI = 0 for all |I| = n− 3, i.e., if and only if
0 = (−α − β − γ − δ)Pi−1,j−1,k+2 + (β + 2γ + 3δ)Pi−1,j,k+1 + (−γ − 3δ)Pi−1,j+1,k + δPi−1,j+2,k−1
+ (3α + 2β + γ )Pi,j−1,k+1 − 2(β + γ )Pi,j,k + γ Pi,j+1,k−1
+ (−3α − β)Pi+1,j−1,k + βPi+1,j,k−1 + αPi+2,j−1,k−1.
2.1. Mask formulation
Let us consider the control points according to the following scheme,
Pi−1,j−1,k+2 Pi−1,j,k+1 Pi−1,j+1,k Pi−1,j+2,k−1
Pi,j−1,k+1 Pi,j,k Pi,j+1,k−1
Pi+1,j−1,k Pi+1,j,k−1
Pi+2,j−1,k−1.
If the boundary of the previous grid was known, then the interior point, Pi,j,k, could be determined by
Pi,j,k = 12(β + γ ) ((−α − β − γ − δ)Pi−1,j−1,k+2 + (β + 2γ + 3δ)Pi−1,j,k+1
+ (−γ − 3δ)Pi−1,j+1,k + δPi−1,j+2,k−1 + (3α + 2β + γ )Pi,j−1,k+1 + γ Pi,j+1,k−1
+ (−3α − β)Pi+1,j−1,k + βPi+1,j,k−1 + αPi+2,j−1,k−1),
for all |I| = n− 3.
A better way of writing this is to use a mask:
Pi,j,k = 12 (β + γ ) ×
−α − β − γ − δ β + 2γ + 3δ − γ − 3δ δ
3α + 2β + γ ⋆ γ
−3α − β β
α
(3)
This mask suggests the possibility of having different choices for the parameters α, β , γ and δ, which could moreover be
reduced to only three parameters, since the general third order linear PDE, Eq. (2), could be divided by any of them. In the
following subsections we will discuss the choice of the values of α, β , γ and δ.
2.2. The symmetric mask
From the multiple choices of the parameters α, β, γ , δ, in this section we will study the symmetric cases of the mask in
Eq. (3). We distinguish two levels of symmetry, strong and weak symmetry.
Weak symmetry. These are the conditions that the coefficients α, β , γ and δ must fulfill for the mask in Eq. (3) to be a
symmetric mask
−α − β − γ − δ = δ = α
3α + 2β + γ = β = −γ − 3δ
β + 2γ + 3δ = γ = −3α − β

.
This implies α = δ = − β+γ3 , so this is the symmetric case:
Pi,j,k =
−1
6
γ
2(β + γ )
β
2(β + γ ) −
1
6
β
2(β + γ ) ⋆
γ
2(β + γ )
γ
2(β + γ )
β
2(β + γ )
−1
6
. (4)
The corresponding operator is
Sβ,γ
−→x = −1
6
−→x uuu + 12(β + γ ) (β
−→x uuv + γ−→x uvv)− 16
−→x vvv.
Strong symmetry. If there are only two different coefficients, one for the vertices and another for the rest of the positions
on the mask, then we can talk of strong symmetry. A particular and special case of the symmetric mask in Eq. (4) is obtained
when β = γ . The third order operator is
S−→x = −1
6
−→x uuu + 14 (
−→x uuv +−→x uvv)− 16
−→x vvv, (5)
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hence the associated PDE, S−→x = 0, does not depend on β and its associated mask is given by
Pi,j,k =
−1
6
1
4
1
4
−1
6
1
4
⋆
1
4
1
4
1
4
−1
6
, (6)
which turns into a Farin–Hansford mask, see [10], with α = −16 . Therefore, the PDE surfaces formed with this mask are also
triangular permanence patches. In fact, a special case of permanence patch which has quadratic precision.
The triangular permanence patches resulting from α = −16 enjoy a quadratic precision property in the following sense:
Given a quadratic discrete patch Q, we elevate its degree to an arbitrary degree n, resulting in a patch EQ, then the patch
obtained with the symmetric mask for given boundaries results in a patch PEQ satisfying PEQ = EQ; see [10].
2.3. An isotropic operator
Now, looking for an isotropic third order differential operator that will determine a PDE surface from its boundary, we
see that applying symmetry criteria on the mask associated to the general third order linear PDE, as we did in the previous
subsection, leads also to isotropy.
Theorem 1. Up to a constant factor the only third order isotropic operator is S.
Proof. Let us consider the linear third order operator with constant coefficients, R, defined in Eq. (1), and let −→x (u, v) =∑
|I|=n PI B
n
I (u, v) be the triangular Bézier surface with control net {PI}|I|=n.
Let σ be a permutation of the indices of the control net, and let us denote by −→x σ the triangular Bézier surface with
control net {Pσ(I)}|I|=n.
Given a permutation σ there exists a map hσ satisfying
−→x σ (u, v) = −→x (hσ (u, v)).
We are looking for an operator R such that
(R−→x σ )(u, v) = (R−→x )(hσ (u, v)) (7)
for any permutation σ of the indices.
Let us take initially the permutation σ(i, j, k) = (k, i, j), then the associated map is hσ (u, v) = (1 − u − v, u), since
Bni,j,k(u, v) = Bnk,i,j(1− u− v, u).
Under the permutation σ , the operator R,
(R−→x )(u, v) = α−→x (3,0)(u, v)+ β−→x (2,1)(u, v)+ γ−→x (1,2)(u, v)+ δ−→x (0,3)(u, v),
is transformed into
(R−→x σ )(u, v) = (−α − β − γ − δ)−→x (3,0)(hσ (u, v))+ (3α + 2β + γ )−→x (2,1)(hσ (u, v))
+ (−3α − β)−→x (1,2)(hσ (u, v))+ α−→x (0,3)(hσ (u, v)).
Analogously, if we take the permutation τ(i, j, k) = (j, i, k), and its associated map, hτ (u, v) = (v, u), we get
(R−→x τ )(u, v) = δ−→x (3,0)(hτ (u, v))+ γ−→x (2,1)(hτ (u, v))+ β−→x (1,2)(hτ (u, v))+ α−→x (0,3)(hτ (u, v)).
Therefore, an isotropic operator, must fulfill
α = −α − β − γ − δ = δ
β = 3α + 2β + γ = γ
γ = −3α − β = β
δ = α,
and it is as follows,
Rα
−→x = α−→x uuu − 32α
−→x uuv − 32α
−→x uvv + α−→x vvv.
Since this pair of permutations generates the whole permutation group we have that
(Rα
−→x σ )(u, v) = (Rα−→x )(hσ (u, v)),
for any permutation σ ∈ S3. If we take the value α = − 16 , we have the symmetric linear PDE already defined in Eq. (5),
i.e. R−1
6
= S.
Therefore, a linear third order isotropic operator must be a multiple of S. 
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3. About the existence of the PDE Bézier solutions
In order to prove our results easily, for a moment we will work with the monomial basis instead of the Bernstein basis.
Let−→x be a polynomial function of degree n ≥ 3 in terms of the monomial basis:
−→x (u, v) =
n−
k,l=0
ak,l
k!l!u
kvl.
Since the total degree is supposed to be n, then k+ l ≤ n, and there are some null coefficients, ak,l = 0, if k+ l > n.
Moreover, if−→x satisfies the third order PDE, S−→x = 0, this condition can be translated into a system of linear equations
in terms of the coefficients {ak,l}nk,l=0
−1
6
ak+3,l + 14 (ak+2,l+1 + ak+1,l+2)−
1
6
ak,l+3 = 0, k, l = 0, . . . , n (8)
with the convention ak,l = 0 if k+ l > n.
Now, in order to ensure the solvability of the linear system given in Eq. (8), we will split it into n − 2 subsystems. Each
of them relates the coefficients in a diagonal with k+ l = r for r = 3, . . . , n.
−1
6
ar,0 + 14 (ar−1,1 + ar−2,2)−
1
6
ar−3,3 = 0
−1
6
ar−1,1 + 14 (ar−2,2 + ar−3,3)−
1
6
ar−4,4 = 0
−1
6
ar−2,2 + 14 (ar−3,3 + ar−4,4)−
1
6
ar−5,5 = 0
· · ·
−1
6
a3,r−3 + 14 (a2,r−2 + a1,r−1)−
1
6
a0,r = 0.
(9)
In the following lemma we will see that, for all r ≥ 3, the knowledge of the coefficients ar,0, a1,r−1 and a0,r determines
all the coefficients in the diagonal r.
Lemma 2. Let r ≥ 3. If the coefficients ar,0, a1,r−1 and a0,r are known, then the linear system given in Eq. (8) for all k, l such that
k+ l = r and involving coefficients with non-negative subindexes, (r−2 equations), and with the unknowns {ak,l}with k+ l = r,
k > 1 and l > 0, has a unique solution.
Proof. Let us consider the linear subsystem in Eq. (9). If ar,0, a1,r−1 and a0,r are assumed to be known, the associated
coefficient matrix is the tetradiagonal Toeplitz matrix, Tr−2 = (tj)1j=−2, with t1 = −16 , t0 = 14 , t−1 = 14 , and t−2 = −16 .
Its determinant, computed by means of Widom’s formula, (Theorem 2.8 in [11]), is
Dn = 13n+222n (2
2n+3 + 2n+1(−1)n − 1), (10)
which does not vanish for n ∈ N.
Therefore, there exists a unique solution of the system given in Eq. (9). 
Toprove the existence of a solution to the problemof determining a triangular Bézier PDE surfacewhen someof its control
points are prescribed is reduced to check the solvability of some linear systems, all of them associated to Toeplitz matrices.
The reader will find some results, as Widom’s Formula, that are useful for these purposes in [11], (we also summarize these
results in section 2 of [9]).
4. The explicit solution
Now we will deduce the explicit polynomial solution of the third order linear PDE, S−→x = 0, with similar methods as
in [8], where an explicit solution of a fourth order linear elliptic PDE was obtained.
Lemma 3. The solution of the linear system in Eq. (8) in terms of the first three rows of coefficients is given by,
ak,ℓ = Ak a0,k+ℓ + Bk a1,k+ℓ−1 + Ck a2,k+ℓ−2, k > 2, k, ℓ ∈ N, (11)
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Fig. 1. Scheme of coefficients.
where,
An = 19 (2(−1)
n + 23−n − 2n),
Bn = 19 (−5(−1)
n + 22−n + 2n) (12)
Cn = 19 (2(−1)
n − 22−n + 2n+1).
Proof. The proof involves a computation by substituting solution (11) in Eq. (8). Here we check that each one of the three
sequences defined by the coefficients, {Ak}k≥0, {Bk}k≥0, and {Ck}k≥0, verifies the following recurrence relation,
−1
6
(xk+3 + xk)+ 14 (xk+2 + xk+1) = 0. (13)
In order to compute the general term of the recurrence sequence we have to solve the cubic equation,
−1
6
x3 + 1
4
x2 + 1
4
x− 1
6
= 0.
Its solutions are,−1, 12 , 2, and the general term is,
xn = A(−1)n + B

1
2
n
+ C 2n,
where the parameters A, B and C must be computed from the three initial terms of the recurrence sequence.
For example, in order to compute the general term of the sequence {Ak}k≥0 we have to put the initial conditions, also
called boundary conditions in the terminology of recurrence sequences, A0 = 1, A1 = 0, A2 = 0. For the general term of the
sequence {Bk}k≥0, the initial conditions are, B0 = 0, B1 = 1, B2 = 0, and so on.
Finally, straightforward computations give us the explicit solution (12). 
Now, the procedure we adopt here is to interchange the third row by the first column of coefficients; see Fig. 1. From
Eq. (11) we can compute ak+ℓ,0,
ak+ℓ,0 = Ak+ℓ a0,k+ℓ + Bk+ℓ a1,k+ℓ−1 + Ck+ℓ a2,k+ℓ−2
and then we can find the value of a2,k+ℓ−2 in terms of coefficients in the first two rows and in the first column
a2,k+ℓ−2 = ak+ℓ,0 − Ak+ℓ a0,k+ℓ − Bk+ℓ a1,k+l−1Ck+ℓ
and substitute in (11).
Proposition 4. The solution of the linear system in Eq. (8) for all k, ℓ ∈ N in terms of the first two rows and the first column of
coefficients is given by,
ak,ℓ := Ak Ck+ℓ − Ak+ℓ CkCk+ℓ a0,k+ℓ +
Bk Ck+ℓ − Bk+ℓ Ck
Ck+ℓ
a1,k+ℓ−1 + CkCk+ℓ ak+ℓ,0 (14)
for all k, ℓ > 1.
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Fig. 2. Given the boundary control points, the whole control net is determined by the third order PDE associated to the symmetric mask.
Let us denote the unique solution of each subsystem, given by Eq. (14), in terms of a0,r , a1,r−1 and ar,0, as follows
ak,r−k = ck0,ra0,r + ck1,r−1a1,r−1 + ckr,0ar,0 (15)
for k = 2, . . . , r − 1. Moreover, if we define
cr0,r = 0, cr1,r−1 = 0, crr,0 = 1,
c10,r = 0, c11,r−1 = 1, c1r,0 = 0,
c00,r = 1, c01,r−1 = 0, c0r,0 = 0,
we can extend our notation in Eq. (15) for k = 0, . . . , r.
5. Bézier solutions to the third order PDE: from the polynomial expression to the boundary control points
Now, let us come back to the Bézier form. The following theorem shows that a PDE surface satisfying
−1
6
−→x uuu + 14 (
−→x uuv +−→x uvv)− 16
−→x vvv = 0
can be determined from a prescribed boundary (see Fig. 2).
Theorem 5. Let −→x (u, v) = ∑|I|=n PIBnI (u, v) be a triangular Bézier surface satisfying the third order PDE, S−→x = 0. Then all
the interior control points are determined by the boundary control points, Pi,n−i,0, Pi,0,n−i and P0,i,n−i.
Proof. Let us consider the Bézier triangle in the monomial basis
−→x (u, v) =
n−
k,l=0
ak,l
k!l!u
kvl,
with ak,l = 0 if k+ l > n for a degree n surface.
The boundary control points determine the three boundary curves−→x (u, 0),−→x (0, v) and−→x (u, 1− u).
The first boundary curve is
−→x (u, 0) =
n−
i=0
Pi,0,n−iBni (u) =
n−
i=0
n−
k=i
(−1)k−i
n
k
k
i

Pi,0,n−iuk =
n−
k=0
ak,0
k! u
k.
Therefore the coefficients {ak,0}nk=0 can be determined from the boundary control points {Pi,0,n−i}ni=0 by
ak,0 = k!
k−
i=0
(−1)k−i
n
k
k
i

Pi,0,n−i for k = 0, . . . , n.
Analogously, the second boundary curve is
−→x (0, v) =
n−
i=0
P0,i,n−iBni (v) =
n−
i=0
n−
l=i
(−1)l−i
n
l
 l
i

P0,i,n−ivl =
n−
l=0
a0,l
l! v
l,
so the coefficients {a0,l}nl=0 can be determined from the boundary control points {P0,i,n−i}ni=0 by the formula
a0,l = l!
l−
i=0
(−1)l−i
n
l
 l
i

P0,i,n−i for l = 0, . . . , n.
The third boundary curve, which is determined by the boundary control points {Pi,n−i,0}ni=0, is
−→x (u, 1− u) =
n−
i=0
Pi,n−i,0Bni (u) =
n−
i=0
n−
r=i
(−1)r−i
n
r
  r
i

Pi,n−i,0ur =
n−
r=0
brur , (16)
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Fig. 3. In the first step, for r = nwe determine the boxed coefficients.
where we have denoted by br the coefficient of ur for r = 0, . . . , n in terms of the boundary points:
br =
r−
i=0
(−1)r−i
n
r
  r
i

Pi,n−i,0 for r = 0, . . . , n. (17)
On the other hand, if we consider the expression of this third boundary curve in terms of the usual basis, then we have
the equation
−→x (u, 1− u) =
n−
k,l=0
ak,l
k!l!u
k(1− u)l =
n−
k,l=0
k+l−
r=k
ak,l
k!l! (−1)
r−k

l
k+ l− r

ur . (18)
Now if we consider the coefficient of ur for r = 0, . . . , n in both expressions of the curve−→x (u, 1− u), (16) and (18), we
find that for r = 0, . . . , n
br =
r−
k=0
n−k
l=r−k
(−1)r−k

l
k+ l− r

ak,l
k!l! . (19)
Later in this proof, we will see that the coefficients in the row of coefficients, {a1,l}n−1l=0 , can be determined from the
boundary control points. But, for the time being, we have that the coefficients br for r = 0, . . . , n can be written from the
boundary points {Pi,n−i,0}ni=0. Then, let us consider Eq. (19) for r = n
bn =
n−
k=0
(−1)n−k
k!(n− k)! ak,n−k.
From Proposition 4 the coefficients {ak,n−k}nk=0 can be written in terms of a1,n−1, an,0 and a0,n, then
bn =
n−
k=0
(−1)n−k
k!(n− k)! (c
k
n,0an,0 + ck1,n−1a1,n−1 + ck0,na0,n)
which implies
bn −
n−
k=0
(−1)n−k
k!(n− k)! (c
k
n,0an,0 + ck0,na0,n) =
n−
k=0
(−1)n−k
k!(n− k)! c
k
1,n−1a1,n−1.
Therefore, if
∑n
k=0
(−1)n−k
k!(n−k)! c
k
1,n−1 did not vanish, then a1,n−1 could be computed in terms of the border control points,
since, as we said before, the coefficients an,0, a0,n and bn, are determined by boundary control points. Then, by applying
Proposition 4, all the coefficients ak,l with k+ l = nwould be determined in terms of an,0, a0,n and a1,n−1 (see Fig. 3).
Now in order to determine the rest of the coefficients ak,l with k + l = r for r = 3, . . . , n − 1, we would repeat this
reasoning for any r (Fig. 4). In general, we have
br −
r−
k=0
n−k
l=r−k+1
(−1)r−k

l
k+ l− r

ak,l
k!l! =
r−
k=0
(−1)r−k ak,r−k
k!(r − k)!
and again from Proposition 4,
br −
r−
k=0
n−k
l=r+1−k
(−1)r−k

l
k+ l− r

ak,l
k!l! −
r−
k=0
(−1)r−k
k!(r − k)! (c
k
r,0ar,0 + ck0,ra0,r) =
r−
k=0
(−1)r−kck1,r−1
k!(r − k)! a1,r−1.
Then, as before, if
∑r
k=0
(−1)r−kck1,r−1
k!(r−k)! did not vanish, a1,r−1 could be determined.
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Fig. 4. In the second step, for r = n− 1 we determine the boxed coefficients.
Fig. 5. The figure on the left satisfies the third order PDE associated to the symmetric mask and to the isotropic operator and it is obtained for a prescribed
border. The pair in the middle is harmonic Bézier surfaces obtained after prescribing two different sets of control points. The figure on the right fulfills the
PDE associated to the second order isotropic operator.
Fig. 6. As before, the figure on the left is an isotropic PDE surface, the pair of surfaces in the middle is harmonic surfaces obtained by means of methods
derived in [9], and the figure on the right is an isotropic PDE surface, but it satisfies the second order PDE.
In the previous equation an expression of a1,r−1 is given in terms of the border control points that define a0,r , ar,0 and br ,
and also depending on the coefficients ak,l with k+ l > r . At this point, these coefficients would be known, also in terms of
boundary control points, since we start this scheme of computation from r = n.
Therefore, having in mind the definition in Proposition 4 of ck1,r−1, depending on sequences Bk and Ck, we simply have to
prove that
r−
k=0
(−1)r−kck1,r−1
k!(r − k)! =
−2(2+ (−1)r(8r − 3 · 2r))
3(−2+ (−2)r + 4r)r! ≠ 0,
but it is true since 8r − 3 · 2r > 2 for r > 1. 
Figs. 5 and 6will allowus to compare the results obtained as a solution to the third order linear PDE to the results obtained
in [9] for harmonic and biharmonic surfaces. In [9] our goal was to determine PDE surfaces given different prescribed sets
of control points and verifying a general second order or fourth order partial differential equation being the harmonic and
the biharmonic condition, in particular cases.
We saw that, given two lines of control points, a triangular Bézier surface is totally determined by the harmonic condition
or by any other second order linear PDE. The pair of lines of control points could be the first pair of rows for any second order
PDE, but not two border lines. The choice of two prescribed boundary curves was only possible for some second order linear
PDEs, to get harmonic surfaces the substitution of some of the boundary control points by their neighboring points must be
done.
Now we improve the control on the shape of the PDE surface with the prescription of all the boundary curves.
For fourth order linear PDEs, we were able to determine PDE triangular Bézier surfaces given four lines of control points.
These lines can be the first four rows of control points starting from one side or the first two rows and columns if we fix the
tangent planes to the surface along two given border curves.
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Fig. 7. The figure on the left satisfies the third order isotropic PDE. The surfaces in the middle are biharmonic Bézier surfaces with the prescription of the
first four lines of control points in the first and two boundary curves and the normal derivatives along them in the second biharmonic surface. The last is
an isotropic PDE surface fulfilling the fourth order isotropic PDE.
Fig. 8. The figure on the left is an isotropic surface that satisfies the third order PDE. The surfaces in the middle are biharmonic Bézier surfaces with two
different sets of prescribed control points. The last surface is also an isotropic PDE surface, but it satisfies the fourth order isotropic PDE. All generation
methods give good shapes for this example.
Fig. 9. The figure on the left satisfies the isotropic third order PDE. In the middle a pair of biharmonic Bézier surfaces. The surface on the right satisfies the
isotropic fourth order PDE. The control of the boundary curves prevents the loss of control exhibited by the third figure.
Fig. 10. The figure on the left satisfies the third order PDE. The pair in the middle is biharmonic Bézier surfaces. The last is an isotropic example, it satisfies
the isotropic fourth order PDE. As before, the prescription of the boundary curves prevents the loss of control when the first four lines of control points
were prescribed.
Figs. 7–10 show some surfaces of degree n = 7 which will allow us to compare the results obtained for biharmonic
surfaces with the PDE surfaces obtained by means of the third order PDE method.
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Fig. 11. Two points determine a right triangle hypotenuse.
6. The permanence principle
The Coons patch satisfies a permanence principle: Let two points (u0, v0) and (u1, v1) define a rectangle R in the domain
U of the Coons patch. The four boundaries of the resulting subpatchwill map onto four curves on the Coons patch. The Coons
patch for those four boundary curves is the original Coons patch, restricted to be rectangle R.
The permanence principle was widely discussed in [10] where the authors were concerned with generating Coons
patches using masks. In particular, the authors defined the permanence patches and proved that the only permanence
mask satisfying the permanence principle for any subpatch is the Coons mask. Thus, one can indeed show that the Bézier
polynomial solutions of the third order PDE method do not satisfy the permanence principle for any triangular domain but
only for those subpatches defined on isosceles right triangles.
Lemma 6. Let us consider a triangular patch with a prescribed boundary defined on the triangular domain
T = {(u, v) ∈ R2 : 0 ≤ u, 0 ≤ v, u+ v ≤ 1}
satisfying the general third order linear PDE
α
−→x uuu + β−→x uuv + γ−→x uvv + δ−→x vvv = 0,
where two of the four coefficients α, β, γ , δ, are not zero.
Let two points (u0, v1) and (u1, v0), with u0 < u1 and v0 < v1, define a right triangle T1 in the domain T of a triangular patch
(see Fig. 11).
The three boundaries of this subdomain will map onto three curves on the solution triangular patch. Thus, the triangular patch
that is obtained by the third order method by prescribing those three boundary curves is the original solution triangular patch
restricted to the right triangle T1 if and only if it is an isosceles triangle.
Proof. Let−→x (u, v), be a solution with a prescribed boundary of a third order PDE
α
−→x uuu + β−→x uuv + γ−→x uvv + δ−→x vvv = 0,
where two of the four coefficients α, β, γ , δ, are different from zero.
Let us consider the patch
−→y (u, v) = −→x (u0 + u(u1 − u0), v0 + v(v1 − v0)) u, v ∈ T
which is the restriction of−→x (u, v) on the triangle T1.
Then if we compute the partial derivatives of−→y :
(α
−→y uuu + β−→y uuv + γ−→y uvv + δ−→y vvv)(u, v) = (α(u1 − u0)3−→x uuu + β(u1 − u0)2(v1 − v0)−→x uuv
+ γ (u1 − u0)(v1 − v0)2−→x uvv + δ(v1 − v0)3−→x vvv)(u0 + u(u1 − u0), v0 + v(v1 − v0)).
In general, this expression does not vanish except when (u1 − u0) = (v1 − v0), that is, only for triangular subpatches
defined on isosceles right triangles. 
Here we have only considered subtriangles on T determined by points (u0, v1) and (u1, v0) with u0 < u1 and v0 < v1. The
previous lemma could be performed for the rest of the cases analogously just by a different change of variable.
7. Conclusions
In this paper, we present an explicit polynomial solution method for surface generation which is characterized by some
boundary configuration whereby the resulting surface conforms to a third order linear PDE. In particular, the paper deals
with surfaces generated as explicit triangular Bézier polynomial solutions.
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In [9] we approached surface design by solving second order and fourth order PDEs. We presented many methods for
designing triangular Bézier PDE surfaces given different sets of prescribed control points and including the special cases of
harmonic and biharmonic surfaces. Moreover, we introduced a second and a fourth order symmetric operator to overcome
the anisotropy drawback of the harmonic and biharmonic operators over triangular Bézier surfaces.
A variety of examples relating to surface generation from a given boundary configuration is discussed here. We compare
our results for second order and fourth order PDEs, in [9], with the explicit polynomial solution of a symmetric third order
linear PDE with isotropic behavior we derived here.
We can state that the control of the whole boundary that is possible with the third order PDEmethod gives better control
over the shape of a surface. The surfaces we have obtained with this method are perfectly adapted to the shape traced by
the boundary and the prescription of the boundary increases the control over the shapes that can be designed.
The solution method we have discussed has direct relevance to surface generation from boundary data for computer
aided geometric design purposes.
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