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Chapitre I : Introduction 
Ce travail s’intègre dans le cadre de l’étude du système de régulation IRP/IRE, pour 
Iron Regulatory Proteins et Iron Responsive Element, qui contrôle l’homéostasie du fer chez 
l’homme. Après avoir énoncé les grands principes de cette homéostasie, nous aborderons, par 
un descriptif non exhaustif, les problèmes pathologiques majeurs engendrés par une 
dérégulation du contrôle de la concentration en fer. Nous décrirons ensuite, et par le détail, le 
rôle que joue le système IRP/IRE sur cette régulation et les différents mécanismes mis en 
place pour infléchir son fonctionnement. Enfin nous conclurons par les choix que nous avons 
fais pour aborder ce sujet et les moyens que nous avons mis en place pour répondre à un 
certain nombre de questions qui se posaient alors. 
 
L’homéostasie des métaux est gouvernée par deux conséquences intrinsèques à 
l’évolution. La première concerne les réactions d’oxydoréductions qui sont des processus 
indispensables à la vie. Les métaux de transition sont des éléments essentiels au 
fonctionnement des nombreuses protéines impliquées dans le contrôle de ce type de réactions. 
Ceci entraîne donc une compétition entre les cellules pour le contrôle de ces ressources en 
ions métalliques. La deuxième conséquence est liée au fait que plusieurs voies métaboliques 
induisent la synthèse d’agents potentiellement toxiques lorsque les ions métalliques sont 
présents en quantités anormales. Cela a pour effet d’induire des dommages aussi bien vis-à-
vis de la fonction même de la voie métabolique que sur les protéines et les acides nucléiques 
présents dans leur environnement direct. 
Les différents ions métalliques peuvent être regroupés en deux classes, ceux possédant 
une activité d’oxydoréduction dans un contexte biologique comme ce peut être le cas du Fe2+, 
du Cu2+, du Co2+, du Ni2+ et du Mn2+ et ceux qui en sont dépourvus comme pour le Ca2+, le 
Mg2+ et le Zn2+. Le calcium, le magnésium et le zinc sont souvent associés à des facteurs de 
transcription ou à des enzymes impliqués dans le métabolisme de l’ADN, à des fins de 
reconnaissance ou de cofacteurs, car la présence d’un ion métallique ayant une activité redox 
pourrait être à l’origine de réactions radicalaires qui auraient pour finalité la dégradation des 
acides nucléiques. Tous ces processus requièrent donc une quantité définie d’ions métalliques 
à des moments bien précis du développement cellulaire et pour des fonctions parfaitement 
contrôlées et régulées. 
Bien que le fer soit un élément abondant sur notre planète, sa disponibilité à la surface 
de la terre est limitée (10-18 M). Cette limitation globale en fer est la résultante de notre 
Chapitre I : Introduction 
 13
atmosphère riche en oxygène, qui contraint le fer sous sa forme Fe3+. Le fer ferrique (Fe3+) est 
insoluble à pH neutre et basique, ce qui le rend indisponible pour les organismes vivants. Pour 
lutter contre cela les eucaryotes, mais aussi les procaryotes, ont développé des systèmes 
extrêmement efficaces afin de pouvoir récupérer le peu de fer disponible dans leur 
environnement et ce jusqu’à des concentrations extrêmement faibles. 
1 L’homéostasie du fer 
Environ 20 mg de fer sont nécessaires pour renouveler les quelques 200 milliards de 
globules rouges produits quotidiennement, ce qui représente près de 80 % de la demande en 
fer chez un adulte normalement constitué. Il n’est pas surprenant, alors, qu’un déficit en fer 
conduise à des anémies, ce qui place cette maladie au cœur des problèmes de santé publique 
car elle touche pratiquement un quart de la population mondiale. Ainsi des cellules carencées 
en fer arrêtent de proliférer et peuvent finir par mourir si cet état perdure. 
Le fer a une structure électronique qui lui permet d’avoir préférentiellement deux états 
d’oxydation différents, Fe2+ et Fe3+, le rendant de ce fait propice à son utilisation en temps que 
cofacteur dans de nombreuses réactions d’oxydoréduction. Cependant, cette même propriété 
chimique explique pourquoi un excès de fer libre peut être toxique. Dans le cytoplasme, une 
partie significative du fer est sous forme réduite et peut donc participer à un type de réaction 
chimique qui est nommée communément, réaction de Fenton : 
 
le fer ferreux réagit avec le peroxyde d’hydrogène (H2O2), ou des lipides peroxydés, pour 
générer du fer ferrique, des ions hydroxydes (OH-), et des radicaux hydroxyles (OH•) qui sont 
eux très réactifs (ou des radicaux lipidiques comme LO• et LOO•). L’ensemble de ces 
radicaux représente alors un risque pour l’intégrité des lipides membranaires, des protéines et 
des acides nucléiques. Ainsi une surcharge cellulaire en fer, aussi bien qu’un déficit, peut 
conduire la cellule à une mort certaine, c’est pourquoi la concentration en fer doit être 
soigneusement contrôlée et limitée. 
 Beaucoup de pathologies résultent d’une accumulation de fer dans les tissus mais une 
régulation systémique, c’est-à-dire au niveau de l’organisme, n’est pas une condition 
suffisante pour éviter ce genre de problème. En effet, des dérégulations locales dans 
l’homéostasie du fer contribuent aussi à la genèse de désordres neurodégénératifs comme ce 
peut-être le cas dans la maladie de Parkinson. Il existe donc différents mécanismes, que ce 
soit au niveau d’une simple cellule, d’un tissu ou encore d’un organisme entier, pour 
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permettre d’équilibrer cette balance qui risque à tout moment de basculer du déficit à l’excès 
de fer, les deux ayant une finalité plutôt néfaste. 
1.1 L’homéostasie cellulaire 
L’homéostasie cellulaire du fer nécessite un contrôle fin de l’incorporation, du stockage, 
de l’exportation et de la gestion intracellulaire des ressources en fer. Bien que les organismes 
unicellulaires doivent faire face à ce même type de challenge, les vertébrés ont développé 
différents mécanismes hautement spécialisés pour répondre à cette demande. 
1.1.1 L’incorporation du fer 
 Chez un individu en parfaite santé, le fer extracellulaire circule dans le plasma de 
façon complexée à la transferrine (Tf). Il s’agit d’une protéine abondante qui a une 
extraordinaire affinité pour le fer. La cellule a mis en place différents mécanismes pour 
internaliser les complexes de Tf-fer (Figure I.1). Un des modèles les mieux étudiés est celui 
du récepteur 1 de la transferrine (TfR1) qui fixe la transferrine di-ferrique (Cheng et al., 
2004). Les complexes Tf/TfR1 se forment au niveau des puits recouverts de la membrane 
plasmique et sont rapidement absorbés dans la cellule par endocytose. En rejoignant 
l’endosome, qui est acide (pH entre 5 et 6), le fer ferrique se dissocie de la transferrine. 
L’acidité abaisse l’affinité de la transferrine pour le Fe3+ d’environ un million de fois. 
L’acidification provoque la libération du fer par protonation des liaisons qui contribuent à sa 
fixation. Une ferriréductase, actuellement toujours non identifiée, réduit le fer ferrique en fer 
ferreux permettant ainsi au transporteur de métaux divalent (DMT-1, connu aussi sous les 
noms de DCT1 et Nramp2) de transférer le Fe2+ à travers la membrane de l’endosome vers le 
cytoplasme (Fleming et al., 1998). L’apoTf et le TfR1 sont ensuite recyclés à la surface de la 
cellule, où chacun peut être réutilisé pour un nouveau cycle. Du fait que le TfR1 est 
constitutivement exprimé, l’incorporation du fer via la transferrine se produit dans beaucoup 
de types cellulaires (Figure I.1). Cependant, cette voie est prépondérante dans le 
développement de la lignée érythroblastique, aboutissant à la synthèse des érythrocytes (ou 
hématies), car il y a une énorme demande en fer du fait même de la synthèse de 
l’hémoglobine. 
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Figure I.1 : Le cycle de la transferrine. L’holotransferrine (HOLO-TF) se lie au récepteur de la transferrine 
(TfR1) à la surface de la cellule. Ces complexes, localisés dans les zones riches en puits recouverts, sont 
internalisés par endocytose. L’endosome acidifie le milieu, grâce à la présence de pompes à proton au niveau de 
sa membrane, permettant ainsi le relargage du fer qui est alors transporté vers le milieu cellulaire grâce à DMT-1 
(ou DCT1). L’apotransferrine (APO-TF) retourne vers la membrane, toujours complexée au TfR1, où, à pH 
neutre, ils se dissocient pour participer de nouveau au transport du fer. Le fer peut être ensuite adressé à la 
mitochondrie ou alors il est stocké grâce à la ferritine et à l’hémosidérine. D’après Zecca et al. (2004). 
 
 Une protéine homologue, le récepteur à la transferrine 2 (TfR2) (Kawabata et al., 1999), 
est retrouvée, de façon spécifique, sur les hépatocytes et les cellules érythroïdes, suggérant un 
rôle plus spécialisé. La découverte de mutations sur le gène humain codant pour le TfR2 a 
abouti à la caractérisation d’une maladie connue sous le nom d’hémochromatose 
(Camaschella et al., 2000). Il s’agit d’une surcharge en fer au niveau de tout l’organisme. 
Cette découverte a permis d’établir l’importance du TfR2 dans l’homéostasie du fer. Le TfR2 
lie la transferrine avec, approximativement, trente fois moins d’affinité que le TfR1, mais 
contrairement au TfR1, son expression n’est pas contrôlée par le système de régulation 
IRE/IRP (voir § I.2). Dans des cellules hautement spécialisées, comme c’est le cas pour les 
cellules épithéliales du rein, il existe un troisième mécanisme d’incorporation du fer fixé à de 
la transferrine, qui n’utilise plus un récepteur à la transferrine mais profite de la présence d’un 
récepteur cubiline/mégaline (Kozyraki et al., 2001). Bien que l’incorporation du fer via le 
système Tf soit prédominant dans des conditions normales, une surcharge en fer conduit à la 
saturation de ce transporteur et ainsi à la circulation de fer libre. Certains indices laissent à 
penser qu’il existe plusieurs autres voies de transport pour le fer non lié à la transferrine 
 Ainsi l’absorption du fer par les cellules intestinales se fait à travers l’action du DMT-1, 
le même transporteur de métaux qui régule aussi l’exportation du fer de l’endosome après que 
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celui-ci ait été internalisé via le cycle Tf/TfR1 (Fleming et al., 1997 ; Gunshin et al., 1997). 
DMT-1 est un symporteur proton/métal divalent qui n’est pas spécifique que du fer, ce qui lui 
permet d’échanger d’autres métaux tels que du Mn2+, Cu2+, Zn2+…. Des études réalisées en 
culture cellulaire montrent qu’il y a au moins un autre système direct d’incorporation du fer 
distinct de celui de DMT-1 mais il reste encore mal caractérisé (Sturrock et al., 1990). Les 
canaux calciques peuvent, eux aussi sous certaines conditions, réguler l’importation du fer 
dans la cellule (Oudit et al., 2003 ; Mwanjewe et Grover, 2004). Une autre possibilité est de 
complexer le fer avec la NGAL/24p3 (Neutrophil Gelatinase-Associated-Lipocalin), qui est 
un membre de la superfamille des lipocalines dont le rôle physiologique serait lié à la fixation 
et au transport de petites molécules. Cette NGAL/24p3 rejoindrait l’endosome et à l’image de 
la transferrine, sous l’action de l’acidité du pH, elle relarguerait le fer qu’elle transporte (Yang 
et al., 2002). La voie de transport du fer via la NGAL/24p3 apparaît être importante dans la 
différenciation des cellules épithéliales durant le développement précoce et les premières 
phases de l’embryogenèse (Yang et al., 2002). 
 Le fer apporté par l’alimentation est absorbé directement au niveau de la partie apicale 
des entérocytes. Ce fer est biologiquement indisponible car sous sa forme ferrique et de ce fait 
insoluble. La première étape consiste donc à le réduire en fer ferreux et l’enzyme responsable 
de cette opération est la Dcytb qui est une ferrireductase cytochrome « b-like » et dont la 
particularité est d’être une hèmo-protéine associée avec la membrane apicale des enterocytes 
(McKie et al., 2001). Le Fe2+ peut alors entrer dans la cellule grâce au symporteur DMT-1. 
DMT-1 a aussi été impliquée dans la recapture du Fe2+ dans le rein (Fergusson et al., 2001 ; 
Hubert et Hentze, 2002) et dans le transport du fer dans le cerveau (Jeong et David, 2003). Le 
fer peut également être récupéré par les cellules sous d’autres formes complexées à des 
protéines telles que l'isoferritine (Meyron-Holtz et al., 1999) ou l’hémoglobine. Cette dernière 
a une importance capitale dans l’hémolyse intravasculaire observée dans certaines maladies 
comme ce peut être le cas de l’anémie à hématies falciformes qui est liée à la présence de 
gènes d'hémoglobine anormaux produisant une protéine d'hémoglobine non fonctionnelle, 
déformant les globules rouges. Dans ces conditions, l’hémoglobine présente dans le plasma 
est alors capturée par l’haptoglobine, un des marqueurs de l’inflammation, pour être ensuite 
absorbée par les monocytes et les macrophages exprimant à leurs surfaces des récepteurs 
spécifiques à cette protéine, les CD163 (Kristiansen et al., 2001). 
 Ainsi, il existe différents moyens pour la cellule de récupérer du fer, chacun étant adapté 
aux différentes formes que le fer peut adopter, probablement, afin de permettre une régulation 
différentielle très fine. Les données biochimiques suggèrent qu’il peut exister des mécanismes 
Chapitre I : Introduction 
 17
additionnels de récupération du fer mais ils n’ont pas encore été caractérisés au niveau 
moléculaire ou cellulaire. 
 La récupération du fer des globules rouges vieillissant ou endommagés est réalisée par 
une population spécialisée de macrophages qui ne sert qu’au recyclage du fer de 
l’hémoglobine afin qu’il puisse être réutilisé (Brittenham, 1994). Les globules rouges ainsi 
phagocytés sont lysés et leur hémoglobine est dégradée grâce à une oxygénase. Une partie du 
fer récupéré est stocké alors que le reste est exporté et remis en circulation via la transferrine. 
Ce système est quantitativement important car seulement 1 à 2 mg de fer entre dans le corps 
par l’intestin chaque jour alors que 25 mg sont nécessaires pour l’érythropoïèse et pour 
d’autres utilisations. Presque tout ce qui est disponible en fer est donc dérivé de son recyclage 






Figure I.2 : Métabolisme 
cellulaire du fer. 
Représentation d’une cellule 
générique sur laquelle les 
voies d’importation et 
d’exportation du fer son 
schématisées. Une grande 
majorité du trafic 
intracellulaire du fer est à 
destination de la mitochondrie 
où la synthèse de l’hème et de 
la biogenèse des agrégats Fe-S 
y sont localisées. D’après 





1.1.2 Le stockage du fer 
 Une fois que le fer est entré dans la cellule, la partie qui n’est pas immédiatement 
utilisée est alors stockée par la ferritine (Ft). La ferritine est une protéine multimérique 
hautement conservée, qui est constitutivement exprimée (Torti et Torti, 2002). Chez les 
vertébrés, la ferritine est constituée par 24 chaînes légères (L pour light) et autant de chaînes 
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lourdes (H pour heavy). Le complexe multimérique ainsi formé est capable de stocker 4500 
atomes de fer. La ferritine séquestre le fer, sous une forme chimiquement moins réactive, la 
ferrihydrite, ce qui permet à la fois de stocker le fer mais aussi d’avoir une action de 
détoxification du milieu intracellulaire (Harrison, 1977). Le taux de sous unités H et L varie 
en fonction du type de tissu, de son statut physiologique mais aussi de sa réponse à une 
réaction inflammatoire ou infectieuse. La ferritine a comme propriété enzymatique d’être 
capable de convertir le Fe2+ en Fe3+ lors de son internalisation. Cette activité ferroxidase est 
une caractéristique inhérente aux sous unités H. La dégradation de la ferritine est un 
phénomène concomitant au relargage du fer ce qui permet de remobiliser les stocks de fer 
dans l’optique de leur prochaine utilisation. Peu de choses sont connues actuellement sur le 
mode de dégradation de la ferritine mais une chose est quasi certaine, c’est que, aussi bien la 
voie lysosomale que celle du protéasome sont impliquées dans ce phénomène. 
 La mitochondrie exprime aussi une ferritine un peu particulière car elle est formée 
d’un homopolymère de chaîne H, la MtF (mitochondrial ferritin) (Levi et al., 2001). La 
surexpression expérimentale de la MtF entraîne une accumulation de fer dans la mitochondrie 
diminuant la présence de la ferritine dans le cytosol et augmentant l’expression du TfR1. Il est 
intéressant de constater que l’expression de la MtF augmente dans les désordres anémiques 
caractérisés par une accumulation de fer dans la mitochondrie (anémie sidéroblastique), 
suggérant que la ferritine mitochondriale pourrait aussi jouer le rôle d’un « dépollueur » du 
cytoplasme préservant ainsi la cellule contre une toxicité trop importante due à une 
accumulation de fer libre. 
1.1.3 L’exportation du fer 
 Les enterocytes, les macrophages, les hépatocytes, les syncytiotrophoblastes du 
placenta et les cellules du système nerveux central ont besoin de mécanismes pour pouvoir 
relâcher du fer de façon très contrôlée afin d’assurer une disponibilité en métal aux endroits 
où il y en a besoin. Le seul exportateur identifié à ce jour, en tout cas supposé comme tel, est 
la ferroportine, aussi connu sous le nom de MTP ou de Ireg1 (voir Figure I.2) (Abboud and 
Haile, 2000 ; Donovan et al., 2000 ; McKie et al., 2000). La ferroportine est localisée sur la 
membrane basolatérale des enterocytes du duodénum, où elle régule les échanges de fer avec 
la circulation sanguine apparemment de concert avec l’hephaestine, une ferroxidase 
homologue à la céruloplasmine, une protéine très abondante dans le plasma (Vulpe et al., 
1999). 
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 L’exportation du fer depuis des cellules non intestinales requiert la présence de cette 
céruloplasmine (Cp) (Harris et al., 1999). La Cp convertit le fer ferreux, vraisemblablement 
exporté par la ferroportine, en fer ferrique qui est ensuite pris en charge par la transferrine 
pour son transport dans le plasma (voir Figure I.2). Dans le cerveau, la céruloplasmine, via 
une ancre glycosylphosphatidylinositol (GPI), est en interaction directe avec la ferroportine 
(Jeong et David, 2003). Des patients et des souris présentant une déficience au niveau de 
l’expression de la céruloplasmine, accumulent du fer dans leurs macrophages, leurs 
hépatocytes et leurs cellules du système nerveux central aboutissant à une érythropoïèse 
imparfaite et à des problèmes neurodégénératifs. Quelques travaux suggèrent que la Cp 
pourrait aussi être impliquée dans l’importation du fer dans les cultures cellulaires de tissus 
(Mukhopadhyay et al., 1998) mais cela reste toujours a confirmer. 
1.1.4 La distribution intracellulaire du fer 
 La quasi-totalité du fer intracellulaire est dirigé vers la mitochondrie, où une quantité 
importante y est nécessaire pour la biosynthèse de l’hème ainsi que pour la maturation des 
agrégats fer soufre (voir Figure I.2). Dans les cellules de type erythroïde, où pratiquement tout 
le fer est utilisé pour la synthèse de l’hème, les endosomes chargés en fer sont supposés 
former directement des contacts avec la mitochondrie afin de faciliter son approvisionnement 
en fer (Ponka, 1997). Ce modèle est intrigant, mais pas encore prouvé. 
 Le fer peut s’accumuler dans la mitochondrie aussi bien chez la levure (Gerber et Lill, 
2002) que chez l’homme (Allikmets et al., 1999) lorsque les protéines impliquées dans 
l’assemblage des agrégats fer soufre sont défectueuses. ABC7, chez l’homme, et son 
orthologue fonctionnel chez la levure, Atm1p, sont nécessaires à l’exportation des agrégats fer 
soufre depuis la mitochondrie. Des mutations au niveau du transporteur ABC7 résultent en 
une anémie sidéroblastique, accompagnée de symptômes neurologiques de type ataxie 
cérébelleuse (incoordination des mouvements). ABC7 joue aussi un rôle dans la synthèse de 
l’hème, à travers une interaction directe avec la ferrochélatase, une enzyme qui catalyse la 
dernière étape de cette voie (Taketani et al., 2003). 
 Des mutations ou des délétions dans le gène de la frataxine causent des désordres 
neurodégénératifs plus connus sous le nom d’ataxie de Friedreich. Les patients atteints par ce 
genre d’ataxie présentent une déficience progressive en protéine contenant des agrégats fer 
soufre, surtout dans le tissu musculaire et dans les neurones, suivi par une surcharge en fer de 
plus en plus importante au niveau de leurs mitochondries (Rotig et al., 1997). La frataxine est 
une protéine mitochondriale localisée dans la matrice. Elle semble être impliquée dans 
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l’exportation du fer depuis la mitochondrie (Chen et al., 2002) et dans son stockage (Adamec 
et al., 2000). Des travaux récents sur la levure démontrent clairement que la frataxine est 
nécessaire pour la biogenèse de novo de protéines fer soufre (Muhlenhoff et al., 2003). Elle 
est retrouvée au centre du complexe responsables de l’assemblage des agrégats fer soufre et 
serait à l’origine du chargement du fer sur le complexe (Gerber et al., 2003). Il est à noter que 
l’expression de la frataxine est réduite durant la différenciation des érythroïdes, ce qui 
pourrait s’expliquer par le fait que toute la machinerie mitochondriale, et de ce fait tous ses 
stocks de fer, serait employée à la synthèse de l’hème. 
 Les derniers travaux sur le sujet permettent de comprendre un peu mieux comment le 
fer rentre dans la mitochondrie et comment sa circulation y est régulée. Récemment, il a été 
proposé que les protéines fer soufre pourraient agir comme des capteurs de l’état des stocks de 
fer dans la mitochondrie. Si ces capteurs putatifs viennent à perdre leurs agrégats, le fer 
mitochondrial s’accumulerait par une incorporation accrue en même temps qu’il y aurait une 
diminution de son exportation. Cette séquestration du fer pourrait alors continuer jusqu’à 
atteindre un seuil assez satisfaisant pour qu’il y ait, à nouveau, formation d’agrégat fer soufre. 
Ensuite, après avoir évalué la quantité de fer restant dans les mitochondries, le pool 
cytoplasmique pourrait être sondé de la même manière ce qui permettrait de réguler 
l’absorption du fer au niveau cellulaire (Pandolfo, 2002). Mais les processus de régulation des 
flux de fer au niveau de la mitochondrie sont plus complexes qu’il n’y parait et il reste encore 
beaucoup de mystères à lever à ce niveau là. 
1.2 L’homéostasie systémique 
 L’homéostasie systémique du fer, c’est-à-dire le contrôle de la concentration en fer à 
travers tout l’organisme, requiert des mécanismes de régulation pour permettre l’entrée ainsi 
que la mobilisation des réserves emmagasinées. Il n’existe pas, ou tout du moins il n’y a pas 
encore eu de résultats prouvant le contraire, de voie d’excrétion du fer de l’organisme et de ce 
fait l’absorption intestinale peut être modulée pour fournir le fer nécessaire au maintien des 
stocks. Il doit alors y avoir impérativement un système de communication très efficace entre 
les cellules qui consomment le fer et celles responsables de l’incorporation et du stockage de 
cet ion métallique (Figure I.3). 
1.2.1 Les régulateurs systémiques 
 Chez un adulte sain, le stockage du fer a lieu dans les hépatocytes ainsi que dans le 
tissus des macrophages et sa mobilisation n’est effective qu’en réponse à un besoin 
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précisément identifié. L’absorption intestinale du fer est régulée, en partie, en réponse aux 
signaux qui communiquent la quantité de fer encore présent dans les réserves via des 
régulateurs connus sous le nom de « stores regulator » (Finch, 1994). Les cellules érythroïdes 
sont les principales consommatrices de fer et la dotation en fer de la moelle osseuse, des 
précurseurs des érythroïdes et des globules rouges circulant excède, normalement, la quantité 
de fer présent dans les réserves. Quand la demande des érythroïdes surpasse les capacités de 
stockage que les cellules peuvent mettre à disposition de l’érythropoïèse alors l’absorption 
intestinale est stimulée par un régulateur spécifique de type « erythroid regulator » (Finch, 
1994). L’homéostasie du fer peut aussi être altérée en réponse à une hypoxie à travers un 
régulateur humoral dénommé « hypoxia regulator » ou suite à un phénomène inflammatoire 
via un « inflammatory regulator ». 
 L’organisation et la hiérarchie entre les différents régulateurs est fonction de l’état de 
déficience ou pas en fer durant l’érythropoïèse ainsi que de l’état dans lequel se trouve le 
niveau des réserves dans les tissus servant à stocker le fer. Les souris hypotransferrinémiques 
(Trfhpx) présentent un phénotype dans lequel la transferrine est pratiquement absente du 
plasma (Trenor et al., 2000) ce qui a pour conséquence d’altérer sévèrement l’incorporation 
du fer au niveau des précurseurs des érythroïdes (Levy et al., 1999) et d’une façon plus 
générale durant l’érythropoïèse. Cependant, comme nous l’avons déjà vu, les tissus non 
hématopoïétiques, du fait même du manque de prise en charge du fer par la transferrine, 
assimilent de façon très importante le fer en utilisant les autres systèmes à leur disposition. 
Cela a pour conséquence que des organes tels que le foie ou encore le pancréas développent 
une surcharge anormale en fer. Dans cette situation, le régulateur d’erythroïde (erythroid 
regulator) prend le pas sur le régulateur de stockage (stores regulator) ce qui aboutit à une 
absorption massive de fer via l’intestin et donc à un excès de fer dans les cellules du 
parenchyme. L’ensemble de ces régulateurs de stockage, d’inflammation, d’hypoxie et 
d’erythroïde ne sont pas complètement indépendants et permettent une plus grande flexibilité 
du système de régulation dans lequel chacun pourrait peser de façon quantitativement 
différente. 
 Le niveau de fer circulant dans le plasma est déterminé par, à la fois son absorption 
intestinale et par le recyclage de l’hème via les macrophages (voir Figure I.3). Les effecteurs 
qui régulent l’absorption intestinale du fer doivent être aussi en mesure de moduler le 
relargage du fer des macrophages et des hépatocytes. Ceci implique que ces molécules 
doivent pouvoir agir sur de multiples sites. 
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Figure I.3 : Homéostasie systémique du fer. Les principales voies de circulation du fer au sein de l’organisme 
entre les cellules et les tissus y sont représentées. Les pertes en fer résultent de la desquamation de la peau, des 
muqueuses et des saignements. Il est important de noter qu’il n’existe pas de voie d’excrétion du fer qui serait 
contrôlé par l’homéostasie systémique. Les quantités en fer des différents organes et tissus sont relativement 
stables mais elles peuvent néanmoins être assujetties à des changements d’un individu à l’autre. D’après Hentze 
et al. (2004). 
 
 L’hepcidine (HAMP, LEAP) apparaît être l’un de ces régulateurs. Il s’agit d’un 
peptide riche en cystéine qui est secrété par le foie et excrété par le rein et sa ressemblance 
avec des peptides impliqués dans l’immunité innée laisse à penser qu’il pourrait aussi avoir 
une activité antimicrobienne (Krause et al., 2000 ; Park et al., 2001 Pigeon et al., 2001). Des 
souris présentant une perte d’expression de l’hepcidine, ont un niveau de fer très élevé dans le 
corps sûrement dû à une hyperabsorption du fer associé à une diminution des capacités de 
stockage des macrophages (Nicolas et al., 2001, 2002a). L’expression de l’hepcidine 
augmente quant un excès de fer est administré à une souris (Pigeon et al., 2001 ; 
Muckenthaler et al., 2003), suggérant une limitation de l’absorption intestinale du fer en 
réponse a ce stimulus alors que des souris transgéniques, exprimant constitutivement 
l’hepcidine, présentent une carence en fer très marquée (Nicolas et al., 2002a). Ces 
observations font de l’hepcidine un candidat parfait pour être l’un des régulateurs solubles qui 
pourraient à la fois agir sur l’absorption intestinale du fer et sur le relargage du fer des 
macrophages (voir Figure I.4). 
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Figure I.4 : Rôle de l’hepcidine, de la protéine HFE et d’autres molécules impliquées dans la régulation de 
l’homéostasie systémique du fer. L’hepcidine est un peptide secrété par le foie de type β-défensine. Elle diminue 
le relargage du fer des macrophages et des enterocytes entraînant par la même occasion une diminution du 
niveau de fer dans le sérum. L’expression de l’hepcidine est régulée par les niveaux de fer, les stimuli dus aux 
phénomènes inflammatoires, à la demande en fer des érythroïdes et de l’hypoxie. Des études récentes indiquent 
que la protéine HFE est nécessaire aux deux voies de stimulation de la synthèse d’hepcidine. D’après Hentze et 
al. (2004). 
 
 L’augmentation du niveau d’expression de l’hepcidine dans un animal auquel une 
dose importante de fer a été injectée et chez un patient hypertransfusé montre que c’est un 
élément faisant partie intégrante des régulateurs de stockage. Cependant, une souris Trfhpx, 
présentant une surcharge en fer, exprime très peu d’hepcidine (Weinstein et al., 2002) 
suggérant cette fois qu’il s’agirait aussi d’un régulateur des érythroïdes. L’expression de 
l’hepcidine diminue en réponse à une hypoxie non anémique impliquant cette fois le peptide 
comme régulateur de l’hypoxie (Nicolas et al., 2002b) alors que son expression est augmentée 
dans les souris et chez les patients présentant des problèmes inflammatoires ce qui laisse à 
penser que l’hepcidine jouerait aussi un rôle en tant que régulateur de l’inflammation 
(Weinstein et al., 2002 ; Nemeth et al., 2003 ; Nicolas et al., 2002b). Bien que ces 
changements d’expression aient permis de mettre en évidence le fait qu’il existait une 
corrélation entre l’hepcidine et ces différents régulateurs, aucune voie de signalisation n’a pu 
encore être établie à ce jour. Il a été prouvé, récemment, que l’interleukine 6 induisait une 
expression de l’ARNm codant pour l’hepcidine in vitro (Nemeth et al., 2003) et in vivo 
(Nemeth et al., 2004) liant ainsi la production d’hepcidine au régulateur de l’inflammation de 
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façon quasi certaine. Cependant ni le fer ferrique ni l’utilisation d’holotransferrine n’induit 
l’expression d’hepcidine dans des cultures de cellules hépatiques. Aucun lien moléculaire n’a 
été trouvé entre l’expression de l’hepcidine et les régulateurs de l’hypoxie et des érythroïdes. 
 L’hepcidine pourrait être la clé de voûte pour l’ensemble de ces quatre régulateurs. 
Bien que la production d’hepcidine soit atténuée lorsque l’érythropoïèse vient à manquer de 
fer, l’activation du régulateur des érythroïdes dans une souris Trfhpx mène à une expression 
nettement accrue de l’expression des ARNm de DMT-1, de la ferroportine et de Dcytb 
(McKie et al., 2000, 2001 ; Canonne-Hergaux et al., 2001) L’augmentation de l’expression de 
ces protéines, relatives au transport du fer, peut résulter en un signal additionnel afin 
d’augmenter l’absorption de fer en même temps qu’il y a une diminution de la production 
d’hepcidine. 
 Aucun récepteur à l’hepcidine n’a été identifié à ce jour mais il est supposé, dans le 
modèle actuel, qu’elle est capable d’interagir avec une protéine à la surface de la cellule. 
L’hepcidine, ainsi liée, pourrait entraîner l’inactivation de la machinerie cellulaire 
d’exportation du fer en diminuant soit l’expression de ses constituants soit en les modifiant. 
Alternativement, l’hepcidine pourrait lier directement la ferroportine ou une molécule 
associée directement au transport du fer. La caractérisation des mécanismes d’action de 
l’hepcidine est, à ce jour, une priorité pour les biologistes. Il est important de résoudre cela 
afin d’aboutir à une meilleur compréhension du mode de fonctionnement de ce peptide. 
1.2.2 Accumulation, invasion et réactivité du fer 
 Il est généralement accepté que le fer s’accumule dans le cerveau avec l’âge. 
Cependant, ce processus est tout à fait spécifique à certaines cellules qui permettent 
l’accumulation du fer dans des régions du cerveau particulièrement visées par des maladies 
neurodégénératives comme la maladie d’Alzheimer ou la maladie de Parkinson. Les 
concentrations en fer, non lié à l’hème et la plupart du temps complexé à la ferritine, 
augmentent dans le putamen, qui correspond à la substance noire de la partie inférieure des 
hémisphères cérébraux, le cortex moteur, le cortex préfrontal, le cortex sensoriel et le 
thalamus durant les trente à trente cinq premières années de la vie (Hallgren et Sourander, 
1958). Des travaux récents ont montré que les niveaux de H-ferritine, qui est la forme de 
ferritine préférentiellement exprimé dans les neurones, chez des individus âgés de 67 à 88 ans 
étaient beaucoup plus élevés dans le cortex frontal, le noyau caudé, le putamen, la substance 
noire et le globus pallidus que chez des individus plus jeunes (27 à 66 ans). Dans le cas de la 
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L-ferritine, exprimée surtout dans les microglies, cette augmentation n’est visible que dans la 
substance noire et le globus pallidus (voir Figure I.5)(Connor et al., 1995 ; Zecca et al., 2001). 
 
Figure I.5 : Localisation des différentes zones du cerveau présentant des anomalies quant à leur niveau de 
concentration en fer. 
 
 L’expression de l’hème oxygénase 1, responsable de la dégradation de l’hème en 
bilirubine, augmente aussi avec l’âge. La surexpression de l’hème oxygénase 1 contribuerait à 
augmenter la sensibilité au stress oxydant des sujets présentant cette accumulation, en 
exerçant un rôle protecteur en s’opposant aux effets délétères des radicaux libres que 
l’oxygène génère entre autres au cours de la réaction de Fenton (voir § I.1) (Hirose et al., 
2003).  
 Chez des individus de plus de 80 ans, beaucoup de dépôts de fer sont facilement 
observables sur les neurones de la substance noire et plus spécialement sur les 
oligodendrocytes. De la même façon des taux anormalement élevés en fer ont pu être 
identifiés dans les astrocytes et les microglies du cortex, de l’hippocampe et des amygdales 
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chez des sujets âgés alors que des sujets jeunes ne présentaient pas ces anomalies. 
L’accumulation de fer dans les microglies entraînerait ces cellules dans un processus 
inflammatoire qui contribueraient fortement aux maladies d’Alzheimer et de Parkinson. 
Toutes ces données ont été collectées à partir de prélèvement post-mortem mais des 
concentrations élevées en fer peuvent être révélées par des méthodes non invasives comme 
c’est le cas de l’imagerie par résonance magnétique nucléaire (IRM). 
 L’augmentation des concentrations en fer dans certaines régions du cerveau peut aussi 
entraîner des altérations dans la vascularisation de ces zones, ce qui est fréquemment observé 
chez des patients âgés, aboutissant souvent à des maladies neurodégénératives (Brun et 
Englund, 1986 ; Snowdon, 2003 ; Faucheux et al., 1999). L’augmentation des concentrations 
en fer dans les neurones, les astrocytes et les microglies, qui normalement en contiennent peu, 
est un élément typique des régions subissant des changements neuropathologiques 
correspondant aux maladies d’Alzheimer ou de Parkinson comme c’est le cas pour le cortex, 
l’hippocampe et la substance noire. Cette invasion du fer peut directement endommager les 
cellules subissant cet occupation, ce qui entraîne une perturbation de l’environnement 
cellulaire, favorisant la fabrication de toxines et activant des processus de type pathologique 
comme par exemple des phénomènes inflammatoires, des changements morphologiques ou 
pire encore l’apoptose. De plus, durant le vieillissement du cerveau, le fer est partiellement 
converti en hémosidérine et autres dérivés oxyhydroxydes qui contiennent du fer très réactif. 
Ainsi le prélude au rôle pathogène du fer, dans le vieillissement du cerveau, peut être 
récapitulé par cette triade : accumulation de fer, invasion et réactivité accrue. 
1.2.3 Le fer et les maladies neurodégénératives 
1.2.3.1 La maladie de Parkinson 
 De nombreuses équipes ont montré qu’il existait une corrélation entre l’augmentation 
totale de la concentration en fer dans les différentes parties du cerveau déjà citées et le niveau 
de gravité et d’avancement de la maladie (Riederer et al., 1989 ; Dexter et al., 1987 ; Hirsch et 
al., 1991). Cette augmentation du contenu en fer du cerveau entraîne une modification des 
voies dopaminergiques via une dégénérescence progressive des neurones dans la maladie de 
Parkinson (Gerlach et al., 1994). Il y a donc un rapport significatif entre la concentration en 
dopamine et la concentration en fer. De plus des dépôts en Fe3+ ont été trouvés dans la 
majorité des neurones dopaminergiques des patients ayant atteints un stade avancé de la 
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maladie, ce qui est tout le temps associé avec une surcharge en ferritine et en neuromélanine 
(voir Figure I.6) (Jellinger et al., 1990). 
 Plusieurs expériences ont fourni la preuve que l’accumulation de fer se faisait sous la 
forme de complexes neuromélanine/fer après un disfonctionnement dans la gestion des 
ressources en fer soit dû à une translocation intracellulaire, par exemple du cytosol vers la 
mitochondrie, soit à une translocation intercellulaire, par exemple des oligodendrocytes vers 
les neurones (Götz et al., 2004). La concentration en fer, dans le cytoplasme des neurones 
d’un patient atteint de la maladie de Parkinson, est relativement faible à cause de la forte 
affinité de la neuromélanine qui joue donc le rôle d’un puissant chélateur. Les complexes 
neuromélanine/fer activent, in vitro, les microglies ou cellules microgliales qui sont des 
cellules dérivés des monocytes sanguins ayant pénétrées dans le parenchyme du système 
nerveux central et qui, lorsqu’elles sont activées, se transforment en macrophage entraînant la 
sécrétion de plusieurs composés neurotoxiques tels que l’interleukine-6, le TNFα pour tumour 
necrosis factor α, l’oxyde nitrique et des radicaux libres. Cette expérience tend à prouver que 
bien que différents toxiques et autres mécanismes génétiques peuvent initier des dommages 
neuronaux, la neuromélanine, qui est libérée par les neurones mourants, est potentiellement 
capable de conduire à l’aggravation de la neurodégénérescence du simple fait qu’elle peut 
induire la libération des facteurs microgliaux (Wilms et al., 2003 ; Langston et al., 1999). 
 Une augmentation de l’activité redox du fer associé à la neuromélanine se produit dans 
les neurones des patients présentant une sévère perte neuronale prouvant ainsi le rôle central 
de la neuromélanine dans la modulation de la réactivité du fer (Faucheux et al., 2003). La 
maladie de Parkinson est aussi associée à une augmentation de l’expression de l’hème 
oxygénase 1 dans les neurones dopaminergiques affectés (Schipper et al., 1998) et à une 
surexpression du transporteur de cations divalents DCT1 (Qian et al., 1998). Le mécanisme 
qui est à la base de l’augmentation des concentrations en fer dans le cerveau n’est pas encore 
connu à ce jour. Il semble être indépendant du système Tf/TfR car il y a une diminution 
significative de la densité de TfR dans les neurones des patients atteints de la maladie de 
Parkinson. La principale protéine impliquée dans le stockage du fer, à savoir la ferritine, 
présente une augmentation significative de sa charge en fer (Griffiths et al., 1999) et plusieurs 
études ont aussi montré une augmentation de l’expression du récepteur à la lactoferrine chez 
les patients atteints par la maladie de Parkinson (Faucheux et al., 1995 ; Leveugle et al., 
1996). Une autre source potentielle de l’augmentation du niveau de fer serait due à un influx 
périphérique de fer via le passage à travers la barrière séparant le cerveau de la circulation 
sanguine. Pour vérifier cette hypothèse Leenders et ses collaborateurs (sous presse) ont utilisé 
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de la verapamile radiomarquée chez des malades et chez des sujets âgés mais sains. La 
verapamile est un substrat spécifique de la glycoprotéine P (Pgp). La Pgp est une protéine 
associée à la membrane et dont la fonction principale est de permettre une détoxification de la 
cellule via son activité de pompe à efflux. La verapamile n’a pas la possibilité de traverser la 
barrière hémato-encéphalique et pourtant une forte concentration est retrouvée dans le 
mésencéphale des patients atteints de la maladie de Parkinson alors que ce n’est pas le cas 
chez les personnes servant de contrôle. Il semblerait aussi qu’une déficience dans le 
fonctionnement du système Pgp de la barrière hémato-encéphalique faciliterait l’accessibilité 
au cerveau du fer présent dans le sérum. 
 Encore peu de choses sont connues sur les mécanismes pouvant être à la base des 
dommages cellulaires induits par le fer dans la maladie de Parkinson. Malgré cela, certains 
acteurs ont quand même pu être mis en lumière. C’est le cas de l’α synucléine qui est à 
l’origine d’une forme particulière de maladie de Parkinson qui est retrouvée dans certaines 
familles présentant toutes les mêmes mutations sur le gène exprimant cette protéine. Il a aussi 
été montré que l’α synucléine est un des principaux composant des Corps de Lewy, qui sont 
des corps d’inclusion, denses et très riches en fer, présents entre les neurones et qui sont l’un 
des marqueurs pathologiques de la maladie de Parkinson (voir Figure I.6). Le fer contribue à 
la synthèse d’espèces réactives de l’oxygène, plus communément appelées ROS pour 
Reactive Oxygen Species, augmentant ainsi le stress oxydant et l’agrégation des protéines au 
sein même de la cellule (Ostrerova-Golts et al., 2000 ; Uversky et al., 2001 ; Münch et al., 
2000). Les études d’Hashimoto (1999) indiquent que les réactions d’oxydation, catalysées par 
le fer et régulées par le cytochrome c et le peroxyde d’hydrogène, sont fortement impliquées 
dans l’agrégation de l’α synucléine. En présence de fer et d’agents capables de promouvoir la 
formation de radicaux libres, tel que la dopamine et le peroxyde d’hydrogène, l’α synucléine 
produit donc des agrégats intracellulaires qui se distribuent dans tout l’environnement 
cytoplasmique, interagissant avec les vésicules, les mitochondries et l’ensemble des 
composants du cytosol ayant pour effet l’activation d’une cascade d’évènements conduisant la 
cellule vers sa mort. Cependant la question de savoir si l’α synucléine est un neurotoxique ou 
un neuroprotecteur reste toujours ouverte car il est possible d’interpréter la formation des 
corps de Lewy et l’accumulation d’α synucléine comme étant un processus compensatoire 
capable de protéger le neurone de lui-même. 
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Figure I.6 : Schéma présentant les mécanismes à la base de la maladie de Parkinson. Ce modèle essaye 
d’expliquer les différentes cascades pouvant conduire la cellule à la mort, il est basé sur des observations 
réalisées post-mortem. Dans l’ensemble des cas il y a une réduction de l’activité du complexe mitochondrial 1, 
un perte de glutathion réduit (GSH), une augmentation de la concentration en fer, une augmentation des 
marqueurs du stress oxydant, une augmentation de la rapidité de renouvellement de la dopamine ou voir 
carrément de sa disparition, une apparition d’α synucléine pathologique, une génération de corps de Lewy et une 
dégénérescence membranaire des neurones touchés. Des mécanismes similaires impliquant le stress oxydant 
induit par le fer et le peroxyde d’hydrogène ont pu être observés dans d’autres maladies neurodégénératives. 
CuZn-SOD, superoxyde dismutase à cuivre et à zinc ; GSSG, glutathion oxydé ; H2O2, peroxyde d’hydrogène ; 
MAO-B, monoamine oxydase B ; NAD, nicotinamide adénine dinucléotide ; OH•, radical hydroxyle ; O2•-, 
anion radicalaire superoxyde ; OH-, anions hydroxydes ; 6-OHDA, 6-hydroxydopamine. D’après Zecca et 
al. (2004). 
1.2.3.2 La maladie d’Alzheimer 
 L’accumulation de fer dans le cerveau, particulièrement dans les cellules qui sont 
associées aux plaques séniles, elles mêmes constituées des plaques amyloïdes, est une 
observation constitutive à la maladie d’Alzheimer et est extrêmement étudiée (Levine et al., 
2004). Dans le cerveau des patients atteints de cette maladie, l’accumulation de fer se produit 
en plus de l’augmentation normale et relative au vieillissement, ce qui a pour conséquence 
une augmentation accrue des risques dûs au stress oxydant (Connor et al., 1992 ; Thompson et 
al., 2003). Des résultats récents semblent indiquer que la sénescence des cellules et la maladie 
d’Alzheimer sont toutes les deux associées à un déclin en myéline des neurones ce qui serait 
le résultat d’un contenu anormalement élevé en fer de cette même gaine (Bartzokis, 2004). Le 
fer a donc un impact direct sur la formation des plaques amyloïdes à travers ses effets sur la 
production des précurseurs de ces plaques, les APP pour Amyloid Precursor Protein (Rogers 
et al., 2002). D’autre part, la capacité de l’α-sécrétase à cliver l’APP peut, elle aussi, être 
modulée par le fer (Bodovitz et al., 1995). Le fer semble donc promouvoir aussi bien le dépôt 
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de l’amyloïde β sous forme de plaques que le stress oxydant (Huang et al., 2000 ; Rottkamp et 
al., 2001 ; Mantyh et al., 1993). Il existe actuellement un débat dans la communauté 
scientifique sur le rôle protecteur de l’amyloïde β qui, sous sa forme complexée, serait une 
sorte d’isolant censé protéger l’environnement des neurones sains du stress oxydant des 
neurones malades mais ce n’est pas encore une idée complètement reconnue (Perry et al., 
2002). Aussi, une meilleure compréhension des mécanismes cellulaires impliqués dans la 
régulation du fer au niveau du cerveau est fondamentalement importante afin de permettre 
l’identification de toutes les bases biologiques de la maladie d’Alzheimer. 
 Un lien entre la surcharge congénitale en fer, hémochromatose, et la maladie 
d’Alzheimer a récemment été mis à jour. La protéine HFE, à l’origine de l’hémochromatose, 
est localisée dans les vaisseaux sanguins circulant dans le cerveau ainsi que dans les cellules 
associées aux plaques séniles (Connor et al., 2001). La protéine HFE est aussi exprimée dans 
les astrocytes des patients atteints de la maladie d’Alzheimer ainsi que dans leurs neurones. 
De la même façon, il est possible de colocaliser la protéine TAU, une protéine qui 
normalement se lie aux microtubules afin de promouvoir leur assemblage et leur stabilité mais 
qui, dans le cas de la maladie d’Alzheimer, se retrouve localisée avec les microfibrilles faisant 
d’elle un des premiers marqueurs de la maladie, avec la protéine HFE. La présence de 
protéine HFE mutée, chez les patients atteints d’Alzheimer, appuie fortement l’idée que la 
dérégulation de la balance gérant les niveaux de concentration en fer dans le cerveau 
contribue à la progression de la maladie et sa prédominance laisse à penser que cela pourrait 
même être un facteur important de risque (Moalem et al., 2000). Les protéines HFE mutées 
sont associées à une augmentation du stress oxydant et par la même occasion au niveau de 
gravité de la maladie comme cela a pu être évalué neuropathologiquement (Braak et al., 
1993 ; Pulliam et al., 2003). Cela fournit un indice supplémentaire au fait que le fer, à la base 
de l’augmentation du stress oxydant, favorise la neurodégénérescence au cours de la maladie 
d’Alzheimer. 
 Le sous type C2 de la transferrine a aussi été trouvé à des taux anormalement élevés 
chez des patients atteints d’Alzheimer. La présence du variant C2, en plus d’un mutant HFE, 
augmente le risque de développer la maladie d’un facteur cinq (Zambenedetti et al., 2003 ; 
Hussain et al., 2002 ; Robson et al., 2004). Il n’existe pas de différences significatives entre la 
TfC2 et la Tf dans leur façon de fixer le fer (Van Landeghem et al., 1998) et donc l’impact de 
la mutation de TfC2 sur la maladie d’Alzheimer n’est probablement pas due à sa capacité à 
délivrer le fer, d’une manière différente de celle de la transferrine, au niveau du cerveau et des 
neurones. Des données combinées sur les mutations de HFE et de la Tf ont clairement indiqué 
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que les altérations génétiques, affectant spécifiquement les protéines impliquées dans le 
contrôle de la concentration du fer, pouvaient augmenter les risques de maladie et qu’elles 
fournissaient une très forte preuve que la dérégulation des niveaux de fer dans le cerveau 
contribuait à l’apparition de la maladie d’Alzheimer. 
1.2.3.3 Les autres maladies neurologiques 
 Le fer, et plus particulièrement son accumulation excessive, a été impliqué dans une 
série d’autres maladies neurologiques (Ke et al., 2003) et quelques unes d’entre elles sont 
brièvement discutées ici. 
 Le fer est intimement lié à la Cp pour ce qui est de son exportation depuis les cellules 
vers la circulation sanguine (voir § I.1.1.3). Cependant dans l’aceruloplasminémie 
congénitale, qui est caractérisée par une neurodégénérescence progressive du système nerveux 
central ainsi que par une ataxie, des mutations dans le gène codant pour la Cp causent une 
absence totale de la protéine dans le plasma (Yoshida et al., 1995 ; Harris et al., 1995 ; 
Miyajama et al., 1997). Cet état de fait entraîne un sévère excès de fer au sein des tissus du 
parenchyme y compris dans le cerveau et plus particulièrement dans les ganglions de la base 
qui regroupent le noyau caudé, le putamen et le globus pallidus. Les implications sont que la 
Cp est nécessaire pour la mobilisation du fer depuis les cellules (Harris et al., 1999). L’ataxie 
de Friedreich est la plus commune des ataxies et elle est caractérisée par une dégénérescence 
d’une grande partie des neurones sensoriels, de l’appareil spinocérébrale et par une 
cardiomyopathie (Patel et Isaya,2001). La maladie est causée par une réduction substantielle 
de la concentration en frataxine, une protéine mitochondriale (voir § I.1.1.4), qui est provoqué 
par l’insertion d’un triplet répété GAA dans le premier intron du gène aboutissant à une 
réduction de l’expression de la frataxine par inhibition de la transcription (Zoghbi et Orr, 
2000). Cela mène à une augmentation en fer du contenu de la mitochondrie, qui semble 
refléter le rôle vital de la frataxine dans la biosynthèse des agrégats fer soufre (Gordon, 2000 ; 
Muhlenhoff et al., 2002). 
 
 La neuroferritinopathie est une maladie héréditaire qui touche aussi les ganglions de la 
base, présent dans la zone extrapyramidale du cerveau, et qui n’est causée que par la simple 
insertion d’une adénine dans le gène codant pour la chaîne L de la ferritine. Ceci entraîne une 
altération de la partie carboxy-terminale de la protéine (Curtis et al., 2001). Les patients 
affectés présentent un dépôt de fer dans les ganglions de la base, une agrégation anormale de 
la ferritine, du fer dans le globus pallidus et dans la substance noire ainsi qu’une faible 
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concentration en ferritine (Crompton et al., 2002). Une autre mutation, avec l’insertion de 
deux bases dans l’exon 4 du gène de la chaîne L de la ferritine, causant un changement dans la 
séquence primaire de la protéine ainsi que dans la longueur de la chaîne polypeptidique, a 
aussi été décrite. Les patients atteints de neuroferritinopathie ont une accumulation anormale 
de ferritine dans les neurones et dans les cellules gliales ainsi qu’une sévère perte neuronale. 
Cliniquement, ils sont affectés par une incoordination de leurs mouvements et par un déclin 
progressif de leurs fonctions cognitives (Vidal et al., 2004). 
 
 Des mutations dans le gène qui code pour la pantothénate kinase 2 (PANK2) ont été 
montrées comme étant le principal défaut génétique associé à une neurodégénérescence avec 
une accumulation de fer dans le cerveau, plus communément connu sous le nom de syndrome 
de Hallervorden-Spatz (Zhou et al., 2001 ; Hayflick, 2003). Cette maladie autosomale 
récessive est caractérisée par une dystonie, qui est une contraction involontaire et douloureuse 
d’une ou plusieurs parties du corps, une rétinopathie pigmentaire chez l’enfant et une 
déficience neuropsychiatrique de la parole chez l’adulte. La panthotenate kinase est nécessaire 
pour la biosynthèse du coenzyme A et son adressage vers la mitochondrie. Le modèle actuel 
propose que la cystéine, qui se condense avec le phosphopanthotenate pour donner du 
coenzyme A, s’accumulerait entraînant ainsi une chélation du fer causant un important stress 
oxydant. Ceci aboutirait à l’augmentation de la concentration en fer dans les ganglions de la 
base avec toutes les conséquences néfastes que cela induit. 
 
 Il semble donc clair qu’une mauvaise gestion du fer au niveau du cerveau, mais d’une 
façon plus générale au niveau de l’ensemble de l’organisme, peut avoir des conséquences 
désastreuses aboutissant à une issue fatale, c’est ce qui place le fer au centre de la recherche 
sur les maladies neurodégénératives. 
2 Le système IRP/IRE 
 Les protéines impliquées dans l’incorporation, le stockage, l’utilisation et l’exportation 
du fer doivent donc être régulées de façon très stricte et d’une manière très coordonnée. Les 
signaux et les mécanismes, qui orchestrent leur expression, impliquent une modulation de leur 
transcription que ce soit en l’empêchant ou en modifiant la stabilité de leurs ARNm. Le 
système auquel est dévolu ce rôle est le système IRP/IRE. Les protéines régulatrices du fer, 
les IRP pour Iron Regulatory Proteins, interagissent avec les IRE (Iron Responsive Elements) 
qui sont des structures conservées en forme d’épingles à cheveux trouvées dans les portions 
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non traduites, les UTR pour UnTranslated Region, des ARNm codants pour les protéines 
relatives à la gestion de l’homéostasie du fer. 
2.1 IRP1 et IRP2 
 Il existe deux protéines IRP, IRP1 et IRP2 qui sont toutes les deux des homologues 
cytoplasmiques respectivement de 889 et 964 acides aminés et elles appartiennent à la famille 
des isomérases à agrégat fer soufre (Eisenstein, 2000 ; Pantopoulos et Hentze, 2000 ; Cairo et 
Pietrangelo, 2000). La protéine humaine IRP1 partage 61% d’identité de séquence et 80% 
d’homologie avec la protéine IRP2 humaine. De plus, IRP1 est à 22% identique à l’aconitase 
mitochondriale de porc, un membre bien caractérisé de la famille des isomérases à agrégat fer 
soufre. Par analogie à la structure connue de l’aconitase mitochondriale, IRP1 et IRP2 ont été 
subdivisées en trois domaines compacts liés à un quatrième par une région charnière flexible 
(Robbins et Stout, 1989 ; Lauble et al., 1992) (Figure I.7). Une différence notable existe 
malgré tout entre IRP1 et IRP2. En effet, IRP2 contient une insertion, riche en région cystéine 
et en région proline, de 73 acides aminés imbriquée dans le domaine 1. 
 
Figure I.7 : Structure de l’aconitase mitochondriale de bœuf (code pdb 1C96). Les couleurs représentent les 
différents domaines de la protéine : le domaine 1 en rouge, le domaine 2 en orange, le domaine 3 en jaune, le 
linker en vert et le domaine 4 en bleu. 
 
 IRP1 est exprimé de façon constitutive alors qu’il a été initialement proposé que IRP2 
n’était produit que de façon spécifique dans certains tissus mais il apparaît maintenant que 
l’abondance d’IRP2 dans les lignées cellulaires et les tissus avait été prématurément sous-
estimée (Rouault, 2002). Peu de choses sont connues sur la contribution relative de chacune 
des deux IRP dans le maintien de l’homéostasie cellulaire du fer. Des expériences in vitro ont 
montré qu’IRP1 et IRP2 ne différaient pas dans leur capacité à réguler la traduction de la 
ferritine (Kim et al., 1995), ni dans celle de lier les ARNm de la Ft et du TfR. Cependant dans 
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certaines lignées de cellules IRP2 semble jouer un rôle prépondérant dans le contrôle de la 
régulation du TfR et de l’expression de la Ft (Recalcati et al., 1998 ; Kim et Ponka, 1999 ; 
Kim et Ponka, 2002). D’un autre côté, l’expression d’un mutant constitutif d’IRP1 (C437S) 
dans des cellules RD4 humaines ou des cellules H1299, ces deux lignées étant des cellules 
cancéreuses, est suffisant pour bouleverser la régulation par le fer de la Ft et du TfR (DeRusso 
et al., 1995 ; Wang et Pantopoulos, 2002). Il est concevable d’imaginer que les capacités de 
régulation de chacune des protéines IRP puissent être modulées par des facteurs cellulaires 
spécifiques. L’étude de cellules dérivées d’animaux IRP1-/- et IRP2-/-, est attendue pour lever 
le voile sur cette question. 
 Des souris « knock-out » IRP1-/- et IRP2-/- ont été générées dans le laboratoire de 
Tracey A. Rouault au NIH à Bethesda et les perturbations engendrées par IRP1-/- ne 
produisent pas de phénotypes clairement marqués (Rouault, 2002) alors que ce n’est pas le cas 
pour les souris IRP2-/- qui montrent une régulation de homéostasie du fer complètement 
aberrante, accumulant du fer dans la muqueuse intestinale et dans le système nerveux central 
(LaVaute et al., 2001, Meyron-Holtz et al., 2004). Ces données établissent qu’IRP2 est un 
important régulateur du métabolisme du fer. 
2.1.1 IRP1 
 IRP1 est régulée par le comportement peu habituel de son agrégat fer soufre (Haile et 
al., 1992a ; 1992b). Dans une cellule pourvue d’un stock suffisant en fer soluble, IRP1 
assemble un agrégat cubique [4Fe-4S] qui inhibe son activité de fixation aux IRE. De plus, cet 
agrégat convertit la protéine IRP1 en une aconitase cytosolique qui possède la même 
efficacité catalytique que son homologue mitochondriale (Emery-Goodman et al., 1993 ; 
Kennedy et al., 1992 ; Brazzolotto et al., 1999). Cette activité d’isomérase permet à IRP1 de 
convertir le citrate en isocitrate. Cette isocitrate peut à son tour être transformé en α 
cétoglutarate par l’isocitrate déshydrogénase. Au cours de cette réaction le NADPH produit 
peut servir à réduire la forme disulfide du glutathion (GSSG) en forme sulfhydryle (GS) grâce 
à l’intervention de la glutathion réductase (Kim et al, 2004). La forme réduite du glutathion 
intervient alors dans la détoxication de la cellule en réagissant avec le peroxyde d’hydrogène 
et les peroxydes organiques pour donner de l’eau, un dérivé alcool et de la GSSG. IRP1 joue 
donc un rôle dans le contrôle des activités redox de la cellule en stimulant la synthèse de 
NADPH cytoplasmique (Narahari et al.,2000). Ainsi, IRP1 est une protéine bifonctionnelle 
dans laquelle chacune des activités est mutuellement exclusive (Figure I.8). En l’absence de 
fer dans la cellule, l’agrégat se désassemble par un mécanisme lent (Pantopoulos et al., 1996) 
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jusqu’à ce que l’apoIRP1 acquière la capacité de fixer l’ARN. C’est le résultat d’un 
réarrangement structural qui a pour conséquence le remaniement de la gorge, accueillant 
l’agrégat, afin de pouvoir permettre les interactions avec l’IRE (Gegout et al., 1999 ; 
Brazzolotto et al., 2002). 
 
Figure I.8 : Régulation d’IRP1. L’assemblage et le désassemblage de l’agrégat fer soufre est le mode de 
régulation qui permet à IRP1 de passer d’une forme active, c’est-à-dire capable de lier l’ARN, à un forme 
inactive possédant une activité aconitase et ce en réponse à différents stimuli. D’après Hentze et Kühn (1996). 
 
La topologie de l’agrégat a été cartographiée par des analyses de mutagenèse, ce qui a 
permis d’identifier trois cystéines (C437, C503 et C506) liant les fers de l’agrégat au squelette 
de la protéine alors que le quatrième fer lie une molécule d’eau du solvant et interagit avec le 
citrate qui est le substrat de la forme aconitase de la protéine IRP1. De même, la sérine 778 
semble indispensable à l’activité aconitase de la protéine car son remplacement l’inactive 
malgré la présence d’un l’agrégat fer soufre correctement assemblé (Philpott et al., 1994). Un 
dernier acide aminé semble important à l’activité isomérase d’IRP1, il s’agit de l’arginine 
699, qui, selon à la structure de l’aconitase mitochondriale, permet la fixation du substrat et sa 
mutation dans IRP1 entraîne une perte d’activité (Hirling et al., 1994) 
Les modifications des résidus responsables de la coordination du centre [4Fe-4S], 
notamment celles résultant des mutations conduisant aux formes C437S et C503S/C506S 
d’IRP1 (Hirling et al., 1994 ; Philpott et al., 1994), génèrent des protéines constitutivement 
capable de fixer le motif IRE. De plus, l’état réduit de ces cystéines est une condition 
importante pour la fixation de l’ARN (Philpott et al., 1994). Les résidus lysines et arginines 
des protéines sont souvent importants dans la liaison aux acides nucléiques (Puglisi et al., 
1992 ; Harada et Frankel, 1995). Ainsi, la substitution des arginines 536, 541 ou 780 diminue 
l’affinité d’IRP1 pour le motif IRE (Philpott et al., 1994). Grâce à des expériences de 
réticulation du motif IRE sur IRP1, un peptide en interaction avec l’ARN, correspondant aux 
résidus 121 à 130, a pu être identifié (Basilion et al., 1994). Plus récemment, une étude de 
mutagenèse dirigée contre divers peptides, supposés être en surface de la protéine, a mis en 
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évidence l’importance des résidus d’arginine 728 et 732 dans le contact avec l’IRE, 
notamment au niveau de la cytosine non appariée, et la région 685-689 dans la reconnaissance 
de la boucle d’ARN (voir § I.2.2) (Kaldy et al., 1999). Il est aussi à noter que des mutations, 
permettant de mimer l’état phosphorylé de la sérine 138 (S138D ou S138E), affectent 
négativement l’assemblage de l’agrégat (Brown et al., 1998) et que IRP1, ainsi sensibilisée, 
est plus facilement dégradée en présence de fer (Fillebeen et al., 2003). Ceci suggére une 
régulation additionnelle au niveau de la stabilité de la protéine. Des expériences similaires ont 
prouvé que la sérine 711 est un résidu critique au contrôle de l’activité IRP1. En effet, un 
mutant S711E présente des problèmes aussi bien en ce qui concerne sa capacité à fixer les 
motifs IRE que dans son activité de conversion du citrate en isocitrate (Fillebeen et al., 2005). 
2.1.1.1 Les protéines fer-soufre 
 Dès 1960, les protéines à agrégat fer-soufre ont été identifiées comme étant des 
composants essentiels au développement des organismes vivants. A cause de leur structure et 
de leur propriétés chimiques (Beinert et al., 1997 ; Johnson, 1998), les agrégats fer-soufre sont 
des agents idéaux pour accepter, donner, transférer ou stocker des électrons. En effet, la 
combinaison chimique du fer et du soufre permet à ces agrégats d’avoir des potentiels redox 
dans la majorité des cas très bas, de l’ordre de -600 à -150 mV, ce qui favorise leur utilisation, 
par la cellule, en temps qu’agent oxydant ou reductant. Pendant bon nombre d’années les 
scientifiques ont pensé que le seul intérêt de ces agrégats résidait dans leur pouvoir 
d’oxydoréduction mais petit à petit, les découvertes aidant, les propriétés des agrégats Fe-S se 
sont multipliées et de nouvelles fonctions ont commencé à émerger. Il n’est pas rare 
maintenant de trouver ces agrégats fer-soufre impliqués dans le transfert d’électrons comme 
c’est le cas dans l’hydrogénase à [NiFe] de D. gigas (Volbeda et al., 1995), où trois agrégats 
agencés de façon quasi linéaire permettent d’évacuer, du site actif, les électrons produits 
durant la catalyse vers un accepteur naturel. Il est aussi possible de trouver des agrégats 
capable de fixer et d’activer des substrats comme ce peut être le cas de l’aconitase 
mitochondriale (Beinert et al., 1996) ou encore capable de stabiliser des radicaux (Staples et 
al., 1996). Les agrégats peuvent aussi fonctionner en couplant le transfert d’électron à un 
transport de proton (Duff et al., 1996) et dans les protéines « Rieske », l’ionisation des 
groupes imidazoles peuvent être couplées, eux, à une réaction d’oxydoréduction (Iwasaki et 
al., 1996). L’agrégat peut aussi jouer un rôle structural, en fixant des ligands cystéines de 
différentes sous-unités, il peut permettre la formation d’un dimère comme c’est le cas de la 
nitrogénase (Howard et Rees, 1996) et l’agrégat Fx du photosystème I (Golbeck et Bryant, 
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1991). Les agrégats fer soufre sont aussi capables de stabiliser les structures de certaines 
protéines aux fonctions un peu spéciales comme c’est le cas de l’endonucléase III de E. coli 
dans laquelle un site de fixation un peu particulier n’est possible que grâce à la présence de 
l’agrégat (Thayer et al., 1995). Toujours d’un point de vue structural, des agrégats ont été 
montrés comme étant capables de protéger leurs protéines de l’attaque des protéases 
intracellulaires comme dans l’amidotransferase de Bacillus subtilis (Grandoni et al., 1989). 
 Plus intriguant c’est la découverte d’agrégat Fe-S capable de jouer le rôle de capteur 
de fer, d’oxygène, d’anion superoxyde ou encore d’oxyde nitrique (Rouault et al., 1992 ; 
Hentze et Kühn, 1996 ; Beinert et Kiley, 1996 ; Gaudu et Weiss, 1996 ; Hidalgo et al., 1995). 
Cela semble se produire selon deux modes distincts. Dans le premier, l’oxydation de l’agrégat 
par l’oxygène peut fournir le signal de l’activation des mécanismes de défense contre l’anion 
superoxyde comme cela a pu être observé avec la protéine SoxR de E. coli (Gaudu et Weiss, 
1996 ; Hidalgo et al., 1995) alors que dans le second l’état d’oxydation de l’environnement 
induit l’assemblage ou le désassemblage de l’agrégat fournissant ainsi le signal. C’est le cas 
du dimère de FNR, chez E. coli, qui est actif jusqu’à sa dissociation en monomère suite à la 
destruction de son agrégat fer soufre (Khoroshilova et al., 1995). 
 C’est en cela que le cluster d’IRP1 est peu habituel car la fonction même de la protéine 
est modulée par ce jeu d’assemblage et de désassemblage de son agrégat [4Fe-4S]. Au-delà du 
rôle de capteur de fer que peut revêtir ce mécanisme peu commun, la perte de la fonction 
aconitase entraîne l’acquisition d’une nouvelle fonction par la protéine, à savoir sa capacité à 
se fixer a de l’ARN. Ce mode de régulation par désassemblage de l’agrégat fer soufre dépasse 
de loin la simple inactivation de la protéine car contrairement à tout ce qui avait été décrit 
jusqu’à présent IRP1 ne devient pas inactive, comme la FNR, mais au contraire elle voit son 
activité changer du tout au tout et c’est ce qui la rend d’autant plus intéressante à étudier. 
2.1.1.2 Les homologues de IRP1 
 Depuis ces dernières années les membres de la famille des aconitases ont 
particulièrement bien été étudiés mais depuis peu quelques nouvelles fonctions sont mises à 
jour, des fonctions qui, par le passé, n’étaient dévolues qu’aux simples protéines IRP. Ainsi la 
protéine AcnB de E. coli, qui est aussi un membre de cette grande famille, est capable 
d’acquérir une activité de régulateur transcriptionnel en fonction de l’état de son agrégat [4Fe-
4S] (Cunningham et al., 1997). Au même titre qu’IRP1, elle possède une activité aconitase 
cytoplasmique qui laisse place à une activité de fixation de l’ARN sur certains motifs proches 
structuralement des motifs IRE des vertébrés mais avec néanmoins une affinité plus faible que 
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celle d’IRP1 pour les IRE (Tang et Guest, 1999). Le mode de régulation est fonction de la 
disponibilité du fer dans la cellule et des conditions de stress oxydant y régnant. Récemment 
la structure d’AcnB a été résolue (Williams et al., 2002) et malgré la faible identité existante 
entre les séquences de AcnB et celle de l’aconitase mitochondriale de bœuf, il y a un haut 
degré de conservation structurale entre les deux protéines avec seulement quelques 
différences majeures et quelques réarrangements du fait même de l’existence d’un domaine 
supplémentaire dans AcnB. Ceci semble être en accord avec le fait que la famille des 
aconitases pourrait être séparée en trois sous-familles structurales très proches comme cela 
avait été proposé par Gruer et ses collaborateurs (1997). 
 Une nouvelle aconitase Aco1p vient d’être caractérisée chez la levure comme étant 
potentiellement capable à son tour de fixer non pas de l’ARN mais de l’ADN mitochondrial 
après que son agrégat [4Fe-4S] eut été désassemblé (Chen et al., 2005). Il semblerait que ce 
soit un moyen pour la cellule de préserver son ADN mitochondrial, indispensable au maintien 
de la chaîne respiratoire, dans des conditions de stress oxydant. 
2.1.2 IRP2 
 IRP2 est régulée par la nécessité d’approvisionner la cellule en fer et en oxygène. Dans 
ce but, elle est synthétisée de novo lorsque le manque est détecté (Henderson et Kühn, 1995 ; 
Hanson et al., 1999), restant stable le temps nécessaire au retour à la normale et elle est 
ensuite dégradée via le protéasome (Iwai et al., 1995). Le modèle actuellement reconnu 
comme étant responsable de la dégradation d’IRP2 implique l’insertion d’un domaine dit « de 
dégradation » de 73 acides aminés (Iwai et al., 1998) qui aurait pour fonction d’être reconnu 
par le protéasome après l’oxydation spécifique de trois résidus cystéines (C168, C174 et 
C178) (Figure I.9). Cette oxydation pourrait faire suite à la fixation directe d’un fer sur ces 
cystéines (Iwai et al., 1998). Des expériences, in vitro, menées sur des peptides recombinants 
portant ce type de domaine de dégradation ont montré une oxydation de leurs cystéines en 
fonction de la présence ou non de fer soluble dans le milieu (Kang et al., 2003). De plus une 
étude de double hybride, avec comme sonde le domaine de dégradation, a permis 
l’identification d’une protéine possédant une activité E3 ubiquitine ligase appelé HOIL-1 
(Heme-oxidized IRP2 ubiquitin ligase-1) (Yamanaka et al., 2003). Le problème réside dans le 
fait que ce travail propose que le signal qui permet la reconnaissance d’IRP2 par la HOIL-1 
n’est pas l’oxydation des cystéines mais plutôt la fixation d’un hème à la protéine, ce qui avait 
déjà été proposé par le passé (Goessling et al., 1998). Des résultats récents montrent qu’un 
hème est capable de se lier à IRP2. Cette hème, fixé à la protéine, réagirait avec l’oxygène 
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moléculaire présent dans la cellule pour oxyder les cystéines en éliminant les soufres 
convertissant ces cystéines en alanines. Cette modification covalente pourrait être le signal 
moléculaire pour la dégradation d’IRP2 (Jeong et al., 2004). Cette théorie est néanmoins 
incompatible avec la fixation d’un fer par les trois cystéines du domaine de dégradation. Il est 
aussi clair que le domaine de dégradation de 73 acides aminés n’est pas indispensable à la 
protéolyse d’IRP2. Ainsi un triple mutant C168S, C174S et C178S, ou même une protéine 
IRP2 dépourvue de ce domaine de dégradation, présente toujours la même sensibilité à la 
dégradation en fonction de la concentration en fer (Wang et al., 2004 ; Hanson et al., 2003). 
Ces résultats suggèrent fortement que le modèle d’oxydation des cystéines n’est pas encore 
complètement satisfaisant pour expliquer la dégradation de la protéine IRP2. Il reste donc 
encore pas mal de travail à effectuer pour arriver à comprendre le mécanisme de dégradation 
d’IRP2. 
 
Figure I.9 : Régulation d’IRP2. La régulation passe, contrairement à IRP1, par une étape de dégradation par le 
protéasome de la protéine. Malgré la conservation des cystéines (C512, C578 et C581), IRP2 ne semble pas être 
en mesure d’accueillir un agrégat fer soufre. D’après Hentze et Kühn (1996). 






Figure I.10 : Motif IRE dans les ARNm. Une analyse 
comparative de différents IRE a permis de révéler la 
conservation d’une séquence consensus et d’une structure en 
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 Les IRP reconnaissent donc des séquences de nucléotides dans les régions non 
traduites, les UTR, de certains ARNm. Ces motifs IRE adoptent tous une structure commune 
en tige boucle et bien qu’une partie de leur séquence soit conservée (CAGUGU/C) il en existe 
de différents types (Figure I.10). Ces variations sont le reflet d’autant de différentes 
régulations dépendantes du fer qui peuvent ainsi fournir une plus grande finesse de réglage 
dans les réponses (Theil, 2000 ; Ke et al., 1998). 
 La ferritine (Ft) présente, à la fois pour sa sous-unité L que pour sa sous-unité H, des 
motifs IRE dans les UTR en 5’ de ses ARNm près du codon initiateur AUG. Ces IRE sont 
très efficacement liés par les IRP et sont, de ce fait, l’objet d’une forte régulation selon la 
disponibilité en fer de la cellule (Theil, 2000). Les IRP, une fois fixées sur l’ARNm de la Ft, 
empêchent les interactions entre la petite sous-unité ribosomale (Muckenthaler et al., 1998) et 
le facteur d’initiation 4F, l’eIF4F, comprenant la CBP (Cap Binding Protein) qui est 
responsable de la reconnaissance de la coiffe en 5’ de l’ARNm, empêchant ainsi la formation 
du complexe nécessaire à la traduction (Figure I.11). Des expériences de mutagenèse, in vitro, 
ont démontré l’importance de chacun des nucléotides impliqués dans la structure en 
tige/boucle ce qui a récemment été corroboré par l’identification de mutations spontanées 
chez des patients présentant le syndrome héréditaire d’hyperferritinémie, aboutissant à une 
cataracte précoce (Allerson et al., 1999). Les mutations au niveau du motif IRE de la sous-
unité L de la ferritine entraîne une forte augmentation des niveaux de Ft dans le sérum et ce 
malgré l’absence d’une surabondance en fer. Le rapport entre l’effet de la mutation sur la 
reconnaissance des IRP, le niveau de Ft circulant et la gravité clinique de la maladie a été 
établi bien que le lien moléculaire entre le niveau élevé en ferritine dans le sérum et 
l’apparition de la cataracte soit encore inconnu (Cazzola et al., 1997 ; Allerson et al., 1999). 
 
Figure I.11 : Régulation de la traduction par le système IRP/IRE. La fixation d’une des protéines IRP (1ou 2) 
empêche la petite sous-unité ribosomale de venir se fixer sur l’ARNm ce qui permet de bloquer la traduction et 
d’inhiber l’expression du gène ainsi codé. D’après Hentze et Kühn (1996). 
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 L’aconitase mitochondriale a aussi un IRE dans l’UTR en 5’de son ARNm ce qui lui 
permet d’être régulée par les variations intracellulaires en fer. Sa régulation est cependant plus 
limitée que celle de la Ft (Schalinske et al., 1998) ce qui est sûrement le fruit d’une différence 
des structures dans l’IRE (Ke et al., 1998). Comme le citrate est en mesure de lier le fer, les 
changements de concentration en citrate, dûs à l’action de l’aconitase qui catalyse la 
transformation du citrate en isocitrate, peut moduler la disponibilité du métal et ainsi affecter 
l’homéostasie du fer. De plus, les variations du niveau d’expression de l’aconitase 
mitochondriale, régulées par les IRP, peuvent présenter un moyen de coupler l’homéostasie 
du fer à la production d’énergie cellulaire comme cela a pu être suggéré par des études chez 
les procaryotes (Tang et al., 1999). L’existence d’un lien entre le cycle de Krebs et le 
métabolisme du fer a aussi été montrée par la découverte du fait que le transcrit de la 
succinate déshydrogénase b, qui oxyde le succinate en fumarate au cours du cycle de l’acide 
citrique chez la Drosophile melanogaster, contient aussi un motif IRE dans son extrémité 5’. 
Cela confère donc à cette enzyme une régulation dépendante du niveau cellulaire en fer selon 
le principe du système IRP/IRE (Kohler et al., 1995 ; Gray et al., 1996). 
 Dans un même genre, la synthèse de l’erythroïde aminolevulinate synthase, eALAS, 
une enzyme clé dans la biosynthèse de l’hème, est couplée à la disponibilité en fer dans la 
cellule par des interactions IRP-IRE (Cox et al., 1991 ; Dandekar et al., 1991) bien que pour 
cette protéine le niveau de contrôle de la traduction soit plus modéré (Mikulits et al., 1999). 
Une séquence conservée, typique des motifs IRE, est aussi présente dans les UTR en 5’ des 
ARNm codant pour la ferroportine, un transporteur  impliqué dans l’exportation du fer depuis 
les enterocytes et les macrophages (Donovan et al., 2000). 
 
 Bien que tous les ARNm précédents aient un IRE dans leur région 5’, l’ARNm du 
récepteur à la transferrine, qui régule l’incorporation du fer par internalisation de 
l’holotransferrine, a cinq motifs IRE dans son extrémité 3’ non traduite (Hentze et Kühn, 
1996). Les interactions des IRP avec un nombre aussi important d’IRE n’affectent en rien la 
traduction de l’ARNm et au contraire cela augmente son temps de demi vie en le protégeant 
des activités RNases (Figure I.12). En revanche, l’augmentation de la stabilité des transcrits 
aboutit à une expression plus importante du TfR au niveau de la membrane cytoplasmique de 
la cellule et donc à une plus grande incorporation du fer. D’un autre côté, aucun motif de type 
IRE n’a été trouvé dans les UTR du transcrit du TfR2 ce qui peut être interprété comme une 
absence de régulation de ce gène par le fer (Fleming et al., 2000 ; Kawabata et al., 2000). 
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Figure I.12 : Régulation de la traduction par le système IRP/IRE. La fixation des IRP (1ou 2) empêche 




Figure I.13 : Système de régulation IRP/IRE. Les protéines impliquées dans le stockage du fer, la synthèse de 
l’hème, le cycle de l’acide citrique, l’exportation ou encore l’absorption du fer sont régulées, de façon 
coordonnée, par l’interaction des IRP avec les IRE. Les IRP sont régulées par différents stimuli mais les deux 
isoformes sont sensibles à la concentration en fer disponible dans la cellule. IRP1 est néanmoins plus sensible au 
stress oxydant alors que IRP2 est plus sensible au manque d’oxygène. D’après Hentze et al. (2004). 
 
Un IRE potentiel est aussi présent dans l’UTR en 3’, selon un épissage alternatif, de 
l’ARNm de l’un de deux transcrits de DMT-1, qui est le principal transporteur de fer dans les 
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cellules eucaryotes et plus spécialement dans les enterocytes (Gunshin et al., 1997). 
Cependant, cet IRE est probablement un compétiteur bien moins efficace pour IRP que celui 
de la transferrine (Wardrop et Richardson, 1999). En effet, la protéine codée par cet isoforme 
portant un IRE a été montrée comme étant modulée par le fer alimentaire dans le duodénum 
(Canonne-Hergaux et al., 1999) mais aucun effet n’a été trouvé sur les niveaux de DMT-1 
dans des lignées cellulaires de fibroblastes (Wardrop et al., 1999). En bref, il y a une absence 
frappante d’évidence expérimentale directe sur le fait que cet IRE confère un contrôle 
quelconque du fer sur DMT-1 (Figure I.13). 
 Des expériences in vitro de SELEX (Selective Enrichment of Ligands by EXponential 
amplification) ont permis l’identification d’IRE, à partir de sondes dégénérées, capables de 
lier les IRP (Henderson et al., 1996 ; Butt et al., 1996 ; Henderson et al., 1994). Quelques-
unes ont montré des interactions préférentielles soit avec IRP1 soit avec IRP2 (Menotti et al., 
1998) mais aucun transcrit naturel portant ces IRE alternatifs n’a pu être trouvé à ce jour. De 
plus, il a été montré que dans le cas de la glycolate oxydase la présence d’un motif conservé 
IRE n’était pas toujours suffisant à la régulation par les IRP (Kohler et al., 1999). 
2.3 Régulation des IRPs 
 Le simple modèle d’IRP comme étant des protéines bifonctionnelles avec des 
fonctions métaboliques distinctes dépendant seulement de la disponibilité en fer pour 
assembler un agrégat pourrait être correct pour la simple régulation d’IRP1 mais sûrement pas 
pour IRP2 qui n’a pas d’agrégat fer soufre et qui pourtant joue un rôle biologique très 
important. De plus, des résultats ont montré l’existence d’espèces moléculaires d’IRP1 
incapables de fixer les motifs IRE, ni même d’avoir une fonction aconitase à cause de leur 
forme inactive soit de par leur agrégat [3Fe-4S] soit de par l’oxydation des résidus cystéines. 
Les dernières découvertes ont principalement été obtenues par l’étude des effets de différents 
agents et conditions pathologiques sur l’activité des IRP et il en résulte que le fer n’est pas la 
seule clé de régulation du système IRP/IRE. 
2.3.1 Le stress oxydant 
 Les espèces réactives de l’oxygène, ou ROS pour Reactive Oxygen Species, qui sont 
inévitablement et constamment générées dans toutes les cellules durant leur vie normale sous 
des conditions aérobies, peuvent causer des dommages considérables à un grand nombre de 
molécules cibles essentielles à l’homéostasie cellulaire. Cependant, à des concentrations 
contrôlées, elles jouent aussi un rôle dans certaines voies physiologiques, comme la 
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transduction du signal, la signalisation cellulaire, la régulation des activités d’oxydoréduction, 
la prolifération cellulaire ou encore l’apoptose. La variation dans la disponibilité en fer est le 
principal moyen par lequel les cellules conservent un contrôle strict sur les niveaux de ROS. 
En effet, la séquestration appropriée du fer peut permettre un rôle physiologique, relativement 
sans danger, à l’anion superoxyde (O-2) et au peroxyde d’hydrogène (H2O2) sans prendre part 
pour autant à la production du très réactif radical hydroxyle (OH•) selon la réaction de Fenton 
(voir § I.1.1). Il n’est donc pas une surprise que l’activité IRP, en temps que maître régulateur 
du métabolisme cellulaire du fer, soit altérée en cas de stress oxydant. La Ft et le TfR ayant 
pour rôle le stockage et l’importation du fer dans la cellule, il parait clair que leur régulation 
respective, dans ce genre de condition, doit être propice à limiter la disponibilité fer en 
contrôlant l’expression de ces deux protéines. 
 En effet, il a été démontré dans de nombreuses lignées cellulaires que, selon les 
conditions stressantes auxquelles elles étaient soumises, la synthèse de la ferritine était 
considérablement augmentée (Balla et al., 1992 ; Vile et al., 1993 ; Kwak et al., 1995 ; 
Lobreaux et al., 1995). La réponse au stress oxydant s’en est donc retrouvée d’autant réduite 
dans ces cellules du simple fait de la surexpression de la sous-unité H de la Ft (Epsztejn et al., 
1999). Cependant cet effet n’est pas cohérent avec l’activité IRP dans le cas de cellules 
traitées avec du peroxyde d’hydrogène, car le pool de fer labile augmente au lieu de diminuer 
ce qui risque d’exacerber la toxicité des ROS (Martins et al., 1995 ; Pantopoulos et al., 1995). 
Une analyse minutieuse des mécanismes et des signaux sous-jacents à l’activation des IRP 
dans leur rôle de fixation à l’ARN, sous ces conditions, a mis en évidence que cet effet rapide 
se produisait en réponse à une voie de signalisation de type cascade de phosphorylation, 
pouvant provenir des effets du peroxyde d’hydrogène sur la stimulation de la croissance 
cellulaire que du stress oxydant lui même (Burdon et al., 1996, Mueller et al., 2001). En effet, 
ni l’augmentation intracellulaire du niveau de H2O2 (Pantopoulos et al., 1997), ni le traitement 
d’extrait cytosolique avec du H2O2 ne conduisent à aucun effet stimulant sur l’activation des 
IRP (Martins et al., 1995 ; Pantopoulos et al., 1995 ; Cairo et al., 1996 ; Bouton et al., 1996). 
Afin de restaurer une réponse de la part des IRP, il faut impérativement ajouter au milieu 
expérimental des fragments de membrane, de l’ATP et du GTP (Pantopoulos et al., 1998). Il 
semble évident maintenant que des évènements de phosphorylation sont impliqués dans 
l’activation des IRP et plus particulièrement d’IRP1. De plus, cette cascade de transduction du 
signal n’est possible que par l’ajout d’extrait membranaire, ce qui implique qu’un des 
éléments essentiels aux premières étapes de phosphorylation se trouve associé à la membrane 
cytoplasmique. A ce jour, il semble admis que la protéine kinase C puisse être impliquée dans 
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ces évènements de phosphorylation mais son rôle exact n’est pas encore clair, de même que 
l’enchaînement des acteurs impliqués dans cette voie de signalisation n’est toujours pas bien 
défini (Pantopoulos et al., 1998, Mueller et Pantopoulos, 2002). Afin d’appuyer cette idée, il a 
été montré que la génération simultanée de peroxyde d’hydrogène et d’anion superoxyde, ce 
qui est le plus vraisemblable de se produire sous des conditions de stress oxydant que la 
production de H2O2 seul, inhibe l’activité IRP (Cairo et al., 1996). L’inactivation des IRP a 
aussi été corroborée par le traitement des cellules à la menadione (Gehring et al., 1999), une 
quinone cyclique qui produit du peroxyde d’hydrogène et des anions superoxydes, et il a été 
montré que, in vivo, la production de ROS, obtenue par traitement chimique (Smith et al., 
1998 ; Cairo et al., 1995), inhibait aussi l’activité IRP. 
 
Figure I.14 : Régulation redox d’IRP1 et de l’aconitase mitochondriale. Quand l’anion superoxyde et le peroxyde 
d’hydrogène sont produits séparément dans la cellule l’aconitase perd, de façon réversible, sa fonction aconitase 
sans pour autant lui conférer une activité IRP1. En revanche quand les deux sont présents ensembles alors 
l’activité IRP1 est régulée de façon négative mais sans gêner l’activité aconitase. D’un autre côté l’ajout de H2O2 
extracellulaire amorce une cascade de signalisation qui favorise l’activité de fixation d’IRP1 sur l’ARN au 
détriment de son activité enzymatique d’isomérase. D’après Cairo et Pietrangelo (2000). 
 
Toutes ces considérations se réfèrent principalement à IRP1 qui est doté d’un agrégat 
[4Fe-4S] alors qu’il y a peu de données concernant les effets des ROS sur IRP2. Le 
mécanisme de régulation d’IRP2, c’est-à-dire via une dégradation ubiquitine dépendante de la 
protéine par le protéasome après oxydation des résidus du domaine de dégradation (Iwai et 
al., 1998), suggère que la protéine IRP2 est hautement sensible aux changements redox de la 
cellule. En effet, IRP2, qui n’est pas activée par du peroxyde d’hydrogène extracellulaire 
(Menotti et al., 1998 ; Pantopoulos et al., 1996) est inhibée dans le foie de rat après une 
Chapitre I : Introduction 
 46
exposition au stress oxydant (Cairo et al., 1995 et 1998 ; Tacchini et al., 1997 ; Mueller et al., 
2001) et dans les cellules traitées à la menadione (Gehring et al., 1999). 
En bref, des travaux récents ont offert de nouvelles perspectives concernant le rôle des 
IRP dans le stress oxydant ce qui a permis de réconcilier sa fonction dans une structure 
cohérente destinée à limiter la disponibilité du fer catalytiquement actif (Figure I.14) 
2.3.2 Le monoxyde d’azote (NO) 
 Le fait que les agrégats fer soufre soient des cibles préférentielles du monoxyde 
d’azote et que l’inhibition de l’aconitase mitochondriale soit impliquée dans l’effet 
cytotoxique de NO (Drapier et Bouton, 1996) a provoqué un grand nombre de recherches 
pour vérifier si cette molécule, qui est connue pour être impliquée dans une grande variété de 
processus physiologiques et pathologiques, jouait ou non un rôle dans la régulation du 
métabolisme du fer. Il a ainsi rapidement été établi un lien direct entre la variation du niveau 
intracellulaire en fer et l’induction de la transcription du gène de la nitrique oxyde réductase 
(Weiss et al., 1994). Il a été aussi clairement démontré que NO avait un grand nombre d’effets 
sur IRP1 et IRP2 quelle que soit l’espèce oxydée de monoxyde d’azote utilisé. La variation de 
l’activité IRP, induite par NO dans les macrophages, est probablement la plus pertinente des 
conditions physiopathologiques, car c’est ce qui est généralement retrouvé dans les 
inflammations ou encore les anémies chroniques, et c’est ce qui a permis de caractériser de 
façon très complète et pertinente les interactions IRP-NO (Drapier, 1997). 
 En accord avec les premiers travaux réalisés sur l’augmentation de l’activité de liaison 
à l’ARN des IRP faisant suite à une stimulation par NO (Drapier et al., 1993 ; Weiss et al., 
1993), des résultats plus récents ont mis en évidence que l’activité d’IRP1 était répétitivement 
retrouvée en constante augmentation après traitement de lignées de macrophage avec des 
cytokines, aboutissant à la production de monoxyde d’azote (Bouton et al., 1996), mais aussi 
avec des supports chimiques générant de NO (Mulero et Brock, 1999 ; Kim et Ponka, 1999) 
mais sans pour autant apporter aucune précision sur les mécanismes mis en jeu. Il n’est 
toujours pas clair si l’effet activateur de NO dépend d’une interaction directe avec l’agrégat 
d’IRP1, qui pourrait impliquer son désassemblage en passant par une étape [3Fe-4S] jusqu’à 
l’acquisition de l’apoforme capable de lier l’ARN, ou un effet lent du NO sur le pool 
intracellulaire de fer libre (Bouton et al., 1997 ; Oliveira et al., 1999 ;Kennedy et al., 1997 ; 
Wardrop et al., 2000). La destruction de l’agrégat est probablement insuffisante parce que les 
espèces dérivées de NO peuvent causer la formation d’IRP oxydée et donc inactive ce qui 
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implique obligatoirement sa réduction par la thiorédoxine (Oliveira et al., 1999) ou tout autre 
agent réducteur, afin de lui permettre d’acquérir une activité complète de fixation à l’ARN. 
 A l’inverse, IRP2 ne se comporte pas du tout comme IRP1. En effet, les macrophages 
de souris traités avec des lipopolysaccharides (LPS) et des interférons γ (IFNγ) produisent du 
NO (Weiss et al., 1993) ce qui entraîne une inhibition complète d’IRP2 (Recalcati et al., 
1998 ; Bouton et al., 1998) et une induction contrôlée de la synthèse de la ferritine par 
LPS/IFNγ (Recalcati et al., 1998). L’inactivation d’IRP2 a été confirmée par des études qui 
ont aussi décrit l’effet préférentiel sur IRP2 de la forme oxydé de NO (NO+) (Kim et Ponka, 
1999) et un effet dose-dépendant de l’IFNγ (Mulero et Brock, 1999). La dégradation d’IRP2 
est probablement le mécanisme d’inhibition qui est induit par NO dans les macrophages 
(Bouton et al., 1998 ; Kim et Ponka, 2000). 
 Un nombre important d’incertitudes subsiste concernant les effets de NO sur l’activité 
IRP. Ce qui est en particulier dû à la chimie intrinsèque de la molécule de monoxyde d’azote 
qui implique que sa réactivité dépende de son état de réduction et donc de l’environnement 
dans lequel il est généré. Ceci est illustré par le fait que IRP1 traité avec du peroxynitrite, un 
produit peu commun obtenu à partir de NO et de O-2, perd son activité aconitase sans gagner 
son activité de fixation à l’ARN (Bouton et al., 1997). De plus, beaucoup d’informations 
relatives aux interactions IRP-NO ont été obtenues par traitement des extraits cellulaires avec 
des donneurs de NO. Bien que ce soit un moyen pratique d’explorer les mécanismes 
moléculaires sous-jacents aux effets de NO sur l’activité IRP, il n’en demeure pas moins que 
c’est difficilement reproductible in vivo. En effet, toutes les réponses, in vitro, au NO 
nécessitaient obligatoirement l’addition de thiorédoxine (Oliveira et al., 1999). 
 
Figure I.15 : Modifications post-transcriptionnelles dans le métabolisme du fer des macrophages lors des 
phénomènes inflammatoires. L’activation induite par les cytokines module, à travers la voie NO, de façon 
différente les activités d’IRP1 et d’IRP2. D’après Cairo et Pietrangelo (2000). 
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 Cependant, pour résumer les implications physiologiques de la stimulation de la voie 
NO sur l’activité IRP, il semble possible de conclure qu’en dépit de l’activation d’IRP1, la 
perte d’IRP2, qui est fortement exprimée dans les macrophages, peut-être pathologiquement 
plus importante car l’activation des macrophages par les cytokines est accompagnée par la 
stimulation de la synthèse de la ferritine (Recalcati et al., 1998 ; Kim et Ponka, 1999) et par 
une diminution du nombre d’ARNm codant pour le TfR (Pantopoulos et Hentze, 1995 ; 
Mulero et Brock, 1999 ; Kim et Ponka, 1999). La grande affinité d’IRP2 pour ses motifs 
cibles IRE peut au moins aider à expliquer cet effet dominant bien que IRP1 puisse aussi 
jouer un rôle via le monoxyde d’azote (Oliveira et Drapier, 2000). 
 Ces découvertes ouvrent de nouvelles perspectives dans la compréhension des 
mécanismes moléculaires impliqués dans la rétention du fer dans les macrophages qui est une 
des caractéristiques des problèmes inflammatoires (Figure I.15). 
2.3.3 L’hypoxie 
 La découverte du fait que la Tf (Rolfs et al., 1997) et le TfR (Toth et al., 1999 ; 
Tacchini et al., 1999) soient codés par deux gènes inductibles par l’hypoxie a renforcé 
l’hypothèse d’un lien étroit entre le métabolisme du fer et celui de l’oxygène. Les IRP sont 
elles-mêmes sujetes à une régulation par l’oxygène mais des résultats contradictoires 
concernant les effets de l’hypoxie sur l’activité IRP ont été rapportés : deux études ont montré 
la diminution de l’activité IRP durant l’hypoxie (Hanson et Leibold, 1998 ; Tacchini et al., 
1999) alors qu’une autre a montré une nette augmentation (Toth et al., 1999). D’une manière 
intéressante, le fait que les IRP soient facilement séparables au moyen d’une analyse sur gel 
retard a permis à Leibold et collaborateurs de démontrer que l’hypoxie régulait de manière 
différentielle l’activité de fixation des IRP aboutissant à une diminution de l’activité de 
fixation d’IRP1 au profit de l’augmentation de son activité aconitase et d’une augmentation de 
la fixation d’IRP2 (Hanson et al., 1999). Cette augmentation de l’activité d’IRP2 provient 
d’un mécanisme encore assez confus impliquant la stabilisation de la protéine grâce au facteur 
HIF-1 (Hypoxia-Inducible Factor 1) inductible par l’hypoxie (Semenza, 2000). 
 Les conséquences fonctionnelles des différents comportements des deux IRP sont 
encore obscures, mais, si cette modulation opposée, observée dans les cellules de souris, est 
maintenue dans les cellules humaines, c’est-à-dire une augmentation de l’expression du TfR 
et une réduction de l’accumulation de la Ft trouvée dans les cellules manquant d’oxygène 
(Toth et al., 1999), suggère qu’IRP2 jouerait un rôle prédominant par rapport à IRP1. D’un 
autre côté, des études ont indiqué que l’augmentation de TfR, durant l’hypoxie, est 
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transcriptionnellement induit par HIF-1 (Lok et Ponka, 1999 ; Tacchini et al., 1999) malgré la 
régulation négative des IRP (Tacchini et al., 1999). De plus, l’inactivation de l’activité IRP, 
induite par l’hypoxie, pourrait très bien expliquer l’augmentation de la synthèse de Ft trouvée 
dans les oligodendrocytes en hypoxie (Qi et al., 1995). Le sens réel de cette modulation 
différentielle reste encore à établir mais cela pourrait être connecté non seulement à la 
régulation des protéines connues comme jouant un rôle dans le métabolisme du fer mais aussi 
à d’autres ARNm spécifiques à l’adaptation à l’hypoxie et présentant des motifs IRE. 
Néanmoins, cet exemple s’ajoute à la liste des conditions et agents qui modulent 
spécifiquement les deux IRP dans des directions opposées. 
2.3.4 La croissance cellulaire 
 La synthèse de novo des protéines contenant du fer, nécessaires à la prolifération 
cellulaire, comme par exemple la ribonucléotide réductase qui fournit les 
désoxyribonucléotides pour la synthèse de l’ADN, peut limiter la disponibilité du fer depuis 
son pool cellulaire et ainsi avoir une action d’activation des IRP. Ainsi un haut niveau 
d’activité de fixation des IRP a été détecté dans des cellules mitotiques (Testa et al., 1991 ; 
Teixeira et Kühn, 1991 ; Seiser et al., 1993) et, in vivo, après une hépatectomie partielle 
(Cairo et Pietrangelo, 1994). Néanmoins, il est à remarquer que la haute activité de fixation 
d’IRP2, durant la régénération du foie, est accompagnée par une augmentation des niveaux 
d’ARNm du TfR mais pas d’une réduction de l’expression de la Ft. Il a été montré que 
l’augmentation de la synthèse de la Ft, sous ces conditions, est due non seulement à 
l’activation de la transcription du gène de la Ft mais aussi à la diminution de l’efficacité de 
l’activité répressive des IRP alors que leur rôle de stabilisateurs des ARNm demeure non 
affecté (Cairo et al., 1998). Une explication possible pour ce phénomène est la grande 
disponibilité du complexe d’initiation eIF4F qui entre en compétition active avec les IRP 
durant la régénération du foie (Aloni et al., 1992). Cette opposition du paradigme qui 
coordonne et oppose le contrôle de l’expression de la Ft et du TfR montre une fois de plus que 
la machinerie IRP/IRE n’est qu’une partie d’un système de régulation très complexe et qui 
interagit avec d’autres composants de la cellule qui ont eux aussi un rôle de régulateur. Cette 
hypothèse a été supportée par les résultats d’une étude démontrant que les oncoprotéines 
régulant le passage de la croissance à la différenciation de certaines cellules, affectaient aussi 
l’expression de la Ft et de l’eALAS régulée par les IRP. 
 De nouvelles découvertes ont montré que l’induction d’IRP2 dans les cellules en 
croissance n’était pas seulement le fruit d’une diminution du niveau de fer mais celui d’une 
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activation transcriptionnelle spécifique due à la surexpression de l’oncogène c-myc (Wu et al., 
1999). Ce résultat semble renforcer l’idée qu’une multiplication cellulaire efficace requière un 
pool de fer important. IRP2 pourrait être, de plus, la cible des oncogènes afin de répondre aux 
exigences spécifiques du métabolisme d’une cellule cancéreuse en leur donnant ainsi un 
avantage sélectif non négligeable sur le tissu sain (Dang et Semenza, 1999). 
3 Objectifs du travail de thèse 
 Il est maintenant clair que la régulation du fer est quelque chose de primordiale à tout 
point de vue et qu’une compréhension aussi précise que possible des phénomènes mis en jeu 
ne peut être qu’un avantage dans l’anticipation de problèmes aussi importants que les 
maladies neurodégénératives ou la croissance et la prolifération des cellules tumorales. 
 Le système sur lequel nous avons décidé de nous pencher semble être le point de 
passage obligé de toutes les protéines impliquées de près ou de loin dans l’homéostasie du fer 
chez les vertébrés. En effet, il semble clair que les protéines IRP1 et IRP2 sont les deux seuls 
maîtres régulateurs de tout un ensemble aussi complexe et fin que celui de l’incorporation, du 
stockage, de l’exportation ou encore de l’utilisation du fer au sein des cellules, des tissus et 
d’une façon beaucoup plus large de l’organisme. Bien que ces deux protéines paraissent 
pouvoir marcher de paire, il est maintenant établit que IRP2 est le pilier central de la 
régulation de l’homéostasie du fer alors que IRP1 se voit plutôt dévolu des rôles plus précis 
mais néanmoins primordiaux dans le développement cellulaire comme ce peut être le cas de la 
réponse au stress oxydant. 
 Dans le but de démarrer cette étude nous avons décidé de nous lancer dans la course 
en travaillant sur la protéine IRP1 avec comme intention de résoudre sa structure 
tridimensionnelle par diffraction aux rayons X. Ce choix s’est vu orienté par le fait qu’IRP1 
est exprimée dans tous les tissus et dans toutes les cellules de l’organisme à des 
concentrations bien supérieures à celles d’IRP2 mais aussi par le fait que nous pouvions nous 
appuyer sur l’expertise de nos collaborateurs du Département Réponse et Dynamique 
Cellulaire du Commissariat à l’Energie Atomique de Grenoble, qui travaillent sur ce système 
et qui ont pu acquérir toutes les compétences nécessaires aux différentes techniques de 
purification et de caractérisation de la protéine. 
 
 Dans un premier temps, nous avons donc concentré nos efforts sur l’obtention de 
cristaux exploitables. Les difficultés ont commencé dès le début du projet, où le simple fait de 
Chapitre I : Introduction 
 51
travailler sur IRP1 sous sa forme aconitase, nous imposait l’utilisation d’une atmosphère 
anaérobie et donc l’emploi d’une boîte à gants. 
 La seconde étape a été la plus longue et surtout la plus délicate, à savoir la résolution 
du problème de la phase. IRP1 est une protéine de gros poids moléculaire et la présence de 
l’agrégat [4Fe-4S] n’a pas été suffisante pour résoudre la structure de la protéine par les 
méthodes SAD ou MAD. De même, malgré l’homologie avec l’aconitase mitochondriale de 
bœuf nous n’avons pas pu utiliser la technique du remplacement moléculaire et nous avons du 
nous orienter vers la recherche de dérivés d’atomes lourds. Une fois les phases obtenues nous 
avons commencé la construction manuelle du premier modèle jusqu’à le faire évoluer, via 
plusieurs cycles d’affinement, vers la structure finale que nous connaissons maintenant. 
 La troisième étape a consisté dans une étude de comparaison avec l’aconitase 
mitochondriale de bœuf afin de dégager les grandes différences pouvant peut-être expliquer 
pourquoi l’aconitase mitochondriale n’a pas cette capacité à fixer l’ARN mais surtout mettant 
en exergue toutes les subtilités de la fonction aconitase chez IRP1. 
 Enfin la dernière partie de cette étude a consisté, sur la base des résultats 
cristallographiques, à essayer de dégager quelques idées sur ce que peut être le mode de 
fixation du motif IRE sur la protéine IRP1 de même qu’à essayer d’anticiper les variations 
structurales qui pourraient être retrouvé sur la protéine IRP2. 








Chapitre II : Matériel et méthodes 
 53
Chapitre II : Matériel et méthodes 
La résolution d’une structure tridimensionnelle par cristallographie nécessite trois 
étapes indispensables. La première consiste en l’obtention d’un échantillon aux qualités 
d’homogénéité et de pureté proches de la « perfection ». Je ne m’attarderai pas sur cette étape, 
mais je tiens à souligner le travail exceptionnel de nos collaborateurs Jean-Marc Moulis et de 
son ancien étudiant Xavier Brazzolotto. Ils ont su nous fournir des préparations d’une grande 
qualité pour nos essais de cristallisation. La deuxième étape est à proprement parlé l’obtention 
d’un monocristal exploitable et enfin la dernière consiste en la résolution du problème des 
phases. Pour commencer je vais aborder les principes de la cristallogenèse avant de passer aux 
complications qui se présentent lors de la résolution d’une structure cristallographique et des 
moyens qui existent pour surmonter ces problèmes. 
1 La cristallogenèse 
L’ensemble du travail cristallographique pour déterminer la structure d’une nouvelle 
protéine est entièrement conditionné par l’obtention de cristaux de taille et de qualité de 
diffraction suffisantes. La mise au point de nouvelles conditions de cristallisation et 
l’amélioration de celles-ci sont, aujourd’hui encore, menées de manière très empirique et sous 
la forme d’essais-erreurs répétés. Pour aider dans ce travail, un arsenal complet de recettes 
existe. 
1.1 Les principes 
Un cristal est l’arrangement périodique et ordonné d’un motif composé d’un ensemble 
de molécules de protéines se répétant à l’identique d’une maille à l’autre. Le principe de la 
cristallisation est donc d’induire un changement d’état de la protéine de sa phase soluble à une 
phase solide et ordonnée, ces deux états étant en équilibre. Ce phénomène de transition de 
phase dépend de nombreux paramètres et peut se diviser en deux étapes : la germination ou 
plus communément appelé nucléation et la croissance cristalline. 
La difficulté consiste à trouver le subtil compromis entre les différents facteurs cinétiques et 
thermodynamiques qui contrôlent la solubilité de la protéine qui est tributaire des interactions 
entre les acides aminés de surface et le solvant. Pour induire la nucléation, il faut amener la 
protéine dans un état soluble instable de sursaturation en diminuant lentement sa solubilité 
(voir Figure II.1). Ce qui revient à déstabiliser les interactions protéines-solvant au profit 
d’interactions protéines-protéines. Des interactions non-spécifiques conduisent à la 
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précipitation (phase solide amorphe), au contraire des interactions spécifiques entre les 
molécules de protéines mènent à la formation de germes cristallins. Le retour à l’équilibre 
thermodynamique s’effectue alors plus ou moins rapidement par la croissance de la phase 
solide (les cristaux dans le meilleur des cas). 
 
Figure II.1 : Différents chemins expérimentaux sur le diagramme de phase. A : la goutte va se concentrer, mais 
pas suffisamment pour permettre l’apparition de germes. La solution restera saturée à cause d’une cinétique trop 
lente. A’ : la goutte va se concentrer jusqu’à atteindre une sursaturation suffisante pour permettre l’apparition de 
germes (B’) qui sont dans le meilleur des cas cristallins. Les germes vont alors croître et la concentration en 
protéine va diminuer jusqu’à atteindre la limite de solubilité (C’). A’’ : la goutte va se concentrer de façon à 
atteindre la zone de précipitation, loin de la limite de la zone métastable. L’énergie du système sera telle que de 
nombreux germes vont apparaître qui conduiront à une multitude de petits cristaux. Il est aussi possible que la 
concentration de la goutte soit telle qu’elle favorise, d’un point de vue cinétique, l’apparition d’un précipité 
amorphe. 
1.1.1 Les paramètres physico-chimiques 
Les paramètres qui influencent la solubilité des protéines sont très nombreux et 
variables d’une protéine à l’autre. En pratique, pour trouver un état de sursaturation qui 
conduise à la cristallisation, il faut tester et maîtriser plusieurs facteurs : 
• La pureté et la concentration de la protéine : absence de contaminant, de micro-
hétérogénéité ou d’isomérisation (homogénéité conformationnelle) ; 
• Les agents agissant sur la solubilité, la stabilité et/ou la conformation de la protéine : 
tampons, ions, substrats ou inhibiteurs, cofacteurs, détergents mais aussi le temps 
écoulé depuis la purification (pendant lequel des dégradations peuvent avoir lieu) ; 
• Le pH dont dépend la répartition des charges à la surface de la protéine ; 
• La nature et la concentration des agents précipitants et des additifs ; 
• La température affectant la solubilité, la stabilité de la protéine et la cinétique de 
cristallisation. 
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1.1.2 Les principaux agents précipitants 
L’agent précipitant tient un rôle majeur dans le processus de cristallisation puisqu’il 
affecte directement et de façon majoritaire la solubilité de la protéine. Les différents agents les 
plus couramment employés peuvent être classés en trois familles distinctes suivant leurs effets 
sur les interactions protéines solvant et protéines protéines : 
• Les polymères qui agissent par exclusion du solvant au voisinage de la protéine (le 
PEG est le plus utilisé), 
• les sels non chaotropiques (non dénaturants pour les protéines) qui modifient la force 
ionique et augmentent les interactions hydrophobes en excluant le solvant (le sulfate 
d’ammonium, les acétates ou les chlorures), 
• les solvants organiques qui diminuent la constante diélectrique du milieu (MPD, 
isopropanol, dioxane…). 
Afin de maîtriser pleinement la solubilité de la protéine, il est souvent nécessaire de combiner 
les agents précipitants ou d’y associer un ou plusieurs additifs comme les détergents ou les 
alcools. 
1.2 Les techniques 
Il existe de nombreuses méthodes de cristallisation des protéines, chacune permettant 
d’atteindre et de traverser différemment les zones de germination et de croissance cristalline : 
par équilibre en phase vapeur, par dialyse ou par « batch » (Ducruix et Giege, 1992). 
1.2.1 La diffusion en phase vapeur 
La technique la plus utilisée actuellement est celle de la diffusion de vapeur en goutte 
suspendue (Wlodawer et Hodgson, 1975 ; McPherson et al., 1995). Elle est basée sur les 
propriétés thermodynamiques qui imposent aux concentrations en agents précipitants de deux 
solutions, enfermées dans un milieu hermétiquement clos, de tendre vers un équilibre par 
diffusion de vapeur de solvant. 
Elle est particulièrement adaptée aux essais réalisés sur de petits volumes (1 à 5 µl). En début 
d’expérience, une goutte de protéine est diluée avec une solution contenant un agent 
précipitant, au voisinage de la zone de sursaturation. Cette goutte est placée dans une enceinte 
hermétiquement scellée (par de la graisse minérale ou par un joint synthétique) en même 
temps qu’un large volume de la solution de précipitant, comme indiqué sur la Figure II.2. Le 
retour à l’équilibre des concentrations est atteint lentement par évaporation d’eau (diffusion 
de vapeur), de la goutte vers le réservoir. La diminution du volume de la goutte entraîne en 
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même temps l’augmentation des concentrations en précipitant et en protéines (voir Figure 
II.1). Le réservoir ne sert qu’à maintenir une pression de vapeur constante. 
 
Figure II.2 : Technique de la goutte suspendue. 
1.2.2 L’ensemencement 
 Lorsque les cristaux sont trop petits, il est recommandé d’utiliser la technique 
d’ensemencement. En effet, la germination demande plus de sursaturation que la croissance 
cristalline. Cette méthode consiste à utiliser les germes obtenus en forte sursaturation pour 
ensemencer en faible sursaturation. Les germes peuvent être soit des monocristaux (macro-
ensemencement) soit un broyat de cristaux (micro-ensemencement). En permettant de 
maîtriser le nombre de germes ensemencés, cette méthode permet de favoriser la croissance 
de quelques grands cristaux au lieu d’une multitude de petits. Par ailleurs, en dissociant les 
étapes de germination et de croissance, elle permet de faire pousser les cristaux dans des 
conditions plus variées et moins saturantes. Or les cristaux poussent souvent plus lentement et 
donc plus régulièrement en faible saturation. 
1.3 La recherche des conditions de cristallisation 
 L’ensemble des paramètres physico-chimiques, qui peuvent influencer la 
cristallisation des macromolécules biologiques, définit un espace paramétrique de grande 
dimension. A contrario, la quantité d’échantillon dont nous disposons pour chercher et 
optimiser les conditions de cristallisation d’une nouvelle protéine est, quant à elle, souvent 
très limitée. En l’absence d’une base théorique ayant démontré une réelle efficacité pour 
orienter cette recherche, ce sont les méthodes qui permettent de tester le plus grand nombre de 
paramètres, tout en s’appuyant sur l’expérience acquise avec d’autres protéines, qui sont les 
plus utilisées. L’approche classique de ce travail est habituellement décomposée en trois 
étapes consécutives : le criblage, l’analyse du plan factoriel et l’optimisation. 
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1.3.1 Le criblage 
 En prenant comme base l’ensemble des conditions connues pour la cristallisation de 
protéines, plusieurs équipes ont proposé des matrices de criblage ou, en anglais, « screening » 
(Cudney et al., 1994 ; Jancarik et Kim, 1991 ; McPherson, 1992). Les deux matrices les plus 
utilisées sont celles de Jancarik et Kim (1991) et de Cudney et collaborateurs (1994), elles 
sont commercialisées par Hampton Research sous les noms de Crystal Screen I et II. Chacune 
contient une cinquantaine de conditions différentes. Le protocole de Jancarik et Kim contient 
des conditions « standards », alors que celui de Cudney et collaborateurs propose un cocktail 
de conditions utilisant des molécules un peu plus exotiques (Jeffamine, polyethylèneimine, 
PEGMME…) ou peu utilisées en cristallisation lors des premières recherches (sels de métaux 
type césium, cobalt, fer…). 
 L’intérêt des criblages est de permettre de dégager rapidement, sans connaissance 
préalable, les premières tendances à la cristallisation du système en utilisant peu de matériel 
mais en testant un grand nombre de paramètres. Dans les cas favorables, elles permettent 
d’obtenir rapidement les premiers cristaux. 
1.3.2 Les plans d’analyse factorielle 
 A partir des résultats obtenus par ces premiers essais, une analyse plus fine de l’effet 
de certains paramètres peut être orientée en élaborant des plans d’expériences qui seront 
soumis à une analyse statistique. Ces plans peuvent être complets, ce qui revient à tester 
toutes les combinaisons des paramètres fixés, ou incomplets, ce qui s’apparente à 
échantillonner de façon homogène l’espace des paramètres à explorer en un minimum 
d’expériences (Carter et Carter, 1979). 
Le principe d’élaboration d’un plan factoriel incomplet est de combiner entre elles et 
aléatoirement les différentes valeurs (ou niveaux) de chaque variable (ou paramètre) de 
manière à ce qu’elles soient représentées statistiquement le même nombre de fois et d’éviter 
la redondance des expériences. Le nombre de conditions à tester dépend de l’espace 
multiparamétrique choisi et du nombre de valeurs attribuées à chaque variable. Si N 
représente le nombre de conditions d’un plan complet, il est possible de réduire jusqu’à N  
le nombre minimum d’expériences pour un plan incomplet. Au laboratoire, le logiciel 
SAmBA (Audic et al., 1997) permet de déterminer ce genre de plan d’expérience. 
 En théorie, pour l’analyse statistique, un score (ou figure de mérite) est attribué par 
examen visuel à chaque résultat d’expérience et donc par conséquent à chaque niveau de 
chaque variable. Les scores ainsi attribués indiquent l’effet positif ou négatif de chaque 
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paramètre sur la cristallisation. Dans le cas le plus simple, l’échelle des scores possède trois 
niveaux : 0 pour les gouttes claires, 1 pour les précipités et 2 pour les cristaux. 
 Après avoir dégagé les effets majeurs, un nouveau plan peut-être élaboré en combinant 
les facteurs positifs. Ainsi par étapes successives, il est possible de réduire le nombre de 
conditions à explorer jusqu’à revenir à des plans complets afin d’affiner et d’améliorer les 
conditions de cristallisation. 
1.3.3 L’optimisation 
 Souvent, les cristaux au terme d’essais systématiques de quelques paramètres ne 
permettent pas encore d’obtenir une diffraction de bonne qualité. Une étape d’optimisation est 
nécessaire. Le but de cette étape est d’ajuster finement les conditions afin de diminuer la 
germination, d’augmenter la taille des cristaux, d’améliorer leur aspect, d’éliminer les 
problèmes de macle ou de cristaux collés et surtout d’augmenter l’ordre cristallin. Différentes 
recettes peuvent être mises en œuvre pour limiter le taux de nucléation ou ralentir la 
croissance cristalline : 
• le scale-up : dans de nombreux cas des cristaux plus gros peuvent être obtenus, 
moyennant quelques réajustements des conditions, en augmentant simplement la 
quantité des produits utilisés (volumes des gouttes) ; 
• la modification du rapport volumique entre la solution de protéine et le réservoir 
permet de modifier la vitesse de concentration et d’atteindre un niveau de 
sursaturation différent ; 
• la méthode de perturbation : cette approche consiste à modifier les conditions initiales 
de cristallisation afin de les déplacer vers des conditions plus favorables. Cela peut 
être réalisé en ajoutant des additifs chimiques de divers types. Ces additifs peuvent 
être des agents de solubilisation (les détergents non ioniques, le dioxane…), des sels 
chaotropiques (l’urée, le thiocyanate de potassium…), des sels métalliques (Zn2+, 
Ni2+…), des composés agissant sur les potentiels d’oxydoréduction (DTT, 
ferricyanure…) ; 
• l’ensemencement : cette méthode (voir § II.1.2.2) peut permettre de ralentir la 
croissance cristalline et d’éviter les contraintes de la germination ; 
• la cristallisation en gel : la cristallisation dans les gels de silice ou d’agarose semble 
efficace pour, à la fois, réduire le taux de germination et augmenter la taille et la 
qualité de diffraction des cristaux (Robert et al., 1992). Les gels permettent d’éviter les 
effets de convection qui perturbent la formation des cristaux ; 
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• le contrôle de la diffusion de vapeur : différentes techniques permettent de modifier 
les échanges de vapeur entre la goutte et le réservoir, celle employée dans cette étude 
consiste à placer une couche d’huile à la surface du réservoir (Figure II.3). Cette 
dernière agît comme une barrière et les vapeurs d’eau diffusent plus lentement ce qui 
permet d’agir directement sur la cinétique de croissance des cristaux (Chayen, 1997). 
Cette technique permet de réduire le nombre de cristaux en croissance et d’augmenter 
leur taille. 
 
Figure II.3 : Limitation de la diffusion de vapeur grâce à l’emploi d’une barrière minérale constituée d’un 
mélange d’huiles plus ou moins perméable à l’eau. La diffusion de vapeur est moins importante après l’ajout de 
la barrière d’huile (schéma de droite) alors que sans elle est beaucoup plus importante (schéma de gauche). 
1.4 La boîte à gants 
 La protéine sur laquelle j’ai travaillé a été produite dans le groupe de Jean-Marc 
Moulis, directement à partir de bactéries E. coli contenant le plasmide codant pour la forme 
humaine de la protéine IRP1. Toutes les étapes de purification ont été réalisées en absence 
d’oxygène du fait même de la sensibilité de l’agrégat [4Fe-4S] de la protéine. A cause de cette 
sensibilité prononcée pour l’oxygène et du fait que nous souhaitions travailler dans un 
premier temps sur la forme aconitase de la protéine, nous avons décidé de réaliser tous les 
essais de cristallisation dans une boîte à gants, sous atmosphère anaérobie. 
1.4.1 Description 
 La boîte à gants du laboratoire comporte deux postes de travail pour la cristallisation et 
la manipulation des cristaux (Vernède et Fontecilla-Camps, 1999). Deux sas de taille 
différente, reliés à une pompe à vide, permettent de faire entrer ou sortir des objets sans 
contaminer l’enceinte par de l’oxygène. La boîte à gants a une atmosphère confinée, 
équilibrée avec de l’azote et un taux d’hydrogène variable autour des 10% durant les essais de 
cristallisation. La température est régulée par un groupe froid entre 20 et 22°C, de même que 
le taux d’humidité qui oscille aux alentours de 50%. Le taux d’oxygène est suivi par une 
sonde et l’utilisation d’un catalyseur au cuivre permet de maintenir ce taux à moins de 2 ppm. 
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La Figure II.4 représente la boîte à gants utilisée au laboratoire pour les essais de 
cristallisation des protéines sensibles à l’oxygène. 
 
Figure II.4 : Vue de la boîte à gants. Le poste de gauche permet le stockage des boîtes de cristallisation alors que 
celui de droite est utilisé pour la manipulation des cristaux et la réalisation des gouttes. 
1.4.2 Manipulation dans la boîte à gants 
 Afin d’éviter le relargage d’oxygène adsorbé sur le matériel de cristallisation, les 
boîtes de cristallisation Nextal® ainsi que les cônes des micropipettes sont laissés une nuit 
sous vide dans le sas avant utilisation. De même, pour éliminer l’oxygène dissous dans les 
solutions, celles-ci sont saturées par l’atmosphère de la boîte à gants par bullage pendant 20 
min à l’aide d’une pompe à aquarium. 
1.5 Cryocristallographie et congélation des cristaux 
 Lors de l’enregistrement de données de diffraction, les cristaux sont exposés plus ou 
moins longtemps aux rayons X. Ces rayonnements provoquent la dégradation des cristaux, 
principalement en générant des radicaux libres (radiolyse de l’eau) et des phénomènes 
d’ionisation (éjection des électrons de cœur par des ions métalliques au voisinage des seuils 
d’absorption). Avec l’emploi de source de rayonnement de plus en plus intense, le besoin de 
protéger les cristaux contre cette dégradation est devenu indispensable. La congélation à des 
températures inférieures à 140 K permet de diminuer la propagation des radicaux libres dans 
le cristal. Cela empêche également la congélation de l’eau sous forme cristalline laquelle 
provoque, par diffraction des rayons X, l’apparition de taches parasites sur les clichés de 
diffraction (principaux anneaux de glace à 3.5, 3.7 et 3.9 Å). Cette méthode permet en outre 
de faciliter la conservation et le transport des cristaux. 
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1.5.1 Le propane liquide 
 La congélation des cristaux se fait habituellement par trempage dans l’azote liquide. 
Toutefois, l’azote a une faible chaleur latente de vaporisation. Cela entraîne un phénomène de 
caléfaction lorsque le cristal est plongé dans l’azote, ce qui empêche une congélation rapide 
optimale surtout si le cristal est de grande taille. De plus, lors de l’entrée de l’azote dans la 
boîte à gants, celui-ci va s’évaporer pendant l’étape de vide à l’intérieur du sas. Pour résoudre 
ce problème, une technique de congélation rapide dans du propane a été utilisée (Vernède et 
Fontecilla-Camps, 1999). A -196°C, le propane trempé dans l’azote est solide. Cet état permet 
de le rentrer dans la boîte à gants avant fusion avec un minimum d’évaporation thermique. 
Lorsque l’état de fusion est atteint, le cristal est plongé dans le propane liquide qui se trouve 
loin de sa température d’ébullition. Il n’y a donc pas de phénomène de caléfaction et le cristal 
congelé peut être sorti de la boîte à gants avant que la température du propane n’atteigne -
130°C qui correspond à sa température de vaporisation. Il n’y aura donc pas de transition 
glace vitreuse - glace cristalline. Le propane est alors re-solidifié dans l’azote liquide pour 
préparer un nouveau cycle de congélation en boîte à gants. 
1.5.2 Le rôle du cryoprotectant 
 Les cristaux des macromolécules biologiques contiennent beaucoup d’eau (de 30 à 
80%), ce qui peut entraîner la formation de glace cristalline lors de la congélation. Cette glace 
peut engendrer une augmentation du volume du cristal, ce qui le détériore, voire le détruit. 
Pour éviter cela, une méthode consiste à remplacer une partie de l’eau par un cryoprotectant 
selon une technique de trempage c’est-à-dire d’échange. Divers cryoprotectants peuvent être 
utilisés comme, par exemple le glycérol, le sucrose, le méthylpentanediol (MPD) ou le PEG 
400. Par ailleurs, l’eau autour du cristal peut, elle aussi, cristalliser lors de la congélation, et 
ainsi perturber les clichés de diffraction par apparition de ce qui est appelé communément des 
anneaux de glace à 3,5, 3,7 et 3,9 Å. L’utilisation d’un cryoprotectant permet d’empêcher la 
formation de glace cristalline au profit d’un état vitreux amorphe et donc plus transparent aux 
rayons X.  
2 La cristallographie 
 La cristallographie est un type de microscopie dans lequel les lentilles, permettant de 
produire l’image d’un objet à partir de la lumière qu’il diffuse, ont été remplacées par une 
transformation mathématique : la transformée de Fourier (TF), qui permet, elle, de calculer 
cette image à partir de la mesure directe de l’intensité diffusée. 
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2.1 La diffraction des rayons X par les cristaux 
 La diffraction met en évidence le caractère ondulatoire de la lumière. Cela s’explique 
par les interférences destructives ou constructives d’ondes cohérentes diffusées par les atomes 
d’un réseau lorsqu’ils sont exposés aux rayons X. L’arrangement périodique d’un cristal fait 
qu’un faisceau incident peut produire plusieurs faisceaux diffractés, appelé réflexions, ayant 
chacune une direction et une intensité déterminée. L’ensemble des directions de diffraction 
dépend uniquement de l’orientation des trois vecteurs de base a, b et c qui définissent le 
réseau cristallin, par rapport au faisceau incident (§ II.2.1.1). L’expérience de diffraction peut 
être décrite par les équations de Laue ou de Bragg. La proportion relative d’intensité 
diffractée dans chaque direction dépend (si les modulations induites par l’absorption ou la 
polarisation ne sont pas pris en compte), de la répartition de la densité de matière diffusante 
(dans le cas des rayons X, ce sont les électrons) à l’intérieur de la maille (§ II.2.1.2). La 
symétrie de l’arrangement cristallin impose des relations particulières sur l’intensité et le 
déphasage de certaines réflexions, qui sont appelées réflexions équivalentes. Elle peut aussi 
induire des extinctions d’intensité. 
2.1.1 Les directions de diffraction 
 La diffraction par un réseau n’est observée que dans les directions de l’espace qui 
vérifient les équations de Laue. Si s0 est le vecteur d’onde incident et s le vecteur d’onde 
diffusé (avec λ pour la longueur d’onde : s0 = s = 1/λ), la diffraction n’est observée que dans 
les directions de s où le vecteur de diffraction S = s - s0 vérifie les équations de Laue : 
S.a = h  S.b = k  S.c = l 
où h, k et l sont des entiers. 
 Les équations de Laue se transforment en : 
S = ha* + kb* + lc* 
où S est un vecteur du réseau réciproque ayant pour vecteur de base a*, b* et c* (voir Figure 
II.5.A). Le réseau réciproque est construit géométriquement à partir du réseau direct par les 
relations : 
a* = b∧c/V  b* = c∧a/V  c* = a∧b/V 
où V = a.b∧c est le volume de la maille du réseau direct. Chaque réflexion correspond à un 
nœud du réseau réciproque et peut ainsi être indexée par un jeu de trois indices h, k, et l 
appelés indices de Miller. 
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La loi de Bragg formule de manière différente ces conditions, en introduisant le 
concept de plan réticulaire. La diffraction des rayons X est alors assimilée à une réflexion du 
faisceau incident sur une famille de plans réticulaires parallèles (perpendiculaires à S) 
d’indice h, k, l et de distance interréticulaire dhkl, se produisant aux angles 2θ (angle entre les 




 A une réflexion d’indice h, k, l correspond une résolution dans l’espace direct (aussi 
appelée espacement de Bragg), mesurée par dhkl, la distance entre plans réticulaires 
diffractants correspondantes. Dans le cas de l’utilisation d’une source de rayons X 
monochromatique, à chaque faisceau diffracté correspond une seule réflexion d’indice h, k, l. 
 
Figure II.5 : Schéma décrivant le phénomène de la diffraction selon les lois de Laue (A) et de Bragg (B). 
2.1.2 Les facteurs de structure 
 L’onde diffusée par un objet est la somme de la diffusion de tous les atomes de l’objet 
et peut donc être représentée mathématiquement comme la transformée de Fourier de cet 
objet. Un cristal peut-être représenté comme le produit de convolution d’une fonction motif 
(les molécules présentes dans la maille du cristal) par une fonction réseau qui répète ce motif 
par translation dans le cristal (défini par les paramètres de maille). Or, la transformée de 
Fourier échange produit ordinaire et produit de convolution. En effet la transformée de 
Fourier d’un produit de convolution est égale au produit des transformées de Fourier. Les 
ondes diffractées correspondent donc à la transformée de Fourier de la densité électronique du 
motif, échantillonnée aux nœuds du réseau réciproque. Ces réflexions peuvent être 
représentées par un nombre complexe Fhkl appelé facteur de structure qui peut donc être 
calculé de la manière suivante : 
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ρ est la densité électronique et x,y,z sont les coordonnées fractionnaires de l’espace direct. En 
appliquant la transformée de Fourier inverse, qui se réduit dans ce cas à une série de Fourier 
(Fhkl n’existant que pour les valeurs h, k et l entières), nous pouvons retrouver l’image de la 
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 Chaque facteur de structure Fhkl peut-être défini par une amplitude Fhkl et une phase 
Φhkl. Ces deux composantes doivent être connues simultanément pour reconstruire la densité. 
Un modèle atomique (décrivant la nature, la position, l’agitation et l’occupation de site de N 
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où fj, Bj, qj, xj, yj et zj sont respectivement le facteur de diffusion atomique, le facteur 
d’agitation thermique, l’occupation et les trois coordonnées de l’atome j. C’est l’application 
de l’équation (1) à un modèle atomique discontinu. 
 Il n’y a pas de moyen direct pour mesurer la phase Φhkl des facteurs de structures Fhkl 
(voir § II.2.5). En effet, les détecteurs ne sont sensibles qu’à l’intensité Ihkl des ondes 
diffractées. Or l’intensité, grandeur réelle, ne dépend que de l’amplitude du facteur de 
structure : 
2
hklhklhklhklI FFF ==   (4) 
Il n’est donc pas possible d’en déduire la phase ni de reconstruire directement la densité 
électronique par la seule transformée de Fourier inverse. 
2.2 Enregistrement des données 
 La méthode classique qui est utilisée en cristallographie des macromolécules consiste 
à enregistrer les intensités diffractées sur des détecteurs bidimensionnels, au cours d’un 
ensemble de petites rotations du cristal, par pas de 0,5 ou 1° par exemple. Cette méthode 
permet de rapidement mettre en condition de diffraction une grande partie des réflexions de 
l’espace réciproque. Le temps d’exposition dépend de l’intensité du faisceau incident et du 
pouvoir de diffraction du cristal. Dans la grande majorité des cas un faisceau incident 
monochromatique est utilisé. 
Chapitre II : Matériel et méthodes 
 65
 Les rayons X proviennent soit d’un générateur à anode tournante, soit d’un 
rayonnement synchrotron. Dans le premier cas, la longueur d’onde est généralement celle de 
la raie d’émission Kα du cuivre, λ=1,54 Å, alors que dans le second, une gamme continue de 
longueurs d’ondes est accessible, typiquement de 0,5 à 2 Å. 
 Les différents jeux de données des cristaux de la protéine IRP1 ont été collectés sur 
les lignes BM30a et ID14 de l’European Synchrotron Radiation Facility (ESRF) de Grenoble. 
2.2.1 La ligne de lumière FIP – BM30a 
 
Figure II.6 : Système CATS (Cryogenic Automated Transfert System). A gauche, le Dewar rempli d’azote 
contenant 4 carrousels capables d’accueillir 10 échantillons chacun. A droite, le bras robotisé utilisé pour monter 
et récupérer les échantillons à analyser. 
 
La ligne FIP-BM30a est une ligne permettant d’atteindre des longueurs d’onde 
comprises entre 0,7 et 1,8 Å avec un faisceau de 300 µm par 300 µm. Les échantillons sont 
placés sur une tête goniométrique à 4 cercles et les données sont enregistrées par un détecteur 
MARCCD (Charged Couple Device). Pendant toute la collecte, les cristaux sont maintenus à 
une température de 100 K, grâce au système cryogénique « Oxford cryostream ». La 
particularité de la ligne FIP réside dans le fait que la majorité des différentes étapes pour 
mener à bien une expérience cristallographique sont automatisées (Roth, 2002). De 
l’optimisation de l’intensité du faisceau en passant par son centrage ainsi que le choix de la 
longueur d’onde utilisée (indispensable pour le phasage par les méthodes SAD ou MAD) 
toutes ces étapes sont complètement automatiques. De même le centrage du puit ou, en 
anglais, « beam-stop », outil qui empêche le faisceau principal de rayons X d’atteindre 
directement le détecteur risquant de l’endommager, est informatisé. Un système robotisé 
Chapitre II : Matériel et méthodes 
 66
nommé « CATS » (Cryogenic Automated Transfer System) permet le montage ainsi que la 
récupération des échantillons de façon automatique (Figure II.6). 
L’avantage majeur de ce système est qu’il permet d’améliorer la stratégie de collecte 
et d’optimiser le temps d’occupation de la ligne de lumière. D’une part il permet la 
récupération aisée et à moindre risque d’un cristal, facilitant le choix du meilleur cristal, et 
d’autre part il limite les accès sécurisés à la cabine expérimentale. Le centrage du cristal est 
géré par un système semi-automatique. Enfin, dans les cas les plus favorables un logiciel 
nommé « ADP » (Automated Data Processing) permet d’analyser des données et de résoudre 
la structure cristallographique de la protéine d’intérêt. 
2.2.2 Les lignes de lumière ID14 
Les lignes ID14-1 et 2 sont pourvues d’un faisceau monochromatique dont la longueur 
d’onde est fixée à environ 0.93 Å. Le diamètre du faisceau est compris entre 50 et 200 µm. 
Ces lignes, pourvues d’un goniomètre à 1 cercle, sont équipées d’un détecteur ADSC Q4R 
CCD. La température du cristal est maintenue à 100 K par un système cryogénique « Oxford 
cryostream ». La résolution maximale qu’il est possible d’atteindre est de 0.97 Å. 
Enfin les lignes ID14-3 et 4 est pourvue d’un micro-diffractomètre avec centrage du 
cristal semi-automatique. Le détecteur est un appareil MARCCD3x3. La longueur d’onde est 
variable de 0,62 à 2,07 Å. 
2.3 Le traitement des données 
2.3.1 Les principes 
Le protocole de traitement des images enregistrées lors de la rotation du cristal 
comporte trois étapes essentielles : 
 • l'indexation : cette étape consiste, à l'aide de la position des tâches de diffraction 
couplée à l'angle d'oscillation, à déterminer l'orientation du cristal et ses paramètres de maille. 
Les programmes d'indexation cherchent trois vecteurs de base permettant de relier toutes les 
réflexions, puis la matrice d'orientation ainsi que la maille qui expliquent toutes les réflexions 
observées. Il est alors possible de prédire la position de l'ensemble des tâches de diffraction 
sur les images et d'en mesurer l'intensité ; 
 • l'intégration des intensités : la dispersion spatiale des raies de diffraction, due 
essentiellement à la mosaïcité du cristal, à la largeur spectrale et à la divergence du faisceau 
incident, a pour conséquence d’étaler une tâche sur un diamètre de quelques millimètres. Les 
programmes de traitements permettent d'établir les profils moyens de ces tâches et de calculer 
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l'intensité de chaque réflexion par intégration numérique suivant ces profils calculés. Il est 
aussi nécessaire de corriger les effets d'absorption et de polarisation du faisceau incident ; 
 • la mise à l'échelle : du fait de la dégradation des cristaux dans le flux de rayons X, 
de la décroissance de l'intensité du faisceau synchrotron ou de la forme du cristal, l'intensité 
des réflexions normalement identiques par symétrie et mesurée à des instants différents et 
pour des orientations différentes ne sera pas égale. Pour tenir compte de tous ces paramètres, 
il faut donc mettre au même niveau d'intensité ces différentes réflexions. Les programmes de 
mise à l'échelle vont déterminer deux facteurs, un linéaire, k, et l’autre en fonction de la 
résolution, B, pour chaque image à partir des réflexions supposées équivalentes par les 
symétries du cristal. Par la suite, les intensités de ces réflexions équivalentes sont moyennées 
et le module des facteurs de structure est calculé : c'est la réduction des données qui permet 
d'obtenir l'ensemble des réflexions uniques nécessaires pour calculer l'image de la densité 
électronique par transformée de Fourier. 
2.3.2 Les programmes utilisés 
Il existe toute une série de programmes dédiés au traitement des images de diffraction 
qui permettent d'extraire les intensités de chaque réflexion, de mettre à l'échelle et de calculer 
les facteurs de structure. Dans cette étude, j'ai utilisé différents programmes pour traiter les 
jeux de données qui ont été enregistrés : XDS (Kabsch, 1993) pour l'indexation et l'intégration 
des tâches de diffraction et la suite CCP4 (CCP4, 1994) pour la réduction des données. 
 • le programme XDS : ce programme, hautement automatisé, développé par W. 
Kabsch se décompose en sept sous-programmes qui permettent un traitement rapide des 
données en découplant les différentes opérations. Il a aussi l'avantage de déterminer des 
profils tridimensionnels indispensables dans le cas où les cristaux sont mosaïques et pour 
lesquels l'intensité d’une tâche peut être répartie sur plusieurs images. Par contre, ce 
programme reste plus difficile d'approche par son manque d'interface graphique et le peu de 
paramètres manipulables pour l'intégration. 
 • la suite CCP4 : cette suite de programmes dispose d'un ensemble de scripts pour la 
manipulation des fichiers informatiques contenant les réflexions mesurées (COMBAT, 
SORTMTZ, CAD...) mais aussi les programmes SCALA et TRUNCATE qui ont servi à la 
mise à l'échelle et au calcul des modules des facteurs de structure. 
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2.3.3 La validation des données 
 La qualité d'un jeu de données est déterminée par différents critères statistiques 
calculés au cours du traitement. Les paramètres les plus significatifs et utilisés sont : 
 • la résolution : qui déterminera la finesse des détails dans l’image de la densité 
électronique. La limite haute de la résolution des données mesurées peut être imposée par la 
configuration de l’expérience (taille du détecteur, distance cristal-détecteur, longueur 
d’onde…) ou par la qualité de diffraction du cristal. Dans ce dernier cas, un rapport signal sur 
bruit moyen de l'ordre de 2 est communément admis comme seuil de coupure ; 
 • le signal sur bruit (I/σ) moyen : plus il est grand et meilleure est l'estimation des 
facteurs de structure ; 
 • la complétude : qui mesure le rapport entre le nombre de réflexions uniques 
mesurées et le nombre théorique de ces réflexions pour la résolution des données. Elle doit 
être la plus grande possible et supérieure à 90% ; 
 • la redondance : qui correspond au nombre de fois où l'intensité d'une réflexion 
unique est mesurée. Ce qui est équivalent au nombre moyen de réflexions symétriques 
mesurées. Plus la valeur numérique de ce critère est grande, meilleure sera l'estimation de 
l'intensité moyenne d'une réflexion unique en diminuant l'erreur commise à condition que le 
cristal ne se dégrade pas pendant la collecte ; 
 • le facteur Rsym : (ou Rmerge si plusieurs cristaux sont utilisés) qui représente le 
désaccord entre les intensités des réflexions équivalentes par symétrie. Plus ce facteur est bas, 











sym  (5) 
où <Ih’k’l’> est l’intensité moyenne de la réflexion unique h’k’l’ et Ihkl est l’intensité mesurée 
de la réflexion hkl. 
Toutefois, il a pu être montré que l'augmentation de ce facteur statistique en fonction 
du nombre de réflexions n'était pas seulement due à l'accumulation des erreurs systématiques 
lors de la mesure mais aussi à la redondance du jeu de données. (Diederichs and Karplus, 
1997) ont alors proposé l'utilisation d'un terme statistique qui reflète plus justement la fiabilité 
de chaque réflexion indépendamment de la redondance. Ce facteur nommé Rmeas est obtenu en 
pondérant chaque réflexion par un terme dérivé de la redondance : 



















meas   (6) 
où nh'k'l' est la redondance de la réflexion unique h'k'l'. 
 • la distribution des intensités en fonction de la résolution : par son analyse 
statistique, il est parfois possible de déterminer si le cristal est maclé et de calculer la 
proportion de chaque partie de la macle. Les relations entre les réflexions, qu’imposent les 
lois de macle, et la proportion de chaque partie diffractante donne lieu à des distributions des 
intensités particulières qui sont caractérisées par leurs moments dont les valeurs sont tabulées 
(Yeates, 1997). 
2.4 Caractéristiques des cristaux de protéines 
2.4.1 Régularité du réseau cristallin ou mosaïcité 
 Les cristaux de protéines présentent souvent des contacts intermoléculaires assez 
réduits. Aussi, des perturbations mécaniques ou thermiques intervenant lors de leur croissance 
ou de leur manipulation peuvent engendrer des défauts dans leur réseau cristallin. La qualité 
de ce réseau peut être caractérisée par un facteur appelé « mosaïcité » et exprimé en degré. 
Typiquement, il varie de 0,2 à 1,5° et exprime l’imperfection des cristaux qui sont souvent 
composés d’une mosaïque de pavés cristallins plus ou moins légèrement désorientés. C’est 
donc la différence d’orientation moyenne entre chaque bloc qui est mesurée. 
Expérimentalement, plus la mosaïcité est grande et plus la divergence des faisceaux diffractés 
est importante. Une forte mosaïcité risque d’entraîner des problèmes de superposition de 
réflexions, ou de causer des difficultés pour mesurer les réflexions de faibles intensités. 
2.4.2 Désordre des atomes du cristal 
 Les macromolécules biologiques ne sont pas des structures figées. Certaines régions 
de ces molécules, en particulier celles qui sont exposées au solvant peuvent présenter une 
certaine variabilité ou agitation conformationnelle. Dans un cristal, ce désordre est d’autant 
plus marqué que la température est élevée et le cristal faiblement compact. Il se traduit par un 
affaiblissement global des intensités diffractées, qui peut être pris en compte par un facteur 
d’agitation thermique global (voir équation 3) exprimé sous la forme exp[-B(sinθ/λ)2]. De 
plus, certaines régions de ces molécules et en particulier celles qui sont exposées au solvant, 
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peuvent présenter une plus grande variabilité dans leur position et ainsi participer d’une 
moindre façon à la diffraction des rayons X. Il est alors difficile d’observer la densité 
électronique des ces régions désordonnées. Le facteur B moyen est exprimé en Å2, et reflète 
aussi bien le désordre statique que le dynamique. Généralement, les cristaux de protéines 
possèdent des facteurs B moyens compris entre 10 et 70 Å2. 
2.5 Analyse du contenu de l’unité asymétrique 
 Il est possible de décrire la symétrie des cristaux de macromolécules biologiques par 
64 types de symétries distinctes appelées groupes d’espaces (Tableau II.1). 
 
Tableau II.1 : Systèmes cristallins et groupes d’espace. 
 
L’unité asymétrique de la maille est le plus petit volume de la maille contenant des 
points non reliées entre eux par la symétrie cristallographique. Autrement dit, l’ensemble de 
la maille est engendré par l’unité asymétrique à laquelle il est appliqué les opérateurs de 
symétrie du groupe d’espace (Figure II.7). Elle peut contenir plusieurs molécules qui sont 
alors reliées entre elles par des opérateurs de rotation - translation définissant une symétrie 
non cristallographique (SNC). Nous exposerons dans ce paragraphe les méthodes qui 
permettent d’estimer ou de mesurer le nombre de molécules par unité asymétrique et 
d’identifier dans les cas simples la SNC qui les relie. 
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Figure II.7 : Cristal généré à partir de l’unité asymétrique. Cet exemple représente le squelette d’un ARN de 
transfert de levure (a), en lui appliquant les opérateurs de symétrie de son groupe d’espace (ici trois axes 
perpendiculaires d’ordre 2) (b) tout en choisissant le système cristallin qui contient l’ensemble de l’unité 
asymétrique (ici un système orthorhombique)(c) et en répétant cette maille et son contenu de manière périodique 
le long des trois directions définies par les axes de l’unité cellulaire nous aboutissons à la reconstitution du cristal 
(d). D’après McPherson (1989). 
2.5.1 Estimation du nombre de molécules de l’unité asymétrique (Za) 
 Les cristaux de protéine contiennent une forte proportion de solvant qui peut varier de 
30 à 80% du contenu de la maille. 
A partir du poids moléculaire de la protéine cristallisée et des paramètres de 
l’arrangement cristallin (maille et groupe d’espace), il est possible d’estimer la quantité de 
solvant dans le cristal (S%) ainsi que le nombre de molécules de protéine contenues dans 
l’unité asymétrique (Za). Cette analyse repose sur une méthode proposée par Matthews 
(1968) : il a montré que, pour la plupart des cristaux protéiques, le rapport (Vm) entre le 
volume de la maille (V) et le poids moléculaire contenu dans celle-ci était compris entre 2 et 4 
Å3/Da. Le coefficient Vm est déterminé par : 
a
m M.n.Z
VV =  (7) 
où V est le volume de la maille, n le nombre de positions équivalentes, Za le nombre de 
molécules dans l’unité asymétrique et M la masse moléculaire de la protéine. La quantité de 





−=   (8) 
où 1,23 g/cm3 est la valeur de l’inverse de la masse spécifique moyenne des protéines (0,807 
Da/Å3). 
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2.5.2 Identification des symétries non cristallographiques 
 Lorsque plusieurs molécules sont présentes à l’intérieur de l’unité asymétrique (Za > 
1), leurs positions respectives sont décrites par des relations de symétrie non 
cristallographique (SNC). La SNC est qualifiée de « symétrie propre » quand elle peut être 
réduite à une symétrie simple (un axe de rotation) ou de « symétrie impropre » dans le cas 
d’une symétrie plus complexe (la combinaison d’un axe de rotation et d’une translation). 
Parfois il est possible d’identifier la SNC avant d’avoir résolu le problème du « phasage », 
grâce à la fonction de Patterson : P(u,v,w). Cette fonction est le produit de convolution de la 
densité électronique ρ(x,y,z) contenue dans la maille avec son inverse par rapport à l’origine, 







−−−×∫ ∫ ∫ =+++= ρρρρ  (9) 
 Par application de l’équation (2), cette fonction peut alors se calculer, par synthèse de 
Fourier, à partir des intensités diffractées grâce à la relation : 
)()()()(),,( hklhklhklhklhkl ITFFFTFFTFFTFwvuP ==×=   (10) 
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 Cette fonction possède des valeurs élevées pour toute distance de corrélation de la 
densité t(u,v,w) qui fait se correspondre des régions de forte densité. Ainsi, l’existence d’une 
SNC de translation simple sera révélée dans cette fonction par un pic très intense ayant les 
coordonnées du vecteur de translation. Pour une SNC de rotation, la direction et l’ordre de 
l’axe de rotation (mais pas sa position) peuvent être détectés par la fonction de « self-
rotation » (Rossmann et Blow, 1962) qui est la fonction d’auto-corrélation en rotation de la 
fonction de Patterson. Si, pour une rotation, ne correspondant pas à une rotation 
cristallographique, la corrélation est forte, cela met en évidence une relation de SNC de 
rotation entre des molécules de l’unité asymétrique. La fonction de self-rotation révèle les 
éléments de SNC de rotation propres et impropres (elle est insensible aux translations). La 
fonction de Patterson fait apparaître les vecteurs de translation des SNC propres (elle est 
sensible aux rotations). Remarquons cependant que ces deux méthodes peuvent aussi mettre 
en évidence des pseudo-symétries internes aux molécules, qui peuvent être difficiles à 
distinguer de la SNC à priori. 
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2.6 Méthodes de phasage 
2.6.1 Le problème des phases  
 Le deuxième obstacle de la cristallographie, après celui de l’obtention de cristaux de 
bonne qualité, vient de l’incapacité à mesurer directement l’information de déphasage des 
ondes diffractées, les unes par rapport aux autres. En effet, il n’existe pas actuellement de 
méthode expérimentale permettant d’enregistrer les phases ou de systèmes optiques 
permettant de former une image à partir des faisceaux de rayons X durs diffractés (comme 
cela peut être réalisée en microscopie électronique). Les détecteurs bidimensionnels ne sont 
sensibles qu’à l’intensité des faisceaux diffractés. Or, pour construire l’image de la densité 
diffractante par transformée de Fourier, il est indispensable de posséder ces deux informations 
à la fois. Des essais numériques simples montrent que, lors de la reconstruction, la 
contribution des phases est beaucoup plus importante que celle des intensités. 
 
 Alors que dans le cas de la cristallographie des petites molécules ce problème est 
résolu de manière automatique (grâce aux « méthodes directes »), en ce qui concerne les 
macromolécules, en revanche, ce n’est pas aussi facile de surmonter cet obstacle. Néanmoins, 
ces dernières années les méthodes permettant de résoudre ce problème ont réalisé de 
nombreux progrès tant sur le plan de l’approche expérimentale que sur celui du traitement 
numérique des données (Carter et Sweet, 1997). Elles peuvent être classées en deux 
catégories, selon qu’elles utilisent comme source de phase un modèle atomique homologue 
(méthode du remplacement moléculaire) ou le signal apporté par des atomes « lourds ». 
 Une fois un premier jeu de phases déterminé, des méthodes de modification de la 
densité peuvent être utilisées pour en améliorer la qualité. L’amélioration des phases se 
poursuit ensuite en même temps que la construction puis l’amélioration du modèle. Dans tous 
les cas, le succès de toutes ces méthodes est conditionné par la qualité de diffraction des 
cristaux. 
2.6.2 Remplacement moléculaire 
 L’utilisation de la méthode du remplacement moléculaire (Rossmann, 1972) s’est 
significativement développée ces dernières années. Son intérêt s’accroît, dans la mesure où le 
nombre de structures pouvant être utilisées comme modèles augmente rapidement. Le but est 
de positionner une ou plusieurs molécules modèles dans la maille du cristal étudié afin de 
pouvoir calculer une première estimation des phases pour les facteurs de structure. Le 
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problème consiste dans ce cas à trouver la matrice de rotation et le vecteur de translation 
permettant de simuler le plus précisément possible le contenu de la maille étudiée. La 
recherche des fonctions de rotation (RF) et de translation (TF) se fait grâce à des fonctions de 
corrélation permettant de comparer les amplitudes mesurées (Fo) et les amplitudes calculées à 
partir du modèle (Fc). 
2.6.2.1 Fonction de rotation 
 La première étape de la méthode du remplacement moléculaire est la recherche de 
l’orientation du modèle initial. La méthode de M. Rossmann et D. Blow (Rossmann and 
Blow, 1962) consiste à déterminer les trois angles d’Euler (θ1,θ2,θ3) pour lesquels la fonction 
de corrélation entre la fonction de Patterson du modèle orienté et celle issue du jeu de 
vecteurs observés est maximale. 
RF(θ1,θ2,θ3 ) = Pobs (u).U(u).Pcalc(R.u)du
V
∫   (12) 
où Pobs(u) est la fonction de Patterson observée en position u, R est la matrice de rotation 
correspondant aux angles θ1,θ2,θ3 et Pcalc(R.u) est la fonction de Patterson calculée en 
position R.u. Elle est équivalente à la fonction de Patterson calculée en u ayant subi la 
rotation R, U(u) est une fonction masque limitant le volume d’intégration. 
Le calcul de cette fonction de corrélation doit être limité à la distribution des vecteurs 
entre atomes d’une seule molécule. Le volume d’intégration est choisi de telle sorte que le 
maximum de vecteurs intra-moléculaires soit inclus tout en excluant un maximum de vecteurs 
inter-moléculaires. Il est typiquement de l’ordre du rayon du modèle utilisé pour la recherche 
en rotation. 
2.6.2.2 Fonction de translation 
Durant la seconde étape du remplacement moléculaire, le modèle correctement orienté 
doit être positionné en translation dans la nouvelle maille. La méthode la plus rapide 
numériquement est celle développée par R. Crowther et D. Blow (Crowther and Blow, 1967) 
qui utilise les vecteurs entre molécules symétriques de la fonction de Patterson. Si le modèle 
est placé de façon arbitraire dans la maille, la position des symétriques est tout aussi arbitraire 
et détermine une distribution singulière des vecteurs inter-moléculaires. Ainsi, la fonction de 
translation définie par Crowther et Blow, comme la corrélation entre les distributions des 
vecteurs et ceux issus des facteurs de structure observés sera maximale pour un vecteur t 
reliant deux positions symétriques réelles. 
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TF(t) = Pobs(u).Pcalc (u,t)du
V
∫   (13) 
où Pobs(u) est la fonction de Patterson observée en position u et Pcalc(u,t) est la fonction de 
Patterson calculée en position u et paramétrée en fonction de t. 
2.6.2.3 Les conditions 
Cette méthode de phasage requiert certaines conditions qui doivent être respectées pour 
garantir une solution de remplacement moléculaire correcte :  
• un jeu de données le plus complet possible et de bonne qualité dans toute la 
gamme de résolution utilisée ; 
• un modèle structural le plus proche possible. La comparaison des séquences en 
acides aminés est une bonne indication de l’homologie structurale. Deux molécules ayant plus 
de 30 % d’identité séquentielle ont toutes les chances d’avoir un repliement similaire. De 
plus, il peut aussi être préférable de modifier le modèle en supprimant les chaînes latérales ou 
certaines parties (boucles, domaines) lorsqu’elles sont supposées trop éloignées de la structure 
de la protéine inconnue ; 
• une gamme de résolution appropriée. Il est préférable d’exclure les données à 
haute résolution lorsque les structures sont supposées sensiblement éloignées. En général, une 
gamme de résolution de 15 à 3.5 Å est utilisée ; 
• un rayon d’intégration séparant au mieux les vecteurs intra- et inter-moléculaires. 
2.6.3 Utilisation d’atomes lourds 
 Les techniques les plus anciennement employées utilisent les propriétés particulières 
de diffraction associées à la présence d’atomes dits lourds (à numéro atomique élevé par 
rapport à ceux des atomes de la protéine), soit naturellement présents dans la structure, soit 
introduits dans le cristal à cet effet. 
 Les premières méthodes ayant été développées dans ce sens sont les méthodes de 
remplacement isomorphe (MIR et SIR) qui exploitent la contribution de ces atomes lourds à 
la diffraction. Il est aussi possible de tirer parti d’un phénomène physique résultant de la 
diffusion d’un rayonnement X par des atomes : la diffusion anomale qui est maximale à leurs 
seuils d’absorption. 
2.6.3.1 Méthode MIR 
 La méthode MIR a été introduite par l’équipe de M. Perutz, pour résoudre la structure 
de l’hémoglobine (Green et al., 1954). 
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 Le principe de la méthode consiste à mesurer les spectres de diffraction de cristaux de 
la protéine marquée aux atomes lourds. Les atomes en question doivent posséder un nombre 
d’électrons notablement plus grand que celui des atomes de la biomolécule (hydrogène, 
carbone, azote, oxygène et soufre), afin que l’intensité des taches de diffraction des cristaux 
contenant des atomes lourds fixés à la protéine (cristaux dérivés) diffère notablement de celle 
des taches de diffraction correspondant aux cristaux de la protéine seule (cristaux natifs). Il est 
ainsi possible d’estimer la phase de chaque réflexion à partir des différentes intensités 
observées. 
 Comme nous le verrons ultérieurement, plusieurs dérivés d’atomes lourds sont 
nécessaires pour déterminer la phase. L’une des conditions essentielles de la réussite de la 
méthode est que la structure des cristaux dérivés soit très similaire à celle du cristal natif : les 
paramètres de maille et l’orientation des molécules dans la maille doivent être identiques ou 
presque pour les deux cristaux. 
 Cet isomorphisme permet de traduire la modification due à la présence de l’atome 
lourd par égalité vectorielle : 
HPPH FFF +=   (14) 
où FPH, FP et FH représentent, respectivement, le facteur de structure du cristal dérivé, celui de 
la protéine seule et celui de l’atome lourd, pour une même réflexion (Figure II.8). 
 
 
Figure II.8 : Représentation du facteur de structure de l’ensemble protéine-atome lourd. Il s’agit du résultat de la 
somme vectorielle du facteur de structure de la protéine et du facteur de structure de la sous-structure des atomes 
lourds. 
 
 Si la condition d’isomorphisme est respectée, il est possible de déterminer, par une 
méthode vectorielle, la phase inconnue du vecteur FP (Figure II.9). 
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Figure II.9 : (a) Construction de Harker pour déterminer la phase par la méthode SIR (un seul dérivé lourd). Il y 
a deux solutions possible pour FP (les vecteurs OG et OH). (b) La méthode MIR utilise au moins deux dérivés 
lourds pour lever l’ambiguité sur la phase de FP (vecteur OH solution unique). D’après Blundell et Johnson 
(1976). 
 
 Pour la méthode SIR, un seul dérivé est utilisé ainsi qu’un seul cristal natif. Deux 
cercles correspondent à ces jeux de données, pour une réflexion hkl donnée (Figure II.9.a) : 
• l’un centré en O et de rayon égal au module de FP (obtenu à partir de la mesure des 
intensités de diffraction du cristal natif) ; 
• l’autre centré à l’extrémité du vecteur –FH (donné par la sous-structure des atomes 
lourds présents dans le cristal) et de rayon égal au module de FPH (mesure des 
intensités de diffraction du cristal dérivé). La sous-structure des atomes lourds est 
déterminée à l’aide de la carte de différence de Patterson entre les amplitudes des 
ondes diffractées par le cristal natif et par le cristal dérivé ((FPH-FP)2 =∆Fiso2). 
 Les deux cercles se coupent en H et G, déterminant ainsi deux phases possibles pour le 
vecteur FP. L’indétermination est levée grâce à la mesure des intensités de diffraction d’un 
deuxième cristal dérivé (MIR). Sur la Figure II.9.b, le vecteur OH, qui correspond à 
l’ensemble des mesures, est donné par l’intersection des cercles représentant les trois séries de 
mesures. 
 Ces trois cercles présentent le plus souvent des rayons voisins et de plus les différents 
F sont mesurés avec une certaine incertitude, ce qui aboutit à une indétermination importante 
sur la phase. Dans ce cas, la qualité du phasage obtenu est liée à la précision des mesures. 
Dans la pratique, il est courant d’utiliser trois ou quatre dérivés pour déterminer plus 
précisément la phase. 
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2.6.3.1.1 Atomes lourds utilisés et modes de fixation 
 Les cristaux de protéines contenant des atomes lourds sont le plus souvent obtenus à 
partir de cristaux natifs trempés ou co-cristallisés dans une solution contenant l’atome lourd 
d’intérêt. Pour favoriser la fixation de l’atome lourd sur la protéine, ainsi que pour préserver 
l’ordre cristallin, des facteurs tels que le pH, la concentration de la solution en atome lourd 
ainsi que le temps de trempage sont déterminants. 
 Les composés les plus fréquemment utilisés sont les dérivés de platine, d’or, de 
mercure et d’uranium (Islam et al., 1998). Les trois premiers (ainsi que les composés d’argent, 
de palladium, d’iridium, d’osmium et de cadmium) forment en général des liaisons fortes de 
nature partiellement covalente avec les cystéines et les histidines à la surface de la protéine. 
L’uranium (ainsi que les lanthanides, le thallium et le plomb) ont plutôt tendance à former des 
liaisons de nature électrostatique avec les groupements carboxylates accessibles de la 
protéine. Le cas du xénon peut aussi être cité car il occupe les poches hydrophobes formées 
par le repliement de la protéine (Schiltz et al., 1997). 
 Les atomes lourds naturellement présents dans une macromolécule biologique peuvent 
parfois être substitués par des atomes plus lourds ayant une sphère de coordination et un 
rayon ionique similaires. Ainsi les lanthanides peuvent remplacer les ions magnésium ou 
calcium présents dans la structure tridimensionnelle de nombreuses protéines. 
 
 Grâce aux progrès techniques réalisés pour améliorer la qualité des données de 
diffraction (développement du rayonnement synchrotron, emploi de nouveaux détecteurs…), 
une nouvelle méthode, faisant appel au phénomène de diffusion anomale, a vu le jour dans les 
années 80. 
2.6.3.2 Méthode MAD 
 D’abord méthode complémentaire des méthodes de remplacement isomorphe, la 
méthode MAD est peu à peu devenue une méthode de détermination de structure à part 
entière grâce, notamment, au développement du rayonnement synchrotron. Elle est 
actuellement l’une des méthodes les plus utilisées pour déterminer la phase des facteurs de 
structure des macromolécules biologiques. En effet, l’un des avantages de la méthode MAD 
est qu’il est possible d’obtenir plusieurs jeux de données, nécessaire à la résolution de la 
structure, à partir d’un seul cristal. Le problème de non-isomorphisme rencontré avec la 
méthode MIR est ainsi évité. 
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 Cette méthode utilise la modification des intensités diffusées lorsque la longueur 
d’onde varie autour du seuil d’absorption des atomes lourds présents dans le cristal. Une 
contribution supplémentaire s’ajoute alors au facteur de diffusion « normal » (loin du seuil 
d’absorption), c’est le phénomène de diffusion anomale. 
2.6.3.2.1 La diffusion anomale 
2.6.3.2.1.1 Principe 
 La théorie classique de la diffusion cohérente d’une onde électromagnètique par un 
électron, ou diffusion de Thomson, suppose que l’électron est libre. Chacun des électrons de 
l’atome est alors accéléré sous l’action directe du champ incident et réémet, avec la même 
fréquence, en opposition de phase par rapport au rayonnement incident. Cependant, lorsque la 
longueur d’onde incidente est proche du seuil d’absorption de l’atome, une résonance s’établit 
et modifie la diffusion élastique, il s’agit du phénomène de diffusion anomale. La résonance 
modifie l’amplitude du facteur de diffusion et introduit un déphasage supplémentaire par 
rapport à l’onde incidente. Le facteur de diffusion de l’atome cesse d’être réel et dépend de la 











λλλ   (15) 
où 0f est la partie du facteur de diffusion de l’atome qui ne dépend pas de la longueur d’onde, 
λf’ et λf’’ sont respectivement les parties réelle et imaginaire de la contribution anomale au 
facteur de diffusion, contribution qui varie fortement avec λ au voisinage du seuil 






Figure II.10 : Facteurs anomaux près du seuil d’absorption K du 
sélénium (λ=0,98 Å) dans un cristal de thiorédoxine séléniée de E. 
coli. Il est a noter que f’ redevient faible aux longueur d’onde 
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 Il est bon de distinguer les seuils d’absorption K, L et M qui correspondent 
respectivement aux transitions des orbitales 1s, 2p et 3d vers le continum. Etant donnée la 
multiplicité des états d’énergie des orbitales 2p et 3d et le couplage de ces états d’énergie, il y 
a une succession de trois seuils L et de cinq seuils M. La contribution anomale au facteur de 
diffusion atomique est plus importante pour les seuils M que pour les seuils L, cette dernière 
étant elle-même plus importante que celle observée aux seuils K. 
2.6.3.2.1.2 Obtention du facteur de diffusion anomale 
 La partie imaginaire du facteur de diffusion atomique f’’ est liée au coefficient 
d’absorption µ par : 
λ
λµλ )()('' Kf =   (16) 
où λ est la longueur d’onde du rayonnement utilisé et K, le coefficient de proportionnalité. 
 Ainsi le spectre de f’’ en fonction de la longueur d’onde est le plus souvent obtenu en 
mesurant la fluorescence de l’échantillon aux rayons X. La fluorescence X correspond à la 
désexcitation radiative des électrons des couches supérieures vers les orbitales 1s, 2p et 3d, 
seuil K, L et M, laissées vacantes par l’absorption des photons X. Le détecteur est placé 
perpendiculairement à la direction de polarisation du faisceau pour limiter la diffusion 
élastique et donc la saturation du détecteur. Par ailleurs, une diode, ou une chambre à 
ionisation, permet de mesurer l’intensité du faisceau incident dans le temps. A partir de ces 
mesures, le spectre de f’’ en fonction de l’énergie, autour du seuil d’absorption du diffuseur 
anomal utilisé, est calculé grâce au programme CHOOCH (Evans et Pettifer, 2001). Les 
spectres calculés sont alors mis à l’échelle par rapport aux valeurs obtenues à partir de calculs 
de mécanique quantique, pour des énergies éloignées du seuil (Cromer et Liberman, 1970). 
 La relation de dispersion de Kramers-Kronig permet de calculer le spectre de f’ en 







dEEfEEf π   (17) 
 Ces mesures sont nécessaires avant toute expérience MAD. En effet, cette méthode 
nécessite de connaître avec précision l’énergie du seuil d’absorption utilisé ainsi que 
l’évolution de la variation anomale dans le seuil. Cette dernière, caractéristique de la structure 
électronique de l’atome résonnant, dépend fortement de son environnement chimique et de 
son état d’oxydation (Figure II.11). Elle doit donc être mesurée sur le cristal étudié. 






Figure II.11 : Variation de la partie imaginaire f’’ du facteur de 
diffusion atomique pour différents complexes sélénium, au seuil 
d’absorption K. En bleu, la forme métallique du sélénium ; en rouge, 
une solution de sélénométhionine ; en vert, une solution de 
sélénométhionine oxydée et en rose, du sélénate (Na2SeO4) sous 





2.6.3.2.2 Aspects théoriques de la méthode MAD 
 L’introduction d’un terme anomal dans le facteur de diffusion atomique (voir équation 
3) induit une dépendance en fonction de la longueur d’onde pour le facteur de structure total. 
Le facteur de structure peut alors se décomposer en deux termes, dans le cas où il n’existe 
qu’un seul diffuseur anomal dans le cristal : 
)()()( 0 hFhFhF ATT
λλ +=  (18) 
où 0FT est le facteur de structure total indépendant de la longueur d’onde, loin du seuil 












λ   (19) 
 La Figure II.12 montre comment la diffusion anomale introduit une différence en 
module et en phase entre les deux réflexions d’une paire de Bijvoet. F(h) et F(-h) sont les 
facteurs de structures correspondant aux deux membres d’une paire de Bijvoet. 




ATATATATAT FFcFFbFaFhF ϕϕλϕϕλλλ −±−++=±  (20) 
où a(λ), b(λ) et c(λ) sont des quantités qui dépendent des parties réelle et imaginaire du 
facteur de diffusion de l’atome lourd : 





















  (21) 
 Pour chaque longueur d’onde de mesure, deux équations (du type de l’équation 20) 
sont obtenues, correspondant aux deux réflexions d’une paire de Bijvoet. En théorie, deux 
longueurs d’onde (4 équations) suffisent pour résoudre ces équations (les inconnues étant les 
modules des facteurs de structure total |0FT| et anomal |0FA|, ainsi que la différence des phases 
AT ϕϕϕ 00 −=∆ ). En pratique, cependant, trois ou quatre jeux de données sont habituellement 
enregistrés à des longueurs d’onde différentes. 
 
Figure II.12 : Représentation vectorielle montrant le non respect de la loi de Friedel en présence d’un diffuseur 
anomal. La composante imaginaire introduite par ce dernier, λFA’’, est en avance de +π/2 ; ce qui induit une 
différence d’amplitude entre λFT+ (en rouge) et λFT- (en bleu). La différence entre les deux vecteurs λFT+ et (λFT-
)* est équivalente à 2 λFA’’ (figure de droite). 
 
 La connaissance du module du facteur de structure résonnant |0FA| donne accés, par 
des méthodes directes ou par le calcul de la fonction de Patterson, à la structure de référence 
des diffuseurs anomaux au sein du cristal (peu nombreux par rapport aux atomes de la 
protéine). 
 La phase de la structure recherchée est alors obtenue par : 
AT ϕϕϕ 00 +∆=  (22) 
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 La phase est estimée grâce à des affinements successifs des paramètres du problème : 
|0FT|, |0FA|, AT ϕϕϕ 00 −=∆ , ainsi que f’ et f’’. Ces affinements mettent en jeu des méthodes 
impliquant le calcul de distributions de probabilité. 
 Le problème peut également être envisagé et résolu sous la forme d’une expérience 
MIR particulière (Ramakrishnan et Biou, 1996). Ainsi, des programmes permettant d’affiner 
la sous structure des atomes lourds ont pu être utilisés pour obtenir des phases à partir de jeux 
MAD : MLPHARE (Otwinowski, 1991) et CNS (Brünger et al., 1998) entre autres. 
L’utilisation du maximum de vraisemblance s’est également généralisé, notamment avec le 
programme SHARP (de la Fortelle et Bricogne, 1997) qui peut traiter des données MIR et 
MAD. 
2.6.3.2.4 Protocole de mesures 
2.6.3.2.4.1 Rapport anomal et « dispersif » 
 La diffusion anomale produit deux effets sur les intensités observées : 
• D’une part, la loi de Friedel entre les deux membres d’une paire de Bijvoet n’est 
plus respectée. Dans le but de quantifier cet effet, le rapport de Bijvoet, ou rapport 











λλ +=   (23) et (24) 
• D’autre part, l’amplitude du facteur de structure devient dépendante de la longueur 
d’onde. Le rapport dispersif est alors défini, pour une paire de longueur d’onde λi 













  (25) 
2.6.3.2.4.2 Acquisition de données MAD 
 Comme la méthode repose sur la mesure d’intensités de diffraction conduisant à de 
petites différences d’intensité, elle nécessite des mesures précises. 
 Pour minimiser les erreurs systématiques sur ces différences, il est préférable 
d’effectuer toutes les mesures de diffraction sur un seul cristal, de manière à éviter des 
problèmes de non-isomorphisme et des mises à l’échelle supplémentaires. Les 
développements récents de la cryocristallographie permettent de généraliser l’utilisation de 
Chapitre II : Matériel et méthodes 
 84
cristaux refroidis à 100 K, dans le but de limiter la dégradation du cristal lors des différentes 
séries de mesures nécessaires. Cette dernière peut constituer une source de non-isomorphisme 
propre à la méthode MAD. 
 Le cristal est souvent orienté de manière à mesurer simultanément les intensités des 
réflexions d’une paire de Bijvoet. Lorsque ce n’est pas possible, la technique de « reverse 
beam » est utilisée, elle consiste à enregistrer aux différentes longueurs d’onde deux secteurs 
angulaires séparés de 180° dans des temps rapprochés. 
 Trois ou quatre ensembles de mesures sont réalisés de manière à optimiser les 
différences d’intensité dues au signal anomal (Figure II.13). 
 
Figure II.13 : Variation des facteurs f’ et f’. Le plus souvent des jeux de données à trois énergies sont mesurés 
parmi les quatre indiqués sur le dessin : le minimum de f’, le maximum de f’’ et une énergie loin du seuil ou en 
anglais high f’’ remote. 
 
 Les points de mesure incluent la longueur d’onde correspondant au maximum de f’’ et 
la longueur d’onde pour laquelle f’ atteint son minimum. Les extremums de f’ et f’’ ne sont 
éloignés que de quelques eV. Les autres points de mesure sont éloignés du seuil. Dans le but 
de se placer au plus près du seuil, les mesures de diffraction sont donc précédées par des 
mesures de fluorescence X sur le cristal étudié (voir § 2.5.3.2.1.2). 
 Une grande stabilité en énergie est nécessaire sur les lignes de lumière utilisées pour la 
mesure d’un jeu de données MAD. En effet, l’information de phase est apportée 
essentiellement par la mesure des différences de Bijvoet, qui dépendent des variations de f’’. 
Les contributions de f’’ les plus importantes sont obtenues avec les deux séries de mesure au 
maximum de f’’ et au minimum de f’. Contrairement au maximum de la courbe, où une légère 
instabilité en énergie conduit à une variation de l’amplitude de f’’ modérée, la mesure au point 
d’inflexion, du fait de la pente élevée, est très sensible à une éventuelle instabilité en énergie. 
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Avec la dégradation du cristal au cours de l’enregistrement, cette sensibilité particulière au 
degré de précision de l’énergie de mesure constitue une des limites de la méthode. 
2.6.3.2.5 Choix des diffuseurs anomaux 
 Un grand nombre de diffuseurs anomaux peut être utilisé dans le cadre de la méthode 
MAD. Dans le cadre des acides nucléiques, le brome (Z=35) peut être introduit sous la forme 
de bases bromées. 
 Lorsque la protéine étudiée contient naturellement un cation métallique (les 
métalloprotéines comprennent des atomes de Fe, Cu, Ni, Mn, Co, Zn…), cet atome peut être 
utilisé comme diffuseur anomal. 
 La substitution des atomes de soufre des méthionines et des cystéines par des atomes 
de sélénium (Doublié, 1997 ; Strub, 2003) permet d’utiliser le signal anomal au seuil K de cet 
élement (λ=0,98 Å) pour obtenir des information sur la phase. Cette méthode a été proposée 
par Hendrickson et collaborateurs (Hendrickson et al., 1990). Les protéines contiennent en 
moyenne une méthionine pour 58 acides aminés. L’amplitude modérée de f’’ (une dizaine 
d’électrons) à ce seuil est compensée par le taux de présence du diffuseur anomal dans la 
protéine. La méthode s’est généralisée et la majorité des déterminations de structure de novo 
s’effectuent à présent par la méthode MAD sur des protéines séléniées. 
 Cependant, dans certains cas, si l’expression d’une protéine n’est pas possible chez E. 
coli, l’utilisation de la diffusion anomale nécessite la préparation de dérivés d’atomes lourds 
sélectionnés en fonction de la longueur d’onde de leur seuil d’absorption et des variations f’’ 
et f’ autour de ce seuil. Certains atomes lourds sont utilisés de façon routinière (Hg, Pt, Au, 
Pb, U etc…) ainsi que certains lanthanides (Yb, Ho, Tb etc…). Ce sont les mêmes atomes que 
ceux qui sont utilisés dans le cadre des méthodes de remplacement isomorphe (voir § 
2.5.3.1.1). 
 En conclusion, le développement de la méthode MAD et son utilisation en routine ont 
été rendus possible par : 
• le développement des sources de rayonnement synchrotron à travers le monde ; en 
effet, l’utilisation d’une source de rayonnement réglable à des énergies très 
précises est la condition sine qua none de la réalisation d’une expérience MAD ; 
• l’usage généralisé des méthodes de cryoconservation permettant de limiter les 
dommages causés par le rayonnement auquel les cristaux de protéines sont 
exposés ; 
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• et enfin, l’existence d’une méthode de marquage utilisable dans un grand nombre 
de cas : la substitution des atomes de soufre des méthionines et des cystéines par 
des atomes de sélénium. 
 
Bien que la méthode MAD, notamment avec l’utilisation des sélénométhionies et peut-
être prochaînement des sélénocystéines, soit devenue la méthode de prédilection pour 
déterminer de novo la structure de protéines, la méthode SAD joue les outsiders. 
2.6.3.3 Cas particulier du SAD 
 Le problème d’ambiguïté de phase inhérent à la méthode de remplacement isomorphe 
est la raison d’être des méthodes MIR et MAD. Ainsi la méthode SIR (voir § 2.5.3.1), 
comportant un seul dérivé lourd, nécessite l’introduction d’une source d’information 
supplémentaire (deuxième dérivé de la méthode MIR ou diffusion anomale d’un atome lourd 
présent dans la structure de la méthode SIRAS) pour parvenir à une solution unique. De 
même, en apparence, la méthode SAD (utilisation de la diffusion anomale des atomes lourds 
présents dans la structure à une seule longueur d’onde) aboutit à la même ambiguïté sur le 
choix de la phase. Cette ambïguité est levée dans la méthode MAD en mesurant d’autres jeux 
de diffraction à des longueurs d’onde faisant intervenir des comportements anomaux 
différents de la part des atomes lourds présents (mesures à différentes longueurs d’onde dans 
un seuil d’absorption). 
 Dans le cas de la méthode SIR, deux phases possibles sont obtenues pour FP. Ces deux 
phases étant équiprobables, une des procédures adoptées consiste à calculer une carte faisant 
intervenir les deux phases à poids égaux. Une solution Fbest est ainsi obtenue qui est en fait la 
superposition de la vraie solution et de la fausse solution pour la phase. La contribution des 
phases erronées introduit un bruit élevé dans la carte, ce qui rend son interprétation difficile. 
Cependant, ce bruit à généralement un niveau plus faible que la densité électronique de la 
protéine. C’est de ce constat que part l’idée de filtrer le bruit autour des régions présentant les 
densités les plus élevées. Cette « modification » de la densité apporte une information 
complémentaire qui permet de lever partiellement l’ambiguïté de phase par un processus 
itératif (ISIR) (Wang, 1985). Cependant, cette méthode repose entièrement sur la qualité des 
mesures de départ et en particulier sur le bon isomorphisme des données dans le cas du SIR, 
et sur la précision extrême des mesures dans le cas du SAD. 
 Dans ce dernier cas, cependant, la situation est légèrement différente. Les deux phases 
trouvées comme solutions possibles ne sont pas équiprobables. En effet, il existe une 
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probabilité plus importante pour que la bonne solution pour la phase de la structure totale soit 
la solution qui est la plus proche de la phase de la sous-structure des atomes lourds. Cette 
probabilité augmente d’autant que la contribution des atomes lourds au facteur de structure 
totale est importante. Les phases de la sous-structure des atomes lourds peuvent alors être 
prises comme phases de départ (Ramachandran et Raman, 1956). La probabilité statistique 
des phases de la structure de la protéine, en fonction de la contribution des atomes lourds 
(Sim, 1959), a été utilisé par Hendrickson (Hendrickson et Teeter, 1981) pour résoudre la 
structure de la crambine à partir de la sous-structure des atomes de soufre, obtenue à la raie 
Kα du cuivre (λ=1,54 Å). A cette énergie, la partie imaginaire du facteur de diffusion du 
soufre est de l’ordre de 0,6 électron. 
 Dans la pratique, les déterminations de structures par la méthode SAD utilisent des 
méthodes de calculs de probabilités sur les phases (MLPHARE, (Otwinowski, 1991) ; 
SHARP, (de la Fortelle et Bricogne, 1997)), couplées avec des méthodes de modification de 
densité (DM, (Cowtan et Main, 1996) ; SOLOMON, (Abrahams et Leslie, 1996) ; 
RESOLVE, (Terwilliger, 2000). 
 Cette méthode repose donc entièrement sur la précision des mesures de différences 
anomales, ainsi que sur leur intensité. Ainsi l’expérimentateur préfèrera obtenir un jeu de 
données à une longueur d’onde où la contribution f’’ du diffuseur est maximale. La 
multiplicité des mesures est également un facteur essentiel pour la réussite de la méthode 
(Dauter et al., 1999). 
 
 Le développement de la méthode SAD fait partie intégrante d’une démarche générale, 
qui vise à optimiser le temps pris pour la détermination de structure de protéine de novo. En 
effet, l’ère de la génomique structurale incite à trouver des moyens rapides et applicables dans 
la plupart des cas pour déterminer de nouvelles structures. Le soufre est l’atome le plus lourd 
naturellement présent dans l’ensemble des acides aminés. Une stratégie, différente de celle 
d’Hendrickson (Hendrickson et Teeter, 1981), consiste à augmenter la longueur d’onde pour 
se rapprocher du seuil K du soufre (λ=5,02 Å), afin d’augmenter sa contribution anomale. 
C’est une des voies prometteuses de l’utilisation des grandes longueurs. 
2.6.4 Méthodes directes 
 Ces dernières années, les méthodes depuis longtemps utilisées avec succès pour la 
détermination des structures de petites molécules commencent à être appliquées aux 
protéines. Ces méthodes se sont montrées efficaces pour de petites protéines à condition 
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d’avoir des données de diffraction à très haute résolution (autour de 1,2 Å). Elles sont fondées 
soit sur le principe des méthodes directes (Sheldrick, 1990 ; Hauptman, 1997), soit sur celui 
de la déconvolution des fonctions de Patterson (Sheldrick, 1997). Malheureusement, les 
conditions d’utilisation de ces méthodes sont très restrictives. Elles sont néanmoins très utiles 
lorqu’il s’agit de trouver la position d’atomes lourds dans la maille à partir de données de 
différences isomorphes ou anomales. 
2.7 Modification de densité 
 Lors de la détermination des phases par une méthode de phasage expérimentale (MIR 
ou MAD), aucune hypothèse n’a encore été faite quant au contenu de la maille. Ces phases ne 
sont donc pas biaisées par un quelconque modèle. Par contre, elles ne sont pas exactes, du fait 
d’un certain nombre d’erreurs expérimentales. De plus, il se peut que les phases aient été 
calculées à une certaine résolution et qu’un jeu de données natif puisse être à plus haute 
résolution. Les premières cartes de densité électronique calculées à partir de ces phases 
peuvent ne pas être du tout interprétables. Il est alors possible ou souhaitable d’introduire 
quelques contraintes générales sur la densité électronique, de manière à améliorer les phases 
expérimentales. Ce sont les étapes de modification de densité électronique qui regroupent 
principalement les procédures suivantes : 
• l’aplatissement de solvant ; 
• l’histogram matching 
• la moyennation dans le cas où il existe des symétries non cristallographiques. 
Toutes ces méthodes permettent d’améliorer les phases expérimentales car elles 
introduisent des relations entre les différents facteurs de structure, et donc des contraintes 
sur les phases. 
2.7.1 Principe de l’aplatissement de solvant 
 Cette procédure est basée sur le fait que le solvant, non ordonné dans le cristal, ne 
participe pas à la diffraction, sauf à basse résolution. La densité électronique correspondant 
aux zones de solvant doit donc être plate, ce qui n’est pas le cas, du fait des erreurs de phase 
qui introduisent des fluctuations. Or, la densité électronique moyenne correspondant aux zone 
de protéine est plus élevée que celle correspondant au solvant et les fluctuations dans les 
zones de solvant seront plus faibles, bien qu’elles puissent bruiter une carte au point de la 
rendre non interprétable à l’œil. La méthode décrite par Wang (1985) consiste à discriminer 
les zones de solvant des zones de protéine, sur la base de la valeur locale moyenne de la 
Chapitre II : Matériel et méthodes 
 89
densité électronique, en tenant compte du pourcentage de solvant du cristal pour définir le 
seuil de coupure. Cela permet de déterminer un masque ayant pour valeur 1 pour les zones de 
protéine et 0 pour les zones de solvant. Il suffit alors d’appliquer ce masque, puis de 
recalculer des phases à partir de cette nouvelle carte de densité électronique nivelée. Ensuite, 
il est possible de refaire quelques cycles de détermination de masque et nivellement jusqu’à 
convergence du facteur Rlibre (Figure II.14). Ce facteur Rlibre est le même que celui utilisé pour 
suivre l’affinement (voir § 2.7.3). Il mesure l’accord entre des Fobs mis de côté et 
n’intervenant pas dans les calculs de carte de densité électronique et les Fcalc restaurés par la 
procédure qui introduit des relations entre les différents facteurs de structure et donc des 
contraintes sur le modèle comme sur les phases. Cette méthode sera d’autant plus puissante 
que le pourcentage de solvant dans le cristal est élevé. 
2.7.2 Symétries non cristallographiques – moyennation 
2.7.2.1 Symétries non cristallographiques 
 Il est possible que l’unité asymétrique de la maille cristalline contienne plusieurs 
motifs identiques. Il s’agit donc de symétries non cristallographiques qui ne sont valables que 
localement, aux alentours des motifs concernés (voir § 2.4.2). 
2.7.2.2 Moyennation 
 L’existence de symétries non cristallographiques permet de remplacer la densité 
électronique de chaque motif par la densité électronique moyenne correspondante. Cette 
procédure est extrêmement puissante pour introduire des contraintes dans les facteurs de 
structure calculés, et donc améliorer drastiquement les phases, ou même procéder à une 
extension de phases sur des facteurs de structure à plus haute résolution, pour lesquels aucune 
phase expérimentale n’a pu être déterminée. Cette méthode nécessite la détermination 
préalable des opérateurs de symétrie non cristallographique reliant les différents motifs de 
l’unité asymétrique, ainsi que le masque décrivant la zone correspondant au motif concerné 
par la symétrie non cristallographique. 
2.7.3 Procédure de modification de densité électronique 
 L’étape de modification de densité est une procédure itérative (voir Figure II.14). A 
chaque cycle, de nouvelles phases calculées sont obtenues et combinées avec les phases 
expérimentales de façon à éviter le biais que peut introduire cette procédure. Cela est effectué 
jusqu’à convergence du facteur Rlibre. Normalement, il est possible d’obtenir une carte de 
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densité électronique de bien meilleure qualité que la carte expérimentale du départ, surtout s’il 
a été possible de réaliser une moyennation sur plusieurs molécules de l’unité asymétrique. 
 
Figure II.14 : Schéma de la procédure de modification de densité électronique. 
2.8 Affinement et construction de la structure 
Par l’étape de détermination de la structure par remplacement moléculaire ou par 
modélisation dans une carte de densité électronique interprétable, nous disposons d’un modèle 
approximatif de la structure que nous cherchons à déterminer. Les facteurs de structure 
calculés à partir de ce modèle sont généralement plus ou moins en accord avec les facteurs de 
structures observés par les expériences de diffraction des rayons X. 
Il est donc nécessaire d’améliorer cet accord par des techniques de reconstruction 
manuelle avec les programmes de visualisation et de manipulation des modèles atomiques et 
des cartes de densité électronique et par des techniques d’affinements numériques des 
paramètres du modèle (position et agitation de chaque atome). L’alternance de la 
reconstruction manuelle et de l’affinement numérique permet : 1) de modifier le modèle 
lorsque celui-ci est trop éloigné de la structure recherchée et donc quand les algorithmes 
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d’affinement ne sont pas capables de converger seuls ; 2) de compenser par l’affinement 
numérique les erreurs induites par la reconstruction manuelle. 
Pour affiner l’ensemble des nombreux paramètres de position et d’agitation de la 
structure atomique d’une protéine, le nombre d’observations doit être bien supérieur au 
nombre de ces paramètres. Pour les résolutions couramment rencontrées en cristallographie 
des protéines, nous sommes confrontés au problème du nombre insuffisant d’observations (les 
facteurs de structures) par rapport au grand nombre de paramètres structuraux à affiner. Ce 
problème de surdétermination est plus ou moins ressenti suivant la résolution maximale des 
données observées. En effet, pour chaque méthode d’affinement, un rayon de convergence 
peut être défini : si la position initiale d’un atome est en dehors de cette zone de convergence, 
le système d’affinement ne sera pas capable de l’amener à sa vraie position. Ce rayon de 
convergence dépend de la résolution des données et donc du taux de surdétermination. En 
général, l’affinement numérique converge plus facilement avec des données ayant une 
résolution maximale proche de l’Angström que celui avec des données ayant une résolution 
de l’ordre de 3 Å pour lesquelles il n’y a qu'une observation par paramètre affiné. La faible 
surdétermination du système d’affinement peut être compensé par l’utilisation de nouvelles 
observations telles que les valeurs des distances et des angles de liaisons atomiques 
déterminées avec précision pour les petites molécules (Engh et Huber, 1991) ou encore 
l’identité par les symétries non-cristallographiques. Ces observations supplémentaires 
serviront de contraintes stéréochimiques ou cristallographiques. 
Il existe deux méthodes d'affinement très répandues : les méthodes de minimisation 
d'un résiduel (moindres carrés ou énergie) ou de dynamique moléculaire. 
2.8.1 L’affinement par minimisation 
2.8.1.1 Le terme à minimiser 
Cette méthode d'affinement permet de minimiser un terme qui tient compte des 
différences entre les valeurs des différents facteurs calculées à partir du modèle (facteurs de 
structures et valeurs stéréochimiques) et les valeurs observées de ces mêmes facteurs (facteurs 
de structures mesurés, contraintes stéréochimiques). 
La fonction à minimiser s'exprime par : 
S = WxrayFxray + Wi 1σ j2j∑i∑ (Pid j − Pobs j )2   (26) 
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où Pobsj sont les facteurs structuraux observés et Pidj leur valeur calculée à partir du modèle. Ils 
peuvent être de différentes natures comme les contraintes stéréochimiques (longueurs, angles 
des liaisons interatomiques, répulsions de Van der Waals entre atomes non liés), 
cristallographique (similarité par symétrie non cristallographique) ou encore contraintes sur la 
variation lors de l'affinement des paramètres de position ou d'agitation. 
Les facteurs Wi et σj permettent de contrôler la pondération de chaque terme. Ainsi il 
est possible d’éliminer ou de renforcer une catégorie de paramètres, en particulier en 
régularisant la géométrie d'un modèle en lui imposant Wxray égal à 0. 
Le terme Fxray qui rend compte du désaccord entre les facteurs de structure calculés et 
observés peut s'exprimer de deux façons différentes selon qu’il utilise les procédures de 
minimisation par moindres de carrés ou de maximisation de vraisemblance. 
2.8.1.2 Les moindres carrés 
Dans le cas de la minimisation par moindres carrés, le terme des rayons X s'écrit :  
Fxray = 1σ F2hkl∑ ( Fobs − Fcalc )2   (27) 
L'avantage de cette méthode d'optimisation des paramètres réside dans la vitesse de 
calcul des équations de l'algorithme et d'une convergence rapide. Toutefois, si la diminution 
du résiduel résulte de l'amélioration du modèle, il compense aussi les erreurs des données 
mesurées par des erreurs dans le modèle affiné. 
2.8.1.3 Le maximum de vraisemblance 
La méthode de maximisation de vraisemblance part d'un principe différent. La 
vraisemblance du modèle ou des facteurs de structure calculés est définie comme étant la 
probabilité de faire la mesure des Fobs si l'hypothèse du modèle est juste : 
P(Fobsi tous les Fcalc
i
∏ )   (28). 
La méthode de maximum de vraisemblance propose alors de minimiser le terme : 
Fxray = - log P(Fobsi tous les Fcalc )
i
∑  (27) et en estimant cette fonction de probabilité à partir du 
jeu de réflexions utilisé pour le calcul du Rlibre (voir § II.2.7.4) afin d'éviter un effet de biais 
induit par le modèle affiné. 
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Comparée à la méthode des moindres carrés, la maximisation de la vraisemblance permet 
d'atteindre plus facilement le minimum des facteurs R et Rlibre. Toutefois, les affinements par 
cette méthode ont montré une capacité à améliorer un modèle basé sur des données à haute 
résolution plutôt qu'à basse résolution à cause du faible nombre de réflexions (Murshudov et 
al., 1997) 
2.8.1.4 Le terme d’énergie 
 Certains algorithmes d'optimisation du modèle utilisent une fonction assimilée à 
l’énergie potentielle qui est l'énergie potentiel de la molécule complétée par le terme de 
rayons X. Cette fonction est très analogue au résiduel des moindres carrés :  
S = Wxray (Fobs
hkl
∑ − Fcalc )2 + Wi 12 K jj∑i∑ (Pid j − Pobsj ) 2   (29) 
Les facteurs Kj représentent explicitement des constantes de force et utilisent les 
modèles physiques de l’oscillateur harmonique ou encore des interactions ou répulsions des 
atomes (potentiels de Lennard-Jones ou coulombiens). 
2.8.2 La dynamique moléculaire 
 Dans le cas où la structure du modèle est très éloignée de la vraie structure, la fonction 
d'énergie peut être bloquée dans un minimum local au lieu d'atteindre le vrai minimum. Pour 
éviter ce genre de désagrément, les méthodes d'affinement par dynamique moléculaire 
peuvent être utilisées. Le principe est de simuler le comportement dynamique des atomes par 
les lois de la mécanique newtonienne. A chaque atome de la molécule est assigné une 
température élevée, donc une vitesse, ce qui confère à la molécule une certaine énergie 
cinétique. Le modèle aura ainsi une énergie suffisante pour franchir des barrières d'énergie 
potentielle importantes. La diminution lente de la température, ou recuit simulé, amène 
ensuite le système vers des minima d'énergie différents de son point de départ. 
Cette méthode permet, de par son large rayon de convergence, de corriger des erreurs 
importantes dans le modèle de départ. Néanmoins, elle demande des temps de calcul très 
longs et il est souvent plus rapide d’alterner reconstruction manuelle et affinement par 
minimisation pour corriger les erreurs structurales qui pourraient l’être par cette méthode de 
recuit simulé. 
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2.8.3 Les programmes utilisés 
Pour l'affinement des différentes structures, nous avons employé deux des 
programmes les plus couramment utilisés : REFMAC (Macromolecular Refinement program) 
développé par (Murshudov et al., 1997) et CNS (Crystallography and NMR System) 
développé par (Brunger et al., 1998). 
2.8.3.1 REFMAC 
Ce programme disponible avec la suite de programmes CCP4 (CCP4, 1994) a 
spécialement été développé pour affiner les structures par les méthodes de minimisation. 
Ce programme suit une procédure tout à fait classique :  
Tout d’abord, à partir des coordonnées atomiques du modèle, il détermine les contraintes 
géométriques (liaisons atomiques…), calcule les facteurs de structure, en module et en phase, 
et les met à l’échelle par rapport aux facteurs de structure observés. Puis vient proprement dite 
l’étape d’affinement qui peut se faire soit par la méthode des moindres carrés ou de maximum 
de vraisemblance. REFMAC minimise la fonction choisie par la méthode du gradient 
conjugué : dans l’espace des paramètres affinés, le minimum de la fonction est atteint en 
faisant varier les valeurs des paramètres afin de se déplacer dans la direction opposée au 
gradient de cette fonction. Plusieurs cycles sont nécessaires pour atteindre un minimum local. 
Grâce à différentes options, le programme propose soit d’affiner la structure en corps rigides 
(modèle divisé en morceaux considérés comme rigides), ou d’affiner l’ensemble des 
coordonnées avec ou sans le facteur d’agitation de chaque atome. 
Le programme, à la fin de cette procédure, calcule les nouvelles coordonnées du modèle 
affiné et ses facteurs de structures associés. 
L’intérêt principal de REFMAC est l’algorithme de minimisation par maximum de 
vraisemblance développé par G. Murshudov. 
2.8.3.2 CNS 
Ce programme développé par A. Brunger sur la base d’XPLOR (Brunger, 1992b) 
utilise la minimisation de l’énergie globale du modèle. 
Outre les méthodes de minimisation, il propose une méthode d’affinement basée sur la 
dynamique moléculaire (recuit simulé). 
Le grand avantage de ce programme est sa convivialité. En effet, A. Brunger a développé une 
interface HTML qui permet de mieux appréhender les différents paramètres de l’affinement. 
Il propose aussi tout un ensemble de scripts différents pour affiner un structure moléculaire 
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(affinement des coordonnées atomiques, des facteurs d’agitation individuellement ou groupés, 
dynamique…). Par rapport à X-PLOR, de nouvelles fonctionnalités ont aussi été ajoutées. Il 
est possible maintenant avec CNS de résoudre une structure par le phasage avec les atomes 
lourds, d’améliorer les phases expérimentales par les méthodes de modification de densités ou 
encore d’affiner les structures RMN. 
2.8.4 Cartes de densité électronique 
Pour la visualisation de la densité électronique, il n’est pas souhaitable d’utiliser 
directement le résultat de la transformée de Fourier calculé à partir des coefficients 
Fobs .e
i2πφcalc . En effet, l’information structurale est essentiellement contenue dans le terme de 
phase (voir (2) et (3)). Les phases calculées à partir du modèle biaisent donc fortement le 
résultat de la transformée (l’image de la densité électronique) par l’inexactitude de celui-ci. 
Pour rendre compte des différences entre le modèle et l’image de la densité 
électronique, il est préférable d’inclure la différence entre les modules des facteurs de 
structure observés et calculés dans le calcul de la transformée de Fourier. Deux types de cartes 
de densité électronique, dites "cartes différences", sont ainsi calculés pour la visualisation et la 
reconstruction manuelle. Ils utilisent les coefficients : 
calci2
calcobs )eFF(2
πφ−  et ( Fobs − Fcalc )ei2πφ calc   (30) 
La carte 2Fobs-Fcalc peut être considérée comme la densité électronique de la molécule 
à résoudre. Elle est a priori moins biaisée par l’erreur du modèle grâce à l’information 
apportée par la différence Fobs-Fcalc.  
La carte Fobs-Fcalc est la carte de densité résiduelle qui permet de mettre en évidence les 
différences entre la densité du modèle et celle observée. Elle permet aussi d’identifier des 
erreurs grossières sur la position des atomes ou encore la présence d’atomes manquant dans le 
modèle. 
Par les analyses statistiques de phases calculées, il est possible de calculer différents 
coefficients qui estiment l’exactitude de celles-ci et qui seront inclus dans le calcul des cartes 
de densité électronique (2m.Fobs-D.Fcalc et mFobs-Fcalc). Le coefficient m, qui est une 
estimation de la précision de la phase, et D sont des poids appliqués aux termes de phase et 
aux modules des facteurs de structure calculés. Ils prennent en compte les erreurs apportées 
par l’incomplétude du modèle et l’inexactitude des positions des atomes et permet d’améliorer 
la qualité des cartes différences. 
Chapitre II : Matériel et méthodes 
 96
Pour visualiser et manipuler ces cartes de densités électroniques, ainsi que les modèles 
moléculaires, nous avons essentiellement utilisé le logiciel TURBO (Roussel et al., 1989). 
2.8.5 Critères d’évaluation du modèle 
Il existe plusieurs critères pour évaluer la qualité d’un modèle affiné :  
• Le facteur R peut donner une idée de la qualité du modèle en mesurant l'accord 









R   (31) 
Toutefois, les méthodes d’affinement tentent de minimiser au maximum ce facteur et il peut 
arriver que les erreurs du modèle compensent les erreurs des mesures lorsque le système 
observables-mesures est peu surdéterminé. 
Une estimation moins biaisée de la qualité du modèle peut être définie par le facteur Rlibre 
calculé de la même façon que le facteur R mais sur un ensemble de réflexions choisies 
aléatoirement (5 à 10 %) et non inclues dans l’affinement (Brunger, 1992a). Ce facteur, 
fortement corrélé à la précision des phases, permet de détecter de multiples types d'erreurs 
dans la structure. Il peut aussi être utilisé pour la détermination de certains paramètres de 
l'affinement comme l'optimisation des poids utilisés. L'écart entre les facteurs R et Rlibre est 
finalement un moyen de qualifier l'état de surdétermination du système et donc de la 
résolution maximale des données : plus le rapport entre le nombre d'observations et le nombre 
de paramètres à affiner est faible, plus cet écart est important (Tickle et al., 1998). Ainsi dans 
le cas d'un suraffinement du modèle lorsque le nombre d'observations n'est pas suffisant, le 
Rlibre aura tendance à augmenter pendant que le facteur R diminue (Kleywegt and Brunger, 
1996). 
• Les déviations moyennes des longueurs et angles de liaisons entre atomes du 
modèle estiment la qualité stéréochimique de celui-ci. La qualité stéréochimique d’une 
structure est considérée comme bonne quand ses déviations ne sont pas supérieures aux 
variations physiques des longueurs et des angles de liaison déjà observées pour les petites 
molécules (environ 0.02 Å pour les longueurs et 2 ° pour les angles) (Engh and Huber, 1991). 
• Le diagramme de Ramachandran permet lui aussi de juger la qualité 
stéréochimique du modèle affiné (Ramakrishnan et Ramachandran, 1965). En raison de 
l’encombrement stérique des chaînes latérales des aminoacides, les liaisons peptidiques ne 
Chapitre II : Matériel et méthodes 
 97
peuvent adopter qu’un certain nombre limité de conformations. Pour chaque résidu, ces 
conformations sont caractérisées par les angles Φ et Ψ de la liaison peptidique et sont 
représentées sur un graphe : le diagramme de Ramachandran qui présente les régions 
énergétiquement favorables, les régions permises et celles non autorisées. 
Les chaînes latérales sont elles aussi soumises à des conformations énergétiquement 
favorables qui seront fortement représentées parmi les différentes conformations rencontrées 
dans les structures de protéines. Le même type de diagramme permet de valider leur 
stéréochimie.  
• Enfin, les contacts atomiques, la longueur et l’angle des liaisons hydrogènes 
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Chapitre III : Résultats  
1 Les premières données 
1.1 Cristallisation 
 La protéine IRP1 humaine a été surexprimée dans E. coli et purifiée selon un protocole 
établi par nos collaborateurs (Brazzolotto et al., 1999). Plusieurs échantillons nous ont été 
fournis pour nos expériences de cristallogenèse. La présence de l’agrégat Fe-S rend la 
protéine instable à l’air et pour cette raison toutes les expériences de cristallogenèse ont été 
réalisées en milieu anaérobie. Les premiers essais de cristallisation ont été basés sur les 
conditions qui avaient permis la cristallisation de l’aconitase mitochondriale de porc (Robbins 
et al., 1982). Yvain Nicolet, qui est à l’origine du projet au sein du LCCP, a fourni un très 
gros travail de dégrossissement en effectuant plusieurs gammes en sulfate d’ammonium à 
différents pH grâce à la technique de la diffusion de vapeur par goutte suspendue (voir § 
II.1.2). Le problème a été que seuls des oursins étaient obtenus et tous les essais 
d’ensemencement ainsi que tous les cocktails d’additifs n’ont rien changé à cet état de fait 
(Figure III.1a). L’analyse, par électrophorèse, des échantillons a révélé un manque 
d’homogénéité dans les préparations. 
 Claudine Darnault a pris la suite du projet avec de nouveaux lots de purification et tout 
en essayant de reproduire les résultats obtenus pour l’aconitase mitochondriale, elle a utilisé 
l’échantillonnage en matrice disperse proposée par Jancarick et Kim (1991). Pour ces 
expériences la protéine a été concentrée à 20 mg/ml dans un tampon contenant 10 mM Hepes 
pH 7,4 et incubée pendant deux heures à 293 K avec 200 µM de citrate tri-sodium. Les 
gouttes suspendues ont été réalisées avec 1 µl de solution de protéine auquel 1 µl du réservoir 
a été ajouté, le tout étant placé sur 1 ml de solution réservoir. La condition 41 du Crystal 
Screen I (Hampton Research), c’est-à-dire 100 mM Hepes 7,5, 10% isopropanol et 20% w/v 
PEG 4000, a permis d’obtenir des plaquettes mélangées à des aiguilles, le tout étant agrégé 
(Figure III.1b). Les cristaux ont été améliorés en faisant varier le pH et la concentration des 
deux agents précipitants. Des agrégats de grandes plaquettes ont ainsi pu être obtenu dans une 
solution de 100 mM Tris-HCl pH 8,1, 10% isopropanol, 18% PEG 4000 et 2 mM Na-
dithionite (Figure III.1c). A partir de ces agrégats deux plaquettes monocristallines ont été 
séparées et congelées directement dans la boîte à gants dans un tampon légèrement plus 
concentré en agents précipitants que celui ayant permis la cristallisation auquel nous avons 
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ajouté du glycérol comme cryoprotectant (100 mM Tris-HCl pH 8,1, 20% isopropanol, 20% 
PEG 4000, 20% glycérol et 2 mM Na-dithionite). Les plaquettes, ainsi récupérées, avaient une 
taille proche des 250 µm par 150 µm par 20 µm et nous leur avons attribué les noms 
arbitraires de cristal 16 (X16) et de cristal 40 (X40). 
 
Figure III.1 : Evolution de la morphologie des cristaux. a) représente les cristaux en forme d’oursin obtenus dans 
les conditions de cristallisation de l’aconitase mitochondriale de porc, b) montre le résultat de la solution 41 du 
crystal screen I (Hampton Research) et c) l’optimisation de cette même condition. 
 
1.2 Cristaux natifs 
1.2.1 Collecte des données et statistiques 
 Les premiers jeux de données natifs ont été enregistrés à l’ESRF sur la ligne de 
lumière ID14-4 et l’ensemble a été traité à l’aide du programme XDS (Kabsch, 1993). Les 
tableaux suivant (Tableau III.1 et III.2) regroupent les principales statistiques après mise à 
l’échelle. 
 
Tableau III.1 : Paramètres de maille des cristaux natifs. 
 
 Les cristaux 16 et 40 sont tous les deux monocliniques mais ils n’ont pas le même 
groupe d’espace, ce qui peut être assez surprenant car ils proviennent tous les deux d’un 
même agrégat de cristaux. 
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Tableau III.2 : Statistiques des données natives indexées et intégrées par XDS (Kabsch, 1993). Les valeurs entre 





























(Diederichs et Karplus, 1997). 
1.2.2 Nombre de molécules par unité asymétrique 
 Le groupe d’espace P21 possède deux positions équivalentes alors que le groupe 
d’espace C2 en possède quatre. Généralement, le volume de Matthews (Vm) est compris entre 
2 et 4 Å3/Da (Matthews, 1968). Dans notre cas les volumes des mailles sont respectivement 
de 838174 Å3 pour le P21, de 1668830 Å3 pour le C2 et le poids moléculaire de la protéine est 
de 98400 Da. Le tableau suivant (Tableau III.3) présente le Vm correspondant pour différents 
nombres de molécules par unité asymétrique. 
 
Tableau III.3 : Volume de Matthews correspondant aux deux jeux natifs. 
 
 Il est possible de dire, sur la base de ce calcul, que l’unité asymétrique, des deux 
formes cristallines, contient très vraisemblablement 2 molécules d’IRP1. 
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1.3 Enregistrement de jeux MAD 
 A ce stade, il paraît bon de rappeler que la faible homologie de séquence avec 
l’aconitase mitochondriale de bœuf ne nous permettait pas d’utiliser la technique du 
remplacement moléculaire pour résoudre le problème de la phase. 
Suite à ces deux premiers jeux de bonne qualité, nous avons décidé d’essayer de 
résoudre le problème de la phase en enregistrant les jeux nécessaires à une expérience de 
MAD. Afin de limiter les problèmes d’isomorphisme nous nous sommes focalisés, dans un 
premier temps, sur le cristal 40. Comme l’ensemble des enregistrements a été effectué sur 
FIP-BM30a à l’ESRF (voir § II.2.2.1), nous avons pu utiliser le détecteur de fluorescence 
résolu en temps (Röntec, Germany) qui est présent sur la ligne et qui permet, en fonction de la 
longueur d’onde d’excitation, de vérifier la présence de diffuseurs anomaux dans le cristal. 
Cette mesure, rapide, permet de pouvoir cribler un grand nombre d’échantillons avant de 
choisir celui qui semble avoir le meilleur signal de fluorescence (Figure III.2). 
 
Figure III.2 : Spectre de fluorescence au seuil d’excitation du fer. Le dernier pic correspond au signal diffusé 
alors que celui qui est grisé montre la raie de fluorescence Kα du fer dont l’énergie est la signature de la présence 
de fer. 
 
Le choix des longueurs d’ondes a nécessité la détermination de la variation des f’ et f’’ 
en fonction de la longueur d’onde au voisinage du seuil d’absorption du diffuseur anomal. 
Cette détermination est réalisée à partir du spectre de fluorescence X du cristal en fonction de 
l’énergie des photons X. La mesure de fluorescence permet de déterminer directement la 
variation du facteur f’’. Les valeurs de f’ peuvent alors être calculées par la relation de 
Kramers-Kronig (Kronig et al., 1928) (voir équation 17). Nous avons donc choisi les 
longueurs d’ondes qui correspondaient au maximum de f’’, afin d’avoir le plus d’électrons 
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anomaux possible, au minimum de f’ et une dernière collecte a été réalisée à haute énergie 
pour la remote à 0,97 Å (Figure III.3).  
 
Figure III.3 : Spectre de fluorescence au seuil K du fer mesuré sur le cristal afin de tenir compte de l’influence 
des ligands. Trois longueurs d’ondes ont été utilisées pour les enregistrements, 0,972 Å, 1,738 Å et 1,743. 
 
 L’indexation des données par le programme XDS (Kabsch, 1993) a permis de 
déterminer la maille cristalline : a=103,49 Å, b=75,08 Å, c=214,68 Å et α=β=γ=90° dans le 
groupe d’espace C2. Les statistiques sont reprises dans le tableau ci-dessous. 
 
Tableau III.4 : Statistiques des données MAD après leur mise à l’échelle. 
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1.4 Détermination de la position des agrégats dans l’unité asymétrique 
 Les données des différents jeux MAD ont ensuite été traitées avec la suite de 
programme de CCP4 (CCP4, 1994). Etant donnés le contenu métallique de la protéine IRP1 et 
le contenu de l’unité asymétrique, la détermination de la position des atomes de fer 
individuels revient à trouver 2×4=8 sites indépendants. Comme les atomes de fer sont 
regroupés en deux agrégats [4Fe-4S], nous avons décidé de les considérer comme des super 
atomes dans un premier temps. Cette approximation est valable jusqu’à une résolution de 5 Å, 
qui correspond à la taille des agrégats (Chabrière et al., 1999). Le nombre de positions 
indépendantes à déterminer se trouvait donc réduit à deux. La carte de Patterson nous a 
néanmoins réservé quelques surprises (Figure III.4). 
 
Figure III.4 : Carte de Patterson du cristal 40 à 3,5 Å, section de Harker v=1/2. 
 
 La carte de Patterson en C2 du cristal 40 s’explique très bien avec trois sites, ce qui 
n’est pas compatible avec les deux molécules par maille et un agrégat fer-soufre par protéine 
IRP1. En revanche, quatre sites sont prédictibles pour une forme triclinique et après plusieurs 
réindexations nous nous sommes aperçus que les cristaux 40 et 16 pouvaient être indexés en 
P1 et en C2221 en plus du P21 et du C2 (Tableau III.5). A chaque nouveau traitement les 
statistiques obtenues étaient de bonne qualité (Tableau III.6). 
 
Tableau III.5 : Paramètres de maille des différentes indexations possibles pour les cristaux 40 et 16. 
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Tableau III.6 : Statistiques des jeux natifs après indexation dans les nouveaux groupes d’espace. 
 
 A ce stade de l’avancée des travaux nous n’étions pas en mesure de trancher de façon 
définitive sur le groupe d’espace applicable aux différents cristaux. Prenant en compte les 
groupes de plus haute symétrie nous avons essayé de localiser la position des super atomes de 
fer dans la structure mais sans grand succès. En effet, la protéine IRP1 a une masse 
moléculaire de 98 kDa pour 889 résidus ce qui est considérable par rapport au pouvoir de 
phasage des seuls agrégats. Nous nous sommes alors lancés dans la recherche de dérivés 
d’atomes lourds mais, pour cela, nous avons du repartir sur des tests de cristallogenèse car les 
cristaux obtenus pour ces premières expériences n’ont jamais pu être reproduits. 
2 Résolution du problème de la phase 
2.1 Cristallisation 
 Fort de ces premiers résultats, certes frustrants mais très encourageants, nous sommes 
repartis de la condition 41 du Crystal Screen I (Hampton research) afin d’effectuer, à partir 
d’un nouveau lot d’échantillon de protéine, la recherche des nouvelles conditions de 
cristallisation. La protéine, toujours à la concentration de 20 mg/ml dans un tampon contenant 
10 mM Hepes pH 7,4, a donné des cristaux dans une solution de 100 mM Tris-HCl pH 8,1, 
5% isopropanol, 17% PEG 4000 et 2 mM Na-dithionite. Le problème pour nous a été de voir 
que ces cristaux évoluaient au cours du temps vers une lente dégradation pour finir, sous cinq 
jours, par être complètement inexploitables (Figure III.5). Nous avons donc cherché dans un 
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premier temps à stabiliser ces cristaux avant d’envisager l’élimination de leur croissance en 
agrégat. 
 
Figure III.5 : Evolution au cours du temps de la morphologie des cristaux. Il y a une dégradation des cristaux 
sous cinq jours (j dans la figure). 
 
 Nous avons testé plusieurs solvants organiques afin de palier à ce problème mais aussi 
afin de nous débarrasser de l’isopropanol. En effet, comme toutes les expériences de 
cristallogenèse sont effectuées en boîte à gants, une étape de dégazage des solutions est 
nécessaire avant leur utilisation pour faire les gouttes. L’isopropanol est un solvant organique 
volatil et donc le simple fait de faire buller l’atmosphère de la boîte à gants dans la solution 
mère le contenant, afin d’éliminer toute trace d’oxygène, ne nous permet pas de contrôler sa 
concentration finale exacte. Ceci représente donc un désavantage majeur pour obtenir de 
nouveaux cristaux. Nous avons donc exploré différentes conditions tournant autour de la 
précédente en utilisant à chaque fois 5% de différents solvants. La condition, qui nous a 
permis de comparer les résultats obtenus, était constituée de base par 100 mM Tris-HCl pH 
8,1, 16% PEG 4000 et 2 mM Na-dithionite auxquels était ajouté 5% de différents solvants 
(Figure III.6). 
 
Figure III.6 : Stabilisation des cristaux avec différents solvants. 
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 Après avoir choisi le glycérol comme agent stabilisateur, nous avons orienté nos 
efforts sur le faciès des cristaux. Dans cette optique, la concentration de la solution de 
protéine a été revue à la baisse et nous avons choisi de travailler à 10 mg/ml au lieu des 20 
utilisé jusqu’à présent. Afin de contrôler le phénomène de nucléation nous avons aussi opté 
pour la technique d’ensemencement à partir des cristaux déjà obtenus. Une dilution sériée a 
permis de contrôler le nombre de noyaux de nucléation et donc le nombre de cristaux mais 
sans résoudre le phénomène d’agrégation (Figure III.7). 
 
Figure III.7 : Rôle de la dilution sériée dans l’ensemencement sur le contrôle du nombre de noyau de nucléation. 
 
 Le problème a été résolu en utilisant une technique décrite pour la première fois par N 
Chayen (1997) qui a eu l’idée de limiter la diffusion de vapeur d’eau en plaçant, entre le 
réservoir et la goutte, une barrière composée d’un mélange d’huile minérale, comme la 
paraffine, et d’huile de synthèse, comme le silicone. Cette technique combinée à 
l’ensemencement nous a permis d’obtenir finalement des monocristaux d’une taille 




Figure III.8 : Limitation de la diffusion de 
vapeur. L’emploi d’une barrière de silicone 
et de paraffine a permis de laisser le temps 
aux cristaux de pousser de façon plus 
homogène. Différents cocktails d’huiles ont 
été utilisés ainsi que différents volumes à 





2.2 Dérivés d’atomes lourds 
 La recherche des dérivés d’atomes lourds a été réalisée uniquement par trempage des 
cristaux natifs dans des solutions contenant le sel d’atome lourd en plus des agents 
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précipitants. Ces derniers ont été ajoutés en concentration suffisante pour prévenir la 
dissolution des cristaux pendant le temps du trempage. Les sels d’atomes lourds utilisés sont 
présentés dans le tableau III.7. Les temps de trempage ont été de 24 h dans tous les cas. Les 
cristaux ont ensuite été congelés dans la boîte à gants (voir § II.1.5.1). Tous ces dérivés ont 
été testés sur la ligne de lumière FIP-BM30a à l’ESRF. Après avoir analysé les premiers 
résultats seul le sel d’or s’était fixé à la protéine. 
 
Tableau III.7 : Sels d’atomes lourds testés et concentrations utilisées. 
2.3 Phasage par la méthode MAD 
2.3.1 Mesure de fluorescence et choix des longueurs d’onde 
 L’utilisation du détecteur de fluorescence résolu en temps de la ligne FIP nous a 
permis de valider la présence d’or dans notre cristal d’IRP1. La longueur d’onde à laquelle 
nous avions décidé de travailler pour avoir un signal anomal à l’or était de 1,040 Å. A cette 
énergie nous nous attendions à observer, dans notre spectre de fluorescence, outre le signal de 
l’or celui des agrégats Fe-S et nous avons eu la surprise de trouver un pic supplémentaire non 
prédit qui correspondait au zinc (Figure III.9). A ce stade des recherches nous avions non plus 
deux diffuseurs anomaux mais trois. Des expériences supplémentaires nous ont permis de 
confirmer la présence de zinc au sein des cristaux natifs. Nous avons donc décidé de collecter 
un jeu de données SAD complet au seuil de l’or (cristal 1) et sur un cristal natif d’enregistrer 
un jeu de données MAD au seuil du fer ainsi qu’un jeu SAD au pic du zinc (cristal 2). 
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Figure III.9 : Spectre de fluorescence au seuil d’excitation de l’or. Le pic à droite correspond au signal diffusé. 
 
 Les différentes longueurs d’onde nécessaires à la réalisation de ces enregistrements ont 
toutes été choisies après l’acquisition des spectres de fluorescence au seuil d’excitation des 
diffuseurs anomaux, c’est-à-dire au seuil K du fer λ=1,743 Å, au seuil LIII de l’or λ=1,039 Å 







Figure III.10 : Seul d’absorption des différents 
diffuseurs anomaux. a) seuil K du fer, b) seuil L3 de l’or 
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 Les longueurs d’ondes, les énergies et les facteurs f’/f’’ sont résumés dans le tableau 
III.8. 
 
Tableau III.8 : Paramètres des différentes longueurs d’onde utilisées lors des collectes et de leurs facteurs f’ et f’’ 
mesurés. 
2.3.2 Intégration et mise à l’échelle – statistiques 
 L’indexation des données a été réalisée par le programme XDS (Kabsch, 1993) et les 
paramètres de maille sont résumés dans le tableau III.9. 
 
Tableau III.9 : Paramètres de maille des deux cristaux 1 et 2 juste après l’indexation. 
 
 La première constatation a été que la maille, qui auparavant était du triclinique ou du 
monoclinique selon l’indexation, avait changé pour de l’orthorhombique et qu’aucune 
ambiguïté n’était possible sur le groupe d’espace C2221. La comparaison avec les jeux 
obtenus à partir de X16 et X40 n’était guère possible car, même si l’indexation en C2221 était 
prise en considération, le paramètre c de la maille était différent de la nouvelle maille de 10 Å. 
 
Tableau III.10 : Statistiques des jeux MAD et SAD collectés sur les cristaux 1 et 2. 
Chapitre III : Résultats 
 111
Il était à noter aussi que les cristaux 1 et 2 ne présentaient qu’un faible degré de non 
isomorphisme, preuve que dans notre cas, l’utilisation d’un dérivé or n’avait pas beaucoup 
perturbé l’empilement cristallin. Le tableau III.10 présente les principales statistiques après 
traitement. 
2.3.3 Nombre de molécules par unité asymétrique 
 De la même manière que pour les cristaux 40 et 16 (voir § III.1.2.2), nous avons 
calculé le coefficient de Matthews (Matthews, 1968) pour ces nouveaux cristaux. Le groupe 
d’espace C2221 possède huit positions équivalentes et le volume de maille, quelque fut le 
cristal, était proche de 1767116 Å3. Le Vm ainsi obtenu avait une valeur de 2,2 Å3/Da pour 
une seule molécule d’IRP1 par unité asymétrique. 
2.3.4 Détermination de la position des agrégats et des atomes lourds 
 L’ensemble des données ont été traitées avec la suite de programme de CCP4 (CCP4, 
1994) et les cartes de Patterson nous ont permis de confirmer ce à quoi nous nous attendions à 
savoir, un site pour l’agrégat [4Fe-4S], un site pour le zinc et un site pour l’or (Figure III.11 a, 






Figure III.11 : Carte de Patterson de la différence 
anomale de l’agrégat en a), du dérivé or en b) et du 
dérivé zinc en c). L’ensemble des sections est 
représenté. Sur ces cartes de Patterson, il est possible 
d’identifier l’agrégat en a), au moins un site or et 
l’agrégat en b) et au moins un site zinc et l’agrégat 
en c). Toutes les cartes ont été calculées dans les 
mêmes limites afin d’être comparables. 
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Là encore nous avons considéré l’agrégat comme un super atome de fer. Nous avions 
donc trois sites d’atomes lourds à déterminer et cette recherche a été réalisée à l’aide du 
programme SHELXD (Schneider et Sheldrick, 2002) qui, par des méthodes directes basées 
sur des Pattersons dans l’espace réciproque et la déconvolution des pics dans l’espace réel, est 
capable de localiser un grand nombre de diffuseurs anomaux à partir de données SAD ou de 
données MAD. En effet, bien que les méthodes directes ont été développées pour les petites 
molécules qui requièrent des résolutions atomiques inférieures à 1,2 Å, elles demeurent 
encore efficaces pour trouver les positions des atomes lourds car la distance les séparant est en 
générale plus grande que la résolution des données. Le programme a été utilisé sur le jeu 
obtenu pour le dérivé or car la redondance est le critère le plus important, bien devant la 
complétude et de la résolution (Schneider et Sheldrick, 2002). La partie qui nous intéressait, 
est présentée dans la figure III.12. 
 
Figure III.12 : Fichier de sortie de SHELXD. Les cercles ont des rayons correspondant aux distances 
séparant les positions des atomes lourds.Voir texte pour les explications. 
 
 Un score est attribué aux résultats sous la dénomination de PATFOM pour 
Patterson Figure Of Merit. Ce score permet de faire un tri rapide et ensuite une analyse plus 
détaillée est nécessaire. Les coordonnées des sites proposés sont classées puis pour chaque 
paire d’atomes deux valeurs lui sont attribuées. Le nombre du haut correspond à la distance 
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les séparant, par exemple 39 Å entre A2 et A1 et 53,9 Å entre A3 et A1, en tenant compte des 
symétries du groupe d’espace. Le nombre du bas indique le PMF, Patterson Minimum 
Function (Nordman, 1966), calculé pour tous les vecteurs entre deux atomes ce qui 
correspond aux vecteurs croisés ou cross-vectors. La première colonne est basée sur les 
vecteurs propres ou self-vectors, c’est-à-dire les vecteurs entre l’atome et ses symétriques. 
Nous n’avons considéré, dans un premier temps, que les trois premières solutions en 
supposant que le premier site devait être celui de l’or, le deuxième celui de l’agrégat fer 
soufre et le dernier celui du zinc. 
2.3.5 Phasage et carte de densité électronique 
 Nous avons commencé à affiner ce modèle à l’aide du programme SHARP (de la 
Fortelle et Bricogne, 1997). L’affinement a été réalisé de façon progressive en dissociant tous 
les jeux obtenus pour les différents dérivés avant de tous les combiner pour le phasage final. 
SHARP (de la Fortelle et Bricogne, 1997) est actuellement le seul programme de phasage à 
intégrer complètement le maximum de vraisemblance à ses procédures de calcul. Parmi les 
outils que propose SHARP (de la Fortelle et Bricogne, 1997), la carte résiduelle permet de 
vérifier les erreurs de positionnement des atomes lourds utilisés lors du phasage mais aussi, et 
surtout, les sites minoritaires présents dans la structure. C’est ainsi que lors du traitement du 
jeu SAD du dérivé or, nous avons pu identifier un site supplémentaire. Les coordonnées de ce 
nouveau site se sont avérées avoir été prédites par SHELXD (Schneider et Sheldrick, 2002) 
comme étant le quatrième site de la liste. L’ensemble des jeux a été utilisé pour résoudre le 
problème de la phase. Un facteur B de 80 Å2 a été utilisé pour l’agrégat fer soufre afin de 
mimer l’étalement de la densité électronique dû à sa taille. Un résumé des statistiques de 
phasage est présenté dans le tableau III.11. 
 
Tableau III.11 : Statistiques du phasage en sortie de SHARP (de la Fortelle et Bricogne, 1997) pour un modèle 
complet avec quatre diffuseurs anomaux. Les valeurs entre parenthèses correspondent à la dernière coquille de 
résolution. La longueur d’onde collectée sur le cristal 2 au maximum de f’’ a servi de référence ce qui explique 
l’absence de valeurs. P.P. pouvoir de phasage, FOM figure de mérite. 
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 Les phases ainsi obtenues n’étaient pas d’une très bonne qualité mais les premières 
cartes de densité électronique permettaient de distinguer les zones de protéine des zones de 
solvant (Figure III.13a). Cette première carte restait tout de même non interprétable pour la 
construction du modèle. La connaissance du contenu de la maille nous a permis de faire une 
estimation du pourcentage de solvant du cristal aux environs de 44%. Nous avons alors réalisé 
une étape d’aplatissement de solvant à l’aide du programme SOLOMON (Abrahams et Leslie, 
1996). Cette étape de modification de densité a amélioré la qualité des cartes de densité 
électronique, notamment en augmentant le contraste entre les zones de protéine et les zones de 
solvant (Figure III.13b). 
 
Figure III.13 : Projection suivant l’axe b de la densité électronique. a) Densité électronique obtenue avec les 
phases issues de SHARP (de la Fortelle et Bricogne, 1997) et b) densité électronique obtenue après aplatissement 
de solvant avec SOLOMON (Abrahams et Leslie, 1996). La position de l’agrégat dans ces cartes de densité 
électronique est indiquée par les flèches rouges. 
 
 La figure III.14 montre l’évolution de la figure de mérite (pondération accordée à 
chaque facteur de structure en fonction de la qualité de la phase) en fonction de la résolution 
avant et après aplatissement de solvant. La carte ainsi calculée s’est révélée être de bonne 
qualité et interprétable malgré certaines zones mal définies. 
 
 





Figure III.14 : Evolution de la figure de mérite en fonction de la 
résolution. La courbe en bleu correspond à l’évolution de la figure 
de mérite associée aux phases déterminées par SHARP (de la 
Fortelle et Bricogne, 1997) et celle en rouge, à la sortie de 








Figure III.15 : Extrait du fichier de sortie du programme RESOLVE (Terwilliger, 2000). Une liste des acides 
aminés présents dans la séquence de la protéine et placés dans la densité se trouve aussi associée à ce fichier. 
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Le programme RESOLVE (Terwilliger, 2000), qui utilise la théorie du maximum de 
vraisemblance, a été utilisé avec la carte de densité ainsi obtenue. A chaque cycle de 
construction, les nouvelles phases sont combinées aux phases expérimentales ce qui nous a 
permis au final d’avoir une carte d’une grande qualité. Le résultat a été assez encourageant car 
le programme a réussi à placer 608 résidus d’alanine et de glycine dans la carte auxquels se 
sont ajoutés 32 acides aminés comme le montre le fichier de sortie du programme dans la 
Figure III.15. 
L’aconitase mitochondriale ne pouvant pas nous servir pour faire du remplacement 
moléculaire, il était néanmoins clair, qu’au vu de l’activité isomérase d’IRP1 et de son 
appartenance à la famille des aconitases, le cœur catalytique de la protéine devait être proche 
de celui de l’aconitase. De plus, nous savions que les cystéines, qui sont impliquées dans la 
coordination de l’agrégat Fe-S, se trouvent dans une des zones les plus conservées d’IRP1, ce 
qui nous a laissé à penser que le repliement structural de cette région devait être relativement 
proche d’une structure à l’autre. Fort de la qualité de la carte de ce premier modèle, obtenu 
par construction automatique, et de la structure déjà existante de l’aconitase mitochondriale de 
bœuf, nous avons pu continuer la construction de la protéine IRP1 manuellement. 
2.3.6 Construction du premier modèle 
 La localisation de la densité électronique de l’agrégat [4Fe-4S] dans la carte a permis 
de prépositionner la structure de l’aconitase mitochondriale (Figure III.16b). Les éléments de 
structure secondaire autour de l’agrégat étant conservés nous avons pu bénéficier, en nous 
appuyant sur le modèle construit par RESOLVE (Terwilliger, 2000) (Figure III.16c), d’une 
solide base pour envisager l’organisation et la construction du cœur de la protéine. 
 La superposition du modèle incomplet et de l’aconitase nous a permis de constater que 
le programme RESOLVE (Terwilliger, 2000) avait construit des portions de protéine sur deux 
molécules IRP1 reliées par symétrie. Ceci corrigé nous avions une carte bien continue dans 
laquelle il était relativement aisé de suivre le tracé de la chaîne principale sauf dans certaines 
zones encore mal définies. A partir du modèle, nous avons continué la construction mais cette 
carte présentait néanmoins peu d’informations sur les chaînes latérales. La construction a été 
effectuée à l’écran graphique à l’aide du programme TURBO (Roussel et al., 1989). L’ajout 
de fragments d’hélice et le remplacement des glycines et des alanines ont été suivis de calculs 
de minimisation d’énergie afin d’améliorer la géométrie du modèle, ainsi que d’affinements 
locaux dans l’espace réel de façon à mieux placer les résidus en densité. 
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Figure III.16 : Obtention du premier modèle. a) Structure de l’aconitase mitochondriale de bœuf (code d’accès 
PDB : 1C96). b) Positionnement de l’agrégat [4Fe-4S] de l’aconitase et des structures secondaires de son 
environnement direct dans la carte de densité électronique. c) Modèle construit par le programme RESOLVE 















Malgré nos efforts, nous avons rapidement été bloqués par le manque d’information 
dans certaines zones de la carte. Le modèle était complet à plus de 67%, 604 acides aminés 
placés sur les 889 que compte la protéine, mais les affinements successifs ne changeaient rien 
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à la situation. Le facteur R était de 45,9% et le Rlibre de 47,4%, preuve que certaines parties de 
la protéine étaient encore mal construites (Figure III.17). Nous avons alors décidé de 
reprendre le phasage mais en utilisant une option propre au programme SHARP (de la 
Fortelle et Bricogne, 1997). 
3 Résolution de la structure 
3.1 Amélioration des cartes de densité électronique 
 SHARP (de la Fortelle et Bricogne, 1997) offre la possibilité d’utiliser les phases 
externes d’un modèle. Ce modèle peut être une solution de remplacement moléculaire ou 
alors un modèle incomplet construit à la main. L’avantage d’un tel système réside dans le fait 
que le programme va interpréter ces phases comme un système de pondération et non pas 
comme une base pour ses calculs évitant ainsi les problèmes de biais d’un modèle 
partiellement faux. Afin de pouvoir résoudre ce problème nous avons du extraire, du modèle 
précèdent, les coefficient d’Hendrickson et Lattman (1970). Pour cela le programme 
SFTOOLS (CCP4, 1994) nous a été utile pour générer les coefficients A et B du modèle alors 
que les C et D sont égaux a 0 du fait de la répartition unimodale des phases. Nous avons 
réitéré le phasage sans rien changer aux paramètres utilisés ultérieurement. Seul la figure de 
mérite a radicalement évoluée et tout spécialement pour les données à « haute » résolution 
(Figure III.18). 
 
Figure III.18 : Récapitulatif des figures de mérite. a) FOM sans l’apport de phases externes et b) FOM en 
utilisant les coefficients d’Hendrickson et Lattman (1970) pour le phasage. 
 
 L’aplatissement de solvant a, par la suite, amélioré encore la qualité de la carte (Figure 
III.19). 
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Figure III.19 : Projection suivant l’axe b de la densité électronique issue de SHARP (de la Fortelle et Bricogne, 
1997) après l’utilisation de phases externes et aplatissement de solvant par SOLOMON (Abrahams et Leslie, 
1996). 
 
Figure III.20 : Amélioration de la carte de densité électronique. A gauche avant l’utilisation des phases externes 
et à droite après. a) Exemples avec la meilleure continuité de la chaîne principale, b) amélioration de la 
définition des chaînes latérales et b) meilleure définition de l’agrégat dans la densité. 
Chapitre III : Résultats 
 120
 
Ainsi certaines régions de la densité électronique alors encore mal définies étaient 
maintenant interprétables. Le tracé de la chaîne principale était moins haché (Figure III.20 a) 
et la carte présentait plus d’informations sur les chaînes latérales que la précédente (Figure 
III.20 b). De même l’agrégat [4Fe-4S] était mieux défini dans la densité ce qui est illustré sur 
la Figure III.20 c. En nous appuyant sur ces nouveaux résultats nous avons décidé de 
reprendre la construction du modèle à l’écran graphique. 
3.2 Nouveau modèle moléculaire 
 Le modèle a été construit à plus de 82% avec 736 acides aminés placés sur les 889 que 
contient la protéine (Figure III.21). Nous avons pu corriger, de la sorte, bon nombre d’erreurs 
dans notre modèle mais nous nous sommes rapidement heurtés au même problème que 
précédemment, à savoir, le manque d’information dans la densité électronique définissant 
certaines régions de la protéine plutôt exposées au solvant. Le facteur R était de 39% et le 
Rlibre de 43%. 
 
Figure III.21 : Amélioration du modèle. a) Premier modèle obtenu avec 604 AA placés. b) Nouveau modèle avec 
736 AA placés. c) Superposition des deux modèles. 
3.3 Remplacement moléculaire 
3.3.1 Forme à haute résolution monoclinique P21 
Afin de pouvoir nous absoudre des problèmes rencontrés lors de la construction avec 
la carte de densité électronique, nous avons décidé, à ce stade de nos investigations, d’essayer 
un remplacement moléculaire sur le jeu natif à plus haute résolution, à savoir le cristal 16. 
Nous avons aussi fait le choix d’utiliser les données du cristal 16 indexés dans le groupe 
d’espace de plus haute symétrie, P21. 
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Les essais de remplacement moléculaire avec comme modèle initial le premier 
modèle, trop incomplet et imprécis, n’avaient pas permis de dégager une quelconque solution 
cohérente, ni en rotation ni en translation. En revanche le second modèle nous a permis 
d’aboutir à une solution. Le remplacement moléculaire a été effectué avec le programme 
PHASER (Read, 2001). Afin d’accroître ses performances et d’augmenter les chances de 
trouver une solution, ce programme s’appuie sur la théorie du maximum de vraisemblance. 
Contrairement à AMORE (Navaza, 1994) et aux autres programmes de remplacement 
moléculaire, MOLREP (Vagin et Teplyakov, 1997)…, PHASER (Read, 2001) n’évalue pas 
les solutions qu’il trouve en terme de corrélation ni de facteur R mais il leur attribue une 
valeur dénommée Z score. Lorsque ce score est inférieur à 5, aucune solution n’a été trouvée ; 
entre 5 et 6, elle est improbable ; entre 6 et 7, elle est possible ; entre 7 et 8, elle est probable 
et au-delà de 8, elle est définitive. Dans notre cas une solution unique à deux corps, très 
contrastée en rotation et en translation, avec comme Z score respectivement 41 et 15, a été 
trouvée. Ce résultat confirmait bien notre hypothèse quant au contenu de la maille. Le 
programme nous a calculé directement les Fcalc et φcalc correspondant au modèle de la carte de 
densité électronique transposée dans la maille native du cristal 16. La nouvelle carte de 
densité électronique a été utilisée pour poursuivre la construction manuelle du modèle. Nous 
avons pu construire 826 des 889 acides aminés et ce troisième modèle avait un facteur R de 








Figure III.22 : Structure incomplète 
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 En effectuant cette opération nous avons gagné en résolution mais aussi en qualité. En 
effet, nous étions bloqués à 2,9 Å, qui était la résolution du jeu de données enregistré au 
maximum de f’’ à la longueur d’onde du fer qui nous avait servi de référence pour le phasage, 
alors qu’avec le cristal 16 le modèle a été construit et affiné à 1,85 Å. Nous avons encore pu 
constater l’amélioration des cartes, au travers du fait que chaque atome de fer était maintenant 
défini dans la densité électronique, mais aussi par la définition des chaînes latérales dans la 
densité, surtout pour les acides aminés aromatiques (Figure III.23a et b). Malgré cela, il 
demeurait toujours des zones de densité hachée dans laquelle nous ne pouvions pas construire 
la chaîne polypeptidique (Figure III.23c). 
 
Figure III.23 : Suivi de l’évolution de la carte de densité électronique. a) L’agrégat est parfaitement relié au reste 
de la protéine du fait même de la continuité de la densité, de plus il est parfaitement défini dans la densité (seuil à 
1σ) et chaque atome de fer est très bien localisé (seuil à 8σ). b) Les chaînes latérales des résidus aromatiques 
présentent des dépressions, voir des trous au centre du cycle, dans la densité électronique qui les définit. c) 
Région encore non interprétable de la densité. 
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3.3.2 Forme orthorhombique C2221 
 Nous avons donc procédé avec une seule molécule du modèle P21 à un nouveau 
remplacement moléculaire sur le jeu de données du dérivé or qui avait une résolution de 2,5 
Å. Cela n’a posé aucun problème, avec un Z score de 55 pour la rotation et de 29 pour la 
translation, et nous avons réussi à construire la totalité de la protéine dans la nouvelle carte de 
densité électronique. Même les régions non interprétables à haute résolution ont été résolues 
sans difficulté (Figure III.24) 
 
Figure III.24 : Carte de densité électronique d’une région difficilement interprétable. a) Il n’est pas possible de 
construire la protéine dans cette région alors qu’après le remplacement moléculaire (b) il ne subsiste plus aucun 
problème. 
 
Figure III.25 : Structure finale d’IRP1. Les trois diffuseurs anomaux ont été positionnés sur la structure. 
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 Le modèle définitif a pour facteur R 18% et pour Rlibre 22,5% pour une résolution de 
2,5 Å (Figure III.25). 
3.4 Affinement 
 Toutes les étapes d’affinement ont été réalisées avec le programme REFMAC 
(Murshudov et al., 1997). 5% des réflexions ont été mis de côté afin de calculer le Rlibre. Nous 
n’avons pas modélisé le solvant à basse résolution jusqu’à ce que notre modèle soit complet 
pour cela nous avons appliqué une troncature à basse résolution à partir de 8 Å. Après chaque 
cycle, des cartes de densité électronique de type 2mFo-DFc et mFo-DFc ont été calculées 
avec le programme FFT (CCP4, 1994) afin d’effectuer les corrections manuelles. La 
procédure d’affinement s’est bien déroulée et à chaque cycle, les facteurs R et Rlibre ont bien 
diminué. L’évolution du facteur Rlibre a permis de nous assurer que nous étions sur la bonne 
voie. Le tableau III.12 rassemble quelques statistiques concernant l’affinement avec le 
programme REFMAC (Murshudov et al., 1997). 
 
Tableau III.12 : Statistiques en fin d’affinement avec le programme REFMAC (Murshudov et al., 1997). RMSD 
(root mean square deviation) : écart-type. 
 
 Le modèle obtenu est de très bonne qualité. Le diagramme de Ramachandran 
correspondant indique que 90% des résidus sont dans les régions les plus favorables et seul la 
valine 188 et la serine 436 appartiennent à une région défavorable (Figure III.26). L’analyse 
de la stéréochimie de la protéine par le programme PROCHECK (Laskowsky et al., 1993) 
indique que le modèle se trouve au dessus de la moyenne des structures affinées à 2,5 Å de 
résolution. 
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Figure III.26 : Diagramme de Ramachandran, correspondant à la molécule IRP1 de l’unité asymétrique, calculé 
avec le programme PROCHECK (Laskowski et al., 1993). Les zones en rouges correspondent aux zones 
autorisées, celles en jaunes aux zones additionnelles autorisées, celles en jaune pâle aux zones généreusement 
autorisées et celles en blanc aux zones interdites. 
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Chapitre IV : Analyse de la structure d’IRP1 
1 IRP1 versus l’aconitase mitochondriale (mAcn) 
1.1 Description générale 
 La protéine IRP1 est un membre de la famille des aconitases. Les études structurales 
menées sur cette famille, qui est bien caractérisée biochimiquement, ont permis de mettre en 
évidence l’existence de pas moins de trois organisations tridimensionnelles différentes pour 
une seule et même fonction, l’isomérisation réversible du citrate en isocitrate (Figure IV.1). 
 
Figure IV.1 : Réaction d’isomérisation du citrate en isocitrate avec son intermédiaire réactionnel, le cis-
aconitate. 
 
La famille des aconitases se subdivise en trois sous-groupes ; celui dont fait parti 
el’aconitase mitochondriale qui à un enchaînement continu de ses domaines à savoir que le 
domaine 1 se trouve du côté amino-terminal et que le domaine 4 est du côté carboxy-terminal, 
vient ensuite celui des aconitases bactériennes qui est constitué dans sa partie amino-terminale 
par le domaine 4 auquel se succède les domaines 1, 2 et 3 puis enfin un dernier groupe assez 
hétérogène formé par les isopropylmalate isomérases qui peuvent non seulement adopter une 
organisation similaire à celle des aconitases mitochondriales mais aussi, chez les bactéries, 
qui peuvent former des hétérodimères dans lesquels le domaine 4 est une sous-unité à part 
entière. Néanmoins, ces trois architectures ont toutes en commun l’existence de quatre 
domaines distincts segmentant les protéines de cette famille (Gruer et al., 1997). IRP1 ne 
déroge pas à cette règle et la structure de la protéine IRP1 est repliée en quatre domaines. La 
protéine a des dimensions de 84×79×56 Å3 (Figure IV.2 a et b). 
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Figure IV.2 : Structure de la protéine IRP1. a) Dimension de la protéine selon trois axes représentants les 
distances entre Cα les plus longues et b) organisation de la protéine avec une succession caractéristique des 
domaines, similaire à celle qui est trouvée chez l’aconitase mitochondriale de bœuf. Les domaines 1 (résidu 1 à 
240), 2 (241 à 368) et 3 (369 à 592) forment la partie amino-terminale, respectivement rouge, orange et jaune, 
alors que la partie carboxy-terminale est composée du domaine 4 en bleu (660 à 889), ces deux parties étant 
reliées par un polypeptide en vert (593 à 659) qui sert de lien au sein de la protéine. 
 
 Cette organisation en domaines est tout a fait compatible avec celle de l’aconitase 
mitochondriale de bœuf, mAcn. L’enchaînement des domaines s’effectue sans permutation ni 
insertion comme ce peut-être le cas d’AcnB, l’aconitase bifonctionnelle de E. coli (Williams 
et al., 2002) et à l’inverse des isopropylmalate isomérases bactériennes, IRP1 ne possède pas 
deux sous unités mais un seul et unique corps. Les trois premiers domaines sont fortement 
associés et forment une dépression peu profonde dans laquelle ils se rejoignent de façon 
contiguë près du centre de la molécule. L’agrégat fer soufre est lié à trois cystéines du 
troisième domaine à l’intérieur de cette dépression. Le quatrième domaine est rattaché aux 
trois premiers par un long segment polypeptidique qui sert de lien charnière ou linker à la 
protéine. La forme du quatrième domaine est complémentaire de la surface formée par les 
trois premiers domaines. L’interface entre le quatrième domaine et les trois premiers est 
partiellement occupé par des molécules de solvant et comprend majoritairement des contacts 
entre acides aminés polaires. Néanmoins, certains acides aminés hydrophiles et hydrophobes 
sont en mesure de faire des contacts directs entre les domaines 1, 2, 3 et le domaine 4. Par 
conséquent, une fissure étendue est formée conduisant, selon plusieurs chemins d’accès 
possibles, de la surface à l’agrégat fer soufre au cœur de la protéine. A la fois la charnière et 
l’hydratation en solvant de la gorge suggèrent la possibilité d’un mouvement d’ouverture qui 
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pourrait séparer le domaine 4 du reste de la molécule permettant ainsi la diffusion des 
substrats dans et hors du site actif, de même que la fixation des motifs IRE. 
1.2 Analyse par domaine 
 
 
Figure IV.3 : Représentation de l’organisation des éléments de structures secondaires dans les domaines 1 (a), 2 
(b) et 3(c). A gauche représentation topologique en deux dimensions et à droite représentation tridimensionnelle. 
β représente les feuillets β, α les hélices α et η les hélices 310. 
 
 La topologie des éléments de structure secondaire des domaines 1 à 3 contient un 
motif généralement observé dans les déshydrogénases et d’autres enzymes possédant un 
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domaine de liaison aux nucléotides (Richardson, 1981). Ces domaines comprennent 
respectivement cinq, quatre et de nouveau quatre brins β parallèles (Figure IV.3). 
 
De plus les brins β antiparallèles, les hélices α et 310 contribuent à la forte association 
ternaire de l’ensemble. Le quatrième domaine est, quant à lui, composé d’un tonneau de 
feuillets β constitué par quatre brins β parallèles et par 3 brins β antiparallèles (Figure IV.4). 
 
Figure IV.4 : Représentation de l’organisation des éléments de structures secondaires dans le domaine 4. A 
gauche représentation topologique en deux dimensions et à droite représentation tridimensionnelle. 
 
 
Figure IV.5 : Organisation des feuillets de brins β parallèles. a) comparaison de l’organisation des brins β dans 
les domaines 1 et 3, b) dans les domaines 2 et 4 et c) dans les domaines 1 et 2. 
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Les feuillets β parallèles des domaines 1 et 3 ont tous leurs parties carboxy-terminales 
approximativement orientées vers l’agrégat fer soufre au cœur de la protéine (Figure IV.5 a). 
En revanche, le domaine 2 a les extrémités amino-terminales de ses brins β de son feuillet 
parallèle orientés vers la gorge d’accès à l’agrégat alors que l’orientation est inversée pour le 
domaine 4 (Figure IV.5 b). De plus, les 2 feuillets parallèles des domaines 1 et 2 s’organisent 
de façons antiparallèles mais sans pour autant former un grand feuillet de brins β du fait 
même de l’absence de liaison hydrogène entre les brins β10 et β14 (Figure IV.5 c). 
 
 La structure, dans son ensemble, est très proche de celle de l’aconitase mitochondriale 
(Lauble et al., 1992). Si la structure des domaines de la protéine IRP1 est comparée à celle de 
mAcn, il est possible de constater que les domaines 2 et 4 sont les mieux conservés et les plus 
facilement superposable (Tableau IV.1). 
 
Tableau IV.1 : Tableau récapitulant les écarts types entre les domaines d’IRP1 et ceux de l’aconitase 
mitochondriale. Les valeurs entre parenthèses représentent le nombre de résidus par domaines. 
 
La région charnière ou linker n’est en revanche en rien homologue à celle de 
l’aconitase. Seul un brin β est présent dans mAcn alors que trois hélices α, α21, α22 et α23 
structure le linker d’IRP1. Il est intéressant de constater qu’un peu moins d’un cinquième des 
acides aminés s’ajoutant à la séquence d’IRP1 se fait sur cette seule charnière. En effet, le 
linker est plus long dans IRP1 que celui de l’aconitase laissant supposer une liberté de 
mouvement encore plus important entre les domaines 1 à 3 et le domaine 4. Ceci semble être 
en accord avec le fait que, contrairement à mAcn, IRP1 n’a pas pour seule fonction celle 
d’une isomérase mais aussi celle d’un régulateur post-transcriptionnel. Ceci justifie la 
nécessité d’une plus grande flexibilité afin de permettre à IRP1, hormis l’accessibilité du 
citrate au site catalytique, la fixation des séquences nucléotidiques que sont les IRE. Malgré le 
fait que chaque domaine présente une certaine conservation entre IRP1 et mAcn, IRP1 
possède un plus haut degré de complexité dans son organisation tridimensionnelle que 
l’aconitase mitochondriale. Ainsi, ne serait-ce que pour le domaine 1, pas moins de quatre 
hélices et autant de brins β viennent s’ajouter à ceux déjà présent dans mAcn. De la même 
manière un feuillet de deux brins β antiparallèles et quatre hélices s’ajoutent au domaine 3. 
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Malgré la faible identité reliant IRP1 à l’aconitase mitochondriale, il est intéressant de 
constater que les deux structures sont relativement proches l’une de l’autre surtout dans 
l’environnement direct du cœur réactionnel de la protéine (Figure IV.6). Ceci semble 
important tant il est clair que la protéine IRP1 catalyse la même réaction que son homologue 
mitochondriale et avec une aussi grande efficacité. 
 
Figure IV.6 : Conservation des éléments de structure de mAcn chez IRP1. Les structures identiques à mAcn chez 
IRP1 sont colorées en gris alors que le rouge et le jaune servent à modéliser les hélices et les brins β venant 
s’ajouter à IRP1, ou dont la structure est différente de celle de l’aconitase mitochondriale. Le vert, quant à lui, 
représente les boucles non structurées. 
1.3 L’activité aconitase d’IRP1 
 L’alignement des séquences d’IRP1, d’IRP2 et de l’aconitase mitochondriale de bœuf 
n’a pu être réellement efficace qu’après une construction complète de la protéine IRP1 et son 
alignement structural in silico avec l’aconitase (Figure IV.7). 
1.3.1 Site actif 
 Sur les bases de cet alignement de séquence et de la structure tridimensionnelle 
d’IRP1, nous avons pu nous pencher sur l’activité aconitase de la protéine. Afin de pouvoir 
jouer ce rôle la protéine doit posséder les acides aminés nécessaires et suffisant à la réaction. 
Le site actif d’IRP1 est composé de l’agrégat fer soufre et des chaînes latérales des 21 acides 
aminés, répartis sur les quatre domaines, identifiés comme indispensables à l’activité 
d’isomérase de la protéine. 
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Figure IV.7 : Alignement de séquences entre la protéine IRP1 humaine, IRP2 et l’aconitase mitochondriale. Les 
XXX correspondent à la zone où les 73 acides aminés supplémentaires d’IRP2 s’insèrent et les ZZZ signalent les 
portions de l’aconitase mitochondriale qui ne se superposent pas avec IRP1. 
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Ces chaînes latérales entourent une grande cavité polaire à l’intérieur de la fissure dans 
laquelle les quatre domaines se retrouvent pour former une dépression peu profonde. Les 
résidus sont considérés comme faisant partis du site actif s’ils sont en contact avec l’agrégat 
ou s’ils forment des liaisons avec le substrat ou, enfin, s’il forment des liaisons hydrogène 
avec un résidu directement en contact avec le substrat (Figure IV.8). 
 
Figure IV.8 : Représentation stéréoscopique du site actif d’IRP1. Ce schéma permet de se rendre compte de 
l’importance du site actif et de sa complexité. 
 
Le domaine 1 fournit sept résidus au site actif : Gln 86, Asp 125 et His 126 
proviennent des boucles connectant les feuillets β4 et β5 aux hélices α4 et α5 ; Asp 205, Ser 
206 et His 207 forment les premiers tours de l’hélice 310 η5 et His 178 appartient à l’hélice α6 
adjacente. Le domaine 2 ne contribue au site actif qu’avec seulement deux acides aminés Glu 
302 de l’hélice 310 η6 et Asn 298 de l’hélice α10 qui est centrée au milieu du domaine. Le 
domaine 3 fournit, quant à lui, les trois cystéines, Cys 437, Cys 503 et Cys 506, impliquées 
dans la coordination de l’agrégat fer soufre et l’isoleucine 507 qui fait un contact hydrophobe 
avec l’agrégat depuis l’hélice 310 η11. Le résidu 437 est sur l’hélice α14 alors que les 
cystéines 503 et 506 sont toutes les deux associées à l’hélice η11, au milieu d’une longue 
boucle reliant les hélices α17 à α18. Une autre boucle, reliant le brin β22 au brin β23, 
supporte les acides aminés Asn 535, Arg 536 et Arg 541 eux aussi impliqués dans la 
formation du site actif. Le domaine 4 apporte les cinq derniers résidus associés à la formation 
du site actif. L’arginine 780 et les sérines 778 et 779 font parties de la boucle reliant le brin 
β31 à l’hélice α28 alors que Arg 713 est sur la boucle faisant le lien entre η13 et α26 et que 
Asp 678 fait partie intégrante de l’hélice α24. 
 Les résidus du site actif peuvent être regroupés de la manière suivante : les acides 
aminés impliqués dans les interactions avec l’agrégat fer soufre sont les cystéines 437, 503 et 
506 qui lient trois (Fe1, Fe2 et Fe3) des quatre fers de l’agrégat ensuite l’asparagine 535 qui 
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fait une liaison hydrogène avec le soufre S1 de l’agrégat alors que l’asparagine 298 en fait une 
avec le soufre de la cystéine 437 et enfin l’isoleucine 507 qui a un contact hydrophobe 
significatif avec l’agrégat (Figure IV.9). 
 
Figure IV.9 : Représentation stéréoscopique des acides aminés impliqués dans des interactions avec l’agrégat fer 
soufre. 
 
Viennent ensuite les acides aminées interagissant avec le substrat avec en premier lieu 
les trois paires His - Asp/Glu (Asp 100 - His 101, Asp 205 - His 178 et Glu 302 - His 207), les 
quatre arginines qui forment des contacts avec les groupements carboxyliques du substrat (les 
résidus 536, 541, 713 et 780), les résidus qui font des liaisons hydrogène avec le substrat (Gln 
86, Ser 206 et Ser 779) et enfin la serine 778 à la base du mécanisme catalytique. Il ne faut 
pas oublier à cette organisation la présence de l’aspartate 678 qui interagit avec les arginines 
541 et 780 via la formation de ponts salins. D’une manière globale, le site actif d’IRP1 est un 
système complexe de résidus qui forment un réseau de liaisons hydrogène avec le substrat, 
avec l’agrégat fer soufre, avec les molécules d’eau ainsi qu’avec d’autres résidus de la 
protéine. L’implication de ces 21 résidus explique, en partie, pourquoi cette enzyme est une 
aussi grosse protéine. Le site actif présente aussi une charge électrostatique nettement positive 
à cause de la présence des quatre arginines et du fait que les trois histidines sont appariées 
avec les aspartates et le glutamate présent dans le site actif (Figure IV.10). Cette 
caractéristique est clairement constitutive des conditions nécessaires à la fixation de substrat 
anionique. 
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Figure IV.10 : Représentation stéréoscopique des acides aminés impliqués dans des contacts avec le substrat. 
Dans cette figure, le cis-aconitate a été modélisé. 
1.3.2 Le mécanisme catalytique 
 IRP1 catalyse quatre réactions stéréospécifiques : la déshydratation du citrate ou de 
l’isocitrate en cis-aconitate et la réhydratation du cis-aconitate en citrate ou en isocitrate. Les 
différentes études menées sur l’aconitase et IRP1 ont permis de mettre au point un modèle 
catalytique dans lequel la transformation du citrate en isocitrate se fait via un intermédiaire 
réactionnel qui est le cis-aconitate. Le cis-aconitate est censé se lier à l’agrégat fer soufre de 
deux manières différentes, une appelée mode citrate et l’autre mode isocitrate. Ces deux 
modes de fixation sont reliés par une rotation de 180° autour de la liaison Cα-Cβ du substrat 
et l’ensemble de la réaction se produit en trois étapes : la déshydratation du citrate, la rotation 
du cis-aconitate et enfin la réhydratation du cis-aconitate pour obtenir l’isocitrate (Figure 
IV.11). 
 L’hypothèse actuellement admise est que la complexation du cis-aconitate avec 
l’agrégat modifie l’état de coordination du Fe4, avec seulement cinq liaisons, suite à la 
libération, et avant la fixation, d’une molécule d’eau dérivée du groupe hydroxyle partant du 
substrat. Cette molécule d’eau est facilement échangeable avec le solvant (Beinert et al., 
1996). Globalement, ce modèle rend compte de la stéréospécificité de la réaction et de la 
nécessité d’une trans élimination/addition du groupe hydroxyle et du proton à la première et à 
la troisième étape de la catalyse. L’étape de basculement, qui fait passer le cis-aconitate d’une 
mode de fixation citrate à un mode isocitrate, n’est très probablement pas un processus qui 
s’effectue en une seule étape. En effet il parait déraisonnable de penser qu’une seule molécule 
de cis-aconitate est relâchée du Fe4, réorientée à l’intérieur du site actif et refixée à l’agrégat 
permettant des interactions plus favorables pour permettre la réhydratation. Il semble plus 
vraisemblable, aux vues des résultats obtenus sur l’aconitase mitochondriale de bœuf, qu’une 
molécule de cis-aconitate est déplacée par une autre et que cet évènement puisse aboutir à la 
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réorientation du second cis-aconitate suivant l’autre mode de fixation. Ce phénomène de 
déplacement du cis-aconitate a été initialement déduit des données de cinétique qui montrait 
que le relargage du produit était l’étape limitante de la réaction (Schloss et al., .1984). Le 
déplacement requièrt donc l’ouverture et la fermeture de la gorge contenant le site actif, ce qui 
est en accord avec les changements de conformation observés sur l’aconitase mitochondriale 
pour la gorge et le linker quand la protéine est en présence ou pas de substrat (Beinert et al., 
1996). L’ouverture et la fermeture de cette gorge, durant le turnover, ne peut se produire que 
grâce à la présence des chaînes latérales des résidus du site actif occupé qui forment, entre eux 
et avec les molécules d’eau présentes dans cette région de la protéine, un réseau de liaisons 
qui empêche la diffusion libre des substrats dans et hors du site actif (Goodsell et al., 1993). Il 
est à noter cependant, qu’il n’existe aucune évidence directe pour éliminer la possibilité que la 
même molécule de cis-aconitate, formée par la déshydratation du citrate, puisse être 
réhydratée pour former l’isocitrate. 
 
 
Figure IV.11 : Modèle de mécanisme réactionnel catalysé par IRP1 et l’aconitase. Le produit intermédiaire, le 
cis-aconitate, est proposé comme se fixant de deux manières différentes selon une rotation de 180° par rapport à 
la double liaison Cα-Cβ. L’astérisque note le proton qui est stéréospécifiquement enlevé au citrate pour être 
replacé sur l’isocitrate. L’atome d’hydrogène de la molécule d’eau lie le seul fer non coordonné par les cystéines, 
Fe4. D’après Lauble et al. (1994) 
 
 En s’appuyant sur des études de mutations et de cinétique menées sur l’aconitase, un 
certain nombre de résidus ont pu être identifiés comme étant critiques à la réaction 
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d’isomérisation du citrate en isocitrate. L’ensemble de ces résultats a permis de proposer un 
mécanisme spécifique aux transformations chimiques catalysées par l’aconitase et donc, selon 
le même modèle, par IRP1 (Zheng et al., 1992 ; Lauble et al., 1992). 
 La protéine IRP1 libre de tout substrat contient un agrégat [4Fe-4S]2+ avec une liaison 
entre son Fe4 et un hydroxyle. Après la fixation du citrate l’hydroxyle est protonée et la 
coordination du Fe4 augmente passant de quatre liaisons à six (Figure IV.12 a). La liaison 
hydrogène que forme l’histidine 126 avec l’hydroxyle de l’isocitrate suggère que le proton, 
donné pour former la molécule d’eau, est originaire de cette histidine (Figure IV.12 a). 
Néanmoins, le proton peut aussi être donné par l’histidine 207 qui est aussi très proche de 
l’hydroxyle. Ainsi les histidines 126 et 207 sont appariées avec les carboxylates de l’aspartate 
125 et du glutamate 302 ce qui les rendent plus propices à la protonation. Le résidu qui 
arrache le proton du citrate et de l’isocitrate est la sérine 778. En effet, l’oxygène γ de sa 
chaîne latérale est très proche de l’hydrogène du substrat qui est arraché. De plus, 
l’environnement de cet atome Oγ, dans le site actif, suggère que son pKa est faible du fait 
qu’il accepte des liaisons hydrogènes à la fois de l’amide et de la chaîne latérale de l’arginine 
780, cette dernière étant positivement chargée (Figure IV.10). De plus des études de 
mutagenèse dirigées sur cette sérine ont montré que le mutant S642A, l’homologue de la 
sérine 778 de IRP1 chez l’aconitase, était cinq fois moins actif que la protéine sauvage (Zheng 
et al., 1992). En outre, des expériences d’échange au tritium ont montré que le proton arraché 
du substrat était retenu par l’enzyme durant au moins un cycle catalytique, ce qui signifie 
qu’il est retenu par un groupe qui possède un pKa relativement grand (Rose et O’Connell, 
1967). Enfin la géométrie des liaisons hydrogène et de la liaison σ de l’atome Oγ de la sérine 
est tétraédrique, impliquant que l’alkoxyde de la sérine puisse avoir une paire d’électrons 
libres orientées vers l’hydrogène du substrat (Figure IV.12 b). En même temps l’hydrogène du 
Cβ de l’isocitrate, qui est en position trans par rapport au groupe hydroxyle du Cα, est 
directement orienté vers l’atome Oγ de la sérine catalytique. La même description du 
mécanisme réactionnel est valable pour l’hydrogène du Cα du citrate (Figure IV.11). 
La fixation du citrate et de l’isocitrate à une forme alkoxyde de l’enzyme est cohérente 
avec une conservation des charges car le proton tiré de la sérine catalytique est ajouté à 
l’hydroxyle du Fe4 (Figure IV.12 a). Dans un état protoné la sérine risquerait d’avoir des 
problèmes d’encombrement stérique avec le citrate ou l’isocitrate ce qui n’est pas le cas du 
cis-aconitate qui a un carbone trigonal à cette même position et ce malgré le mode de fixation 
qu’il adopte par rapport à l’agrégat. Ceci suggère qu’aucune protonation ou déprotonation de 
l’hydroxyle ou de la molécule d’eau lié au Fe4 est nécessaire pour que se produise la fixation 
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Figure IV.12 : a) Représentation schématique de la transition entre la forme de la protéine dépourvue du substrat 
et celle l’ayant fixé. Le proton ajouté au Fe-OH pour faire Fe-OH2 est strictement équivalent au proton dérivé de 
la sérine 778 qui forme un alkoxyde. Le contact du Fe-OH2 avec l’oxygène carboxylique du Cβ de l’isocitrate 
(OB2) est montré séparément pour plus de clarté. b) Représentation schématique de la réaction transformant 
l’isocitrate en cis-aconitate en supposant bien que la sérine 778 est déprotonnée quand le substrat est fixé et que 
Fe-OH2 s’est formé. D’après Beinert et al. (1996). 
 
Faisant suite au départ du proton de Cβ de l’isocitrate un carbanion intermédiaire est 
formé (Figure IV.12 b). La disparition de cet intermédiaire est concomitante avec la 
protonation de l’hydroxyle du substrat par l’histidine 126 qui clive la liaison carbone oxygène 
afin de donner les produits que sont le cis-aconitate et l’eau (Figure IV.12 b). La charge 
négative de l’oxygène carboxylique du Cβ de l’intermédiaire peut être stabilisée par la 
formation d’une liaison hydrogène avec la molécule d’eau liée au Fe4 selon une interaction de 
type « low-barrier hydrogen bond ». Cette interaction hydrogène est particulière car elle se 
produit entre un donneur et un accepteur qui sont très proches l’un de l’autre et dont les pKa 
sont quasiment identiques. Sous ces conditions le proton est également réparti entre le 
donneur et l’accepteur conduisant à une réduction significative de l’ensemble de l’énergie 
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libre du système (Cleland, 2000). Dans l’aconitase, il est possible que la molécule d’eau liée 
au Fe4 ait un pKa approchant celui de l’intermédiaire acide à cause de la coordination du 
métal. De plus, la géométrie tétraédrique suggère que la molécule d’eau accepte de faire une 
liaison hydrogène avec l’histidine 207 tout en faisant une liaison avec l’aspartate 205. En 
conséquence de quoi, un des hydrogènes de la molécule d’eau est orienté vers le groupe 
carboxylique du Cβ de l’isocitrate. Toutes ces données confirment que l’alkoxyde de la sérine 
est à la base de la réactivité de l’aconitase mitochondriale, et donc par homologie de structure 
et identité de séquence à la base de l’activité aconitase d’IRP1, et que la « low-barrier 
hydrogen bond » stabilise le carbanion intermédiaire de l’état de transition. 
1.3.3 Tunnel d’accessibilité 
 Au pH physiologique, le citrate a ses fonctions carboxyliques complètement 
déprotonées. Comme il a été décrit plus haut la cavité qui accueille le substrat présente une 
charge globale largement positive ce qui se comprend par les propriétés anioniques du citrate 
et de l’isocitrate. Il existe de ce fait, non pas un, mais deux chemins d’accès qui permettent au 
substrat de rentrer dans la protéine (Figure IV.13). Ces deux chemins sont bordés par 
plusieurs acides aminés chargés positivement. Il s’agit des arginines 269, 375, 536, 541, 547, 
694 et 780 ainsi que des histidines 207 et 679. Sur l’ensemble de ces acides aminés trois sont 
d’ailleurs impliqués dans la constitution du site actif, Arg 780, Arg 536 et His 679. Il va de soi 
que les mouvements du domaine 4 par rapport au reste de la protéine peuvent permettre une 
plus grande plasticité au niveau de ces chemins d’accès. 
 
Figure IV.13 : Représentation des deux chemins d’accès à l’agrégat depuis la surface de la protéine. La carte 
représentant cette accessibilité a été réalisé avec le programme CAVENV (Volbeda, 1999) et selon une sonde 
avec un diamètre de 1 Å. 
 
 L’aconitase, contrairement à IRP1, ne présente pas autant de chemin d’accès à 
l’agrégat. Il est possible de penser que la plus grande flexibilité, et donc mobilité, du domaine 
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4 d’IRP1 permette cette multiplication des tunnels d’accessibilité. Ceci semble être en accord 
avec le fait qu’IRP1 n’a pas pour seule fonction celle de catalyser l’isomérisation du citrate en 
isocitrate mais aussi celle de fixer les motifs IRE contenus dans certains ARN messagers. 
1.3.4 Le site zinc 
 La différence majeure qui existe entre les premières formes cristallines, P21 et C2, et la 
nouvelle forme orthorhombique C2221 est sûrement due à la présence de cet atome de zinc 
dans la préparation des derniers échantillons. En effet cet atome de zinc, identifié par 
fluorescence X (voir § III.2.3.1), participe à l’empilement cristallin car il se situe entre deux 
molécules IRP1 reliées par une symétrie cristallographique d’ordre 2 (Figure IV.14). 
 
Figure IV.14 : Vue des deux molécules symétriques mettant en commun les acides aminés nécessaires à la 
coordination des atomes de zinc. 
 
Chaque molécule apporte un atome de zinc ainsi qu’une partie des acides aminés 
nécessaires à leur coordination tétraédrique. Ainsi lorsque la première molécule apporte le 
zinc elle fournit aussi une histidine pour sa coordination, His 412, et une molécule d’eau alors 
que son symétrique apporte un aspartate, Asp 411, et une histidine, His 408. L’ensemble 
permet une bonne coordination du zinc (Figure IV.15). 
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Figure IV.15 : Sites d’interactions entre les molécules symétriques. Chaque atome de zinc est coordonné par 
deux histidines, un aspartate et une molécule d’eau. Tous ces acides aminés sont partagés entre les deux 
symétriques. 
1.3.5 Sérines phosphorylables 
 IRP1 est capable de subir une régulation par phosphorylation encore mal définie dans 
son origine mais qui en revanche a été très bien caractérisée quant à ses cibles sur la protéine. 
Ainsi deux sérines ont pu être clairement identifiées comme étant des sites potentiels de 
phosphorylation par la protéine kinase C. Il s’agit de la sérine 138 qui est située en surface de 
la protéine sur une hélice α et de la sérine 711 qui est sur une hélice 310 un peu plus enfouie 
(Figure IV.16). La phosphorylation de ces deux sérines entraîne des réponses différentes selon 
que ce soit la sérine 138 ou la sérine 711 qui en est la cible. 
 
Figure IV.16 : Localisation des deux sérines phosphorylables sur la protéine IRP1. La sérine 138 est exposée au 
solvant alors que la sérine 711 présente une accessibilité plus réduite. 
 
 Dans le cas de la sérine 138 la phosphorylation a pour effet de déstabiliser l’agrégat fer 
soufre ce qui conduit à son démantèlement et à l’activation d’IRP1. Cette activation consiste, 
pour la protéine, en l’acquisition de son activité de régulateur post-transcriptionnel des ARN 
messagers contenant des motifs IRE. Cela permet de moduler, de façon indépendante de la 
concentration en fer, l’activité de la protéine IRP1. Deux arginines, Arg 134 et 135, une 
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lysine, Lys 141 et un aspartate, Asp 137, sont dans l’environnement direct de la sérine 138 
(Figure IV.17). La phosphorylation de ce résidu entraîne une perturbation de la distribution 
des charges dans cette région. 
 
Figure IV.17 : Environnement de la sérine 138. 
 
 La sérine 138 est localisée sur l’hélice α5 juste après le brin β5. La boucle reliant ces 
deux éléments de structure secondaire portent deux acides aminés essentiels à l’activité 
catalytique d’IRP1, l’aspartate 125 et l’histidine 126 (Figure IV.18). De plus cette même 
boucle jouxte l’hélice 310 sur laquelle les cystéines 503 et 506 sont localisées, cystéines qui 
coordonnent l’agrégat fer soufre (Figure IV.18). Il est aussi à noter que l’isoleucine 507, qui 
forme un contact hydrophobe avec l’agrégat, est aussi à proximité de cette boucle (Figure 
IV.18). 
 
Figure IV.18 : Représentation des acides aminés indispensables au site actif et qui sont aussi à proximité de la 
sérine 138. 
 
 Il est donc possible d’envisager que la phosphorylation de la sérine 138 aboutit à un 
remaniement complet de cette région de la protéine. La charge négative du phosphate devrait 
induire une réorganisation des résidus chargés dans son environnement et peut-être du 
segment d’hélice α portant la sérine 138 ce qui a forcement des répercutions sur ses voisins 
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directs et donc sur l’agrégat. Il est tout a fait logique d’envisager que les cystéines 503 et 506 
ne se retrouvent plus dans une conformation idéale à la coordination de l’agrégat et de ce fait 
il en est déstabilisé et plus enclin à être désassemblé. 
 
 En ce qui concerne la sérine 711, des études biologiques sur la forme aconitase 
d’IRP1, ont montré que sa phosphorylation bloque la transformation du citrate en cis-
aconitate mais n’empêche nullement le passage du cis-aconitate en isocitrate (Fillebeen et al., 
2005). Il a été proposé que cette pseudo-fonction aconitase aurait pour conséquence de 
promouvoir soit l’accumulation de citrate dans la cellule soit l’élimination de l’isocitrate du 
milieu et donc, d’une manière détournée, de diminuer la disponibilité en NADPH dans le 
cytoplasme (Pitula et al., 2004). Contrairement à la sérine 138, l’environnement direct de la 
sérine 711 ne laisse pas entrevoir de grands changements quant à la distribution des charges 
dans cette région. En effet, le seul acide aminé basique qui pourrait être perturbé par la 
présence d’un phosphate n’est autre que l’arginine 713 qui est directement impliquée dans le 
maintien du substrat dans le site actif (Figure IV.19). Il est donc facilement envisageable 
d’imaginer que la phosphorylation de cette sérine, légèrement enfouie, pourrait avoir plusieurs 
effets sur son environnement direct. Il n’est pas impossible de penser que l’ajout d’un 
phosphate pourrait avoir comme conséquence une modification de l’organisation 
tridimensionnelle de cette région et ce pour deux raisons : pour commencer la présence d’une 
charge négative pourrait bouleverser l’arginine 713 qui ne doit pas pouvoir jouer son rôle 
dans la stabilisation du substrat dans le site actif de la protéine. Dans un deuxième temps 
l’encombrement stérique du phosphate doit sûrement avoir une répercussion sur les structures 
secondaires qui l’entourent de même que sa charge doit influer sur les amines de la chaîne 
principale. 
 
Figure IV.19 : Localisation de l’arginine 713 par rapport à la sérine 711. Le cis-aconitate a été modélisé ici en 
jaune. 
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 En conclusion de quoi, la structure d’IRP1 nous a permis d’avaliser certains résultats 
obtenus par le passé par des expériences biochimiques et enzymologiques. Ainsi, il est 
possible, à la vue de la structure d’IRP1, de dire que l’activité aconitase de la protéine 
correspond trait pour trait à celle qui a été décrite pour celle de l’aconitase mitochondriale. 
Ceci est en accord avec la parfaite conservation du cœur catalytique de la protéine et surtout 
de la parfaite identité des acides aminés impliqués dans la réaction d’isomérisation du citrate 
en isocitrate. De plus, les données à plus haute résolution de la forme P21 n’ont pas permis 
d’avoir une meilleure définition du mode de fixation du substrat. Il semble, en effet, qu’un 
mélange de conformations ou qu’une faible occupation du site de fixation rendent la densité 
électronique de cette région non interprétable. La structure d’IRP1 a aussi permis d’envisager 
les possibles effets de la phosphorylation des sérines 138 et 711. Il semble clair qu’à la vue de 
leur localisation respective, une modification dans la distribution des charges de ces régions 
proches de l’agrégat entraînerait forcement une perturbation de l’activité catalytique d’IRP1. 
Cette perturbation pourrait se traduire, soit pas un démantèlement de l’agrégat, soit par un 
blocage de l’activité catalytique de la protéine. 
2 Modélisation de la fixation du motif IRE 
 A partir de la structure d’IRP1, et connaissant celle du motif IRE régulant la traduction 
de la ferritine (Addess et al., 1997), nous avons essayé de réaliser la modélisation de la 
fixation de l’IRE sur la protéine IRP1. Afin de restreindre le nombre de possibilités quelques 
règles simples ont été adoptées : 
• La littérature scientifique a permis de cribler aussi bien les acides aminés impliqués 
dans la fixation de l’ARN, que les zones de l’ARN interagissant avec la protéine ; 
• la topologie de la surface de la protéine et la répartition des charges sur cette même 
surface ne permettent pas une libre orientation de l’ARN ; 
• la modélisation restant spéculative, un minimum de changements, au sein des 
structures secondaires du domaine 4 censé bouger pour permettre la fixation de l’IRE, 
a été effectué ; 
• enfin les travaux réalisés par le passé sur l’aconitase mitochondriale de bœuf, servant 
de modèle à une modélisation des contacts IRE-protéine, ont servi de point de départ 
au présent travail. 
 
Les résultats de ces dix dernières années ont permis de mettre en évidence l’existence 
de zones nécessaires et indispensables à la fixation des motifs IRE sur la protéine IRP1. Les 
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premiers travaux réalisés par mutagenèse sur ce sujet par Philpott et al. (1994) ont abouti à la 
mise en lumière de l’importance de trois résidus arginines, Arg 536, 541 et 780, dans les 
interactions avec l’ARN. Ces mêmes travaux ont apporté la preuve que les cystéines, Cys 437, 
503 et 506, qui coordonnent l’agrégat fer soufre sont aussi impliquées dans les contacts avec 
l’IRE. La même année, Basilion et al. (1994) ont réussi à identifier tout un enchaînement 
d’acides aminés capital à l’interaction. Cette séquence, identifiée par réticulation après une 
irradiation aux rayons ultraviolets, couvre pas moins de neuf résidus de Asp 121 à Val 130 
avec une petite note particulière pour la sérine 127 qui a été retrouvée comme étant fixée de 
façon covalente à l’ARN suite à cette expérience. En 1996, Butt et al. (1996) confirmèrent par 
mutagenèse l’importance des arginines 536, 541 et 780. Schlegl et al. (1997) ont réussi, grâce 
à plusieurs RNases et autres sondes chimiques, à localiser de façon relativement précise les 
zones de l’IRE protégées lors de son interaction avec la protéine IRP1. Il en résulte que les 
bases A-G-U de la boucle sont clairement inaccessibles à une dégradation et il en est de même 
pour la base C non appariée. Les auteurs ont aussi cartographié les riboses qui étaient protégés 



















Figure IV.20 : Structure secondaire du motif IRE de 
l’ARN messager de la ferritine. Les bases qui sont 
cerclées de rouge sont protégées d’une dégradation 
lors de l’interaction IRE-IRP1. Les points bleus 
représentent les riboses qui sont, eux aussi, protégés 
par cette même interaction. Dans la structure RMN 
du motif IRE la cytosine 13 forme une liaison avec la 






Arrive ensuite les deux plus importants travaux réalisés sur le sujet. Kaldy et al. 
(1999), toujours par mutagenèse mais aussi bien sur la protéine que sur le motif IRE, ont 
réussi à isoler deux segments de protéine impliqués dans la fixation de l’ARN, Asn 685 à Asn 
689 et Arg 732 à Gln 737. Ils ont été capables de surcroît d’identifier que la région 685-689 
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interagirait avec la boucle CAGUGN de l’ARN alors que la portion 732-735 fixerait plutôt la 
base non appariée de ce même motif, à savoir la cytosine 7. Gegout et al. (1999) ont démontré 
par protéolyse en présence d’IRE que plusieurs acides aminés, localisables sur deux zones de 
la protéine, étaient protégés. Il s’agissait des arginines 149 et 187, de l’aspartate 125 et du 
glutamate 155 tous présents dans le domaine 1 et dans le domaine 4 les arginines 721, 728 et 
732 puis l’aspartate 751. Ces résultats apportaient aussi quelques observations intéressantes 
concernant de nouveaux candidats potentiellement impliqués dans la fixation du motif IRE : 
Lys 79, Asp 87, Arg 101, Asp 102, Lys 105, Lys 106, Asp 137 et Lys 141. Une mention 
spéciale pour l’aspartate 137 et la lysine 141 car il semble que la fixation de l’ARN à la 
protéine entraîne non pas une protection de ces deux acides aminés mais au contraire un 
surexposition aux protéases. 
Fort de ces résultats et des travaux de Paraskeva et Hentze (1996), qui ont été les 
premiers à proposer « l’accostage » du motif IRE sur l’aconitase mitochondriale, la 
modélisation a été initiée par l’identification des surfaces de contact entre le domaine 4 et les 
domaines 1,2 et 3 et par la localisation de tous les acides aminés décrits précédemment 
(Figure IV.21 a et b). 
La première constatation flagrante, qui peut être déduite de cette localisation, est que 
tous les acides aminés décrits comme étant protégés par la fixation du motif IRE ne le sont 
pas obligatoirement suite à une interaction directe avec l’ARN. Plusieurs d’entre eux, Lys 79, 
Asp 121 et Arg 187, sont positionnés sur la face opposée à la fixation de l’IRE (Figure IV.21 
b) ce qui laisse à penser que leur protection n’est due qu’à une interaction indirecte de l’ARN. 
Cela peut être le fruit d’une réorganisation des parties les plus flexibles de la protéine et pour 
cela le linker pourrait être le candidat idéal. Il pourrait facilement subir, au cours de 
l’ouverture du domaine 4, un déplacement à la surface de la protéine IRP1 et se retrouver dans 
cette zone protégeant, par sa seule présence, les acides aminés localisés dans cette région. De 
la même manière il parait tout à fait clair que la présence de l’agrégat fer soufre est un frein 
majeur à la fixation de l’IRE. En effet, la protéine IRP1 dans sa forme IRE, c’est-à-dire avec 
les capacités de fixer de l’ARN, a besoin d’une portion d’acides aminés, Asp 121 à Val 130, 
qui se trouve juste à proximité de l’agrégat (Figure IV.21 a). 
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Figure IV.21 : Représentation de la localisation des acides aminés impliqués dans les interactions avec l’IRE. En 
vert les acides aminés qui sont protégés alors que le rouge symbolise ceux qui sont surexposés aux protéases 
après la fixation du motif IRE. a) schématise la surface des domaines 1, 2 et 3 vue de face, b) représente la 
surface des mêmes domaines mais après une rotation de 90° selon l’axe y et c) illustre la surface du domaine 4. 
La flèche noire indique la position de l’agrégat et seuls, les acides aminés qui seront discutés ultérieurement sont 
labellisés. 
 
Cela explique en partie la stricte exclusivité de la protéine vis-à-vis de ses deux 
fonctions. D’une manière plus générale, le positionnement de tous les acides aminés 
appartenant aux domaines 1, 2 et 3, décrit comme étant important dans la fixation des IRE, 
tapisse une partie considérable de la surface qui normalement est en contact avec le domaine 4 
(Figure IV.22 a). Certain d’entre eux, néanmoins, Arg 101, Asp 102, Lys 105, Lys 106 et Glu 
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155, sont positionnés de telle façon que seul un remaniement structural et une réorganisation 
du domaine 4 par rapport aux domaines 1, 2 et 3 peut permettre leur protection (Figure IV.21 
b). De la même façon le domaine 4 présente aussi une répartition de ses acides aminés, 
impliqués dans la fixation de l’ARN, à la surface de la zone complémentaire aux domaines 1, 
2 et 3 mais d’une façon moins prononcée (Figure IV.22 b). 
 
Figure IV.22 : Représentation des zones de contacts entre les domaines 1, 2, 3 et le domaine 4 sans le linker. 
Dans la figure a) le domaine 4 est représenté en bleu alors que dans le b) les domaines 1, 2 et 3 sont représentés 
en marron clair. Les régions de couleurs sont définies de la même manière qu’à la figure IV.21. 
 
Tous les acides aminés étant décrits comme nécessaires à la fixation des motifs IRE 
sont, dans leur grande majorité, basiques. Ceci est facilement compréhensible du fait même de 
la fixation de l’ARN et de la présence dans sa structure de phosphates chargés négativement. 
En revanche certains acides aminés aromatiques sont impliqués dans les contacts entre les 
bases et la protéine (Jones et al., 2001). En effet, il a été démontré que l’effet hydrophobique 
et électrostatique des aromatiques permettaient des contacts attractifs d’une grande sélectivité 
ce qui est d’une importance capitale pour la reconnaissance et la spécificité des interactions 
ARN protéine (Waters, 2002). Ainsi des calculs d’accessibilité, réalisés avec le programme 
DSSP (Kabsch et Sander ; 1983), ont permis de mettre en évidence que, dans l’éventualité où 
le domaine 4 venait à effectuer un mouvement d’ouverture, plusieurs acides aminés 
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aromatiques des domaines 1, 2 et 3 se découvriraient au solvant. Ainsi, les phénylalanines 88, 
399 et 538 et le tryptophane 219 sont tous plus exposés si le domaine 4 se déplace par rapport 
à la position qu’il occupe dans la forme aconitase d’IRP1. La phénylalanine 88 présente le 
plus gros écart d’accessibilité selon la présence ou non du domaine 4. Le tableau IV.2 
présente une sélection des acides aminés aromatiques impliqués dans l’interface entre le 
domaine 4 et les domaines 1, 2 et 3 avec des distances inférieures à 5 Å. 
 
Tableau IV.2 : Accessibilité des acides aminés aromatiques impliqués dans des contacts entre le domaine 4 et les 
domaines 1, 2 et 3 sur une distance inférieure à 5 Å. Sélection réalisée à partir du programme CONTACT 
(CCP4, 1994). Les calculs d’accessibilité ont été réalisés à partir du logiciel DSSP et représentent la surface du 
résidu exposé au solvant (Kabsch et Sander, 1983). Les acides aminés dont le numéro est inférieur à 660 
correspondent aux domaines 1, 2 et 3 alors que au-delà ils font parti du domaine 4. Le dom123 correspond à la 
forme ouverte obtenue après séparation du domaine 4 et sans le linker. 
 
 Grâce à ce tableau il est possible de constater que les acides aminés aromatiques du 
domaine 4 ne sont pas dans leur ensemble très perturbés par une éventuelle ouverture de la 
gorge. Il n’y a que la tyrosine 873 qui se verrait un peu plus accessible que les autres mais pas 
de façon aussi drastique que pour la phénylalanine 88. L’ensemble de ces données vient 
s’ajouter aux contraintes déjà imposées par la structure d’IRP1 (Figure IV.23) 
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Figure IV.23 : Localisation des acides aminés supposés comme étant impliqués dans la fixation des motifs IRE. 
En haut, les domaines 1, 2 et 3 présentent en vert les acides aminés identifiés comme étant nécessaires ou 
protégés par la fixation de l’IRE, en rouge ceux qui sont surexposés, en saumon les acides aminés aromatiques 
dont l’accessibilité augmente lors d’un retrait du domaine 4 et en rose la phénylalanine 88. En bas les couleurs 
sont identiques au premier schéma mais transposées au domaine 4. 
 
 La superposition de la structure du motif IRE (Addess et al, 1999) sur le domaine 4 
montre clairement une similitude de forme (Figure IV.24). Dans la représentation de surface 
de la Figure IV.24, la couleur verte permet de localiser les acides aminés identifiés comme 
étant en interaction avec les IRE. En comparant spatialement cette localisation avec la figure 
IV.22, il est facile de constater que cette similitude est maximale pour la zone du domaine 4 
qui est en interaction avec les domaines 1, 2 et 3 suggérant que l’ARN vient se loger à sa 
place sur la protéine. Une situation similaire a déjà été décrite dans la littérature avec comme 
exemple le plus marquant le facteur d’élongation EF-Tu qui voit un de ses domaines être 
complètement remplacé par un ARN de transfert avant de pouvoir être fonctionnel (Nissen et 
al., 1995). Il semble donc possible, dans un premier temps, d’essayer de positionner le motif 
IRE à la place du domaine 4 avant d’anticiper les mouvements que pourrait avoir ce même 
domaine après la fixation de l’ARN. 
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Figure IV.24 : Superposition du motif IRE et du domaine 4. 
 
Il est rapidement apparu que deux orientations, tête bêche l’une par rapport à l’autre, 
étaient concevables pour le motif IRE à la surface des domaines 1, 2 et 3 (Figure IV.25). 
 
Figure IV.25 : Représentation des deux orientations possibles pour le positionnement de l’IRE à la surface des 
domaines 1, 2 et 3. L’orientation du motif IRE sera qualifiée arbitrairement de « tête haute » lorsque la boucle de 
l’ARN sera positionnée comme sur le schéma du haut et de « tête basse » lorsque la boucle sera inversée comme 
illustré sur le schéma du bas. 
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En nous appuyant sur le travail réalisé par Paraskeva et al. (1996) notre choix s’est 
rapidement orienté sur la forme « tête haute » comme présenté sur la Figure IV.25. Afin de 
parfaire la modélisation, il fallait encore vérifier que tous les acides aminés identifiés comme 
étant en interaction avec l’IRE étaient réellement à proximité de l’ARN. Il va de soi que cette 
modélisation ne peut pas retranscrire la réorganisation de certaines structures secondaires. Il 
n’est donc pas envisageable de pouvoir expliquer tous les contacts par cette seule approche 
mais cela peut permettre d’élucider certaines hypothèses encore non avérées. Comme le 
présente la Figure IV.26 le motif « tête haute » semble pouvoir interagir avec bon nombre 
d’acides aminés décrits comme faisant des liaisons ou des contacts avec l’IRE. 
 
Figure IV.26 : Positionnement du motif IRE forme « tête haute » sur les domaines 1, 2 et 3. En vert les acides 
aminés identifiés comme étant nécessaires ou protégés par la fixation de l’IRE, en rouge ceux qui sont 
surexposés, en saumon les acides aminés aromatiques dont l’accessibilité augmente lors d’un retrait du domaine 
4 et en rose la phénylalanine 88. 
 
 Il restait alors à placer le domaine 4 de telle sorte que les acides aminés, là encore, 
nécessaires à la fixation de l’IRE puissent être idéalement positionnés. Il fallait ensuite 
s’assurer que les nucléotides identifiés comme étant protégés le soient vraiment avant de 
valider notre modèle (Figure IV.27 a). Même si le modèle semble être de bonne qualité une 
rapide analyse montre que deux éléments jouent en sa défaveur. Pour commencer les 
nucléotides C7, A14, G15 et U16 sont bien protégés mais pas par les zones initialement 
attendues et décrites par Kaldy et al. (1999). En effet, il n’y a ni plus ni moins qu’une 
inversion des interactions prédites par les études de mutagenèse car la région Asn 685 – Asn 
689 a été décrite comme rentrant en contact avec la boucle de l’IRE alors que la région Arg 
732 – Gln 737 serait plutôt en interaction avec la base non appariée, ce qui n’est pas le cas 
dans notre modélisation (Figure IV.27 b). 
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Figure IV.27 : Modèle final avec un IRE en position tête haute. En bleu est représenté le domaine 4. a) Vue 
générale de la modélisation et en b) zoom sur les contacts entre le domaine 4 et l’IRE. 
 
Un autre point qui va à l’encontre de ce modèle réside dans le fait que, contrairement à 
l’aconitase mitochondriale, les domaines 1 et 4 forment, de façon très localisée, un patch 
hydrophobe en mettant en commun certains de leurs acides aminés. Ces résidus, au nombre de 
13, sont localisés sur les hélices α4 et α7 du domaine 1 et sur l’hélice α31 du domaine 4, à 
l’exception de l’un d’entre eux qui fait suite à l’hélice α29 (Figure IV.28). L’ensemble de ces 
résidus, Met 100, Leu 107, Ile 224, Ala 228, Leu 231, Met 811, Ile 879, Leu 880, Met 883, Ile 
884, Met 887 et Ala 888, peut très bien former une charnière autour de laquelle le domaine 4 
pourrait bouger. 
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Figure IV.28 : Localisation du patch hydrophobe constitué par le domaine 1 et le domaine 4. En haut une vue 
générale de la structure et en bas un zoom sur la région hydrophobe formée par les hélice α4, α7 et α31 
 
Dans le modèle proposé le patch hydrophobe est clairement exposé au solvant ce qui 
n’est pas raisonnable (Figure IV.29). Paraskeva et al. (1996) ne pouvait pas prévoir ce genre 
de désagrément car l’aconitase mitochondriale n’a seulement que deux acides aminés de 
conservés sur la totalité de ceux nécessaires à la mise en place de ce patch. 
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Figure IV.29 : Localisation de la zone hydrophobe constituée par les domaines 1 et 4 après la modélisation de la 
fixation du motif IRE. 
 
 Une nouvelle modélisation a donc été envisagée mais cette fois avec le motif IRE en 
position tête basse. La démarche a été identique à la précédente à savoir que nous avons 
commencé par prendre en considération la complémentarité des formes du motif IRE et des 
domaines 1, 2 et 3 ensuite la position des acides aminés protégés lors de la fixation de l’ARN 
nous a permis d’affiner le placement de l’IRE sur la protéine IRP1 (Figure IV.30). 
 
Figure IV.30 : Positionnement du motif IRE sous un forme tête basse. La zone de la charnière hydrophobe à été 
colorée en bleu, le reste des couleurs représentant toujours les mêmes choses que dans les figures précédentes. 
 
Dans un deuxième temps, nous avons déplacé le domaine 4 de telle façon que les 
régions impliquées dans des contacts avec l’IRE puissent jouer pleinement leur rôle. Pour 
cette étape, nous avons tenu compte de la contrainte imposée par la charnière hydrophobe. 
Afin de satisfaire cette condition nous avons du segmenter le domaine 4 en trois parties car les 
deux hélices α30 et α31, cette dernière étant impliquée dans la charnière hydrophobe, ne 
pouvaient pas être modélisées  en corps rigide avec le reste du domaine. Nous avons donc 
décidé de fixer la position de l’hélice α31. Le domaine 4 a été placé par rapport à l’IRE et 
l’hélice α30 a été modifiée afin de pouvoir faire le lien entre la charnière et le reste de la 
protéine. Pour limiter les risques d’erreur, par rapport à la nouvelle position qu’occuperait 
l’hélice α30, la tyrosine 873 nous a servi de point de repère et nous avons tenté de minimiser 
son déplacement lors de notre modélisation (Figure IV.31). 
Chapitre IV : Analyse de la structure d’IRP1 
 157
 
Figure IV.31 : Superposition de l’hélice α30 avant et après modélisation. Les hélices α30 et α31 dans leur 
position d’origine sont colorées en mauve. Sur l’hélice α31 la couleur bleue représente la complémentarité de la 
charnière hydrophobe alors que sur l’hélice α30 la couleur saumon permet de localiser la position de la tyrosine 
873. 
 
Figure IV.32 : Modélisation de la fixation de l’IRE sur IRP1. En bas zoom sur les interactions ARN-domaine 4. 
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 D’une manière générale cette modélisation répond plus précisément aux contraintes 
que nous nous étions fixées (Figure IV.32). En effet, le positionnement de l’ARN sur la 
protéine semble être en accord avec l’identification des acides aminés décrits comme étant 
protégés dans la littérature. De plus, les régions interagissant avec la boucle et le « bulge » 
sont idéalement placées pour pouvoir effectuer des contacts avec l’ARN. Il est clair 
néanmoins que la flexibilité de ces régions ainsi que celle de l’IRE ne peuvent que permettre 
un meilleur contact que celui qui est représenté au bas de la figure IV.32. En revanche, ce 
modèle ne permet pas d’expliquer pourquoi l’aspartate 137 et la lysine 141 se retrouvent 
surexposés aux protéases après la fixation de l’IRE sur IRP1. Il est aussi intéressant de 
constater que les acides aminés aromatiques, et donc hydrophobes, des domaines 1, 2 et 3 sont 
tous protégés soit par la fixation de l’IRE soit par le déplacement du domaine 4. Ce même 
déplacement permet aussi d’expliquer que certains acides aminés, qui n’étaient pas protégés 
lors de la première modélisation, le sont maintenant à savoir les arginines 101 et 102, les 
lysines 105 et 106 et le glutamate 155 (voir Figure IV.21 a). Afin de conclure sur cette 
modélisation il nous restait à expliquer pourquoi la lysine 79, l’aspartate 121 et l’arginine 187 
avaient été décrites comme étant préservées d’une attaque protéolytique lors de la fixation 
d’un IRE. Il est à noter que ces acides aminés ne sont pas du tout présents sur la surface 
rentrant en contact avec l’ARN mais au contraire qu’ils sont localisés sur la face opposée a 
cette interaction comme la figure IV.21 b le montre. 
 
Figure IV.33 : Modélisation de la nouvelle position du linker. Le jaune représente la position qu’adopte le linker 
dans la protéine IRP1 et l’orange symbolise le linker modélisé lors de la fixation d’un IRE sur IRP1. 
 
En se focalisant un peu plus sur cette région, il est possible d’imaginer que le linker 
subit, au même titre que le reste de la protéine, un remaniement dans son positionnement par 
rapport au domaines 1, 2 et 3. Basé sur une complémentarité des formes, sur de possibles 
interactions entre les acides aminés chargés du linker et les trois acides aminés protégés et 
enfin, en tenant compte de la longueur nécessaire pour rattacher le domaine 4 aux domaines 1, 
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2 et 3, il est possible de spéculer sur ses mouvements et sur sa nouvelle position (Figure 
IV.33). La structure du linker est tellement flexible que nous pouvons accorder qu’un crédit 
relatif à cette modélisation mais cela semble pouvoir expliquer pourquoi certains acides 
aminés ont été décrits comme étant importants pour la fixation de l’ARN alors qu’ils ne sont 
pas directement en contact avec l’IRE. 
 
Basé sur l’ensemble de ces considérations, il est possible de penser que notre 
modélisation est actuellement la seule à être en mesure d’expliquer tout ce que la littérature a 
pu recenser comme étant nécessaire aux interactions entre l’ARN et la protéine. Toutes les 
modélisations précédemment réalisées avec l’aconitase mitochondriale de bœuf ne pouvaient 
que suggérer des idées sur le type de remaniements structuraux que subissait IRP1 mais sans 
tenir compte des différences qui existent entre IRP1 et mAcn. Notre modèle semble être en 
mesure de servir de point d’appui pour de futures études de mutagenèse dirigée. 
3 IRP1 versus IRP2 
 IRP1 et IRP2 sont intimement liées l’une à l’autre. Toutes les deux sont impliquées 
dans le métabolisme du fer mais à des degrés différents de complexité et de fonctionnement. 
IRP2 semble être « la » protéine régulatrice du fer responsable du contrôle de son homéostasie 
cellulaire alors qu’IRP1 jouerait un rôle plus spécialisé dans le cadre de la réponse au stress 
oxydant via une régulation de la disponibilité du fer dans la cellule. IRP1 et IRP2 partagent 
près de 61% d’identité et environ 80% d’homologie de séquence (Figure IV.34). Sur 
l’ensemble des 21 acides aminés impliqués dans la fonction aconitase d’IRP1 seulement 18 
sont conservés par la protéine IRP2. Les trois cystéines impliquées dans la coordination de 
l’agrégat fer soufre sont présentes de même que les deux asparagines, Asn 298 et 535, qui 
forment des liaisons avec les soufres voisins mais en revanche l’isoleucine 507 qui forme un 
contact hydrophobe avec l’agrégat est remplacée par une valine. L’encombrement stérique de 
cet acide aminé est moins important que celui d’une isoleucine mais il conserve néanmoins 
toutes les propriétés hydrophobes nécessaires à un contact avec l’agrégat. Ainsi de prime 
abord, IRP2 semble présenter toutes les conditions requises pour pouvoir incorporer un 
agrégat fer soufre et ainsi acquérir la fonction aconitase mais ce n’est pourtant pas le cas. Si 
l’analyse est poursuivie un peu plus en avant il apparaît que la sérine 778 d’IRP1 est 
remplacée par une asparagine dans IRP2. Cette sérine est la base du mécanisme catalytique de 
l’isomérisation du citrate en isocitrate (voir § IV.1.3.2). 
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Figure IV.34 : Alignement de séquences entre la protéine IRP1 humaine et IRP2. Les XXX correspondent à la 
zone où les 73 acides aminés supplémentaires d’IRP2 s’insèrent. Les points bleus symbolisent les acides aminés 
nécessaires à l’activité aconitase d’IRP1 alors que les points verts représentent les acides aminés identifiés 
comme étant impliqués dans la fixation des motifs IRE chez IRP1. 
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L’absence de ce résidu prive IRP2 de toute activité catalytique ; tout du moins si la 
structure tridimensionnelle est conservée entre IRP1 et IRP2 et si elle avait été capable de 
fixer un agrégat fer soufre. Il est aussi intéressant de noter que la sérine 441 présente dans 
IRP1 est mutée en cystéine dans IRP2 (Figure IV.35). Il est donc tout a fait possible 
d’envisager que cette cystéine puisse venir former un pont disulfure avec la cystéine 437, si 
elle adopte une autre conformation, empêchant ainsi toutes possibilités de coordination d’un 
agrégat fer soufre. Il en va de même pour l’isoleucine 176 qui est mutée en méthionine dans 
IRP2, ce qui pourrait avoir comme conséquence d’empêcher l’insertion d’un agrégat fer 
soufre par obstruction (Figure IV.35). 
 
Figure IV.35 : Localisation de la sérine 441 et de l’isoleucine 176 à proximité de l’agrégat fer soufre. 
 
La non activité aconitase d’IRP2 pourrait aussi dépendre d’un problème d’accessibilité 
du substrat au cœur catalytique de la protéine. En effet, le citrate au pH physiologique est 
chargé négativement (voir § IV.1.3.3) ce qui lui impose d’avoir des interactions avec des 
résidus basiques pour pouvoir être conduit jusqu’à l’agrégat fer soufre. Or, cette seule 
hypothèse n’est pas valide car tous les acides aminés tapissant les tunnels d’accessibilités dans 
IRP1 sont présents dans IRP2. Il est aussi important de noter que IRP2 présente une insertion 
de 73 acides aminés par rapport à IRP1. Cette insertion a lieu dans le domaine 1 par rapport à 
un alignement à IRP1 et à la surface de la protéine comme schématisé sur la figure IV.36. 
C’est par ce domaine que IRP2 fixerait un hème ce qui aurait pour conséquence de conduire 
la protéine vers sa dégradation par le protéasome. 
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L’analyse des résidus, ayant été décrits comme impliqués dans la fixation des motifs 
IRE, montre que sur les 39 résidus d’IRP1 seulement 25 sont conservés chez IRP2. Une 
différence notable se fait sur les acides aminés 732 à 735 qui est la région décrite comme 
interagissant avec la cytosine non appariée des IRE. Sur ces six résidus seulement deux 
d’entre eux sont conservés, ce qui laisse à penser que IRP2 n’interagit peut-être pas de la 
même manière que IRP1 avec les motifs IRE, surtout si l’ensemble des différences entre IRP1 
et IRP2 est pris en considération. 
 
Figure IV.36 : Localisation de la zone d’insertion des 73 résidus supplémentaires de IRP2 sur la structure 
d’IRP1. Le rouge symbolise la zone où l’insertion doit avoir lieu. 
 
 D’une manière générale, il est possible de s’attendre à ce que la structure d’IRP2 soit 
relativement similaire à celle d’IRP1 néanmoins il est intéressant de la résoudre ne serait ce 
que pour les 73 résidus de l’insertion et sur le mode de fixation de l’hème. A l’heure actuelle, 
le mode de dégradation d’IRP2 semble être associé à la présence de cet insert mais les 
travaux, même les plus récents, ne tranchent pas définitivement sur l’importance ou non de sa 
présence. Il parait donc clair que la résolution de la structure tridimensionnelle d’IRP2 
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pourrait apporter une aide non négligeable à la compréhension du mode de fonctionnement 
d’IRP2. 
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Chapitre V : Conclusion et perspectives 
 
 L’homéostasie du fer est essentielle à tout les métazoaires et tout particulièrement à 
l’homme. Une dérégulation de ses mécanismes de contrôle aboutit à des conséquences 
désastreuses sur l’individu, pouvant entraîner la mort in fine. IRP1 et IRP2 sont deux 
protéines au cœur de cette machinerie de contrôle que ce soit pour une simple cellule ou, 
d’une manière plus générale, pour l’ensemble de l’organisme. IRP1 semble être plutôt 
spécialisée dans le contrôle du stress oxydant. Il est de plus en plus évidant, qu’au travers de 
la modulation du niveau de fer libre dans la cellule, IRP1 peut faire varier le stress imposé à 
une cellule ou à un tissu. Ceci est parfaitement illustré par les phénomènes inflammatoires. En 
effet, IRP1 est étroitement lié à l’activation des neutrophiles et autres macrophages lors de la 
défense de l’organisme face à un pathogène au travers de la production d’espèces très 
réactives dérivées de l’oxygène. Ainsi, sous l’action d’agents oxydants tels que le peroxyde 
d’hydrogène, IRP1 est capable, après phosphorylation (voir § I.2.1.1.1), de perdre son agrégat 
fer soufre et d’acquérir son activité de fixation à l’ARN. Cette augmentation d’activité n’a 
jamais été détectée pour IRP2 ce qui tendrait à prouver la spécificité d’IRP1 pour le stress 
oxydant. Cette activation entraîne une stabilisation des ARNm du TfR et une diminution du 
temps de demi vie des ARNm de la Ft. La conséquence est une augmentation de 
l’incorporation de fer au sein de la cellule et donc d’une production accrue d’hydroxyles et 
d’autres espèces hautement réactives suivant le principe de la réaction de Fenton (voir § I.1). 
Cette cascade oxydative initiée par les leucocytes est un moyen efficace de lutter contre les 
pathogènes. Il semble donc de plus en plus probable qu’au détriment de son « simple » rôle de 
régulateur de l’homéostasie du fer, IRP1 puisse être un élément central de la stabilité des 
niveaux redox au niveau de certaines cellules pour ne pas dire de toutes. 
 Ce travail a permis de mettre en évidence un parfait maintien de la fonction aconitase 
de la protéine IRP1 avec la conservation de tous les acides aminés nécessaires à la réaction. 
Au-delà de cette seule conservation, la topologie du cœur catalytique a parfaitement été 
préservée, ajoutant plus de crédit à un mode de fonctionnement identique à celui de 
l’aconitase mitochondriale. Là encore, l’activité isomérase d’IRP1 semble être en adéquation 
avec les variations redox de la cellule et ce au travers du système « glutathion » via le contrôle 
de la concentration en NADPH cytoplasmique. 
 La structure d’IRP1 a aussi permis d’émettre quelques hypothèses quant aux effets de 
la phosphorylation des différentes cibles localisées sur la protéine (voir § IV.1.3.5). Dans les 
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deux cas, les sérines sont à proximité du site catalytique d’IRP1 et leur phosphorylation 
semble pouvoir avoir des effets directs sur l’activité de la protéine ce qui est en accord avec la 
littérature. De plus la modélisation de la fixation de l’IRE sur IRP1 a permis de dégager 
quelques idées sur ce que pourrait être la structure du complexe. En s’appuyant sur ce modèle, 
certaines conclusions ont pu être apportées concernant les régions de la protéine impliquées 
dans l’interaction avec l’ARN tout en tenant compte des précédents résultats accumulés au fil 
des années dans la littérature scientifique couvrant le sujet. C’est ainsi qu’il apparaît que 
certains acides aminés, décrits comme nécessaire à la fixation des motifs IRE, se trouvent en 
réalité localisés sur la face opposée à la surface rentrant en contact avec l’ARN. Il parait 
maintenant clair que leur interaction est indirecte sur les motifs IRE mais sûrement nécessaire 
quant à la stabilité de la structure du complexe. 
 
 D’une manière générale, il reste encore quelques points à éclaircir concernant IRP1. 
Tout d’abord la forme à plus haute résolution, en P21, présente une légère différence entre les 
deux molécules de l’unité asymétrique. En effet, le domaine 4 semble avoir adopté une 
conformation légèrement plus ouverte sur une des deux molécules. Ceci semble être en 
corrélation avec le fait que la molécule fermée possède, dans son site actif, une molécule de 
substrat dont l’occupation ne nous permet pas de trancher de façon définitive entre le cis-
aconitate et l’isocitrate. De nouvelles expériences devraient permettre d’obtenir des cristaux a 
même de répondre à ce genre de question. La présence de l’intermédiaire réactionnel, le cis-
aconitate, serait une première car aucune structure n’a actuellement été réalisée en sa 
présence. Cela pourrait être l’occasion de trancher sur le mode de fixation de cet intermédiaire 
sur l’agrégat fer soufre ainsi que de confirmer l’existence du « flip » nécessaire à la réaction. 
 Des essais de cristallisation du complexe sont actuellement en cours au sein du 
laboratoire. Toujours dans le cadre d’une meilleure compréhension des mécanismes de 
régulation de l’homéostasie du fer chez l’homme et afin d’élargir notre champs d’activité, 
IRP2 semble être une suite logique à la continuité de ce projet. La structure de cette protéine 
permettrait une meilleure compréhension des différences qui existent entre IRP1 et IRP2. Cela 
répondrait aussi, de façon définitive, au pourquoi de l’absence d’activité aconitase pour cette 
protéine. De même la structure de l’insert de 73 acides aminés pourrait amener une certaine 
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