Two very well-known tests for normality, the Kolmogorov-Smirnov and the ShapiroWilk tests, are considered. Both of them may be normalized using Johnson's (1949) SB distribution. In this paper, functions for normalizing constants, dependent on the sample size, are given. These functions eliminate the need to use non-standard statistical tables with normalizing constants, and make it easy to obtain p-values for testing normality.
Introduction
Let us consider the following problem. For a given random sample   n X X X , , , 2 1  we wish to test the null hypothesis of data normality:
H0: The sample comes from a normal distribution.
A review of techniques for solving such problems can be found, for example, in Thode (2002) .
In this paper we consider, after Stevens (1974) , three special cases of the null hypothesis H0:
Case 1: both parameters  and 2  of the normal distribution are known; Case 2:
 is known and The most interesting cases, from a practical point of view, are Cases 2 and 3.
Case 2 arises, for example, when we consider model residuals which are theoretically normal with null mean, or when we test for no difference between two means of normal distributions.
We Shapiro and Wilk (1965) and are reproduced in other papers. The W test is considered very powerful for the hypothesis that a random variable X is normally distributed with unknown mean  and variance 2  . Shapiro and Wilk (1968) normalized the distribution of the W statistic using Johnson's SB transformation (Johnson, 1949) and gave tables for three normalizing constants  , and  . In this paper we are interested in the relationships of these constants with the sample size.
We should add that another idea for the normalization of W was given by Royston (1992) . This idea is implemented, for example, in the procedure 'shapiro.test{stats}' in the R environment. The Kolmogorov-Smirnov D statistic is defined as follows
where: To eliminate the need to use tables of critical values, some efforts have been made to find the distribution of the D statistic. For Case 1, Marsaglia et al. (2003) gave such a distribution for a null hypothesis of any specified distribution, not only normal. This test is implemented in the R environment with the procedure 'ks.test{stats}'. Earlier, only the asymptotic distribution had been known (Kolmogorov, 1933; Miller, 1956; Birnbaum, 1952) .
For Cases 2 and 3, Stephens (1974 , Table 1 ) identified modified statistics of D and sample size n and gave asymptotic percentage points (15, 10, 5, 2.5 and 1) for them, which made the test more widely applicable. For example, in Case 3
In this paper we propose normalization of the D statistics via Johnson's SB transformation for Cases 1-3, and give the relationships of the normalizing constants with the sample size.
Normalization constants and their relationship with sample size for the Shapiro-Wilk test
For a bounded test statistic T, Johnson's SB transformation (Johnson, 1949) can be used to obtain a normal approximation of T (SB is an abbreviation for Bounded System):
where Z has approximately a standard normal distribution. The parameters  and  are respectively the minimum and maximum attainable values of the statistic Here we shall propose such functions for all three constants  , and  . Figure 1 Shapiro and Wilk (1968) .
By this means the estimates of  and  were calculated. Next the functions of  and  dependent on sample size n were found with R-squared near to one.
The results are given in Table 1 . The null hypothesis of normality is rejected for values of Z in the upper tail of the standard normal distribution. 
In order to check whether the tests for normality based on the statistic
, with  and  given in Table 1 , preserve the significance level  , a simulation study was performed. For sample sizes n from five to one hundred, 10,000 pseudorandom normal samples were generated, and the rates of rejection of normality at the significance level 
Illustration 1.
Let us consider a set of the data giving the weights in centigrams of cork borings for the north and south sides of the trunk for 28 trees (Rao, 1948) . Let us assume that we are interested in verifying the null hypothesis that the difference between the north and south weights are normally distributed with null mean.
Thus we consider Case 2 with the null hypothesis
, and the p-value equals 0.377.
Thus the null hypothesis is not rejected.
Using the table of percentage points given by Stephens (1974) , we can only conclude that the p-value is larger than 0.15.
The alternative approach to the data in Case 2 is to check normality with unknown parameters, e.g. by the Shapiro-Wilk test, and then (if normality is not rejected) apply the t-test for population mean. For our data, we obtain the p-value 0.1009 for the W statistic (by Royston's procedure) or 0.1180 (as the result of our test described in Section 2), so normality is not rejected. Next we obtain a p-value equal to 0.574 for the t-test of hypothesis 0 :
proposed in Section 3, giving one p-value, is more refined and is to be recommended.
Illustration 2.
To illustrate Case 3, let us take the following values of men's weights in pounds: 148, 154, 158, 160, 161, 162, 166, 170, 182, 195, 236 , which were used by Shapiro and Wilk (1965) 
