In the current research, cluster analysis has become a very good way to obtain biological information by analyzing the brain gene expression data. In recent years, many experts have used improved traditional clustering algorithm and a new clustering algorithm to mine brain gene expression data. First, the random Forest method is used to preprocess high-dimensional and high-complexity brain gene expression data. Then, a clustering model based on deep learning is proposed, and a clustering algorithm is implemented by using deep belief network (DBN) and fuzzy c-means algorithm (FCM). This model makes full use of the generality of unsupervised learning of deep learning and clustering technology, combines the advantages of deep learning with clustering, and makes clustering effect better and more convenient for clustering high-dimensional data.
I. INTRODUCTION
Since the 1980s, with the rapid increase of biological data and genome sequencing data, a new discipline, bioinformatics, has emerged. Bioinformatics refers to an interdisciplinary subject formed by the interpenetration and interaction of information science, computer science and biology [1] . Although it involves many disciplines, its scope is very clear. It is accompanied by genome research. Bioinformatics, on the one hand, is the collection, collation and service of massive data. On the other hand, it discovers new rules from the analysis of data [2] , so as to use these data to achieve the purpose of research. The study of the nature of evolution is of great significance and opens up a new way for the diagnosis and prevention of human diseases.
There are many studies on brain gene databases at home and abroad. Liu Qing and Yang Xiaotao (2005) [3] used the signal-to-noise ratio (SNR) method in the stage of feature selection to classify the samples containing the first 10, 20, 30, 40, 50 and all brain genes by support vector machine, and then classify the samples after feature selection. The accuracy rate is significantly higher than that of direct classification of all original data samples. Youwei et al. (2010) [4] speeded up the operation efficiency of feature selection of SVM-RF method. Based on SVM-RF, SFS method was combined with sequence forward selection. The empirical results show that SVM-RF&SFS has lower average test error rate and less time-consuming in feature selection. Xialin (2018) and others used HPV gene chip detection technology to detect HPV genotypes in cervical squamous cell carcinoma tissues, which promoted the establishment of HPV genotype database in cervical cancer tissues. Wang Wei and Liu Hong (2010) [5] combined support vector machine (SVM) with genetic algorithm (GA) to analyze brain gene data and improve the classification ability of SVM.
In recent years, breakthroughs have been made in the field of machine learning. In 2006, Professor Geoffrey Hinton and his student Ruslan Salakhutdinov of the University of Toronto in Canada put forward the concept of deep learning in Science, which initiated the research upsurge of deep learning. Deep belief network (DBN) is a kind of deep learning algorithm. Deep learning (DL) refers to the use of a multi-layer network architecture model for data feature calculation, signal transformation, pattern classification and so on. Liu Nian et al. [6] studied the process of leaf image recognition, and used deep belief network training algorithm to establish classification framework, which improved the characteristics of network recognition, such as shorter time, stronger stability and higher accuracy. In this paper, based on deep belief network (DBN), the parameters of fuzzy C-means are optimized to cluster high-dimensional brain gene expression data to improve the accuracy of clustering.
II. BRAIN GENE DATA A. A SUMMARY OF THE CHARATERISTICS OF BIOLOGICAL BRAIN GENE DATABASE
Biological brain gene database is a collection of data and information records for the results of biological gene research when carrying out biological gene research. In the process of biotechnology research, because of the complexity of biological gene itself and the composition and sequence of biological gene, the types and types of databases for collecting and recording biological gene research data also have great complexity. Gene research data information recorded and preserved in the biological brain gene database includes not only the measurement and research data information for each segment of the biological gene [7] , but also the arrangement information for different segments of the brain gene. Normally, in the biological brain gene database, the number of recorded brain gene field data information is between 20 and 60, while the number of recorded genome composition and arrangement data information is usually more than 10,000. Therefore, according to the data information stored in the biological brain gene database, the data information of biological gene research in the biological brain gene database not only comes from a wide range of sources [8] , but also has a wide variety of types of data information, and the record format of brain gene data information in the database is also diversified. The amount of information stored in brain gene research data is large.
B. BRAIN GENE CHIP TECHNOLOGY
Gene chip [9] , [10] , or DNA microarray technology, oligonucleotide chip, is a new biotechnology developed with the development of computer technology and genome sequencing technology in the 1990s. It can detect the expression level of tens of thousands of brain gene transcripts with high throughput, so as to systematically detect the surface of intracellular m RNA molecules. It is possible to reach the state and speculate on cell function [11] . DNA microarray technology has a wide range of applications, including discovery of new brain genes, analysis of temporal and spatial characteristics of brain gene expression, detection of differential brain gene expression, diagnosis and treatment of diseases, drug research and so on.
The nucleotide sequences called probes are arranged densely on solid-phase carriers such as silicon, glass, polypropylene or nylon membranes. When the fluorescent labeled nucleic acid sequences in solution complement the corresponding nucleic acid probes on the brain gene chip, a set of sequences is obtained by determining the position of the probe with the strongest fluorescence intensity. The whole process includes chip preparation, sample preparation, hybridization reaction, signal detection and result analysis, so as to obtain important information about brain gene expression in samples and form brain gene expression profiles [12] . Gene expression data can be represented by a matrix or vector, in which the numerical size of matrix or vector elements represents the expression level of the brain gene. Figure 1 shows the process of measuring the expressed data:
III. BRAIN GENE DATA PREPROCESSING BASED ON RANDOM FOREST ALGORITHMS
Random forest is a very popular and efficient algorithm in machine learning. It can be used not only to solve regression problems, but also to classify and discriminate. It can also calculate the importance of variables of each feature to screen features. Random forest is proposed by Breiman, which is essentially composed of many decision trees [13] . Compared with single decision tree, its prediction accuracy has been greatly improved. Random forests also have many outstanding advantages, such as: not easy to over-fit; not affected by data dimensions, can handle high-dimensional data, and so on, so it has been widely used in practice.
A. DECISIO TREE
Decision tree is a kind of tree structure decision graph with many branches [14] . It consists of a root node, many intermediate interior nodes, many directed edges and many leaf nodes. Figure 2 below is a simple decision tree:
The decision tree adopts the rule of joint distribution of multi-part nodes to unify the management of complex problems, and realizes the integration and dimensionality reduction of gene data.
B. RANDOM FOREST
Random forest refers to the construction of multiple decision trees to classify the samples [15] , [16] . The classification results of each decision tree are recorded as a vote. Finally, the category of the most votes is found. Random forest classifies the samples into that category.
The concrete process of random forest construction is to establish many decision trees. Suppose the training set S, the test set N, and the number of features of each sample is F. The bootstrap method is used to randomly extract S samples from the training set S when building each decision tree. Because of the random sampling, some samples are repeatedly extracted, some samples are not extracted, and the samples not extracted are recorded as OOB (out of bag), which is mainly used to calculate the importance of features. The samples extracted by bootstrap method are used as training samples of decision tree. The feature used for splitting decision tree is also extracted randomly from all feature F. At this time, the extraction method is in the form of no-return, and the number of features extracted is mtry<F. That is to say, the feature of splitting decision tree each time is to select the optimal feature from the mtry feature. Repeat the above operations to get random forest.
The main parameters of random forest are characteristic number mtry and decision tree number ntree. The parameter mtry is generally taken as
√ F in experience (where F is the characteristic number of samples), and the parameter ntree generally chooses larger values in experience.
The main differences between random forest and decision tree are as follows: on the one hand, when the decision tree in random forest chooses the best feature to split in the splitting process [17] , it chooses the best feature to split from the mtry feature extracted without playback. In this way, the difference between decision trees in random forests can be increased, and the diversity of the system can be improved, so as to improve the classification performance. On the other hand, random forests do not have pruning steps, which does not lead to over-fitting. This is due to the randomness of sample selection and feature selection in the establishment of each decision tree, and it contains many decision trees.
The bootstrap method is used to extract samples from random forests when building decision trees. The samples that are not extracted are recorded as OOB (Samples sampled by bootstrap method), which is used to calculate the importance of each feature. The process of calculating the characteristic importance of stochastic forests is as follows. For a given feature V :
(1) Using the OOB data of each decision tree to calculate the error of out-of-bag data of each decision tree:
(2) The characteristic V of the corresponding out-of-pocket data of each class decision tree is changed into random noise, and the out-of-pocket error of each decision tree is calculated by repeating step 1: error1 i , i = 1, 2, . . . , ntree. (error1 i − error2 i ).The bigger the importance VI , the smaller the change of the feature, which makes the error rate change greatly. Therefore, the more important this variable is for correct classification.
The random forest method is used to pre-process the brain genes, so that the useless information in the brain gene data is filtered, and then the effective brain gene data in the brain gene database is extracted and characterized.
IV. FUZZY CLUSTERING MODEL BASED ON DAN
Gene expression data has the characteristics of high dimensionality, high complexity and difficult to identify. In this paper, a fuzzy clustering model based on DBN is introduced to cluster the existing brain gene expression data [18] , which provides a basis for brain gene identification and classification. As shown in Figure 3 , the flow chart of DBN-based fuzzy clustering algorithm is presented.
C-means clustering algorithm (FCM algorithm) is a clustering algorithm based on objective function [19] , [20] . In the late 1960s, Ruspini first defined the fuzzy partition of sets. Based on the concept of fuzzy partition of sets defined by Ruspini, Dunn analyzed the hard c-means clustering algorithm. The hard c-means clustering algorithm is written into the shape of objective function, and the most intuitive and simple fuzzy c-means clustering algorithm is obtained by analogy to the fuzzy case. Then Bezdek did more general work and proved the convergence of the algorithm [21] . Nowadays, clustering algorithms based on objective function have developed vigorously, and have produced fuzzy C-family algorithm, fuzzy c-shell algorithm, relational and fuzzy number c-means clustering algorithm. They realize the clustering of linear, planar, hyper planar, ellipsoid, shell, relational and fuzzy data respectively.
A. DATA SET PARTITION
Given that data set X = {x 1 , x 2 , · · · , x n } ⊂ R s is a set of finite observation samples of N patterns in the pattern space,
∈ R s is the feature vector or pattern vector of the observation sample x k , corresponding to a point in the feature space, x kj is the assignment of the j-dimensional feature of the feature vector x k . Clustering analysis of a given sample set X is to form a c-Partition of X.
If the membership function µ ik = µ xi (x k ) is used to represent the membership relationship between sample x k and subset x i (1 ≤ i ≤ c), then µ ik is the characteristic function of subset X i in hard c partition, obviously µ ik ∈ {0, 1}. The hard c partition of X can also be represented by a membership function, i.e. a matrix U = [µ ik ] c×n composed of the Eigen function values of c subsets. Ruspini extends the membership function µ ik from {0, 1} binary to [0, 1] interval by using the theory of fuzzy sets, thus extending the concept of hard c partition to fuzzy c partition. Therefore, the fuzzy c partition space of X is:
Because the uncertainty degree of samples belonging to each column can be obtained by fuzzy partition, the uncertainty description of categories can be established, so it can reflect the real world more objectively. In the result of partition, the fuzzy partition can also indicate the circumference of partition, the connection and discreteness of different partition blocks, so more detailed information can be mined.
B. CLUSTERING OBJECTIVE FUNCTION
In order to find reasonable classification results among many possible classifications, it is necessary to establish reasonable clustering criteria. In hard classification, the clustering criterion commonly used is the sum of least square deviation [22] .
Assuming that U = [µ ik ] c×n is a hard partition matrix,
The objective function of cluster analysis is defined as:.
In the formula, d ik denotes the distortion between sample x k in class i and typical sample p i in class i. It is often measured by the distance between two vectors. J 1 (U , P) represents the sum of squares of errors between various samples and their typical samples. Using µ ik , J 1 (U , P) can also be expressed as:
Clustering criterion is to find the best group pair (U , P) so that J 1 (U , P) is the smallest under the condition of satisfying constraint µ ik ∈ M hc .
C. PARAMETER ANALYSIS OF FUZZY C-MWANS CLUSTERING ALGORITHM
According to the mathematical model of fuzzy clustering, for a given set of samples, it is easy to get a fuzzy c partition U = {µ ik |1 ≤ i ≤ c, 1 ≤ k ≤ n } by fuzzy clustering analysis [23] - [25] . However, to ensure meaningful partitioning, it is necessary to define appropriate partitioning criteria according to the needs of the problem, such as the commonly used similarity (difference) criterion D(·). Assuming that each fuzzy setX i (1 ≤ i ≤ c) forms a pattern p i (often referred to as clustering prototype), the similarity between sample x k and fuzzy subsetX i can be measured by the distortion d ik = D(x k , p i ) between sample x k and clustering prototype p i to determine the fuzzy partition matrix U . However, the prototype of clustering can not be known beforehand, so it needs to be formed gradually in the process of clustering.
In order to ensure that the clustering results can make ''objects clustered by clusters'', the objective function of fuzzy clustering is constructed by minimizing the distortion between each class of samples and this kind of pattern [26] , and then the optimal fuzzy c partition U = [µ ik ] and pattern 
In the formula, C is the constraint condition and m is the weighted index. The objective function of fuzzy clustering is determined by parameter set {U , D(·), P, m, X }.
D. IMPROVEMENT OF FUZZY CLUSTERING MODEL PARAMETERS BY DEEP BELIEF NETWORK
The parameter selection measure of the fuzzy c-means clustering algorithm is always in a fuzzy state. In this paper, the deep belief network is introduced to optimize the parameters of the clustering algorithm (the upper and lower thresholds a and b of the fuzzy partition matrix U , the weighted index m, the number of the fuzzy clustering X). The following is the basic idea and the establishment process of the deep belief network model [19] , [27] . Deep belief network is a neural network with multiple hidden layers published by Hinton et al. [28] . It is stacked by a probability model called restricted Boltzmann machine (RBM). RBM is a classical neural network. The visible layer and the hidden layer units of the network are connected with each other, but there is no connection between the same layer. The hidden unit can get the high-order correlation characteristics of the input visible unit. Compared with sigmoid network, the training of RBM parameters is easier, so the learning of RBM is very important for the application of DBN.
The DBN structure model is shown in Figure 4 , which consists of several bottom-up RBM stacks. The output of RBM training in the former layer becomes the input of the next layer. In order to enable each layer to learn more about the features of the previous layer, it is necessary to train DBN layer by layer repeatedly, so Hinton et al. proposed a fast and effective DBN learning algorithm. The learning process of DBN is carried out according to the training sequence of RBM one by one, that is, training layer by layer. The basic idea is as follows:
The training sample set is randomly selected and then directly put into the network to train the first RBM, which enables the hidden layer's meridians to extract the important features of the input sample data. That is, the first DBN hidden layer of DBN, and then use the data features acquired before as input data for the next layer, followed by the training of the second RBM, according to the above steps continue to repeat the training of each level of RBM in DBN until all the RBM layers have been trained. DBN component RBM is a training model without tutors, so it is not necessary to select labeled sample data manually when pre-training RBM [29] . Because the CD algorithm in RBM model can reduce the pre-training time and accelerate the convergence of the model. In order to better enable each layer of RBM to better learn the characteristics of the previous layer, DBN uses a layer-by-layer unsupervised training algorithm called greedy learning. The running process of greedy learning algorithm is described as follows:
Input: training sample data.
Output: DBN network model parameters.
Step 1: Training the bottom RBM model, if the energy of the model reaches balance or the number of training times reaches the pre-set iteration number, then stop training; otherwise continue training the RBM model.
Step 2: Use the trained parameters of the RBM model of the upper layer to calculate the state value of the hidden layer, and use the state value of the hidden layer as the input data of VOLUME 7, 2019 the next RBM, continue training the RBM of the layer until the stopping condition of step 1 is satisfied.
Step 3: Repeat step 2 until all levels have completed training.
Step 4: Use the mean square error of the actual value and the predicted value as the objective function, and then use the back propagation algorithm (algorithm) to fine-tune the model parameters of the whole network to obtain better network parameters.
In the layer-by-layer greedy learning method, an optimization algorithm called Wake-Sleep is used. Wake-Sleep algorithm idea is as follows: Wake stage: using the learned weights to generate the training data needed for the next layer can be seen as bottom-up recognition direction; Sleep stage: using weights to reconstruct data can be seen as top-down generation direction. Therefore, DBN can be regarded not only as a recognition model, but also as a generation model.
E. RESTRICTED BOLTZMANN MACHINES
RBM is the core component of DBN. It consists of visual layer (V) and hidden layer (H), and the nodes in each layer are not connected with each other. All nodes are random values of 0 or 1, and the total probability distribution P(V , H ) obeys Boltzmann distribution. Compared with sigmoid reliability network, the learning of RBM weights is more simple and easy. The weights of the generated model are obtained in advance by using the greedy layer-by-layer learning method without tutors [30] - [32] . The learning process is to map the visible vector value to the hidden layer unit, then reconstruct the visual layer unit by using the hidden layer unit, and then map the visual layer unit to the hidden layer unit again by using the visual layer unit. The process of repeated execution of the above steps is called Gibbs sampling.Constrained Boltzmann Machine Structure is shown in Figure 5 . Assuming that RBM has n visual units and m hidden units, vectors v and h are used as the states of visual units and hidden units respectively.v i is the state of the i visual unit and h j is the state of the j hidden unit.W ij is the connection weight between the visual unit i and the hidden unit j, a i is the offset of the visual unit i and b j is the offset of the hidden unit.
Because the nodes in the same layer are independent and independent of each other, all hidden layer nodes are independent of each other under the premise of knowing V. So the probability distribution of the j node in the hidden layer can be expressed as:
Similarly, under the premise that the hidden layer H is known, all the nodes in the visible layer are conditionally independent, so the probability distribution of the i node in the visible layer can be expressed as follows:
f (z) is a Sigmoid activation function and can also be a normalization factor. Where p i (v i |h ) A is the measure of global distance.
Therefore, for a pair of given states (v, h), assuming that RBM is considered as a system, its energy function can be expressed as:
In the above formula, θ = w ij , a i , b j is the parameter of RBM, and they are all real numbers. So as long as all the parameters are known, the joint probability distribution of (v, h) can be obtained according to the energy function of Formula (9), as shown in Formula (10):
In the formula, Z θ is a normalization factor, and it can also be called partition function.
Although Gibbs sampling can obey the random sample defined by RBM, it still needs more sampling steps, which will reduce the learning efficiency of RBM [33] . Hinton et al. published an algorithm called Contrast Divergence CD, which can speed up RBM learning. The difference between the contrast divergence algorithm and Gibbs sampling is that at the beginning, the state of the visual unit is changed into a training sample. At the same time, the state of all the hidden layer units is calculated. After all the hidden layer units are calculated, the probability of the i visual unit being 1 is calculated to complete the visual layer. A reconstruction. Therefore, the updating function of each parameter can be expressed as an expression (14) when the algorithm of random gradient rise is used to maximize the value of the logarithmic likelihood estimation function on the learning data.
In the formula, ε is the learning rate, data is the distribution of training set of observation data, and recon is the distribution of model expression after further reconstruction.
V. SIMULATION AND SIMULATION
Some data from China National Gene Bank, an online resource warehouse for brain gene expression data, high density oligonucleotide array (HAD), hybrid membrane (filter) and brain gene expression sequence analysis (SAGE) were selected and many types of brain gene expression data were accepted, registered and archived. Firstly, the data are filtered and processed by using methods such as de-negative, data conversion, outlier processing and data filling. Finally, 3200 brain gene data are selected as data sample set to analyze the problem. The results are shown in Table 1 .
The first column in the table is the probe used in the acquisition of brain gene expression data. A sample describes the processing conditions, operation of the sample and the abundance measurements of each element. The stochastic forest model is used to repair the lost data, transform the data and extract the features of the expressed data sets. Then the parameters of the fuzzy c-means clustering algorithm are optimized as shown in figure 6 to figure 9.
As shown in the figure, the parameters of the fuzzy c-means clustering algorithm are optimized by deep belief network. The upper and lower thresholds a and b of the fuzzy partition matrix U are 5.1 and 6.8 respectively, the weighted index m is 0.182, and the number of the fuzzy clustering X is 595 groups.
Random forest method is used to pre-process data such as feature extraction, and then fuzzy c-means clustering is applied to the dimension-reduced data. As shown in Figure 10 -11, the clustering result without deep belief network optimization is obviously different from the clustering results of non-optimized fuzzy c-means clustering, and no good classification lines can be obtained, while the optimized clustering boundaries are clearer. Under the condition of the same brain gene expression data, other kinds of brain genes were not mixed into the optimized fuzzy c-means clustering homologous genes, which effectively improved the accuracy of clustering.
VI. CONCLUSION
Starting from the establishment and citation of brain gene database, a stochastic forest model for extracting eigenvalues from gene expression data was established. After preprocessing the selected brain gene database data, a fuzzy c-means clustering model based on deep neural network is established. Based on some data from the National Gene Bank of China, the following conclusions are drawn.
(1) Because of the basic characteristics of brain gene data, feature extraction is needed before processing brain gene data. The stochastic forest model established in this paper can efficiently extract the eigenvalues of complex data in brain gene database.
(2) By optimizing the model parameters of the fuzzy c-means clustering model through deep belief network, the accuracy of the optimized model is obviously improved, and the classification of brain genes is clearer, which provides a theoretical basis for the classification of brain gene expression data.
(3) Classification of complex brain gene data has always been a difficult problem for people to study brain gene expression. In this paper, 3200 sets of data are selected to optimize clustering algorithm with deep belief network, and satisfactory clustering results are obtained. But in the practical application, processing a larger amount of data puts forward higher requirements for the performance of computers and the efficiency of algorithms. In the future research, we will focus on the optimization of the algorithm, simplify the operation process and improve the operation speed.
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