In industries with perishable goods dynamic pricing schemes are often used and many models have been proposed to maximize seller's revenues. These models are based on a range of assumptions about how customers make buying decisions. Some assume that customers are myopic and are not forward looking while others assume that customers are strategic and anticipate future prices. In the second stream, a standard assumption is that strategic customers maximize their expected utility. All these models predict that customers will purchase in the current period if and only if their valuation exceeds some threshold. We use laboratory experiments to gain insights into how customers make purchase decisions when they have the option of buying at a higher price or waiting for a lower price but incur the risk of the product being out of stock. We find that the quantal response model (QRM), a quasi-rational model, provides a more accurate description of customers' decisions. We also explore how customers learn in these types of settings.
Introduction
Marcy finds a dress priced at $150 that she likes. From her past experience she knows that two weeks later she could buy the dress for a 10% discount provided it is still available. Should Marcy buy the dress or should she wait? Assumptions about how customers make these decisions lie at the core of optimal pricing and quantity decisions for firms selling perishable goods. A number of authors have developed pricing strategies and stocking decisions employing game theoretic approaches (Aviv and Pazgal 2008; Elmaghraby et al. 2008; Yin et al. 2009; and Shen and Su 2007) . In these papers the seller is a Stackelberg leader and customers are followers. Customers have private valuations and try to maximize their expected surplus by anticipating future prices, timing of price changes, and stock-out probabilities. Models differ by types of pricing policies that are considered by firms and factors that influence customers' decision. However, there are some core assumptions. Customers discover the equilibrium strategies of other players, which enables them to estimate stock out probabilities and price paths. They purchase if the expected utility of buying now is greater than that obtained by waiting.
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There is now growing experimental evidence, in a range of decision problems, that customers do not employ strategies predicted by game theoretic models. While the rational utility maximization models (RUMM) are elegant they require each customer to either compute or discover through careful observation the strategies of other customers and the firm and to act optimally. In the context of Newsvendor problems researchers (Bolton and Katok 2008; Lim and Ho 2007; Ho et al. 2010; Wu and Chen, 2013; have found that bounded rationality models provide a more accurate description of the actual buying behavior.
In this paper we employ experiments to investigate buying behavior in a two-period posted pricing scheme (Aviv and Pazgal 2008; and Dasu and Tong 2010) . Subjects are aware of their private valuation, the distribution of the valuations of all other customers, the number of other customers, and the number of units for sale. They can buy at a higher price or wait for a discount but face the risk of a stock-out. This model was analyzed by Dasu and Tong (2010) assuming that customers are fully rational and risk neutral.
We are interested in the following questions:
1. How do customers evaluate the option of a certain current payoff against an uncertain future payoff? a) Do they conceptualize the problem as a utility maximization problem with known (or accurately computed) probabilities? b) Is their decision making consistent with boundedly rational models that assume that individual customers' utility estimates include a random error term.
2. How do customers discover stock-out probabilities? a) Do they compute stock-out probabilities or do they learn about stock-out probabilities through observation? b) Are there biases in how they estimate probabilities? 3. How do customers learn to make decisions in these types of environments?
In the following section we present the theoretical background and related literature for this study. In section 4, we summarize the theoretical predictions under alternative models that were identified in section 3. Design of the experiments is presented in section 4. In sections 5, 6, 7, and 8 we present our experimental findings. We conclude in section 9.
Theoretical Background and Related Literature
Dynamic pricing modelers assume that customers are either myopic and purchase whenever their valuation exceeds the current price of the product (Gallego and Van Ryzin 1994) or customers are strategic and anticipate future opportunities to purchase the product at a lower price (Aviv and Pazgal 2008) and time their purchases so as to maximize expected utility. Cachon and Swinney (2009) identify a third type of 3 customer that they refer to as the bargain hunter, who always waits for the lowest price. Talluri and Van Ryzin (2005) , Elmaghraby and Keskinocak (2003) , and Shen and Su (2007) provide comprehensive reviews of dynamic pricing models.
Researchers have considered different types of pricing schemes. In the posted pricing scheme the firm announces the prices at the beginning of the season and in the contingent pricing scheme (Cachon and Swinney 2009 ) the firm's pricing strategy evolves dynamically based on observed sales. Aviv and Pazgal (2008) find that neither approach dominates the other. Researchers (Liu and Van Ryzin 2008; and Dasu and Tong 2010) have also found that bulk of the benefits of dynamic pricing is derived by a single price change. Based on these findings, in this paper we restrict ourselves to a two-period posted pricing scheme. We further assume that the first period price ( ) is higher than the second period price ( ). Although, a declining price path is not always optimal (Su 2007) , it is optimal in our setting (Dasu and Tong 2010) . This is also a common practice in retailing.
Consistent with prior literature, we assume that each customer has a private valuation , that corresponds to his or her willingness to pay. We are interested in how customers make the following decision:
Buy at high price and derive a value of , or wait and incur the risk of earning zero if there is a stock out or earning a value of otherwise.
This type of decision lies at the core of dynamic pricing models. To make this decision subjects have to determine (i) the probability of getting the product in the second period () and (ii) compare the option of getting ( ) for sure or getting with probability ̂( ) and 0 with probability 1-̂ where ̂ is their estimated in-stock probability. Liu and Van Ryzin (2008) provide a review of how different researchers have modeled decision making by strategic customers. They identify two broad approaches. In the first approach, strategic customers explicitly compute the equilibrium strategies of other players in the game and compute the stockout probabilities. In the second approach, customers do not compute the equilibrium strategies. Instead, it is assumed that the properties of the equilibrium such as stock out probabilities and price paths are observable characteristics of the market and customers learn this through observation. Liu and Van Ryzin (2008) argue that the first approach is more applicable in small markets and the second in large markets where the impact of a single customer on the overall market is infinitesimal. Anderson and Wilson (2003) suggested that customers may be able to learn about the probabilities through third parties.
Researchers have long recognized the limitations of RUMM (Mackelvey and Palfrey 1995; and Kahn and Baron 1995) . These models do not accurately capture either the decision rules employed by the customers or the factors that influence these decisions. Kahn and Baron (1995) find that even when the 4 stakes are high subjects fail to evaluate trade-offs in a manner proposed by utility theory. In recent years there have been a number of experimental studies examining how decisions are made by subjects faced with Newsvendor type problems. Experimental data has provided little support for rational decision models (Ho and Zhang 2008; Ho et. al 2010; and Wu and Chen 2013) . Wu and Chen (2013) find that the quantal response frame-work, quasi-rational models, provides a more accurate description of the decisions.
In RUMM, it is assumed that each subject accurately estimates the utility of each of the decisions; i.e.
if they choose to buy in period 1 and if they choose to wait. In quantal response models (QRM) (McFadden 1976; and McKelvey and Palfrey 1995) , it is assumed that each of these utilities is estimated with some error.
Due to the error terms , the likelihood of picking the dominant decision depends on the difference between the two options. If the error terms ( ) in equations (1) and (2) are unbiased and have extreme value distributions, then the probability of purchasing in the first period is given by a Logit model (McKelvey and Palfrey 1995) .
If subjects are boundedly rational then they have to learn the in-stock probability and to make good decision. Camerer and Ho (1999) present an overview of different approaches that have been proposed for how subjects develop their strategies. They also propose a general model called the experienced weighted attraction (EWA) model that combines belief based models and reinforcement models. In reinforcement models the likelihood of a subject choosing a strategy in a game depends on the historical pay-offs due to that strategy. Subjects, however, do not keep track of strategies employed by other players. In the belief based models subjects keep track of strategies employed by other players. A subject selects his or her strategy based on what (s)he believes will be employed by others. The EWA model combines the beliefs and reinforcement models. EWA model also incorporates the possibility of fictitious play; i.e. when subjects carry-out what-if analysis for strategies that they did not employ.
In our experiment subjects are not informed about other players' strategies but only observe whether or not the product is in stock. We employ an exponential learning model to measure how rapidly subjects discover the in-stock probability. We explore if waiting and experiencing a stock-out stings more than when they buy in the first period and find the product was available in the second period. Finally, we employ the EWA model to learn about the rate at which subjects learn to make decisions and the role of fictitious play.
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Experimental methods have been used to gain some insights into how customers make these complex trade-offs (Güth et al. 1995; Güth et al. 2004; Bearden et al. 2008; and Bendoly 2012) . Much of the early experimental work on dynamic pricing was concerned with durable goods and focused on the discount rate (Güth et al. 1995; and Güth et al. 2004 ). Bearden et al. (2008) use experiments to study the behavior of sellers. In their experiments financially motivated subjects have to sell a small number of objects over a finite time horizon. At various points in time a customer arrives and offers to buy one unit at some price. The subjects have to decide whether or not to accept the bid. The objective is to maximize the sales revenue over the time horizon. They find that subjects use policies that are sub-optimal but are qualitatively similar in structure to optimal policies.
In our experiments subjects are customers and have to decide whether to purchase or wait for a lower price.
Osadchiy and Bendoly (2011) study how customers respond to a two-period posted pricing mechanism that is similar to the problem we study. We assume that all customers are present from the start, while they inform their subjects that customers arrive according to a Poisson process. In each trial in their experiment, subjects are informed about their time of arrival and their private valuation. In half the trials subjects are also informed about the likelihood of getting the product. Based on subject's purchasing decisions the authors try to determine whether or not each subject is myopic, strategic, or a bargain hunter.
They find that in aggregate, information about the stock-out probability influences customer's behavior.
Although our context is similar to that of Osadchiy and Bendoly (2011) , the objectives of our experiments and how they are carried out are vastly different from theirs. In our experiment the stock-out probability remains the same but the private valuations change from one trial to the next. The same valuations, however, are repeated a few times. As a result we are able to gain very different insights. Because subjects have to make repeated decisions under the same parameter settings we have more information about whether or not they are myopic, bargain hunters, or strategic. We are also able to detect biases in how they estimate stock-out probabilities and shed some light on how they learn. We are able to characterize the aggregate demand curve.
Decision Making Under Alternative Assumptions
We implemented the two-period posted pricing problem analyzed by Dasu and Tong (2010) and Aviv and Pazgal (2008) . The seller who is a monopolist announces two prices, and for the first period and the second period, respectively, with . There are two types of customers: high type and low type. Low type customer's valuation lies between P 2 and P 1 , while the high type customer's valuation exceeds P 1 . If consumers are risk neutral rational utility maximizers, then theory predicts that there is a unique Bayesian Nash equilibrium for equation (3) which is given by the smallest solution in the range . All high type customers with valuations will bid in period 1 and the customers with valuation will bid in period 2. We call this a threshold policy with a threshold at .
, where : the probability of getting the product in period when all the customers use the threshold policy with a threshold at .
In our experiments subjects do not interact with each other. They are informed that the decisions for other buyers are made by the computer using a pre-determined rule and that this rule is not based on either the private valuation of the subject or her decision. The computerized rule tries to maximize the expected profit of each of the other buyers. Further this optimization is done without considering the specific valuation or decision of all the other simulated buyers. In actuality the computer merely determines whether or not product is in-stock based on the probability given by equation (3).
Different assumptions about customer's decision making processes result in different predictions about observed buying behavior. Below we list the alternatives in the form of conjectures and comment on what we expect to observe.
C1. Some subjects are myopic and some others are bargain hunters: Myopic customers will always purchase in the first period. Bargain hunters will always wait.
C2a. Subjects are risk neutral and employ RUMM: They will always buy in the first period if their valuation exceeds the threshold predicted by equation (3) and wait otherwise.
C2b. Subjects are risk averse and employ RUMM: These subjects purchase in period 1 if and only if the utility of buying in the first period exceeds the expected utility of buying in the second period:
Each subject has his or her own threshold level that depends on his or her utility function. If the subject's valuation exceeds this threshold then then the subject will always buy in period 1 and will wait otherwise.
C3. Subjects are boundedly rational: Subjects will buy in the first period with some probability that depends on their private valuation. The likelihood of buying in the first period increases with the valuation.
Subjects' buying decisions will not be consistent with a threshold policy.
If subjects are boundedly rational then they have to learn the in-stock probability and learn how to make decisions.
C4. Losses loom larger than gains:
The pay-off in the first period acts as a reference point for determining losses and gains. Trials in which a subject waits and discovers that a product was not in stock will be waited more heavily. As a result, subjects will learn faster when the in-stock probability is lower.
C5. The belief model and the reinforcement model are employed by subjects: If subjects learn rapidly then we will observe that each subject converges quickly to one of the alternatives and as a result the percentage that buys in the first period will stabilize.
Design of the Experiments
265 financially motivated subjects participated in four sets of experiments termed: SIM, SIM-I, CONV, and LOT. SIM is a simulation of the two-period posted pricing problem that is in accordance with the model described in section 3. SIM consisted of 3 treatments and each treatment in turn consisted of a number of trials. In each trial in a treatment private valuations changed. Each treatment in SIM differed only in terms of the size of the market (the number of low type customers). The number of goods for sale, and the purchase prices ( and ) were not altered. As a result, the in-stock probability in the second period was different in each treatment. The in-stock probabilities were 50%, 83%, and 16% in treatment 1, 2, and 3. We will refer to these as SIM1, SIM2, and SIM3. In SIM-I subjects were informed of the instock probability in the second period. SIM and SIM-I were identical otherwise. We refer to the 3 treatments in SIM-I as SIM1-I, SIM2-I and SIM3-I.
The focus of our study is on SIM. We want to identify whether or not subjects employ RUMM or whether their decisions are better described by quasi-rational models such as quantal response models.
By comparing SIM and SIM-I, we sought to understand the impact of in-stock probability information.
SIM and SIM-I also allow us to determine if some subjects are consistently myopic or bargain hunters.
Each subject participated in only one of the treatments to eliminate any learning effect that carry over from one treatment to the next.
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LOT consisted of 5 surveys. We sent an email to the participants of the SIM and SIM-I experiment two or more day after they participated in the study asking them to fill out a survey. During the SIM and SIM-I experiments we informed subjects that they will be asked to participate in a different type of experiment and collected their email address. 142 out of 179 subjects who participated in SIM or SIM-I (79% of the subjects) participated in the LOT experiment.
LOT was modeled after the surveys proposed by Holt and Laury (2002) to measure risk attitude.
Decisions in the survey corresponded to the decisions arising in the SIM experiment. In each survey subjects had to make 16 decisions. While making decision j subjects had to choose between Option B that guaranteed $5j or a risky Option A that paid $40 + $5j with some probability and 0 otherwise. Thus decision j corresponded to a resale price (v) of $120 +$5j in SIM. The 5 surveys have the same set of payoffs but with different chance of success for Option A: 16%, 33%, 49%, 66%, and 83% (Table 1) . To reduce ordering effect we randomized the order of the 5 surveys. The full surveys are in the appendix. Subjects received a base payment of $2 and a bonus payment up to $2 that was based on their performance in SIM (SIM-I) experiment. To reduce portfolio effect, we informed the subjects that 10 trials would be randomly selected and that they will be paid based on their performance in these trials (Chen and Hogg, 2008; Katok, 2011) . In each trial, during the experiments, subjects learnt whether or not the product was available in the second period. To further minimize portfolio effects we informed subjects the total number of trials is between 50 and 70. In the LOT experiment, subjects received a base payment of $0.5 and a bonus payment up to $1. To reduce portfolio effect, we informed that only one of the 80 9 decision questions would be selected. The lottery corresponding to that decision would be simulated on the computer and the outcome would determine the bonus.
The final set of experiment named CONV also consisted of 3 treatments. In all three treatments the in-stock probability was 49%. Unlike the other experiments, in each trial in a treatment the private valuation or resale value was the same. The three treatments in CONV differed in terms of the resale value.
CONV was used to gain insights on how subjects learnt and whether or not they would converge to one of the two options -wait or buy in the first period.
All subjects were given an overview of the experiment and were asked to answer questions to ensure that they understood the objective of the experiment. Screen shots of the simulation tool used in SIM, SIM-I, and CONV, the survey used in LOT, and the detailed instructions given to the subjects are available in the online appendix. The average time the subjects spent in the SIM (SIM-I, CONV) experiment and on the LOT survey was approximately 21minutes and 7 minutes, respectively. Table 2 below summarizes the experiments and their objectives. Simulation of a two-period posted pricing problem. Valuations varied from one trial to the next. In-stock probability is not given.
To identify the decision rules employed by subjects when they have to learn the in-stock probability
SIM-I 3
Simulation of a two-period posted pricing problem. Valuations varied from one trial to the next. In-stock probability is given.
To identify the decision rules employed by subjects when exact instock probability is offered
Simulation of a two-period posted pricing problem. Valuations fixed from one trial to the next. In-stock probability is not given.
To investigate how subjects learn and whether they would converge to one strategy LOT 5 Surveys in which the decision problem encountered in SIM is presented as a lottery
To explore whether the decisions in SIM are structurally similar to decisions made while evaluating lotteries The chi-square goodness of fit test rules out the possibility that all subjects are rational, risk neutral and they employ the threshold policy predicted by theory. (All p-values = 0.00). Figure 1 does not, however, rule out the possibility that subjects may have different thresholds due to individual differences in risk aversion. Any subject who always chooses Option B if the decision number j exceeds some number, and always selects Option A below this number is considered to have employed a threshold policy. Subjects who always chose Option A or always selected Option B were also included in this set. The percentage employing threshold policies given in Table 3 below is similar to what is reported by Holt and Laury (2002) . Nevertheless, it is surprising that 26.76% do not employ a threshold policy when you consider all the surveys together. The decision problem is one trivial step away from how the expected utility trade-off equation is evaluated. Yet RUMM is not consistently employed by at least 25% of the subjects. 
Analysis of LOT

SIM: Simulation of the Two-Period Posted Pricing Problem
The parameters for the three treatments are given in Table 4 . The threshold values ( ), and the in-stock probabilities ( ) are based on the equilibrium for a game among risk neutral rational customers. In each trial using this probability the computer randomly determined whether or not the product was in stock.
Resale prices ( ) ranged between and 200 in steps of 5. Figure 2 shows the aggregate data for each of the 3 treatments. For different resale prices, this figure shows the percentage of decisions that resulted in the subjects buying in the first period at a price . The solid line is the percentage that will be observed under RUMM if all subjects are risk neutral. 
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ANALYSIS OF THE SIM EXPERIMENT
RUMM with Risk Aversion: Comparison of LOT and SIM
We next test whether buying behavior is consistent with RUMM with different levels of risk aversion (C2b). At the individual level we measured the percentage of subjects employing a threshold policy. Under 7% of the subjects employed threshold type policies. We also employed a more lenient criterion by counting subjects who deviated from a threshold policy at most twice.
12 A significantly lower percentage of subjects adopted threshold policies in SIM relative to LOT. To the extent that LOT is more consistent with RUMM with risk aversion it is useful to compare for each subject the percentage of times they bought in the first period in SIM and the percentage of times they choose Option B in LOT. For additional justification for this metric readers are referred to Holts and Laury (2002) . In Figure 3 each point corresponds to one subject, the x-axis is the percentage of decisions that the subject select option B, and the y-axis is the percentage of times the subject bought in the first period. The coefficient of determinations (Adjusted ) of the linear regression for these points are 0.0%, 0.0%, and 0.0% for SIM1, SIM2, and SIM3, respectively. Therefore, we fail to find evidence that individuals employ the same decisions in LOT and SIM. There is a possibility that in the early trials the subjects focus on learning the in stock probability so we also conducted the same analysis with the last 30 trials. Here too we did not find strong linear relationships between the decisions in SIM and LOT. All of the coefficients of determinations were less than 15%.
Observation 2: Subjects do not employ the same decision strategy in LOT and SIM experiments.
Even after accounting for differences in risk attitude, we reject conjecture C2(b) that subjects employ RUMM.
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Although individual decisions in LOT and SIM are not the same, in aggregate LOT and SIM demand curves may be similar. The goodness of fit of the LOT curve to SIM observations is given in Table 6 below. Except for SIM1, Chi-Square Test P values are close to zero. In LOT subjects are informed of the probability of the risky option and hence the three LOT curves differ from each other. On the other hand in SIM, subjects have to discover or compute the in-stock probabilities. As a result we see less divergence among the three SIM curves relative to the LOT curves. Similarity between the LOT49% curve and SIM1 curve suggests that subjects in SIM anchor on 50%.
Quantal Response Models (QRM)
Recall that payoffs of buying in the first period and waiting are and , respectively, where is resale price, and are the prices. We employ the exponential utility function to capture the risk attitude. Readers are referred to the work by Holt and Laury (2002) for a justification of this utility function. We let denote the risk aversion parameter.
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, where , and would imply risk aversion, risk neutrality, and risk preference, respectively and V is the payoff. The quantal response model assumes that the subject's estimate the utility of the two options with some error.
Under the QRM model the probability of purchasing in the first period when the resale price is , is given by:
The rationality parameter ( ) and risk parameter ( ) are estimated by maximizing the log likelihood function:
, where is the number of observation in which subjects buy in period , = 1, 2, when the resale price is .
The QRM model has a two parameters and the added flexibility should enable us to find a good fit.
To control for this we use out of sample data to measure the quality of the fit. We randomly selected 50%
of the subjects to fit the QRM model and tested the fit on the remaining 50% of the subjects. Table 7 summarizes the results for 5 different random partitions. According to AIC and BIC, QRM model dominates RUMM and LOT estimations in all partitions.
The QRM model we employed assumes that the subjects accurately estimating the in-stock probability and does not consider the dynamics of learning or the error in estimated probabilities. These assumptions may have been significantly violated in SIM2. In the next section we explore in greater detail how subjects estimate in-stock probabilities. Despite these limitations we find that the QRM model has a strong explanation power. The experimental data does not support the conjectures that (a) subjects accurately compute the in-stock probability and (b) they accurately evaluate the differences in the utility of the two options.
Observation 4: The observed data supports the conjecture (C3) that subjects' decision making is consistent with the assumptions underlying quantal response models.
This implies that subjects have to learn through observation the in-stock probabilities and learn to evaluate the two options. In the next few sections we explore each aspect of the decision problem separately.
Decision Making with Information about In-stock probability
In SIM-I subjects were told the in-stock probability. If we observe any variation from threshold policies in SIM-I it would be due to subjects not consistently evaluating the difference between and ; lending greater support to the QRM model. Table 9 provides the number of subjects that employed threshold policies in SIM-I. The percentages are marginally higher than those in SIM but considerably lower than those in LOT.
Leading us to conclude that even in SIM-I the buying behavior does not support RUMM with risk aversion. Table 10 below shows the out-of-sample fit of the QRM model to SIM-I. The results are available in the on-line version of the paper.
SIM-I data strongly suggests that subjects' evaluation of the two options includes a random error term, a key component of the QRM model. In Table 11 , decisions in SIM-I appear "closer" to decisions in SIM, than LOT. Below we compare the three experiments. We computed for each subject the percentage of purchases in the first period in SIM (or SIM-I) and the percentage of times the same subject selected option B (the certain option) in LOT. We use Bonferroni method which is non-parametric method for multiple comparisons. This method requires one of the treatments to be the control. Because SIM-I lies between SIM and LOT, it was chosen as the control level.
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When in-stock probability is 49% we cannot reject the hypothesis that the decisions in SIM1, SIM2
and LOT are similar. However, when in-stock probabilities are 83% and 16%, the decisions in LOT are significantly different from SIM and SIM-I. Further SIM treatments are not significantly different from their corresponding SIM-I treatments. The confidence levels for the tests were 95%. We also employed other parametric method such as Sidák method and Dunnett method, and they too generated the same results as Bonferroni method. Therefore we can assert that there is a structural difference between the decisions in SIM-I and LOT. The randomness in estimating the utility of the options in SIM, surprisingly, dominates the impact of the errors in in-stock probability estimates in SIM. As a result decisions in SIM and SIM-I are similar.
Learning of in-stock probabilities and utilities
We use an exponential smoothing model (Brown and Meyer, 1961, Pötzelberger and Sögner, 2003) to analyze the evolution of subjects' beliefs of the in-stock probability. We assume that subject initial estimate of the in-stock probability is 0.5. (Tversky and Kahneman, 1973) This assumption is also supported by the similarities among LOT 49%, SIM1 and SIM1-I.
Let denote the outcome in trial :
{ The belief of in-stock probability at trial t, , is updated as, , where is the weight attached to the most recent outcome.
In the SIM experiment, the outcome in trial ( ) is the same for all subjects. Because in the exponential model the belief of the in-stock probability at trial , , only depends on the outcome, we assume that is the same for all subjects. The valuation observed by subject at , , however, differs by subject.
Subject 's probability of choosing to "buy in the first period" at is,
, where , and are the valuation to the subject at trial , the first period price and the second period price, respectively, and is the rationality parameter.
The weight parameter, , and the rationality parameter, , are estimated by maximizing the loglikelihood function:
, where { , and { .
The estimated parameters are in the following Table 12 , and the evolution of the belief of in-stock probability is depicted in Figure 5 . Figure 5: Belief of in-stock probability at trial, .
The weight parameter is smaller when the in-stock parameter is 83%, implying that in SIM2 subjects do not react as strongly to the current outcome and take longer to migrate away from the initial belief of 0.5. In SIM3 by the end of 30 trials the estimated in-stock probability is close to 0.16, the true instock probability. The estimate fluctuates between 0.0621 and 0.2305, with an average close to 0.16. On the other hand in SIM2 at the end of 60 trials the estimated in-stock probability is close to 0.6. This lends support to our conjecture that losses loom larger than gains. When the in-stock probability is 16% if subjects wait they experience a stock out with 84% probability. This is perceived as a loss because they could have purchased in the first period. For a risk-neutral subject it is optimal to buy in the first period in SIM3
if valuation is greater than 125. In SIM2 it is optimal to always wait for a risk-neutral subject. Yet subjects do not react as aggressively to the potential lost revenue that they would have gained had they wait-20 ed. They continue to buy in the first period, there by acting as if the in-stock probability is lower than 83%.
Observation 5: The experimental data is consistent with the conjecture (C4) that losses loom larger than gains. Subjects learn faster when the in-stock probability is lower.
The last set of treatments CONV focused on how subjects evaluated the utility of waiting relative to the utility of buying in the first period. In all three CONV treatments the in-stock probability was 49%, close to the initial estimate, to minimize the role of probability learning. In each treatment, which consisted of 20 trials, subjects had to repeatedly make a buy or wait decision for the same resale value. The resale values were different in each treatment. Here subjects did not know how many high or low type customers were present. They knew the number of units for sale, the number of buyers, and that other subjects' valuations ranged between 0 and 100. The data for the experiment are given below: For a risk-neutral subject employing RUMM it is optimal to buy in the first period in CONV1 and to wait in CONV2 and CONV3. The threshold ( under RUMM is in Table 13 . 86 subjects participated in the CONV Experiment. In Figure 6 we plot the percentage of times subjects choose to buy in the first period in CONV1, CONV2, and CONV3. If there is any learning that results in subjects converging to a risk neutral RUMM equilibrium then we should observe a trend. The slopes are negligible in magnitude. Absence of a trend diminishes the possibility that all subjects will eventually behave like risk neutral rational utility maximizers. If subjects adopt RUMM with varying risk aversion levels then each subject should eventually converge to a decision. In that case, the percentage that buys in the first period should stabilize at some level and cease to oscillate. We counted the number of subjects that made the same decision in the last 5 and 7 periods. Although in the aggregate data we failed to observe any significant trend, it appears that between 30 % and 40% of the subjects converged to a decision over 20 trials.
We employed the Experience Weighted Attraction model (EWA) (Camerer and Ho, 1999) to gain additional insights in to the learning process. The EWA computes for each subject i a parameter that measures the attraction of strategy j for subject i. The likelihood of the subject employing strategy j is
given by a logit model. In CONV, there are two strategies -buy in period j (j = 1 or 2). The probability of a subject adopting strategy j in trial t is given by:
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, where  is a measure of rationality.
The attraction weights for each subject are updates as follows:
The other parameters of the model are , and .
denotes the j th strategy, is the strategy employed in trial t, I(j,k) = 1 if j = k and 0 otherwise, and is the payoff the subject would have realized in trial t if (s)he employed strategy . is always and if the product is available and if the product goes out of stock. Readers are referred to Camerer and Ho (1999) for a detailed discussion of this model and the interpretation of the parameters.
We set equal to , to 1, and constrained to be between 0 and .
The parameters were determined by maximizing the log-likelihood function:
We also computed the mean squared deviation:
, where and are the total number of trials and subjects, respectively.
The estimated parameters are given below in Table 16 The following Figure 7 maps the relationship between the EWA model and the experimental results.
Figure 7: EWA Estimation
Value  being close to 1 implies that subjects place a high value on past history and move gradually from the initial anchor. Values of  being close to zero imply that subjects did not pay much attention to the strategy that they did not employ. A combination of high  and low  suggests that reinforcement model of learning is a better fit than the beliefs model. The rationality parameter  is also close to zero.
High values of imply that each subject converges rapidly to one of the two strategies. Low values of indicates that the percentage that buy in the first period is unlikely to stabilize, diminishing support for conjecture that subjects differ in risk aversion but employ RUMM.
Assuming that the EWA model depicts subjects' decision making with learning, we simulated decisions over 200 periods. In this simulation, in each period, the subject's decision is simulated based on the current attraction weight and the logit model, stock-out is generated, and the attraction weight is updated.
We performed 1 million trials for each of the CONV treatments. Figure 8 
GENERAL DISCUSSION AND CONCLUSIONS
In this paper, we employed experiments to gain insights into how customers make purchase decisions for products that are dynamically priced. In particular we conducted experiments for a two-period posted pricing scheme. We investigated some of the common assumptions in theory and found that threshold policies, central to all rational utility maximizing models, are employed by very few subjects. Majority of the subjects randomize their decisions. As a result the aggregate buying behavior can be modeled accurately by quantal response models. Even when in-stock probability information is given, subjects continue to vacillate between the two decisions. When stock out probabilities and the pay-off are explicitly presented in the form of a survey, over 25% of the subjects did not employ a threshold policy. It is surprising that for this relatively simple decision problem, many subjects deviated from RUMM. We also found limited support for bargain hunting (Table 17) . In SIM2 and SIM2-I, for a risk neutral customer it is optimal to always wait for the second period act; i.e. act as a bargain hunter. As a result in these two treatments, bargain hunting is confounded with optimal decision making. In our experiment we draw attention to stock out risks which may cause subjects to occasionally purchase in the first period. By definition bargain hunters keep track of price reductions. This would also mean that they are very likely to be aware of stock outs. In that case our experiments imply that customers who are classified as bargain hunters because they always buy discounted products, are doing so not because it is a trait but because they have a lower willingness or ability to pay.
Out of 179 subjects only 4 appeared to be bargain hunters.
In our study the percentage of buyers who acted myopically is also small. Our study, however, does not rule out the possibility that subjects outside the experimental setting may behave in a myopic manner.
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The experiment explicitly draws subject's attention to the possibility of buying at a lower price. In absence of such framing, subjects may not have considered the option of waiting.
A surprising finding was the limited impact of probability information. We conducted two sets of experiments one in which stock-out information was provided and in another in which that information was provided. The decisions in these two experiments were surprisingly similar. This lends strong support to the assumption that subjects behave as if their assessment of the utility of each option includes a random error. Our CONV experiment suggests that this error term does not dissipate with repetition. We employed the EWA learning model to test whether subject's decisions would converge to a single strategy over time. We found that even after 200 trials the error term persists.
While subjects appear to have difficulty comparing the utility of the two options, they seem to learn in-stock probability levels quite rapidly. This can be inferred from the differences in the decisions made in the three treatments within SIM. Also exponential learning model shows that subjects discover the instock probability. Subjects learn faster when the in-stock probability is high because losses loom larger than gains.
Implications for the Firm and Existence of Equilibria
To optimize prices and stock levels dynamic pricing models need to compute expected revenues. Clearly RUMM with risk neutrality is a poor model. An improvement would be to base revenue estimates on risk aversion as measure by a conventional instrument such as the one we used in LOT (Holt and Laury, 2002) . In our experiment we are guaranteed to sell all the units at the lower price P 2 . The number of units for sale is less than the number of buyers. Incremental revenue from two prices is due to sales at the higher price P 1 . From LOT data we computed the percentage that would buy in the first period and used that to estimate the error in the estimated incremental revenue ( Table 18 ). Observe that the error can be as high as 67%. Ignoring bounded rationality can result in significant errors in revenue estimates, which in turn can lead to errors in optimal pricing and stocking decisions. Table 18 also supports the conjecture that subjects' estimate of stock-outs are anchored around 50%.
They under-estimate stock-out probability when it is below 50% and over-estimate stock-out probabilities when they are above 50%.
Our experiment employed a partial equilibrium model. Subjects were gaming against other fully rational customers simulated by the computer. In SIM we found that the simulated in-stock probabilities deviated from those that would have been observed if all subjects were quasi-rational. In SIM3, in-stock probability based on the actual decisions of the subjects is identical to that which was simulated by the computer. Therefore, it is possible that the observed buying behavior is the same as the equilibrium behavior that would have been observed if subjects interacted with each other.
The recalculated in-stock probabilities in SIM1 and SIM2, however, are different from the probabilities we employed in the treatment. To determine the equilibrium in-stock probability for these parameter settings, we ran an additional set of treatments by only changing the in-stock probability to 46% and 80%, respectively. We call these new treatments SIM1-E and SIM2-E, respectively. The parameters and results of the new treatments are summarized in Table 20 . In summary we find strong support for QRM models in our experimental data. We find that ignoring bounded rationality can result in significant errors in revenue estimations. Next step would be to determine the equilibrium policies when all players in the exercise are subjects. It would also be useful to develop analytic pricing models in which customer decision making is based on quantal response models and thoroughly investigate the implication on the optimal policies for the firm.
Appendix A. SIM Instructions
Welcome to an experiment in decision making. You will be participating in a simulation. Your earnings will consist of participation compensation and an additional compensation that is based on your performance in this simulation. The performance based compensation can double your earnings.
Please read the instruction carefully. Your level of understanding can significantly affect your performance. After you read the instruction, you will be asked to take a test. If your score in this test is below the qualification level, you will be disqualified and you will only earn a basic compensation of $0.50.
THE SIMULATION GAME
You will play the role of a retailer who buys one unit of a product and then resells it to a customer.
You can purchase the product in one of two-periods. Price of the product in the first period is $120. In the second period, there is a discount, and the price is $80.In the first period, the product is always available.
In the second period, however, you may not get the product because it may be sold out.
If you can purchase the product, you will resell it to a customer at a given resale price. And your profit = resale price -your purchase price
If you chose to wait and the product is sold out, then your profit is zero.
It is guaranteed that you can resell it, so you are only supposed to focus on when to buy the product.
MULTIPLE ROUNDS
The game consists of 50 to 70 rounds. In each round you will be given information that includes your resale price (From $125 to $200), the first period price ($120), and the second period price ($80). In each round, you have to decide if you want to (a) buy in the first period or (b) wait and purchase in the second period. After you make your decision, you will learn whether or not the product is available in the second period. You will also be informed of your profit. Then the simulation will advance to the next round.
Your objective is to maximize your profits. The additional performance based compensation you earn depends on your profit.
OTHER RETAILERS
In addition to you there are 35 other retailers. In the first period, only 10 retailers including you are present. In the second period, 26 additional retailers join the market. In each round, the retailers who are present in the first period have to decide whether to buy in the first period or wait until the second period.
The resale prices, however, are not the same for all of these retailers. For each retailer, a computer program randomly generates the resale price. The resale prices lie between $125 and $200 in $5 incre-ments. As a result, different retailers will have different resale prices. The 26 additional retailers who join the market in the second period have resale prices between $81 and $120; therefore, they only want to buy the product in the second period.
The purchase prices (first period price and second period price), however, will be the same for all the retailers. Total number of retailers is 36 but the total number of units available for sale is 20. This is why you may not get the product in the second period. Because there are only 10 retailers in the first period, if you decide to buy the product in the first period, you are guaranteed to get the product.
In the second period all retailers who didn't buy in the first period join the 26 other retailers. All these retailers try to buy the product in the second period. Because the number of retailers exceeds the number of units for sale in the second period, the computer randomly selects the retailers who will get the product.
Total number of units for sale (20), total number of retailers present in the first period (10), additional number of retailers joining the market in the second period (26), your resale price, first period price ($120) and second period price ($80) will be displayed, and you don't have to remember them.
You will not know the resale price of the other retailers. Each retailer knows only his or her own resale price. Remember you will always get the product if you decide to buy in the first period. The computer also makes the purchasing decisions for all the other retailers. For the 9 other retailers who are present in the first period, the computer makes a decision based on a rule that depends only on the resale price observed by that retailer and the other information displayed. Using this rule, the computer decides independently for each of the 9 retailers whether they should buy in the first period or wait till the second period. The purchase decisions of these 9 other retailers will not depend on your decision. The 26 additional retailers who join in the second period always want to buy the product in the second period.
As stated earlier the game consists of 50 to 70 trials. In each trial your resale price and that of all the other retailers will change. The prices at which you can purchase, the number of retailers, and the number of units for sale will not change from one trial to the next. If you buy in the first period, then your profit is: $145 -$120 = $25.
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If you wait and the product is available in the second period, then your profit is: $145 -$80 = $65.
If you wait and the product is not available in the second period, then your profit is: $0
If 4 of the 10 retailers decide to buy in the first period, then the number of units available in the second period: 20 -4 = 16. And the number of retailers in the second period will be: 6 (from the first period) + 26 = 31. Only 16 out of these 31 retailers will get the product in the second period. The computer randomly picks the 16 out of the remaining 31 and assigns them the product.
PERFORMANCE COMPENSATION
Performance compensation can be $2 maximum. We will randomly pick 10 of your decisions. So out of 50 ~70 decisions, only 10 decisions will affect your performance. Because you don't know which decision will be selected, you should make each decision carefully. The profit you make in these 10 decisions will be summed up and the additional payment you receive will be proportional to this sum.
Example 2:
1st Period Number of retailers who decide to wait for the second period = 10 -9 = 1
Number of additional retailers joining in the second period = 26
Total Number of retailers in the second period = 1 + 26 = 27
Only 11 out of these 27 retailers will get the product in the second period.
33
Appendix B. LOT Instructions
In this experiment, you are given an opportunity to choose between two different options and receive additional payments based on your decisions.
One of the options (Option A) offers you a risky choice with a higher amount of points while the other option (Option B) offers a lower amount of points but there is no uncertainty. Two options will be displayed; one on the right and one on the left.
Example 1
Option A: 10% chance at winning 200 points OR Option B: 10 points.
In example 1, you can either choose option A with a 10% chance at 200 points, OR you can choose Option B that guarantees 10 points. If you select Option A, then a computer will generate a random number and determine whether or not you receive the 200 points. The chance of winning will be 10%. If you don't win you will get 0 points. If you choose the guaranteed option, you will be given the 10 points.
There are 5 decision sets. Each decision set has 20 decision questions. Please answer all of the decision questions in the 5 decision sets.
A computer simulation will randomly select one of the four decision sets and then randomly choose one of the decision questions from the chosen decision set. If you selected Option A then the computer will perform another simulation to determine whether or not you get the corresponding points.
The likelihood of you winning the points will depend on the probability of success for Option A. On the other hand if you chose Option B, you will be given the corresponding points.
The points achieved will be translated to monetary value between $0 to $1.
Participation fee for this experiment is $0.50 and additional payments based on the outcome in the decision you made can result in your total compensation to go up to $1.
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Appendix C. Sample Screenshots of SIM experiments Figure C1 . Decision Making Figure C2 . Result -In Stock Figure C3 . Result -Out of Stock
