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Foreword
The development of optical communications in recent decades has made pos-
sible the huge growth of wired communications, leading to new widespread
services like the internet. All the services which rely on wired communications
are in endless expansion, and the bandwidth demand is always increasing.
This fact represents one of the more critical issue from a technological point
of view, because, on one hand big efforts deal with the exploitation of the
available technology; on the other hand, new solutions to upgrade the existing
data rates to higher capacities must be devised.
The optical fiber allows the transmission of outstanding data amounts, in-
curring in very small attenuation; nevertheless, it presents several drawbacks
that make difficult to increase the transmission speed. The most relevant chan-
nel impairments which cause a performance degradation, can be classified in
linear or nonlinear type. Group velocity dispersion (GVD) and polarization
mode dispersion (PMD) are linear impairments whose impact on system per-
formance becomes very relevant with bit rates beyond 10 Gb/s (nowadays
the research is aimed towards 40 or even 100 Gb/s). On the other hand,
long-haul transmission systems require quite high signal power levels, which
are the cause of nonlinear effects, such as self-phase modulation SPM, cross-
phase modulation (XPM), four-wave mixing (FWM), Raman and Brillouin
scattering.
Several ways can be followed to upgrade the optical communication systems
to higher bit rates and combat the effects of such impairments; basically, it is
possible to better exploit the wide bandwidth offered by the optical channel so
that the total bit rate can be increased keeping affordable baud rates. Dense
wavelength division multiplexing (DWDM) is one possible solution, which, to-
gether with new advanced fiber production technologies, allows to transmit the
data over a broad range of wavelengths, thus reducing the bit rate on the single
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channels. A different approach that is recently rising much interest consists of
discarding the widely employed on-off keying (OOK) amplitude modulation
(historically exploited for its simplicity, since in early years of optical commu-
nications the great bandwidth amount made spectral efficiency optimization
useless), and start to implement more complex and efficient modulation for-
mats as in radio communications. In this perspective, a lot of research activity
is also directing to coherent detection techniques, already investigated in the
early nineties, but then abandoned because of intensity modulation direct de-
tection (IM/DD) cost efficiency, and technological ease. Coherent techniques
require a more complex receiver architecture, but allow higher receiver sen-
sitivity and more spectrally efficient modulation formats, therefore it can be
guessed that these transmission schemes will probably represent the future of
optical communication systems, provided that, nowadays, technological issues
are less decisive.
Besides the considerations on the future of optical systems, today an im-
portant research field is represented by the investigation of effective penalty
reduction techniques at the receiver end. Compensation techniques could be
either based on optical processing or electronic processing of the received sig-
nal. Signal processing in the electrical domain presents several advantages;
it is simple to integrate in the receiver electronics, it is cost effective, and
a wide variety of solutions are already known from theory and radio com-
munications. The research activity concerning the typical fiber impairments
mentioned above, which are peculiar of optical transmission systems, is getting
every year more popular. First works on electrical equalization with fiber op-
tics go back to almost twenty years ago, when high-speed optically-amplified
long-haul transmission systems were initially devised. The presence of the pho-
todiode, a nonlinear device that converts the incident light intensity into an
electrical current, is responsible for an irreversible transformation of the signal
at the receiver. This means that fiber dispersions get worsened, and standard
known electronic compensation techniques must be taken into account in this
particular environment in order to effectively combat fiber impairments.
The thesis work is organized as follows. The first chapter deals with the
desciption of optical communication systems in their fundamental elements, as
transmitter and receiver architectures and detection strategies, fiber channel
typical impairments and relevant aspects. Chapter two treats the implemen-
tation of penalty reduction strategies on IM/DD optical systems, from simple
equalization architectures, to more complex and effective sequence detection
Foreword xvii
strategies, including the development of performance computation methods,
which represent a useful tool for system design and analysis. The subject of
the third chapter is the novel phase modulation formats, which are not com-
mercial yet, but largely investigated, and in particular a receiver architecture
based on IM/DD which performs differential detection, leading to a sequence
detection strategy completely insensitive to fiber impairments, is presented
here. In chapter four electronic compensation with coherent detection is re-
ported, showing that very simple devices, properly designed, are sufficient to
remove any amount of linear dispersion introduced by the fiber. Chapter five
draws conclusions on the whole work.
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Chapter 1
The optical communication
system
Optical communication systems are constituted by several peculiar devices all
involved in the characterization of the system model upon which compensation
techniques are based. A simple schematic of a generic optical communication
system is represented in Fig. 1.1. The transmitter and the receiver are inter-
faces between the optical and the electrical domain and, as will be outlined,
they present some important features that deeply influence the signal model.
Moreover, the most important characteristic of an optical fiber, that is the
carrier frequency of almost 200 THz which allows extremely high data rates,
is responsible of a wide range of different impairments that induce their ef-
fects on signal propagation. In the following the most important aspects of
these elements are described, with a special attention on their effects on the
received signal model. Then, a section is dedicated to the basic concepts of
electronic processing concerning the techniques that have been investigated in
this thesis work, specifically feed-forward and decision-feedback equalization
(FFE and DFE), and maximum likelihood sequence detection (MLSD).
Notation.
Some details about the notation used in the remainder of the thesis are now
given. In optical communications, especially when dealing with PMD, it is
necessary to take into account the vectorial nature of the signals propagating
in the fiber. Besides the longitudinal direction of propagation of lightwaves,
the optical field is represented in a bidimensional plane orthogonal to the
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Figure 1.1: Schematic of an optical communication system.
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Figure 1.2: Polarization ellipse
longitudinal axis. The evolution of the signal on this plane is related to the
degree of polarization of the signal, which we always consider as fully polarized
(on the contrary, the noise introduced in optical amplifiers is unpolarized). A
common way to represent the polarization of optical signals is the polarization
ellipse, shown in Fig. 1.2, where two fundamental parameters can be identified,
the angle θ between the x-axis and the major ellipse axis A, called azimuth,
and the ellipticity χ = arctan ε, where ε is the ellipticity angle, the angle
between the major A and minor axis B of the polarization ellipse; these two
parameters are sufficient to describe the state of polarization of the optical
signal propagating in the fiber. There exist two mathematical models that
are historically known [1] to be useful for analytical treatment of polarized
signals, the Jones and the Stokes spaces. In the Jones space (or calculus) the
polarized signal (only fully polarized light can be described by this model) is
represented by a 2x1 vector, whose elements, choosing a proper basis, are the
two components of the electrical field, whereas optical elements are expressed
by 2x2 matrices. Tab. 1 shows some examples of signal polarizations.
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Figure 1.3: The Poincare` sphere.
The other model is the Stokes space, that is a three-dimensional rep-
resentation that refers to the Poincare` sphere, shown in Fig. 1.3. In this
representation all possible signal polarizations are mapped on the surface of a
sphere (note that partially polarized signals are mapped on the radius inside
the sphere, depending on the degree of polarization); four parameters, called
Stokes parameters, can be defined and put in relation to polarization ellipse
parameters
S0 = I
S1 = Ip cos 2θ cos 2χ
S2 = Ip sin 2θ cos 2χ
S3 = Ip sin 2χ
(1.1)
Linear polarized x-direction (1 0)T
Linear polarized y-direction (0 1)T
Linear polarized at 45◦ from the x-axis 1/
√
2 (1 1)T
Right circular polarized 1/
√
2 (1 − )T
Table 1.1: Examples of Jones vectors
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where I is the total signal intensity and p is the degree of polarization. The
Poincare` sphere, therefore, is the space of the vector u = 1/S0 (S1 S2 S3)
T .
The Stokes parameters form a vector of four elements that is used in the
Mueller calculus to study the effects of optical elements on signals. They can
also be related to the signal components in the Jones space, once a basis has
been defined. Assuming a (xˆ, yˆ) basis
S0 = |Ex|2 + |Ey|2
S1 = |Ex|2 − |Ey|2
S2 = 2Re(ExE∗y)
S3 = 2Im(ExE∗y).
(1.2)
The two models are more comfortable depending on the specific application. In
the remainder of the thesis vectors in the Jones space will be denoted by a cap,
e.g. eˆ, whereas in the Stokes space an arrow will be used, e.g., ~e. Moreover,
matrices will be denoted by boldface uppercase fonts (e.g, H), whereas vectors
of elements in lowercase boldface (e.g. a).
1.1 The transmitter
In an optical communication system at the transmitter end multiple tasks are
accomplished; an optical carrier must be generated through a fiber compatible
device, then the optical field must be modulated with an information message
and finally coupled with the fiber. The most popular optical sources to be
mentioned are light-emitting diodes (LED) and semiconductor lasers, whose
properties, such as efficiency, compactness, reliability, good match with fiber
characteristics, possibility of direct modulation at high frequency, led to the
current widespread diffusion in optical systems.
1.1.1 Phase noise
As far as the communication system model is concerned, these optical sources
present a relevant drawback of a non-negligible spectral linewidth, whose
amount depends on the specific kind of source and technology [2]. The ef-
fect of the perturbation of the light emitted by a laser is a random phase,
that spreads the ideal delta function of the signal spectrum. The phase noise
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process φ(t) is characterized by a Wiener process [3–6]
φ(t) .=
∫ t
0
φ˙(τ)dτ (1.3)
where the derivative ˙φ(t) is a zero-mean white Gaussian process with power
spectral density (PSD) Sφ(ω) = 2pi∆ν (actually, this is an accurate approxi-
mation over the bandwidth of interest). To show that this process leads to a
signal spectrum of Lorentzian type [7] as depicted in Fig. 1.4, the laser signal
can be expressed as
s(t) =
√
Pse
(ω0t+φ(t)+θ) (1.4)
where Ps is the signal power, ω0 the carrier frequency, θ a random phase
uniformly distributed over [0, 2pi] which makes the s(t) wide-sense stationary.
The autocorrelation of s(t) can be computed
Rs(t1, t2) = E[s(t1)s∗(t2)] = Pseω0(t1−t2)E[eΦ(t1,t2)], (1.5)
and Φ(t1, t2) is a zero-mean white Gaussian random variable defined as
Φ(t1, t2)
.= φ(t1)− φ(t2) =
∫ t1
t2
φ˙(u)du (1.6)
with variance σ2Φ = 2pi∆ν|t1− t2|. Then, since E[eΦ] = e−σ
2
Φ/2, (1.5) becomes
Rs(t1, t2) = Pseω0(t1−t2)e−pi∆ν|t1−t2| (1.7)
and since s(t) is wide-sense stationary |t1 − t2| = |τ | and then
Rs(τ) = Pseω0τe−pi∆ν|τ |. (1.8)
The Fourier transform of (1.8) leads to the PSD of the laser linewidth cor-
rupted by phase noise
Ss(ω) =
2Ps
pi∆ν
1 + (ω−ω0pi∆ν )
2
, (1.9)
that is a Lorentzian spectrum with full width half maximum (FWHM) band-
width equal to ∆ν.
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1.1.2 Modulators
The optical beam is modulated with the information bearing electrical signal.
The modulation process can be devised in several ways; for low speed (be-
low 10 Gb/s) direct modulation of the optical source is still possible, but it
is nowadays obsolete, since current and future system speed are well beyond
that limit. Thus, external modulators are used. A good solution for short haul
communication systems is represented by the Electro-Absorption Modulator, a
sort of reverse-biased P-type intrinsic N-type PIN detector. Although its good
performance in terms of chirping in comparison to direct modulation, residual
dynamic chirp of this modulator makes long haul transmissions unfeasible.
Thus, the most popular modulation device is the Mach-Zehnder modulator
(MZM), where the optical input is temporarily split into two paths, each
properly controlled by the modulating electrical signal so that the resulting
optical output is obtained transforming the phase modulation into intensity
modulation by recombining the two paths. A perfect match in the two oppo-
site phase modulations would mean a chirp free modulator (no residual phase
modulation). MZMs can be dual drive or single drive, the latter of X-cut or
Z-cut type; dual drive and X-cut are known to provide a better performance
in terms of chirping, whereas Z-cut require a lower drive voltage. In each case,
trade-off must be considered between the linearity of the device (the transfer
characteristics are usually cos2 shaped) and its extinction ratio, that is the ra-
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tio between its maximum and minimum output powers, expressed in decibels.
In OOK systems, the presence of finite extinction ratios turns out to be an
important parameter to be accounted for when implementing compensation
strategies at the receiver. Mach-Zehnders are also used in more sophisticated
transmission systems to realize pulse carvers, needed to obtain return-to-zero
(RZ) or duobinary pulses [8, 9] instead of common nonreturn-to-zero (NRZ)
pulses. Of particular relevance is their employment with phase modulation
formats, together with phase modulators, which present the advantage of pro-
ducing constant envelope output signals, with respect to MZMs, but at the
cost of a chirp that must be removed, precisely, through pulse carvers; on the
other hand, MZMs can operate near-perfect phase shifts, but with residual
intensity modulation [10].
1.1.3 Chirp
A possible side effect of the modulation process is the chirping of the out-
put signal [2], which, as in the fiber propagation, is a time-dependent carrier
frequency change. Frequency chirp is responsible for a spectral broadening
of the transmitted pulse, and a phase distortion with effects similar to the
ones of GVD, which is treated of in §1.2.1. Depending on the sign of β2, the
dispersion index, the interaction between chirp and dispersion is different, in
one case leading also to an initial mutual compensation of the two opposite
effects.
This brief description of transmitter end elements was aimed at focusing a
few elements which have a clear impact on system performance; the analysis
and implementation of signal processing techniques is in fact influenced by
either the signal model or laser source impairments.
1.2 The optical fiber
In the beginning of seventies, when the propagation loss in silica waveguides
was reduced to 20 dB/Km and then, in the late seventies, to 0.2 dB/Km, light-
wave communications experienced an endless expansion that is still ongoing.
The pros of optical fibers, intended as communication channels, are countless
and decisive:
 Huge bandwidth availability;
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 High speed reliable communications;
 Low losses;
 Simple isolation from external interference;
 Simple electronics.
Though, many drawbacks emerge as higher signalling rate are experimented
and devised. Well known typical fiber impairments become much more critical
when the impulse width is in the order of a few tens of picoseconds.1 This is
the case of GVD and PMD, which have a different origin and nature (being the
former deterministic, the latter stochastic), but a similar impact on receiver
performance. On the other hand, at higher speed the electronic circuitry sets
feasibility issues, just when electronic processing of the signal at the receiver
would be recommendable. Moreover, other impairments arise, mostly of non-
linear type, but they go beyond the purpose of the thesis work, and are not
further addresses.
Then, the whole work is focused on single-mode fiber (SMF) optics, so that
the relevant impact that modal dispersion has, for example, on multi-mode
fibers is not considered here.
Optical amplification, instead, became fundamental in fiber optics at the
beginning of the nineties, allowing the realization of thousand-mile long haul
all-optical transmission systems. But, as it is known from amplification theory,
noise is introduced, and, in this case, it is due to the amplified spontaneous
emission (ASE) phenomenon that takes place in the erbium-doped optical
amplifiers. In the following, all these topics are detailed.
1.2.1 Group velocity dispersion
Also known as chromatic dispersion, GVD represents maybe the most typical
fiber impairment. It is one of the first to be studied and modeled, as its effects
on signal propagation are easy to observe because of its deterministic nature.
For this reason, it also easy to combat, since simple measures of its magnitude
on given pieces of fiber are sufficient to design proper dispersion maps, so that
the residual dispersion can be kept below an acceptable threshold. This is
made possible by the existence of particular fibers with negative dispersion
1in fact, in a common 10 Gb/s system the impulse is about 100 ps wide, whereas in
experimental 40 Gb/s systems it is about 25 ps wide.
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values (DCF, dispersion compensation fiber), opposite to the standard SMF.
Nevertheless, residual dispersions cannot be avoided, especially for high data
rate systems, so that it is important to understand the meaning of chromatic
dispersion and its effects on the signal model.
Following [2], let us assume a spectral component at frequency ω travelling
in a fiber of length L. It spends a time equal to Ti = L/νg to get to the other
end, where νg is defined as the group velocity
νg =
(
∂β
∂ω
)−1
, (1.10)
where β is the fiber propagation constant. By using β = η˜k0 = ω˜/c in (1.10),
it is possible to write νg = c/η˜g, where the group index
η˜g = η˜ + ω (dη˜/dω) (1.11)
has been introduced. It can be noticed, then, that the frequency dependence
of the group velocity leads to a spectral broadening of the input pulse since
every spectral components will arrive at a different time at the output. Being
∆ω the spectral width of the pulse, the broadening for a fiber of length L is
∆T =
dT
dω
∆ω =
d
dω
(
L
νg
)
∆ω = Lβ2∆ω. (1.12)
The parameter β2 = d2β/dω2 is known as the GVD parameter, and it is
considered an index of pulse broadening during propagation.
Since it is often used the range of wavelength ∆λ emitted by the optical
source, instead of ∆ω, (1.12) can be written as
∆T =
d
dλ
(
L
νg
)
= DL∆λ, (1.13)
where
D =
d
dλ
(
1
νg
)
= −2pic
λ2
β2, (1.14)
and D is called the dispersion parameter and is expressed in ps/(km-nm).
Typical values of D for standard SMF in the area of λ ∼ 1550 nm are in the
order of 17 ps/(km-nm). From a communication point of view, the effect of
GVD can be modeled as a channel transfer function
H(ω) = exp
[
−β2Liω
2
2
]
, (1.15)
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where Li is the length of the ith piece of fiber, in a multi-span communication
system, each possibly characterized by different values of Di. It can be noticed
that the transfer function expressed in (1.15) represents a phase distortion only,
while it leaves the amplitude undistorted. This is an important property, that
holds for PMD as well, and in the following chapters its implications in relation
to amplitude and phase modulation formats will be outlined. A more useful
notation can be used [11], in order to make the expression (1.15) independent
of the bit rate Rb. The novel parameter γ is then defined as
γ = 2λ0R2bDi/ω0, (1.16)
where ω0 is the carrier frequency. The GVD transfer function can now be
written as
H(ω) = exp
[
−γ
4
(
ω
Rb
)2]
. (1.17)
The broadening of the transmitted pulse has the obvious consequence of
introducing intersymbol interference (ISI) in the signal pattern, causing a per-
formance degradation. Effective methods for combating the effects of GVD
are the design of proper dispersion maps, which depend on the specific system
considered, the controlled chirp of transmitted pulses, which can reduce the
effects of GVD in a given transmission range, or the use of more advanced
modulation formats as the duobinary [8]. The progress of electronics in latest
years suggested the possibility of exploiting electronic processing techniques
at the receiver to mitigate GVD effects.
1.2.2 Polarization mode dispersion
The polarization mode dispersion is an extremely complex phenomenon due
to fiber birefringence, and has been widely and deeply studied over decades
because of its stochastic nature. Various analytical approximations that can
be used to obtain accurate models, are available [12–18]. In a SMF there
exist two orthogonal modes of propagation, whose degeneracy is broken by
several factors that contribute to fiber birefringence, like core asymmetries,
mechanical stress of the fiber, or imperfections. The degree of birefringence is
given by
βm = |n˜x − n˜y| (1.18)
where n˜x, n˜y are the mode indexes of the orthogonally polarized fiber modes.
Birefringence leads to a periodic power exchange between the two polarization
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components, and the period is called beat length Lb = λ/βm. Typical values
of these parameters for λ ∼ 1µm are βm ∼ 10−7 and Lb = 10 m. The effect
of birefringence is that a lightwave maintains its state of polarization (SOP)
during propagation only if initially linearly polarized along one of the princi-
pal axes (principal states of polarization, PSPs), otherwise its SOP changes
from linear to elliptical and back to linear propagating in a fiber span equal to
Lb. Unfortunately, birefringence usually varies through the fiber, because of
different conditions of the fiber, production faults, temperature fluctuations,
so that a lightwave rapidly assumes a random SOP, and, moreover, each spec-
tral component of a non-monochromatic optical signal can assume different
SOPs. Special fibers called polarization maintaining fibers (PMF) are used to
control the polarization of signals through an intentional high birefringence
value, making random changes negligible. Though, in real optical communi-
cation systems at high data rate, PMD is a critical impairment mainly for its
stochastic nature. A mathematical model in the Jones space is now presented,
that helps in the representation and study of its involvements.
PMD is usually mathematically modeled by the PMD vector ~Ω, which can
be independent of frequency over the signal bandwidth, and in this case we talk
of first-order PMD, or dependent on frequency, and in this case second-order
effects arise (or even of higher order). In the second-order approximation the
vector is taken as linearly varying with frequency ~Ω = ~Ω0 + ~Ωω(ω − ω0), with
~Ωω being the derivative of ~Ω with respect to the angular frequency, evaluated
at the carrier frequency ω0 [13]
~Ωω
.=
~Ω(ω)
dω
∣∣∣∣∣
ω=ω0
= ∆τω~q + ∆τ~qω (1.19)
where
∆τ .= |~Ω(ω0)| (1.20)
∆τω
.=
d|~Ω(ω)|
dω
∣∣∣∣∣
ω=ω0
(1.21)
~q
.=
~Ω(ω0)
|~Ω(ω0)|
(1.22)
~qω
.=
d
dω
~Ω(ω)
|~Ω(ω)|
∣∣∣∣∣
ω=ω0
. (1.23)
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The second-order PMD, regardless of the considered approximation (see [15,
17, 19]) depends on these parameters, which are, respectively, the differential
group delay (DGD) (1.20), the DGD derivative (1.21), and the PMD vector
rotation rate (1.23) (we also defined the PMD versor (1.22)).
If constant carrier polarization is assumed, the transfer function of a dis-
persive fiber can be represented by a 2x2 matrix [19–21]
F(ω) = RU(ω)R−1, (1.24)
where U(ω) is a unitary matrix
U(ω) =
(
u1(ω) u2(ω)
−u∗2(ω) u∗1(ω)
)
, (1.25)
being |u1(ω)|2 + |u2(ω)|2 = 1. The expression of u1(ω), u2(ω) depends on
the considered second-order approximation. All of them, though, refer to a
reference frame in which, at the carrier frequency, the PMD vector is aligned
with the S1 axis in the Stokes space and such that U(0) = I, where I is the
identity matrix.
The matrix R is a random rotation matrix, independent of frequency,
representing a change of basis polarization states. Assuming the PMD versor
(1.22)(which is uniformly distributed over the Poincare` sphere) coincident with
the fast PSP at the carrier frequency. As a consequence, the effect of R is to
realize a uniformly distributed signal power splitting between ρ (the ratio of
signal power associated to the fast PSP) the PSPs at the carrier frequency.
The expression for R is
R =
(
r1 −r∗2
r2 r
∗
1
)
(1.26)
where
r1 = cos θ cos ε−  sin θ sin ε
r2 = sin θ cos ε+  cos θ sin ε
(1.27)
θ and ε being independent random variables representing the fast PSP azimuth
and ellipticity angle, whose probability density functions (pdfs) are
pθ(x) =
{
1
pi , −pi2 ≤ x ≤ pi2
0, otherwise
(1.28)
pε(x) =
{
cos 2x, −pi4 ≤ x ≤ pi4
0, otherwise
. (1.29)
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Thus, the PMD vector at the carrier frequency has the expression ~Ω0 = ∆τ~q,
where
~q = [cos 2θ cos 2ε, sin 2θ cos 2ε, sin 2ε]T , (1.30)
and the columns of (1.26) are the PSPs at the carrier frequency.
First-order PMD.
In this case, the PMD vector is independent of frequency, i.e., ~Ω = ~Ω0, and
the matrix U is diagonal
U(ω) =
(
e+ω∆τ/2 0
0 e−ω∆τ/2
)
. (1.31)
If θs and εs are the azimuth and the ellipticity angle of an input polarized
signal so that (as for the PMD versor)
~ein = [cos 2θs cos 2εs, sin 2θs cos 2εs, sin 2εs]
T , (1.32)
it is then possible to denote 2ϕ the angle between this input signal and the
fast PSP ~q · ~ein = cos 2ϕ, and write it in the Stokes space as
cos 2ϕ = cos 2θ cos 2ε cos 2θs cos 2ε2 +sin 2θ cos 2ε sin 2θs cos 2εs+sin 2ε sin 2εs.
(1.33)
Through straightforward manipulations, under these assumptions it can be
shown that the input signal, say sin(t)eˆin, passing through the fiber and de-
tected by photodiode, gives an output signal sout(t) equal to
sout(t) = ρ|sin(t+ ∆τ/2)|2 + (1− ρ)|sin(t−∆τ/2)|2 (1.34)
that is, two replicas of the input signal, respectively delayed by the DGD
amount, and scaled proportionally to the power splitting ρ
ρ =
1
2
(1 + cos 2ϕ) = cos2 ϕ
1− ρ = 1
2
(1− cos 2ϕ) = sin2 ϕ.
Thus, in first-order approximation, the photodetected only depends upon the
DGD value ∆τ and the power splitting cos2 ϕ = γps, whereas the orientation
of the PMD vector has no impact on the signal; in second- and all-order
approximations, though, all PMD parameters contribute to the output signal
14 Chapter 1. The optical communication system
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Figure 1.5: Fiber input signal and output signals on two orthogonal polariza-
tions with ρ = 0.5 and ∆τ = 1.5T .
expression [20], and many distorted, and not only delayed, replicas of the input
signal become source of ISI and therefore performance penalties. Fig. 1.5 shows
a simple example of a signal at the output of a PMD-impaired fiber (before
photodetection), with the two half-powered replicas of the input signal.
1.2.3 ASE noise
The advent of optical amplification in late eighties had made possible the
realization of long haul optical communication systems. Even though modern
optical fibers exhibit low propagation loss (0.2 dB/km), links of more than
a few hundreds kilometers could not be devised without a re-amplification of
the signal. Erbium-doped fiber amplifiers (EDFA) allow optical amplification
avoiding electro-optical conversion; unfortunately, in the amplification process,
as it happens in electronic amplifiers, a portion of the pump signal power is
transferred to bunches of photons not belonging to the input signal, so that a
noise signal is generated. This phenomenon is known as amplified spontaneous
emission. The model of ASE noise has been widely studied [22, 23]; it can be
treated as an additive white Gaussian noise (AWGN) [24], with some remarks.
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Two independent noise processes take place, one for each polarization.2 The
noise two-sided PSD on each polarization is equal to N0 = ηsp(G − 1)hν/G,
ηsp ≥ 1 being the spontaneous emission parameter, G  1 the amplifier gain
(this assumption makes the ASE noise dominant over other sources of noise
at the receiver, as shot and thermal noise, that therefore will be ignored), hν
the photon energy.
1.2.4 Filters
A brief section is devoted to the filters that have been used in the work,
because in optical communications, besides all theoretical considerations, some
constraints cannot be avoided, and the system performance must be analyzed
under these constraints, especially in the IM/DD case. Typically, limited
sets of optical filters are available. The most common type is the Gaussian
filter, of first or higher orders. In particular, having the demand of vestigial
symmetry filter shape, when working with phase modulations a fourth-order
Gaussian filter has been adopted at the receiver, because it represents a good
approximation of the requested filter, as shown in Fig. 1.6. Its frequency
response is
H(ω) = exp[−0.5 ln 2
(
f
B
)8
]. (1.35)
Another constraint is represented by the frequency response of the photodiode
and the following transimpedance amplifier at the receiver front end, which
is usually modeled as a Bessel filter of fifth order. The presence of this filter
has been avoided throughout the work, when necessary, assuming that the
bandwidth of the electronic devices was sufficiently higher than the data rate
of the optical system (as an example, electronics for 20 Gb/s systems used on
10 Gb/s systems would mean, practically, that this filter is not present).
1.3 The Receiver
Optical receivers have a double task: the conversion of the optical signal into
an electrical filter, and the detection of the transmitted bit stream. After
optical filtering, that is also performed in order to separate multiplexed signals,
the optical field is photodetected by a photodiode, that transform the incident
2In the remainder, the noise signal will be denoted as wˆ(t) = [w1(t), w2(t)]
T , where
w1(t), w2(t) are complex-valued processes, one for each polarization.
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Figure 1.6: Amplitude frequency response of fourth-order Gaussian optical
filter
light into a current, subsequently converted into a voltage by a transimpedance
amplifier. Detectors are of different type, but typically symbol-by-symbol
adaptive threshold detectors are exploited. Here more sophisticated detectors
are presented, that have been implemented in the thesis work in order to
improve the receiver performance.
1.3.1 Electrical equalization
The first and simplest compensation technique consists of a direct transversal
filter, with adaptive taps. Such architecture (the FFE), is usually combined
with a feedback tapped delay line, the DFE, which exploits the decisions taken
on the received signal to remove additional interference. The optimal adapta-
tion of the tap coefficients is a fundamental task in this kind of compensation;
a useful strategy that takes into account both ISI and noise is the minimum
mean square error (MSE) based on the minimization of E{|yk−ak−D|2}, where
yk represents the samples of the received signal, ak−D are the corresponding
transmitted symbols, properly delayed of D symbol intervals. Other adapta-
tion criteria can be considered, as for instance the minimization of the error
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probability, which, though, is too difficult to implement, with respect to the
effectiveness and ease of the MSE, in that it admits a closed-form solution [25].
If we consider a vector of input photodetected samples, zk = {zn}kn=k−N−1,
where the time index spans N samples, and a vector of equalizer tap coeffi-
cients c = {cn}N−1n=0 , the equalizer output can be written
yk =
N−1∑
i=0
cizk−i = zTk c. (1.36)
Then, the MSE becomes
Γ(c) = E{|yk− ak−D|2} = E{|yk|2}+E{|ak−D|2}− 2E{Re[y∗kak−D]}, (1.37)
and expanding all the terms
E{|yk|2} = E{y∗kyk} = E{cHz∗kzTk c} = cHAc (1.38)
where (·)H is the transpose conjugate (Hermitian transpose), and A is a N×N
matrix
A = E{z∗kzTk }. (1.39)
Then, when E{ak} = 0
E{|ak−D|2} = σ2a (1.40)
E{y∗kak−D} = cHb. (1.41)
Finally, the MSE can be expressed as
Γ(c) = cHAc− 2Re{cHb}+ σ2a. (1.42)
Now, from (1.42) it is possible to find the coefficients minimizing the MSE.
This minimum exists and is unique, since the matrix A is positive definite
cHAc = E{|yk|2} = E{|sk + nk|2} = E{|sk|2}+ σ2n (1.43)
where sk is the useful signal component. Thus, cHAc > 0, since σ2n > 0, ∀c 6=
0. The minimum can be found by setting to zero the gradient of Γ(c). Hence,
since
∇c
(
cHAc
)
= 2Ac
∇c
(
2Re[cHb]
)
= 2b
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we have
∇cΓ = 2 (Ac− b) = 0
from which
c0 = A−1b
Computing now the minimum MSE
Γ0 = Γ(c0) = σ2a − bHA−1b = σ2a − bHc0. (1.44)
This method, besides its theoretical validity, is useful when channel parameters
are known to the receiver, or when it is possible to estimate such parameters.
An adaptive algorithm for the adaptation of the coefficients can be obtained
by using steepest descent algorithm which adaptively adjust the channel coef-
ficients by
ck+1 = ck − 12∇cΓ
∣∣∣∣
c=ck
. (1.45)
This method allow to iteratively find the minimum MSE following the gradient
of Γ in the space of all possible values of the set c,
∇cΓ = 2 (Ac− b) = 2Re[z∗k (yk − ak−D)]. (1.46)
All the variables involved in its computation in fact are available at the re-
ceiver, the vector ak is present in the delay line, yk is the output of the equal-
izer, ak−D is available if a training sequence is used or can be approximated
by the decisions aˆk−D. If the process is ergodic the expectation can be sub-
stituted by a temporal average, or simply removed to obtain the algorithm
known as least mean square (LMS) or stochastic gradient
ck+1 = ck − αz∗k (yk − ak−D) , (1.47)
where α is a proper step-size. An initial training sequence can be used to make
the algorithm converge, and then reliable decisions can be used to track slow
channel variations. Similar considerations lead to an analogous algorithm for
the estimation of the feedback coefficients p of a DFE equalizer:
pk+1 = pk − αa∗k (yk − ak−D) , (1.48)
where in this case yk is the output of both FFE and DFE:
yk = zTk c + a
T
k p .
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1.3.2 Maximum likelihood sequence detection and Viterbi al-
gorithm
From a theoretical point of view it is important to determine what is the
performance limit of electronic processing for optical systems. Maximum like-
lihood sequence detection (MLSD) is known to provide the best performance
in radio communications [26, 27], thus, even its feasibility in optical commu-
nications is not straightforward because of the computational load required
for electronic processing, it has been implemented to demonstrate the capa-
bility of electronic compensation techniques at the receiver end to cope with
fiber impairments. It consists in the maximization of the probability density
function (pdf) of the received samples over the set of all possible transmitted
symbols
aˆ = arg max
a
p(z|a) (1.49)
where a = {ak} ad z = {zk}. If the received signal samples zk are independent,
it is possible to write
p(z|a) =
∏
k
p(zk|a) (1.50)
and in the hypothesis that the system is causal and with finite memory L we
can write
p(zk|a) = p(zk|ak, ak−1, . . . , ak−L) = p(zk|ak, µk) (1.51)
having defined µk = {an}k−1n=k−L as the receiver state. Hence, the implemen-
tation of the MLSE strategy can be easily performed by means of the Viterbi
algorithm (VA) [25] working on a trellis diagram representing all possible
states µk with branch metric
λk(ak, µk) = ln p(zk|ak, µk) . (1.52)

Chapter 2
IM/DD systems
This chapter deals with the implementation of electronic processing techniques
in standard, well known, IM/DD optical systems. Thus, the OOK amplitude
modulation format is considered. In the linear regime GVD and PMD are
the most severe sources of signal distortion and system penalty. Although
GVD can be compensated for by DCF in present communications systems,
compensation at bit rates higher than 10 Gb/s may be difficult because GVD
impact increases with square of the bit rate, and a non-negligible residual
dispersion may be left. Moreover, the decreased tolerances and the evolution
of the transmission layer to a network layer can make the signal affected by an
unpredictable, and even variable, residual GVD that combines with all-order
PMD, which being an intrinsically stochastic phenomenon induces penalties
difficult to be fully compensate for.
In a first-order approximation (see Chapt. 1), the effect of PMD is just
a differential group delay ∆τ between the two PSPs of the fiber, causing
intersymbol interference. Customarily, PMD in a first-order approximation is
independent of frequency. Higher order effects arise when the PMD vector ~Ω
varies with frequency [12]. Second-order effects are mainly signal distortion
and broadening. It has been shown that optical compensation is able to recover
heavy penalties, due to both first and second-order effects, through various
possible implementations, such as the cascade of polarization controllers and
polarization maintaining fibers [19], planar lightwave circuits [28], or other
optical devices [29].
The mentioned techniques, although very effective, may be still impracti-
cal because of optical technology costs. Thus, many efforts have been done
22 Chapter 2. IM/DD systems
to adapt and develop classical and novel electrical (post-detection) processing
techniques in optical communication systems. The first proposal of an electri-
cal equalizer for optical systems was a linear transversal filter to combat ISI
arising from chromatic dispersion [30], but also non-linear cancellation was
proposed since photodetection implies a non-linear transformation of the sig-
nal [31]. Much more recently, comparisons between these methods and optical
compensation have been presented, evidencing benefits and drawbacks of both
solutions [29,32,33]
Besides FFE and DFE equalization, there is an increasing interest in max-
imum likelihood sequence detection1, implemented through the VA, due to its
potentially optimal performance [34]. In the first work [30], this strategy is
already considered, but of course the presence of optical amplifiers could not
be accounted for. As a consequence, the ASE noise is not present in [30], and,
thus, the statistics of the received signal, necessary to compute the VA branch
metrics, are conditionally Gaussian due to shot and thermal noise. As said in
Chapt. 1, nowadays all optical systems envisage the presence of optical ampli-
fiers, and, as a consequence, the signal in the fiber is impaired by a noise that,
in the linear regime, is modeled as AWGN [24]. Since a square-law detector is
present at the receiver end, post-detection noise statistics change [35–37], and
cannot be considered Gaussian anymore. In the case of the MLSD strategy,
assuming Gaussian statistics for the noise after photodetection is neither re-
alistic nor correct, and leads to inaccurate results [38]. Hence, in [29, 33] the
statistics of the received signal are approximately measured and updated in
real-time during transmission and assuming no decision errors. This method,
which always refers to specific constraints, such as sample quantization, mem-
ory length, filter kind and parameters, or even absence of filtering, has been
compared with classical equalization schemes, showing that a better perfor-
mance, as expected, can be obtained by using the MLSD strategy [29, 33].
A rigorous detailed description of the MLSD approach can be found in a re-
cent paper [39]. There a novel method for performance evaluation is devised
and applied to the case of a synchronous MLSD receiver in the presence of
chromatic dispersion only.
The purpose of this chapter is the description of the receiver structure for
the optimal MLSD strategy with PMD and GVD; moreover, a reliable method
1The term detection is preferred instead of the commonly used estimation since the
estimation theory refers to continuous parameters whereas we are interested in discrete
sequences.
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for computing the relevant performance for any possible value of the system
parameters is provided, under the only constraint of one sample per bit, as
in [39,40], or with no constraint on the sampling rate, since oversampling is the
only way to guarantee sufficient statistics for this transmission system [41]. In
particular, through numerical evaluation [42], a practically exact expression of
the received signal statistics in the case of a receiver working with one sample
per bit time is derived, so that a look-up table based MLSD receiver could be
implemented [43]. In the case of oversampling, since the numerical method
cannot be used, as a (neither exact nor approximate) expression for the joint
statistics of the samples is not known, a histogram-based receiver is devised.
An exhaustive analysis of the correlation of the received samples was carried
out, in order to state the best trade-off between the number of samples to be
processed and the amount of memory necessary to store a reliable estimate of
the probability density functions.
Then, a closed-form approximation of the receiver branch metrics, which
entails a negligible performance loss, is derived. Based on the exact branch
metric computation, analytical bounds for the system performance are pro-
vided, allowing to reach values of bit error rate (BER) below 10−15. This
analytical method also represents an essential tool for optimizing the receiver
parameters without resorting to time-consuming computer simulations. Since
PMD is a time-varying phenomenon, the receiver has also to adaptively up-
date some parameters. This aspect is also discussed. A comparison with com-
monly adopted electronic equalization and optical compensation techniques
is also provided, showing that the MLSD approach achieves, as expected, a
better performance when compared to other electrical techniques, although
optical compensation still provides the best results since, after the irreversible
transformation introduced by the photodetector, the receiver post-detection
processing is not able to effectively cope with the combined GVD and PMD
distortions. The results reported in this chapter are described in [44,45].
2.1 System model
Fig. 2.1 shows the system model and its low-pass equivalent. A standard NRZ
OOK modulated laser beam is launched in a single mode fiber, optically am-
plified and filtered at the receiver end. The optical amplifier is assumed to
have high gain G, so that ASE noise is dominant over thermal and shot noise.
The signal is then photodetected, electrically filtered, sampled, and finally pro-
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Figure 2.1: (a) Schematic of the system model. (b) Low-pass equivalent.
cessed through the VA, effectively implementing the MAP sequence detection
strategy, here equivalent to MLSD, being the transmitted bits {ak} equally
likely. In Fig. 2.1, w(t) = [w1(t), w2(t)]T represents AWGN, where w1(t),
w2(t) are independent complex noise components accounting for ASE on two
orthogonal SOPs. At the optical filter output, the components of the two-
dimensional complex vectors s(t) = [s1(t), s2(t)]T and n(t) = [n1(t), n2(t)]T
represent the useful signal and noise components in each SOP, respectively.
The noise components are Gaussian but not white, since they are obtained by
filtering the AWGN w(t). The low-pass equivalent (matrix) transfer functions
of fiber, optical and post-detection filters are denoted by Hf (ω), Ho(ω), and
He(ω), respectively. In a chromatic-dispersion-compensated link, several fiber
pieces with alternating sign chromatic dispersion Di and appropriate length
Li may be used, and as commonly done, we will indicate as “residual disper-
sion” the quantity Dr =
∑
iDiLi in picoseconds per nanometer. Using the
dimensionless chromatic dispersion index γ with Dr, the transfer function that
will be used in the following is expressed by (1.17).
The fiber Jones matrix is then written as Hf (ω) = HGVD(ω)RU(ω)R−1
(see Chapt. 1).
A closed-form expression of U(ω) accounting for all PMD orders is not
known, and although several second-order approximations are available (see
§1.2.2). To avoid the peculiarities of a specific analytical model, one could
use the numerical random waveplate model, but in this case the evaluation
of outage probabilities would become exceedingly expensive, so we choose to
evaluate outages by using the model in [15] for U(ω) as it is also able to
partially (but correctly) account for higher PMD orders through second-order
parameters only [21].
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At the output of the photodiode the detected signal can be described as
the sum of two contributions, one for each SOP:
z(t) = ‖s(t) + n(t)‖2 = |s1(t) + n1(t)|2 + |s2(t) + n2(t)|2 . (2.1)
Clearly, after photo-detection the noise becomes signal-dependent and its
statistics change. In the following, optical and post-detection filter parame-
ters can be chosen arbitrarily, since the proposed receiver is independent of a
particular choice for filter shapes or bandwidths.
2.2 Received signal statistics
In this section, we derive the MLSD detection strategy under the constraints on
the above receiver structure and that one sample per bit interval is extracted
at the receiver. This receiver cannot, however, be considered as optimal, since
the above mentioned received samples do not represent a sufficient statistic
for this detection problem. The problem of finding a sufficient statistic will be
faced in the next section.
Under the above mentioned constraints, the MLSD detection strategy can
be expressed as [35]
aˆ = arg max
a
p(z | a), (2.2)
being a = {ak} the transmitted bit sequence and z = {zk}, the corresponding
received sequence. The synchronous received samples are zk = z(t0 + kT ), t0
being a proper time offset and T the bit interval. We assume2 that, conditional
upon the transmitted sequence, the samples {zk} can be taken as independent.
Since this is the conditional pdf, this hypothesis depends on the shape of used
optical and postdetection filters, irrespective of the presence of ISI due to
PMD and GVD. Then the conditional joint pdf of the received samples can
be written as
p(z | a) =
∏
k
p(zk | a) (2.3)
and, assuming that the system is causal and m is causal and with finite memory
L, it is
p(zk | a) = p(zk | ak, ak−1, ..., ak−L). (2.4)
2This assumption was numerically validated for the commonly used shape and bandwidth
of the optical and electrical filters.
26 Chapter 2. IM/DD systems
Therefore the optimal MLSD strategy can be implemented by means of the
VA using the following branch metrics:
λk(ak, µk) = ln p(zk | ak, µk) (2.5)
where µk = (ak−1, ak−2, ..., ak−L) is the trellis state. So, the number of states
is S = 2L, and hence the receiver complexity increases exponentially with the
channel memory L.
A closed-form expression for the pdfs in (2.4) is not known for arbitrary sig-
nal formats and filtering. Although the samples at the photodetector output
have a non-central chi-square distribution, being the sum of squared Gaussian
random variables [35], the presence of the electrical filter modifies these statis-
tics. An appropriate characterization of these pdfs is mandatory, otherwise
the performance of the MLSD receiver would be degraded. These pdfs can
be evaluated almost exactly by efficient numerical methods and stored in a
look-up table that can be addressed, in order to compute the branch metrics,
by the received signal samples and by the considered trellis transition.
Undoubtedly, the most efficient numerical method is that using the “sad-
dlepoint” approximation [46], based on the knowledge of the moment gener-
ating function Ψzk|a(s) of the samples. This function can be obtained as a
closed-form expression by expanding the noise on a proper Karhunen-Loe`ve
basis, as shown in [21]. Then, using the saddlepoint approximation, the pdf
can be evaluated as
p(zk | a) '
exp
[
Φzk|a(s0)
]√
2piΦ′′zk|a(s0)
, (2.6)
where s0 is the saddle-point of Ψzk|a(s) exp(−szk) on the real axis,
Φzk|a(s) = log[Ψzk|a(s) e
−szk ] (2.7)
and Φ′′zk|a is the second derivative of Φzk|a, which is always positive at the
saddlepoint. This approach gives a really accurate closed-form approximation
for the pdf and, although requiring a search for the saddlepoint, provides
an exact method to evaluate the theoretical performance limit for electrical
equalization.
When the signal is not distorted, i.e., it is ideal rectangular NRZ, the
optical filter has a large bandwidth rectangular-shaped transfer function, and
the post-detection filter is an integrate and dump device, the pdf of the received
sample is still of chi-square type [37]. Under the hypothesis that the optical
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and electrical filters simply influence the number of degrees of freedom and that
signal distortion and filtering can be accounted for only through the induced
change in signal energy, we can approximate the conditional pdf of a received
sample as [38,39,47]
p(zk|ak, µk) ' 1
N0
(
zk
sk
)(ν−1)/2
exp
(
−zk + sk
N0
)
Iν−1
(
2
√
zksk
N0
)
(2.8)
where ν, half the number of degrees of freedom, is taken as two times3 the
ratio of the optical and electrical filter noise equivalent bandwidths, i.e., ν =
2Bo/Be, sk
.= sR(ak, µk) is the noise-free received sample which depends on
the present and past transmitted symbols, according to the channel memory
length, and Iν−1(x) is the modified Bessel function of first kind and order ν−1.
Hence, a simplified expression of the branch metrics, discarding irrelevant
terms in the maximization, is4
λ(ak, µk) ' −ν − 12 ln[sR(ak, µk)]−
sR(ak, µk)
N0
+ln
[
Iν−1
(
2
√
zksR(ak, µk)
N0
)]
.
(2.9)
As we will see in the numerical results section, a receiver based on these branch
metrics practically attains the same performance of the receiver based on exact
branch metrics.
Notice that this same approach is also taken in [38] to compute the perfor-
mance of optical turbo coded systems but, differently from [38], we use (2.8)
both when ak = 1 or ak = 0, as, due to finite extinction ratio, signal distortion
and filtering, sR(ak, µk) will not be exactly zero even when ak = 0. Clearly,
when ak = 0, (2.8) can be used only if sR(ak, µk) > 0, i.e., when the electrical
filter is such that its impulse response either is always positive or its negative
values have a negligible impact, as is the case for a Gaussian or Bessel type
filters, for example.
The exact (solid), chi-square (dashed), and Gaussian (dotted) pdf approx-
imations are reported in Fig. 2.2 for Eb/N0 = 18 dB, where Eb is the re-
ceived optical signal mean energy per bit. We considered the received samples
normalized to the value corresponding to the logical “1”. The ratio Eb/N0
3The factor 2 is due to the fact that we consider signal and noise as complex rather than
real valued as done in [37–39].
4All additive terms in the branch metrics independent of ak and σk can be discarded and,
in addition, the branch metrics can be arbitrarily multiplied by a positive constant.
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Figure 2.2: pdfs of ’1’ and ’0’ for Eb/N0 = 18 dB.
represents the number of detected photons per bit at the input of the opti-
cal amplifier, and is related to the optical signal-to-noise ratio (OSNR) by
Eb/N0 = 2 · OSNR · WT , W being the reference measurement bandwidth,
usually taken equal to 12.5 GHz (0.1 nm). As it can be seen, the chi-square
is a better approximation to the actual pdf than the Gaussian one, which
completely fails in estimating the tails, even if in a standard receiver it can
predict the BER with good accuracy [37]. A further simplification can be
obtained by the crude approximation Iν−1(x) ' ex/
√
2pix [48], by which (2.8)
is approximated as
p(zk|ak, µk) '
(
zk
sk
) 2ν−1
4
exp
(
−(
√
zk−√sk)2
N0
)
√
4piN0zk
, (2.10)
reported in Fig. 2.2 as open circles. The resulting simplified branch metrics
are
λ(ak, µk) ' 2
√
zksR(ak, µk)− sR(ak, µk)− N02 (ν −
1
2
) ln[sR(ak, µk)] . (2.11)
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The impact of these approximations in the expression of the branch metrics
will be considered in the numerical results section.
As already mentioned, the number of trellis states, and thus the complexity,
depends exponentially on the channel memory L. For commonly used optical
and electrical filters, and DGD values lower than a bit interval, we verified
that L ≤ 2 in the absence of chromatic dispersion, whereas L ≤ 4 for the
residual dispersion values we took into account. Hence the number of states
is at most S = 16. In addition, the application of reduced-state sequence
detection (RSSD) techniques [49] allows to substantially reduce the number
of trellis states. In particular, a reduced state µ′k = (ak−1, ak−2, . . . , ak−L′),
with L′ < L, may be defined. The resulting number of states is reduced to
2L
′
< 2L. In order to compute the branch metrics (2.5) in a reduced trellis,
the necessary symbols not included in the state definition may be found in the
survivor history [49]. We note that, in the limiting case of L′ = 0, the trellis
diagram degenerates and symbol-by-symbol detection with decision feedback
is performed. The resulting receiver can be considered as a non linear equalizer
with decision feedback.
Since PMD is a time-varying phenomenon, the receiver parameters should
be adaptively updated. By using one of the above mentioned approximated
closed-form expressions of the branch metrics (2.9) or (2.11), when PMD
changes, the receiver has to simply adaptively identify the term sR(ak, µk).
This can be easily done by using a gradient adaptation algorithm and, as a
cost function, the one defining the nonlinear branch metrics.
2.3 Oversampling
Although the MLSD receiver described in the previous section represents the
best post-detection technique in the case of synchronous sampling, as already
mentioned, one sample per bit time is not a sufficient statistic for the problem
at hand. The simpler way to obtain a sufficient statistic, having in mind the
practical implementation of the receiver, is through oversampling [41]. In fact,
provided that an adequate number of samples per bit is extracted from the
signal after photo-detection, the whole information in the electrical signal is
preserved and there is no need of a further processing through an electrical
filter [41]. As a consequence, this latter filter was removed. In this section,
we investigate the performance improvement obtained by adopting the MLSD
strategy jointly with the oversampling technique.
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Assuming that n samples per bit time are used, we now resort to the
following notation to denote the received samples. The n received samples
related to the k-th bit interval will be denoted as zk,i = z(t0 + kT + iT/n),
i = 0, 1, . . . , n − 1. As in the previous section, the received sequence will be
denoted as z = {zk,i}. In addition, we will denote by zk the n signal samples
related to the k-th bit, i.e., zk = {zk,i}n−1i=0 . When samples are spaced less
than a bit time, conditionally to the transmitted bit sequence they cannot be
considered as independent, in principle. As a consequence, their joint pdf is
not given by the product of the marginal pdfs. For this reason we use the
chain rule to factorize the joint pdf p(z|a) necessary to implement the MLSD
strategy. Assuming, as in the previous section, that received samples which
differ for at least one bit interval are independent, we have [50]
p(z|a) =
∏
k
p(zk | zk−1,a)
∏
k
n−1∏
i=0
p(zk,i | zk,i−1, . . . , zk,0, zk−1,a) (2.12)
and, in the last expression, it is implicitly assumed that, if i = 0, terms
zk,i−1, . . . , zk,0 disappear. Hence, with an appropriate definition of the receiver
state5 µk, the branch metrics of the Viterbi algorithm implementing the MLSD
strategy can be expressed as [50]
λk(ak, µk) = ln p(zk | zk−1, ak, µk)
n−1∑
i=0
ln p(zk,i | zk,i−1, . . . , zk,0, zk−1, ak, µk).
(2.13)
Since it was not possible to find a way to analytically evaluate the pdfs
in (2.13) when the samples are not conditionally independent, reliable estima-
tion of the channel statistics necessary to compute the branch metrics were
obtained through simulation, implementing a histogram counter at the re-
ceiver. The receiver structure in the case of oversampling (n > 1) is shown in
Fig. 2.3.
The joint pdfs derived from the above mentioned histograms allowed the
evaluation also of the impact of the correlation between samples on the branch
metrics and the optimum sampling rate. In the numerical results section, it
will be shown that a value of n = 2 is practically sufficient to attain the optimal
performance. In this case, although the received samples are correlated, by
5In principle, in the case of oversampling, the memory of the system will be M ≥ L.
Hence, in this case, the state is defined as µk = (ak−1, ak−2, . . . , ak−M ).
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Figure 2.3: System model for the receiver based on oversampling.
considering them as independent in expressing the branch metrics, the same
performance that can be obtained with the optimal correlated metrics could
be achieved. Hence, the following simplified branch metrics can be adopted
with no performance degradation
λ(ak, σk) '
1∑
i=0
ln p(zk,i | ak, µk). (2.14)
The pdfs appearing in (2.14) can be further simplified by using the approxi-
mate expression (2.8) or (2.10).
It is worth mentioning that, although the described branch metrics have
been derived having in mind the MAP sequence detection strategy, as demon-
strated in [50] the same branch metrics can be used for the BCJR algo-
rithm [51] implementing the MAP symbol detection strategy and employed
as component decoder in iterative decoding schemes for optical turbo codes,
such as those proposed in [38].
2.4 Channel identification
Some parameters of the distribution of the received samples depend not only
on the transmitted pulse shape, filter types and bandwidths, but also on the
channel impairments and on the noise power spectral density. Due to the
square-law nature of a photodiode, the estimation of the required channel pa-
rameters is not straightforward. We propose an effective and simple algorithm
which, compared to the ideal case of perfect channel knowledge, leads to a
negligible performance loss.
To illustrate the proposed technique for channel and noise PSD estimation,
we consider the MLSD receiver working with two samples per bit time, since it
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practically represents the optimal electronic processing.6 In this case, a post-
detection electrical filter is not necessary. Hence, the photodetected signal can
be expressed as
z(t) = |s1(t) + n1(t)|2 + |s2(t) + n2(t)|2 = sz(t) + nz(t) (2.15)
having defined the useful signal sz(t) and noise term nz(t) as
sz(t)
.= |s1(t)|2 + |s2(t)|2 (2.16)
nz(t)
.= |n1(t)|2 + |n2(t)|2 + 2Re[s1(t)n∗1(t) + s2(t)n∗2(t)] (2.17)
where Re(·) returns the real part of its argument. The signal-dependent and
colored noise nz(t) is neither Gaussian nor zero-mean. Indeed, it can be shown
that its mean value is η .= E{nz(t)} = 2N0Bo, the couple of samples used by
the receiver in the k-th bit interval can be expressed as
{zk,i .= z(t0 + kT + iT/2), i = 0, 1} . (2.18)
In order to compute all the VA branch metrics at discrete time k, the receiver
uses these two samples but also needs to estimate both the noise PSD N0
(or η, equivalently) and all possible values of the useful components sz(t0 +
kT + iT/2), i = 0, 1, of the received samples. Being L the channel dispersion
length, these useful components are functions of the current bit ak and of the L
previous bits µk
.= (ak−1, ak−2, . . . , ak−L) defining the trellis state. Assuming
for the moment that the channel is time-invariant,7 these functions will be
denoted to as fi(ak, µk). In order to compute the VA branch metrics, the
receiver needs to estimate N0 (or η) and the two values fi(ak, µk), i = 0, 1, for
each branch defined by the couple (ak, µk).
2.4.1 Estimation of the channel parameters
We tried to estimate the optical ISI channel coefficients whose non linear
transformation due to the square-law detection gives the values fi(ak, µk),
but we did not obtain satisfactory results. Hence, we decided to directly
estimate the 2 × 2L+1 useful signal components fi(ak, µk) to be employed in
the expression of the branch metrics.
6In any case, the proposed techniques can be straightforwardly extended to the MLSD
receiver working with one sample per bit time.
7Tracking of a time-varying channel will be discussed in the next section.
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We also investigated different strategies to perform the channel noise PSD
estimation. Among others, we considered a solution derived from the general-
ized likelihood strategy [52], consisting of the maximization of the conditional
joint pdfs of the received samples given the transmitted bits and the channel
parameters. However, we discovered that, due to the presence of different local
maxima, the convergence of the resulting algorithm is very difficult. For this
reason, we resorted to the classical minimization of the MSE between the re-
ceived samples and the useful signal components, modified in order to take into
account the non zero-mean value of the noise component (2.17). Hence, the
updating law for the useful signal components is based on the LMS algorithm
which minimizes the mean square value
1∑
i=0
E{[zk,i − ηˆ − fˆi(ak, µk)]2} (2.19)
where ηˆ and fˆi(ak, µk) are the estimates of η and fi(ak, µk), respectively. No-
tice that for the application of the LMS method it is irrelevant that the noise
ηz(t) is not Gaussian, signal-dependent, and colored. On the other hand the
presence of the mean value η needs to be properly taken into account. For
the moment, we assume that the transmitted bits are perfectly known to the
receiver. The sequence of transmitted bits will be denoted to as {ak} and
the corresponding sequence of trellis states as {µk}. Denoting by ηˆ(k) and
fˆ
(k)
i (ak, µk) the values assumed by the estimates of η and of the useful signal
components at discrete time k, following the LMS algorithm [35] the channel
coefficients are recursively updated as (i = 0, 1)
fˆ
(k+1)
i (ak, µk) = fˆ
(k)
i (ak, µk) for (ak, µk) 6= (ak, µk)
fˆ
(k+1)
i (ak, µk) = fˆ
(k)
i (ak, µk)
+α[zk,i − ηˆ(k) − fˆ (k)i (ak, µk)] for (ak, µk) = (ak, µk)
(2.20)
where α > 0 is a scale factor controlling the amount of adjustment (the so-
called “step-size”). Clearly, at every discrete time k, we can update only the
estimates fˆi(ak, µk) for the actual couple (ak, µk), that is those matching the
transmitted sequence. Hence, in practice, the update of a given coefficient
is not performed at a fixed rate but at a random rate, depending on the
transmitted pattern. The estimates in (2.20) are initialized with the value in
the absence of PMD and GVD.
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The update of ηˆ cannot be done using the same method. In fact, if we
consider the mean square error (2.19), it has different minima. For example, a
minimum can be obtain when ηˆ = η and fˆi(ak, µk) = fi(ak, µk), but also when
ηˆ = 0 and fˆi(ak, µk) = fi(ak, µk) + η. Hence, we must resort to a different
approach. From (2.15), (2.16), and (2.17), it can observed that, neglecting the
terms depending on η2, it is
E{[zk,i − fi(ak, µk)− η]2} ' fi(ak, µk)η . (2.21)
We use this property to refine the estimates of η by substituting the expecta-
tion with a temporal mean. The update of η is performed every N bits (that
is when k is a multiple of N), where N is a parameter that can be tuned to
reduce fast estimate fluctuations (N ' 100 is sufficient). Furthermore, the
temporal mean is computed only when ak = 1, to avoid numerical problems
with quantities close to zero. Hence, at time k, with k a multiple of N , we
estimate
ηˆ(k+1) =
1
2|N |
∑
i=0,1
n∈N
[zk−n,i − ηˆ(k−n) − fˆ (k−n)i (ak−n, µk−n)]2
fˆ
(k−n)
i (ak, µk)
(2.22)
where N = {n = 0, 1, . . . , N − 1|ak−n = 1} and |N | denotes the cardinality of
this set. Note that in (2.22) the estimates ηˆ(k−n), n ∈ N , take the same value
since the estimate of η is updated every N bits. From the estimate of η we
can then simply derive the estimate of N0 to be used in the branch metrics.
Up to now, we have considered the case of a time-invariant channel. How-
ever, when the channel is (slowly) time-varying, the algorithm will be able to
track the channel variations, due to its adaptive nature.
In the operating conditions, the transmitted bits are not available. Hence,
we resort to a decision directed approach, that is we use the decisions of the
VA entailing no performance loss at least when the bit error rate is lower than
10−2. The decisions of the VA are available with a delay of D symbols which
can compromise the capability of the algorithm in tracking the fast channel
variations. However, this is not the case of the considered channel since the
dispersion we are facing is a slowly-varying phenomenon. For the same reason
it is not necessary to update the channel parameters at each bit interval but
they can be updated less frequently, depending on the considered channel.
Considering now the initial acquisition of the algorithm, although a train-
ing sequence can be adopted to reduce the acquisition time, we verified by
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Figure 2.4: OSNR penalty curves at BER=10−4.
computer simulations that the algorithm is able to work in a completely blind
manner, as discussed in the following Section.
2.4.2 Numerical results on channel identification
We consider an optical channel affected by first order PMD (with a worst-case
power splitting equal to 0.5), and GVD. The optical filter is modeled as a
fourth-order Butterworth type with bandpass bandwidth equal to 1.1/T and
the MLSD receiver is based on a Viterbi algorithm working on, at most, a
128-state trellis. In Fig. 2.4 we show the OSNR penalty, obtained by com-
puter simulations, for increasing values of γ, and for different values of the
PMD differential group delay values. The solid lines refer to the ideal receiver
and are obtained under the hypothesis of perfect knowledge of the channel
parameters knowledge, whereas the circles represent the performance of the
receiver when using the described estimation algorithm. It can be seen that
no loss in performance is entailed.
We now show that the algorithm is able to work in the decision directed
mode in a completely blind manner. We consider a particular case of bad
channel impairment, where the chromatic dispersion index γ is equal to 1. At
the beginning and for the first 10,000 bits the algorithm is turned off. In this
case, for an OSNR (referred to a bandwidth equal to the bit rate) of 13 dB
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we have a bit error rate of 0.25. Hence, we do not have reliable decisions.
Nonetheless, when the estimation algorithm is turned on, it is still able to
converge to a BER of 10−3 (the value corresponding to perfect knowledge of
the channel parameters) in about 2, 000 ÷ 2, 500 bits, as can be seen from
Fig. 2.5 showing the time evolution of the MSE.
2.5 Lower and upper bounds
It is well known that the classical union upper bound on the bit error proba-
bility Pb has expression [35]
Pb ≤
∑
a
P (a)
∑
aˆ6=a
b(a, aˆ)P (a→ aˆ) (2.23)
in which a = {ak} and aˆ = {aˆk} denote the bit sequences corresponding to the
correct and erroneous paths, respectively, b(a, aˆ) is the number of bit errors
entailed by the considered error event (a, aˆ), P (a → aˆ) is the pairwise error
probability (PEP) and P (a) is the a priori probability of sequence a. The
PEP P (a→ aˆ) is the probability that the sum of the branch metrics relative
to the erroneous path exceeds the sum of the branch metrics on the correct
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path:
P (a→ aˆ) = P
(
`+H∑
k=`
λk <
`+H∑
k=`
λˆk
)
(2.24)
having denoted by {λk} and {λˆk} the branch metrics corresponding to the
correct and erroneous path, respectively, and by H the length of an error
event starting at discrete time `. In Fig. 2.6, two error events starting at
the same instant are considered on a 4-state trellis. The correct bit sequence
is the “all zero” sequence, whereas the erroneous sequences are aˆ0 and aˆ1,
respectively. The error event has length H = 2 in the first case and H = 3 in
the second one.
From the union bound, a lower and an approximated upper bound for
the bit error probability are derived. The lower bound is simply obtained by
considering the most likely error event and assuming that only one bit error
characterizes it. The approximated upper bound is obtained by truncating the
union bound considering a few most frequently occurring error events only.
Let us consider, for example, the case of the receiver working with one
sample per bit interval. The event {∑`+Hk=` λk < ∑`+Hk=` λˆk} which is involved
in the computation of the PEP, can be equivalently expressed as the event
that the vector of the received samples z`+H` = (z`, z`+1, . . . , z`+H)
T belongs
to a given domain. Hence, the numerical integration of the joint pdf allows
to compute the PEP with high accuracy for values down to 10−15. In this
case, the integration can be easily performed since the received samples are
independent and their marginal pdf can be obtained by the same method
described in the previous section and based on the saddle-point approximation.
However, we will shortly see a simpler way for evaluating the PEP which also
holds when oversampling is employed.
Indeed, in the case of oversampling receivers, it is not possible to compute
the PEP along the previous lines, since the joint pdf of the received samples
is not known. In fact, even if it can be approximated as the product of the
marginal pdfs for the expression of the branch metrics, this cannot be done for
the computation of the PEP if samples are spaced by less than a bit interval.
However, we can exploit the fact that, as it can be seen from (2.9) and (2.11),
the branch metrics depend only on the square root of the samples in the
following way. Using (2.11) and letting
yk =
√
zk , (2.25)
dk =
√
sk −
√
sˆk , (2.26)
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Figure 2.6: Trellis transitions given by wrong sequences aˆ0 and aˆ1.
the PEP in (2.24), neglecting the term (2ν−1)N0 log(sk/sˆk)/4 at high signal-
to-noise ratios, can be written as
P (a→ aˆ) = P
(∑
k
dkyk <
1
2
∑
k
(sk − sˆk)
)
. (2.27)
As shown in Appendix A, the random variable (r.v.) yk in (2.25) can be
approximated as Gaussian with mean and variance, respectively,
ηyk = αk
√
sk , (2.28)
σ2yk = Nk/2 , (2.29)
where
αk =
sk/Nk + (4ν2k − 1)/16
sk/Nk + (2νk − 1)(2νk − 3)/16 , (2.30)
Nk =
σ2zk
ηzk + sk
, (2.31)
νk =
η2zk − s2k
σ2zk
, (2.32)
ηzk and σ
2
zk
being the mean and the variance of zk. Notice that for the over-
sampling case, as the post-detection filter is absent, the photodetected sam-
ples are chi-square distributed, such that (2.31) and (2.32) are simply equal
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to Nk = N0Bo and νk = 2, where Bo is the optical filter noise equivalent
bandwidth.
Hence, the r.v.
x =
∑
k
dkyk (2.33)
can be approximated, in turn, as Gaussian with mean and variance
ηx =
∑
k
dkηyk (2.34)
σ2x =
∑
k
d2kσ
2
yk
+ 2
∑
k,`
k 6=`
ρk`dkd`σykσy` , (2.35)
where ρk`, the correlation coefficient of yk and y`, can be taken to be zero if yk
and y` correspond to samples spaced by at least a bit time, otherwise it can be
computed as shown in Appendix B. Therefore, the PEP can be approximated
as
P (a→ aˆ) ' 1
2
erfc
(
ηx − 12
∑
k(sk − sˆk)√
2σx
)
, (2.36)
which, for the synchronous case (ρk` ' 0 , ∀ k, `), becomes
P (a→ aˆ) ' 1
2
erfc
∑k [(2αk − 1)√sk −√sˆk] dk
2
√∑
kNkd
2
k
 . (2.37)
Notice that a similar result was also found in [39] where, however, a dif-
ferent approximation to the χ2 distribution was used in deriving the branch
metrics. It is also worth noting that the results in [39] are only valid for low
optical extinction ratios (10 dB or lower) and when the optical filter has a
large bandwidth and the post-detection filter is an integrate-and-dump de-
vice, whereas our results hold for extinction ratios as high as 20 dB and for
almost arbitrary filtering. The accuracy of the lower and upper bounds will
be examined in the numerical result section.
2.6 Numerical results
Standard Monte Carlo simulations were carried out in order to evaluate the
receiver performance with respect to other electrical and optical equalization
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techniques. All BER curves are assessed in terms of Eb/N0. In all simulations,
except those related to the receiver based on oversampling, the optical filter
is assumed to be a fourth order Butterworth with 3-dB bandwidth equal to
1.9/T , whereas the electrical filter is a fifth order Bessel with 3-dB bandwidth
equal to 0.75/T . An optical extinction ratio of 20 dB was assumed. When
considering PMD only, the needed 2S pdfs at the receiver, one for each trellis
transition, were computed using a 32-bit de Bruijn sequence8, so that all 5-bit
interfering patterns were considered, the number of trellis states being thus
equal to 16. We verified that these choices are redundant and that a 4-state
trellis would be sufficient to describe all interfering patterns. Since our purpose
was to achieve the theoretical limit for electrical equalization, a little growth of
complexity was tolerated. For the same reason, no quantization of the received
signal was taken into account. In the presence of chromatic dispersion, the
minimum number of trellis states would be 16, but we used up to 64 states
(such large number of states is only useful for large amounts of PMD and/or
GVD, when, however, the induced penalty is already several dB’s and the
achievable benefits are negligible).
2.6.1 Synchronous sampling
The look-up table based MLSD receiver was simulated in different first-order
PMD scenarios, with no GVD and DGD equal to 0%, 50%, and 75% of the
bit time. The chi-square based MLSD receiver was also tested to verify its
performance with respect to the look-up table based one, and in Fig. 2.7 a
comparison is presented, showing also the results obtainable by a standard
receiver (curves labeled “uncompensated”). As mentioned, the performance
of the χ2 pdf is almost the same as that of the exact one, both giving higher
benefits as the DGD increases. Moreover, we found no appreciable difference
in the results obtained using the branch metrics in (2.9) or (2.11).
It is interesting to compare the MLSD receiver performance with that
of other electrical and optical equalization techniques. In Fig. 2.8, for the
same DGD values, we also report the performance of combined (synchronous)
feedforward and decision feedback equalizers9, and that of a 3-stage optical
compensator, composed by the cascade of three polarization controllers and
8A binary de Bruijn sequence of length 2n may be obtained from a pseudo-random binary
sequence of length 2n − 1 by adding a 0 to the longest run of 0’s.
9The number of taps of both equalizers was optimized, founding no improvement with
more than five taps for the FFE and three taps for the DFE.
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Figure 2.7: Performance of the proposed MLSD receiver with first-order PMD
and equal power splitting between PSPs.
polarization maintaining fibers as in [28]. This optical compensator shows a
negligible penalty for increasing DGD values (the curves are practically in-
distinguishable), whereas both electrical processing schemes suffer a larger
penalty as the DGD increases. We point out that this is due to the fact
that, in this case, we are neglecting higher order PMD effects, and thus the
optical compensator is able to perfectly cancel out the ISI in the optical do-
main, avoiding the beating between ISI and ASE noise, whereas the electrical
processing techniques have also to cope with it, and this fact degrades their
performance. Yet, MLSD evidences a better performance with respect to elec-
trical equalization for DGD values greater than about 0.5T , as expected.
The accuracy of the described lower and approximated upper bounds is
shown in Fig. 2.9. In this case also, only first-order PMD is considered, with
DGD values of 0, 0.5T , and 0.75T . It is clear that it is not necessary to resort
to time-consuming computer simulations since this tool predicts very well the
receiver performance, the higher the accuracy the lower the BER, and can also
be used to optimize the system parameters.
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Figure 2.8: Comparison between optical and electrical compensation schemes
with first-order PMD and 50% power splitting.
2.6.2 Oversampling
We now consider the receivers based on oversampling. As already mentioned,
in the case of oversampling the electrical filter was removed. Hence, the band-
width of the optical filter was re-optimized, finding that, in this case, its opti-
mum value is 1.2/T . Accounting for samples correlation, we considered up to
4 samples per bit time, quantized to 4 bits. We found that this quantization
level is sufficient to avoid significant penalties, and, at the same time, allows
for a reasonable simulation time. Indeed, the complexity required to build up
correlated histograms increases exponentially with the number n of samples
per bit interval and the number q of quantization bits, as the number of re-
quired histogram bins is 2qn. As it can be seen from the simulation curves in
Fig. 2.10, no significant improvement is attained for n > 2, so an oversampling
factor of 2 is assumed in the following.
Since the optimal trade off between computability and efficiency is achieved
using just two samples per bit time, it is worth checking the impact of the ac-
tual correlation of the samples on the metrics. In fact, if it turns out to be
negligible, this could lead again to the possible exploitation of the numerical
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Figure 2.9: Lower and upper bounds of the receiver performance with first-
order PMD and 50% power splitting.
method for pdf computation, because the joint pdf could be approximated by
the product of the marginal pdfs10. The joint pdf accounting for the sam-
ples correlation obtained by simulation was compared with the joint pdf an-
alytically evaluated under the hypothesis of sample independence, and this
comparison is shown in Fig. 2.11.
The plot in Fig. 2.11 reveals a little amount of correlation. In this figure
we compare the joint pdf of two samples in the case of ideal independence, an-
alytically derived as the product of the marginal pdfs, with simulation results
showing the actual joint pdf. So Monte Carlo simulations were carried out
with both joint and independent histograms in order to evaluate the impact of
such correlation on the performance of the receiver. Obviously, proper train-
ing sequences of different length were used to build up the histograms, so that
the same degree of accuracy was assured. We report in Fig. 2.12 the results
obtained by simulation under the two assumptions about samples correlation.
As it can be seen, assuming independence leads to a really negligible penalty
10We stress the fact that this would be true only for evaluating the metrics, and not in
the analytical performance evaluation, which is heavily affected by the correlation value.
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Figure 2.10: Simulation results for the histogram-based oversampling receiver
for n = 1, 2, 4. First-order PMD and 50% power splitting.
(almost unnoticeable in the graphs), thus we can state that two samples can
be considered as independent for evaluating the metrics.
To perform a fair comparison, a histogram-based synchronous receiver was
implemented as well, with same quantization, bin width, and training sequence
length as the oversampling receiver. After filter bandwidth re-optimization,
its performance was evaluated using the reference DGD values 0, 0.5 and 0.75
T . Final results are shown in Fig. 2.13, evidencing that oversampling leads to
a significant improvement for increasing values of DGD.
2.6.3 Outage probability
The method that we developed in order to obtain lower and upper bounds
allows the computation of the outage probability, defined here as the prob-
ability that the BER exceeds a given value for a fixed signal to noise ratio
margin, or, equivalently, as the probability that the penalty exceeds the same
margin when the BER is fixed at the same value [21]. In computing the outage
probability, we consider a reference BER of 10−12 and a 3 dB margin, such
that Monte Carlo simulations are infeasible. So, we evaluated the penalty by
2.6. Numerical results 45
N
or
m
al
iz
ed
 S
ec
on
d 
Sa
m
pl
e
Normalized First Sample
Simulation results
 2
 1.8
 1.6
 1.4
 1.2
 1
 0.8
 0.6
 0.4
 0.2
 0.5  1  1.5  2  2.5
Ideal independence
 2.2
Figure 2.11: Joint pdf of two T/2 spaced samples at Eb/N0 = 12 dB. Starting
from the inner, contours are at 100, 10−1, 10−2, 10−3.
using the approximated upper bound previously discussed.
We initially considered first-order PMD only. In this case, once verified
that the penalty contour at 3 dB vs DGD and power splitting is U-shaped,
the outage probability can be approximated as [21]
Pout ' exp
[
− 4
pi
(
∆τ3dB
〈∆τ〉
)2]
(2.38)
where 〈∆τ〉 is the mean DGD, whereas ∆τ3dB is the instantaneous DGD giving
3 dB penalty at 50% power splitting, as shown in Fig. 2.14, where the penalty
vs DGD is reported. Note that, if the post-detection filter has a highly non-
symmetric impulse response, the isopenalty curves may not be U-shaped and,
in this case, (2.38) may not be accurate. We verified that this is not the case
with the electrical fifth-order Bessel filter we use. The outage probability due
to first-order PMD is shown in Fig. 2.15(a). As it can be seen, a synchronous
MLSD receiver does fairly better than a FFE combined with a DFE, allow-
ing for a mean DGD value about 30% higher for Pout < 10−6, whereas the
oversampling MLSD receiver improves this value to about 60%.
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Figure 2.12: Simulation results for independence assumption or actual cor-
relation on noise statistics when taking 2 samples per bit (histogram-based
receiver).
There is no closed form approximation for the outage probability due to
second-order PMD and we analytically evaluated it as described in [21] using
the model in [15] for the fiber Jones matrix, as said. Results are shown in
Fig. 2.15(b), where we also superimpose the outage probability due to first-
order PMD only. From the comparison it is possible to notice that the impact
of second-order PMD is almost negligible, being the relevant penalty due to
first-order PMD only. This conclusion is also corroborated by comparison
with the outage probability obtainable by exact first-order compensation in
the optical domain [21], also shown in Fig. 2.15(b). As in our experience the
analytical second-order models for the fiber PMD are always more pessimistic
than the random waveplate model, which accounts for all PMD orders, we are
confident that our results remain valid also when taking into account higher
PMD orders.
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Figure 2.13: Comparison between synchronous and oversampling receivers.
First-order PMD and 50% power splitting.
2.6.4 Impact of GVD
We verified that also in the presence of GVD an oversampling factor of 2 is suf-
ficient to give optimal performance, the only difference with PMD being that
a larger number of trellis states is required. Anyway, as already discussed, 16
states turned out to be sufficient in most cases. GVD is quantified through
the dimensionless chromatic dispersion index γ so that the results are inde-
pendent of the bit rate Rb. As an example, γ = 0.1 corresponds to a residual
dispersion of 392 ps/nm at 10 Gb/s, 24 ps/nm at 40 Gb/s, and 1.5 ps/nm at
160 Gb/s.
As can be seen from Fig. 2.16, an oversampling MLSD receiver outperforms
standard electrical equalization techniques, as well as the synchronous one
but for values of the chromatic dispersion index higher than about 0.3. It is
interesting to note that the synchronous receiver penalty shows a well defined
local minimum around γ = 0.4 which can be explained analyzing the Euclidean
distances between correct and corresponding wrong patterns on the trellis
diagram. Indeed, as shown in Fig. 2.17, the distance of the most likely error
event, which determines the receiver performance, is smaller when γ = 0.3
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Figure 2.14: OSNR penalty at BER = 10−12vs normalized DGD. First-order
PMD and 50% power splitting.
with respect to γ = 0.4. When the chromatic dispersion index changes from
γ = 0.2 to γ = 0.4 we also notice a change in the optimum sampling time from
t = T/2 to t = 0. Now, with reference to Fig. 2.17, the maximum eye opening
occurs at t = T/2 (the eye is closed for γ > 0.6), and, for γ = 0.4, if the same
samples used in the MLSD receiver (for which the optimum sampling time is
t = 0) were used in a standard receiver, the BER would be close to 1/2. This
is due to the nature of MLSD which performs sequence rather than bit-by-bit
detection, such that a sequence of samples not necessarily is to be taken at
the maximum eye opening times and even when the eye is closed it still can
be correctly detected.
We next consider the combined effect of GVD and PMD. In Fig. 2.18 we
report the maximum value of the mean DGD for which the outage probability
is less than 10−6 as a function of the chromatic dispersion index. The syn-
chronous receiver curve shows a dip around γ = 0.4 which can be explained
by the above considerations, while the maximum mean DGD tolerable by the
oversampling receiver decreases monotonically.
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Figure 2.15: Outage probability due to first-order PMD (a), and to first- and
second-order PMD (b).
Appendix A
In this Appendix we derive an accurate approximation for the pdf of the square
root of the samples of the photodetected signal.
Even though (2.10) proved to be adequate for deriving branch metrics for
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Figure 2.16: OSNR penalty at BER = 10−12 as a function of chromatic dis-
persion index. Both upper and lower bounds are reported for MLSD.
the VA, it is not adequate for performance evaluation. Indeed, as it can be
seen from Fig. 2.2, it can quite accurately predict the correct threshold, but
would give a BER smaller than about two orders of magnitude with respect
to the true value. However, we can use the functional form (2.10) to fit the
actual pdf of the sample zk with very high accuracy as
pzk(z) '
ck√
4piNkz
(
z
sk
) 2νk−1
4
exp
(
−
(√
z −√sk
)2
Nk
)
(A.1)
where Nk and νk are as in (2.31) and (2.32), and ck is the normalization
constant
ck =
2
√
pi (sk/Nk)(2νk−1)/4 esk/Nk
Υ(1, 1) + 2
√
sk
Nk
Υ(3, 3)
, (A.2)
having defined
Υ(n,m)
4
= Γ
(
2νk + n
4
)
1F1
(
2νk + n
4
;
m
2
;
sk
Nk
)
, (A.3)
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Figure 2.17: Euclidean distance between correct and corresponding wrong
patterns on the trellis diagram vs sampling time.
and 1F1 being the confluent hypergeometric function [48]. Using the following
approximation (less accurate for x ≈ 1, but still valid)
1F1(a; b;x) ' Γ(b)Γ(a) x
a−bex
(
1 +
(a− b)(a− 1)
x
)
, x > 1, (A.4)
it can be seen that ck depends on the ratio sk/Nk in a quite simple manner,
as
ck ' sk/Nk
sk/Nk + (2νk − 1)(2νk − 3)/16 , (A.5)
and its value is next to 1 for sk/Nk > 3÷ 4 when νk < 3.
From (A.1) it turns out that the pdf of yk =
√
zk can be approximated as
pyk(y) = 2
√
z pz(z) ' ck√
piNk
(
y√
sk
)νk− 12
e−(y−
√
sk)
2/Nk , y ≥ 0, (A.6)
whose tails (only the right-hand one for small sk/Nk values) are Gaussian.
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Figure 2.18: Maximum mean DGD giving outage probability less than 10−6
vs chromatic dispersion index. First- and second-order PMD is considered.
The mean value of yk turns out to be
ηyk '
√
Nk
Υ(3, 1) + 2
√
sk
Nk
Υ(5, 3)
Υ(1, 1) + 2
√
sk
Nk
Υ(3, 3)
' √sk sk/Nk + (4ν
2
k − 1)/16
sk/Nk + (2νk − 1)(2νk − 3)/16 , (A.7)
such that (A.6) can be approximated as
pyk(y) '
1√
piNk
exp
(
−(y − ηyk)
2
Nk
)
. (A.8)
We point out again that, for sk/Nk  1, (A.8) is a good approximation only
for the right-hand tail of (A.6), but this is suitable to our purposes.
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Appendix B
In this Appendix we derive an accurate approximation for the correlation
coefficient of the square root of the samples of the phodetected signal.
Writing signal and noise on the two reference polarizations in the optical
domain in terms of their real (in phase) and imaginary (quadrature) compo-
nents
si(t) = si1(t) + jsi2(t)
ni(t) = ni1(t) + jni2(t)
i = 1, 2 (B.1)
and letting
xij(t)
.= sij(t) + nij(t) i, j = 1, 2 (B.2)
the photodetector output in (2.1) can be written as
z(t) = x211(t) + x
2
12(t) + x
2
21(t) + x
2
22(t).
The r.v. xij(t) is Gaussian with mean sij(t) and variance σ2 = N0Bo/2,
and the r.v.’s xij(t1) and xij(t2) are jointly Gaussian, with joint pdf
pxij (x, y) =
exp
{
− (x−ηij1)2−2ρ(x−ηij1)(y−ηij2)+(y−ηij2)2
2(1−ρ2)σ2
}
2piσ2
√
1− ρ2 (B.3)
where ηijk = sij(tk), and ρ = R(t1 − t2)/R(0) is their correlation coefficient,
being R(τ) = F−1 {|Ho(ω)|2}.
Our aim is to evaluate the correlation coefficient ρz of
√
z(t1) and
√
z(t2)
ρz =
E{√z(t1)z(t2)} − E{√z(t1)}E{√z(t2)}
σ√z1σ√z2
, (B.4)
where σ√zi is the standard deviation of
√
z(ti). As it turns out to be a quite
involved task, we resort to an approximate evaluation. Observing that
1
2
4∑
k=1
|ak| ≤
√√√√ 4∑
k=1
a2k ≤
4∑
k=1
|ak| , (B.5)
and letting
y(t) .= |x11(t)|+ |x12(t)|+ |x21(t)|+ |x22(t)|, (B.6)
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we have that √
z(ti) = κi y(ti), (B.7)
where 1/2 ≤ κi ≤ 1. Under the hypothesis that the r.v.’s κi, i = 1, 2, are
independent of each other and of y(ti), we see that ρz is equal to the correlation
coefficient ρy of y(t1) and y(t2), and even if this hypothesis does not hold, it
is apparent that ρz is close to ρy. Hence, instead of (B.4), we will evaluate
ρy =
E{y(t1)y(t2)} − E{y(t1)}E{y(t2)}
σy1σy2
, (B.8)
assuming that ρz ' ρy.
As, for ij 6= k`, xij(t) and xk`(t) are independent,
E{y(t1)y(t2)} − E{y(t1)}E{y(t2)} = (B.9)∑
ij
[E{|xij(t1)xij(t2)|} − E{|xij(t1)|}E{|xij(t2)|}] ,
and, while E{|xij(tk)|} is straightforward to evaluate
E{|xij(tk)|} = ηijk erf
(
ηijk√
2σ
)
+
√
2
pi
σ exp
(
−η
2
ijk
2σ2
)
, (B.10)
the evaluation of E{|xij(t1)xij(t2)|} requires some more work. Letting, for
reasons to be soon explained,
η1
.=
{
ηij1 if |ηij1| < |ηij2|
ηij2 otherwise
(B.11)
and
η2
.=
{
ηij2 if |ηij1| < |ηij2|
ηij1 otherwise
(B.12)
it can be shown that
E{|xij(t1)xij(t2)|} =
∫∫ ∞
−∞
|xy| pxij (x, y) dxdy =
∫ ∞
−∞
|x| f(x) dx (B.13)
where
f(x) =
√
1− ρ2
pi
exp
(
−(x− η1)
2
2σ2
){
exp
[−g2(x)]+√pi g(x) erf [g(x)]} ,
(B.14)
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and
g(x) =
ρ(x− η1) + η2
σ
√
2(1− ρ2) . (B.15)
Notice that, due to (B.3), the result of the integral in (B.13) remains un-
changed if we swap ηij1 and ηij2, and we exploited this fact in (B.11) and
(B.12) because the function f(x) can be approximated as f(x) ' |fa(x)|,
where
fa(x) =
ρ(x− η1) + η2√
2pi σ
exp
(
−(x− η1)
2
2σ2
)
, (B.16)
with an accuracy increasing with the ratio |η2|/σ. Letting now
ξ
.= η1 − η2/ρ (B.17)
we have∫ ∞
−∞
|x| f(x) dx '
∫ ∞
−∞
|x fa(x)| dx =
∫ ∞
−∞
x fa(x) dx− 2 sgn(ξ)
∫ ξ
0
x fa(x) dx.
(B.18)
The first integral in the last equation in (B.18) gives∫ ∞
−∞
x fa(x) dx = ρσ2 + η1η2, (B.19)
while the second one gives∫ ξ
0
x fa(x) dx =
1
2
(
ρ σ2 + η1 η2
) [
erf
(
η1√
2σ
)
− erf
(
η2√
2 ρ σ
)]
+
σ√
2pi
[
η2 exp
(
− η
2
1
2σ2
)
− ρ η1 exp
(
− η
2
2
2ρ2σ2
)]
.
When both ηij1 and ηij2 are of the same order or smaller than σ, (B.18) loses
accuracy and we must add a correction term to it. Using the approximation
f(x)− |fa(x)| ' fe(x), where
fe(x) =
√
1−ρ2
pi
exp
(
−(x−η1)
2
2σ2
−√pi |g(x)| − pi−2
2
g2(x)
)
,
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the correction term to be added to (B.18) is approximated with great accuracy
by∫ ∞
−∞
|x| fe(x) dx = ε(ξ)
{
2e−υ
2
1(ξ) − e−υ22(ξ) (B.20)
+
√
pi υ1(ξ) [2 erf υ1(ξ)− erf υ2(ξ)− sgn ξ]
}
+ ε(−ξ)
{
eυ
2
2(−ξ)+
√
pi υ1(−ξ) [erf υ2(−ξ)+ sgn ξ]
}
,
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Figure 2.19: pdf of the r.v. x in (2.33) when (a) a = {1, 1, 1, 0, 1, 1, 1, 0} and
aˆ = {1, 1, 1, 1, 1, 1, 1, 0}, or (b) sequences a and aˆ are exchanged. Samples are
spaced by T/2 and Eb/N0 = 20 dB.
ξ being as in (B.17) and
ε(ξ) =
r2σ2
√
1−ρ2
pi
exp
(
−η2µ(ξ)
σ2
+
(pi−2)η22 + piρ2σ2
2σ2 [2−(4−pi)ρ2]
)
, (B.21)
υ1(ξ) =
η1 − ρµ(ξ)√
2 r σ
, (B.22)
υ2(ξ) =
η2 − ρ2µ(ξ)√
2 ρ r σ
, (B.23)
r =
√
2(1− ρ2)
2− (4− pi)ρ2 , (B.24)
µ(ξ) =
(pi − 2)η2 − sgn(ξ)σ
√
2pi(1− ρ2)
2− (4− pi)ρ2 . (B.25)
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Notice that, when η1 and η2 are chosen as in (B.11) and (B.12), the correction
term (B.20) can always be safely added to (B.18), otherwise it could cause an
accuracy loss if either |ηij1| or |ηij2| are greater than σ.
The last ingredients we need for evaluating ρy are σy1 and σy2 , but they
pose no problems. Indeed, the second order moment of |xij(tk)| is the same
as that of xij(tk), i.e., σ2 + η2ijk, and, taking into account (B.10), we have
σ2yk = 4σ
2 +
∑
ij
η2ijk −
∑
ij
[
ηijk erf
(
ηijk√
2σ
)
+
√
2
pi
σ exp
(
−η
2
ijk
2σ2
)]2
.
In order to check our hypotheses, we evaluated by the multicanonical
Monte Carlo (MMC) technique [53] the pdf of the r.v. x in (2.33) and com-
pared it with a Gaussian pdf whose mean and variance are as in (2.34) and
(2.35), respectively. In Fig. 2.19(a) we report the results obtained by over-
sampling when the correct sequence is taken as a = {1, 1, 1, 0, 1, 1, 1, 0} and
the wrong sequence as aˆ = {1, 1, 1, 1, 1, 1, 1, 0}, and in Fig. 2.19(b) the same
quantity but with the role of the two previous sequences interchanged. The
threshold xth = (1/2)
∑
k(sk − sˆk) giving the PEP P (a→ aˆ) = P (x < xth) is
also shown.

Chapter 3
Multilevel modulations with
the interferometric front end
Multilevel signaling formats based on amplitude modulations have been in-
vestigated in [54] and, more recently, other schemes, still based on multilevel
modulations, have been proposed or have been brought back to the attention
of the scientific community. In particular, we are referring to systems using
differentially encoded quaternary phase-shift keying (QPSK) signals demod-
ulated by an interferometric IM/DD receiver, recently proposed in [55] (see
also [10] and references therein) and extended to higher-order modulations
in [56, 57], or to systems using combined amplitude-phase modulations de-
modulated by coherent techniques [2, 58]. In both cases, the use of multilevel
modulations allows to reduce, for a given bit rate, the signaling rate, thus
reducing the impact of GVD and PMD. In addition, the use of a different and
more sophisticated (with respect to a simple photodetector) front end gives
hope that with a proper electronic processing the impact of PMD and GVD
can be completely mitigated. If this is certainly true when synchronous co-
herent techniques are employed [2, 58], in the case of interferometric IM/DD
receivers some attempts to devise a more effective electronic processing are
described in [59–61] where, by resorting to multi-symbol differential detection
methods, commonly adopted in wireless communications [62–64], the authors
try to improve the performance over the conventional symbol-by-symbol re-
ceiver.
In this chapter, the use of high-order modulations with interferometric
front end in optical transmission systems is discussed. First of all, without
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constraints on the receiver front end, we identify the optimal processing to be
performed on the received signal from a theoretical point of view, showing that
this optimal processing is able to perfectly compensate for PMD and GVD.
The implementation aspects are then discussed. The results represent an evo-
lution of those in [65,66] which in turn evolve from the multi-symbol differential
schemes in [62–64] (see [65] for a comprehensive discussion and performance
comparison among these receivers). The state-complexity reduction of the
VA is then described along with other side (although very important) aspects
such as the channel estimation and the generalization to different channel en-
coders. The possibility of employing the described detection schemes in the
case of transmit polarization diversity (often referred to as polarization multi-
plexing), hence further reducing the signaling rate for a given bit rate, will be
also discussed. Regarding the receiver front end, it will be shown that we can
employ a (slightly modified) interferometric IM/DD front end. Although the
proposed receiver allow for a perfect compensation of the dispersion effects
when its complexity (in particular on the number of the VA trellis states) is
not constrained, in the numerical results we have also considered the effect of a
limited receiver complexity on the system performance. The results presented
in this chapter have been published in [67].
3.1 System model
In the considered system, a sequence c = (c0, c1, . . . , cK−1)T of K complex
symbols belonging to an M -ary complex alphabet C is obtained, through a
proper differential encoding rule [68], from a sequence a = (a1, . . . , aK−1)T
of K − 1 complex symbols belonging to the same alphabet.1 Without loss of
generality, in the numerical results we will consider classical phase-shift keying
(PSK) signals, for which the standard differential encoding rule is employed,
and square quadrature amplitude modulations (QAMs) for which quadrant
differential encoding is adopted [68] (see also [65, Section V-A] for a concise
description). However, our derivations can be also applied to other alphabets,
for example amplitude- and phase shift keying (APSK) modulations, whose
signal constellations are composed of more concentric rings of PSK points.
We consider the receiver as composed of an analog part, the opto-electronic
(O/E) front end, devoted to signal demodulation and conversion from the op-
1In the following, (·)T denotes transpose, (·)H transpose conjugate, and (·)∗ complex
conjugate.
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tical to the electrical domain, and a digital part devoted to electronic process-
ing. The O/E front end may be based on interferometric IM/DD or coherent
techniques, as explained later in Chapt. 4. The transfer function of the fiber
channel accounting for GVD and PMD is described in Chapt. 1.
The low-pass equivalent of the signal at the receiver is denoted by
x(t) = [x(t), x(t)]T ,
being x1(t) and x2(t) the received signal components on the above mentioned
orthogonal SOPs. We can express each component of x(t) as
xi(t) = si(t, c)ejθi(t) + wi(t), i = 1, 2 (3.1)
where si(t, c) is the useful signal, distorted by GVD and PMD, and θi(t) is
a time-varying phase uncertainty accounting for the laser phase noise and for
the uncertainties due to channel propagation. Although the source of phase
noise is the same for both components, in general θ1(t) and θ2(t) differ for
an unknown phase shift, that we may assume uniformly distributed in the
interval [0, 2pi). The useful signal components can be expressed as
si(t, c) =
K−1∑
k=0
ckpi(t− kT ), i = 1, 2 (3.2)
where pi(t) is the received pulse on the i-th signal component and T the sym-
bol interval. Without loss of generality, we may assume that the pulse pi(t)
has its support in the interval [0, (Li + 1)T ), where Li is a suitable integer,
and we will denote L = maxi=1,2{Li}. When L ≥ 1, ISI arises. Although
in general the ISI causes a performance degradation [25], this is not the case
of GVD and PMD. In fact, since the fiber Jones transfer matrix Hf (ω) is
unitary, it is Hf (ω)HHf (ω) = Hf (ω)H
−1
f (ω) = I. Hence, the linear distor-
tions introduced by a dispersive fiber, regarded as a two-input/two-output
system, can be considered as the two-dimensional extension of what in a sin-
gle input/single output system we call a “phase distortion”. This means that
an ideal receiver could, in principle, estimate Hf (ω) and filter the received
signal with H−1f (f) = H
H
f (f), thus perfectly compensating the distortions in-
troduced by the channel, without modifying the noise statistics. Hence, the
performance in the absence of distortions (the back-to-back case) could be
attained. However, although the channel estimate is in general feasible, since
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GVD is a static phenomenon and PMD is slowly-varying, the implementa-
tion of the inverse filter2 poses some complexity issues. In addition, when the
phase noise is rapidly-varying, its estimate is not so trivial. In order to cir-
cumvent these problems, in the next sections we show an equivalent electronic
processing and discuss its implementation aspects.
3.2 Optimal receiver processing
Not considering for now the implementation aspects of the receiver front end, a
possible way of extracting sufficient statistics from the received signal x(t) is by
means of proper analog prefiltering and sampling at the Nyquist rate [41]. In
the following, we will assume that η samples per symbol interval are extracted
from the signal. This number of samples depends on the bandwidth of the
received useful signal. As an example, when its low-pass equivalent has a
bandwidth Bs ≤ 1/2T , η = 1 is sufficient, when 1/2T < Bs ≤ 1/T , η = 2 is
sufficient, and so on. Without loss of generality, we assume that the analog
prefilter has no effect on the useful signal and that its low-pass equivalent has
a vestigial symmetry around η/2T [41]. This latter condition ensures that the
noise samples are independent and identically distributed complex Gaussian
random variables with mean zero and variance σ2 = N0η/T [41]. Denoting
by x′(t) = [x′1(t), x′2(t)]T and w′(t) = [w′1(t), w′2(t)]T the received signal and
noise after the analog prefilter, we define (i = 1, 2, k = 0, 1, . . . ,K − 1, n =
0, 1, . . . , η − 1)
xi,kη+n
4
= x′i(kT + nTc)
si,kη+n(c)
4
= si(kT + nTc, c)
θi,kη+n
4
= θi(kT + nTc)
wi,kη+n
4
= w′i(kT + nTc) (3.3)
2The inverse filter can be approximated by an optical compensator (e.g., see [69] and
references therein).
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where Tc = T/η is the sampling interval. Due to the limited support of the
pulse pi(t), it is si,kη+n(c) = si,kη+n(ckk−Li).
3 From (3.1) and (3.2), we have
xi,kη+n = si,kη+n(ckk−Li)e
jθi,kη+n + wi,kη+n
=
Li∑
`=0
ck−`pi(`T + nTc)ejθi,kη+n + wi,kη+n . (3.4)
Let us define pi,n = [pi(nTc), pi(T + nTc), . . . , pi(LiT + nTc)]T , i = 1, 2, n =
0, 1, . . . , η − 1. Assuming for the moment that the phase noise is constant
during the whole transmission, i.e., θi(t) = θi, with θi modeled as a random
variable uniformly distributed in the interval [0, 2pi), and that vectors pi,n are
perfectly known to the receiver, the sequence cˆ, detected according to the
MLSD strategy, can be expressed as
cˆ = argmax
c
Λ(c) (3.5)
where the sequence metric Λ(c) has expression
Λ(c) =
2∑
i=1
[∣∣∣∣∣
K−1∑
k=0
η−1∑
n=0
xi,kη+ns
∗
i,kη+n(c
k
k−Li)
∣∣∣∣∣− 12
K−1∑
k=0
η−1∑
n=0
|si,kη+n(ckk−Li)|2
]
.
(3.6)
This strategy is an extension of that in [65, eqn. (18)] to the case of multiple
samples per symbol interval and of two received signals which, conditionally to
the sequence c, are independent. In addition, the approximation ln I0(x) ' x,
where I0(x) is the zero-th order modified Bessel function of the first kind,
has been used and the terms irrelevant for the detection process have been
discarded.
As demonstrated by means of information theory arguments [70–72], the
strategy (3.5)–(3.6) attains the same performance of the ideal receiver which
perfectly knows the channel phases θi in addition to vectors pi,n. Hence,
this receiver as well is insensitive to phase distortions as PMD and GVD.
Unfortunately, there are a few problems related to the implementation of the
strategy (3.5)–(3.6). By means of the same manipulations described in [65],
3In the following, given two integers k1 and k2 > k1, we define c
k2
k1
.
= (ck1 , ck1+1, . . . , ck2)
T .
Obviously, c = cK−10 .
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the sequence metric Λ(c) can be equivalently computed as
Λ(c) =
K−1∑
k=0
∆k(ck0) (3.7)
where
∆k(ck0) =
2∑
i=1
[∣∣∣∣∣
η−1∑
n=0
xi,kη+ns
∗
i,kη+n(c
k
k−Li) + qi,k−1(c
k−1
0 )
∣∣∣∣∣
−
∣∣∣qi,k−1(ck−10 )∣∣∣− 12
η−1∑
n=0
∣∣∣si,kη+n(ckk−Li)∣∣∣2
]
(3.8)
and
qi,k−1(ck−10 ) =
k−1∑
m=0
η−1∑
n=0
xi,mη+ns
∗
i,mη+n(c
m
m−Li) . (3.9)
The difficulty inherent in the incremental metric (3.8) is its unlimited memory.
In fact, ∆k(ck0) depends on the entire previous code sequence [65]. This implies
that the maximization of the sequence metric cannot be implemented by means
of the VA working on a properly defined trellis diagram [34].
Other problems must be also considered. Indeed, in order to obtain the
MLSD strategy (3.5)–(3.6), constant channel phases θi and perfectly known
vectors pi,n have been assumed. These problems will be faced in the next
section.
3.3 Practical implementation
3.3.1 Rectangular window
A possible solution for the above mentioned problem of unlimited memory
of the incremental metric ∆k(ck0) in (3.8) is suggested in [65], where it is
proposed to truncate qi,k−1(ck−10 ) by using a rectangular window. In other
words, qi,k−1(ck−10 ) in (3.9) is substituted by
q
(N)
i,k−1(c
k−1
k−N−Li) =
k−1∑
m=k−N
η−1∑
n=0
xi,mη+ns
∗
i,mη+n(c
m
m−Li) . (3.10)
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The design integer parameter N is called implicit phase memory [65]. The
resulting sequence metric can be approximated as
Λ(c) '
K−1∑
k=0
λ
(N)
k (c
k
k−N−L) (3.11)
with
λ
(N)
k (c
k
k−N−L) =
2∑
i=1
[∣∣∣∣∣
η−1∑
n=0
xi,kη+ns
∗
i,kη+n(c
k
k−Li) + q
(N)
i,k−1(c
k−1
k−N−Li)
∣∣∣∣∣
−
∣∣∣q(N)i,k−1(ck−1k−N−Li)∣∣∣− 12
η−1∑
n=0
∣∣∣si,kη+n(ckk−Li)∣∣∣2
]
. (3.12)
In this case, the maximization of the approximated sequence metric (3.11) can
be performed by means of the VA and λ(N)k (c
k
k−N−L) assumes the meaning of
branch metric on a trellis diagram whose state is defined as µ(N)k = c
k−1
k−N−L.
Hence, the number of states depends exponentially on L+N . However, tech-
niques for state-complexity reduction, such as those described in Section 3.3.3,
can be used in order to limit the number of states without excessively reducing
the value of N .
In the case of constant channel phases θi, although in principle the per-
formance of the optimal detection strategy (3.5)–(3.6) is obtained only when
N → ∞ [73], it is sufficient to use small values of N (a few units) to obtain
a performance very close to the optimal one [65]. On the other hand, this
new algorithm requires approximately constant channel phases θi in a window
of N symbol intervals only [65]. Hence, it can be used when the channel phases
are time-varying—the smaller the value of N , the greater the robustness to
the phase noise. Finally, from (3.12) notice that, although more samples per
symbol interval are used as a sufficient statistic, the VA works at the symbol
rate.
3.3.2 Exponential window
Instead of a rectangular window, in [66] an exponentially decaying window is
employed. In particular, a trellis state µk = ck−1k−L is defined and qi,k−1(c
k−1
0 )
in (3.9) is substituted by a complex quantity q(α)i,k−1(µk) estimated based on
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per-survivor processing [74] and computed recursively as
q
(α)
i,k−1(µk) = αq
(α)
i,k−2(µk−1) +
η−1∑
n=0
xi,(k−1)η+ns∗i,(k−1)η+n(c
k−1
k−1−Li) (3.13)
where 0 ≤ α ≤ 1 is a forgetting factor. Therefore, the resulting sequence
metric is
Λ(c) '
K−1∑
k=0
λ
(α)
k (ck, µk) (3.14)
with
λ
(α)
k (ck, µk) = λ
(α)
k (c
k
k−L) =
2∑
i=1
[∣∣∣∣∣
η−1∑
n=0
xi,kη+ns
∗
i,kη+n(c
k
k−Li) + q
(α)
i,k−1(µk)
∣∣∣∣∣
−
∣∣∣q(α)i,k−1(µk)∣∣∣− 12
η−1∑
n=0
∣∣∣si,kη+n(ckk−Li)∣∣∣2
]
(3.15)
and its maximization is performed by means of the VA working at a symbol
rate. When the channel phases are constant, for α → 1 the performance of
this algorithm tends to that of the optimal one [66], hence ensuring in this
case no performance degradation due to PMD and GVD, too. In addition,
this algorithm also works well in the presence of a time-varying phase noise,
although it is less robust than that described in Section 3.3.1. To this purpose,
the value of α must be optimized for the phase noise at hand. Since for the
phase noise of the commonly used lasers the robustness of this algorithm is
sufficient, in the numerical results we will only consider it.
We would like to point out a different equivalent expression for the branch
metric (3.15). To illustrate the main idea, we limit ourself to the case η = 2
that will be considered in the numerical results. The branch metric (3.15) can
be expressed as
λ
(α)
k (ck, µk) =
2∑
i=1
{
1
|xi,2k|
[∣∣∣x∗i,2kxi,2k+1s∗i,2k+1(ckk−Li)∣∣∣
+|xi,2k|2s∗i,2k(ckk−Li) + x∗i,2kq
(α)
i,k−1(µk)−
∣∣∣x∗i,2kq(α)i,k−1(µk)∣∣∣]
−1
2
∣∣∣si,2k+1(ckk−Li)∣∣∣2 − 12 ∣∣∣si,2k(ckk−Li)∣∣∣2
}
(3.16)
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with
q
(α)
i,k−1(µk) = αq
(α)
i,k−2(µk−1) + xi,2k−1s
∗
i,2k−1(c
k−1
k−1−Li)
+xi,2k−2s∗i,2k−2(c
k−1
k−1−Li) .
Defining now
zi,`
.= xi,`x∗i,`−1 (3.17)
and taking into account that
xi,`x
∗
i,`−2 =
zi,`zi,`−1
|xi,`−1|2 (3.18)
we can express
λ
(α)
k (c
k
k−L) =
2∑
i=1
{
1
|xi,2k|
[∣∣∣zi,2k+1s∗i,2k+1(ckk−Li)
+|xi,2k|2s∗i,2k(ckk−Li) + g
(α)
i,k−1(µk)
∣∣∣− ∣∣∣g(α)i,k−1(µk)∣∣∣]
−1
2
∣∣∣si,2k+1(ckk−Li)∣∣∣2 − 12 ∣∣∣si,2k(ckk−Li)∣∣∣2
}
. (3.19)
where g(α)i,k−1(µk)
.= x∗i,2kq
(α)
i,k−1(µk) can be computed recursively as
g
(α)
i,k−1(µk) = αg
(α)
i,k−2(µk−1)
z∗i,2kz
∗
i,2k−1
|xi,2k−1|2|xi,2k−2|2 + z
∗
i,2ks
∗
i,2k−1(c
k−1
k−1−Li)
+
z∗i,2kz
∗
i,2k−1
|xi,2k−1|2 s
∗
i,2k−2(c
k−1
k−1−Li) (3.20)
In other words, the branch metric can be equivalently computed by using
samples {zi,kη+n} and {|xi,kη+n|} instead of samples {xi,kη+n}. This equiva-
lent expression will be exploited in the receiver implementation described in
Section 3.4. Similar considerations hold for the branch metric (3.12), in this
case as well the branch metric can be expressed as a function of {zi,kη+n} and
{|xi,kη+n|}.
3.3.3 Complexity reduction
The state-complexity of the detection schemes described in Sections 3.3.1 and
3.3.2 can be limited by employing the well-known RSSD technique [49,75,76].
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Following this technique, a reduced number of symbols is considered in the
trellis state definition, hence reducing the number of trellis states. More com-
plex techniques based on set partitioning may also be employed [49,75,76]. In
order to compute the branch metrics (3.12), (3.15), or (3.19) in the reduced
trellis, the necessary symbols not included or not completely specified in the
state definition may be found in the survivor history. We note that, in the
limiting case of a degenerate trellis diagram with only one state, symbol-by-
symbol detection with decision feedback is performed. By using the RSSD
technique, the number of states becomes a degree of freedom to trade per-
formance against complexity. As we will see in the numerical results, when
the number of trellis states is lower than ML, a performance loss must be
expected.
3.3.4 Channel estimation
The algorithms described in Sections 3.3.1 and 3.3.2 require the knowledge
of vectors pi,n up to a constant phase term. For this estimation problem,
conventional LMS and recursive least-squares (RLS) algorithms [25] cannot be
employed [77]. However, the noncoherent LMS and RLS techniques proposed
in [77] can be straightforwardly extended to this case of two conditionally
independent received signals and multiple samples per symbol intervals. In
addition, they prove to be very robust against phase variations.
Denoting by pˆ(k)i,n the estimate of vector pi,n at the k-th symbol interval
and assuming, although not necessary since the PMD is a slowly-varying phe-
nomenon, that this estimate is updated at each symbol interval, we now extend
the update rule for the noncoherent LMS in [77] to our case. Without taking
into account the decision delay of the VA, the channel estimate is updated as
pˆ(k+1)i,n = pˆ
(k)
i,n + δ
 q(·)i,k
|q(·)i,k|
x∗i,kη+n − s∗i,kη+n(cˆkk−Li)
 cˆkk−Li (3.21)
where δ is the adaptation step-size and q(·)i,k can be either q
(N)
i,k in (3.10) or
q
(α)
i,k in (3.13). Since the VA provides decisions with a delay 3L ÷ 5L, for
rapidly-varying channels tentative decisions [25] or per-survivor processing [74]
are usually adopted. However, in this case of a slowly-varying channel, the
more reliable VA final decisions can be used without affecting the receiver
performance.
3.3. Practical implementation 69
It is worth mentioning that the recursive relation (3.21) to update the
channel coefficients can be also equivalently expressed as a function of samples
{zi,kη+n} and {|xi,kη+n|}. As an example, in the case η = 2 we can express
pˆ(k+1)i,0 = pˆ
(k)
i,0 + δ
 g(·)i,k
|g(·)i,k|
zi,2k+2zi,2k+1
|xi,2k+2||xi,2k+1|2 − s
∗
i,2k(cˆ
k
k−Li)
 cˆkk−Li
pˆ(k+1)i,1 = pˆ
(k)
i,1 + δ
 g(·)i,k
|g(·)i,k|
zi,2k+2
|xi,2k+2| − s
∗
i,2k+1(cˆ
k
k−Li)
 cˆkk−Li . (3.22)
3.3.5 Application to different channel encoders
The receivers proposed in [65, 66] represent a generalization, to larger obser-
vation windows and to modulation formats other than M -ary PSK, of the
classical differential receiver [25]. In addition, these receivers can be adopted
to decode not only differentially encoded symbols but also more powerful chan-
nel coding schemes provided that they are noncoherently non-catastrophic or
known symbols are inserted to remove the phase ambiguities [65]. The VA
branch metric in this case remains unchanged.
The same branch metric can be used for the algorithm by BCJR [51],
implementing the MAP symbol detection strategy and employed as a compo-
nent decoder in iterative decoding schemes for turbo codes [78], and also for
message-passing algorithms used to decode low-density parity-check codes [79].
3.3.6 Polarization multiplexing (or transmit polarization di-
versity)
The receivers described so far process independently the signals on two or-
thogonal SOPs before the VA. The VA branch metric is then computed as a
sum of two independent contributions, one for each SOP. In other words, po-
larization diversity is adopted at the receiver end. Obviously, this corresponds
to doubling the receiver front end and we wonder whether it is possible to
use this complexity increase in a more profitable way. That is to say whether
polarization multiplexing (polMUX), or in other words transmit polarization
diversity, can be also employed at the transmitter end in order to double the
spectral efficiency while keeping the same receiver structure. The answer to
this question is affirmative. In fact, the described receiver structure can be
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adopted “as is” in the case of two independent data sequences c(1) = {c(1)k }
and c(2) = {c(2)k } transmitted on two orthogonal polarizations. A single VA
with branch metrics (3.12) or (3.15) can still be adopted, the only difference
being the fact that the signal terms appearing in the branch metrics are now
si,kη+n(c
(1)k
k−Li , c
(2)k
k−Li), i.e., they are a function of symbols of both sequences.
Hence, a supertrellis must be built taking into account both sequences. Pro-
vided that a sufficient number of trellis states is considered, the described
receiver is able to separate both signals and compensate phase distortions as
GVD and PMD with no performance loss.
3.4 Interferometric IM/DD front end
Up to now, we described the proposed electronic processing taking no interest
in the O/E front end. We will show that at least a couple of front end families
can be equivalently employed, an interferometric one that will be described
in this section, and a coherent one that will be addressed at the beginning of
next chapter.
A (slightly modified) interferometric IM/DD front end, originally proposed
in [55] for differentially encoded QPSK, can be also adopted. As already
mentioned, due to the need of performing polarization diversity, the front end
processing must be doubled. Hence, after the optical filter a polarization beam
splitter (PBS) splits the signals on two orthogonal SOPs.
Given the signal on the i-th SOP at the input of the interferometric IM/DD
front end, the samples {zi,kη+n} are obtained at the output. As a consequence,
an additional photodetector must be also employed to obtain the samples
{|xi,kη+n|2} which are necessary, along with samples {zi,kη+n}, to compute
the VA branch metric in the form (3.19). With respect to the interferometric
IM/DD front end used in the receivers for differentially encoded QPSK, the
delay is Tc and not T , whereas the phase shifts are 0 and −pi/2 instead of pi/4
and −pi/4. This is because, at the sampling time `Tc, we want to obtain the
output samples Re[zi,`] and Re[e−jpi/2zi,`] = Im[zi,`], instead of Re[ejpi/4zi,`]
and Re[e−jpi/4zi,`]. Notice that, in this case, the analog prefiltering before
sampling, mentioned in Section 3.2, must be performed in the optical domain.
Hence, more attention must be devoted to the implementation of this filter.
The overall receiver is shown in Fig. 3.1.
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Figure 3.1: Receiver using the extended balanced front end.
3.5 Numerical results
We performed standard Monte Carlo simulations to evaluate the performance
of the proposed receivers. The considered modulation formats are QPSK and
8-PSK with the standard differential encoding rule and 16-QAM with quadrant
differential encoding. Gray mapping is employed to map bits onto M -ary
symbols.
A NRZ pulse filtered through an electrical baseband Gaussian filter with
−3dB bandwidth equal to 1/T is adopted at the transmitter. At the receiver,
we use an optical 4th-order Gaussian filter with −3dB bandwidth equal to
2/T and the described modified interferometric IM/DD front end. Although
the receive filter is only an approximation of the ideal analog prefilter, we
verified that the related performance loss is less than one-tenth of dB. The
receiver works using two samples per symbol interval and is based on the
branch metrics (3.19). When employed, channel estimation is based on the
updating rules (3.22).
In Figs. 3.2-3.5 we show BER curves versus Eb/N0, Eb being the received
signal energy per information bit. In all these figures, the presence of GVD,
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Figure 3.2: Performance of the proposed algorithm for a QPSK transmission.
2nd order PMD, and phase noise is considered. As already mentioned, phase
noise can be characterized by its linewidth ∆νTb normalized to the bit rate.
In the reported BER results, the following values are considered: γ = 1.6,
ρ = 0.5, ∆τ = 3Tb, ∆τω = 0.4T 2b , qω = 0.4Tb, and ∆νTb = 0.25 · 10−3,
corresponding to ∆ν = 10 MHz for a bit rate 1/Tb = 40 Gb/s.
In Fig. 3.2, QPSK is considered. The performance of the proposed al-
gorithm is shown for a different number of trellis states. Indeed, thanks to
the RSSD technique this value can be chosen arbitrarily. Note that S = 1
means that a symbol-by-symbol receiver with decision feedback is considered.
Although the channel estimation algorithm is employed in a completely blind
manner (that is no training symbols are used in the acquisition phase), no per-
ceptible difference has been observed with respect to the case of perfect knowl-
edge of the received pulse. For this reason, in the remaining figures a perfect
knowledge of the channel is assumed. As a comparison, the performance of the
proposed algorithm in the absence of GVD and PMD (the back-to-back case)
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Figure 3.3: Performance of the proposed algorithm for an 8-PSK transmission.
and that of the conventional symbol-by-symbol receiver [55] in the absence
and in the presence of GVD and PMD are also shown. Note that in the back-
to-back case the amount of ISI is very limited. As a consequence, the proposed
receiver with S = 1 (solid circles) practically attains the optimal performance.
Also note that with respect to the conventional receiver (hollow circles), the
proposed algorithm exhibits a gain of more than 2 dB in the back-to-back
case. This is in line with the results in [65]. In addition, in the presence of
GVD and PMD, the performance of the conventional receiver rapidly degrades
whereas the proposed algorithm is able to perfectly compensate for both PMD
and GVD, provided that a sufficient number of trellis states is adopted. As
already mentioned, the proposed receiver with S = 1 is a symbol-by-symbol
receiver with decision feedback. This can be considered as the best non-linear
decision feedback equalizer we can design. Hence, in the presence of GVD and
2nd-order PMD with the described parameters, the region between the curves
with solid and hollow squares represents the “symbol-by-symbol zone”, that
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Figure 3.4: Performance of the proposed algorithm for a 16-QAM transmis-
sion.
is no matter what electronic processing is used, when we do not employ the
VA, the performance curve will fall in that zone.
Similar considerations hold for the 8-PSK and the 16-QAM formats consid-
ered in Fig. 3.3 and Fig. 3.4, respectively. In the 16-QAM case, a conventional
receiver is not defined, so no comparison is performed.
Fig. 3.5 deserves a more detailed comment. In this case, we consider a
QPSK transmission with transmit polarization diversity and we show the over-
all BER performance. As can be seen, provided that a sufficient number of
states is adopted, the performance of the back-to-back case, which coincides
with that in Fig. 3.2, can be attained. This means that the proposed receiver
is not only able to perfectly compensate PMD and GVD but is also able to
separate both signals.
To assess the robustness to GVD and PMD of the proposed schemes with
limited complexity, in Figs. 3.6(a)-(b) we show, for the QPSK modulation, the
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Figure 3.5: Performance of the proposed algorithm for a QPSK transmission
with transmit polarization diversity.
values of Eb/N0 necessary to obtain a BER of 10−4 for a different amount of
dispersion. In Fig. 3.6(a), the presence of GVD only is considered. On the
contrary, in Fig. 3.6(b) only 1st order PMD, with ρ = 0.5 and different values
of ∆τ , is present. The robustness of the conventional receiver is also shown.
The proposed receiver, even in a symbol-by-symbol configuration (S = 1) is
able to guarantee a significant performance improvement with respect to the
conventional one. In addition, by increasing the number of trellis states of the
VA, the robustness is greatly increased. It is worth mentioning the particular
behavior in the presence of 1st order PMD. In fact, it can be observed that,
when the VA trellis complexity is not sufficient to guarantee a perfect compen-
sation, the performance penalty is limited to at most 3 dB. This is due to the
following reason. The receiver with polarization diversity is able to perfectly
resolve the slow and fast PSP in the 1st-order PMD approximation. When the
number of trellis states is not sufficient to describe the ISI associated to the
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Figure 3.6: Values of Eb/N0 necessary to obtain a BER of 10−4 versus the
value of ∆τ/Tb, (a) when GVD only is present, (b) when 1st order PMD only
is present. The considered modulation format is a QPSK.
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slow PSP, this PSP is perfectly canceled out by decision feedback implicit in
the RSSD technique. Hence, half of the received signal power is canceled out,
thus producing the 3 dB loss. In general, when a different power splitting is
observed, the loss is lower, that is ρ = 0.5 is the worst case. In any case, this
asymptotic loss can be predicted by considering the amount of power canceled
out. A similar behaviour is observed in the case of a 16-QAM constellation, as
can be seen in Fig. 3.7(a), referring to the case of GVD only, and in Fig. 3.7(b)
devoted to the case of 1st order PMD only.
Finally, in Fig. 3.8, the robustness of the proposed receivers to GVD and
1st order PMD (with ρ = 0.5) is reported by showing the contour curves
corresponding to an Eb/N0 penalty of 4 dB with respect to the back-to-back
case and for a BER of 10−4 . As can be observed, the improvement with
respect to the conventional receiver is impressive. In addition, irrespective
of the number of adopted trellis states, there is a given amount of chromatic
dispersion that is always tolerated for any amount of instantaneous DGD.
This is due to the already observed property that, in the proposed receivers,
the PMD produces a loss of at most 3 dB. Moreover, the proposed receivers
show the interesting property that small values of DGD can even improve the
robustness against GVD, as it was observed for duobinary modulation in [80].
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Figure 3.7: Values of Eb/N0 necessary to obtain a BER of 10−4 versus the
value of ∆τ/Tb, (a) when GVD only is present, (b) when 1st order PMD only
is present. The considered modulation format is a 16-QAM.
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Figure 3.8: Contour curves corresponding to an Eb/N0 penalty of -4 dB for a
BER=10−4, c versus ∆τ/Tb and γ. The QPSK modulation is considered.

Chapter 4
Multilevel modulations with a
coherent front end
In recent years the research on optical communications has rediscovered the
field of coherent1 detection, that was already investigated in early nineties,
but lately abandoned when the advent of optical amplifiers [81] drove the
development and diffusion of IM/DD systems; in fact, coherent detection,
although sensitive to both the amplitude and phase of the received optical
signal [2], suffered from more demanding technology issues. Nowadays, the
need for advanced modulation formats with higher spectral efficiency makes
coherent detection a viable solution for optical systems.
The effectiveness of post-detection processing in coherent optical systems
was known since these receivers were firstly devised; in [82] it was demon-
strated how simple fractionally-spaced equalizers, in bot homodyne and het-
erodyne systems, could significantly reduce linear fiber impairments with any
modulation formats. More recently, theoretical and experimental works have
been carried out to explore the post-processing capability of improving the
1There is some confusion between the terminology used in the optical community and
that used in the context of wireless communication systems. In wireless systems, the term
“coherent” refers to the knowledge of the phase of the received signal, that is a coherent
receiver is designed assuming that the phase of the received signal is known or separately
estimated. On the contrary, a noncoherent receiver is designed assuming that the channel
phase is unknown and modeled as a random variable or a stochastic process. This termi-
nology is employed in [65, 66, 70–73, 77–79]. In optical systems, the term “ coherent” refers
to the coherence of the optical carrier whereas the terms “synchronous” or “asynchronous”
refer to a processing which assumes or not the knowledge of the channel phase.
82 Chapter 4. Multilevel modulations with a coherent front end
performance of next generation optical communication systems with coherent
detection. In particular, homodyne detection allows for simple and effective
post-detection processing [83], but the demand for a stable and accurate lo-
cal oscillator locked to the optical carrier still entails problems dealing with
the feasibility of optical PLL. In [84], experimental results on digital signal
processing (DSP) with a digital PLL demonstrate GVD compensation, un-
der the hypothesis of known channel parameters at the receiver; feedforward
carrier recovery, polarization control with algorithms tolerant to phase noise
are presented in [85, 86], whereas in [87, 88] phase diversity techniques are
experimentally validated with M -PSK; then, in [89], finite-impulse response
(FIR) filtering and carrier and phase estimation demonstrate GVD compensa-
tion and polarization multiplexing; in [90] two-dimensional fractionally-spaced
FFEs, similar to those in [82], is implemented, with closed-form expression for
tap coefficients and in-depth examination of different oversampling rates.
Our work was firstly focused on sequence detection, since the solution pro-
posed in Chapt. 3 can be adopted with a coherent front end. Though, it is not
necessary to resort to complex strategies based on the VA, in this case, be-
cause equalization techniques provides the same results with lower complexity
and simpler architectures. We investigated a fractionally-spaced feedforward
FIR structure, where the signal received by a coherent front end with polar-
ization diversity is processed by a two-dimensional filter whose purpose is to
invert the fiber Jones matrix transfer function. The tap coefficient adaptation
is based on the minimum mean square error (MMSE) criterion, implementing
a filter matched to the received pulse. In order to improve the robustness of
the receiver against phase noise, the detection strategy is derived from the
noncoherent metric of Chapt. 3, in a symbol-by-symbol version, which ex-
ploits the information brought by previous samples, providing excellent phase
noise tolerance with a simpler solution than those in [86,87]. A proper updat-
ing algorithm for the MMSE criterion is therefore presented, which permits a
faster convergence to the optimal configuration and reliable tracking of chan-
nel slow-time variations. The proposed algorithm acts practically as a PLL,
in addition resolving timing jitters. It also shows a non-negligible tolerance
to the frequency offsets between the optical carrier and the local oscillator;
nevertheless, an automatic frequency control (AFC) is to be included in the
processing unit to keep such offsets within an acceptable range.
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4.1 Coherent front end with a noncoherent metric
An alternative implementation of the front end in §3.3 is that used in coher-
ent systems based on homodyne or heterodyne techniques [2]. As illustrated
in Fig. 4.1 for the homodyne case, after a preliminary optical filtering, two
orthogonal SOPs are split through a PBS. They are then separately combined
with the optical field of a local oscillator laser (LO) in a 2× 4 90° hybrid [58]
and detected with two balanced photodetectors. In this way the two received
signals, one for each SOP, are converted in the electrical domain, in prac-
tice performing a frequency conversion. When the local-oscillator frequency
coincides with that of the received signal, homodyne detection is performed.
Otherwise, in heterodyne schemes a second frequency conversion stage in the
electrical domain is necessary [2, 58].
Since the receivers described in the previous chapter do not require the
knowledge of the channel phases θi, that is they represent two ways of perform-
ing asynchronous processing (with optimal performance), it is not necessary to
track the channel phases with an optical (in the case of homodyne detection)
or an electrical (in the case of heterodyne detection) phase-locked loop (PLL)
but only the frequency must be tracked by an automatic frequency control
(AFC), thus simplifying the receiver implementation. Regarding the analog
prefiltering before sampling, mentioned in Section 3.2, it can be performed
either in the optical or in the electrical domain, in this latter case either at
baseband or at intermediate frequency.
4.2 Receiver based on a linear processing
4.2.1 System model and receiver structure
The system model and its low-pass equivalent are shown in Fig. 4.2. In the
considered system, polarization multiplexing is employed. To this end, two
independent sequences {ai,k, k = 1, 2, . . . ,K − 1}, i = 1, 2, of K − 1 complex
symbols belonging to an M -ary complex alphabet undergo separate differen-
tial encoding [68], thus generating two sequences2{di,k, k = 0, 1, . . . ,K − 1},
i = 1, 2, of K complex symbols each, belonging to the same alphabet. For
2In Chapt. 3 the encoded sequence was denoted with symbols {ck}. It is now referred to
with {dk} because we reserve letter c to denote equalizer tap coefficients.
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Figure 4.1: Receiver using coherent homodyne detection.
conciseness, we will denote
ak = [a1,k, a2,k]T
dk = [d1,k, d2,k]T . (4.1)
Without loss of generality, in the numerical results we will consider classical
PSK signals, for which the standard differential encoding rule is employed,
and square QAMs for which quadrant differential encoding is adopted [68]
(see also [65, Section V-A] for a concise description). However, our derivations
can be also applied to other alphabets, for example amplitude- and phase shift
keying (APSK) modulations, whose signal constellations are composed of more
concentric rings of PSK points.
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Figure 4.2: (a) System model. (b) Low-pass equivalent.
These two symbol streams are launched, after linear modulation, on two
orthogonal SOPs of a single-mode fiber. We can express the low-pass equiva-
lent of the transmitted signal components as
[s1(t), s2(t)]
T =
∑
`
d`p(t− `T ) =
∑
`
P(t− `T )d` (4.2)
where T is the symbol interval, p(t) the transmitted pulse and
P(t) = p(t)I .
having denoted by I the 2× 2 identity matrix. Without loss of generality, we
suppose that p(t) ⊗ p∗(−t)|kT = δk, where δk is the Kronecker delta and ⊗
denotes “convolution”, that is we suppose that the transmitted pulse, after
its corresponding matched filter, satisfies the condition for the absence of ISI.
This ensures that in the back-to-back case, the optimal detector is symbol-by-
symbol.
The two-dimensional impulse response of the SMF is represented by the
2×2 matrix H(t) , accounting for both GVD and PMD and a possible constant
unknown phase shift due to the phase uncertainty of the transmit and receive
lasers.3 Since its entrywise Fourier transform is a unitary matrix we have
H(t)⊗HH(−t) = HH(−t)⊗H(t) = δ(t)I (4.3)
having denoted by δ(t) the Dirac delta function.4
3The phase noise will be taken into account later.
4In (4.3), the integral of a matrix A(t) is defined as a new matrix whose entries are the
integrals of the entries of the original matrix A(t).
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Figure 4.3: Receiver structure.
We consider the receiver as composed of an analog part, the opto-electronic
(O/E) front end, devoted to signal demodulation and conversion from the opti-
cal to the electrical domain, and a digital part devoted to electronic processing
(see Fig. 4.3). After a preliminary optical filtering, two orthogonal SOPs are
split through a polarization beam slitter. They are then separately combined
with the optical field of a local oscillator laser in a 2 × 4 90° hybrid [58] and
detected with two balanced photodetectors. In this way the two received sig-
nals, one for each SOP, are converted in the electrical domain, in practice
performing a frequency conversion. We suppose, since this is commonly con-
sidered feasible from a technological point of view, that the frequency offset
fD between the incoming signal and the LO laser is at most equal to the
symbol rate. This allows to use, at the receiver, a free-running LO laser with-
out resorting to a complex optical PLL delegating to the electronic processing
the task of a fine frequency recovery. In other words, an intradyne scheme is
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implemented [91].5 Hence, the received signal can be expressed as
r(t) = [r1(t), r2(t)]
T =
∑
`
Q(t− `T )d`ej2pifDt + w(t) (4.4)
where fD ≤ 1/T is the above mentioned frequency offset between the incoming
signal and the local oscillator, Q(t) is a 2× 2 matrix given by Q(t) = H(t)⊗
P(t), and w(t) = [w1(t), w2(t)]
T collects the noise signal components on the
above mentioned orthogonal SOPs.
Without loss of generality, we assume that the further processing is fully
digital. To this purpose, a possible way of extracting sufficient statistics from
the received signal r(t) is by means of sampling at the Nyquist rate [41]. In
the following, we will assume that η samples per symbol interval are extracted
from the signal, that is the sampling interval is Tc = T/η. This number of
samples depends on the bandwidth of the received useful signal and the value
of fD. We assume that the optical filter has no effect on the useful signal and
that its low-pass equivalent has a vestigial symmetry around η/2T [41]. This
latter condition ensures that the noise samples are independent and identically
distributed complex Gaussian random variables with mean zero and variance
σ2 = N0η/T [41]. The samples of r(t) at discrete-time instants `Tc = kT +
nTc = (kη + n)Tc, k = 0, 1, . . . ,K − 1, n = 0, 1, . . . , η − 1, will be denoted as
r` = r(`Tc) = [r1,`, r2,`]
T .
The fine frequency recovery is then performed by means of an electrical
AFC loop which performs closed-loop frequency estimation and compensation
assuming that neither data nor clock information is available. The samples at
its output will be denoted as x` = [x1,`, x2,`]
T . As will be demonstrated in the
next section, an adaptive two-dimensional fractionally-spaced FFE of sufficient
length is then able to perfectly compensate for GVD and PMD, thus allowing a
simple classical symbol-by-symbol detection. In the presence of phase noise, a
more robust symbol-by-symbol detection strategy with decision-feedback will
be also described.
5An equivalent heterodyne scheme may be also conceived. In this case, the LO laser will
perform the conversion from the optical to the electrical domain at an intermediate frequency
(IF). A further LO in the electrical domain is then necessary. The frequency discriminator
described later can still be adopted, provided that the frequency offset between the incoming
signal converted to IF and the electrical LO is at most equal to the symbol rate.
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4.2.2 Adaptive two-dimensional fractionally-spaced FFE
The adaptive two-dimensional fractionally-spaced FFE will be now described,
deferring the discussion on the frequency estimation and compensation to
Section 4.2.5. The reason is that the algorithm for frequency estimation will
be chosen according to the robustness requirements of the detection blocks
following it. In the hypothesis that the AFC block perfectly compensates the
frequency offset fD, the samples xkη+n can be expressed as
xkη+n =
∑
`
Qη(k−`)+nd` + wkη+n =
Ls−1∑
`=0
Q`η+ndk−` + wkη+n (4.5)
having assumed that Q` = Q(`Tc) has a length of L samples or equiva-
lently that Q(t) has a length of Ls = dL/ηe symbols. Samples wkη+n af-
ter the frequency compensation are statistically equivalent to the samples of
w(t) in (4.4). Hence, the two components w1,kη+n and w2,kη+n of wkη+n
are independent and identically distributed complex Gaussian random vari-
ables each with mean zero and variance σ2 = N0η/T , i.e., E{|w1,kη+n|2} =
E{|w2,kη+n|2} = σ2 = N0η/T . Let us now suppose to filter the discrete two-
dimensional signal xkη+n with a two-dimensional filter with impulse response
C`, ` = −Lc + 1, . . . ,−1, 0.6 The output of this fractionally-spaced FFE is
ykη+n =
0∑
`=−(Lc−1)
C`xkη+n−` . (4.6)
Assuming now that we know Q`, since from (4.3) it is
QH−` ⊗Q` = δ`I (4.7)
it is sufficient to choose Lc = L and C` = QH−` and the FFE output at symbol
time will be
ykη = dk + w
′
kη (4.8)
where w
′
kη is statistically equivalent to wkη since the FFE channel impulse
response satisfy the condition (4.7) and hence it does not colour the noise.
Hence, a symbol-by-symbol detector on each symbol stream is sufficient in this
6Without loss of generality, this FIR filter is supposed to be anticausal. In this way, we
can avoid to consider the delay of L−1 samples at its output, thus simplifying the notation.
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Figure 4.4: FFE structure.
case to obtain a decision on the transmitted symbols. This is not surprising,
since we are implementing a two-dimensional matched filter and the discrete-
time channel impulse response Q(t) satisfy the condition for the absence of
ISI (see (4.7)). We can also state that in the back-to-back case, by filtering
each of the two components of xkη+n with a filter matched to p(t), we would
obtain an output statistically equivalent to ykη. Hence, the described receiver
structure is able to attain a perfect compensation of GVD and PMD, provided
that the AFC is able to estimate and compensate the frequency offset and a
perfect knowledge of Q` is available. Notice that this FFE also performs the
phase compensation which is implicit in the knowledge of the channel impulse
response Q`. Hence, an explicit phase estimation is not necessary. The FFE
structure is shown in Fig. 4.4 where [C`]k,n denotes the (k, n) entry of C`.
In a practical implementation, the channel must be estimated, or in other
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words, an adaptive FFE is necessary. This can be done in a decision-directed
(DD) fashion with the algorithm described in Section 4.2.3. However, it must
be noticed that when a DD algorithm is employed the channel will be estimated
except for a couple of ambiguities. The first one affects each signal component
and is related to the rotation symmetry angle φ of the employed alphabet.
As an example, φ = pi/2 for QPSK and QAM alphabets. The second kind
of ambiguity is related to a possible exchange of the transmitted streams. In
other words, in the case of a DD channel estimation the FFE output at symbol
time will be
ykη = Rdk + w
′
kη (4.9)
where
R =
[
ejφm1 0
0 ejφm2
] [
0 1
1 0
]i
(4.10)
where m1 and m2 are suitable integers and i = 0, 1—i = 1 means that the
two polarizations have been exchanged. The first kind of ambiguity does not
represent a problem since, as mentioned in Section 4.2.1, the two streams are
differentially encoded. Regarding the second kind of ambiguity, this prob-
lem can be faced by inserting some known (pilot) symbols in the transmitted
sequence. However, since a training sequence is usually inserted to ease the
convergence of the FFE, these known symbols will also allow to correctly align
the two streams at the transmission beginning. One may wonder if this is suf-
ficient, that is, once the two streams are correctly aligned, it is possible to
avoid the further insertion of known symbols without a subsequence exchange
of the two polarizations due to the noise or to channel variations. In order to
investigate this aspect, we run several computer simulations in which, after the
initial training period that allows the FFE to reach convergence, simultaneous
variations of the azimuth and ellipticity angles of the PSPs up to 10° have been
injected every one hundred symbol intervals and never observed an exchange
of the two polarization. Hence, one may conjecture that, unless a very strong
channel variation occurs, and in this case a new training period is necessary
for the FFE also, there is no risk to exchange the two polarizations even in
the absence of other known symbols. Notice that this is not true for the first
kind of ambiguity in the sense that although after the training sequence the
FFE is able to converge ensuring m1 = m2 = 0 in (4.10), due to the ASE noise
and the laser phase noise a phase slip is highly likely. Hence, the differential
encoding described in Section 4.2.1 cannot be avoided.
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4.2.3 Filter adjustment
The filter adjustment can be performed by resorting to the zero-forcing (ZF)
criterion. However, we must force to zero the two-dimensional channel impulse
response after the FFE, namely C`⊗Q`, only at the time instant of the form
kη with k 6= 0 by neglecting its values at time instants kη + n with n 6= 0.
Hence, the MMSE criterion must be preferred since i) it converges to the
two-dimensional matched filter when the FFE as a length Lc of at least L
samples, as shown in Appendix A and ii) it guarantees a better performance
with respect to the ZF criterion when the FFE as a length lower than Lc < L.
In the Appendix A, a method to compute the expression of the optimal MMSE
coefficients C` is provided for each value of Lc.
The MMSE criterion is based on the minimization of
J = E{||ykη −Adk||2} = E{||ek||2} (4.11)
having defined ek = ykη−Adk, where A = 1 + σ2σ2d and σ
2
d = E{|di,k|}. For the
orthogonality principle [92], this is equivalent to the following conditions
E{ekxHkη−`} = 0 , ` = −(L− 1), . . . ,−1, 0
Therefore, the filter adjustment is made by using the following updating
rule (decision-directed stochastic gradient with a symbol-time adjustment) [25]
C(k+1)` = C
(k)
` − αeˆkxHkη−` . (4.12)
4.2.4 Noncoherent detection strategy and noncoherent filter
adjustment
In order to increase the receiver robustness towards phase noise, a symbol-by-
symbol noncoherent detection strategy can be adopted. In particular, one of
the noncoherent strategies in [65, 66] can be employed. According to them,
symbols di,k, i = 1, 2, are detected as
dˆi,k = argmax
di,k
[∣∣yi,kηd∗i,k + qi,k∣∣− |di,k|22
]
(4.13)
where
qi,k =
N∑
n=1
yi,(k−n)ηdˆ∗i,k−n (4.14)
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N being a design integer parameter, in the case of the strategy in [65], whereas
qi,k is recursively computed as
qi,k = βqi,k + yi,(k−1)ηdˆ∗i,k−1 (4.15)
0 ≤ β ≤ 1, in the case of the strategy in [66].
When a noncoherent detection strategy is adopted, it is more convenient
to substitute the described filter adjustment rule (4.16) with the following one
Cˆ(k+1)` = Cˆ
(k)
` − α(ykη −Aqk  dˆk)xHkη−` (4.16)
where qk = (q1,k, q2,k)T and  denotes the Hadamard product (entrywise
product or Schur product). This update rule is the extension to the case of
two polarizations of that described in [93] and converges to the same minimum
of the rule (4.12), although more robust in the presence of phase noise.
4.2.5 Frequency estimation and compensation
Frequency estimation and compensation must be performed by using a closed-
loop non-data-aided and non clock-aided algorithm. The AFC scheme is shown
in Fig. 4.5. We denote by fˆD,` the frequency estimate at time `Tc. Using this
estimate, the AFC input is derotated by a phase φ` related to fˆD,` by the
recursive equation
φ`+1 = φ` + 2pifˆD,`Tc
obtaining the signal x` = r`e−jφ` sent at the FFE input. The phasor e−jφ`
is obtained through the look-up table shown in the figure. The signal x` is
also sent to the input of the frequency error detector (FED) which computes
the error signal ` used to update the frequency estimate according to the
recursion
fˆD,` = fˆD,`−1 + γ`
where γ is a proper step-size.
Several classical FEDs can be chosen according to the desired perfor-
mance/complexity trade-off. In our simulations, we considered the delay&
multiply (DM) FED and a FED derived from the maximum likelihood (ML)
criterion [94]. Both FEDs suffice to our purposes although, as known, the DM
FED has a lower complexity but a worse performance. In this case, the error
signal ` is obtained as [94]
` = Im{x1,`x∗1,`−1 + x2,`x∗2,`−1}
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Figure 4.5: AFC structure.
whereas in the case of the ML-based FED, by following the same manipulations
in [94] and using also (4.7), we obtain
` = Im{x′1,`x
′′∗
1,` + x
′
2,`x
′′∗
2,`}
where x
′
i,` and x
′′
i,` are obtained by filtering xi,` with two FIR filters with
impulse responses p−` = p(−`Tc) and `p−` , respectively.7
4.3 Numerical results
The performance of the proposed receivers is evaluated through Monte Carlo
simulations. BER curves were carried out for differential QPSK with standard
differential encoding and 16-QAM with quadrant differential encoding. In both
cases, polarization multiplexing will be considered.
A nonreturn-to-zero (NRZ) pulse filtered through an electrical baseband
Gaussian filter with −3dB bandwidth equal to 0.7/T is adopted at the trans-
mitter. At the receiver, we use an optical 4th-order Gaussian filter with −3dB
bandwidth equal to 2/T and the described coherent intradyne front end.
Figs. 4.6-4.7 show BER curves versus Eb/N0, as in previous chapters. In
all these figures, the presence of GVD and 2nd order PMD is accounted for as
in Chapt. 3, whereas in Figs. 4.8-4.9 phase noise is considered. Phase noise is
characterized by its linewidth ∆ν normalized to the bit rate Tb, whereas the
mismatch between the real frequency offset and its estimate will be denoted
∆f . In the reported BER results, the following GVD and PMD values are
considered: γ = 1.6, ρ = 0.5, ∆τ = 3Tb, ∆τω = 0.4T 2b , qω = 0.4Tb.
7For the commonly used transmitted waveforms, these FIR filters have a very small
number of taps.
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Figure 4.6: Performance of the proposed receiver for a QPSK transmission.
In Fig. 4.6, results for QPSK are reported. The performance of the pro-
posed receiver is shown for a different number of equalizer taps, denoted by
Lc. In this case, the updating algorithm for the equalizer taps cannot be
employed in a completely blind manner (that is without training symbols in
the acquisition phase), because the ambiguity between the two data sequences
cannot be resolved by this algorithm. As a comparison, the performance of the
proposed algorithm in the absence of GVD and PMD (the back-to-back case)
is also shown. Note that the amount of ISI is significant, and in the absence
of the equalizer the receiver would not work. Instead, the proposed receiver
with Lc = 9 (squares) practically attains the optimal performance. In general,
the proposed algorithm is able to perfectly compensate for both PMD and
GVD, provided that a sufficient number of equalizer taps is adopted. Similar
considerations hold for the 16-QAM format considered in Fig. 4.7, and it must
be noted that the same results can be obtained with any modulation formats.
An exhaustive analysis of phase noise tolerance is then presented, in order
to assess the performance of the detection strategy (4.13)-(4.14) compared to
4.3. Numerical results 95
10-5
10-4
10-3
10-2
10-1
100
 2  4  6  8  10  12  14  16
B
ER
Eb/N0 [dB]
b2b
GVD+PMD, Lc=5
GVD+PMD, Lc=9
Figure 4.7: Performance of the proposed receiver for a 16-QAM transmission.
the standard symbol-by-symbol receiver. In Fig. 4.8 the performance of the
standard symbol-by-symbol receiver with a different amount of phase noise
is shown, with a fixed number of equalizer taps. It can be noticed that a
significant penalty occurs. Also notice that in order to obtain satisfactory
results, the equalizer step size must be tuned according to the phase noise
amount. From Fig. 4.9, instead, the performance of this receiver is compared
to that of detection strategy (4.13)-(4.14), in terms of penalty curves. It is clear
that a significant improvement is provided by this novel detection strategy.
Finally, some results are provided on the implemented AFC necessary to
avoid the presence of an optical PLL in the proposed receiver. As shown in
Fig. 4.10, the fractionally-spaced FFE itself has a non-negligible tolerance to
frequency offset, but still insufficient to hold a frequency mismatch of tens
percent. Thus, two different algorithms were devised to implement a digital
frequency control, as explained in § 4.2.5. The S-curve S(fD) = E{fD} when
the AFC loop is open [94] is plotted in Fig. 4.11 for the DM and the ML
frequency error detectors. It can be observed that the acquisition range in the
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Figure 4.8: Performance of the standard symbol-by-symbol receiver for a
QPSK transmission in presence of phase noise, referred to a 100 Gb/s rate.
DM case is on the order of the symbol rate in the case of the DM FED and
slightly lower for the ML FED. Then, the standard deviation and the bias of
the frequency estimator are given in Fig. 4.12 and Fig. 4.13, respectively. From
these figures it can be noticed that the performance of the AFC is sufficient, for
the considered value of the equivalent bandwidth BeqT of the loop normalized
to the symbol rate, to reduce the frequency error well below the robustness
required in Fig. 4.10.
Appendix A
In this appendix, we show how to compute the coefficients of the FFE following
the MMSE criterion. We also show that when Lc = L the FFE implements
the matched filter.
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The output of the FFE at discrete-time 0 has expression
y0 =
0∑
`=−(Lc−1)
C`x−` =
Lc−1∑
i=0
C−ixi
where from (4.5)
xi =
∑
m=
Qi−mηdm + wi .
The mean square error to be minimized is
J = E{||y0 −Ad0||2} .
For the orthogonality principle [92], coefficients C` must satisfy the condition
E{(y0 −Ad0)xH` } = 0 , ` = 0, 1, . . . , Lc − 1
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Figure 4.10: Performance for a QPSK transmission in presence of a frequency
offset.
or, equivalently
E{y0xH` } = AE{d0xH` }
or
L−1∑
i=0
C−iE{xixH` } = AE{d0xH` } . (A.1)
Let us compute the term
E{xixH` } =
∑
m
∑
n
Qi−mηE{dmdHn }QH`−nη + E{wiwH` }
= σ2d
∑
m
Qi−mηQH`−mη + σ
2δi−`I
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since
E{dmdHn } = σ2dδm−nI
E{wiwH` } = σ2δi−`I .
Similarly
E{d0xH` } = σ2dQH`
As a consequence, by substituting in (A.1) and remembering the definition of
A, we have
σ2d
Lc−1∑
i=0
C−i
∑
m
Qi−mηQH`−mη + σ
2C−` = (1 +
σ2
σ2d
)σ2dQ
H
`
that is
σ2d
Lc−1∑
i=0
C−i
∑
m
Qi−mηQH`−mη + σ
2C−` = σ2dQ
H
` + σ
2QH` . (A.2)
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GVD.
Hence, a linear system with 4Lc equations and 4Lc complex unknown results,
whose solution provides the desired coefficients C`. When Lc = L, it results
C` = QH−`. In order to prove this statement, it is sufficient to verify that when
C` = QH−`, the equation (A.2) is satisfied. In this case in fact
σ2d
L−1∑
i=0
QH−i
∑
m
Qi−mηQH`−mη = σ
2
dQ
H
`
or equivalently ∑
m
[
L−1∑
i=0
QH−iQi−mη
]
QH`−mη = Q
H
` .
since
∑L−1
i=0 Q
H
−iQi−mη = δmI, the equality is satisfied.
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Chapter 5
Conclusions
The work presented in this thesis deals with post-detection signal processing
in linearly impaired optical communication systems. Chromatic dispersion
and polarization mode dispersion are the most severe sources of performance
degradation in high-speed optical communications. Being chromatic disper-
sion a static impairment, dispersion maps can be devised in order to reduce the
effects of pulse broadening. Though, at current data rates (beyond 10 Gb/s),
residual dispersion could induce relevant penalties on system performance. On
the other hand, polarization mode dispersion is a stochastic phenomenon, so
that its effects could be hardly compensated if non-adaptive devices are envis-
aged. Optical compensators have demonstrated the capability of completely
recover the penalties due to such linear impairments, but their feasibility and
implementation costs prevent the diffusion of this kind of solutions. Then,
since the early nineties, the research was aimed towards electrical equalization
of fiber impairments, because of the reduced cost, the simple hardware im-
plementation, the possibility of exploit techniques known from literature with
few adjustments.
The implementation of feedforward and decision-feedback equalizers was
envisaged as soon as first long-haul optically amplified fiber communication
systems were devised. In intensity modulation direct detection systems, which
are the only ones currently employed, the presence of the photodiode intro-
duces a nonlinear transformation in the received signal which makes the effects
of GVD and PMD worse. In such scenario, it is of deep interest the analysis of
advanced electrical equalization strategies in order to state the ultimate per-
formance of post-processing techniques. Thus, maximum likelihood sequence
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detection has been considered in this work, since it is known to provide the
best performance in classical radio and wireless channels. Nevertheless, spe-
cific fiber channel features make the implementation of MLSD a complex task,
especially for the presence of the square-law detector that changes the statis-
tics of the received signal, upon which this detection strategy is based, and
making this channel a novel and unexplored field of research. In Chapt. 2 it
is reported our contribution to this research area. We proposed a novel and
simple branch metric cost function derived from approximations on the exact
probability density function of the photo-detected signal, whose validity has
been demonstrated through the comparison with the exact solution derived by
numerical evaluation. Then, an analysis on sufficient statistics through over-
sampling was carried out, finding that by means of two samples per symbol
interval, taken as independent, are sufficient to attain the best performance.
Starting from the proposed metric, a novel evaluation method was derived,
that allows to computing of bit error rates as low as desired without resorting
to time-consuming Monte Carlo simulations, and under any configurations of
system parameters. This method is especially useful to obtain results on out-
age probability in presence of PMD, and also in the presence of both PMD
and GVD, for values that is not even possible to reach with standard simula-
tions. These results show that a big impact on system performance is due to
first-order PMD, and that the MLSD strategy, although effectively in reduc-
ing receiver penalties, is not able to completely cancel the effects of GVD and
PMD as optical compensators do, even if it clearly outperforms other electrical
equalization techniques as FFE and DFE.
More recently, great interest has arisen for high-order modulation formats,
in that they allow a better exploitation of the channel bandwidth, together
with requirements less demanding on electronic speed and a superior toler-
ance against fiber impairments. In Chapt. 3 it is described how a particular
interferometric front end can be modified in order to realize a MLSD strategy
with phase and phase-amplitude modulation formats able to perfectly compen-
sate the effects of linear fiber impairments. The proposed solution is derived
from the noncoherent sequence detection, it is basically based on the obser-
vation of past received samples to improve the receiver performance, and it
is adapted to work with the oversampled interferometric receiver that intrin-
sically decodes differentially encoded modulations. The receiver architecture
performs polarization diversity in order to attain the optimal compensation,
in this way allowing also the possibility of exploiting polarization multiplexing
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at the transmitter (i.e., two independent data streams are launched on two
orthogonal polarizations). The receiver complexity (i.e. the number of trellis
states) is addressed in the presented work, since it is closely related to the
feasibility and effectiveness of the proposed detection strategy; complexity re-
duction techniques can be adopted to trade between the tolerable amount of
power penalty due to fiber impairments and the achievable integrated hard-
ware complexity. Nevertheless, with a small number of states the proposed
receiver does not suffer the penalty (almost 2.5 dB in case of DQPSK) due
to differential detection with respect to coherent detection. Moreover, this
particular receiver offers a relevant robustness against phase noise which is
known to heavily affect coherent optical systems with high-order modulation
formats.
Finally, in Chapt. 4, coherent optical communications systems are treated.
In these systems, an optical sinusoid provided by a local oscillator at the re-
ceiver is mixed with the received optical signal to shift its spectrum to lower
frequencies; if the signal spectrum is shifted to baseband the system is homo-
dyne, whereas if the the signal spectrum is shifted to an intermediate frequency
it is heterodyne, or intradyne if the intermediate frequency if smaller than the
signal bandwidth (actually, this is the case of our proposed receiver, since we
do not employ an optical PLL and the frequency offset is compensated in the
electrical domain). We focused on receivers in which the local oscillator light
is nominally matched to the wavelength of the optical signal carrier, so that
a baseband signal can be processed in the electrical domain. Coherent sys-
tems were studied and developed before the advent of optical amplifiers, but
then abandoned because IM/DD systems became more convenient. Nowadays,
technology improvements make this solution interesting for the development of
high-order modulation formats in optical communications. The branch metric
and the signal processing presented in Chapt. 3 can be modified to work with a
coherent front end, leading to the same results. Though, in this case a simpler
processing is possible, as explained in Chapt. 4. In fact, linear impairments as
GVD and PMD, being only phase distortions, can be completely compensated
with proper feedforward equalization. If polarization diversity is realized, and
a matrix equalizer, using minimum mean square error algorithm to adapt tap
coefficients, is devised (i.e. a transversal finite-impulse response filter 2 × 2
which implements the inverse of the channel 2 × 2 transfer function), it is
demonstrated that back-to-back performance can always be attained, given
a sufficient number of equalizer taps. Moreover, the proposed fractionally-
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spaced equalizer makes the receiver insensitive to timing errors and robust
against phase noise, which is a critical source of performance degradation.
Then, in order to improve the receiver tolerance, we proposed a detection
strategy based on a noncoherent metric, that allows minimum penalties due
to phase noise. Furthermore, with the proposed solution there is no need for
optical phase-locked loop, which are expensive and complex optical devices,
but simple electrical automatic frequency controllers are sufficient to recover a
frequency offset due to potential mismatches between the optical carrier and
the local oscillator.
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