AbstractÐIn this paper, we propose a novel method to register two or more optical images to a 3D surface model. The potential applications of such a registration method could be in medicine; for example, in image guided interventions, surveillance and identification, industrial inspection, computer assisted manufacture, computer assisted maintenance, or telemanipulation in remote or hostile environments. Registration is performed by optimizing a similarity measure with respect to the transformation parameters. We propose a novel similarity measure based on ªphoto-consistency.º For each surface point, the similarity measure computes how consistent the corresponding optical image information in each view is with a lighting model. The relative pose of the optical images must be known. We validate the system using data from an optical-based surface reconstruction system and surfaces derived from magnetic resonance (MR) images of the human face. We test the accuracy and robustness of the system with respect to the number of video images, video image noise, errors in surface location and area, and complexity of the matched surfaces. We demonstrate the algorithm working on 10 further optical-based reconstructions of the human head and skin surfaces derived from MR images of the heads of five volunteers. Matching four optical images to a surface model produced a 3D error of between 1.45 and 1.59 mm, at a success rate of 100 percent, where the initial misregistration was up to 16 mm or degrees from the registration position.
INTRODUCTION
T HE aim of this paper is to describe a novel algorithm for 2D-3D intensity-based registration. This algorithm is suitable for the registration of two or more optical images to a 3D model. Our method is based on a novel similarity measure which computes the ªphoto-consistencyº between optical image intensities. Since this method is intensity-based rather than feature-based, no feature extraction or segmentation of the 2D optical images is necessary. In this paper, we provide a detailed description of our algorithm. We have validated the accuracy, precision, and robustness of this algorithm using images of the human face. A summary of an earlier version of this work was presented at [1] .
We consider the general problem of relating 3D models of an object to a physical scene. These 3D models of an object could be generated by optical reconstruction, 3D scanning, by a computer aided design (CAD), or computer assisted manufacturing (CAM) model. Information from the physical scene can be represented using 2D optical images captured using, for example, a video or CCD camera. 2D-3D registration is the determination of a mapping between coordinates in the 2D data and coordinates in the 3D data. Registration of the 2D views to the 3D data provides a link between what is currently visible in the physical scene and the information present in the 3D data.
In medical imaging, 2D-3D registration plays an important role for applications such as image guided surgery. Preoperative MR/CT data can be registered to intraoperative optical images [2] . This type of 2D-3D registration enables surgeons to relate 3D image data to the current surgical scene through an operating microscope or head mounted display (HMD), thereby providing image guidance during surgery. Image guided surgery has been shown to improve operation accuracy, reduce operation time, and improve the outcome for the patient [3] .
In computer vision, 2D-3D registration is often referred to as pose estimation and has a large number of applications in surveillance and identification, industrial inspection, computer assisted manufacture, computer assisted maintenance, or telemanipulation in hostile or remote environments. Consider for example, a robot working in a remote environment where the robot is required to perform some maintenance task on a known mechanical component. The robot must orient itself with respect to the component. This may be achieved by taking a CAD model of the part and registering this to video images. The 2D-3D registration then provides the link between the 3D object of interest and its current location in the physical scene.
Mathematical Formulation of the Problem
An optical image is a projection of the 3D scene onto a 2D imaging plane. This can be modeled using the pinhole camera model [4] . Given a point m in the 3D scene with m m x Y m y Y m z Y I in homogeneous coordinates, the aim is to find the Q Â R transformation matrix w that relates m to a point p on the 2D image where p p x Y p y Y I , kp w mY I where k is a scale factor for homogeneous coordinates. The matrix w represents a rigid body transformation from 3D scene coordinates to 3D camera coordinates, followed by a projective transformation onto the 2D image plane such that w . The rigid body transformation describes the pose (position and orientation) of the camera relative to the object, and has six degrees of freedom (DOF). These DOFs correspond to three translations t x , t y , and t z along the x, y, and z axes, respectively, and also three rotations r x , r y , and r z about the x, y, and z axes, respectively. The projective transformation is determined by the internal characteristics of the camera. Assuming that the focal length of the camera lens does not change, the camera can be calibrated so that the projective transformation is known. This reduces the registration problem to finding the six rigid body parameters which determine the camera's pose.
Contribution
We propose a novel registration algorithm based on the concept of ªphoto-consistency.º We will illustrate this method using the Lambertian lighting model [4] ; however, this method is based on a more general framework. We also demonstrate that due to the general nature of the ªphoto-consistencyº framework, a wide variety of alternative lighting models and cost functions can be developed. This highlights the potential of the proposed method for a wide variety of tasks. Since our algorithm is strictly intensitybased, it does not require any feature extraction or segmentation of the 2D optical images. This means that our method may be applicable to problem domains in which features cannot be reliably extracted.
PREVIOUS WORK
Our main motivation is to develop an automatic 2D-3D registration method suitable for medical images. In this section, we provide a brief summary of existing 2D-3D registration methods from both the computer vision and medical literature. It will be seen that many of the widely used methods are not applicable when features cannot be reliably extracted. The registration method we propose uses ªphoto-consistency,º which is a recent development in the shape reconstruction literature [5] . We do not provide a survey of shape reconstruction methods, but we do summarize the relevant parts of Kutulakos and Seitz's method for surface reconstruction [5] .
Pose Estimation
The problem of estimating the pose of a camera, with respect to an object, is an essential step in many machine vision applications. Pose estimation can be achieved through corresponding pairs of 2D and 3D features, such as points [6] , [7] , [8] , [9] or points and lines [10] , [11] . The accuracy of the pose estimation algorithm is determined by the number of features, the accuracy with which the 2D and 3D coordinates of the features are known, and the accuracy of their correspondence. Often, many features are required for an accurate estimate of the pose. In image guided medical interventions, registration of a 3D medical image to 2D optical images of a patient using anatomical point based methods is likely to be inaccurate. The landmark points are often difficult to localize accurately in the 3D image due to limited resolution and contrast. In addition, localization of landmarks can be difficult in the 2D image as some landmarks may be hidden or prone to movement. This leads to poor registration accuracy. An alternative approach is to reconstruct the 3D shape of the visible surface from two optical images and match this to the 3D model. Colchester et al. [12] have described a system in which a light pattern is projected onto the skin surface. Optical images from a pair of calibrated cameras are used to reconstruct the illuminated surface, which is then registered to a surface model derived from the 3D image. Grimson et al. have reported a similar system based on projection of a line pattern from a laser scanning device [13] , [14] . Both of these methods are iterative methods, minimizing a cost function that depends on the distance between points in one surface, and the closest points on the other surface. A general method for registering 3D shapes, discussing points, lines, triangulated surfaces, or parametric surfaces is described in [15] . The accuracy of all these methods is again determined by the accuracy of the reconstructed surface. The potential application of these methods is determined by whether the surfaces can be realistically reconstructed.
Hybrid methods such as [16] match lines on vehicle models with video images of traffic scenes, and [17] matches points or lines directly to video images for the purpose of camera calibration. As above, it is difficult to reliably extract points and lines from a 3D medical image and, so, these methods will be difficult to generalize to medical images.
Viola and Wells [18] demonstrated the use of an information theoretic framework to register a surface model to an optical image of a skull phantom. Their method uses optical images directly and does not rely on any segmentation or surface reconstruction. An optical image of an object will be related to a 3D model of the object by a geometric transformation mapping model points to image points, and using an imaging function describing lighting conditions, surface properties, and imaging device characteristics. In general, reflectance is a function of lighting direction, surface properties, surface normal, and viewing direction. If the light source can be assumed to be far from the object, the incident rays will be parallel. In addition, if the camera is assumed to be far from the object, then the viewing direction at each point will be constant. Thus, the observed intensity is assumed to be mainly dependent on the surface normal direction. The problem of pose estimation can then be formulated as maximizing the mutual information between the optical image intensities and the surface normal vectors of the model. This does not assume a specific lighting model, it only assumes that a relationship between the optical intensities and the surface normals exists. Leventon et al. [19] and ourselves [20] have previously demonstrated that a registration algorithm based on maximizing the mutual information between optical and rendered image intensities alone can be improved by using multiple rather than single optical views. Additional registration accuracy and robustness towards varying illumination can be achieved by using texturemapped renderings [21] . Other authors have successfully used similar texture-mapped models for tracking the human head throughout image sequences [22] .
Shape Reconstruction
A closely related problem in computer vision is the reconstruction of a 3D scene from sensors such as optical cameras or range sensors. For example, Fua [23] has proposed a method for the reconstruction of surfaces from multiple stereo image pairs. Using the concept of orientated particles and their interactions, Fua has shown that it is possible to reconstruct complex surfaces by exploiting the fact that the projection of 3D points in various images leads to correlated image intensities. In a similar effort, Fua [24] has used a ªstructure from motionº approach to use bundle-adjustment to generate models of the head. In a recent paper, Kutulakos and Seitz have proposed a new method of shape reconstruction [5] . The algorithm requires that the scene or shape being reconstructed is finite and opaque. The scene should be imaged by x optical cameras where each camera is calibrated to the world coordinate system. The algorithm proceeds by defining a starting volume, e.g., a cube, which must contain the shape. Through a series of sweeps through the volume, it discards or ªcarves awayº any voxels which are not ªphoto-consistent.º A voxel is called photo-consistent based on the following method: The scene radiance is assumed to follow a locally computable lighting model, e.g., Lambertian reflection. Locally computable means that shadows, interreflections, and transparencies are not allowed. The Lambertian reflectance model states that the observed intensity depends on the cosine of the angle between the surface normal and the vector to the light source, not on the angle between the surface normal and the direction to each optical camera. Based on the Lambertian reflectance model, a surface point projected into each of the x optical images should yield identical image intensities in all views (neglecting image noise and any variations in the graylevel response between the cameras). Thus, a suitable consistency checking function can take a 3D voxel, calculate the standard deviation of the intensity values at each of the projected 2D pixel locations, and discard the surface voxel as non-photo-consistent if the standard deviation is above a threshold. Algorithmic details need to ensure that voxels are visited in the correct order, but the key point is the ªconsistency checkingº function by which a surface voxel is deemed photo-consistent or not. Further details can be found in Kutulakos and Seitz [5] .
Summary
The method of Kutulakos and Seitz [5] takes a set of optical images and reconstructs an unknown shape which is consistent with the optical views. The registration problem that we address in this paper is to take a known shape and register it to one or more optical images. The ideas of Kutulakos and Seitz provided the inspiration for a new registration algorithm which is described below.
METHODS
The proposed registration algorithm optimizes a cost function, also called a similarity measure, with respect to the transformation parameters t x , t y , t z , r x , r y , and r z . We will describe two novel similarity measures as well as our optimization strategy.
Similarity Measures Based on
Photo-Consistency
The new similarity measures arose from the observation that if photo-consistency can be used to determine which points in space are consistent with x optical cameras and, hence, reconstruct a surface, then, given an accurately defined surface, photo-consistency might be used as a measure of alignment of a surface to a set of x optical images. Fig. 1 illustrates how the method works. In Fig. 1a , two optical cameras g I and g P produce optical images I and P of a real object y. In Fig. 1b , each model point m of a surface model w projects onto image points p I and p P . If the model is registered to the optical images, then the intensity values at p I and p P should be photo-consistent. In Fig. 1c , if the model is misregistered by a transformation H , then model point m projects onto p I and p Q , which are likely to be less photo-consistent than the case in Fig. 1b . In order to assess the registration, the concept of ªconsistencyº between the image intensities that a point projects to must be developed. It is also necessary to determine which points are visible in which views, as illustrated in Fig. 2 . Model point m I projects to pixel p I in image I , but does not project to pixel p P in image P as the model point m P is closer to camera g P than point m I . Thus, each point must be checked for visibility before using it to assess the registration. A given point must project onto at least two optical images in order for any kind of consistency checking to be possible. For the experiments in this paper, the algorithm was implemented so that if a point did not project onto all the available optical views, it was ignored.
For simplicity, consider a point which is not occluded in any of the x views. The consistency check function has the task of describing how consistent the set of x pixels is across x views. To define a consistency checking function, lighting and camera geometry must be considered and also the reflectance of the surface. Consider the case where x optical cameras take images of an object and where the extrinsic and intrinsic parameters of each camera are known. Furthermore, assume that one or more lights are present, where their positions are not known, but they are fixed relative to the object. As discussed above, a Lambertian lighting model is independent of the camera viewpoint. Therefore, the image intensities at p I and p P should be identical apart from image noise and differences in the gray-level response of the cameras. If the optical cameras have a different response to light, they can be calibrated to each other and corrected. Hereafter, we will assume that the video cameras have the same response to light.
Using this scenario, we can then formulate a suitable cost function. Let each optical image be denoted by n j n I F F F x. Let the model surface points that are visible in all optical views be denoted by m i j i I F F F s in homogeneous coordinates. To evaluate the similarity measure, each model point m i is projected into each optical image n :
Here, p iYn is a homogeneous coordinate vector in optical image n , projected from model surface point i; w n is the Q Â R perspective projection matrix, calculated from the extrinsic and intrinsic camera parameters of optical image n , which projects m i onto p iYn and k is a homogeneous scale factor. The optical image intensity at point p iYn is given by v iYn . The arithmetic mean v i of the pixel values associated with a given point is calculated over all optical images:
and the mean sum of squared differences between image intensities is calculated using
As a similarity measure, photo-consistency can now be defined as
This similarity measure minimizes a squared error and, hence, may be sensitive to spurious data or outliers. Previous work in 2D-3D registration for X-ray to CT images [25] led us to also define another similarity measure, which we refer to as the sum of inverse differences of photoconsistency. This is denoted by g inverse and defined as
where 4 is a threshold and e P i is the squared error defined in (4). We chose this form of equation because a similar equation has previously been shown to work well for intensity-based registration [25] . With an error e P i of zero, the measure g inverse takes a maximum value of 1, and as the error e P i for a given point increases, then the contribution of that point to the overall measure decreases asymptotically to zero. This reduces the effect of outliers. The value of 4 can be set to a value calculated from the typical noise level for image intensity values.
A related similarity measure for matching multiple aerial images has been proposed by Agouris and Schenk [26] . Indeed, many other similarity measures can be defined. The common framework would be an assumed lighting model, a measure of how photo-consistent the intensities are for a given point projected into each view, and an overall similarity measure. The lighting model can, in principle, be any locally computable lighting model, which excludes transparency, shadows, and interreflections. The measure of consistency will be based on the assumed lighting model and the relative position of the lights and cameras. The overall similarity measure can be based around a sum of squared error, variance, or robust estimator.
To calculate the similarity measure, it is necessary to determine which 3D points project to which 2D points in the optical images. This can be done by producing a rendering and checking the visibility of points using a z-buffering approach. Calculating the z-buffer is computationally expensive since it requires a complete rendering of the surface model and storing the corresponding depths of the visible points. Therefore, the speed of the algorithm is primarily influenced by the number of points in the surface mesh and the frequency with which the z-buffer is recalculated. Fig. 2 . It is necessary to determine which points are visible in which views: Model point m I projects to pixel p I in image I , but does not project to pixel p P in image P as the model point m P is closer to camera g P than point m I .
Optimization Strategy
The previous section described a novel similarity measure. The registration algorithm starts from an initial set of parameters t x F F F r z and optimizes these parameters with respect to the similarity measure by using a gradient ascent search strategy. We chose the gradient ascent search strategy for its simplicity. We have also experimented with other optimization strategies such as Powell's direction set method and conjugate gradient ascent [27] but did not find any significant improvement of the speed and convergence of the algorithm. For the calculation of the gradient with respect to the similarity measure, we are using finite differences with different step sizes. The step size for calculating the gradient was updated during registration. Typically, the step size would start at AEV mm and degrees and then be reduced to R, P, I, HXS, and HXPS mm and degrees.
Error Measures
After registration, the pose parameters t x F F F r z produce an estimate of the true registration matrix . To assess the error in the registration, we measured the Projection Error (see Fig. 3a ). This is the mean of the Euclidean distance e p between a 3D point m i and the closest point on a line v i projected through the corresponding 2D point. In addition, we measured the 3D Error (see Fig. 3b ) which is the mean of the Euclidean distance e Qh between a 3D point, multiplied by the gold standard rigid body transformation matrix , and the same 3D point multiplied by the estimated rigid body transformation . For the projection error, this means that given a set of 3D points for a surface, these points were projected onto the 2D image, using w . An estimate, w , was then compared to w by back projecting through each 2D point to calculate the projection error.
Evaluation Procedure
Throughout the rest of this paper, we use the term ªaccuracyº to refer to a low value of 3D error or projection error for a given registration. The term ªprecisionº refers to the standard deviation in accuracy or registration parameters for a set of registrations. The experiments in this paper that determine accuracy require a gold standard or initial registration of known good quality. This means that an accurate set of values for each of the six registration or pose parameters t x F F F r z is known. The surface is then misregistered by adding a value of AEt to each of the six parameters. The algorithm is then used to reregister the surface. We define a ªsuccessfulº registration as one where none of the parameters has moved further away from the gold standard solution than the misregistration step-size t. We then define robustness as the percentage of successful registrations from a given set of trials.
The experiments in Sections 4.1, 4.3, 4.4, 4.6, 4.7, and 4.8 all measure accuracy, precision, and robustness. The experiments in Sections 4.2, 4.5, and 4.9 measure precision and robustness. In addition, the first two experiments in Sections 4.1 and 4.2 test the range of capture of the algorithm.
EXPERIMENTS 4.1 Registration of a Reconstructed Surface to Four Optical Views
To validate our method, a surface model of a face (called ªmattº) was acquired using a Tricorder S4m system [28] . This system reconstructs a surface from four optical images, taken with four CCD cameras, while the surface is illuminated with a pseudorandom dot pattern. It also captures a set of four plainly illuminated optical images. The time interval between these two sets of images is small, approximately one second. Thus, the output is a surface, which we assume is wellregistered with the coordinate system of the set of four optical images. The Tricorder system is used because it is a convenient source of both a 3D surface and corresponding optical images and allows the assessment of our method. The implicit correspondence of the camera coordinate system with the 3D surface coordinate system was made available for this experiment and this provides an accurate gold standard pose. The algorithm is not dependent on using an optically reconstructed surface, as in the next experiment we use a surface derived from an MR scan. Using Tsai's camera calibration routine [29] , we can independently recover the internal camera parameters and a set of gold standard pose parameters for each camera. For the Tricorder system, the amount of radial distortion present in the optical images was small and, hence, ignored. For all four cameras, the intrinsic and extrinsic parameters wereknown.Allfouropticalimagesweretakenusingonelight source. Assuming the skin exhibits Lambertian reflection, a given point on a surface model should project onto identical image intensities in the optical images, apart from noise. The thresholdof4forthemeasureg inverse wascalculatedbytaking asequenceof 20images of avolunteersitting asstill aspossible. For each pixel in the images of the volunteer, the variance of the pixel intensity values over time was calculated. The mean of the variances for each pixel in the images was calculated to be 39.8. Thus, the threshold 4 was set so that 4 RH p . The algorithm was tested by producing 64 misregistrations for each value of t R, V, IP, and IT, where the misregistrations corresponded to every combination of adding AEt to each of the gold standard parameters. Using the similarity measure g squred , the algorithm was used to register the reconstructed surface to the four optical images shown in Figs. 4a, 4b, 4c , and 4d. This was then repeated using g inverse . A successful registration is defined to be one where none of the six parameters moved further away from the gold standard position than the initial offset of t. For each successful registration, the projection error and 3D error was measured using each point in the surface model. The projection error was measured with respect to each optical view and the arithmetic mean of the projection error for each of the four views was calculated for each of the similarity measures. Table 1 shows the mean and standard deviation of the projection and 3D errors for each t when registering four optical images to the reconstructed surface using g squred . Table 2 shows the results for the same experiment, but using g inverse . Table 2 shows that g inverse performs accurately and robustly. In particular, it is more robust than g squred for misregistration size t AEIT mm and degrees. The mean 3D error ranges from 1.45 mm to 1.59 mm, with 100 percent success rate. Table 3 shows the standard deviation of the recovered extrinsic parameters for this experiment.
Registration of an MR Surface to Four Optical Views
As the same cameras are used to reconstruct the surface and acquire the optical images for matching, registration of the optically reconstructed surface model might bias the results Fig. 4 Mean (standard deviation) projection and 3D error using g squred .
in favor of our algorithm. However, the experiment is realistic in that a 3D surface is being registered to optical images. For most applications, including image guided surgery, it is more likely that a surface is derived from a 3D scan or CAD/CAM model. The surface might be acquired days or weeks before the optical images are captured. To mimic this process, an MR scan (matrix size 256 Â 256 Â 132, voxel size 1.0 Â 1.0 Â 1.3 mm) was taken of the same volunteer. A skin surface of the face was extracted using ANALYZE (Biomedical Imaging Resource, Mayo Foundation, Rochester, Minnesota) and an iso-surface model created using the marching cubes [30] , and smoothing algorithms within VTK [31] . The iso-surface threshold was the mean average of a typical skin and air intensity value. Fig. 5 shows the extracted surface. The MR scan was acquired three months before the optical images. This figure also shows artifacts around the eyes which make segmentation difficult. A single registration was performed using the new algorithm and the result appeared visually accurate. No gold standard for this data exists; however, the algorithm was tested by assuming that this initial solution was at least ªnearº the correct solution. Misregistrations of size t AER, V, IP, and IT mm and degrees were made from this initial solution. The algorithm using g squred then registered the MR surface to the four optical images shown in Fig. 4 . As before, this was repeated using g inverse . Successful registrations were counted as those where none of the extrinsic parameters finished further away from the above initial solution than the initial misregistration size t. Table 4 shows the standard deviation of the recovered extrinsic parameters when registering the MR surface to the four optical images, using g squred . Table 5 shows the results for the same experiment, but using g inverse . No gold standard exists; however, the registrations appeared visually acceptable. Table 5 shows that g inverse yields results with good precision, i.e., a small standard deviation for each recovered parameter. Furthermore, the standard deviation of each parameter is comparable with those in Table 3 .
Testing the Dependence on Parameter
From our experiments so far, it became clear that photoconsistency based on g inverse seems to be more robust than g squred . For all successive experiments, we have used g inverse . Recall that g inverse depends on a parameter which determines the trade-off between sensitivity and robustness of the photo-consistency measure. Therefore, we have Fig. 4 Mean (standard deviation) projection and 3D error using g inverse .
TABLE 3
Registration of the Optically Reconstructed Surface to the Four Optical Images in Fig. 4 Standard deviation of recovered extrinsic parameters using g inverse . Fig. 5 to the Four Optical Images in Fig. 4 Standard deviation of recovered extrinsic parameters using g squred .
TABLE 4 Registration of the MR Surface in
repeated the experiments in Section 4.1 with different values of , (see (6)). For each value of SHY IHHY ISHY PHHY PSHY SHH and for misregistration of size t AEV mm and degrees, the same Tricorder surface model was registered to the four optical images shown in Fig. 4 . For each value of , the mean projection error and 3D error were calculated for successful registrations. The graph in Fig. 6 shows that, for different values of , there is little change in the mean and standard deviation of the 3D error.
Registration to Two Optical Views
The optical images shown in Figs. 4a, 4b, 4c, and 4d were paired
into (a)(b), (a)(c), (b)(d), (c)(d), (a)(d), and (b)(c).
For each pair of images, and for a misregistration size of t AEV mm and degrees, the algorithm was used to register the Tricorder surface model from Section 4.1 to the optical images. Each registration was classified as a success or failure as before and the mean and standard deviation of the projection and 3D errors were calculated for successful registrations. The same optical images were also registered to the MR surface from Section 4.2. For all successful registrations, the standard deviation of the recovered extrinsic parameter values were calculated. Referring to Fig. 4 , the pairings of the images in Figs. 4a, 4b, 4c, and 4d can be split into three groups: horizontal image pairs (a)(b) and (c)(d), vertical pairs (a)(c) and (d)(b), and diagonal pairs (a)(d) and (b)(c). The results for each pair of images for misregistration size t AEV mm and degrees are shown in Table 6 for the optically reconstructed surface and in Table 7 for the MR surface. It can be seen that, for both the optically reconstructed and MR surfaces, the horizontal and diagonal pairings perform more robustly than the vertical pairings. For horizontal and diagonal pairings, the accuracy and precision is similar to that with four views. The mean 3D errors range from 1.49 to 1.59 mm. For vertical pairings, however, the mean (standard deviation) 3D errors for the optically reconstructed surface are 3.95 (1.86) and 5.50 (2.12) mm, which indicates poor accuracy and precision. For the MR surface, and vertical pairs of images, the success rate is also low, but the standard deviation of the parameters is similar to the horizontal and diagonal pairings. However, inspection of each registration result reveals that the vertical pairings that were classified as successful ( i.e., only 11 or 36 percent in Table 7 ) converge to a false maximum of the cost function. This false maximum was only a small offset from the visually correct solution. The recovered extrinsic parameters of the failed registrations yielded solutions which are significantly different from the visually correct solution.
Testing the Response to Optical Image Noise
Subsequently, the following test was performed to investigate how the performance of the algorithm varied with added optical camera noise. The four optical images shown in Fig. 4 
TABLE 5
Registration of the MR Surface in Fig. 5 to the Four Optical Images in Fig. 4 Standard deviation of recovered extrinsic parameters using g inverse . 
TABLE 6 Mean (Standard Deviation) Projection and 3D Errors for Registrations of an Optically Reconstructed
Surface to Pairs of Images from Fig. 4 for t AEV mm and Degrees were taken and a zero mean Gaussian noise of standard deviation 1 intensity value added. Intensity values were clipped to still lie within the range 0-255. This was repeated with noise of standard deviation P, R, V, IT, QP, and TR pixel intensity values (see Fig. 7 ). For each set of four images and for misregistration size of t AEV mm and degrees, the algorithm was used to register the optical images to the MR surface model. For all successful registrations, the standard deviation of the parameter values were calculated. The results from the experiment testing the performance with increasing image noise are shown in Table 8 . It can be seen that the algorithm is robust to the addition of noise in the optical images. Figs. 7c and 7d show that noise with a standard deviation of 32 or 64 gray values significantly degrades the image, far more than in a typical imaging device. With noise levels of IEQP intensity values, the success rate stays at 100 percent throughout and the standard deviation of the recovered parameters changes very little. When the standard deviation of added noise reaches 64 intensity values, the algorithm starts to fail. However, the expected amount of noise in most applications is expected to be much lower than this.
Testing the Robustness with Surface Size
Five new surfaces were generated by taking the original optically reconstructed surface and cutting it into smaller segments using the surface editing facilities in VTK [31] . These surfaces are shown in Fig. 8 . For misregistrations of t AEV mm and degrees, our algorithm was used to register these smaller surfaces to the four optical images shown in Fig. 4 . For each surface, and all successful registrations, the mean and standard deviation 3D error was calculated. Table 9 shows the mean and standard deviation projection and 3D errors for the original optically reconstructed surface and each of the five surfaces shown in Fig. 8 . It can be seen that the surface of Fig. 8b performs poorly, which is unsurprising as it is smooth and featureless. The best registration is achieved by the surface of Fig. 8c . Visually, the surface of Fig. 8c has the most features. Surprisingly, the surface of Fig. 8e , which contains much of the information of the surface of Figs. 8b and 8c combined performs worse than the surface of Fig. 8c. 
Testing the Robustness with Surface Noise
Four new surfaces were created by taking the original optically reconstructed surface and adding zero mean Gaussian noise of ' I, P, Q, R, and S mm to each point in the optically reconstructed surface. After adding the noise, the surface was not checked for self-intersections or tears. For misregistrations of t AEV mm and degrees, our algorithm was used to register these noisy surfaces to the four optical images shown in Fig. 4 . For each surface, and all successful registrations, the mean and standard deviation 3D error was calculated. Table 10 shows the mean and standard deviation of the projection and 3D error for the original surface and those with added zero mean Gaussian noise with standard deviation ' IY PY QY R, and S mm. It can be seen that as the noise increases, the algorithm gets progressively less accurate, but robustness is not affected. It does not fail completely. It should be noted that even noise with a standard deviation ' I significantly degrades the surface and, in practice, in our applications much better surfaces can easily be obtained.
Testing the Number of Points and Z-Buffer Requirements
In the current implementation of the optimization strategy, the z-buffer is calculated for each evaluation of the similarity measure. As mentioned previously, the calculation of the z-buffer is computationally expensive. Therefore, we have modified the optimization strategy so that each 3D surface point was given a flag to denote whether it was visible or not, according to the most recent z-buffer check. If visible, the point was used to evaluate the similarity measure. These flags were updated at either every evaluation of the similarity measure or every I, S, IH, IS, or PH steps during the optimization strategy. In addition, the surface was subsampled [31] by only using every I, P, R, V, IT, QP, TR, or IPV points. The full surface has 20,853 3D points, so the subsampling reduces this to 10,426, 5,213, 2,606, 1,303, 652, 323, and 161 3D points for subsampling ratios of 2, 4, 8, 16, 32, 64, and 128, respectively. Using different frequencies of z-buffer calculation and subsampling, and for misregistration sizes of t AEV mm and degrees, the four optical images from Fig. 4 and the Tricorder surface model from Section 4.1 were registered. For successful registrations, the mean and standard deviation of the projection and 3D errors can be calculated and graphs of error against subsampling ratios and z-buffer checking were plotted. Table 11 shows the success rate for the g inverse Esed registration, as the amount of surface subsampling and the frequency of z-buffer redrawing is changed. It can be seen that, with the surface subsampling factor QP, the robustness of the algorithm remains very good. Above a factor of 32, the robustness decreases. The graph in Fig. 9 shows the mean 3D errors as the surface is subsampled by different amounts and the frequency of z-buffer redrawing is changed. Each line represents a different amount of z-buffer checking and is described in the key, i.e., ªevery_evaluationº means that Fig. 8 to the Four Optical Images in Fig. 4 surface points were checked against a z-buffer every time the similarity measure was evaluated. ªevery_5_stepsº means that surface points were checked against the z-buffer every five steps of the gradient ascent search strategy, etc. Table 11 also shows the mean time in seconds taken for the registrations. Times range from 337 seconds to 6 seconds on a Sun Ultra-10, 300Mhz, with Elite 3D graphics card and 128 Mb RAM. It can be seen that less z-buffer checking does not necessarily make the algorithm perform much less robustly. With fewer points, however, the algorithm becomes gradually less accurate as projection and 3D errors increase. It is more important to consider the time taken to register which decreases significantly. This suggests that further work should be done, for example, to develop a search strategy that starts with few points and uses progressively more points as registration is approached.
Registration of 15 Data Sets
Thus far, the algorithm using g inverse has been tested by registering either the optically reconstructed or MR derived surfaces to the same four optical images. The following experiment tested the registration algorithm with 10 different Tricorder surfaces and five MR surfaces. In the following experiments, 10 volunteers were imaged with the Tricorder system. The correspondence between the camera coordinate system and the 3D surface coordinate system was not available for these data sets and, hence, there was no gold standard. The Tricorder calibration data provides an initial registration position that is close to the true registration. From this starting position, the extrinsic camera parameters are misregistered by t AEV mm and degrees. As before, every possible combination (64) of adding AEV mm and degrees to the starting position was used. The algorithm then registered the surfaces to the The mean time for photo-consistency-based registration is shown in brackets. Fig. 9 . Mean 3D error in mm for different amounts of z-buffer testing and subsampling. See Section 4.8.
optical images using g inverse . In addition, five volunteers had also had an MR scan of their head. From each MR scan, a surface was extracted, where the surface represented the face of the volunteer above the top lip and below the hairline. The MR surface was registered to the Tricorder using a point-based method [32] to provide an approximate initial registration. From this position, the surface was misregistered by t AEV mm and degrees and the algorithm, using g inverse , registered the MR surface to the optical images. Although no gold standards were available, the mean position of the registrations for each surface, should be ªcloseº to that given by the calibration data for the Tricorder system. Therefore, successful registrations were classified as those where none of the extrinsic parameters moved further away from the expected registration position than the size of the initial offset t AEV mm and degrees. For the successful registrations, the standard deviation of the extrinsic parameter values were calculated. Visual inspection was used to check whether the mean registration position did correspond to a good alignment. Table 12 shows the results for the 10 volunteers, registering the optically reconstructed surfaces to the corresponding four optical images. In all cases, the registration was robust and precise.
For the five volunteers, registering their MR skin surfaces to the corresponding four optical images showed more variable results shown in Table 13 . The surface of volunteer 1 registered robustly and precisely. For these tests, the success rate was 100 percent and standard deviation of the recovered extrinsic camera parameters ranged from 0.09 to 0.34. The results for the other four volunteers was less good. These MR scans were taken between three months and one year before the optical images, so it is not surprising that the registration is less reliable as the surface could be a significantly different shape to that shown in the optical images. In addition, the resolution and coverage of the MR images will be different, leading to different amounts of available surface information. In general, using high resolution surfaces yields a better performance of the algorithm than using decimated surfaces, but it also leads to slower registration.
Tracking in Image Sequences
In a final experiment, we have used the proposed algorithm for tracking images of the human head. For this purpose, we have used a sequence of ªimagesº of a volunteer which were taken with a Tricorder system [28] . Using this system, 56 images of a volunteer where taken while the volunteer moved his head slowly. From the first images, we have used the surface reconstructed by the Tricorder system and registered this surface to all other frames in the series of plainly illuminated video images using g inverse . Fig. 10 illustrates the ability of the algorithm to track the head movement over a wide range of poses. The images in Figs. 10a, 10b, 10c, and 10d show a red wire frame representation of the surface overlaid on the corresponding video image. These images correspond to frames 0 (initial frame), 11, 36, and 55 (final frame), respectively.
DISCUSSION

Summary of the Results
The proposed algorithm has been shown to provide accurate and robust registration of video images of the face to a surface model derived from either a video reconstruction or an MR scan. The algorithm performed well even for initial misregistrations up to AEIT mm and degrees. The mean 3D error using this surface ranges from 1.45 to 1.59 mm for t AER, V, IP, and IT mm and degrees. This was assessed as being visually accurate. The best results have been obtained using g inverse , which was shown to be more robust than using g squred . However, other similarity measures are also possible, see, for example, [33] . Using the g inverse similarity measure, the algorithm depends on two parameters. The first parameter is the minimum number of views that a given point must project into for it to be used in calculating the similarity measure and depends on the camera configuration. If four cameras were used, with large angles of disparity between them, a given point may only project to two cameras at once, even at alignment. For all these experiments, we specified that a point must be visible in all available camera views. The second parameter, , determines the sensitivity of the algorithm towards noise: With very low values, i.e., I, we observed that the algorithm was sensitive to noise and became less robust. The experiments with different pairs of images illustrate that the registration performance does vary with the orientation and shape of the objects relative to the position of the optical cameras. However, with an appropriate choice of camera position, performance with two views is very good and comparable with the four view experiments. For horizontal pairings, the algorithm was successful in all cases. For diagonal pairings, the algorithm performed slightly worse in terms of robustness while it performed poorly for the vertical pairings. The fact that performance does vary with camera setup relative to the object of interest is not surprising. If two cameras were positioned with their optical axis in a plane perpendicular to the major axis of a perfectly Lambertian reflecting an infinitely long cylinder, it would be impossible using this method to determine the rotation about the axis, and translations parallel to the axis, as with these transformations, the cylinder would produce identical image intensities. If the face is assumed to be approximately symmetrical about a vertical axis, then both horizontal and vertical pairings could be affected. A more likely explanation is that, for the Tricorder system, the horizontal cameras have a rotational disparity of 32 degrees and the diagonal pairings have a rotational disparity of 38 degrees, but the vertical pairings have a disparity of only 19 degrees. As the angular disparity between the cameras decreases, the differences in intensity between the different images decreases relative to the video image noise. The photo-consistency measures try to detect misregistration by measuring differences in intensity. As these differences decrease, they will be more affected by the inherent optical image noise. Furthermore, it may well be the case that of the facial features, the nose, and the curvature from one side of the face to the other are the most important features in terms of registration. The horizontal and diagonal pairs of images capture views from both sides of the face, whereas the vertical pairs only view one side of the face. It may be the case that for the vertical pairings, there is simply not enough angular disparity between the optical cameras, or not enough surface curvature to enable accurate registration. In practice, the lower bound of the angular disparity of the optical cameras will vary together with the amount of surface curvature necessary within the field of view to enable accurate registration.
The registration algorithm was tested as zero mean, Gaussian additive noise with standard deviation I, P, R, V, IT, QP, and TR intensity values added to each of the set of four images. With noise up to 32 intensity values, the noise had little effect as the robustness stayed at 100 percent, even though this corresponds to far more noise than would usually be encountered. The standard deviation of the recovered extrinsic parameters ranges from HXIIEHXSS for these levels of noise. Thus, this algorithm is accurate, precise, and robust to the inclusion of optical image noise.
It can be seen that, with the current implementation, the algorithm's performance does depend on surface size and shape. With the full surface, the mean (standard deviation) 3D error was 1.59 (0.60) mm. However, with a smaller, but well-featured surface, the mean (standard deviation) 3D error was 1.19 (0.75) mm. This suggests that a small surface with compact information should be used. Clearly, the smaller the surface, the faster the registration. Typical registration times for these experiments were approximately three minutes. For potential applications, this result suggests that, with the current implementation, only wellfeatured surfaces are suitable. However, we are continuing to study the effects of optical image texture on registration performance. It may well be the case that, for a smooth surface, we may need to add color texture to the object of interest, i.e., paint it or project a texture onto it. This may be sufficient to enable registration to smoother surfaces.
The evaluation of the algorithm with respect to the number of points used and the frequency of z-buffer checking was a preliminary test. It was demonstrated that with fewer points, a significant increase in registration speed could be obtained, however, at the cost of decreased accuracy. This suggests that a multiresolution strategy could be used with fewer points at a lower resolution and more points at a higher resolution.
The resultsfromthis sectionsuggestthat, witharecent scan, robust (a success rate of 89 percent or above), usually precise registration (a low standard deviation of extrinsic parameter values, as shown in Tables 7 and 8 ) should be possible for images similar to those tested. It seems that with MR scans, the performance is more variable although overall performance is still very good. As no attempt was made to optimize either MR image acquisition or the surface extraction method to ensure fidelity of the resulting surface, there is scope for improvement. Moreover, the skin is deformable, which will place a limit on the obtainable registration accuracy. 
Generalization of the Proposed Method
In this paper, we have taken image intensities from two or more optical views and assumed a Lambertian lighting model to define whether these intensities are photo-consistent or not. In reality, most surfaces do not exhibit purely Lambertian reflection. Therefore, two issues are of importance: 1) How can the lighting assumptions be generalized so that other more realistic lighting models can be used to define photo-consistency and 2) how closely does real data have to fit a model to enable accurate registration? Many computer vision techniques use a Lambertian lighting model since it assumes that the intensity at a point is only dependent on where the light source(s) are relative to the surface point and, hence, is view independent. More complex models such as the Phong lighting model used in computer graphics [4] allow specular reflections but require knowledge of where the light sources are in the relation to the cameras. To use the Phong lighting model, it becomes necessary to calibrate the light source in order to determine the position of the light source in relation to the cameras, e.g., using the calibration technique proposed in [35] . In theory, this would enable the extension of the proposed technique to more complex lighting models. However, in practice, the use of more complex lighting models will be complicated by the fact that, in many real-life applications, the lighting conditions are difficult to control and may change unexpectedly.
In principle, it is possible to extend our method to use multiple cameras whose relative pose parameters are unknown. In this case, the pose parameters of the cameras with respect to the 3D model are simultaneously optimized together with the relative pose parameters of each camera. This would increase computational cost, as the number of degrees of freedom increases, but it would increase the flexibility and, hence, applicability of this method. At the same time, it would eliminate the need for a priori knowledge about the relative pose parameters of each camera.
Although our method has been used on images of the face, the framework can be applied to a wide variety of intensitybased 2D-3D registration tasks. A particular advantage is its scalability. It is possible to use the proposed framework for other medical images such as those from endoscopes or in nonmedical applications such as images of large structures, e.g., buildings. For example, if a model of a building was made from architects' drawings or CAD, then this algorithm could be used to match directly the model to different video images for remote inspection or guidance of autonomous vehicles. It is not even necessary to take all the video images at the same time. A moving, tracked camera could be used to collect a sequence of images. The possibilities of using tracked cameras and the scalability of this algorithm suggests many future applications for this algorithm in, for example, image guided interventions, surveillance and identification, industrial inspection, computer assisted manufacture, computer assisted maintenance, or telemanipulation in remote or hostile environments.
Comparison with Feature-Based Methods
Feature-based 2D-3D registration methods can be decomposed into three subproblems: extracting features, establishing 2D-3D point correspondence, and then performing a registration. Once point correspondences have been reliably established and there are a sufficient number of 2D and 3D point pairs, then there are many established methods for performing the registration in (near) real time [29] , [34] . Examples where feature-based methods may be superior include the matching of man-made objects, with clearly defined edges, corners, or specific landmark points constructed for the purpose of enabling 2D-3D registration. If features can be reliably extracted, and point correspondence established, feature-based approaches may have better performance than the proposed algorithm. However, our method can provide reliable registration when features cannot be reliably extracted, but some knowledge of the expected surface reflectance characteristics does exist.
SUMMARY
We have described a novel algorithm for 2D-3D intensitybased registration. This algorithm is suitable for the registration of two or more optical images to a 3D model. The results in Sections 4.1 and 4.2 suggest that more work is necessary in finding the most suitable similarity measure. For instance, g inverse could be used at the start of registration, but a second step employed where g squred is used to maximize the accuracy when close to registration. For any registration method, the choice of similarity measure defines the characteristics of the optimization space and, hence, is related to the choice of optimization strategy. Therefore, future work will include the evaluation of different global search strategies such as simulated annealing or genetic algorithms. In conclusion, we reported a novel algorithm for establishing the pose of a 3D model of an object with respect to two or more optical images of the object. The presented method is based on the concept of photo-consistency and is shown to be accurate, precise, and robust in an initial validation.
