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Abstract
There are several examples in which algebraic properties of Jacobian algebras from (unpunctured) Riemann
surfaces can be computed from the geometry of the Riemann surface.
In this work, we compute the dimension of the Hochschild cohomology groups of any Jacobian algebra
from unpunctured Riemann surfaces. In those expressions appear geometric objects of the triangulated
surface, namely: the number of internal triangles and certain types of boundaries. Moreover, we give
geometric conditions on the triangulated surface (S,M,T) such that the Gerstenhaber algebra HH∗(AT) has
non-trivial multiplicative structures.
We also show that the derived class of Jacobian algebras from an unpunctured surface (S,M) is not
always completely determined by the Hochschild cohomology.
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1. Introduction
Let k be an algebraically closed field. A potential W for a quiver Q is a possibly infinite linear combination
of cyclic paths in the complete path algebra k〈〈Q〉〉. The Jacobian algebra P(Q,W ) associated to a quiver
with a potential (Q,W ) is the quotient of the complete path algebra k〈〈Q〉〉 modulo the Jacobian ideal J(W ).
Here, J(W ) is the topological closure of the ideal of k〈〈Q〉〉 which is generated by the cyclic derivatives of
W with respect to the arrows of Q.
For any (tagged) triangulation T of a Riemann surface with marked points (S,M), it is possible to
construct a finite dimensional Jacobian algebra AT, whose quiver QT was defined by Fomin, Shapiro and
Thurston in [1] and the potentialWT was given by Labardini-Fragoso in [2, 3]. In case (S,M) is a unpunctured
surface, the Jacobian algebra AT is isomorphic to the gentle algebra defined by Assem, Bru¨stle, Charbonneau-
Jodoin and Plamondon in [4]; see Section 2 for definition.
The Hochschild cohomology groups HHi(A) of an algebra A, where i ≥ 0, were introduced by Hochschild
in [5]. The low-dimensional groups, namely for i = 0, 1, 2, have a concrete interpretation of classical algebraic
structures, but in general it is quite hard to compute them, even in those lower dimensional cases. However,
an explicit formula for the dimension of the Hochschild cohomology dimk HH
i(A) of some subclasses of
special biserial algebras had been computed in terms of combinatorial data, for example in [6, 7, 8]. In
particular, recently Redondo and Roma´n obtained a formula for quadratic string algebras and therefore for
gentle algebras (see [13]).
The aim of this work is to compute the dimension of HHn(AT) for any triangulated surface (S,M,T) in
terms of geometric data using the results of Redondo and Roma´n. As a consequence of these computations,
we have that the non-trivial multiplicative structure of the Gerstenhaber algebra HH∗(AT) depends on the
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existence of internal triangles in T, see Section 2 for definition of internal triangle. Our main result is the
following:
Theorem. Let AT = P(QT,WT) be the Jacobian algebra of an unpunctured triangulated surface (S,M,T).
Denote by int(T) the set of internal triangles of T, by B0 the set of boundaries of type 0 and by B1 the set of
boundaries of type 1(See Figure 1 and 4 in Section 3). Then:
(a) dimk HH
0(AT) = 1 + |B0|
(b) dimk HH
1(AT) = 1 + |B1|+ |(QT)1| − |(QT)0|
(c) If char k 6= 2 and n ≥ 2, then
dimk HH
n(AT) =
®
|int(T)| if n ≡ 0, 1 (mod 6)
0 otherwise
(d) If char k = 2 and n ≥ 2, then
dimk HH
n(AT) =
®
|int(T)| if n ≡ 0, 1 (mod 3)
0 otherwise
.
Moreover, if the triangulation T contains at least one internal triangle, then the cup product defined in
⊕k≥0 HHk(Λ) is non trivial; and if char k = 0, then the Lie bracket is also non trivial.
Remark 1.1. We can compute the number of arrows of QT from the triangulated surface (S,M,T). It is
enough to consider the number of internal triangles and the number of triangles with exactly one arc being
a boundary segment. More precisely, if we denote by SInt(T) the set of of triangles with exactly one arc
being part of a boundary component, then
|(QT)1| = 3|Int(T)|+ |SInt(T)|.
Since the number of vertices ofQT can be also computed from (S,M,T), then dimk HH1(AT) can be computed
from the geometry of (S,M,T), with the following expression:
dimk HH
1(AT) = 1 + |B1|+ 3|Int(T)|+ |SInt(T)| − 6g − 3b− c+ 6,
where g is the genus of S, b is the number of boundary components and c the number of marked points.
Rickard in [9][Proposition 2.5] showed that the Hochschild cohomology is invariant under derived equiva-
lence (see also [10][Theorem 4.2] for a special case). But it is not always true that the Hochschild cohomology
determine the derived class of a family of algebras. In the case of Jacobian algebras from an unpunctured
disc, it was proven by Bustamente and Gubitosi in [11]. that the Hochschild cohomology and the number of
vertices determine the derived classes.
The main result show that the derived class of Jacobian algebras from a unpunctured surface (S,M) is
not always completely determined by the Hochschild cohomology. We give an example of such affirmation.
Also, as consequence of the result we obtain another proof of the computation of Ladkani restricted to
the algebras we are working with, which is given in [8].
2. Preliminaries
In this section, we recall definitions and concepts used in this work. We also fix notations.
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2.1. Quivers and relations
Let Q be a finite quiver with a set of vertices Q0, a set of arrows Q1 and let s, t : Q1 → Q0 be the maps
associating to each arrow α its source s(α) and its target t(α). A path w of length l is a sequence of l arrows
α1, . . . , αl such that t(αi) = s(αi+1), we say that its source s(w) is s(α1) and its target t(w) is t(αl). We
denote by |w| the length of the path w.
The path algebra kQ is the k-vector space with basis the set of paths in Q and the product of the basis
elements is given by the concatenations of the sequences of arrows of the paths w and w′ if they form a path
and zero otherwise. Let F be the two-sided ideal of kQ generated by the arrows of Q. A two-sided ideal I
is said to be admissible if there exists an integer m ≥ 2 such that Fm ⊆ I ⊆ F 2 and its elements are called
relations. The pair (Q, I) is called a bounded quiver.
The quotient algebra kQ/I is said a monomial algebra if the admissible ideal I is generated by paths and
a relation is called quadratic if it is a path of length two.
2.2. Surfaces and triangulations
Let S be a connected oriented Riemann surface with non-empty boundary ∂S and let M be a non-empty
finite set on the boundary ∂S such that there is at least one marked point in each boundary component.
The elements of M are called marked points. We will refer to the pair (S,M) as an unpunctured surface.
Definition 2.1. An arc τ in (S,M) is a curve in S such that
(a) the endpoints are in M ;
(b) τ does not cross itself;
(c) τ is not isotopic to a point or to a boundary segment;
(d) τ does nor cut a monogon (disc with one marked point) or a digon (disc with two marked points).
For any two arcs τ and τ ′ in S, let e(τ, τ ′) be the minimal number of crossings of τ and τ ′, that is, e(τ, τ ′)
is the minimum of numbers of crossings of curves σ and σ′, where σ is isotopic to τ and σ is isotopic to
τ ′. Two arcs τ and τ ′ are called non-crossing if e(τ, τ ′) = 0. A triangulation T is a maximal collection of
non-crossing arcs. The arcs of a triangulation T cut the surface into triangles. A triangle 4 in T is called an
internal triangle if none of its sides is a boundary segment. We refer to the triple (S,M,T) as a triangulated
surface.
2.3. Jacobian algebras from surfaces
If T = {τ1, · · · τn} is a triangulation of an unpunctured surface (S,M), we define a quiver QT as follows:
QT has n vertices, one for each arc in T. We will denote the vertex corresponding to τi by ei (or i if there
is no ambiguity). The number of arrows from i to j is the number of triangles 4 in T such that the arcs
τi, τj form two sides of 4, with τj following τi when going around the triangle 4 in the counter-clockwise
orientation. Note that the interior triangles in T correspond to oriented 3-cycles in QT.
Following [4, 2], let WT be the sum of all oriented 3-cycles in QT. Then WT is a potential which gives rise
to a Jacobian algebra AT = P(QT,WT). The latter, in this case, is isomorphic to the quotient of the path
algebra of the quiver QT by the two-sided ideal generated by the subpaths of length two of each oriented
3-cycle in QT (see [12] for definitions of quivers with potential).
2.4. Dimension of the Hochschild cohomology groups of gentle algebras
Recall that a finite dimensional algebra A is gentle if it admits a presentation kQ/I satisfying the following
conditions:
(G1) At each point of Q start at most two arrows and stop at most two arrows.
(G2) The ideal I is generated by paths of length 2.
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(G3) For each arrow β there is at most one arrow α with s(β) = t(α) and at most one arrow γ with
t(β) = s(γ) such that αβ ∈ I and βγ ∈ I.
(G4) For each arrow β there is at most one arrow α with s(β) = t(α) and at most one arrow γ with
t(β) = s(γ) such that αβ /∈ I and βγ /∈ I.
The Hochschild cohomology groups of gentle algebras have already been computed in [8] by Ladkani
and in [13] by Redondo and Roma´n. In the first case, these results have been expressed in terms of the
derived invariant introduced by Avella-Alaminos and Geiss in [14]. In the second one, Redondo and Roma´n
used Bardzell’s resolution (see [15]). The results of Redondo and Roma´n are more general, since they also
computed the Hochschild cohomology of quadratic string algebras and found conditions on the bound quiver
associated to the string algebra in order to have non-trivial multiplicative structures (see [16] for definition
of string algebras).
Since Jacobian algebras from unpunctured surfaces are gentle, we use the computation of Redondo and
Roma´n to prove our main result. We include the statement of their result in this work for convenience to
the reader, but first we need to introduce some notations related to Bardzell’s resolution, as well as others
used in [13].
Let A = kQ/I be a monomial algebra, we fix a minimal set R of paths that generates the ideal I.
Moreover, we fix a set P of paths in Q such that the set {γ + I | γ ∈ P} is a basis of A.
Since gentle algebras are monomial algebras, their Hochschild cohomology groups can be computed using
a convenient projective resolution of A as A-A-bimodule constructed by Bardzell in [15]. In this particular
case, the Hochschild complex, obtained by applying HomA−A(−, A) to the Hochschild resolution of Bardzell
and using the isomorphisms
HomA−A(A⊗E kAPn ⊗E A,A) ∼= HomE−E(kAPn, A)
is
0 −→ HomE−E(kAP0, A) F1−→ HomE−E(kAP1, A) F2−→ HomE−E(kAP2, A) F3−→ · · ·
where
(i) E = kQ0 is the sub-algebra generated by the vertices of Q,
(ii) kAP0 is the vector space kQ0, kAP1 is the vector space kQ1 and kAPn is the one generated by the set
APn = {α1α2 · · ·αn | αiαi+1 ∈ I, 1 ≤ i < b}
for n ≥ 2, and
(iii) the morphisms are
F1(f)(α) = αf(et(α))− f(es(α))
Fn(f)(α1 · · ·αn) = α1f(α2 · · ·αn) + (−1)nf(α1 · · ·αn−1)αn.
It is easy to show the k-vector spaces HomE−E(kAPn, A) and the one generated by the set of pairs of
parallel paths
(APn//P) = {(ρ, γ) ∈ APn × P | s(ρ) = s(γ), t(ρ) = t(γ)}.
are isomorphic. Then the Hochschild cohomology of monomials algebras can be computed using k(APn//P).
For gentle algebras, it is enough to consider the following subsets of (APn//P):
(a) −(Q0//P1)− = {(er, γ) ∈ (Q0//P1) | Q1γ ⊂ I, γQ1 ⊂ I}.
(b) −(0, 0)−1 = {(α, γ) ∈ (Q1//P) | γ /∈ αkQ ∪ kQα,Q1γ ⊂ I, γQ1 ⊂ I}.
For any n ≥ 2,
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(c) −(0, 0)−n = {(α1 · · ·αn, γ) ∈ (APn//P) | γ /∈ α1kQ ∪ kQαn, Q1γ ⊂ I, γQ1 ⊂ I}.
(d) The set of complete pairs Cn = {(α1 · · ·αn, er) ∈ (APn//Q0) | αnα1 ∈ I}.
Let Zn = 〈t〉 be the cyclic group of order n. Observe that Zn acts on Cn, with action given by
t(α1 · · ·αn, es(α1)) = (αnα1 · · ·αn−1, es(αn)).
For any (ρ, e) ∈ Cn, we define its order as the least natural number k such that tk(ρ, e) = (ρ, e).
(e) The set of incomplete pairs In = {(α1 · · ·αn, er) ∈ (APn//Q0) | αnα1 /∈ I}.
Observe that by definition (APn//Q0) = Cn unionsq In, where unionsq denotes disjoint union.
(f) Cn(0) = {(α1 · · ·αn, er) ∈ Cn | it does not exist γ ∈ Q1 \ {αn} nor β ∈ Q1 \ {α1} with αnβ, γα1 ∈ I}
(g) The set of gentle complete pairs
Gn = {(α1 · · ·αn, er) ∈ Cn | tm(α1 · · ·αn, er) ∈ Cn(0) for any m ∈ Z}.
Denote by kGn the k-vector space generated by the elements of Gn.
(h) The set of empty incomplete pairs
En = {(α1 · · ·αn, er) ∈ In | there is no relation βγ ∈ I with t(β) = r = s(γ)}
Using the previous subsets of pairs of parallel paths, the following Theorem give us the dimension of each
Hochschild cohomology group and also conditions such that the Lie bracket and the cup product defined in
⊕k≥0 HHk(A) being non-trivial.
Theorem 2.2. [13][Corollary 3.11, Theorem 4.5, Theorem 4.9] Let A = kQ/I be a gentle algebra. Then
dimk HH
0(A) = 1 + |−(Q0//P1)−|
dimk HH
1(A) =
®
1 + |−(0, 0)−1 |+ |Q1| − |Q0| if char k 6= 2
1 + |−(0, 0)−1 |+ |Q1| − |Q0|+ |(Q1//Q0)| if char k = 2
dimk HH
n(A) = |−(0, 0)−n |+ |En|+ a dimk kGn/ Im(1− t) + bdimk kGn−1/ Im(1− t)
where
(a, b) =

(1, 0) if n ≥ 2, n even, char k 6= 2
(0, 1) if n ≥ 2, n odd, char k 6= 2
(1, 1) if n ≥ 2, char k = 2
Moreover, if Gn 6= ∅ for some n > 0, then the cup product defined in ⊕k≥0 HHk(Λ) is non trivial; and if
char k = 0, then the Lie bracket is also non trivial.
3. A geometric computation of the dimension of dimk HH
n(AT)
In this section we analyze the subsets of (APn//P) appearing in the computation of Redondo and Roma´n.
We show that some of them have a nice geometrical description while other are zero.
Lemma 3.1. Let (S,M,T) be a triangulated surface. Then the set
−(Q0//P1)− = {(er, γ) | γ is a path of length at least 1 and Q1γ ⊂ I, γQ1 ⊂ I}
is in bijection with the boundaries of the form in Figure 1
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τr
· · ·
Figure 1: Boundary of type 0
τr
γn
γ1
z y
x
Figure 2: Triangle 4
Proof. By definition, given a pair (er, γ1 · · · γn) ∈ −(Q0//P1)− we have that γ1 · · · γn is a non-zero oriented
cycle starting at er. Observe that γnγ1 ∈ I because A is finite dimensional and quadratic, then γ1 and γn
belongs to a 3-cycle arising from a triangle 4 as in Figure 2.
Recall that any non-zero path from a vertex ei to a vertex ej in A is coming from arcs attached to a
marked point w as in Figure 3, and each arrow is opposite to w. Then the marked point z in the triangle 4
is actually the marked point x, therefore τr is a loop.
w
τjτi
· · ·
Figure 3: Non-zero path
We claim that arc τr is part of a triangle4′ such that the two others arcs τ and τ ′ are part of the boundary.
Denote by 4′ the triangle formed by the arcs {τr, τ, τ ′} different from 4. Suppose that τ is not part of the
boundary, then there exists an arrow α such that s(α) = er or t(α) = er. In the first case, αγ1 · · · γm /∈ I
and in the second case γ1 · · · γmα /∈ I, contradicting the fact that (er, γ1 · · · γn) ∈ −(Q0//P1)−. Therefore
no such arc exists as in Figure 1.
Lemma 3.2. Let (S,M,T) be a triangulated surface. Then the set
−(0, 0)−1 = {(α, γ) ∈ (Q1//P) | γ /∈ αkQ ∪ kQα, Q1γ ⊂ I, γQ1 ⊂ I}
is in bijection with the boundaries depicted in Figure 4.
Proof. Consider a pair (α, γ1 · · · γn) of parallel paths which belongs to −(0, 0)−1 . By definition γ1 and γn
are different from α. Observe that α : i −→ j does not belong to a 3-cycle αα2α3 arising from an internal
triangle, otherwise γ1 · · · γnα2 ∈ I, but AT is quadratic then γnα2 ∈ I. Therefore γn and α2 belong to a
3-cycle arising from an internal triangle, then α = γn, which is a contradiction.
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· · ·
Figure 4: Boundary of type 1
Denote by 4 the triangle which gives rise to the arrow α and by x, y, z ∈M the vertices of 4 such that
x is opposite to α. In Figure 5, we show the general structure of an arrow α which is parallel to a non-zero
path γ1 · · · γn.
τj
τi
τi
τ
y
x
z
z′
α
γn
γ1
...
Figure 5: General structure
Recall that the arrow γ1 is opposite to the vertex z because s(γ1) = s(α) and each arrow γi is opposite to
y for 1 ≤ i ≤ n, then y = z, therefore the arc τ is a curve isotopic to a boundary component with a marked
point y. Then the triangle 4 is depicted in Figure 4 as we claim.
Lemma 3.3. The set
−(0, 0)−n = {(α1 · · ·αn, γ) ∈ (APn//P) | γ /∈ α1kQ ∪ kQαn, Q1γ ⊂ I, γQ1 ⊆ I}
is empty for n ≥ 2.
Proof. In order to prove the statement, we will show that given any pair of parallel paths (α1 · · ·αn, γ) ∈
(APn//P) such that γ /∈ α1kQ ∪ kQαn there exists an arrow β such that γβ /∈ I or βγ /∈ I.
Denote by γ1 · · · γm the path γ. By hypothesis γ1 · · · γm /∈ α1kQ ∪ kQαn, then γ1 6= α1 and γm 6= αn.
Since αiαi+1 ∈ I for every 1 ≤ i ≤ n − 1, the zero path α1 · · ·αn is a sequence of consecutive arrows
of a 3-cycle β1β2β3 arising form a triangle 4, such that α1 = β1. Moreover, αi = αj = βk if and only if
i ≡ j ≡ k (mod 3), that means, in some way, that the sequence α1 · · ·αn is equivalent to the paths α1, α1α2
or α1α2α3, depending on the value of n module 3. We analysis three different cases: n ≡ 0 (mod 3), n ≡ 1
(mod 3) and n ≡ 2 (mod 3).
In the first case, if n ≡ 0 (mod 3), the path α1 · · ·αn is a cycle and αnα1 ∈ I. Since α1 6= γ1 and there
is only one quadratic relation starting at α3 = αn, namely α3α1, the path αnγ1 · · · γm /∈ I, as we claim.
In the second case, n ≡ 1 (mod 3), we have that n ≥ 2 and α1 = αn. Note that there is only one
quadratic relation ending at α2, namely α1α2, then γ1 · · · γmα2 /∈ I, otherwise γm = α1.
Finally, if n ≡ 2 (mod 3), we have that β3γ1 · · · γm /∈ I, otherwise β3γ1 ∈ I, and that implies γ1 = β1 = α1
contradicting the hypothesis γ /∈ α1kQ ∪ kQαn.
Lemma 3.4. Let (S,M,T) be a triangulated surface. If n ≥ 2, then
(a) the set En of empty incomplete pairs is empty.
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(b) the basis of Gn/ Im(1− t) is in bijection of the internal triangles of the triangulation T.
Proof. In order to prove the first statement, we show first that
(APn//Q0) =
®
Cn if n ≡ 0 (mod 3)
∅ otherwise.
Recall that any pair (α1 · · ·αn, er) is an element of (APn//Q0) if and only if α1 · · ·αn is a cycle and αiαi+1 ∈
I. It is clear that the set (AP2//Q0) is empty because by construction AT has no 2-cycle.
Now, consider n ≥ 3. By construction of AT any quadratic relation corresponds to the composition of
two consecutive arrows of a 3-cycle arising of an internal triangle 4 of T, then any path α1 · · ·αn such that
αiαi+1 ∈ I is a sequence of consecutive arrows of a 3-cycle arising of an internal triangle 4, then αi = α3k+i
for 1 ≤ 3k + i ≤ n. Moreover, since the zero path α1 · · ·αn is a cycle, we have that n ≡ 0 (mod 3) and
αnα1 = α3α1 ∈ I, therefore
(APn//Q0) =
®
Cn if n ≡ 0 (mod 3)
∅ otherwise.
Since En ⊆ In ⊆ (APn//Q0) and (APn//Q0) = Cn unionsq In by definition, where unionsq denotes disjoint union,
the last assertion implies that En is empty.
Recall that if (α1 · · ·αn, er) ∈ Cn(0) ⊆ Cn then there is no arrow γ 6= αn and no arrow β 6= α1 such that
αnβ ∈ I and γα1 ∈ I, but in our case there is only one quadratic relation involving the arrows αn and α1,
namely αnα1 = ∂α2(W ), then
(APn//Q0) =
®
Cn(0) if n ≡ 0 (mod 3)
∅ otherwise.
It is clear that any pair (α1 · · ·αn, er) ∈ Cn(0) satisfies tm(α1 · · ·αn, er) ∈ Cn(0), then by definition of
gentle complete pairs we have that
(APn//Q0) =
®
Gn if n ≡ 0 (mod 3)
∅ otherwise.
Moreover, Gn is not empty if and only if the triangulation T contains at least one internal triangle.
Now, we show that the basis of kG3k/ Im(1 − t) is in bijection of the internal triangles of T. Denote by
{41, · · · ,4m} the set of internal triangles of T. Choose an element (ρi, eei) for each triangle 4i.
Since the order of any element (ρ, er) ∈ G3k is 3, any element x ∈ kG3k can be written as follows
x =
m∑
i=0
2∑
j=0
λijt
j(ρi, esi)
where λij ∈ k, (ρk, erk) 6= tj(ρi, eri) if k 6= i and each ρk is a sequence of consecutive arrows of a 3-cycle
arising from an internal triangle 4k of T.
In order to prove that dimk kG3k/ Im(1− t) = m it is enough to show that dimk ker(1− t) = m.
Let x be an element in ker(1− t), then
0 = (1− t)(x) =
m∑
i=0
2∑
j=0
λijt
j(ρi, esi)−
m∑
i=0
2∑
j=0
λijt
j+1(ρi, esi)
=
m∑
i=0
2∑
j=0
(λij − λij−1)tj(ρi, esi)
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then λi0 = λij for j = 1, 2. Let xi be the sum
∑2
j=0 t
j(ρi, esi), then x can be rewritten as follows:
x =
m∑
i=0
λi0(
2∑
j=0
tj(ρi, esi)) =
m∑
i=0
λi0xj
then the elements x1, · · · , xm generates the vector space ker(1 − t) and it is clear that they are linearly
independent, then dimk ker(1− t) = m.
We are now able to prove our main result.
Proof of Theorem. Since in Lemma 3.1 and Lemma 3.2 we establish a bijection between −(0, 0)−i and the
set of boundaries Bi for i = 0 and i = 1, then the expressions for the dimension of dimk HH0(AT) and
dimk HH
1(AT) follow from Theorem 2.2 and the fact that (Q1//Q0) = ∅ because there are no loops in the
quiver QT.
For n ≥ 2, because −(0, 0)−n and En are empty sets, the expression of the dimension of dimk HHn(AT)
given in Theorem 2.2 is reduced as follows:
dimk HH
n(AT) = a dimk kGn/ Im(1− t) + bdimk kGn−1/ Im(1− t) (1)
where
(a, b) =

(1, 0) if n ≥ 2, n even, char k 6= 2
(0, 1) if n ≥ 2, n odd, char k 6= 2
(1, 1) if n ≥ 2, char k = 2
By Lemma 3.4, we have that
dimk kGn/ Im(1− t) =
®
|Int(T)| if n ≡ 0 (mod 3)
0 otherwise
(2)
Therefore the final expression of the dimk HH
n(AT) depends on the value of n module 3, the characteristic
of k and the parity of n. Even so, the analysis of each case is very similar.
We analyze first the case when char k 6= 2. If n ≡ 0 (mod 3), we have dimk kGn/ Im(1− t) = |Int(T)| and
dimk kGn−1/ Im(1− t) = 0, then
dimk HH
n(AT) =
®
|Int(T)| n even
0 n odd
Observe that if n ≡ 0 (mod 3) the parity of n can be described in terms of the value of n module 6,
namely:
• if n is even, then n ≡ 0 (mod 6),
• if n is odd, then n ≡ 3 (mod 6).
In the same way, if n ≡ 1 (mod 3), the parity of n is described as follows:
• if n is even, then n ≡ 4 (mod 6),
• if n is odd, then n ≡ 1 (mod 6).
and we have that dimk kGn/ Im(1− t) = 0 and dimk kGn−1/ Im(1− t) = |Int(T)|, then
dimk HH
n(AT) =
®
|Int(T)| if n ≡ 1 (mod 6)
0 if n ≡ 4 (mod 6).
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If n ≡ 2 (mod 3), the parity of n is not important because we have dimk kGn/ Im(1 − t) = 0 and
dimk kGn−1/ Im(1− t) = 0, then dimk HHn(AT) = 0.
Finally if char k = 2, the parity of n is not important either, because a = b = 1, then dimk HH
n(AT)
depends only on the value of n module 3. In a way similar to the case k 6= 2 we can show
dimk HH
n(AT) =
®
|Int(T)| if n ≡ 0, 1 (mod 3)
0 otherwise.
To show that the non-trivial structure of the Gerstenhaber algebra HH∗(AT) depends only on the existence
of internal triangles, it is enough to recall that the set Gn is not empty if and only if n ≡ 0 (mod 3) and T
contains at least one internal triangle (see Lemma 3.4), then the statement follows by Theorem 2.2.
We conclude this section with an example showing the computation of the dimension of the Hochschild
cohomology groups.
Example 3.5. Consider the triangulated surface (S,M,T) of the Figure 6. Observe that the boundaries B1
and B2 are of type 1, while the boundary B3 is of type 0, then |B0| = 1 and |B1| = 2. There are 3 internal
triangles: 41(τ1, τ5, τ7), 42(τ1, τ6, τ2) and 43(τ6, τ5, τ4). Then, according to our main result, the dimension
of the Hochschild cohomology groups of AT is computed as follows:
a) dimk HH
0(AT) = 1 + |B0| = 2
b) dimk HH
1(AT) = 1 + |B1|+ |Q1| − |Q0| = 1 + 2 + 11− 7 = 7
c) If char k 6= 2 and n ≥ 2, then, since int(T) = 3, we have
dimk HH
n(AT) =
®
3 if n ≡ 0, 1 (mod 6)
0 otherwise
d) If char k = 2 and n ≥ 2, then, since int(T) = 3, we have
dimk HH
n(AT) =
®
3 if n ≡ 0, 1 (mod 6)
0 otherwise
B2
B3
B1
τ3
τ4
τ1
τ2
τ5 τ6
τ7
7 4
5
1 6 3
2
Figure 6: A triangulated surface of genus 0 and three boundaries
Since T contains 3 internal triangles, the cup product defined in ⊕k≥0 HHk(Λ) is non trivial; and if
char k = 0, then the Lie bracket is also non trivial.
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4. Consequences
As mentioned before, Ladkani computed the dimension of the Hochschild cohomology groups of gentle
algebras using the invariant defined by Avella-Alaminos and Geiss (for short AG-invariant).
The AG-invariant is a function φAT : N2 −→ N depending on the ordered pairs generated by a certain
algorithm. The number φAT(n,m) counts how often each pair (n,m) is formed in the algorithm. See [14] for
a complete definition of AG-invariant.
The statement of Ladkani is the following:
Theorem 4.1. [8][Corollary 1] Let A be a gentle algebra. Define ψA(n) =
∑
d|n φA(0, d) for n ≥ 1. Then
(a) dimk HH
0(AT) = 1 + φA(1, 0).
(b) dimk HH
1(AT) = 1 + |Q1| − |Q0|+ φA(1, 1) +
®
φA(0, 1) if char(k) = 2
0 otherwise
.
(c) dimk HH
n(AT) = φA(1, n) + anψA(n) + bnψA(n− 1) for n ≥ 2, where
(an, bn) =

(1, 0) if char k 6= 2and n is even
(0, 1) if char k 6= 2and n is odd
(1, 1) if char k = 2
In the case of Jacobian algebras from unpunctured surfaces (more general for surfaces algebras) this
invariant was computed by David-Roesler and Schiffler in [17] in terms of internal triangles and boundary
components. We include the statement only for Jacobian algebras.
Theorem 4.2. [17][Theorem 4.6] Let AT be the Jacobian algebras from a triangulated unpunctured surfaces
(S,M,T). Then the AG-invariant φAT can be computed as follows:
(a) φAT(0, 3) = |int(T)|.
(c) If m 6= 3, then φAT(0,m) = 0.
(b) If n 6= 0, then the ordered pairs (n,m) in the algorithm of the AG-invariant are in bijection with the
boundary components of S in the following way: if C is a boundary component, then the corresponding
ordered pair (n,m) is given by n = |n(C,T)| the cardinality of the set n(C,T) of marked points in C
that are incident to at least one arc in T and m = |m(C,T)| the cardinality of the set M(C,T) of
boundary segments on C that have both points in n(C,T).
Corollary. The computation of Ladkani restricted to the case of Jacobian algebras from triangulated surfaces
coincides with the main result of this work.
Proof. Using Theorem 4.2 and Theorem 4.1, we compute the dimension of Hochschild cohomology for a
Jacobian algebra AT from triangulated surface (S,M,T):
(i) A boundary of type 0 depicted in the Figure 1 corresponds to the pair (1, 0), then φAT(1, 0) = |B0|.
(ii) A boundary of type 1 depicted in the Figure 4 corresponds to the pair (1, 1), then φAT(1, 1) = |B1|.
(iii) There are no pairs (0, 1), then φAT(0, 1) = 0.
(iv) There are no pairs (1, n) with n ≤ 2, otherwise there exists a boundary component C with one marked
point which is incident to at least one arc in T but n boundary segments on C, then φAT(1, n) = 0.
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(v) Since φA(0, d) =
®
|int(T)| if d = 3
0 otherwise
for a Jacobian algebra A from unpunctured surface, the auxiliary
function ψA(n), defined in Theorem 4.1, depends on n ≡ 0 (mod 3), then
ψA(n) =
®
|int(T)| if n ≡ 0 (mod 3)
0 otherwise.
Then, it is clear that both expressions, the ones in our main result and the ones in Theorem 4.1 are the
same.
We conclude this section showing that the Hochschild cohomology invariant is not always complete
for Jacobian algebras from triangulates surfaces. In case (S,M) is a unpunctured disc, Bustamante and
Gubitosi showed in [11][Theorem 1.2] that any two Jacobian algebras AT and AT′ from two triangulated disc
(S,M,T) and (S,M,T′) are derived equivalent if and only if HH∗(AT) ∼= HH∗(AT′) and |Q0(AT)| = |Q0(AT′)|.
However, the following example show that the Hochschild cohomology loses information, and then it is not
always a good derived invariant.
Example 4.3. Consider the triangulation T1 and T2 depicted in Figure 7 of a Torus with two boundaries
components and 6 marked points. We show that AT1 and AT2 are not derived equivalent, but HH
∗(AT1) ∼=
HH∗(AT2) and |Q0(AT1)| = |Q0(AT2)|.
T1
B1
B2
τ1
τ2τ2
τ1
τ12
τ5
τ10
τ6
τ3
τ8
τ11
τ9
τ4
τ7
T2
B1
B2
τ1
τ2
τ1
τ2
τ5
τ6
τ3
τ10
τ12τ8
τ11
τ9
τ4
τ7
Figure 7: Two triangulation of a torus with two boundaries
According our main result, the computation of the Hochschild cohomology dimensions of AT1 or AT2
depend only on the number of internal triangles and the existence of boundaries of type 0 or 1 in T1 (or T2
respectively) and the number of arrows and vertices of the quiver QT1(or QT2 respectively). We show that
for both triangulations T1 and T2 those numbers coincide.
First of all, observe that both triangulations have four internal triangles: 41(τ2, τ3, τ5), 42(τ4, τ5, τ11),
43(τ5, τ6, τ7) and 44(τ8, τ1, τ9) and neither of them have boundaries of type 0 or 1.
Recall that the number of vertices of a Jacobian algebra AT from a triangulated surface (S,M,T) is equal
to 6g+ 3b+ c− 6, where g is the genus of S, b is the number of boundaries components and c = |M |. Since,
T1 and T2 are triangulations of a torus with two boundaries components and six marked points, we have
that
|(QT1)0| = |(QT2)0| = 12.
As mentioned before in Remark 1.1, the number of arrows of (QTi)1 for i = 1, 2 can be computed
considering the number of internal triangles and the number of triangles with exactly one arc being part of
12
a boundary component. In both cases, the triangulations have four internal triangles and eight triangles of
the second type, then
|(QT1)1| = |(QT2)1| = 20.
Then it is clear that HHn(AT1) = HH
n(AT2) for every n ∈ N and we already showed that |(QT1)0| =
|(QT2)0| as we claim.
It was proven by Avella-Alaminos and Geiss that any two derived equivalent algebras A and A′ have
the same AG-invariant. Then in order to prove that AT1 and AT2 are not derived equivalent we show that
φAT1 6= φAT2 .
We compute the AG-invariant for AT1 and AT2 using Theorem 4.2. Since the boundary components
B1 and B2 of (S,M,T1) have three marked points being incident to at least one arc and there are three
boundary segments between them, we have φAT1 (3, 3) = 2. However, there are no boundary components in
(S,M,T2) with exactly three marked being incident to at least one arc, then φAT2 (3, 3) = 0. Therefore, the
algebras AT1 and AT2 are not derived equivalent.
Corollary. The derived class of Jacobian algebras from a unpunctured surface (S,M) is not always com-
pletely determined by the Hochschild cohomology
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