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INTRODUCTION TO STOKES STRUCTURES
LECTURE NOTES (LISBOA, JANUARY 2009)
Claude Sabbah
Abstract. — The purpose of these lectures is to introduce the notion of a Stokes-
perverse sheaf as a receptacle for the Riemann-Hilbert correspondence for holonomic
D-modules. They develop the original idea of P. Deligne in dimension one, and make
it enter the frame of perverse sheaves. They also give a first step for a general
definition in higher dimension, and make explicit particular cases of the Riemann-
Hilbert correspondence, relying on recent results of T. Mochizuki.
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INTRODUCTION
The classical theory of linear differential equation of one complex variable near a
singular point distinguishes between a regular and an irregular singularity by checking
the vanishing of the irregularity number, which characterizes a regular singularity
(Fuchs criterion). The behaviour of the solutions of the equation (moderate growth
near the singularity) also characterizes a regular singularity, and this leads to the local
Riemann-Hilbert correspondence, characterizing a regular singularity by “monodromy
data”.
On a Riemann surface X , the Riemann-Hilbert correspondence for meromorphic
connections with regular singularities on a discrete setD (first case), or more generally
for regular holonomic D-modules with singularities at D (second case), induces an
equivalence of the corresponding category with the category of “monodromy data”,
which can be presented
• either quiver-theoretically as the data of local monodromies and connection matri-
ces (first case), together with the so-called canonical and variation morphisms (second
case),
• or sheaf-theoretically as the category of locally constant sheaves of finite dimen-
sional C-vector spaces onX∗ = XrD (first case) or perverse sheaves with singularities
at D (second case).
While the first presentation is suited to describing moduli spaces, for instance,
the second one is suited to sheaf theoretic operations on such objects. Each of these
objects can be defined over subfields k of C, giving rise to a k-structure on the
meromorphic connection with regular singularities, or regular holonomic D-module.
When the irregularity number is nonzero, finer numerical invariants are introduced,
encoded in the Newton polygon of the equation at the singular point. Moreover, such
a Riemann-Hilbert correspondence with both aspects also exists. The first one is
the most popular, with Stokes data, consisting of Stokes matrices, instead of local
monodromy data. An extensive literature exists on this subject, for which classical
references are [Was65, Sib90] and a more recent one is [SvdP03]. The second aspect,
initiated by P. Deligne [Del07a] (case of meromorphic connections) and [Del07c]
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(holonomic D-modules), has also been developed by B. Malgrange [Mal83a, Mal91]
and D. Babbitt & V.S. Varadarajan [BV89]. Moreover, the Poincare´ duality has been
expressed by integrals on “rapid decay cycles” by various authors [KMM99, BE04].
In higher dimensions, such a dichotomy (regular/irregular singularity) also exists
for meromorphic bundles with flat connection (resp. holonomic D-modules). The
work of P. Deligne [Del70] has provided a notion of meromorphic connection with
regular singularities and a Riemann-Hilbert correspondence has been obtained by
P. Deligne in such a case, and by M. Kashiwara on the one hand, and Z.Mebkhout on
the other hand in the case of holonomic D-modules with regular singularities. The
target category for this correspondence is that of C-perverse sheaves. Moreover, the
Fuchs criterion has been generalized by Z. Mebkhout: the irregularity number is now
replaced by the irregularity complex, which is also a perverse sheaf.
When the irregularity perverse sheaf is not zero, it can be refined, giving rise to
Newton polygons on strata of a stratification adapted to the characteristic variety of
the holonomic D-module (see [LM99]).
These lectures will be mainly concerned with the second aspect of the the Riemann-
Hilbert correspondence for meromorphic connections or holonomic D-modules, and
the main keyword will be the Stokes phenomenon in higher dimension. Their purpose
is to develop the original idea of P. Deligne and B.Malgrange, and make it enter the
frame of perverse sheaves, so that it can be extended to arbitrary dimensions. This
has been motivated by recent beautiful results of T. Mochizuki [Moc11a, Moc09a],
who has rediscovered it and shown the powerfulness of this point of view in higher
dimension.
This approach is intended to provide a global understanding of the Stokes phe-
nomenon. While in dimension one the polar divisor of a meromorphic connection
consists of isolated points and the Stokes phenomenon describes the behaviour of
solutions in various sectorial domains around these points, in dimension > 2 the di-
visor is no more discrete and the sectorial domains extend in some way all along the
divisor. Moreover, questions like pull-back and push-forward by holomorphic maps
lead to single out the sheaf-theoretic approach to the Stokes phenomenon. Above the
usual complex geometry of the underlying complex manifold with its divisor lives a
“wild complex geometry” governing the Stokes phenomenon.
One of the sought applications of this sheaf-theoretic approach, named Stokes-
perverse sheaf, is to answer a question that S. Bloch asked me some years ago: to
define a sheaf-theoretical Fourier transform over Q (say) taking into account the
Stokes data. Note that the unpublished manuscript [BBDE05] gave an answer to
this question (see also the recent work [Moc10] of T. Mochizuki). The need of such
an extension to dimension bigger than one also shows up in [Del07e, p. 116](1).
(1)Deligne writes: “On aimerait dire (mais ceci nous obligerait a` quitter la dimension 1)...”.
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One of the main problems in the “perverse” approach is to understand on which
spaces the sheaves are to be defined. In dimension one, Deligne replaces first a Rie-
mann surface by its real oriented blow-up space at the singularities of the meromorphic
connection, getting a surface with boundary, and endows the extended local system of
horizontal sections of the connection with a “Stokes filtration” on the boundary. This
is a filtration indexed by an ordered local system. We propose to regard such objects
as sheaves on the e´tale space of the ordered local system (using the notion of e´tale
space as in [God64]). In order to obtain a perfect correspondence with holonomic
D-modules, Deligne fills the boundary with discs together with perverse sheaves on
them, corresponding to the formal part of the meromorphic connection. The gluing
at the boundary between the Stokes-filtered local system and the perverse sheaf is
defined through grading the Stokes filtration.
The road is therefore a priori well-paved and the program can be clearly drafted:
(1) To define the notion of Stokes-constructible sheaf on a manifold, and a
t-structure in its derived category, in order to recover the category of Stokes-perverse
sheaves on a complex manifold as the heart of this t-structure.
(2) To exhibit a Riemann-Hilbert correspondence RH between holonomic
D-modules and Stokes-perverse sheaves, and to prove that it is an equivalence
of categories.
(3) To define the direct image functor in the derived category of Stokes-
constructible sheaves and prove the compatibility of RH when taking direct images
of holonomic D-modules.
An answer to the latter question would give a way to compute Stokes data of the
asymptotic behaviour of integrals of multivalued functions which satisfy themselves a
holonomic system of differential equations.
While we realize the first two points of the program in dimension one, by making
a little more explicit the contents of [Del07a, Del07c], we do not go to the end
in dimension bigger than one, as we only treat the Stokes-perverse counterpart of
meromorphic connections, not holonomic D-modules. The reason is that some new
phenomena appear, which were invisible in dimension one.
In order to make them visible, let us consider a complex manifoldX endowed with a
divisorD. In dimension one, the topological space to be considered is the oriented real
blow-up space X˜ of X along D, and meromorphic connections on X with poles on D
are in one-to-one correspondence with local systems on X rD whose extension to X˜
is equipped with a Stokes filtration along ∂X˜. If dimX > 2, in order to remain in the
realm of local systems, a simplification of the underlying geometric situation seems
unavoidable in general, so that we treat the case of a divisor with normal crossings
(with all components smooth), and a generic assumption has also to be made on
the connection, called goodness. Variants of this genericity condition have occurred in
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asymptotic analysis (e.g. in [Maj84]) or when considering the extension of the Levelt-
Turrittin theorem to many variables (e.g. in [Mal94]). We define the notion of good
stratified I-covering of ∂D˜. To any good meromorphic connection and to any good
Stokes-filtered local system are associated in a natural way such a good stratified I-
covering, and the categories to be put into Riemann-Hilbert correspondence are those
subcategories of objects having an associated stratified I-covering contained in a fixed
good one.
This approach remains non intrinsic, that is, while the category of meromorphic
connections with poles along an arbitrary divisor is well-defined, we are able to define
a Stokes-topological counterpart only with the goodness property. This is an obstacle
to define intrinsically a category of Stokes-perverse sheaves. This should be over-
come together with the fact that such a category should be stable by direct images,
as defined in Lecture 1 for pre-I-filtrations. Nevertheless, this makes it difficult to
use this sheaf-theoretic Stokes theory to obtain certain properties of a meromorphic
connection when the polar divisor has arbitrary singularities, or when it has normal
crossings but the goodness assumption is not fulfilled. For instance, while the perver-
sity of the irregularity sheaf (a result due to Z.Mebkhout) is easy in the good case
along a divisor with normal crossings, we do not have an analogous proof without
these assumptions.
Therefore, our approach still remains non-complete with respect to the program
above, but already gives strong evidence of its feasibility.
Compared to the approach of T.Mochizuki in [Moc09a, Moc11a], which is nicely
surveyed in [Moc09b], we regard a Stokes-filtered object as an abstract “topological”
object, while Mochizuki introduces the Stokes filtration as a filtration of a flat vector
bundle. In the recent preprint [Moc10], T.Mochizuki has developed the notion of
a Betti structure on a holonomic D-module and proved many functorial properties.
Viewing the Betti structure as living inside a pre-existing object (a holonomic D-
module) makes it a little easier to analyze its functorial properties, since the functorial
properties of holonomic D-modules are already understood. On the other hand, this
gives a strong evidence of the existence of a category of Stokes-perverse sheaves with
good functorial properties.
Contents lecture by lecture
In Lecture 1, we develop the notion of Stokes filtration in a general framework
under the names of pre-I-filtration and I-filtration, with respect to an ordered sheaf of
abelian group I. The sheaf I for the Stokes filtration in dimension one consists of polar
parts of multivalued meromorphic functions of one variable, as originally introduced
by Deligne. Its e´tale space is Hausdorff, which makes the understanding of a filtration
simpler with respect to taking the associated graded sheaf. This lecture may be
skipped in a first reading, or may serve as a reference for various notions considered
starting from Lecture 4.
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Part one, starting at Lecture 2, is mainly concerned with dimension one, although
Lecture 7 anticipates some results in dimension two, according to the footnote on
Page 2.
In Lecture 2, we essentially redo more concretely the same work as in Lecture 1,
in the context of Stokes-filtered local systems on a circle. We prove abelianity of the
category in Lecture 3, a fact which follows from the Riemann-Hilbert correspondence,
but is proved here directly over any base field k. In doing so, we introduce the
level structure, which was a basic tool in the higher dimensional analogue developed
by T.Mochizuki [Moc11a], and which was previously considered together with the
notion of multisummability [BBRS91, MR92, LRP97, SvdP03].
In Lectures 4 and 5 we develop the notion of a Stokes-perverse sheaf, mainly by
following P. Deligne [Del07a, Del07c] and B. Malgrange [Mal91, Chap. IV.3], and
prove the Riemann-Hilbert correspondence. We make explicit the behaviour with
respect to duality, at least at the level of Stokes-filtered local systems, and the main
tools are explained in Lecture 4.
Lecture 6 gives two analytic applications of the Riemann-Hilbert correspondence
in dimension one. Firstly, the Hermitian dual of a holonomic D-module (i.e., the
conjugate module of the module of distribution solutions of the original one) on a
Riemann surface is shown to be holonomic. Secondly, the local structure of distribu-
tions solutions of a holonomic system is analyzed.
Lecture 7 presents another application, with a hint of the theory in dimension two,
by computing the Stokes filtration of the Laplace transform of a regular holonomic D-
module on the affine line. We introduce the topological Laplace transformation, and
we make precise the relation with duality, of D-modules on the one hand, Poincare´-
Verdier on the other hand, and their relations. For this lecture, we use tools in
dimension 2 which are fully developed in the next lecture.
In Part two we start analyzing the Stokes filtration in dimension > 2. Lecture 8
defines the real blow-up space along a family of divisors and the relations between
various real blow-up spaces. We pay attention to the global existence of these spaces.
The basic sheaf on such real blow-up spaces is the sheaf of holomorphic functions
with moderate growth along the divisor. It leads to the moderate de Rham complex
of a meromorphic connection. We give some examples of such de Rham complexes,
showing how non-goodness can produce higher dimensional cohomology sheaves.
Lecture 9 takes up Lectures 2 and 3 and introduces the goodness assumption. The
construction of the sheaf I is given with some care, to make it global along the divisor.
The first approach to the Riemann-Hilbert correspondence in dimension > 2 is
given in Lecture 10, along a smooth divisor. It can be regarded as obtained by putting
a (good) parameter in Lecture 5. The main new argument is the local constancy of
the Stokes sheaf (Stokes matrices can be chosen locally constant with respect to the
parameter).
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Lecture 11 analyzes the formal properties of good meromorphic connections, follow-
ing T. Mochizuki [Moc11a]. In Lecture 12 we give a proof of the analogue in higher
dimension of the Hukuhara-Turrittin theorem, which asymptotically lifts a formal
decomposition of the connection. We mainly follow T.Mochizuki’s proof, for which
a short account has already been given by M. Hien in [Hie09, Appendix]. We then
consider the general case of the Riemann-Hilbert correspondence for good meromor-
phic connections, and we take this opportunity to answer a question of Kashiwara by
proving that the Hermitian dual of a holonomic D-module is holonomic (see Lecture 6
in dimension one).
In Lecture 13, we address the question of push-forward and we make explicit a cal-
culation of the Stokes filtration of an exponentially twisted Gauss-Manin system (such
a system has already been analyzed by C. Roucairol [Rou06a, Rou06b, Rou07]).
However, the method is dependent on the simple geometric situation, so can hardly
be extended directly to the general case, a proof of which has been recently given by
T.Mochizuki.
Lastly, Lectures 14 and 15 are concerned with the nearby cycle functor. In Lec-
ture 14 we first recall the definition of the moderate nearby cycle functor for holonomic
D-modules via the Kashiwara-Malgrange V -filtration, and we review the definition
of the irregular nearby cycle functor, due to Deligne. We give a new proof of the
preservation of holonomy in a local analytic setting (the proof of Deligne [Del07b]
concerns the algebraic setting) when the ambient manifold has dimension two.
In Lecture 15, we give a definition of the nearby cycle functor relative to a holo-
morphic function for a Stokes-filtered local system, and compare it with the notion of
moderate nearby cycles of a holonomic D-module of Lecture 14 through the Riemann-
Hilbert correspondence. We restrict our study to the case of a meromorphic connec-
tion with poles along a divisor with normal crossings and a holomorphic function
whose zero set is equal to this divisor.
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LECTURE 1
I-FILTRATIONS
Summary. This lecture introduces the general framework for the study of the
Stokes phenomenon in a sheaf-theoretic way. The underlying topological spaces
are e´tale spaces of sheaves of ordered abelian groups I. The general notion of
pre-I-filtration is introduced as a convenient abelian category to work in. The
notion of I-filtration is first considered when the e´tale space of I is Hausdorff. We
will soon restrict to I-filtrations of locally constant sheaves of k-vector spaces and
we will extend the definition to the case where I satisfies the stratified Hausdorff
property. Most of the notions introduced in this lecture will be taken up as a
more concrete approach to Stokes filtrations in Lecture 2, and this lecture may
be skipped in a first reading. It contains nevertheless many guiding principles
for Lectures 2, 3 and 9.
1.a. Introduction. — In [Del07b], Deligne introduced the notion of a sheaf fil-
tered by a local system of ordered sets in order to express in a sheaf-theoretic way
the Stokes phenomenon of a linear differential equation of one complex variable.
This preliminary lecture clarifies the general setup of a sheaf filtered by a sheaf of
ordered abelian groups. The approach considered here consists in replacing the sheaf
of ordered abelian groups with the associated ordered set, that is, the e´tale space
associated to this sheaf.
Similarly to the case of filtered objects of an abelian category (filtered vector spaces,
say) with indices in an ordered set, the category is not abelian in general, and the ques-
tion of strictness (strictness of morphisms) soon arises in various questions. Working
in an ambient abelian category is thus useful. This is the category of pre-I-filtrations.
Various operations can be defined for these filtered objects, but do not lead very
far because of the lack of strictness, in general. The notion of a I-filtration, that is, a
pre-I-filtration which is locally graded, will be the right one for Stokes structures and
will satisfy the strictness property under suitable conditions.
In this general setup, the operation of grading the filtration is not straightforward,
and a new problem arises, namely whether the e´tale space of I is Hausdorff or not.
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Although this question does not show up with the Stokes filtration of a differential
equation of one complex variable, because Ie´t is obviously Hausdorff in such a case, the
extension to higher dimensions needs a framework with non-Hausdorff e´tale spaces.
The notion of a stratified Hausdorff e´tale space will be sufficient for this purpose.
It is introduced in §1.i. The support of the graded sheaf in this setting is now a
subset of the e´tale space of the sheaf I, which is a “stratified covering” of its image
in the base space. For a differential equation of one complex variable, it consists
of the multivalued polar parts which show up in the exponentials occurring in the
fundamental solution of the equation. In higher dimensions, it will take into account
the global multivaluedness of such polar parts.
1.b. E´tale spaces of sheaves. — In the following, Y will be a locally compact and
locally connected topological space (e.g. Y = S1) and I a sheaf of abelian groups on Y .
Let µ : Ie´t → Y be the e´tale space associated to I (see [God64, §II.1.2, p. 110]). Recall
that, for any y ∈ Y , the fibre µ−1(y) is equal to the germ Iy with its discrete topology
and any germ ϕy ∈ Iy has a fundamental system of open neighbourhoods in I
e´t
consisting of the sets {ϕz | z ∈ U}, where U is any open neighbourhood of y in Y on
which the germ ϕy extends as a section ϕ ∈ I(U). Then µ is a local homeomorphism,
in particular it is an open map and Ie´t is locally connected (because Y is so).
At some places in this lecture, we will assume that Ie´t is Hausdorff. This means
that, for any open set U ⊂ Y and any ϕ, ψ ∈ Γ(U, I), if ϕy 6= ψy for some y ∈ U ,
then ϕz 6= ψz for any z in some neighbourhood of y, that is, the maximal open subset
U(ϕ, ψ) on which ϕ ≡ ψ satisfies U(ϕ, ψ) 6∋ y. This is equivalent to saying that
U(ϕ, ψ) is also closed, that is, is empty or a connected component of U . In such a
case, Ie´t is then locally compact.
Examples 1.1
(1) If I is a locally constant sheaf, then µ : Ie´t → Y is a covering map and Ie´t is
Hausdorff.
(2) If J is a subsheaf of I and if Ie´t is Hausdorff, then so is Je´t (as Je´t is open in Ie´t).
(3) Let X be a complex manifold and let D be a reduced divisor in X . Let OX(∗D)
be the sheaf of meromorphic functions on X with poles along D at most. Then if D
is locally irreducible, the sheaf I = OX(∗D)/OX , regarded as a sheaf on D, has a
Hausdorff e´tale space: indeed, if a germ ϕx ∈ OX,x(∗D) (x ∈ D), defined on some
open set U ⊂ X such that (D r Sing(D)) ∩ U is connected, is holomorphic on some
nonempty open set of D ∩ U , it is holomorphic on (D r Sing(D)) ∩ U , and thus all
over D ∩ U by Hartogs.
(4) If f : Y ′ → Y is continuous and Y ′ is Hausdorff, then f−1I satisfies the
Hausdorff property when I does so. If moreover f is proper, then the converse holds,
that is, I satisfies the Hausdorff property when f−1I does so.
LECTURE 1. I-FILTRATIONS 9
(5) Let i : Y →֒ Y ′ be a closed immersion (with Y ′ Hausdorff). If the sheaf I on Y
satisfies the Hausdorff property, then in general i∗I on Y
′ does not.
Example 1.2 (Geometry in e´tale spaces). — Let Y be a complex analytic manifold and
let F be a locally free OY -module of finite rank. Let p : F → Y be the associated
holomorphic bundle. If µ : Fe´t → Y denotes the e´tale space of F, then there is a
natural commutative diagram
Fe´t
ev //
µ
  
❇❇
❇❇
❇❇
❇❇
F
p
⑧⑧
⑧⑧
⑧⑧
⑧⑧
Y
where the evaluation map ev associates to any germ sy of holomorphic section of
p : F → Y at y its value sy(y). The map ev is continuous.
We will also deal with the following situation. Assume that we are given a closed
subset Σ of Fe´t such that µ : Σ→ Y is a finite covering. Then Σ is naturally equipped
with the structure of a complex manifold. The image Σ′ = ev(Σ) is an analytic subset
of F , locally equal to the finite union of local holomorphic sections of p : F → Y , the
map p : Σ′ → Y is finite and the map ev : Σ→ Σ′ is the normalization.
1.c. E´tale spaces of sheaves of ordered abelian groups. — Assume now that I
is a sheaf of ordered abelian groups, i.e., a sheaf with values in the category of ordered
abelian groups. Hence, for every open set U of Y , I(U) is an ordered abelian group,
with order denoted by 6
U
, and the restriction maps (I(U),6
U
) → (I(V ),6
V
), for
V ⊂ U , are morphisms of ordered sets. For every y ∈ Y , the germ Iy is then ordered:
for ϕ, ψ ∈ Iy, we have ϕ 6y ψ iff there exists an open neighbourhood U ∋ y such that
ϕ, ψ ∈ I(U) and ϕ 6
U
ψ. For every open set V ⊂ U we then have ϕ|V 6V ψ|V .
For ϕ, ψ ∈ Γ(U, I), we then have ϕ 6
U
ψ iff ϕ−ψ 6
U
0. Giving an order compatible
with addition on a sheaf of abelian groups is equivalent to giving a subsheaf I60 ⊂ I
of abelian groups such that −I60∩I60 = 0. Then, for ϕ, ψ ∈ Γ(U, I), we have ϕ 6U ψ
iff ϕ− ψ ∈ Γ(U, I60).
We also set <
U
= (6
U
and 6=). For every y ∈ Y and for ϕ, ψ ∈ Iy, we have
ϕ <
y
ψ iff for any sufficiently small open neighbourhood V ∋ y such that ϕ, ψ ∈ I(V ),
ϕ|V <V ψ|V , that is, ϕ|V 6V ψ|V and ϕ|V 6= ψ|V . Equivalently, <y= (6y and 6=).
Notation 1.3. — Let U be an open subset of Y and let ϕ, ψ ∈ Γ(U, I). We denote by
Uψ6ϕ the subset of U defined by y ∈ Uψ6ϕ iff ψy 6y ϕy. Then Uψ6ϕ is open in U
(hence in Y ). The boundary of Uψ6ϕ is denoted by St(ψ, ϕ), with the convention
that St(ϕ, ϕ) = ∅.
Let (Ie´t×Y I
e´t)6 ⊂ I
e´t×Y I
e´t (resp. (Ie´t×Y I
e´t)<) be the subset consisting of those
(ψ, ϕ) ∈ Iy × Iy such that ψ 6y ϕ (resp. ψ <y ϕ) (y ∈ Y ). These are open subsets
(with the Hausdorff assumption in the < case). We denote by j6, j< the corresponding
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inclusions. Let us note that the diagonal inclusion δ : Ie´t →֒ Ie´t ×Y I
e´t is open, and
also closed if we assume that Ie´t is Hausdorff, and (Ie´t×Y I
e´t)6 = (I
e´t×Y I
e´t)<∪δ(I
e´t).
The two projections p1, p2 : I
e´t×Y I
e´t → Ie´t also are local homeomorphisms (both are
the e´tale space corresponding to the sheaf µ−1I).
We regard Uψ6ϕ as the pull-back of (I
e´t ×Y I
e´t)6 by the section (ψ, ϕ) : U →
Ie´t ×Y I
e´t. Similarly, Uψ<ϕ denotes the subset defined by y ∈ Uψ<ϕ iff ψy <y ϕy. If
we assume that Ie´t is Hausdorff, Uψ<ϕ is open in U (because its complementary set
in Uψ6ϕ, which is the pull-back by (ψ, ϕ) of the diagonal, is then closed in Uψ6ϕ).
If U is connected, then either ϕ ≡ ψ on U and Uψ<ϕ = ∅, or ψ < ϕ everywhere on U
and Uψ<ϕ = Uψ6ϕ.
Example 1.4 (Main example in dimension one). — Let X be the open disc centered
at 0 and radius 1 in C, with coordinate x. Let X∗ be the punctured disc Xr {0} and
let us denote by ̟ : X˜ → X the real oriented blowing-up of X at the origin, so that
X˜ = S1 × [0, 1) (polar coordinates (x/|x|, |x|). In the following, we denote by S1 the
boundary S1 × {0} of X and we forget about X . We still denote by ̟ the constant
map S1 → {0}.
Set O = C{x}, O(∗0) = C({x}), and let I be the constant sheaf ̟−1P on S1, with
P = O(∗0)/O (polar parts of Laurent expansions). For any connected open set U
of S1 and any ϕ, ψ ∈ P = Γ(U, I), we define ψ 6
U
ϕ if eψ−ϕ has moderate growth
on some neighbourhood of U in S1 × [0, 1), that is, for any compact set K ⊂ U ,
there exists CK > 0 and NK ∈ N such that, for some open neighbourhood nb(K)
of K in S1 × [0, 1) and for some representatives of ϕ, ψ in O(∗0), the inequality
|eψ−ϕ| 6 CK |x|
NK holds on nb(K) ∩ S1 × (0, 1) (this can also be expressed in polar
coordinates x = reiθ).
Let us check that this is indeed an order on Γ(U, I). The only point to check, due
to the additivity property, is that, for η ∈ P, η 6
U
0 and 0 6
U
η imply η = 0. If η 6= 0,
let us write η = un(x)x
−n with n > 1 and un(0) 6= 0. For a given θ ∈ U , we have
(1.4 ∗) η 6
θ
0⇐⇒ η = 0 or argun(0)− nθ ∈ (π/2, 3π/2) mod 2π.
It clearly follows that the relation6
θ
is an order relation on Iθ, and since for η ∈ Γ(U, I)
we have η 6
U
0 if and only if η 6
θ
0 for any θ ∈ U , the relation 6
U
is an order relation
on Γ(U, I).
It clearly follows from (1.4 ∗) that ψ 6
θ
ϕ iff Re(ψ−ϕ) 6 0 in some neighbourhood
of (θ, 0) ∈ S1 × [0, 1). We also have
(1.4 ∗∗) η <
θ
0⇐⇒ η 6= 0 and arg un(0)− nθ ∈ (π/2, 3π/2) mod 2π.
Given ϕ 6= ψ ∈ P, there exists at most a finite subset of S1 where neither ψ <
θ
ϕ nor
ϕ <
θ
ψ: if ϕ−ψ = un(x)x
−n as above, it consists of the θ such that arg un(0)−nθ =
±π/2 mod 2π. It is called the set of Stokes directions of (ϕ, ψ). It is the boundary
St(ϕ, ψ) of S1ψ6ϕ.
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Definition 1.5 (Exhaustivity). — We say that a sheaf I satisfies the exhaustivity prop-
erty if, for any y ∈ Y and any finite set Φy ⊂ Iy, there exists ϕy , ψy ∈ Iy such that
ψy <y Φy and Φy 6 ϕy .
Example (1.4 continued). — Let us remark that the constant sheaf I = ̟−1P of
Example 1.4 above satisfies the exhaustivity property: this is seen by choosing ψθ
and ϕθ with a pole of order bigger than the orders of the pole of the elements of Φθ,
and suitable dominant coefficients.
1.d. The category of pre-I-filtrations. — This category will be the ambient
category where objects are defined. Its main advantage is to be abelian. We assume
that I is as in §1.c. Recall that we have a commutative diagram of e´tale maps
(1.6)
Ie´t ×Y I
e´t
p1
//
p2

Ie´t
µ

Ie´t
µ
// Y
and an open subset (Ie´t ×Y I
e´t)6 ⊂ I
e´t ×Y I
e´t. We denote by β6 the functor on the
category of sheaves on Ie´t×Y I
e´t which restricts to (Ie´t×Y I
e´t)6 and extends by zero.
In [KS90, Prop. 2.3.6], it is denoted by putting (Ie´t ×Y I
e´t)6 as an index. This is an
exact functor, and there is a natural morphism of functors β6 → Id.
Let F be a sheaf of k-vector spaces on Y . We then have p−11 µ
−1F = p−12 µ
−1F and
therefore a functorial morphism β6p
−1
1 µ
−1F → p−12 µ
−1F . We call µ−1F (together
with this morphism) the constant pre-I-filtration on F .
Definition 1.7 (Pre-I-filtration)
(1) By a pre-I-filtration we will mean a sheaf F6 of k-vector spaces on I
e´t equipped
with a morphism β6p
−1
1 F6 → p
−1
2 F6 such that, when restricted to the diagonal,
β6p
−1
1 F6 → p
−1
2 F6 is the identity.
(2) A morphism λ : F6 → F
′
6 of pre-I-filtrations is a morphism of the cor-
responding sheaves, with the obvious compatibility relation: the following diagram
should commute:
β6p
−1
1 F6
//
β6p
−1
1 λ

p−12 F6
p−12 λ

β6p
−1
1 F
′
6
// p−12 F
′
6
We therefore define in this way a category, denoted by Mod(kIe´t,6). It comes with
a “forgetting” functor to the category Mod(kIe´t) of sheaves of k-vector spaces on I
e´t.
We will usually denote an object of both categories by F6, hoping that this does not
lead to any confusion.
12 LECTURE 1. I-FILTRATIONS
Given a sheaf F6 on I
e´t, we denote its germ at ϕy ∈ Iy by F6ϕy . The supple-
mentary data of β6p
−1
1 F6 → p
−1
2 F6 induces, for each pair of germs ϕy, ψy ∈ Iy
such that ϕy 6y ψy a morphism F6ϕy → F6ψy , justifying the name of “filtration”,
although we do not impose injectivity in order to get an abelian category. The con-
dition 1.7(2) on morphisms is that they are compatible with the “filtration”. Given
a section ϕ ∈ I(U) on some open set U ⊂ Y , we also denote by F6ϕ the pull-back
ϕ−1F6 on U . This is a sheaf on U , whose germ at y ∈ U is the germ F6ϕy of F6
at ϕy ∈ I
e´t.
Remark 1.8. — The space Ie´t has an open covering formed by the ϕ(U), where U
runs among open subsets of Y and, for each U , ϕ belongs to Γ(U, I). Giving a sheaf
on Ie´t is then equivalent to giving a sheaf F6ϕ on U for each pair (U,ϕ), together
with compatible isomorphisms (F6ϕ)|V
∼
−→ F6(ϕ|V ) for V ⊂ U . The supplementary
data of a morphism β6p
−1
1 F6 → p
−1
2 F6 is equivalent to giving, for each pair ϕ, ψ ∈
Γ(U, I), of a morphism βϕ6ψF6ϕ → F6ψ (where βϕ6ψ is the functor composed of the
restriction to Uϕ6ψ and the extension by zero), and such morphisms should commute
with the isomorphisms above for each V ⊂ U .
Definition 1.9 (Twist). — Let F6 be a pre-I-filtration and let η ∈ Γ(Y, I) be a global
section of I. The twisted pre-I-filtration F [η]6 is defined by F [η]6ϕ = F6ϕ−η for
any local section ϕ of I. It is a pre-I-filtration. A morphism λ : F6 → G6 induces
a morphism F [η]6 → G [η]6, so that [η] is a functor from Mod(kIe´t,6) to itself, with
inverse functor [−η].
Lemma 1.10. — The category Mod(kIe´t,6) of pre-I-filtrations is abelian and a se-
quence is exact if and only if the sequence of the underlying sheaves on Ie´t is exact.
Proof. — This follows from the fact that β6p
−1
1 and p
−1
2 are exact functors.
Remark 1.11 (Tensor product). — We will not try to define at this level of generality
an internal tensor product of the category Mod(kIe´t,6). However, we can easily
define a tensor product operation Mod(kY )×Mod(kIe´t,6)→ Mod(kIe´t,6). To F
′ in
Mod(kY ) and F6 in Mod(kIe´t,6), we associate µ
−1F ′ ⊗k F6, where µ
−1F ′ is the
constant pre-I-filtration on F ′. The associated morphism is obtained as
β6p
−1
1 (µ
−1
F
′ ⊗k F6) = p
−1
1 µ
−1
F
′ ⊗k β6p
−1
1 F6
−→ p−11 µ
−1
F
′ ⊗k p
−1
2 F6 = p
−1
2 µ
−1
F
′ ⊗k p
−1
2 F6 = p
−1
2 (µ
−1
F
′ ⊗k F6).
Push-forward. — Our purpose is now to define the indexpush-forward (direct im-
age)!of pre-I-filtrationspush-forward of a pre-I-filtration by a continuous map f : Y ′ →
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Y . We first consider the case of a cartesian diagram
(1.12)
I˜e´t
f˜
//
µ˜

Ie´t
µ

Y ′
f
// Y
with I˜ := f−1I equipped with the pull-back order, so that (I˜e´t ×Y ′ I˜e´t)6 is the pull-
back of the open set (Ie´t ×Y I
e´t)6 ⊂ I
e´t ×Y I
e´t by f˜ × f˜ . As a consequence,
(f˜ × f˜)∗ ◦ β˜6 = β6 ◦ (f˜ × f˜)∗
(f˜ × f˜)−1 ◦ β6 = β˜6 ◦ (f˜ × f˜)
−1.
(1.13)
Lemma 1.14. — There are natural functors
f˜∗ : Mod(k
I˜e´t,6
) −→ Mod(kIe´t,6)
f˜−1 : Mod(kIe´t,6) −→ Mod(kI˜e´t,6)
and natural morphisms of functors
f˜−1f˜∗ −→ Id in Mod(k
I˜e´t,6
)
Id −→ f˜∗f˜
−1 in Mod(kIe´t,6).
Moreover,
Homk
Ie´t,6
(F6, f˜∗G˜6) ≃ Homk˜
Ie´t,6
(f˜−1F6, G˜6).
Proof. — At the level of sheaves the result is standard. One has only to check the
compatibility with the morphisms β6p
−1
1 → p
−1
2 and β˜6p˜
−1
1 → p˜
−1
2 . It follows from
(1.13). For instance, the adjunction morphisms are obtained from the similar ones
for f˜ × f˜ .
Corollary 1.15. — The category Mod(kIe´t,6) has enough injectives.
Proof. — Let Ydisc be Y equipped with its discrete topology and α : Ydisc → Y be
the canonical morphism. Let us consider the diagram (1.12) for α. Since µ˜ is a
local homeomorphism, I˜e´t is nothing but Ie´tdisc and α˜ is the corresponding canonical
morphism. Using the adjunction for α˜, one shows as in [KS90, Prop. 2.4.3] that it
is enough to check the corollary for Ydisc, that is, stalkwise for I
e´t. Assume then
that we are given vector spaces F6ϕy for any ϕy ∈ I
e´t, together with morphisms
F6ϕy → F6ψy whenever ϕy 6y ψy. Choose a monomorphism F6ϕy →֒ I6ϕy
into an injective object in the category of k-vector spaces, for any ϕy ∈ I
e´t. By
injectivity of I6ψy , the composed morphism F6ϕy → I6ψy extends to a morphism
I6ϕy → I6ψy , providing a monomorphism F6 →֒ I6 in Mod(kIe´tdisc,6).
Arguing as in [KS90, Prop. 2.4.6(vii)], one checks that injectives are flabby (i.e.,
the underlying sheaf is flabby). Going back to the setting of Lemma 1.14, we deduce:
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Corollary 1.16. — The subcategory of Mod(k
I˜e´t,6
) whose objects have a flabby under-
lying sheaf is injective with respect to f˜∗ (see [KS90, Def. 1.8.2]).
Notice also that the construction of Godement ([God64, §II.4.3]) can be extended
to the present setting: using the notation of the proof of Corollary 1.15, the adjunction
Id→ α˜∗α˜
−1 gives an injective morphism F˜6 → α˜∗α˜
−1F˜6 and the latter has a flabby
underlying sheaf.
We will denote by D+(kIe´t,6) (resp. D
b(kIe´t,6)) the left-bounded (resp. bounded)
derived category of Mod(kIe´t,6). We have “forgetting” functors to D
+(kIe´t),
resp. Db(kIe´t).
Remark 1.17 (Tensor product). — According to Remark 1.11, we have a tensor prod-
uct bifuntor Db(kY )×D
b(kIe´t,6)→ D
b(kIe´t,6).
Corollary 1.18. — The derived functor Rf˜∗ : D+(k
I˜e´t,6
) → D+(kIe´t,6) is well-
defined and compatible with the similar functor D+(k
I˜e´t
) → D+(kIe´t), and if f has
finite cohomological dimension, so does Rf˜∗ : D
b(k
I˜e´t,6
)→ Db(kIe´t,6).
In general, given I′ on Y ′, I on Y and f : Y ′ → Y , we wish to define the push-
forward of an object of Mod(kI′e´t,6) as an object of Mod(kIe´t,6), and similarly at the
level of derived categories. In order to do so, we need to assume the existence of a
morphism qf : I˜ := f
−1I→ I′. We now consider a diagram
(1.19)
I′e´t
µ′

I˜e´t
qf
oo
f˜
//
µ˜
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
Ie´t
µ

Y ′
f
// Y
and we will also make the natural assumption that qf is compatible with the order,
that is, given any two germs ϕy, ψy ∈ Iy (y ∈ Y ), defining germs ϕy, ψy ∈ (f˜
−1I)y′
at y′ ∈ f−1(y), we have ϕy 6y ψy ⇒ qf (ϕy) 6y′ qf (ψy) for any such y
′. This is
equivalent to asking that (I˜e´t×Y ′ I˜e´t)6 is contained in the pull-back of (I
′e´t×Y ′ I
′e´t)6
by qf × qf . Under this assumption, we get a morphism of functors
(1.20) β˜6(qf × qf )
−1 −→ (qf × qf )
−1β′6
Therefore, for any object F ′6 of Mod(kI′e´t,6) with corresponding morphism
β′6p
′−1
1 F
′
6 → p
′−1
2 F
′
6, the sheaf q
−1
f F
′
6 comes equipped with a morphism
β˜6p˜
−1
1 q
−1
f F
′
6 → p˜
−1
2 q
−1
f F
′
6, according to (1.20), and f˜∗q
−1
f F
′
6 with a morphism
β6p
−1
1 f˜∗q
−1
f F
′
6 → p
−1
2 f˜∗q
−1
f F
′
6, according to (1.13).
Definition 1.21. — Under these assumptions, the push-forward by f is defined by
f˜∗q
−1
f .
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The functor q−1f is exact, while f˜∗ is a priori only left exact. We will now extend
the push-forward functor to the derived categories. For the sake of simplicity, we
assume that f has finite cohomological dimension.
Definition 1.22 (Push-forward). — Under these assumptions, the push-forward func-
tor f+ : D
b(kI′e´t,6)→ D
b(kIe´t,6) is defined as the composed functor Rf˜∗q
−1
f .
The functor Hom(ι−1•, µ−1G ). — This functor will be useful for defining duality
in §4.d. We denote by ι the involution ϕ 7→ −ϕ on Ie´t and by τ the permutation
(ϕ, ψ) 7→ (ψ, ϕ) on Ie´t ×Y I
e´t. We have p2 = p1 ◦ τ . Let G be a sheaf on Y .
Recall that µ−1G is the constant pre-I-filtration on G . We will define a contravariant
functor Hom(ι−1•, µ−1G ) from Mod(kIe´t,6) to itself, over the corresponding functor
on Mod(kIe´t).
Given an object F6 of Mod(kIe´t,6), we apply τ
−1 to the corresponding morphism
β6p
−1
1 F6 → p
−1
2 F6 to get a morphism β>p
−1
2 F6 → p
−1
1 F6 (with obvious nota-
tion β>). Applying then (ι×Y ι)
−1, we get a morphism β6p
−1
2 ι
−1F6 → p
−1
1 ι
−1F6.
Since p−12 µ
−1G = p−11 µ
−1G , we obtain, since p1 and p2 are local homeomorphisms, a
morphism
p−11 Homk(ι
−1
F6, µ
−1
G ) = Homk(p
−1
1 ι
−1
F6, p
−1
1 µ
−1
G )
−→ Homk(β6p
−1
2 ι
−1
F6, p
−1
2 µ
−1
G ) = j6,∗j
−1
6 p
−1
2 Homk(ι
−1
F6, µ
−1
G ),
where j6 is the open inclusion (I
e´t ×Y I
e´t)6 →֒ I
e´t ×Y I
e´t (see [KS90, (2.3.18)] for
the second equality). Since for any two sheaves A and B and any open set Z, the
natural morphism Hom(AZ ,B) → Hom(j
−1
Z A , j
−1
Z B) = Hom(A , jZ,∗j
−1
Z B) is an
isomorphism (see loc. cit.), we deduce a morphism
β6p
−1
1 Homk(ι
−1
F6, µ
−1
G ) −→ p−12 Homk(ι
−1
F6, µ
−1
G ),
as wanted. That it is the identity on the diagonal is clear. The construction is also
clearly functorial (in a contravariant way). By Lemma 1.10, this functor is exact if G
is injective in Mod(kY ).
Corollary 1.23. — For any object G of D+(kY ) there is a well-defined functor
RHom(ι−1•, µ−1G ) : Db,op(kIe´t,6) −→ D
+(kIe´t,6),
and for any ϕ ∈ Γ(U, I), we have ϕ−1RHom(ι−1F6, µ
−1G ) = RHom(F6−ϕ,G ).
1.e. Traces for e´tale maps. — Let us recall the definition of the trace map on
sheaves of k-vector spaces, where k is a field (more generally, a ring). Let q : Z → Z ′
be an e´tale map between topological spaces. For any z′ ∈ Z ′, the fibre q−1(z′)
is discrete with the induced topology. Let F ′ be a sheaf on Z ′ and let F˜ be a
subsheaf of q−1F ′. We denote by Trq(F˜ ,F
′) the subsheaf of F ′ defined by the
following condition: for any open subset U ′ of Z ′, Γ(U ′,Trq(F˜ ,F
′)) ⊂ Γ(U ′,F ′)
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consists of those sections f ∈ Γ(U ′,F ′) such that, for any z′ ∈ U ′, the germ fz′
belongs to
∑
z∈q−1(z′) F˜z (where we canonically identify (q
−1F ′)z with F
′
q(z), so
that F˜z ⊂ F
′
q(z) and the sum is taken in F
′
q(z)). This clearly defines a subsheaf
of F ′.
Lemma 1.24. — The germ Trq(F˜ ,F ′)z′ is equal to
∑
z∈q−1(z′) F˜z (the sum is taken
in F ′z′).
Proof. — Indeed, the inclusion ⊂ is clear. For the converse, let f ′z′ ∈
∑
z∈q−1(z′) F˜z .
Then there exists n ∈ N, z1, . . . , zn ∈ q−1(z) and fzi ∈ F˜zi (i = 1, . . . , n) such
that f ′z′ =
∑
i fzi . As q is e´tale, there exist open neighbourhoods V
′
z′ of z
′ and Vi
of zi such that qi : Vi → V
′
z′ is an homeomorphism for each i and there exist rep-
resentatives f ′ ∈ Γ(V ′z′ ,F
′) and fi ∈ Γ(Vi, F˜ ) such that f
′ =
∑
i fi (by identifying
(q−1F ′)|Vi to F
′
|V ′
z′
via qi). This shows that f
′ ∈ Γ(V ′z′ ,Trq(F˜ ,F
′)) and therefore
f ′z′ ∈ Trq(F˜ ,F
′)z′ .
If Z is locally compact, then the functor q! is defined (see [KS90, §2.5]), and
Trq(F˜ ,F
′) is the image of the composed morphism q!F˜ → q!q
−1F ′ → F ′.
There is a related notion of saturation with respect to an order, an operation that
we denote by Tr6. Let Y, I, µ be as in §1.c and let F be a sheaf of k-vector spaces
on Y (where k is a field). If F ′ is a subsheaf of µ−1F , the subsheaf Tr6(F
′, µ−1F )
of µ−1F is defined by the following condition: for any open subset V of Ie´t,
Γ(V,Tr6(F
′, µ−1F )) consists of those sections f ∈ Γ(V, µ−1F ) such that, for any
ϕy ∈ V , the germ of f at ϕy belongs to
∑
ψy6yϕy
F ′ψy .
Lemma 1.25. — The germ Tr6(F ′, µ−1F )ϕy is equal to
∑
ψy6yϕy
F ′ψy (the sum is
taken in Fy, due to the canonical identification of (µ
−1F )ψy with Fy).
Proof. — The inclusion ⊂ is clear. Let fϕy ∈
∑
ψy6yϕy
F ′ψy . There exists a finite
subset Ψy ∈ µ
−1(y) such that ψy 6 ϕy for any ψy ∈ Ψy and fϕy =
∑
ψy∈Ψy
f ′ψy , with
f ′ψy ∈ F
′
ψy
, and the sum is taken in Fy. Choose an open neighbourhood U of y in Y
such that the germs ϕy and ψy ∈ Ψy are defined on U . In particular, µ : ψ(U) → U
is a homeomorphism for any ψ. Up to shrinking U , we can also assume that each
germ f ′ψy is defined on ψ(U) as a section f
′
ψ ∈ Γ(ψ(U),F
′). Via µ, we consider F ′|ψ(U)
as a subsheaf of F|U and we set fϕ =
∑
ψy∈Ψy
f ′ψ ∈ Γ(U,F ) = Γ(ϕ(U), µ
−1(F )).
If U is small enough, for any z ∈ U and any ψy ∈ Ψy, we have ψz 6z ϕz, by the
openness of 6 and because Ψy is finite. This implies that the germ of fϕ at any such z
belongs to
∑
ηz6yϕz
F ′ηz , as was to be shown.
Remark 1.26. — The correspondence (F ,F ′) 7→ (F ,Tr6(F ′, µ−1F )) from the cat-
egory of pairs (F ,F ′) with F ′ ⊂ µ−1F (and morphisms being morphisms λ : F1 →
F2 such that µ
−1λ sends F ′1 to F
′
2) to the category of pre-I-filtered sheaves (see
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below) is functorial. Indeed, if µ−1λ(F ′1) ⊂ F
′
2, then µ
−1λ
[
Tr6(F
′
2, µ
−1F2))
]
⊂
Tr6(F
′
2, µ
−1F2)).
1.f. Pre-I-filtrations of sheaves. — We assume that I is as in §1.c. As above, F
denotes a sheaf of k-vector spaces on Y .
Definition 1.27 (Pre-I-filtration of a sheaf). — We say that a subsheaf F6 of µ−1F is
a pre-I-filtration of F if, for any y ∈ Y and any ϕy , ψy ∈ µ
−1(y), ψy 6y ϕy implies
F6ψy ⊂ F6ϕy or, equivalently, if F6 = Tr6(F6, µ
−1F ). We will denote by (F ,F•)
the data of a sheaf and a pre-I-filtration on it.
In other words, a pre-I-filtration of F is an object F6 of Mod(kIe´t,6) together
with an inclusion into the constant pre-I-filtration µ−1F : indeed, for any ϕy 6y ψy,
the morphism F6ϕy → F6ψy given by the pre-I-filtration is then an inclusion, since
both F6ϕy → Fy and F6ψy → Fy are inclusions.
Definition 1.28. — Let (F ,F•), (F ′,F ′•) be pre-I-filtered sheaves and let f : F →
F ′ be a morphism of sheaves. We say that it is a morphism of pre-I-filtered sheaves
if µ−1f sends F6 to F
′
6. We say that f is strict if µ
−1f(F6) = F
′
6 ∩ µ
−1(f(F )).
We therefore get the (a priori non abelian) category of pre-I-filtered sheaves of
k-vector spaces. Clearly, µ−1f induces a morphism F6 → F
′
6 in the category
Mod(kIe´t,6). The notion of twist (Definition 1.9) applies to pre-I-filtered sheaves.
Definition 1.29 (Exhaustivity). — We say that a pre-I-filtrationF6 of F is exhaustive
if for any y ∈ Y there exists ϕy, ψy ∈ Iy such that F6ϕy = Fy and F6ψy = 0.
We now introduce some operations on pre-I-filtered sheaves.
Extending the sheaf I. — Let q : I˜→ I′ be a morphism of sheaves of ordered abelian
groups on Y ′. We also denote by q : I˜e´t → I′e´t the corresponding map between e´tale
spaces, so that we have a commutative diagram of maps:
(1.30)
I˜e´t
q
//
µ˜
  
❇❇
❇❇
❇❇
❇❇
I′e´t
µ′

Y ′
Let (F ′, F˜•) be a pre-I˜-filtered sheaf. We will define a pre-I
′-filtered sheaf
q∗(F
′, F˜•) = (F
′, (qF˜ )•). When we consider the diagram (1.30), we can introduce
an ordered trace map as in Lemma 1.25.
Lemma 1.31. — Let (F ′, F˜•) be a pre-I˜-filtered sheaf. Then there is a unique subsheaf
Tr6q(F˜6, µ
′−1F ′) of µ′−1F ′ defined by the property that, for any y′ ∈ Y ′ and any
18 LECTURE 1. I-FILTRATIONS
ϕ′y′ ∈ µ
′−1(y′),
Tr6q(F˜6, µ
′−1
F
′)ϕ′
y′
=
∑
ψy′∈I˜y′
q(ψy′ )6y′ϕ
′
y′
F˜6ψy′
(where the sum is taken in F ′y′) is a pre-I
′-filtration of F ′.
Proof. — We note that Tr6q(F˜6, µ
′−1F ′) = Tr6
(
Trq(F˜6, µ
′−1F ′), µ′−1F ′
)
, so the
lemma is a consequence of Lemmas 1.24 and 1.25.
Definition 1.32. — Given a pre-I˜-filtration F˜6 of F ′, we set
(qF˜ )6 := Tr6q(F˜6, µ
′−1
F
′).
Restricting the sheaf I. — In the previous situation, let (F ′,F ′•) be a pre-I
′-filtered
sheaf on Y ′. Then F ′ becomes pre-I˜-filtered by q−1F ′6.
Pull-back. — Let f : Y ′ → Y be a continuous map between locally compact spaces.
Assume we are sheaves I on Y and I′ on Y ′, and a morphism qf : I˜ := f
−1I → I′
compatible with the order, where I˜ is equipped with the pull-back order (see (1.12)).
Let (F ,F6) be a pre-I-filtered sheaf on Y . We will define a pre-I
′-filtered sheaf
f+(F ,F6) = (f
−1F , f+F6) on Y
′.
We have a continuous map f˜ : I˜e´t → Ie´t over f : Y ′ → Y . Then f−1(F ,F6) :=
(f−1F , f˜−1F6) is a pre-I˜-filtered sheaf of k-vector spaces on Y
′.
Definition 1.33 (Pull-back). — The pull-back f+(F ,F6) is the sheaf F ′ = f−1F
equipped with the pre-I′-filtration f+F6 :=(qff
−1F )6=Tr6qf (f˜
−1F6, µ
′−1f−1F ).
Push-forward. — The push-forward of pre-I-filtrations (Definition 1.22) is a priori not
defined at the level of pre-I-filtered sheaves, since the condition that F6 → µ
−1F is
injective may be not satisfied after the push-forward of Definition 1.22.
Grading. — Let us now assume that Ie´t is Hausdorff. The relation <
y
is then also
open and we can work with it as with 6
y
.
Definition 1.34 (Grading a pre-I-filtration (the Hausdorff case))
Assume that Ie´t is Hausdorff. Given a pre-I-filtered sheaf (F ,F6), there is, due
to the openness of <, a unique subsheaf F< of F6 such that, for any y ∈ Y and any
ϕy ∈ Iy, F<ϕy =
∑
ψy<yϕy
F6ψy . We denote by grF the quotient sheaf F6/F<.
Notice that F< is also a pre-I-filtration of F . Any morphism (F ,F•)→ (F
′,F ′
•
)
sends F< to F
′
<, hence defines a morphism gr f : grF → grF
′.
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1.g. I-filtrations of sheaves (the Hausdorff case). — In order to define the
notion of a I-filtration, we will make the assumption that Ie´t is Hausdorff. A more
general definition will be given in §1.i. This assumption is now implicitly understood.
The point is that, if Ie´t is Hausdorff, it is locally compact (because Y is so), and we
make use of the direct image with proper supports µ! in the usual way.
Example 1.35 (Graded I-filtrations). — Let G be a sheaf of k-vector spaces on Ie´t.
We note that, for any y ∈ Y ,
(1.35 ∗) i−1y µ!G = µ!i
−1
µ−1(y)G =
⊕
ϕy∈µ−1(y)
Gϕy .
Similarly, we have a commutative diagram of e´tale maps
Ie´t ×Y I
e´t
p1
//
p2

Ie´t
µ

Ie´t
µ
// Y
and a base change isomorphism p2,!p
−1
1 G = µ
−1µ!G (see e.g. [KS90, Prop. 2.5.11]).
We denote by (p−11 G )6 the extension by 0 of the restriction of p
−1
1 G to (I
e´t ×Y
Ie´t)6, that is, (p
−1
1 G )6 = j6,!j
−1
6 p
−1
1 G , and by (µ!G )6 the subsheaf p2,![(p
−1
1 G )6] of
p2,!p
−1
1 G = µ
−1µ!G .
For any ϕy ∈ µ
−1(y), one has (µ!G )6ϕy =
⊕
ψy6yϕy
Gψy , and (µ!G )6 is a pre-I-
filtration on µ!G , that we call the graded I-filtration on µ!G .
Note that, if I satisfies the exhaustivity property (Definition 1.5) and if µ is proper
on SuppG then, as the sum in (1.35 ∗) is finite, any graded I-filtration is exhaustive.
Definition 1.36 (I-filtrations). — Let F6 be a pre-I-filtration of F . We say that it
is a I-filtration of F if, locally on Y , F ≃ µ!G and the inclusion F6 ⊂ µ
−1(F ) is
isomorphic to the corresponding inclusion for the graded I-filtration on µ!G for some
sheaf G (a priori only locally (w.r.t. Y ) defined on Ie´t).
The category of I-filtered sheaves is the full subcategory of that of pre-I-filtered
sheaves whose objects are sheaves with a I-filtration. In other words, a morphism be-
tween sheaves underlying I-filtered sheaves is a morphism in the category of I-filtered
sheaves iff it is compatible with order. Note that it is not required that µ−1f is locally
decomposed in the local graded models µ!G , µ!G
′ (i.e., µ−1f is “filtered”, but possibly
not “graded”).
Example 1.37 (Grading a graded I-filtration). — For the graded I-filtration on µ!G ,
we have (µ!G )<ϕy =
⊕
ψy<yϕy
Gψy and gr(µ!G ) = G , so G can be recovered from
(µ!G )6.
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Therefore, a I-filtration (F ,F•) is, locally (on Y ), isomorphic to the graded I-filtra-
tion on µ! grF . Notice that the model graded I-filtration µ! grF is now defined
globally on Y . In particular, for any y ∈ Y and any ϕy ∈ Iy, we have
F<ϕy,y ≃
⊕
ψy∈Iy
ψy<yϕy
grψy Fy,
F6ϕy,y ≃
⊕
ψy∈Iy
ψy6yϕy
grψy Fy = F<ϕy,y ⊕ grϕy Fy,
Fy ≃
⊕
ψy∈Iy
grψy Fy,
(1.38)
in a way compatible with the inclusion F<ϕy,y ⊂ F6ϕy,y ⊂ Fy . Recall also that a
morphism may not be graded with respect to such a gradation.
Remark 1.39. — If I satisfies the exhaustivity property (Definition 1.5) and if µ is
proper on Supp grF , then the I-filtration is exhaustive.
Lemma 1.40 (Stability by pull-back). — In the setting of Definition 1.33, if F6 is a
I-filtration of F , then f+(F ,F6) is I
′-filtered sheaf on Y ′.
Proof. — Since the assertion is local, it is enough to start from a graded I-filtration.
Let us set F ′6 = f
+F6 and F6 = (µ!G )6. Then, for y
′ ∈ Y ′ and y = f(y′), we have
F
′
6
y′
ϕ′
y′
=
∑
ψy6
y′
ϕ′
y′
F6ψy =
∑
ψy6
y′
ϕ′
y′
⊕
ϕy6yψy
Gϕy =
⊕
ϕy6
y′
ϕ′
y′
Gϕy .
Remark 1.41 (co-I-filtration). — There is a dual notion of I-filtration, that one can
call a co-I-filtration. It consists of a pair (F ,F<), where F< is a pre-I-filtration, and
an injective morphism F< →֒ µ
−1F , which is locally (on Y ) isomorphic to a pair
(µ!G , (µ!G )<). From a I-filtration F6, one defines a co-I-filtration by using F< of
Definition 1.34.
Conversely, assume that I satisfies the following property:
(1.41 ∗) ∀ y ∈ Y, ∀ϕy, ψy, ψy 6y ϕy ⇐⇒ ∀ ηy, (ϕy <y ηy ⇒ ψy <y ηy).
Given a co-I-filtration F< of F , we define F6 by the formula
F6ϕy =
⋂
ηy∈Iy
ϕy<yηy
F<ηy .
Then F6 is a I-filtration of F (this is checked on µ!G ).
Classification of I-filtered sheaves. — Let (F ,F•) and (F
′,F ′
•
) be two pre-I-filtered
sheaves. Then Homk(F ,F
′) is equipped with a natural pre-I-filtration: for any
ϕ ∈ Γ(U, I), Homk(F ,F
′)6ϕ is the subsheaf of Homk(F ,F
′)|U such that, for any
open set V ⊂ U , f ∈ Homk(F|V ,F
′
|V ) belongs to Homk(F|V ,F
′
|V )6ϕ iff f(F6η|V ) ⊂
F ′
6η+ϕ|V for any η ∈ Γ(V, I). In case (F ,F•) and (F
′,F ′•) are I-filtered sheaves,
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then so is Homk(F ,F
′) since the local decomposition of F ,F ′ induces a local
decomposition of Homk(F ,F
′).
We denote by Aut<0
k
(F ) the subsheaf Id+Homk(F ,F )<0 of Homk(F ,F )60.
Proposition 1.42. — The set of isomorphism classes of I-filtration (F ,F•) with
grF = G is equal to H1
(
Y,Aut<0
k
(µ!G )
)
, where µ!G is equipped with the graded
I-filtration.
Proof. — This is standard (see e.g. the proof of Prop. II.1.2.2, p. 112 in [BV89]).
1.h. I-filtered local systems (the Hausdorff case). — The case where F is a
locally constant sheaf of finite dimensional k-vector spaces on Y (that we call a local
system) will be the most important for us. Let us assume that (F ,F•) is a I-filtered
locally constant sheaf. As locally constant sheaves are stable by direct summand, it
follows from the local isomorphism F ≃ µ! grF that µ is proper on Σ = Supp grF ,
that Σ is a finite covering of Y , and grF is a locally constant sheaf on its support
Σ. Moreover, µ∗ grF = µ! grF is a local system on Y locally isomorphic to F . We
call Σ a I-covering of Y .
We note that µ : Σ → Y , being a finite covering, is a local homeomorphism and
therefore defines a subsheaf Σsh of I. This subsheaf is a sheaf of ordered sets (in general
not abelian groups) with the ordered induced from that of I. Restricting F6 to Σ
defines then a Σsh-filtration of F . Due to the local grading property of F6, it is not
difficult to check that F6 is determined by F6|Σ and that both F6 and F6|Σ have
the same graded sheaves. In other words, if we know F6ϕy ⊂ Fy for any ϕy ∈ Σy, we
can reconstruct F6ψy ⊂ Fy for any ψy ∈ Iy by setting F6ψy =
∑
ϕy6ψy, ϕy∈Σy
F6ϕy ,
where the sum is taken in Fy.
Let us make precise Lemma 1.40 in the case where F is a local system. We
consider the setting of Definition 1.33. Firstly, the pre-I˜-filtration f˜−1F6 of f
−1F
is a I˜-filtration and we have gr f−1F = f˜−1 grF , whose support Σ˜ is nothing but
f˜−1Σ, and is a finite covering of Y ′. Since qf : I˜e´t → I
′e´t is e´tale, being induced by a
morphism of sheaves, the image Σ′ = qf (Σ˜) is a finite covering of Y
′ and qf : Σ˜→ Σ
′
is also a finite covering. The proof of Lemma 1.40 shows that grF ′ = qf,∗f˜
−1 grF .
1.i. I-filtered local systems (the stratified Hausdorff case). — We will now
extend the notion of I-filtered local system in the case I satisfies a property weaker
than Hausdorff, that we call the stratified Hausdorff property. We restrict to local
systems, as this will be the only case of interest for us, and we will thus avoid general
definitions as for the Hausdorff case.
Let Y = (Yα)α∈A be a stratification of Y (that is, a locally finite partition of Y into
locally closed sets, called strata, such that the closure of every stratum is a union of
strata). For α, β ∈ A, we will denote by α 4 β the relation Yα ⊂ Y β . In the following,
we will always assume that the stratification satisfies the following property:
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(1.43) For each α ∈ A, each point y ∈ Yα has a fundamental system of open neigh-
bourhoods nb(y) such that, for any β < α, nb(y) ∩ Y β is contractible.
Definition 1.44 (The stratified Hausdorff property). — Let I be a sheaf on Y (in the
setting of §1.b). We say that I satisfies the stratified Hausdorff property with respect
to Y if for any Yα ∈ Y , µ
−1(Yα) is Hausdorff, that is, the sheaf-theoretic restriction
of I to every Yα satisfies the Hausdorff property.
Examples 1.45
(1) If I is a constructible sheaf on Y with respect to a stratification Y for which
the strata are locally connected, then I is Hausdorff with respect to Y .
(2) Let X be a complex manifold, let D be a reduced divisor in X and let Y be
a stratification of D by complex locally closed submanifolds such that (X r D,Y )
is a Whitney stratification of X . Then I = OX(∗D)/OX has the Hausdorff property
with respect to Y . Indeed, if x belongs to a connected stratum Yα and if a germ
ϕx ∈ OX,x(∗D), with representative ϕ, is such that ϕy is holomorphic for y ∈ Yα
close enough to x, then ϕ is holomorphic on each maximal dimensional connected
stratum of D which contains Yα in its closure, so, by the local product property, ϕ is
holomorphic on the smooth part of D in the neighbourhood of x. By Hartogs, ϕ is
holomorphic near x.
(3) The same argument holds if X is only assumed to be a normal complex space
and D is a locally principal divisor in X .
We have seen in §1.h that the support of grF is a finite covering of Y contained
in Ie´t. We now introduce the notion of stratified I-covering (with respect to Y ).
Definition 1.46 (stratified I-covering). — Let Σ ⊂ Ie´t be a closed subset. We will say
that µ|Σ : Σ→ Y is a stratified I-covering of Y if
(1) µ|Σ : Σ → Y is a local homeomorphism, that is, Σ is the e´tale space of a
subsheaf Σsh of I,
(2) for each α ∈ A, setting Σα = Σ ∩ µ
−1(Yα), the map µ|Σα : Σα → Yα is a finite
covering,
Let us explain this definition. The first property implies that µ|Σα is a local home-
omorphism on Yα. Since I
e´t
|Yα
is Hausdorff, so is Σα, and the second property is then
equivalent to µ|Σα being proper.
What does Σ look like near a point of Yα? For each α ∈ A, each y ∈ Yα has an
open neighbourhood nb(y) ⊂ Y such that, denoting ϕ
(i)
y the points in µ
−1
|Σα
(y), the
germs ϕ
(i)
y are induced by sections ϕ(i) ∈ Γ(nb(y), I). Then we have Σ∩µ−1(nb(y)) =⋃
i ϕ
(i)(nb(y)). We note however that, while the germs ϕ
(i)
y (or more generally the
germs ϕ
(i)
y′ for y
′ ∈ nb(y)∩Yα) are distinct, such may not be the case when y
′ 6∈ Yα and,
for β < α, Σβ∩µ
−1(nb(y)) may have less connected components than Σα∩µ
−1(nb(y)).
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Definition 1.47 (I-filtration (the stratified Hausdorff case)). — Let I be stratified
Hausdorff with respect to Y , let F be a locally constant sheaf of finite dimensional
k-vector spaces on Y and let F6 be a pre-I-filtration of F . We say that F6 is a
I-filtration of F if
(1) for each α ∈ A, the restriction F6|µ−1(Yα) is a I|µ−1(Yα)-filtration of F|Yα in
the sense of Definition 1.36, with associated covering Σα ⊂ I
e´t
|µ−1(Yα)
and associated
local system Gα = grF|µ−1(Yα),
(2) the set Σ =
⋃
αΣα is a stratified I-covering of Y ,
(3) for each α ∈ A and each y ∈ Yα, let us set µ
−1(y) ∩ Σα = {ϕ
(i)
y | i ∈ Iα},
and let nb(y) be a small open neighbourhood on which all ϕ(i) are defined as sections
of I; for each β < α, let Σβ(y, j) be the connected components of µ
−1(nb(y)) ∩Σβ =⋃
i ϕ
(i)(nb(y) ∩ Yβ); then, for each j, Gβ|Σβ(y,j) is a trivial local system and
rkGβ|Σβ(y,j) =
∑
i|ϕ(i)(nb(y)∩Yβ)=Σβ(y,j)
rkGα|ϕ(i)(nb(y)∩Yα).
The last condition is a gluing condition near a stratum Yα. Since the stratified
space satisfies (1.43), each y ∈ Yα has a fundamental system of simply connected
neighbourhood such that nb(y) ∩ Yα is also simply connected. Then the local sys-
tem Gα, restricted to ϕ
(i)(nb(y)∩ Yα) extends in a unique way to a local system G
(i)
α
on ϕ(i)(nb(y)) (both local systems are trivial, according to our assumptions on nb(y)).
The second condition means that Gβ|Σβ(y,j) is isomorphic to the direct sum of the G
(i)
α
restricted to nb(y) ∩ Yβ .
As in the Hausdorff case, we also note that the restriction of F6 to Σ defines a
Σsh-filtration of F , and that F6 is determined by F6|Σ.
Lemma 1.48 (Stability by pull-back). — Let f : (Y ′,Y ′)→ (Y,Y ) be a stratified con-
tinuous map, let I be stratified Hausdorff with respect to Y and let (F ,F6) be a
I-filtered local system. Assume that we are in the setting of Definition 1.33. Then
f+(F ,F6) is I
′-filtered local system with associated I′ stratified covering Σ′ given by
qf (f˜
−1(Σ)).
Proof. — The result on each stratum follows from Lemma 1.40 and the details given
in §1.h. The point is to check the gluing properties 1.47(2) and 1.47(3). Firstly, these
properties are easily checked for f˜−1F6 as a I˜-filtration, and for Σ˜ = f˜
−1Σ. One
then shows that qf : Σ˜ → Σ
′ := qf (Σ) is a stratified covering with respect to the
stratification (Σ′α′)α′∈A′ . The desired properties follow.
1.j. Comments. — The first definition of a I-filtered local system appears in
[Del07a] in the following way (taking the notation of the present notes):
Given the local system I of multi-valued differential forms on the circle S1, equipped
with the order as defined in Example 1.4, a I-filtration on a local system L on S1
consists of the data of a family of subsheaves L ϕ of L indexed by I (be careful that I
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is only a local system, but this is enough) satisfying the local grading property like
(1.38).
This definition is taken up in [Mal83a, §4, Def. 4.1], and later in [Mal91, Def. 2.1,
p. 57] in a similar way, but B.Malgrange adds between brackets:
“Be careful that the L ϕ are not subsheaves in the usual sense, because they are
indexed by a local system and not a set.”
Later, the definition is once more taken up in [BV89, p. 74–77], starting by defining
a I-graded local system (this is similar to Example 1.35) and then a I-filtered local
system by gluing local I-graded local systems in a way which preserves the filtration
(but possibly not the gradation).
In this lecture we have tried to give a precise intrinsic answer to the question:
what is a I-filtered local system?
in order to use it in higher dimensions.
Another approach is due to T.Mochizuki in [Moc11a, §2.1], starting with a fam-
ily of filtrations indexed by ordered sets, and adding compatibility conditions (corre-
sponding to compatibility with respect to restriction morphisms in the sheaf-theoretic
approach of the present notes).
PART I
DIMENSION ONE

LECTURE 2
STOKES-FILTERED LOCAL SYSTEMS
IN DIMENSION ONE
Summary. We consider Stokes filtrations on local systems on S1. We review
some of the definitions of the previous lecture in this case and make explicit the
supplementary properties coming from this particular case. This lecture can be
read independently of Lecture 1.
2.a. Introduction. — The notion of a (pre-)Stokes filtration is a special case of
the notion of a (pre-)I-filtration defined in Lecture 1 with a suitable sheaf I on the
topological space Y = S1. We have chosen to present this notion independently of the
general results of the previous lecture, since many properties are simpler to explain
in this case (see Proposition 2.7). Nevertheless, we make precise the relation with
the previous lecture when we introduce new definitions. We moreover start with the
non-ramified Stokes filtrations, to make easier the manipulation of such objects, and
we also call it a I1-filtration, in accordance with the previous lecture. The (possibly
ramified) Stokes filtrations are introduced in §2.d, where we define the sheaf I with
its order. They correspond to the I-filtrations of the previous lecture.
We also make precise the relation with the approach by Stokes data in the case of
Stokes filtrations of simple exponential type.
References are [Del07a], [Mal83a], [BV89] and [Mal91, Chap. IV].
2.b. Non-ramified Stokes-filtered local systems. — Let k be a field. In this
section, we consider local systems of finite dimensional k-vector spaces on S1. Recall
(see Example 1.4) that we consider S1 equipped with the constant sheaf I1 with fibre
P = C({x})/C{x} consisting of polar parts of Laurent series, and the order depends
on the point eiθ = x/|x| ∈ S1 as follows. Let η ∈ P and let us set η = un(x)x
−n with
n > 1 and un(0) 6= 0 if η 6= 0. Then
(1.4 ∗) η 6
θ
0⇐⇒ η = 0 or argun(0)− nθ ∈ (π/2, 3π/2) mod 2π,
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and η <
θ
0 ⇔ (η 6
θ
0 and η 6= 0) (see (1.4 ∗∗)). The order is supposed to be
compatible with addition, namely, ϕ 6
θ
ψ ⇔ ϕ− ψ 6
θ
0 and similarly for <
θ
. Let us
rephrase Definition 1.27 in this setting.
Definition 2.1. — A non-ramified pre-Stokes filtration on a local system L of finite
dimensional k-vector spaces on S1 consists of the data of a family of subsheaves L6ϕ
indexed by P such that, for any θ ∈ S1, ϕ 6
θ
ψ ⇒ L6ϕ,θ ⊂ L6ψ,θ.
Let us set, for any ϕ ∈ P and any θ ∈ S1,
(2.2) L<ϕ,θ =
∑
ψ<
θ
ϕ
L6ψ,θ.
This defines a subsheaf L<ϕ of L6ϕ, and we set grϕ L = L6ϕ/L<ϕ. Note that
The e´tale space Ie´t1 is Hausdorff (see Example 1.1(1)) and the previous definition is
in accordance with Definition 1.34.
Notation 2.3. — We rephrase here Notation 1.3 in the present setting. Let ϕ, ψ ∈ P.
Recall that we denote by S1ψ6ϕ ⊂ S
1 the subset of S1 consisting of the θ for which
ψ 6
θ
ϕ. Similarly, S1ψ<ϕ ⊂ S
1 is the subset of S1 consisting of the θ for which ψ <
θ
ϕ.
Both subsets are a finite union of open intervals. They are equal if ϕ 6= ψ. Otherwise,
S1ϕ6ϕ = S
1 and S1ϕ<ϕ = ∅.
Given a sheaf F on S1, we will denote by βψ6ϕF the sheaf obtained by restrict-
ing F to the open set S1ψ6ϕ and extending it by 0 as a sheaf on S
1 (for any open
set Z ⊂ S1, this operation is denoted FZ in [KS90]). A similar definition holds for
βψ<ϕF .
Definition 2.4 ((Graded) Stokes filtration). — Given a finite set Φ ⊂ P, a Stokes-
graded local system with Φ as set of exponential factors consists of the data of local
systems (that we denote by) grϕ L on S
1 (ϕ ∈ Φ). Then the graded non-ramified
Stokes filtration on grL :=
⊕
ψ∈Φ grψ L is given by
(grL )6ϕ =
⊕
ψ∈Φ
βψ6ϕ grψ L .
We then also have
(grL )<ϕ =
⊕
ψ∈Φ
βψ<ϕ grψ L .
A non-ramified k-Stokes filtration on L is a pre-Stokes filtration which is locally
on S1 isomorphic to a graded Stokes filtration. It is denoted by L•.
For a Stokes-filtered local system (L ,L•), each sheaf grϕ L is a (possibly zero)
local system on S1. By definition, for every ϕ and every θo ∈ S
1, we have on some
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neighbourhood nb(θo) of θo,
L<ϕ|nb(θo) ≃
⊕
ψ∈Φ
βψ<ϕ grψ L|nb(θo),
L6ϕ|nb(θo) ≃ L<ϕ|nb(θo) ⊕ grϕ L|nb(θo) =
⊕
ψ∈Φ
βψ6ϕ grψ L|nb(θo),
L|nb(θo ≃
⊕
ψ∈Φ
grψ L|nb(θo)
(2.5)
in a way compatible with the natural inclusions.
Exercise 2.6. — Show that the category of Stokes-filtered local systems has direct
sums, and that any Stokes-graded local system is the direct sum of Stokes-graded
local systems, each of which has exactly one exponential factor.
One can make more explicit the definition of a non-ramified Stokes-filtered local
system.
Proposition 2.7. — Giving a non-ramified Stokes-filtered local system (L ,L•) is
equivalent to giving, for each ϕ ∈ P, a R-constructible subsheaf L6ϕ ⊂ L subject to
the following conditions:
(1) for any θ ∈ S1, the germs L6ϕ,θ form an exhaustive increasing filtration of Lθ;
(2) defining L<ϕ, and therefore grϕ L , from the family L6ψ as in (2.2), the sheaf
grϕ L is a local system of finite dimensional k-vector spaces on S
1;
(3) for any θ ∈ S1 and any ϕ ∈ P, dimL6ϕ,θ =
∑
ψ6
θ
ϕ dimgrψ Lθ.
We note that when 2.7(2) is satisfied, 2.7(3) is equivalent to
(3′) For any θ ∈ S1 and any ϕ ∈ P, dimL<ϕ,θ =
∑
ψ<
θ
ϕ dim grψ Lθ.
Proof of Proposition 2.7. — The point is to get the local gradedness property from
the dimension property of 2.7(3). Since the local filtrations are exhaustive, the dimen-
sion property implies that the local systems L and
⊕
ϕ grϕ L are locally isomorphic,
hence for each θo, there exists a finite family Φθo ⊂ P such that grϕ Lθo 6= 0 ⇒
ϕ ∈ Φθo . Since grϕ L is a local system, it is zero if and only if it is zero near some θo.
We conclude that the set Φθo ⊂ P is independent of θo, and we simply denote it by Φ.
We thus have grϕ L 6= 0⇒ ϕ ∈ Φ.
Lemma 2.8. — Let F be a R-constructible sheaf of k-vector spaces on S1. For any
θo ∈ S
1, let I be an open interval containing θo such that F|Ir{θo} is a local system
of finite dimensional k-vector spaces. Then H1(I,F ) = 0.
Proof. — Let ι : I r {θo} →֒ I be the inclusion. We have an exact sequence 0 →
ι!ι
−1F → F → G → 0, where G is supported at θo. It is therefore enough to prove
the result for ι!ι
−1F . This reduces to the property that, if i : (a, b) →֒ (a, b] is the
inclusion (with a, b ∈ R, a < b), then H1((a, b], i!k) = 0, which is clear by Poincare´
duality.
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Let us fix θo ∈ S
1. Since L<ψ is R-constructible for any ψ, there exists an open
interval nb(θo) of S
1 containing θo such that, for any ψ ∈ Φ, L<ψ is a local system on
nb(θo)r {θo}. Then, for any such ψ, H1(nb(θo),L<ψ) = 0, according to the previous
lemma and, as grψ L is a constant local system on nb(θo), we can lift a basis of
global sections of grψ L|nb(θo) as a family of sections of L6ψ,|nb(θo). This defines
a morphism
⊕
ψ grψ L|nb(θo) → L|nb(θo) sending
⊕
ψ6
θ
ϕ grψ Lθ to L6ϕ,θ for any
θ ∈ nb(θo) and any ϕ. Let us show, by induction on #{ψ ∈ Φ | ψ 6θ ϕ}, that it sends⊕
ψ6
θ
ϕ grψ Lθ onto L6ϕ,θ for any θ ∈ nb(θo) and any ϕ: indeed, the assertion is clear
by the dimension property if this number is zero; by the inductive assumption and
according to (2.2), it sends
⊕
ψ<
θ
ϕ grψ Lθ onto L<ϕ,θ for any θ ∈ nb(θo); since L6ϕ =
L<ϕ + image grϕ L in L , the assertion follows. As both spaces
⊕
ψ6
θ
ϕ grψ Lθ and
L6ϕ,θ have the same dimension, due to 2.7(3), this morphism is an isomorphism.
The finite subset Φ ⊂ P such that grϕ L 6= 0 ⇒ ϕ ∈ Φ is called the set of
exponential factors of the non-ramified Stokes filtration. The following proposition is
easily checked, showing more precisely exhaustivity.
Proposition 2.9. — Let L• be a non-ramified k-Stokes filtration on L . Then, for any
θ ∈ S1, and any ϕ ∈ P,
• if ϕ <
θ
Φ, then L6ϕ,θ = 0,
• if Φ <
θ
ϕ, then L<ϕ,θ = L6ϕ,θ = Lθ.
Remark 2.10. — One can also remark that the category of Stokes-filtered local sys-
tems with set of exponential factors contained in Φ is equivalent to the category of
Φ-filtered local systems, where we regard Φ as a constant sheaf on S1, equipped with
the ordered induced by the order of I1 (constant sheaf with fibre P).
Examples 2.11
(1) (Twist) Let η ∈ Px and let (L ,L•) be a (pre-)Stokes-filtered local system.
The twisted local system (L ,L•)[η] is defined by L [η]6ϕ = L6ϕ−η. In the Stokes-
filtered case, the set of exponential factors Φ[η] is equal to Φ + η. This is analogous
to Definition 1.9.
(2) The graded Stokes filtration with Φ = {0} (see Example 1.35) on the con-
stant sheaf kS1 is defined by kS1,6ϕ := β06ϕkS1 for any ϕ, so that kS1,60 = kS1 ,
kS1,<0 = 0, and, for any ϕ 6= 0, kS1,6ϕ = kS1,<ϕ has germ equal to kθ at θ ∈ S
1 iff
0 6
θ
ϕ, and has germ equal to 0 otherwise.
(3) Let L• be any non-ramified Stokes filtration with set of exponential factors Φ
reduced to one element η. According to Proposition 2.9, we have L<η = 0, and
L6η = grη L = L is a local system on S
1. The non-ramified Stokes filtration is then
described as in 2.11(2) above, that is, L6ϕ = βη6ϕL . If we denote by L• this Stokes
filtration of L then, using the twist operation 2.11(1), the twisted Stokes filtration
L [−η]• is nothing but the graded Stokes filtration on L , defined as in 2.11(2).
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(4) Assume that #Φ = 2 or, equivalently (by twisting, see above), that Φ = {0, ϕo}
with ϕo 6= 0. If the order of the pole of ϕo is n, then there are 2n Stokes directions
(see Example 1.4) dividing the circle in 2n intervals. Given such an open interval,
then 0 and ϕo are comparable (in the same way) at any θ in the interval, and the
comparison changes alternatively on the intervals. Assume that 0 <
θ
ϕo. Then,
according to Proposition 2.9 and to 2.7(3), L6ϕo,θ = Lθ and L<0,θ = 0. Moreover,
when restricted to the open interval containing θ, L60 = L<ϕo is a local system of
rank equal to rk gr0 L . On the other intervals, the roles of 0 and ϕo are exchanged.
Let now θ be a Stokes direction for (0, ϕo). As ϕo and 0 are not comparable at θ,
2.7(3′) implies that L<ϕo,θ = L<0,θ = 0 and, using ϕ such that 0, ϕo <θ ϕ, we find,
by exhaustivity, Lθ = L6ϕo,θ ⊕L60,θ. This decomposition reads as an isomorphism
Lθ ≃ grϕo Lθ ⊕ gr0 Lθ. It extends on a neighbourhood nb(θ) of θ in S
1 (we can take
for nb(θ) the union of the two adjacent intervals considered above ending at θ) in a
unique way as an isomorphism of local systems L|nb(θ) ≃ (grϕo L ⊕ gr0 L )|nb(θ).
In order to end the description, we will show that the equality L6ϕ = L<ϕ for
ϕ 6∈ {0, ϕo} can be deduced from the data of the corresponding sheaves for ϕ ∈ {0, ϕo}.
Let us fix θ ∈ S1. Assume first 0 <
θ
ϕo (and argue similarly if ϕo <θ 0).
• If ϕ is neither comparable to ϕo nor to 0, then 2.7(3) shows that L6ϕ,θ = 0.
• If ϕ is comparable to ϕo but not to 0,
– if ϕo <θ ϕ, then L6ϕ,θ = Lθ,
– if ϕ <
θ
ϕo, then L6ϕ,θ ⊂ L<ϕo,θ = L60,θ, hence 2.7(3) implies
L6ϕ,θ = 0.
• If ϕ is comparable to 0 but not to ϕo, the result is similar.
• If ϕ is comparable to both ϕo and 0, then,
– if 0 <
θ
ϕo <θ ϕ, L6ϕ,θ = Lθ,
– if 0 <
θ
ϕ <
θ
ϕo, then L6ϕ,θ = L60,θ,
– if ϕ <
θ
0 <
θ
ϕo, then L6ϕ,θ = 0.
If ϕo and 0 are not comparable at θ, then one argues similarly to determine L6ϕ,θ.
Definition 2.12. — A morphism λ : (L ,L•) → (L ′,L ′•) of non-ramified k-Stokes-
filtered local systems is a morphism of local systems L → L ′ on S1 such that, for any
ϕ ∈ P, λ(L6ϕ) ⊂ L
′
6ϕ. According to (2.2), a morphism also satisfies λ(L<ϕ) ⊂ L
′
<ϕ.
A morphism λ is said to be strict if, for any ϕ, λ(L6ϕ) = λ(L ) ∩L
′
6ϕ.
Definition 2.13. — Given two non-ramified k-Stokes-filtered local systems (L ,L•)
and (L ′,L ′
•
),
• the direct sum (L ,L•) ⊕ (L
′,L ′•) has local system L ⊕ L
′ and filtration
(L ⊕L ′)6ϕ = L6ϕ ⊕L
′
6ϕ,
• Hom(L ,L ′)6η is the subsheaf of Hom(L ,L
′) consisting of local morphisms
L → L ′ sending L6ϕ into L
′
6ϕ+η fo any ϕ;
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• in particular, the dual (L ,L•)
∨ is defined as (Hom(L ,kS1),Hom(L ,kS1)•),
where kS1 is equipped with the graded Stokes filtration of Example 2.11(2).
• (L ⊗L ′)6η =
∑
ϕ L6ϕ ⊗L
′
6η−ϕ ⊂ L ⊗L
′.
In particular, a morphism of non-ramified Stokes-filtered local systems is a global
section of Hom(L ,L ′)60.
Proposition 2.14. — Given two non-ramified k-Stokes filtrations L•,L ′• of L ,L ′,
L•⊕L
′
•
, Hom(L ,L ′)•, (L
∨)• and (L ⊗L
′)• are non-ramified k-Stokes filtrations
of the corresponding local systems and Hom(L ,L ′)• ≃ (L
′∨ ⊗L )•. Moreover,
(1) Hom(L ,L ′)<η is the subsheaf of Hom(L ,L
′) consisting of local morphisms
L → L ′ sending L6ϕ into L
′
<ϕ+η fo any ϕ;
(2) (L ∨)6ϕ = (L<−ϕ)
⊥ and (L ∨)<ϕ = (L6−ϕ)
⊥ for any ϕ, so that grϕ L
∨ =
(gr−ϕ L )
∨ (here, (L<−ϕ)
⊥, resp. (L6−ϕ)
⊥, consists of local morphisms L → kS1
sending L<−ϕ, resp. L6−ϕ, to zero);
(3) (L ⊗L ′)<η =
∑
ϕ L6ϕ ⊗L
′
<η−ϕ =
∑
ϕ L<ϕ ⊗L
′
6η−ϕ.
Proof. — For the first assertion, let us consider the case of Hom for instance. Using
a local decomposition of L ,L ′ given by the Stokes filtration condition, we find that a
section of Hom(L ,L ′)θ is decomposed as a section of
⊕
ϕ,ψ Hom(grϕ L , grψ L
′)θ,
and that it belongs to Hom(L ,L ′)6η,θ if and only if its components (ϕ, ψ) are zero
whenever ψ − ϕ 6
θ
η. The assertion is then clear, as well as the characterization of
Hom(L ,L ′)<η.
As a consequence, a local section of (L ∨)6ϕ has to send L<−ϕ to zero for any ϕ.
The converse is also clear by using the local decomposition of (L ,L•), as well as the
other assertions for L ∨.
The assertion on the tensor product is then routine.
Remark 2.15. — One easily gets the behaviour of the set of exponential factors with
respect to such operations. For instance, the direct sum corresponds to (Φ,Φ′) 7→
Φ ∪ Φ′, the dual to Φ 7→ −Φ and the tensor product to (Φ,Φ′) 7→ Φ + Φ′.
Poincare´-Verdier duality. — For a sheaf F on S1, its Poincare´-Verdier dual DF is
RHomC(F ,kS1 [1]) and we denote by D
′
F = RHomC(F ,kS1) the shifted com-
plex. We clearly have D′L = HomC(L ,kS1) =: L
∨.
Lemma 2.16 (Poincare´ duality). — For any ϕ ∈ P, the complexes D′(L6ϕ) and
D
′(L /L6ϕ) are sheaves. Moreover, the two subsheaves (L
∨)6ϕ and D
′(L /L<−ϕ)
of L ∨ coincide.
Proof. — The assertions are local on S1, so we can assume that (L ,L•) is split
with respect to the Stokes filtration, and therefore that (L ,L•) has only one ex-
ponential factor η, that is, L6ϕ = βη6ϕL (see Example 2.11(3). Let us denote by
αψ<ϕ the functor which is the composition of the restriction to the open set S
1
ψ<ϕ
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(see Notation 2.3) and the maximal extension to S1, and similarly with 6. We have
an exact sequence
0 −→ βη<ϕL −→ L −→ αϕ6ηL −→ 0
which identifies αϕ6ηL to L /L<ϕ, and a similar one with βη6ϕ and αϕ<η. On the
other hand, D′(βη6ϕL ) = αη6ϕL
∨ and D′(αϕ6ηL ) = βϕ6ηL
∨. The dual of the
previous exact sequence, when we replace ϕ with −ϕ, is then
0 −→ β−ϕ6ηL
∨ −→ L ∨ −→ αη<−ϕL
∨ −→ 0,
0 −→ β−η6ϕL
∨ −→ L ∨ −→ αϕ<−ηL
∨ −→ 0,also written as
showing that D′(L /L<−ϕ) = (L
∨)6ϕ.
2.c. Pull-back and push-forward. — Let f : X ′ → X be a holomorphic map
from the disc X ′ (with coordinate x′) to the disc X with coordinate x. We assume
that both discs are small enough so that f is ramified at x′ = 0 only. We now
denote by S1x′ and S
1
x the circles of directions in the spaces of polar coordinates X˜
′
and X˜ respectively. Then f induces f˜ : S1x′ → S
1
x, which is the composition of the
multiplication by N (the index of ramification of f) and a translation (the argument
of f (N)(0)). Similarly, Px and Px′ denote the polar parts in the variables x and x
′
respectively.
Remark 2.17. — Let η ∈ Px and set f∗η = η◦f ∈ Px′ . For any θ′ ∈ S1x′ , set θ = f˜(θ′).
Then we have
f∗η 6
θ′
0⇐⇒ η 6
θ
0 and f∗η <
θ′
0⇐⇒ η <
θ
0.
(This is easily seen using the definition in terms of moderate growth in Example 1.4,
since f˜ : X˜ ′ → X˜ is a finite covering.)
Definition 2.18 (Pull-back). — Let L be a local system on S1x and let L• be a non-
ramified k-pre-Stokes filtration of L . For any ϕ′ ∈ Px′ and any θ
′ ∈ S1x′ , let us
set
(f˜+L )6ϕ′,θ′ :=
∑
ψ∈Px
f∗ψ6
θ′
ϕ′
L
6ψ,f˜(θ′) ⊂ Lf˜(θ′) = (f˜
−1
L )θ′ .
Then (f˜+L )• is a non-ramified pre-Stokes filtration on f˜
−1L , called the pull-back of
L• by f . We denote by f˜
+(L ,L•) the pull-back pre-Stokes-filtered local system, in
order to remember that the indexing set has changed (see Definition 1.33).
Proposition 2.19 (Pull-back). — The pull-back f˜+(L ,L•) has the following properties:
(1) For any ϕ′ ∈ Px′ and any θ
′ ∈ S1x′ ,
(f˜+L )<ϕ′,θ′ =
∑
ψ∈Px
f∗ψ<
θ′
ϕ′
f˜−1(L
6ψ,f˜(θ′)).
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(2) For any ϕ ∈ Px,
(f˜+L )6f∗ϕ = f˜
−1(L6ϕ),
(f˜+L )<f∗ϕ = f˜
−1(L<ϕ)
grf∗ϕ(f˜
+
L ) = f˜−1(grϕ L ).and
(3) In particular, if f˜+(L ,L•) is a non-ramified Stokes-filtered local system for
some f , then for any ϕ ∈ Px, grϕ L is a local system on S
1
x.
(4) Let L ,L ′ be two local systems on S1x equipped with non-ramified pre-Stokes
filtrations and let λ : L → L ′ be a morphism of local systems such that, for some f ,
f˜−1λ : f˜−1L → f˜−1L ′ is compatible with the non-ramified pre-Stokes filtrations
(f˜+L )•, (f˜
+L ′)•. Then λ is compatible with the non-ramified pre-Stokes filtrations
L•,L
′
• .
(5) Assume now that L• is a non-ramified k-Stokes filtration (i.e., is locally graded)
and let Φ be its set of exponential factors. Then (f˜+L )• is a non-ramified k-Stokes
filtration on f˜−1L and, for any ϕ′ ∈ Px′ , grϕ′ f˜
+L 6= 0⇒ ϕ′ ∈ f∗Φ.
(6) The pull-back of non-ramified Stokes filtrations is compatible with Hom, duality
and tensor product.
Proof. — By definition,
(f˜+L )<ϕ′,θ′ =
∑
ψ′<
θ′
ϕ′
(f˜+L )6ψ′,θ′ =
∑
ψ′<
θ′
ϕ′
∑
ψ∈Px
f∗ψ6
θ′
ψ′
L
6ψ,f˜(θ′),
and this is the RHS in 2.19(1).
The first two lines of 2.19(2) are a direct consequence of Remark 2.17, and the third
one is a consequence of the previous ones. Then 2.19(3) follows, as each grϕ′(f˜
+L )
is a local system on S1x′ .
2.19(4) follows from the first line in 2.19(2) and 2.19(5) from third line and from
the local gradedness condition. Then, 2.19(6) is clear.
Remark 2.20. — In order to make clear the correspondence with the notion intro-
duced in Definition 1.33 and considered in Lemma 1.40, note that the sheaf I1 is the
constant sheaf on S1x with fibre Px, f˜
−1I1 is the constant sheaf on S
1
x′ with fibre Px
and I′1 is the constant sheaf on S
1
x′ with fibre Px′ . The map qf is f
∗ : Px → Px′ .
Exercise 2.21 (Push forward). — Let L ′ be a local system on S1x′ equipped with a
non-ramified pre-Stokes filtration L ′
•
. Show that
(1) f˜∗L
′ is naturally equipped with a non-ramified pre-Stokes filtration defined
by (f˜∗L
′)6ϕ = f˜∗(L
′
6f∗ϕ);
(2) assume moreover that L ′• is a non-ramified Stokes filtration and let Φ
′ ⊂ Px′
be its set of exponential factors; if there exists a finite subset Φ ⊂ Px such that
Φ′ = f∗Φ, then the push-forward pre-Stokes filtration (f˜∗L
′)• is a Stokes filtration.
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2.d. Stokes filtrations on local systems. — We now define the general notion
of a (possibly ramified) Stokes filtration on a local system L on S1.
Let d be a nonzero integer and let ρd : Xd → X be a holomorphic function from a
disc Xd (coordinate x
′) to the disc X (coordinate x). For simplicity, we will assume
that the coordinates are chosen so that ρd(x
′) = x′d.
Definition 2.22 ((Pre-)Stokes filtration). — Let L be a local system on S1x. A k-(pre-)
Stokes filtration (ramified of order 6 d) on L consists of a non-ramified (pre-)Stokes
filtration on L ′ := ρ−1d L such that, for any automorphism σ
Xd
ρd
  
❇❇
❇❇
❇❇
❇
σ // Xd
ρd
~~⑤⑤
⑤⑤
⑤⑤
⑤
X
and any ϕ′ ∈ Px′ , we haveL
′
6σ∗ϕ′ = σ˜
−1L ′6ϕ′ in L
′ = σ˜−1L ′. Similarly, a morphism
of (pre-)k-Stokes-filtered local systems is a morphism of local systems which becomes
a morphism of non-ramified Stokes-filtered local systems after ramification.
We will make precise the relation with the notion of a I-filtration of Lecture 1 by
defining first the sheaf I.
The sheaf I on S1. — Let d be a positive integer. We denote by Id the local system
on S1x whose fibre at θ = 0 is Px′ and whose monodromy is given by Px′ ∋ ϕ
′(x′) 7→
ϕ′(e2πi/dx′). If we denote by ρ˜d : S
1
x′ → S
1
x, θ
′ 7→ d · θ′ the associated map, the sheaf
ρ˜−1d Id is the constant sheaf on S
1
x′ with fibre Px′ . In particular, Id is a sheaf of ordered
abelian groups on S1x, and the constant sheaf I1 with fibre Px is a subsheaf of ordered
abelian groups. We will then denote by I the sheaf
⋃
d>1 Id.
Remark 2.23. — Let us give another description of the sheaf Id which will be useful
in higher dimensions. We use the notation of Example 1.4. Let us denote by j∂
and j∂,d the natural inclusions X
∗ →֒ X˜ and X∗d →֒ X˜d, and by ρ˜d : X˜d → X˜ the
lifting of ρd. The natural inclusion OX∗ →֒ ρd,∗OX∗
d
induces an injective morphism
j∂,∗OX∗ →֒ j∂,∗ρd,∗OX∗
d
= ρ˜d,∗j∂,d,∗OX∗
d
, that we regard as the inclusion of a subsheaf.
Let us denote by (j∂,∗OX∗)
lb the subsheaf of j∂,∗OX∗ consisting of functions which
are locally bounded on X˜. We have (j∂,∗OX∗)
lb = ρ˜d,∗(j∂,d,∗OX∗
d
)lb∩j∂,∗OX∗ since ρ˜d
is proper.
Let us set I˜1 = ̟
−1OX(∗0), that we consider as a subsheaf of j∂,∗OX∗ . We have
̟−1OX = I˜1 ∩ (j∂,∗OX∗)
lb in j∂,∗OX∗ (a meromorphic function which is bounded
in some sector is bounded everywhere, hence is holomorphic). Therefore, I1 :=
̟−1(OX(∗0)/OX) is also equal to I˜1/I˜1 ∩ (j∂,∗OX∗)
lb.
Similarly, we can first define I˜d as the subsheaf of C-vector spaces of j∂,∗OX∗
which is the intersection of ρ˜d,∗̟
−1
d OXd(∗0) and j∂,∗OX∗ in ρ˜d,∗j∂,d,∗OX∗d . We then
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set Id = I˜d/I˜d ∩ (j∂,∗OX∗)
lb, which is a subsheaf of j∂,∗OX∗/(j∂,∗OX∗)
lb. We have
Id ⊂ Id′ if d divides d
′.
As we already noticed, I1 = ̟
−1(OX(∗0)/OX). More generally, let us show that
ρ˜−1d Id = ̟
−1
d (OXd(∗0)/OXd). We will start by showing that ρ˜
−1
d I˜d = ̟
−1
d OXd(∗0).
Let us first note that ρ−1d OX∗ = OX∗d since ρd is a covering, and ρ˜
−1
d j∂,∗OX∗ =
j∂,d,∗ρ
−1
d OX∗ since ρ˜d is a covering. Hence, ρ˜
−1
d j∂,∗OX∗ = j∂,d,∗OX∗d .
It follows that ρ˜−1d I˜d is equal to the intersection of ρ˜
−1
d ρ˜d,∗[̟
−1
d OXd(∗0)] (since
I˜X˜d,1
= ̟−1d OXd(∗0)) and j∂,d,∗OX∗d in ρ˜
−1
d ρ˜d,∗[j∂,d,∗OX∗d ]. This is ̟
−1
d OXd(∗0).
Indeed, a germ in ρ˜−1d ρ˜d,∗[̟
−1
d OXd(∗0)] at θ
′ consists of a d-uple of germs in OXd(∗0)
at 0. This d-uple belongs to j∂,d,∗OX∗
d
,θ′ iff the restrictions to X
∗
d of the terms of the
d-uple coincide. Then all the terms of the d-uple are equal. The argument for Id is
similar.
Let us express these results in terms of e´tale spaces. We first note that, since I1 is a
constant sheaf, the e´tale space Ie´t1 is a trivial covering of S
1
x. The previous argument
shows that the fibre product S1x′ ×S1x I
e´t
d is identified with I
e´t
x′,1, hence is a trivial
covering of S1x′ . It follows that, since ρ˜d : S
1
x′ ×S1x I
e´t
d → I
e´t
d is a finite covering of
degree d, that Ie´td → S
1
x is a covering.
The following property will also be useful: there is a one-to-one correspondence
between finite sets Φd of Px′ and finite coverings Σ˜ ⊂ I
e´t
d . Indeed, given such a Σ˜,
its pull-back Σ˜d by ρ˜d is a covering of S
1
x′ contained in the trivial covering ρ˜
−1
d I
e´t
d ,
hence is trivial, and is determined by its fibre Φd ⊂ Px′ . Conversely, given such Φd,
it defines a trivial covering Σ˜d of S
1
x′ contained in ρ˜
−1
d I
e´t
d . Let Σ˜ be its image in I
e´t
d .
Because the composed map Σ˜d → S
1
x′ → S
1
x is a covering, so are both maps Σ˜d → Σ˜
and Σ˜ → S1x. Moreover, the degree of Σ˜ → S
1
x is equal to that of Σ˜d → S
1
x′ , that is,
#Φd. Lastly, the pull-back of Σ˜ by ρ˜d is a covering of S
1
x′ contained in S
1
x′ ×S1x I
e´t
d ,
hence is a trivial covering, of degree #Φd, and containing Σ˜d, so is equal to Σ˜d.
Order. — The sheaf j∂,∗OX∗ is naturally ordered by defining (j∂,∗OX∗)60 as the sub-
sheaf of j∂,∗OX∗ whose sections have an exponential with moderate growth along S
1
x.
Similarly, j∂,d,∗OX∗
d
is ordered. In this way, I˜ inherits an order: I˜60 = I∩(j∂,∗OX∗)60.
This order is not altered by adding a local section of (j∂,∗OX∗)
lb, and thus defines an
order on I. For each d, we also have I˜d,60 = ρ˜d,∗
(
(̟−1d OXd(∗0)
)
60
) ∩ j∂,∗OX∗ and
we also conclude that ρ˜−1d (Id,60) =
(
̟−1d (OXd(∗0)/OXd)
)
60
.
Remark 2.24. — The sheaf of ordered abelian groups I satisfies the property (1.41 ∗).
The direction⇒ is clear. For the other direction, assume that ψθ 6 θ 0. We will prove
that there exists ηθ such that 0 <θ ηθ and ψθ 6<θ ηθ. If ψθ = un(x)/x
n with n ∈ Q∗+
and arg un(0) − nθ ∈ [−π/2, π/2] mod 2π, then we take η 6= 0 having a pole order
strictly less than n and a dominant coefficient such that 0 <
θ
ηθ. Then the order
relation between 0 and ψθ is the same as the order relation between 0 and ψθ − ηθ.
Note that this argument does not hold on a subsheaf Id with d fixed.
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One can rephrase the definition of a (pre-)Stokes filtration by using the terminology
of Lecture 1.
Lemma 2.25. — A (pre-)Stokes filtration on L is a (pre-) I-filtration on L , with I
defined above. It is ramified of order 6 d if the support of grL is contained in Ie´td .
Remarks 2.26
(1) The condition in Definition 2.22 can be restated by saying that, for any σ, the
Stokes-filtered local system (L ′,L ′•) and its pull-back by σ˜ coincide (owing to the
natural identification L ′ = σ˜−1L ′).
(2) Given a (possibly ramified) Stokes-filtration on a local system L , and given a
section ϕ ∈ Γ(U, I) on some open set of S1, the subsheaf L6ϕ ⊂ L|U is well-defined,
as well as L<ϕ, and grϕ L is a local system on U . If ϕ is a section of I all over S
1,
then it is non-ramified, i.e., it is a section of I1, and L6ϕ,L<ϕ are subsheaves of L .
From the point of view of Definition 2.22, if the non-ramified Stokes filtration exists
on L ′ = ρ˜−1d L , one can restrict the set of indices to Px ⊂ Px′ . Then, for ϕ ∈ Px,
L ′6ρ∗
d
ϕ is invariant by the automorphisms of L
′ induced by the automorphisms σ˜,
hence is the pull-back of a subsheaf L6ϕ of L , and similarly for L<ϕ and grϕ L .
This defines a non-ramified pre-Stokes filtration on L for which the graded sheaves
are local systems (but the dimension property 2.7(3) may not be satisfied). Note also
that a morphism of Stokes-filtered local systems is compatible with this pre-Stokes
filtration. Hence the category of Stokes filtrations on L is a subcategory of the
category of non-ramified pre-Stokes filtrations on L .
Notice however that the non-ramified Stokes-filtered local system (f˜−1L , (f˜−1L )•)
is not (in general) equal to the pull-back f˜+(L ,L•) where L• is this pre-Stokes
filtration.
(3) We will still denote by L• a (possibly ramified) Stokes filtration on L and
by (L ,L•) a (possibly ramified) Stokes-filtered local system, although the previous
remark makes it clear that we do not understand L• as a family of subsheaves of L
on S1.
(4) The “set of exponential factors of the Stokes-filtered local system” is now re-
placed by a subset Σ˜ ⊂ Ie´t such that the projection to ∂X˜ is a finite covering. It
corresponds to a finite subset Φd ⊂ Px′ for a suitable ramified covering ρd (see the
last part of Remark 2.23), which is the set of exponential factors of the non-ramified
Stokes filtration of ρ˜−1d L .
(5) The category of Stokes-filtered local systems (L ,L•) with associated covering
contained in Σ˜ is equivalent to the category of Σ˜sh-filtered local systems (see Remark
2.10).
(6) Proposition 2.14 holds for k-Stokes filtrations.
(7) Lemma 2.16 holds for k-Stokes filtrations, that is, the family D′(L /L<−ϕ) of
local subsheaves of L ∨ indexed by local sections of I forms a Stokes filtration of L ∨.
38 LECTURE 2. STOKES-FILTERED LOCAL SYSTEMS IN DIMENSION ONE
(8) The category of non-ramified k-Stokes-filtered local systems on S1x is a full
subcategory of that of k-Stokes-filtered local systems. Indeed, given a non-ramified
Stokes-filtered local system on S1x, one extends it as a ramified Stokes-filtered local
system of order d from Ie´t1 to I
e´t
d using a formula analogous to that of Proposition
2.19(1).
(9) If the set Φd of exponential factors of ρ˜d(L ,L•) takes the form ρ
∗
dΦ for some
finite subset Φ ⊂ Px (equivalently, the finite covering Σ˜ of ∂X˜ is trivial, see 2.26(4)),
then the Stokes filtration is non-ramified.
2.e. Extension of scalars. — Let (L ,L•) be a k-Stokes-filtered local system and
let k′ be an extension of k. Then (k′ ⊗k L ,k
′ ⊗k L•) is a k
′- Stokes-filtered local
system defined over k′. The following properties are satisfied for any local section ϕ
of I:
• (k′ ⊗k L )<ϕ = k
′ ⊗k L<ϕ, and grϕ(k
′ ⊗k L ) = k
′ ⊗ grϕ L , so the set of
exponential factors of (k′ ⊗k L ,k
′ ⊗k L•) is equal to that of (L ,L•);
• L6ϕ = (k
′ ⊗k L6ϕ) ∩L in k
′ ⊗k L .
In such a case, we say that the k′-Stokes-filtered local system (k′ ⊗k L ,k
′ ⊗k L•) is
defined over k.
Conversely, let now (L ,L•) be a k
′-Stokes-filtered local system and let Σ˜ ⊂ I be
its covering of exponential factors. We wish to find sufficient conditions to ensure
that it comes from a k-Stokes-filtered local system by extension of scalars.
Proposition 2.27. — Assume that the local system L is defined over k, that is, L =
k
′⊗Lk for some k-local system Lk (regarded as a subsheaf of L ), and that, for any
local section ϕ of Σ˜,
L6ϕ = k
′ ⊗k (Lk ∩L6ϕ),
where the intersection is taken in L . Then (L ,L•) is a k
′-Stokes-filtered local system
defined over k.
Proof. — It is not difficult to reduce to the non-ramified case, so we will assume
below that I = I1 and replace Σ˜ by Φ ⊂ Px. We set, for any local section ψ of Px,
Lk,6ψ := Lk∩L6ψ, so that the condition reads L6ϕ = k
′⊗kLk,6ϕ for ϕ ∈ Φ. This
defines a pre-I-filtration of Lk, and we will show that this is indeed a I-filtration.
(1) We start with a general property of Stokes-filtered local systems. Let (L ,L•)
and Φ be as above, and let ψ ∈ Px. Set Ψ = Φ ∪ {ψ} and denote by St(Ψ,Ψ) the
(finite) set of Stokes directions of pairs ϕ, η ∈ Ψ. The sheaves L6ψ and L<ψ can be
described as triples consisting of their restrictions to the open set S1 r St(Ψ,Ψ), the
closed set St(Ψ,Ψ), and a gluing map from the latter to the restriction to this closed
set of the push-forward of the former. We will make this description explicit.
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On any connected component I of S1 r St(Ψ,Ψ), the set Ψ is totally ordered,
and there exists ϕ = ϕ(I, ψ) ∈ Φ such that L6ψ|I = L6ϕ|I . Similarly, there exists
η = η(I, ψ) ∈ Φ such that L<ψ|I = L<η|I .
Let us fix θo ∈ St(Ψ,Ψ) and denote by I1, I2 the two connected components of
S1rSt(Ψ,Ψ) containing θo in their closure, with corresponding inclusions ji : Ii →֒ S1,
i = 1, 2. We also denote by io : {θo} →֒ S
1 the closed inclusion and set ϕi := ϕ(Ii, ψ),
i = 1, 2 (resp. ηi := η(Ii, ψ)).
We claim that, in the neighbourhood of θo (and more precisely, on I1 ∪ I2 ∪ {θo}),
the sheaf L6ψ is described by the data L6ψ|Ii = L6ϕi|Ii , i = 1, 2, L6ψ,θo =
i−1o j1,∗L6ϕ1|I1 ∩ i
−1
o j2,∗L6ϕ2|I2 , where the intersection is taken in i
−1
o j1,∗L =
i−1o j2,∗L = Lθo , and the gluing map is the natural inclusion map of the intersection
into each of its components. A similar statement holds for L<ψ. This easily follows
from the local description L6ψ =
⊕
ϕ∈Φ βϕ6ψ grϕ L , and similarly for L<ψ.
(2) We now claim that Lk,6ψ := Lk∩L6ψ satisfies k
′⊗Lk,6ψ = L6ψ. This is by
assumption on S1 r St(Ψ,Ψ), according to the previous description, and it remains
to check this at any θo ∈ St(Ψ,Ψ). The previous description gives i
−1
o Lk,6ψ =
i−1o j1,∗Lk,6ϕ1|I1 ∩ i
−1
o j2,∗Lk,6ϕ2|I2 and the result follows easily (by considering a
suitable basis of Lk,θo for instance).
(3) Let us now define Lk,<ψ as
∑
ψ′∈Px
βψ′<ψLk,ψ′ , as in (2.2). Then the previous
description also shows that Lk,<ψ = Lk ∩L<ψ and that L<ψ = k
′ ⊗k Lk,<ψ.
(4) As a consequence, we obtain that grψ L = k
′⊗k grψ Lk for any ψ, from which
the proposition follows.
Remark 2.28. — The condition considered in the proposition is that considered
in [KKP08] in order to define a k-structure on a Stokes-filtered local system defined
over k′ (e.g. k = Q and k′ = C). This proposition shows that there is no difference
with the notion of Stokes-filtered k-local system.
2.f. Stokes-filtered local systems and Stokes data. — In this section, we make
explicit the relationship between Stokes filtrations and the more conventional ap-
proach with Stokes data in the simple case of a Stokes-filtered local system of expo-
nential type.
Stokes-filtered local systems of exponential type
Definition 2.29 (see [Mal91] and [KKP08]). — We say that a Stokes-filtered local sys-
tem (L ,L•) is of exponential type if it is non-ramified and its exponential factors
have a pole of order one at most.
In such a case, we can replace P with C ·x−1, and thus with C, and for each θ ∈ S1,
the partial order 6
θ
on C is compatible with addition and satisfies
c 6
θ
0⇐⇒ c = 0 or arg c− θ ∈ (π/2, 3π/2) mod 2π.
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We will use notation of §2.b by replacing ϕ = c/x ∈ P with c ∈ C. For each pair
c 6= c′ ∈ C, there are exactly two values of θ mod 2π, say θc,c′ and θ′c,c′ , such that c
and c′ are not comparable at θ. We have θ′c,c′ = θc,c′ + π. These are the Stokes
directions of the pair (c, c′). For any θ in one component of S1r {θc,c′, θ′c,c′}, we have
c <
θ
c′, and the reverse inequality for any θ in the other component.
Stokes data. — These are linear data which provide a description of Stokes-filtered
local system. Given a finite set C ⊂ C and given θo ∈ S1 which is not a Stokes
direction of any pair c 6= c′ ∈ C, θo defines a total ordering on C, that we write
c1 <θo c2 <θo · · · <θo cn.
Definition 2.30. — Let C be a finite subset of C totally ordered by θo. The category
of Stokes data of type (C, θo) has objects consisting of two families of k-vector spaces
(Gc,1, Gc,2)c∈C and a diagram of morphisms
(2.30 ∗)
⊕
c∈C Gc,1
S
**
S′
33
⊕
c∈C Gc,2
such that, for the numbering C = {c1, . . . , cn} given by θo,
(1) S = (Sij)i,j=1,...,n is block-upper triangular, i.e., Sij : Gci,1 → Gcj,2 is zero
unless i 6 j, and Sii is invertible (so dimGci,1 = dimGci,2, and S itself is invertible),
(2) S′ = (S′ij)i,j=1,...,n is block-lower triangular, i.e., S
′
ij : Gci,1 → Gcj ,2 is zero
unless i > j, and S′ii is invertible (so S
′ itself is invertible).
A morphism of Stokes data consists of morphisms of k-vector spaces λc,ℓ : Gc,ℓ →
G′c,ℓ, c ∈ C, ℓ = 1, 2 which are compatible with the diagrams (2.30 ∗).
Fixing bases in the spaces Gc,ℓ, c ∈ C, ℓ = 1, 2, allows one to present Stokes data
by matrices (Σ,Σ′) where Σ = (Σij)i,j=1,...,n (resp. Σ
′ = (Σ′ij)i,j=1,...,n) is block-lower
(resp. -upper) triangular and each Σii (resp. Σ
′
ii) is invertible.
The following is a translation of a classical result (see [Mal83a] and the references
given therein, see also [HS11] for applications):
Proposition 2.31. — There is a natural functor from the category of Stokes-filtered
local systems with exponential factors contained in C and the category of Stokes data
of type (C, θo), which is an equivalence of categories.
The proof of this proposition, that we will not reproduce here, mainly uses Theorem
3.5 of the next lecture, and more precisely Lemma 3.12 to define the functor.
Duality. — Let (L ,L•) be a Stokes-filtered local system. Recall (see Definition 2.13)
the dual local system L ∨ comes equipped with a Stokes filtration (L ∨)• defined by
(L ∨)6c = (L<−c)
⊥,
LECTURE 2. STOKES-FILTERED LOCAL SYSTEMS IN DIMENSION ONE 41
where the orthogonality is relative to duality. In particular, grc(L
∨) = (gr−c L )
∨.
Similarly, given Stokes data ((Gc,1, Gc,2)c∈C , S, S
′) of type (C, θ0), let us denote by
tS
the adjoint of S by duality. Define Stokes data ((Gc,1, Gc,2)c∈C , S, S
′)∨ of type
(−C, θo) by the formula G
∨
−c,i = (Gc,i)
∨ (i = 1, 2) and S∨ = tS−1, S′∨ = tS′−1,
so that the diagram (2.30 ∗) becomes
(2.30 ∗)∨
⊕r
i=1(Gci,1)
∨
tS−1
++
tS′−1
33
⊕r
i=1(Gci,2)
∨
Then the equivalence of Proposition 2.31 is compatible with duality (see [HS11]).

LECTURE 3
ABELIANITY AND STRICTNESS
Summary. We prove that the category of k-Stokes-filtered local systems on S1
is abelian. The main ingredient, together with vanishing properties of the co-
homology, is the introduction of the level structure. Abelianity is also a conse-
quence of the Riemann-Hilbert correspondence considered in Lecture 5, but it is
instructive to prove it over the base field k.
3.a. Introduction. — The purpose of this lecture is to prove the following:
Theorem 3.1. — The category of k-Stokes-filtered local systems on S1 is abelian and
every morphism is strict. Moreover, it is stable by extension in the category of pre-
Stokes-filtered sheaves.
Pre-Stokes-filtered sheaves are defined, in the setting of Lecture 2, in Definition 2.1
(non-ramified case). The possibly ramified case is obtained as in Definition 2.22. They
correspond to pre-I-filtered sheaves on S1, with I as in §2.d (this is checked in a way
similar to the case of local systems).
Should the morphisms be graded, then the statement of the theorem would be
obvious. The global structure of morphisms is quite involved. The idea is to consider
morphisms on sufficiently big intervals of S1 (see the Comments of §3.g for the origin
of this idea and variants). However, how big the intervals must be depends on the
order of the pole of the exponential factors, and a procedure is needed to work on
intervals of a fixed length. This procedure is obtained as an induction on the level
structure of the Stokes filtration, a notion which is introduced in §3.c and corresponds
to a fitlration of the indexing set (exponential factors) with respect to the order of
the pole.
3.b. Strictness and abelianity. — Let λ : (L ,L•) → (L
′,L ′
•
) be a morphism
of non-ramified pre-Stokes-filtered local systems. The strictness property should be
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the following:
(3.2) ∀ϕ ∈ Px, λ(L6ϕ) = L6ϕ ∩ λ(Lθ).
If a morphism λ satisfies (3.2), the two naturally defined pre-Stokes filtrations on
λ(L ) coincide, and then the local systems Kerλ, Imλ and Cokerλ are naturally
equipped with non-ramified pre-Stokes filtrations.
However, it is not clear that, for general pre-Stokes filtrations, (3.2) for λ implies
(3.2) for the pull-back ρ˜+λ (see Definition 2.18) if ρ is some ramification and ρ˜ is
the associated covering of S1. Nevertheless, if conversely ρ˜+λ satisfies (3.2), then so
does λ, according to Proposition 2.19(2), and Ker, Im, Coker in the pre-Stokes-filtered
sense are compatible with ρ˜+. This leads to the following definition for non-ramified
or ramified pre-Stokes-filtered local systems.
Definition 3.3 (Strictness). — Amorphism λ : (L ,L•)→ (L ′,L ′•) between (possibly
ramified) pre-Stokes-filtered local systems is said to be strict if ρ˜+λ satisfies (3.2)
for any ramification ρ such that (L ,L•) and (L
′,L ′•) are non-ramified pre-Stokes-
filtered local systems.
Remarks 3.4
(1) The notion of strictness in the definition corresponds to that of Definition
1.28 for a pre-I-filtered sheaf, for I as in §2.d, while Condition (3.2) corresponds to
strictness for a pre-I1-filtered sheaf.
(2) Let λ : (L ,L•) → (L
′,L ′
•
) be a morphism of non-ramified Stokes-filtered
local systems. Assume that, for every θo ∈ S
1, we can find local trivializations (2.5)
on some neighbourhood nb(θo) for (L ,L•) and (L
′,L ′
•
) such that λ : Lθo → L
′
θo
is
block-diagonal. Then λθo is block-diagonal in the neighbourhood of θo and it is strict
near θo (i.e., (3.2) is satisfied after any ramification).
Theorem 3.1 asserts that, if (L ,L•) and (L
′,L ′•) are Stokes-filtered local sys-
tems, then so are Kerλ, Imλ and Cokerλ (i.e., they also satisfy the local gradedness
property). The first part of Theorem 3.1, in the non-ramified case, is a consequence
of the following more precise result, proved in §3.d:
Theorem 3.5. — Given two non-ramified Stokes-filtered local systems (L ,L•) and
(L ′,L ′
•
), there exist trivializations of them in the neighbourhood of any point of S1
such that any morphism λ between them is diagonal with respect to these local triv-
ializations, hence is strict (Definition 3.3). In particular, such a morphism satis-
fies (3.2), and the natural pre-Stokes filtrations on the local systems Kerλ, Imλ and
Cokerλ are Stokes filtrations. Their sets of exponential factors satisfy
Φ(Kerλ) ⊂ Φ, Φ(Cokerλ) ⊂ Φ′, Φ(Imλ) ⊂ Φ ∩ Φ′.
Corollary 3.6. — Let ρ˜ be a ramification. Then Ker, Im and Coker in the category of
non-ramified Stokes-filtered local systems are compatible with ρ˜+.
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Proof of the first part of Theorem 3.1. — Let λ : (L ,L•) → (L
′,L ′
•
) be a mor-
phism of (possibly ramified) pre-Stokes-filtered local systems. For any ρ such that
ρ˜+(L ,L•) and ρ˜
+(L ′,L ′
•
) are non-ramified Stokes-filtered local systems, then ρ˜+λ
satisfies (3.2), according to Theorem 3.5, and Ker ρ˜+λ, Im ρ˜+λ and Coker ρ˜+λ are
non-ramified Stokes-filtered local systems, which are compatible with supplementary
ramifications.
3.c. Level structure of a Stokes-filtered local system. — In this paragraph, we
work with non-ramified Stokes-filtered local systems without mentioning it explicitly.
For every ℓ ∈ N, we define the notion of Stokes filtration of level > ℓ on L , by
replacing the set of indices P by the set P(ℓ) := O(∗0)/x−ℓO. We denote by [·]ℓ
the map P → P(ℓ). The constant sheaf I1(ℓ) with fibre P(ℓ) is ordered as follows:
for every connected open set U of S1 and [ϕ]ℓ, [ψ]ℓ ∈ P(ℓ), we have [ψ]ℓ 6U [ϕ]ℓ if,
for some (or any) representatives ϕ, ψ in O(∗0), e|x|
ℓ(ψ−ϕ) has moderate growth in a
neighbourhood of U in X intersected with X∗. In particular, a Stokes filtration as
defined previously has level > 0.
Let us make this more explicit. Let η ∈ P, η = un(x)x
−n with either n = 0 (that
is, η = 0) or n > 1 and un(0) 6= 0. Then, in a way analogous to (1.4 ∗) and (1.4 ∗∗),
we have
[η]ℓ 6θ 0⇐⇒ n 6 ℓ or arg un(0)− nθ ∈ (π/2, 3π/2) mod 2π,(1.4 ∗ℓ)
[η]ℓ <θ 0⇐⇒ un(0) 6= 0, n > ℓ and argun(0)− nθ ∈ (π/2, 3π/2) mod 2π.(1.4 ∗∗ℓ)
Lemma 3.7. — The natural morphism I1 → I1(ℓ) is compatible with the order.
Proof. — According to (1.4 ∗) and (1.4 ∗ℓ), we have η 6θ 0⇒ [η]ℓ 6θ 0.
We will now introduce a reduction procedure with respect to the level. Given a
Stokes-filtered local system (L ,L•) (of level > 0), we set, using Notation 2.3,
L6[ϕ]ℓ =
∑
ψ
β[ψ]ℓ6[ϕ]ℓL6ψ,
where the sum is taken in L . Then
L<[ϕ]ℓ :=
∑
[ψ]ℓ
β[ψ]ℓ<[ϕ]ℓL6[ψ]ℓ =
∑
ψ
β[ψ]ℓ<[ϕ]ℓL6ψ.
Indeed,
L<[ϕ]ℓ =
∑
[ψ]ℓ
∑
η
β[ψ]ℓ<[ϕ]ℓβ[η]ℓ6[ϕ]ℓL6η,
and for a fixed η, the set of θ ∈ S1 for which there exists [ψ]ℓ satisfying [η]ℓ 6θ [ψ]ℓ <θ
[ϕ]ℓ is equal to the set of θ such that [η]ℓ <θ [ϕ]ℓ. So the right-hand term above is
written ∑
η
β[η]ℓ<[ϕ]ℓL6η.
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We can also pre-Stokes-filter µ−1 gr[ϕ]ℓ L by setting, for ψ ∈ P,
(gr[ϕ]ℓ L )6ψ = (L6ψ ∩L6[ϕ]ℓ +L<[ϕ]ℓ)/L<[ϕ]ℓ.
Proposition 3.8. — Assume (L ,L•) is a Stokes-filtered local system (of level > 0)
and let Φ be the finite set of its exponential factors.
(1) For each ℓ ∈ N, L6[•]ℓ defines a Stokes-filtered local system (L ,L[•]ℓ) of level
> ℓ on L , gr[ϕ]ℓ L is locally isomorphic to
⊕
ψ, [ψ]ℓ=[ϕ]ℓ
grψ L , and the set of expo-
nential factors of (L ,L[•]ℓ) is Φ(ℓ) := image(Φ→ P(ℓ)).
(2) For every [ϕ]ℓ ∈ Φ(ℓ), (gr[ϕ]ℓ L , (gr[ϕ]ℓ L )•) is a Stokes-filtered local system
and its set of exponential factors is the pull-back of [ϕ]ℓ by Φ→ Φ(ℓ).
(3) Let us set(
grℓ L , (grℓ L )•
)
:=
⊕
[ψ]ℓ∈Φ(ℓ)
(
gr[ψ]ℓ L , (gr[ψ]ℓ L )•
)
.
Then (grℓ L , (grℓ L )•) is a Stokes-filtered local system (of level > 0) which is locally
isomorphic to (L ,L•).
Proof. — All the properties are local, so we can assume that (L ,L•) is graded. We
have then
L6ψ =
⊕
η
βη6ψ grη L ,
hence
L6[ϕ]ℓ =
⊕
η
(∑
ψ
β[ψ]ℓ6[ϕ]ℓβη6ψ grη L
)
, L<[ϕ]ℓ =
⊕
η
(∑
ψ
β[ψ]ℓ<[ϕ]ℓβη6ψ grη L
)
For a fixed η, the set of θ ∈ S1 such that there exists ψ with η 6
θ
ψ and [ψ]ℓ 6θ [ϕ]ℓ
(resp. [ψ]ℓ <θ [ϕ]ℓ) is the set of θ such that [η]ℓ 6θ [ϕ]ℓ (resp. [η]ℓ <θ [ϕ]ℓ), so
L6[ϕ]ℓ =
⊕
η
β[η]ℓ6[ϕ]ℓ grη L , L<[ϕ]ℓ =
⊕
η
β[η]ℓ<[ϕ]ℓ grη L ,
which gives 3.8(1).
Let us show 3.8(2). All sheaves entering in the definition of (gr[ϕ]ℓ L )6ψ ,
(gr[ϕ]ℓ L )<ψ and grψ gr[ϕ]ℓ L decompose with respect to η as above. Given η ∈ Φ
and θ ∈ S1, the component grη Lθ occurs in L6ψ,θ ∩L6[ϕ]ℓ,θ if and only if η 6θ ψ
and [η]ℓ 6θ [ϕ]ℓ. Arguing similarly, we finally find that grη Lθ occurs in grψ gr[ϕ]ℓ Lθ
if and only if η = ψ and [η]ℓ = [ϕ]ℓ, that is,
grψ gr[ϕ]ℓ Lθ =
{
0 if [ψ]ℓ 6= [ϕ]ℓ,
grψ Lθ if [ψ]ℓ = [ϕ]ℓ.
This concludes the proof of 3.8(2). Now, 3.8(3) is clear.
Remark 3.9. — Let us explain the meaning and usefulness of this proposition. To a
Stokes-filtered local system (L ,L•) is associated a partially graded Stokes-filtered
local system (grℓ L , (grℓ L )•). Going from (L ,L•) to (grℓ L , (grℓ L )•) consists in
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• considering (L ,L•) as indexed by P(ℓ) (or Φ(ℓ)) and grading it as such,
• remembering the P-filtration on the graded object, making it a Stokes-filtered
local system as well.
Conversely, let (Gℓ,Gℓ,•) be a fixed Stokes-filtered local system graded at the level
ℓ > 0, that is, the associated P(ℓ)-filtered local system is graded. As a consequence of
the last statement of the proposition, an argument similar to that of Proposition 1.42
implies that the pointed set of isomorphism classes of Stokes-filtered local systems
(L ,L•) equipped with an isomorphism fℓ : (grℓ L , (grℓ L )•)
∼
−→ (Gℓ,Gℓ,•) is in
bijection with the pointed set H1
(
S1,Aut<[•]ℓ0(Gℓ)
)
, where Aut<[•]ℓ0(Gℓ) is the sheaf
of automorphisms λ of (Gℓ,Gℓ,•) such that gr[ϕ]ℓ λ = Id on the local system gr[ϕ]ℓ Gℓ
for any ϕ ∈ P (equivalently, any [ϕ]ℓ in P(ℓ)).
In particular, one can reconstruct (L ,L•) from grL either in one step, by speci-
fying an element of H1(S1,Aut<0 grL ), or step by step with respect to the level, by
specifying at each step ℓ an element of H1
(
S1,Aut<[•]ℓ0(grℓ L )
)
.
3.d. Proof of Theorem 3.5. — It will be done by induction, using Corollary 3.11
below for the inductive assumption on grℓ L of Proposition 3.8(3).
Let Φ be a finite set in P. Assume #Φ > 2. We then set m(Φ) = max{m(ϕ− ψ) |
ϕ 6= ψ ∈ Φ}, and we have m(Φ) > 0. If #Φ = 1, we set m(Φ) = 0. We also set
ℓ(Φ) = m(Φ)− 1 if m(Φ) > 0.
Lemma 3.10. — Assume #Φ > 2 and fix ϕo ∈ Φ. Then
m(Φ, ϕo) := max{m(ϕ− ϕo) | ϕ ∈ Φ} = m(Φ).
Proof. — Let η be the sum of common monomials to all ϕ ∈ Φ. By replacing Φ
with Φ − η we can assume that η = 0. We will show that, in such a case, m(Φ) =
max{m(ϕ) | ϕ ∈ Φ} = max{m(ϕ − ϕo) | ϕ ∈ Φ}. If all ϕ ∈ Φ have the same order
k > 0, two of them, say ϕ1 and ϕ2, do not have the same dominant monomial. Then
m(Φ) = k. Therefore, the dominant monomial of a given ϕo ∈ Φ differs from that
of ϕ1 or that of ϕ2, so one of ϕ1 − ϕo and ϕ2 − ϕo has order k, and m(Φ, ϕo) = k.
Assume now that ϕ1 has maximal order k and ϕ2 has order < k. Then m(Φ) = k.
Given ϕo ∈ Φ, then either ϕo has order k, and then ϕ2 − ϕo has order k, or ϕo has
order < k, and then ϕ1 − ϕo has order k, so in any case we have m(Φ, ϕo) = k.
Let us fix ϕo ∈ Φ. In the following, we will work with Φ−ϕo. We will assume that
#Φ > 2, that is, m(Φ) > 0 (otherwise the theorem is clear), and we set ℓ = ℓ(Φ) as
above.
Let ϕ ∈ Φ − ϕo. If m(ϕ) = m(Φ), then its image in (Φ − ϕo)(ℓ) is nonzero. For
every ϕ ∈ Φ − ϕo, the subset (Φ − ϕo)[ϕ]ℓ := {ψ ∈ Φ − ϕo | [ψ]ℓ = [ϕ]ℓ} satisfies
m((Φ − ϕo)[ϕ]ℓ) 6 ℓ < m. Indeed, if [ϕ]ℓ = 0, then any ψ ∈ (Φ − ϕo)[ϕ]ℓ can be
written as x−ℓuψ(x) with uψ(x) ∈ O, and the difference of two such elements is
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written x−ℓv(x) with v(x) ∈ O. On the other hand, if [ϕ]ℓ 6= 0, ψ is written as
ϕ+ x−ℓuψ(x) and the same argument applies.
Corollary 3.11 (of Prop. 3.8). — Let (L ,L•) be a Stokes-filtered local system, let Φ′′
be a finite subset of P containing Φ(L ,L•), set m = m(Φ
′′), ℓ = m(Φ′′) − 1, and
fix ϕo as above.
Then, for every [ϕ]ℓ ∈ (Φ
′′ − ϕo)(ℓ), (gr[ϕ]ℓ L [−ϕo], (gr[ϕ]ℓ L [−ϕo])•) is a Stokes-
filtered local system and m(gr[ϕ]ℓ L [−ϕo], (gr[ϕ]ℓ L [−ϕo])•) 6 ℓ < m.
Lemma 3.12. — Let (L ,L•) be a Stokes-filtered local system and let Φ be the set of
its exponential factors. Let I be any open interval of S1 such that, for any ϕ, ψ ∈ Φ,
card(I ∩ St(ϕ, ψ)) 6 1. Then the decompositions (2.5) hold on I.
Proof. — It is enough to show that H1(I,L<ϕ) = 0 for any ϕ ∈ Φ. Indeed, arguing
as in the proof of Proposition 2.7, if we restrict to such a I, we can lift for any ϕ a
basis of global sections of grϕ L as sections of L6ϕ and get an injective morphism
grϕ L → L6ϕ. We therefore obtain a morphism
⊕
ϕ∈Φ grϕ L → L sending grϕ L
into L6ϕ for each ϕ ∈ Φ. This is an isomorphism: indeed, as both sheaves are local
systems, it is enough to check this at some θ ∈ I; considering a splitting of L at θ,
the matrix of this morphism is block-triangular with respect to the order at θ and the
diagonal blocks are equal to the identity.
It remains to show that this morphism induces the splitting for each L6η. For ev-
ery η, we have a natural inclusion βϕ6ηL6ϕ →֒ L6η, hence the previous isomorphism
induces a morphism
⊕
ϕ∈Φ βϕ6η grϕ L → L6η, which is seen to be an isomorphism
on stalks.
Let us now show that H1(I,L<ϕ) = 0. It will be easier to argue by duality, that
is, to show that H0c (I,D
′(L<ϕ)) = 0 (see Lemma 2.16, from which we will keep the
notation). There is a local decomposition
(3.13) D′(L<ϕ)|nb(θo) ≃
⊕
ψ∈Φ
αψ<ϕ(grψ L )
∨
|nb(θo)
.
Let us set I = (θ0, θn+1) and let us denote by θ1, . . . , θn the successive Stokes di-
rections in I. We set Ii = (θi−1, θi+1) for i = 1, . . . , n. According to the first
part of the proof and to Lemma 2.8, the decomposition (3.13) holds on each Ii
and, on Ii ∩ Ii+1, two decompositions (3.13) are related by λ
(i,i+1) whose component
λ
(i,i+1)
ψ,η : αψ<ϕ(grψ L )
∨
|Ii∩Ii+1
→ αη<ϕ(grη L )
∨
|Ii∩Ii+1
is nonzero only if ψ 6
Ii∩Ii+1
η,
and is equal to Id if ψ = η.
Assume that s ∈ H0c (I,D
′(L<ϕ)) is nonzero. For any i = 1, . . . , n, we denote
by si its restriction to Ii and by si,ψ its component on αψ<ϕ(grψ L )
∨
|Ii
for the chosen
decomposition on Ii. Therefore, si,ψ and si+1,ψ may differ on Ii ∩ Ii+1. Let us note,
however, that the set Φ is totally ordered by 6
Ii∩Ii+1
on Ii ∩ Ii+1, and if we set
ψi = min{ψ ∈ Φ | si,ψ 6= 0 on Ii ∩ Ii+1} (when defined, i.e., if si 6≡ 0 on Ii ∩ Ii+1),
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then we also have ψi = min{ψ ∈ Φ | si+1,ψ 6= 0 on Ii ∩ Ii+1}. Indeed, let us denote
by ψ′i the right-hand term.
• On the one hand, si+1,ψi =
∑
ψ6ψi
λ
(i,i+1)
ψ,ψi
(si,ψ) = si,ψi on Ii ∩ Ii+1 since
λ
(i,i+1)
ψ,ψi
= 0 if ψ < ψi on Ii ∩ Ii+1, and λ
(i,i+1)
ψi,ψi
= Id. Therefore, ψ′i 6 ψi on Ii ∩ Ii+1.
• On the other hand, if ψ′i < ψi on Ii∩Ii+1, then si+1,ψ′i =
∑
ψ6ψ′i
λ
(i,i+1)
ψ,ψ′i
(si,ψ) = 0,
a contradiction.
Since s is compactly supported on I, its restrictions to (θ0, θ1) and to (θn, θn+1)
vanish identically. In the following, we assume that s1 and sn are not identically zero
(otherwise, we just forget these Stokes directions and consider the first and last one
for which si is not identically zero). Then ψ1 is defined, and we have
• ψ1 < ϕ on I1 ∩ I2 since s1,ψ1 6= 0 on I1 ∩ I2,
• θ1 ∈ St(ψ1, ϕ) since s1,ψ1 = 0 on (θ0, θ1),
• ϕ < ψ1 on (θ0, θ1) since θ1 ∈ St(ψ1, ϕ),
• and ψ1 < ϕ on (θ1, θn+1), as it is so on (θ1, θ2) and there is no other element of
St(ψ1, ϕ) in (θ1, θn+1).
It follows that s2,ψ1 6≡ 0 on I1 ∩ I2. Moreover, θ2 6∈ St(ψ1, ϕ), so s2,ψ1 6= 0 on I2
(being a section of a local system on this interval). Therefore, s2 6= 0 on I2 ∩ I3, ψ2 is
defined and (by definition) ψ2 6 ψ1 on I2 ∩ I3, and there is a component s2,ψ2 on I2
which is not identically zero. In conclusion, on I2 ∩ I3, the following holds:
• ψ2 6 ψ1 < ϕ,
• s2,ψ2 6= 0.
We claim that ψ2 < ϕ on (θ2, θn+1) (and in particular θ3 /∈ St(ψ2, ϕ)):
• this is already proved if ψ2 = ψ1;
• assume therefore that ψ2 < ψ1 on I2 ∩ I3; then,
– if s2,ψ2 6= 0 on I1 ∩ I2, then ψ1 < ψ2 on I1 ∩ I2 (by definition of ψ1) and
so θ2 ∈ St(ψ1, ψ2), hence there is no other element of St(ψ1, ψ2) belonging to
(θ2, θn+1) and therefore also ψ2 < ϕ since ψ1 < ϕ on (θ1, θn+1);
– if s2,ψ2 = 0 on I1∩I2, this means that θ2 ∈ St(ψ2, ϕ), hence there is no other
element of St(ψ2, ϕ) belonging to (θ2, θn+1), so we keep ψ2 < ϕ on (θ2, θn+1).
Continuing in the same way, we find that ψn is defined, which means that sn is
not identically zero on (θn, θn+1), a contradiction.
Remark 3.14. — For I 6= S1 as in Lemma 3.12, we also have H1(I,L6ϕ) = 0 for
any ϕ. This follows from the exact sequence
0 = H1(I,L<ϕ) −→ H
1(I,L6ϕ) −→ H
1(I, grϕ L ) = 0,
where the last equality holds because grϕ L is a local system.
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Corollary 3.15. — In the setting of Corollary 3.11, let I be any open interval of S1
such that, for any ϕ, ψ ∈ Φ, card(I ∩ St(ϕ, ψ)) 6 1. Then
(L ,L•)|I ≃ (grℓ L , (grℓ L )•)|I .
Proof. — By Proposition 3.8(3), the set of exponential factors of (L ,L•) and
(grℓ L , (grℓ L )•) coincide, hence I satisfies the assumption of Lemma 3.12 for both
(L ,L•) and (grℓ L , (grℓ L )•). Therefore, when restricted to I, both are isomorphic
to the graded Stokes-filtered local system determined by grL restricted to I.
End of the proof of Theorem 3.5. — Let λ : (L ,L•) → (L
′,L ′•) be a morphism of
Stokes-filtered local systems. The proof will be done by induction on m = m(Φ′′),
with Φ′′ = Φ ∪ Φ′. The result is clear if m = 0 (so #Φ′′ = 1), as both Stokes-filtered
local systems have only one jump.
Assume now m 6= 0. We fix ϕo ∈ Φ
′′ as in Corollary 3.11. It is enough to prove
the assertion for λ : L [−ϕo] → L
′[−ϕo]. We shall assume that ϕo = 0 in order to
simplify the notation below. Let I be any open interval of S1 of length π/m with
no Stokes points (of Φ′′) as end points. According to the definition of m and ℓ,
and to Corollary 3.15, λ|I decomposes as
⊕
[ψ]ℓ,[ψ′]ℓ
λ|I,[ψ]ℓ,[ψ′]ℓ , with λ|I,[ψ]ℓ,[ψ′]ℓ :
gr[ψ]ℓ L|I → gr[ψ′]ℓ L
′
|I , where [ψ]ℓ runs in Φ(ℓ) and [ψ
′]ℓ in Φ
′(ℓ) (otherwise, it is
zero). Each λ|I,[ψ]ℓ,[ψ′]ℓ is a morphism of (constant) local systems, hence is constant.
Let us show that λ|I,[ψ]ℓ,[ψ′]ℓ = 0 if [ψ]ℓ 6= [ψ
′]ℓ. We denote by P[ψ]ℓ the set of
η ∈ P such that [η]ℓ = [ψ]ℓ. According to the proof of Corollary 3.15, λ|I,[ψ]ℓ,[ψ′]ℓ
itself decomposes as blocks with components λ|I,η,η′ where η varies in P[ψ]ℓ and η
′ in
P[ψ′]ℓ . We will show that each such block is zero.
As in restriction to I, λ is (isomorphic to) a filtered morphism grℓ L → grℓ L
′, it
sends (grℓ L )6ϕ to (grℓ L
′)6ϕ for any ϕ, that is, after the proof of Corollary 3.15,
it sends
⊕
[ψ]ℓ
⊕
η∈P[ψ]ℓ
βη6ϕ grη L in
⊕
[ψ′]ℓ
⊕
η′∈P[ψ′]ℓ
βη′6ϕ grη′ L , so the block
λ|I,η,η′ sends βη6ϕ grη L in βη′6ϕ grη′ L . Choosing ϕ = η shows that λ|I,η,η′ sends
grη L in βη′6η grη′ L . Now, if [ψ]ℓ 6= [ψ
′]ℓ, we have η − η
′ = x−mu(x) with u(0) 6= 0
and, I being of length π/m, contains at least one Stokes point of St(η, η′). Therefore
λ|I,η,η′ vanishes on some non-empty open subset of I, hence everywhere.
In conclusion, λ|I is diagonal with respect to the [•]ℓ-decomposition, that is, it
coincides with the graded morphism gr[•]ℓ λ, graded with respect to the filtration L[•]
of level > ℓ.
By Proposition 3.8(2) and Corollary 3.11, the inductive assumption can be applied
to gr[•]ℓ λ. By induction we conclude that λ can be diagonalized (with respect to the
decomposition in the third line of (2.5)) in the neighbourhood(1) of any point of I.
As this holds for any such I, this ends the proof of Theorem 3.5.
(1)In fact, the argument shows that the diagonalization holds on I.
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Corollary 3.16 (of Lemma 3.12). — Let (L ,L•) be a Stokes-filtered local system.
Then, for any ϕ ∈ Px, Γ(S
1,L<ϕ) = 0.
Proof. — Let us keep the notation used above, which was introduced at the beginning
of §3.d. It is easy to reduce to the case where (L ,L•) is non-ramified, that we assume
to hold below (see Remark 2.26(2) for the definition of L<ϕ in the ramified case).
We will argue by decreasing induction on m(Φ). If m(Φ) = 0, so Φ = {ϕo}, we
have L<ϕ = βϕo<ϕL (see Example 2.11(2)), and the assertion is clear.
Assume now m(Φ) > 0, that is, #Φ > 2. By twisting it is enough to show
Γ(S1,L<0) = 0. We set ℓ = ℓ(Φ) as above.
There is a natural inclusion L60 →֒ L6[0]ℓ , hence a map L60 → gr[0]ℓ L sending
L60 to (gr[0]ℓ L )60 and L<0 to (gr[0]ℓ L )<0. It is enough to show that the induced
map Γ(S1,L<0)→ Γ(S
1, (gr[0]ℓ L )<0) is injective. Indeed, we can apply the inductive
assumption to the Stokes-filtered local system (gr[0]ℓ L , (gr[0]ℓ L )•) to conclude that
Γ(S1, (gr[0]ℓ L )<0) = 0.
Let I be an interval of length π/m(Φ) with no Stokes directions for Φ ∪ {0} at
its boundary. We will show that Γ(I,L<0) → Γ(I, (gr[0]ℓ L )<0) is injective for any
such I, which is enough. By Lemma 3.12, we have L<0|I ≃
⊕
ϕ∈Φ βϕ<0 grϕ L|I ,
and the map L<0|I → (gr[0]ℓ L )<0|I is the projection to the sum taken on ϕ ∈ [0]ℓ,
that is, the ϕ ∈ Φ having a pole of order < m(Φ). But since I contains a Stokes
direction for (ϕ, 0) for any ϕ 6∈ [0]ℓ, we have Γ(I, βϕ<0 grϕ L|I) = 0 for any such ϕ.
We conclude that Γ(I,L<0|I) →→ Γ(I, (gr[0]ℓ L )<0) is isomorphic to the identity
map from Γ
(
I,
⊕
ϕ∈[0]ℓ
βϕ<0 grϕ L|I
)
to itself, by applying the same reasoning to
(gr[0]ℓ L , (gr[0]ℓ L )•).
Remark 3.17. — The dimension of the only non-zero cohomology space H1(S1,L<0)
is usually called the irregularity number of (L ,L•).
Corollary 3.18. — Let f : (L ,L•)→ (L ′,L ′•) be a morphism of Stokes-filtered local
systems on S1 sending L6 to L
′
<. Then f is equal to zero.
Proof. — Indeed, f is a section on S1 of Hom
(
(L ,L•), (L
′,L ′
•
)
)
<0
.
3.e. Proof of the stability by extension. — We now prove the second part of
Theorem 3.1. We consider an exact sequence
0 −→ (L ′,L ′
•
) −→ (L ,L•) −→ (L
′′,L ′′
•
) −→ 0,
where (L ′,L ′•), (L
′′,L ′′• ) are Stokes-filtered local systems, but no assumption is
made on (L ,L•), except that (L ,L•) is a pre-Stokes-filtered sheaf in the sense of
Definition 2.1 (or the ramified analogue). Firstly, the extension L of L ′ and L ′′ is
clearly a local system. It is now a matter of finding a ramification ρ such that the
pre-Stokes filtration on ρ˜−1L is non-ramified and is a Stokes filtration. It is therefore
enough to assume that (L ′,L ′•), (L
′′,L ′′• ) are non-ramified.
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Let us now restrict to an interval I as in Lemma 3.12, with Φ = Φ′ ∪ Φ′′. Since
H1(I,L ′6ψ) = 0 for any ψ ∈ P (see Remark 3.14), there is a section of L6ψ → L
′′
6ψ.
We will make these sections compatible with respect to ψ, that is, coming from
a morphism of pre-Stokes-filtered local systems. According to the decomposition
of (L ′′,L ′′• ) on I, we obtain an injective morphism grϕ L
′′ →֒ L6ϕ for any
ϕ ∈ Φ′′. By the filtration property, it defines for any ψ ∈ P an injective morphism
βϕ6ψ grϕ L
′′ →֒ L6ψ and then a section L
′′
6ψ =
⊕
ϕ∈Φ′′ βϕ6ψ grϕ L
′′ → L6ψ of
the projection L6ψ → L
′′
6ψ, which is now a morphism of pre-Stokes filtrations. We
therefore get an isomorphism (L ,L•)|I ≃ (L
′,L ′
•
)|I ⊕ (L
′′,L ′′
•
)|I . In particular,
(L ,L•) is a Stokes filtration when restricted to I.
As this holds for any such I, this proves the assertion.
3.f. More on the level structure. — It will be useful to understand the level
structure in an intrinsic way when the Stokes-filtered local system is possibly ramified.
We will therefore use the presentation and the notation of Remark 2.23.
Let ℓ be any non-negative rational number. We define the subsheaf (˜∗OX∗)(ℓ) ⊂
˜∗OX∗ as the subsheaf of germs ϕ such that x
ℓϕ is a local section of (˜∗OX∗)
lb, for
some (or any) local determination of xℓ. We have, for any ℓ 6 ℓ′,
(˜∗OX∗)
lb = (˜∗OX∗)(0) ⊂ (˜∗OX∗)(ℓ) ⊂ (˜∗OX∗)(ℓ
′) ⊂ ˜∗OX∗ .
We set I1(ℓ) = I˜1/I˜1 ∩ (˜∗OX∗)(ℓ). We have a natural morphism I1 = I1(0) → I1(ℓ)
which is compatible with the order (same proof as for Lemma 3.7). We have a
commutative diagram
Ie´t1
qℓ
//
µ
""❋
❋❋
❋❋
❋❋
❋❋
I1(ℓ)
e´t
µℓ

S1
The map qℓ is e´tale and onto. If Σ ⊂ I
e´t
1 is a finite covering of S
1 (via µ), then
Σ(ℓ) := qℓ(Σ) is a finite covering of S
1 (via µℓ), and qℓ : Σ → Σ(ℓ) is also a finite
covering. Moreover, since qℓ : I
e´t
1|Σ(ℓ) → Σ(ℓ) is e´tale, it corresponds to a sheaf of
ordered abelian groups I1,Σ(ℓ) on Σ(ℓ), and Σ can be regarded as a finite covering of
Σ(ℓ) contained in (I1,Σ(ℓ))
e´t.
Proposition 3.19 (Intrinsic version of Prop. 3.8). — Let (L ,L•) be a (possibly rami-
fied) Stokes-filtered local system on S1 (in particular we have a subsheaf L6 of µ
−1L )
and let Σ ⊂ Ie´t1 be the support of grL . For ℓ ∈ Q+,
(1) the subsheaf Tr6qℓ(L6, µ
−1
ℓ L ) of µ
−1
ℓ L (see Lemma 1.31) defines a pre-I1(ℓ)-
filtration of L which is in fact a I1(ℓ)-filtration, that we denote by (L ,L[•]ℓ);
(2) the sheaf gr[•]ℓ L is supported on Σ(ℓ) := qℓ(Σ) and is a local system on Σ(ℓ);
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(3) the sheaf L6 induces a pre-I1,Σ(ℓ)-filtration on q
−1
ℓ gr[•]ℓ L , which is a I1,Σ(ℓ)-
filtration denoted by (gr[•]ℓ L , (gr[•]ℓ L )•), and gr(gr[•]ℓ L ) is a local system on Σ;
this local system has the same rank as the local system grL .
Conversely, let L6 ⊂ µ
−1L be a pre-I1-filtration of L . Let us assume that
Tr6qℓ(L6, µ
−1
ℓ L ) is a I1(ℓ)-filtration of L and let us denote by Σ(ℓ) the support
of gr[•]ℓ L . Let us also assume that the pre-I1,Σ(ℓ)-filtration induced by L6 on the lo-
cal system gr[•]ℓ L (on Σ(ℓ)) is a I1,Σ(ℓ)-filtration, and let us denote by Σ the support
of gr(gr[•]ℓ L ). Then L6 is a I1-filtration of L and grL is supported on Σ and has
the same rank as gr(gr[•]ℓ L ).
3.g. Comments. — The notion of level structure has been implicitly present for a
long time in the theory of meromorphic differential equations (see [Jur78, BJL79]).
It appeared as the “de´vissage Gevrey” in [Ram78]. Later, it has been an important
tool for the construction of the moduli space of meromorphic connections [BV89],
as emphasized in [Del07d], and has been strongly related to the multisummation
property of solutions of differential equations (see e.g. [MR92] and the references
given therein). Note also that the basic vanishing property proved during the proof
of Lemma 3.12 is already present in [Del07d] and explained in the one-slope case in
[Mal83a, §5], see also [MR92, Lemma 4.3]. It is related to the Watson lemma (see
loc. cit.). It is also related to the existence of asymptotic solutions of a differential
equation in “large” Stokes sectors, see e.g. [BJL79] and in particular §B for historical
references.
This level structure is not a filtration of the filtered local system. It is the structure
induced by a suitable filtration of the indexing sheaf I. A visually similar structure
appears in knot theory when considering iterated torus knots, for instance the knots
obtained from a singularity of an irreducible germ of complex plane curve. The alge-
braic structure related to the level structure is the “de´vissage” by Gevrey exponents or
the multi-summability property. Similarly, the algebraic structure related to iterated
torus knots of singularities of plane curves are the Puiseux approximations.

LECTURE 4
STOKES-PERVERSE SHEAVES ON
RIEMANN SURFACES
Summary. In this lecture, we introduce the global notion of Stokes-perverse
sheaves on a Riemann surface. The Riemann-Hilbert correspondence of the next
lecture will be an equivalence between holonomic D-modules on the Riemann
surface and Stokes-perverse sheaves on it. If k is a subfield of C, this allows
one to speak of a k-structure on a holonomic D-module when the corresponding
Stokes-perverse is defined over k.
4.a. Introduction. — Let X be a Riemann surface. Meromorphic connections on
holomorphic vector bundles, with poles on a discrete set of points D, form a clas-
sic subject going back to the nineteenth century. The modern approach extends the
interest to arbitrary holonomic DX -modules (see §5.b in the next lecture) and also
extends it to arbitrary dimensions. A fundamental result is that the de Rham complex
(or the solution complex) of such a DX -module is a perverse constructible complex
(also called a perverse sheaf). Moreover, the Riemann-Hilbert correspondence for
connections with regular singularities, resp. for regular holonomic DX -modules, in-
duces an equivalence between the category of such objects and that of local systems
on X rD, resp. of perverse sheaves. For Riemann surfaces, a modern presentation of
this equivalence has been explained in [Mal91].
Perverse sheaves on a Riemann surface are not difficult to understand. For a given
perverse sheaf F , there is a discrete set of points D such that F|XrD is a local system
shifted by one (that is, a complex whose only cohomology sheaf is H −1F|XrD and is
a local system on XrD). The supplementary data to determine the perverse sheaf F
are complex vector spaces equipped with an automorphism, one for each point of D,
and gluing data around each point of D (see e.g. [Mal91]).
A perverse sheaf has a Jordan-Ho¨lder sequence, whose successive quotients (in the
perverse sense) are simple perverse sheaves, that is, either j∗L [1] for some irreducible
local system L on XrD (and j : XrD →֒ X is the open inclusion), or ix,∗C, where
ix : {x} →֒ X is the closed inclusion. Examples of perverse sheaves are j!L [1],
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j∗L [1], Rj∗L [1], where L is a local system on X r D, and j∗L [1] is known as
the intermediate (or middle) extension of L [1], while Rj∗L [1] is in some sense the
maximal one and j!L [1] the minimal one.
In this lecture, we construct a category of Stokes-perverse sheaves, which will be
the receptacle of the Riemann-Hilbert correspondence for possibly irregular holonomic
DX -modules, which will be explained in the next lecture. It will now be convenient
to use the formalism introduced in Lecture 1. The idea is to replace the data on
(X r D,D) with data on (X r D, Ie´t), where I is defined as in §2.d for each point
of D.
The constructions in this lecture are taken from [Del07a, Del07c, Mal91].
4.b. The setting. — Let X be a Riemann surface and let D be a discrete set of
points of X . We set X∗ = X rD. We denote by ̟ : X˜(D) → X the real oriented
blowing-up of X at each of the points of D. When D is fixed, we set X˜ = X˜(D).
Locally near a point of D, we are in the situation of Example 1.4. We set ∂X˜ =
̟−1(D) and we denote by j∂ : X
∗ →֒ X˜ and i∂ : ∂X˜ →֒ X˜ the inclusions. We denote
by I the sheaf which is zero on X∗ and is equal to
⋃
d Id,xo on
(1) S1xo := ̟
−1(xo)
for xo ∈ D, where Id,xo is the sheaf introduced in Remark 2.23. Notice that I
e´t is
not Hausdorff, since we consider I as a sheaf on X˜, not on ∂X˜. Since µ : Ie´t → X˜
is a homeomorphism above X∗, we shall denote by ˜ : X∗ = Ie´t|X∗ →֒ I
e´t the open
inclusion, by ı˜ : Ie´t
|∂X˜
→֒ Ie´t the closed inclusion, so that µ ◦ ˜ = j∂ and we have a
commutative diagram
(4.1)
Ie´t
|∂X˜
µ∂

  ı˜ // Ie´t
µ

∂X˜ 
 i∂
// X˜
Remark 4.2 (Sheaves on Ie´t). — The sheaf I does not satisfy the Hausdorff property
only because it is zero on X∗, but it is Hausdorff when restricted to ∂X˜. It may
therefore be convenient to describe a sheaf F6 on I
e´t, up to unique isomorphism
inducing the identity on X∗ and ∂X˜, as a triple (F ∗,L6, ν) consisting of a sheaf F
∗
on X∗, a sheaf L6 on I
e´t
|∂X˜
, and a morphism ν : L6 → ı˜
−1˜∗F
∗. Note that, since µ
is a local homeomorphism, we have ı˜−1 ˜∗F
∗ = µ−1∂ (i
−1
∂ j∂,∗F
∗).
In a similar way, a pre-I-filtration F6 on I
e´t determines two pre-I∂X˜-filtrations,
namely L6 = ı˜
−1F6 and ı˜
−1˜∗F
∗ (as a constant pre-I-filtration, see §1.d), and the
natural morphism ν : L6 → ı˜
−1˜∗F
∗ is a morphism of pre-I∂X˜-filtrations. As a
consequence, a pre-I-filtration F6 on I
e´t corresponds in a one-to-one way to a triple
(1)The notation S1xo should not be confused with the notation S
1
x of §2.c.
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(F ∗,L6, ν), where L6 is a pre-I∂X˜-filtration and ν is a morphism from L6 to the
constant pre-I∂X˜-filtration ı˜
−1 ˜∗F
∗. Then one can use Remark 1.8 to describe L6.
4.c. The category of Stokes-C-constructible sheaves on X˜. — The category
of St-C-constructible sheaves will be a subcategory of the category Mod(kIe´t,6) of pre-
I-filtrations introduced in §1.d, and we use the notation introduced there, with I as
above. Recall that C-constructible means that the stratification giving constructibility
is C-analytic in X . The coefficient field is k.
Let F ∗ be a C-constructible sheaf on X∗ with singularity set S. We assume that S
is locally finite on X , so that it does not accumulate on D. Then F ∗ is a locally
constant sheaf of finite dimensional k-vector spaces onX∗rS, and in particular in the
punctured neighbourhood of each point of D. This implies that Rj∂,∗F
∗ = j∂,∗F
∗
is a local system on X˜ r S, as well as its restriction to each S1xo , xo ∈ D. Similarly,
R˜∗F
∗ = ˜∗F
∗ is a local system on Ie´t r S, since the property is local on Ie´t and µ
is a local homeomorphism. Moreover, the adjunction morphism µ−1µ∗ → Id induces
a morphism µ−1j∂,∗F
∗ → ˜∗F
∗, which is easily seen to be an isomorphism. We will
identify both sheaves.
We will set L = i−1∂ j∂,∗F
∗, which is a local system on ∂X˜. We thus have µ−1∂ L =
ı˜−1˜∗F
∗.
Definition 4.3 (St-C-constructible sheaves). — Let F6 be a pre-I-filtration, i.e., an
object of Mod(kIe´t,6). We say that F6 is St-C-constructible if
(1) F ∗ := ˜−1F6 is a C-constructible sheaf on X∗ whose singularity set S ⊂ X∗
is locally finite in X ,
(2) the natural morphism ν : L6 := ı˜
−1F6 → ı˜
−1˜∗F
∗ is injective, i.e., the sheaf
F6 does not have a non-zero subsheaf supported in I
e´t
|∂X˜
,
(3) the inclusion ν : L6 →֒ µ
−1
∂ L is a Stokes filtration of L .
We will denote by ModSt-C-c(kIe´t,6) the full subcategory of Mod(kIe´t,6) whose
objects are St-C-constructible on Ie´t.
We can also regard F6 as a pre-I-filtration of the sheaf F := j∂,∗F
∗, in the
sense of Definition 1.27. Note that, for any open set U ⊂ X˜ and any ϕ ∈ Γ(U, I),
F6ϕ := ϕ
−1F6 is a subsheaf of F|U .
Lemma 4.4. — The category of St-C-constructible sheaves on Ie´t is abelian and stable
by extensions in the category of pre-I-filtrations on Ie´t.
Proof. — When restricted to X∗, the result is well-known for the category of
C-constructible sheaves in the category of sheaves of k-vector spaces. It is therefore
enough to prove it over ∂X˜. Let λ : F6 → F
′
6 be a morphism of St-C-constructible
sheaves. Its restriction to ∂X˜ induces a morphism in the category of Stokes-filtered
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local systems on ∂X˜. Note also that
j∂,∗j
−1
∂ Kerλ = Ker j∂,∗j
−1
∂ λ and j∂,∗j
−1
∂ Cokerλ = Coker j∂,∗j
−1
∂ λ.
According to Theorem 3.1 and the previous identification, the kernel and cokernel
of λ|∂X˜ inject into µ
−1Ker[L → L ′] and µ−1Coker[L → L ′], and define Stokes-
filtered local systems. Therefore, Kerλ and Cokerλ (taken in Mod(kIe´t,6)) belong to
ModSt-C-c(kIe´t,6).
Similarly, the stability by extension is clear on X∗, and an extension of two St-
C-constructible sheaves satisfies 4.3(2) above. Then it satisfies 4.3(3) according to
Theorem 3.1.
Note that, as a consequence, Cokerλ does not have any nonzero subsheaf supported
on Ie´t
|∂X˜
, so in particular λ is strict with respect to the support condition 4.3(2).
Remark 4.5. — Assume that F6 is as in Definition 4.3(1). We have a distinguished
triangle in Db(Ie´t):
ı˜!F6 −→ ı˜
−1
F6 −→ ı˜
−1
R˜∗F
∗ = ı˜!R˜!F
∗[1]
+1
−−−→ .
Since ı˜−1F6 and ı˜
−1
R˜∗F
∗ = ı˜−1˜∗F
∗ are sheaves, this triangle reduces to the exact
sequence
0 −→ H 0(˜ı!F6) −→ ı˜
−1
F6 −→ ı˜
−1˜∗F
∗ −→ H 1 (˜ı!F6) −→ 0
and 4.3(2) is equivalent to H 0(˜ı!F6) = 0. If this condition is fulfilled, the morphism
ν′ : µ−1∂ L → µ
−1
∂ L /L6 is equal to H
1 of the morphism ı˜!R˜!F
∗ → ı˜!F6 and there
is no nonzero other H k.
Remark 4.6 (Hom). — Given two St-C-constructible sheaves F6,F ′6, one can define
a St-C-constructible sheaf Hom(F ,F ′)6 whose generic part is the constructible
sheaf Hom(F ∗,F ′∗), and whose restriction to Ie´t
∂X˜
is Hom(L ,L ′)6 (see Definition
2.13). Firstly, one remarks that since ˜∗F
∗ and ˜∗F
′∗ are local systems, the natural
morphism Hom(˜∗F
∗, ˜∗F
′∗)→ ˜∗ Hom(F
∗,F ′∗) is an isomorphism. The natural
injection Hom(L ,L ′)6 →֒ Hom(L ,L
′) = ı˜−1˜∗ Hom(F
∗,F ′∗) defines thus the
desired St-C-constructible sheaf.
Let F6 be a Stokes-C-constructible sheaf on X˜. Since I is Hausdorff on ∂X˜, the
subsheaf L< of L6 is well-defined, and we can consider the triple (F
∗,L<, ν|L<),
which defines a subsheaf F≺ of F6, according to Remark 4.2 (we avoid the nota-
tion F<, which has a different meaning over X
∗).
Definition 4.7 (co-St-C-constructible sheaves). — We will say that a pre-I-filtrationF≺
is a co-Stokes-C-constructible sheaf if it satisfies the properties 4.3(1), 4.3(2) and,
setting L< = ı˜
−1F≺,
(3′) the inclusion ν : L< →֒ µ
−1
∂ L is a Stokes co-filtration of L (see Remark 1.41).
This defines a full subcategory ModcoSt-C-c(kIe´t,6) of Mod(kIe´t,6).
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We similarly have:
Lemma 4.8. — The category of co-St-C-constructible sheaves on Ie´t is abelian and
stable by extensions in the category of pre-I-filtrations on Ie´t.
Exercise 4.9. — From a co-Stokes-C-constructible sheaf F≺, reconstruct the Stokes-
C-constructible sheaf F6 which defines it (this mainly consists in reconstructing L6
from L<, see Remark 1.41 and Remark 2.24).
Lastly, there is a simpler subcategory of Mod(kIe´t,6) which will also be useful,
namely that of graded C-constructible sheaves on Ie´t. By definition, such an object
takes the form ı˜∗(µ∂,!G )6, where G is a locally constant sheaf of finite dimensional
k-vector spaces on Ie´t
|∂X˜
, on the support of which µ∂ is proper. It is easy to check that
it is abelian and stable by extensions in Mod(kIe´t,6). The following is then clear:
Lemma 4.10. — Let F6 be a Stokes-C-constructible sheaf on Ie´t and let F≺ be the
associated co-Stokes-C-constructible sheaf, together with the natural inclusion F≺ →֒
F6. Then the quotient (in Mod(kIe´t,6)) is a graded C-constructible sheaf on I
e´t.
Remark 4.11. — There is no nonzero morphism (in the category Mod(kIe´t,6)) from
a graded C-constructible sheaf G on Ie´t to a (co-)Stokes-C-constructible sheaf F6
(or F≺). Indeed, presenting F6 as a triple (F
∗,L6, ν) and G by (0, ı˜
−1G , 0), a
morphism G → F6 consists of a morphism ı˜
−1G → L6 which is zero when composed
with ν. Since ν is injective, after 4.3(2), the previous morphism is itself zero. The
same argument applies to G → F≺. In other words, since F6 (resp. F≺) does not
have any non-zero subsheaf supported on Ie´t
|∂X˜
, and since G is supported on this
subset, any morphism from G to F6 (resp. F≺) is zero.
4.d. Derived categories and duality
Derived categories. — We denote by Db(kIe´t,6) the bounded derived category of
pre-I-filtrations, and by DbSt-C-c(kIe´t,6) the full subcategory of D
b(kIe´t,6) consist-
ing of objects having St-C-constructible cohomology. By Lemma 4.4, the category
DbSt-C-c(kIe´t,6) is a full triangulated subcategory of D
b(kIe´t,6). We will now define a
t-structure on DbSt-C-c(kIe´t,6) which restricts to the usual
(2) perverse one on X∗.
The subcategory
p
D
b,60
St-C-c(kIe´t,6) consists of objects F6 satisfying H
j(F6) = 0
for j > −1 and H j(i−1xo F6) = 0 for any xo ∈ X
∗ and j > 0.
Similarly, the subcategory
p
D
b,>0
St-C-c(kIe´t,6) consists of objects F6 satisfying
H j(F6) = 0 for j < −1 and H
j(i!xoF6) = 0 for any xo ∈ X
∗ and j < 0.
(2)We refer for instance to [Dim04] for basic results on perverse sheaves; recall that the constant sheaf
supported at one point is perverse, and a local system shifted by one is perverse, see e.g. [Dim04,
Ex. 5.2.23]. See also [BBD82], [KS90, Chap. 10] for more detailed results.
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The pair
(p
D
b,60
St-C-c(kIe´t,6),
p
D
b,>0
St-C-c(kIe´t,6)
)
is a t-structure on DbSt-C-c(kIe´t,6) (this
directly follows from the result on X∗).
Definition 4.12. — The category St-PervD(kIe´t,6) of perverse sheaves on X∗ with a
Stokes structure at ∂X˜ (that we also call Stokes-perverse sheaves on X˜) is the heart
of this t-structure.
This is an abelian category (see [BBD82], [KS90, §10.1]).
Remark 4.13. — Objects of St-PervD(kIe´t,6) behave like sheaves, i.e., can be recon-
structed, up to isomorphism, from similar objects on each open set of an open covering
of X , together with compatible gluing isomorphisms. An object of St-PervD(kIe´t,6)
is a sheaf shifted by 1 in the neighbourhood of Ie´t
|∂X˜
and is a perverse sheaf (in the
usual sense) on X∗.
Notice also that the objects of St-PervD(kIe´t,6) which have no singularity on X
∗
are sheaves (shifted by one). We will call them smooth St-C-constructible sheaves or
smooth Stokes-perverse sheaves (depending on the shifting convention).
However, it will be clear below that this presentation is not suitable for defining
a duality functor on it. We will use a presentation which also takes into account F≺
and grF . Anticipating on the Riemann-Hilbert correspondence, F6 corresponds to
horizontal sections of a connection having moderate growth at ∂X˜, while F≺ corre-
sponds to horizontal sections having rapid decay there, and duality pairs moderate
growth with rapid decay.
Note that similar arguments apply to co-Stokes-C-constructible sheaves, and we
get a t-structure
(p
D
b,60
coSt-C-c(kIe´t,6),
p
D
b,>0
coSt-C-c(kIe´t,6)
)
on DbcoSt-C-c(kIe´t,6).
Lastly, the full subcategoryDbgr-C-c(kIe´t,6) ofD
b(kIe´t,6) whose objects have graded
C-constructible cohomology is endowed with the t-structure induced from the shifted
natural one (Db,6−1(kIe´t,6), D
b,>−1(kIe´t,6)).
Duality. — Recall that the dualizing complex on X˜ is j∂,!kX∗ [2] (see e.g. [KS90]) and
(see Corollary 1.23) we have a functor RHom(ι−1•, µ−1j∂,!kX∗ [2]) from the category
Db,op(kIe´t,6) to D
+(kIe´t,6). We will denote it by D. We will prove the following.
Proposition 4.14. — The duality functor D induces functors D : Db,opSt-C-c(kIe´t,6) →
DbcoSt-C-c(kIe´t,6) and D : D
b,op
coSt-C-c(kIe´t,6) → D
b
St-C-c(kIe´t,6) which are t-exact,
and there are isomorphisms of functors Id ≃ D ◦ D in both DbSt-C-c(kIe´t,6) and
DbcoSt-C-c(kIe´t,6).
On the other hand, it induces a functor D : Db,opgr-C-c(kIe´t,6)→ D
b
gr-C-c(kIe´t,6) such
that D ◦D ≡ Id.
Let F6 be an object of D
b(kIe´t,6). Recall that, for any open set U ⊂ X˜ and any
ϕ ∈ Γ(U, I), F6ϕ := ϕ
−1F6 is an object of D
b(kU ).
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Lemma 4.15. — If F6 is a Stokes-C-constructible sheaf on Ie´t, then for any ϕ ∈
Γ(U, I), F6ϕ is R-constructible on U . The same result holds for a co-Stokes-C-
constructible sheaf F≺.
Proof. — It suffices to check this on U∩∂X˜, where it follows from Proposition 2.7.
Lemma 4.16. — If F6 is a Stokes-C-constructible sheaf (resp. F≺ is a co-Stokes-C-
constructible sheaf) on Ie´t, then on X˜ r SingF ∗, F∨≺ := RHom(ι
−1F6, ˜!kX∗)
(resp. F∨6 := RHom(ι
−1F≺, ˜!kX∗)) has cohomology in degree 0 at most and is
equal to the co-Stokes-C-constructible sheaf (F ∗,∨, (L ∨)<, ν′,∨) (resp. the Stokes-C-
constructible sheaf (F ∗,∨, (L ∨)6, ν
′,∨)), where ν′,∨ is the morphism dual to ν′. More-
over, the dual of ν is (ν′,∨)′
Proof. — If U is an open set in X˜ and ϕ ∈ Γ(U, Ie´t), we will set
D(F6ϕ) = RHomk(F6ϕ, j∂,!kU∗ [2]) and D
′(F6ϕ) = RHomk(F6ϕ, j∂,!kU∗).
As a consequence of Lemma 4.15 we have (see [KS90, Prop. 3.1.13]),
i!∂D(F6ϕ) = RHom(i
−1
∂ F6ϕ, i
!
∂j∂,!k[2])
= RHom(i−1∂ F6ϕ,k[1]) =:D(i
−1
∂ F6ϕ),
(4.17)
since k∂X˜ [1] is the dualizing complex on ∂X˜, and by biduality we have D(i
!
∂F6ϕ) =
i−1∂ D(F6ϕ) (see [KS90, Prop. 3.4.3]). This can also be written as
i!∂D
′(F6ϕ)[1] = D
′(i−1∂ F6ϕ) and i
−1
∂ D
′(F6ϕ) = D
′(i!∂F6ϕ[1]).
For the proof of Lemma 4.16, we can assume that SingF ∗ = ∅. We will prove the
lemma starting from a Stokes C-constructible sheaf, the co-Stokes case being similar.
For the first part of the statement, it suffices to show that i−1∂ D
′(F6ϕ) is a sheaf.
We have i−1∂ D
′(F6ϕ) = D
′(i!∂F6ϕ[1]) = D
′(L|U/L6ϕ), see Remark 4.5, and thus
i−1∂ D
′(F6ϕ) is a sheaf, equal to (L
∨)<−ϕ, according to Lemma 2.16. Therefore,
F∨≺ = Hom(ι
−1F6, ˜!kX∗). Moreover, still using Remark 4.5, one checks that the
gluing morphism ν∨ is the dual of ν′. Since ν′ is onto, ν′,∨ is injective, and F∨≺ is
equal to (F ∗,∨, (L ∨)<, ν
′,∨), as wanted. A similar argument shows that the dual of ν
is (ν′,∨)′.
Proof of Proposition 4.14. — The first claim is now a direct consequence of Lemma
4.16. For any U and any ϕ ∈ Γ(U, I) we have the bi-duality isomorphism after applying
the pull-back by ϕ : U → Ie´t, according to the standard result for R-constructible
sheaves and Lemma 4.15. This isomorphism is clearly compatible with restrictions of
open sets, hence gives Id ≃ D ◦D.
For the graded case, the situation is simpler, as we work with local systems on Ie´t
|∂X˜
extended by zero on Ie´t.
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4.e. The category of Stokes-perverse sheaves on X˜. — In the case of
Stokes-filtered local systems on ∂X˜, the Stokes and co-Stokes aspect (namely L6
and µ−1L /L<) can be deduced one from the other. The same remark applies
to (co-)Stokes-C-constructible sheaves. However, such a correspondence Stokes ⇔
co-Stokes heavily depends on sheaves operations. In the derived category setting, we
will keep them together.
It will be useful to consider the t-categories DbSt-C-c(kIe´t,6) etc. as subcategories of
the same one. We can choose the following one. By a C-R-constructible sheaf on Ie´t
we will mean a sheaf G on Ie´t such that for any open set U ⊂ X˜ and any ϕ ∈ Γ(U, I),
ϕ−1G is R-constructible on U and C-constructible on U∗ = U ∩ X∗ with locally
finite singularity set on U . The category ModC-R-c(kIe´t,6) is the full subcategory of
Mod(kIe´t,6) whose underlying sheaf is C-R-constructible. According to Lemma 4.15,
it contains the full subcategories of (co-/gr-)St-constructible sheaves. It is abelian and
stable by extensions in Mod(kIe´t,6). The full triangulated subcategory D
b
C-R-c(kIe´t,6)
of Db(kIe´t,6) is equipped with a t-structure defined as in the beginning of §4.d. This
t-structure induces the already defined one on the full triangulated subcategories
DbSt-C-c(kIe´t,6) etc.
Definition 4.18. — The category St(kIe´t,6) is the full subcategory of the category
of distinguished triangles of Db(kIe´t,6) whose objects consist of distinguished tri-
angles F≺ → F6 → grF
+1
−→, where F≺ is an object of D
b
coSt-C-c(kIe´t,6), F6 of
DbSt-C-c(kIe´t,6), and grF of D
b
gr-C-c(kIe´t,6). These triangles are also distinguished
triangles in DbC-R-c(kIe´t,6).
Proposition 4.19. — The category St(kIe´t,6) is triangulated, and endowed with a
t-structure (St60(kIe´t,6), St
>0(kIe´t,6)) defined by the property that F≺,F6, grF
belong to the 6 0 (resp. > 0) part of their corresponding categories. There is a duality
functor D : Stop(kIe´t,6)→ St(kIe´t,6) satisfying D ◦D ≃ Id and which is compatible
to the t-structures.
Sketch of proof. — Any (not necessarily distinguished) triangle F≺ → F6 →
grF
+1
−→ induces a (not necessarily exact) sequence · · · →
p
H kF≺ →
p
H kF6 →
p
H k grF → · · · by taking perverse cohomology of objects of DbC-R-c(kIe´t,6), and,
according to Remark 4.11, each connecting morphism
p
H k grF →
p
H k+1F≺ is
zero. One then shows that such a triangle is distinguished if and only if each short
sequence as before is exact. The axioms of a triangulated category are then checked
for St(kIe´t,6) by using this property.
In order to check the t-structure property (see [KS90, Def. 10.1.1]), the only non
trivial point is to insert a given object of St(kIe´t,6) in a triangle with first term in St
60
and third term in St>1. Denoting by τ60 and τ>1 the perverse truncation functors in
DbC-R-c(kIe´t,6), it is enough to check that each of these functors preserves objects of
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St(kIe´t,6). This follows from the cohomological characterization of the distinguished
triangles which are objects of St(kIe´t,6).
The assertion on duality follows from Proposition 4.14.
The heart of this t-structure is an abelian category (see [BBD82], [KS90]).
Lemma 4.20. — The “forgetting” functor from St(kIe´t,6) to DbSt-C-c(kIe´t,6), sending
a triangle F≺ → F6 → grF
+1
−→ to F6 (which is by definition compatible with
the t-structures) induces an equivalence of abelian categories from the heart of the
t-structure of St(kIe´t,6) to St-PervD(kIe´t,6).
Proof. — For the essential surjectivity, the point is to recover F≺ and grF from F6.
As our objects can be obtained by gluing from local data, the question can be reduced
to a local one near Ie´t
|∂X˜
, where we can apply the arguments for sheaves and define
F≺ and grF as in Lemma 4.10.
Similarly, any morphism F6 → F
′
6 lifts as a morphism between triangles. It
remains to show the uniqueness of this lifting. This is a local problem, that we treat for
sheaves. The triangle is then an exact sequence, and the morphism F≺ → F
′
≺ coming
in a morphism between such exact sequences is simply the one induced by F6 → F
′
6,
so is uniquely determined by it. The same argument holds for grF → grF ′.
Corollary 4.21 (Duality). — The category St-PervD(kIe´t,6) is stable by duality.
4.f. Direct image to X. — Given a sheaf F6 on I
e´t, any section ϕ ∈ Γ(U, I)
produces a sheaf F6ϕ := ϕ
−1F6 on U . We now use more explicitly that I has a
global section 0, meaning that there is a global section 0 : X˜ → Ie´t of µ, making X˜ a
closed subset of Ie´t. Then F60 is a sheaf on X˜.
Proposition 4.22. — Let F6 be an object of St-PervD(kIe´t,6). Then R̟∗F60 is
perverse (in the usual sense) on X.
Proof. — It is a matter of proving that i−1D R̟∗F60 has cohomology in degrees −1, 0
at most and i!DR̟∗F60 in degrees 0, 1 at most.
We have i−1D R̟∗F60 = RΓ(∂X˜, i
−1
∂ F60), because ̟ is proper (see [KS90,
Prop. 2.5.11]), so, setting L60 = i
−1
∂ F60[−1], the first assertion reduces to
Hk(∂X˜,L60) = 0 for k 6= 0, 1, which is clear since L60 is a R-constructible
sheaf. Similarly, as we have seen after Lemma 4.15, i!∂(F60) = i
!
∂(F60[−1])[1] is a
sheaf, so the second assertion is also satisfied (see [KS90, Prop. 3.1.9(ii)]).
4.g. Stokes-perverse sheaves on X˜. — We will prove in the next lecture that
Stokes-perverse sheaves on X˜ correspond to holonomic D-modules on X which are
isomorphic to their localization at D, and have at most regular singularities on X∗. In
order to treat arbitrary holonomic DX -modules, we need to introduce supplementary
data at D, which are regarded as filling the space X˜ by discs in order to obtain a
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topological space X˜, that we describe now. This construction goes back to [Del07c]
and is developed in [Mal91].
For any xo ∈ D, let X̂x̂o be an open disc with center denoted by x̂o, and let X̂ x̂o
be the associated closed disc. Denote by ̂ : X̂x̂o →֒ X̂ x̂o the open inclusion and
ı̂ : S1x̂o →֒ X̂ x̂o the complementary closed inclusion.
We denote by X˜ the topological space (homeomorphic to X) obtained by gluing
each closed disc X̂ x̂o to X˜ along their common boundary S
1
x̂o
= S1xo for xo ∈ D
(see Figure 1).
X̂ X˜
x̂
S1 = S1
xx̂
x̂
Figure 1. The space X˜ near S1x (x ∈ D)
We first define the category Mod(k
Ie´t,6,D̂) to be the category whose objects are
triples (F6, F̂ , ν̂), where F6 is a pre-I-filtration, i.e., an object of Mod(kIe´t,6), F̂
is a sheaf on
⊔
xo∈D
X̂x̂o , and ν̂ is a morphism i
−1
∂ F60 → ı̂
−1̂∗F̂ . The morphisms in
this category consist of pairs (λ, λ̂) of morphisms in the respective categories which are
compatible with ν̂ in an obvious way. We have “forgetting” functors to Mod(kIe´t,6)
(hence also to Mod(kIe´t)) and Mod(kX̂). Then Mod(kIe´t,6,D̂) is an abelian cate-
gory. A sequence in Mod(k
Ie´t,6,D̂) is exact iff the associated sequences in Mod(kIe´t)
and Mod(kX̂) are exact. The associated bounded derived category is denoted by
Db(k
Ie´t,6,D̂).
Definition 4.23 (St-C-constructible sheaves on X˜). — The objects in the category
ModSt-C-c(kIe´t,6,D̂) consist of triples (F6, F̂ , ν̂), where
(1) F6 is a St-C-constructible sheaf on X˜ (see Definition 4.3), defining a Stokes-
filtered local system (L ,L•) on each S
1
xo , xo ∈ D,
(2) F̂ is a C-constructible sheaf on
⊔
xo∈D
X̂x̂o with singularity at x̂o (xo ∈ D) at
most,
(3) ν̂ is an isomorphism gr0 L
∼
−→ ı̂−1̂∗F̂ .
Morphisms between such triples consist of pairs (λ, λ̂) of morphisms in the respective
categories which are compatible with ν̂.
By definition, ModSt-C-c(kIe´t,6,D̂) is a full subcategory of Mod(kIe´t,6,D̂).
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Lemma 4.24. — The category ModSt-C-c(kIe´t,6,D̂) is abelian and stable by extensions
in Mod(k
Ie´t,6,D̂).
Proof. — We apply Lemma 4.4 for the F6-part, a standard result for the F̂ -part,
and the compatibility with ν̂ follows.
The definition of the category St-PervD(kIe´t,6,D̂) now proceeds exactly as in §4.e,
by only adding the information of the usual t-structure on the various X̂x̂o , xo ∈ D.
We leave the details to the interested reader. As above, a Stokes-perverse sheaf is a
sheaf shifted by one away from the singularities in X∗ and of D̂.
Remark 4.25. — The previous presentation makes a difference between singularities S
in X∗ and singularities in D. One can avoid this difference, by considering objects
which are local systems on X∗ r S and by replacing D with D ∪ S. Then “regular
singularities” are the points of D where the set of exponential factors of F6 reduces
to {0}. This point of view is equivalent to the previous one through the functor P
at those points (see below, Proposition 4.26).
4.h. Associated perverse sheaf on X. — We now define a functor P :
St-PervD(kIe´t,6,D̂)→ Perv(kX) between Stokes-perverse sheaves on X˜ and perverse
sheaves (in the usual sense) on X . This is an extension of the direct image procedure
considered in §4.f. Namely, if (F6, F̂ , ν̂) is a Stokes-constructible sheaf on X˜ , the
triple (F60, F̂ , ν̂) allows one to define a sheaf F60 on X˜ : indeed, a sheaf on X˜
can be determined up to isomorphism by a morphism L60 → ı̂
−1̂∗F̂ ; we use the
composed morphism L60 → gr0 L
ν̂
−→ ı̂−1̂∗F̂ .
Extending this construction to Stokes-perverse sheaves and taking the direct image
by the continuous projection ̟ : X˜ → X which contracts X̂ to D is P(F6, F̂ , ν̂).
We will however not explicitly use the previous gluing construction in this perverse
setting, but an ersatz of it, in order to avoid a precise justification of this gluing. Let
us make this more precise.
We first note that the pull-back by the zero section 0 : X˜ →֒ Ie´t defines an ex-
act functor 0−1 : Mod(kIe´t,6) → Mod(kX˜) and therefore, taking the identity on the
F̂ -part, an exact functor from Mod(k
Ie´t,6,D̂) to the category Mod(kX˜,60,D̂) consist-
ing of triples (F60, F̂ , ν̂).
In the following, we implicitly identify sheaves on D and sheaves on X supported
on D via RiD,∗ and we work in D
b
C-c(kX). On the one hand, we have a natural
composed morphism
R̟∗F60 −→ RΓ(∂X˜, ı˜
−1
F60) −→ RΓ(∂X˜, gr0 F )
ν̂
−−→
∼
RΓ(∂X̂, ı̂−1̂∗F̂ ).
On the other hand, we have a distinguished triangle
RΓ(X̂, ̂∗F̂ ) −→ RΓ(∂X̂, ı̂
−1̂∗F̂ ) −→ RΓ(X̂, ̂!F̂ )[1]
+1
−−−→ .
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We deduce a morphism
R̟∗F60 −→ RΓ(X̂, ̂!F̂ )[1] = RΓc(X̂, F̂ )[1].
Proposition 4.26. — If (F6, F̂ , ν̂) is an object of St-PervD(kIe´t,6,D̂), then the com-
plex RΓc(X̂, F̂ )[1] has cohomology in degrees −1 and 0 at most and the cone of the
previous morphism–that we denote by P(F6, F̂ , ν̂)[1]–has perverse cohomology in
degree 1 at most.
Corollary 4.27. — The functor P : (F6, F̂ , ν̂) 7→
p
H 0P(F6, F̂ , ν̂) is an exact
functor from St-PervD(kIe´t,6,D̂) to Perv(kX).
Proof of Proposition 4.26. — We consider the complementary inclusions
D̂ ֒
iD̂−−−→ X̂
jD̂←−−−֓ X̂ r {D̂}.
We have a distinguished triangle i!
D̂
F̂ → F̂ → RjD̂,∗j
−1
D̂
F̂
+1
−→, to which we apply ̂!
(recall that ̂ denotes the inclusion X̂x̂o →֒ X̂ x̂o). This has no effect to the first term,
which remains i!
D̂
F̂ and has cohomology in degrees 0 and 1 at most by the cosupport
condition for F̂ . We then have
H
−1(X̂, ̂!F̂ ) −֒→H
−1
C (X̂
∗, j−1
D̂
F̂ ),
where C is the family of supports in X̂∗ whose closure in X̂ is compact. We are
thus reduced to showing that, if L̂ is a local system on X̂∗, we have H0C(X̂, L̂ ) = 0,
which is clear. Therefore, RΓc(X̂, F̂ ) has cohomology in degrees 0 and 1 at most, as
wanted.
Let us now show that P = P(F6, F̂ , ν̂) is perverse on X . Obviously, we only
have to check the support and cosupport conditions at D, and we will use Proposition
4.22.
For the support condition, we note that i−1D R̟∗F60 = RΓ(∂X˜, ı˜
−1F60), and
i−1D P[1] is the cone of the diagonal morphism below (where ν̂ is implicitly used):
(4.28)
RΓ(∂X˜, ı˜−1F60)
 ((◗◗
◗◗◗
◗◗◗
◗◗◗
◗
RΓ(X̂, F̂ ) // RΓ(∂X˜, gr0 F ) // RΓc(X̂, F̂ )[1]
+1
//
This gives an exact sequence
(4.29) 0 −→ H −1(i−1D P) −→H
−1(∂X˜, ı˜−1F60) −→H
0
c(X̂, F̂ ) −→ H
0(i−1D P)
−→H0(∂X˜, ı˜−1F60) −→H
1
c(X̂, F̂ ) −→ H
1(i−1D P) −→ 0
and the support condition reduces to the property that H0(∂X˜, ı˜−1F60) →
H
1
c(X̂, F̂ ) is onto, because we already know that H
2
c(X̂, F̂ ) = 0. On the one
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hand, H0(∂X˜, ı˜−1F60) → H
0(∂X˜, gr0 F ) is the morphism H
1(∂X˜,L60) →
H1(∂X˜, gr0 L ), which is onto since L<0 is a sheaf on ∂X˜. On the other hand the
distinguished horizontal triangle above gives an exact sequence
H
0(∂X˜, gr0 F ) −→H
1
c(X̂, F̂ ) −→H
1(X̂, F̂ ),
and H1(X̂, F̂ ) = H 1(i−1
D̂
F̂ ) = 0 by the support condition for F̂ .
Let us now check the cosupport condition. We have ı˜!F60 = L /L60, as re-
marked at the end of the proof of Lemma 4.16. We now argue as above, by replacing
RΓ(∂X˜, ı˜−1F60) with RΓ(∂X˜, ı˜
!F60) in (4.28), so that (4.29) becomes
0 −→ H −1(i!DP) −→H
−1(∂X˜, ı˜!F60) −→H
0
c(X̂, F̂ ) −→ H
0(i!DP)
−→H0(∂X˜, ı˜!F60) −→H
1
c(X̂, F̂ ) −→ H
1(i!DP) −→H
1(∂X˜, ı˜!F60) −→ 0,
sinceH2c(X̂, F̂ ) = 0. The cosupport condition means H
−1(i!DP) = 0, which follows
from H−1(∂X˜, ı˜!F60) = H
−1(∂X˜,L /L60) = 0.

LECTURE 5
THE RIEMANN-HILBERT CORRESPONDENCE FOR
HOLONOMIC D-MODULES ON CURVES
Summary. In this lecture, we define the Riemann-Hilbert functor on a Riemann
surface X as a functor from the category of holonomic DX -modules to that of
Stokes-perverse sheaves. It is induced from a functor at the derived category
level which is compatible with t-structures. Given a discrete set D in X, we first
define the functor from the category of DX(∗D)-modules which are holonomic
and have regular singularities away from D to that of Stokes-perverse sheaves on
X˜(D), and we show that it is an equivalence. We then extend the correspondence
to holonomic DX -modules with singularities on D, on the one hand, and Stokes-
perverse sheaves on X˜(D) on the other hand.
5.a. Introduction. — In this lecture, the base field k is C. Let X be a Riemann
surface and let D be a discrete set of points in X as in §4.b (from which we keep
the notation). We also denote by ̟ : X˜(D)→ X the real oriented blowing-up at all
points of D.
We refer for instance to [Kas95, Sab93b, Mal91] for basic results on holonomic
D-modules on a Riemann surface. Recall that DX denotes the sheaf of holomorphic
differential operators on X with coefficients in OX , and that a DX -module M on a
Riemann surface is nothing but a OX -module with a holomorphic connection (by a
DX -module or DX(∗D)-module, we usually mean a left module). It is holonomic if it
is DX -coherent and if moreover any local section of M is annihilated by some nonzero
local section of DX . Given a DX -module M , its (holomorphic) de Rham complex
DRM is the complex M
∇
−→ Ω1X ⊗OX M .
If M is OX -coherent, it is then OX -locally free, hence is a vector bundle with
connection. In such a case, the de Rham complex DRM has cohomology in degree 0
at most and H 0DRM = Ker∇ = M∇ is the sheaf of horizontal local sections
of M . It is a locally constant sheaf of finite dimensional C-vector spaces. Conversely,
M can be recovered from M∇ as M ≃ OX ⊗C M
∇ with the standard connection
on OX . This defines a perfect correspondence (equivalence of categories) between
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holomorphic vector bundles with connection and locally constant sheaves of finite-
dimensional C-vector spaces.
This elementary form of the Riemann-Hilbert correspondence extends to the case
where M is a holonomic DX -module with regular singularities. In such a case, the
shifted de Rham functor pDRM = DRM [1] is an equivalence from the category of
such DX -modules and that of C-perverse sheaves on X .
In this lecture, we consider holonomic DX -modules without any restriction on their
singularities (except that they are located on a fixed set D). It is well-known that the
de Rham complex above is not sufficient to recover the whole information of such a
module when it has irregular singularities. We therefore extend the target category,
which will be the category of Stokes-perverse sheaves as introduced in Lecture 4, and
define a modified de Rham functor with values in this category. Its H 0 consists of
horizontal local sections with moderate growth or rapid decay near the singular set D.
We will prove the Riemann-Hilbert correspondence (equivalence of categories) in
this setting, and we will also check the compatibility of the extended de Rham functor
with the duality functor, either for holonomic DX -modules, or for Stokes-perverse
sheaves (see §4.d).
This lecture mainly follows [Del07a, Del07c], [Mal83a], [BV89] and [Mal91,
§IV.3].
5.b. Some basic sheaves
On X . — We denote by OX the sheaf of holomorphic functions onX , by DX the sheaf
of holomorphic differential operators, by OX(∗D) the sheaf of meromorphic functions
on X with poles of arbitrary order on D, and we set DX(∗D) = OX(∗D)⊗OX DX .
On X˜ = X˜(D). — Since X˜(D) is a real manifold with boundary, the notion of
a C∞ function on X˜(D) is well-defined. Moreover, working in local polar coordinates
x = reiθ, one checks that the operator x∂x =
1
2 (r∂r + i∂θ) acts on C
∞
X˜
and we can
lift the ∂ operator on C∞X as an operator
∂ : C∞
X˜
−→ C∞
X˜
⊗̟−1OX ̟
−1Ω1
X
(logD),
where X denotes the complex conjugate Riemann surface. We will then set
AX˜ = Ker ∂.
This is a ̟−1DX -module, which coincides with OX∗ on X
∗ := XrD = X˜r̟−1(D).
We set DX˜ = AX˜ ⊗̟−1OX ̟
−1DX and we define similarly AX˜(∗D) and DX˜(∗D) by
tensoring with ̟−1OX(∗D).
We have already implicitly defined the sheaf A modD
X˜
(see Example 1.4) of holomor-
phic functions on X∗ having moderate growth along ∂X˜. Let us recall the definition
in the present setting. Given an open set U˜ of X˜ , a section f of A modD
X˜
on U˜ is a
holomorphic function on U∗ := U˜ ∩X∗ such that, for any compact set K in U˜ , in the
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neighbourhood of which D is defined by gK ∈ OX(K), there exists constants CK > 0
and NK > 0 such that |f | 6 CK |gK |
−NK on K.
Similarly, A rdD
X˜
consists of functions having rapid decay along ∂X˜: change the
definition above by asking that, for any K and any N > 0, there exists a constant
CK,N such that |f | 6 CK,N |gK |
N on K.
Both sheaves A modD
X˜
and A rdD
X˜
are left DX˜(∗D)-modules and are ̟
−1OX(∗D)-
flat. It will be convenient to introduce the quotient sheaf A grD
X˜
:= A modD
X˜
/A rdD
X˜
with its natural DX˜(∗D)-module structure. It is supported on ∂X˜ and is ̟
−1OX -flat
(because it has no nonzero ̟−1OX -torsion).
More information on these sheaves can be found for instance in [Mal83a, Maj84,
Mal91, Sab00]. In particular, R̟∗A
modD
X˜
= ̟∗A
modD
X˜
= OX(∗D), which will be
reproved in any dimension in Proposition 8.7.
On Ie´t. — Recall that I is the extension by 0 of the sheaf I∂X˜ . We will
use the definition of Remark 2.23 in order to consider I∂X˜ as a subsheaf of
i−1∂ j∂,∗OX∗/i
−1
∂ (j∂,∗OX∗)
lb on ∂X˜. We will use the following lemma.
Lemma 5.1. — Let U be an open subset of ∂X˜ and let ϕ ∈ Γ(U, I∂X˜). There exists
a unique subsheaf of (i−1∂ j∂,∗OX∗)|U , denoted by e
ϕA modDU (resp. by e
ϕA rdDU )
such that, for any θ ∈ U and any lifting ϕ˜θ ∈ I˜θ of the germ ϕθ ∈ Iθ,
the germ (eϕA modDU )θ (resp. (e
ϕA rdDU )θ) is equal to e
ϕ˜θA modDθ ⊂ (j∂,∗OX∗)θ
(resp. eϕ˜θA rdDθ ⊂ (j∂,∗OX∗)θ).
Proof. — It is a matter of checking that eϕ˜θA modDθ (resp. e
ϕ˜θA rdDθ ) does not depend
on the choice of the lifting ϕ˜θ. This is clear since any two such choices differ by a
locally bounded function.
We will define sheaves A modD
Ie´t
and A rdD
Ie´t
on Ie´t by their restrictions to the closed
and open subsets above, together with the gluing morphism.
• On Ie´tX∗ = X
∗, we set A modD
Ie´t
X∗
= A rdD
Ie´t
X∗
= OX∗ .
• On Ie´t
|∂X˜
, we universally twist the sheaves µ−1∂ A
modD
∂X˜
and µ−1∂ A
rdD
∂X˜
by eϕ as
follows. For any open subset U ⊂ ∂X˜ and any ϕ ∈ Γ(U, I), we set ϕ−1A modD
Ie´t
|∂X˜
:=
eϕA modDU ⊂ (i
−1
∂ j∂,∗OX∗)|U and we define ϕ
−1A rdD
Ie´t
|∂X˜
similarly (see Lemma 5.1 above;
note that on the left-hand side, ϕ is considered as a section of µ∂ : I
e´t
|∂X˜
→ ∂X˜, while
on the right-hand side, ϕ and eϕ are considered as local sections of i−1∂ j∂,∗OX∗). One
can check that these data correspond to sheaves A modD
Ie´t
|∂X˜
and A rdD
Ie´t
|∂X˜
, with A rdD
Ie´t
|∂X˜
⊂
A modD
Ie´t
|∂X˜
⊂ ı˜−1˜∗OX∗ .
• The previous inclusion is used for defining the gluing morphism defining A rdD
Ie´t
and A modD
Ie´t
as sheaves on Ie´t.
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We have natural inclusions A rdD
Ie´t
⊂ A modD
Ie´t
⊂ ˜∗OX∗ of sheaves on I
e´t. These
are inclusions of sheaves of µ−1DX˜(∗D)-modules. Indeed, this is clear on X
∗, and on
Ie´t
|∂X˜
one remarks that, in a local coordinate x used for defining I, ∂x(e
ϕA modD
∂X˜
) =
eϕ(∂x + ∂ϕ/∂x)A
modD
∂X˜
⊂ eϕA modD
∂X˜
, and similarly for A rdD
∂X˜
.
It will be convenient to introduce the notation A grD
Ie´t
for the quotient sheaf
A modD
Ie´t
/A rdD
Ie´t
. This sheaf is supported on Ie´t
|∂X˜
, and is also equipped with a natural
µ−1DX˜(∗D)-module structure.
These sheaves are flat over µ−1̟−1OX (i.e., they have no torsion).
Lemma 5.2. — The sheaves A modD
Ie´t
, A rdD
Ie´t
are pre-I-filtrations of j∂,∗OX∗ , the sheaf
A
grD
Ie´t
is a graded pre-I-filtration, and the exact sequence
0 −→ A rdD
Ie´t
−→ A modD
Ie´t
−→ A grD
Ie´t
−→ 0
is an exact sequence in Mod(CIe´t,6). Moreover, the pre-I-filtration morphisms
β6p
−1
1 → p
−1
2 are compatible with the µ
−1DX˜ -action.
Proof. — In order to prove the abstract pre-I-filtration property, we need to prove
that there are natural morphisms β6p
−1
1 A
modD
Ie´t
→ p−12 A
modD
Ie´t
, etc. compatible with
the exact sequence of the lemma and the µ−1DX˜ -action. This amounts to defining nat-
ural morphisms βϕ6ψe
ϕA modD
∂X˜
→ eψA modD
∂X˜
, etc. for any open set U ⊂ ∂X˜ and any
pair ϕ, ψ ∈ Γ(U, I∂X˜). On Uϕ6ψ, we have e
ϕA modD
∂X˜
= eψeϕ−ψA modD
∂X˜
⊂ eψA modD
∂X˜
,
and this inclusion defines the desired morphism. Notice that it is compatible with the
action of µ−1∂ DX˜ by definition.
Clearly, the natural inclusions of A modD
Ie´t
and A rdD
Ie´t
in ˜∗OX∗ = µ
−1j∂,∗OX∗ make
these sheaves pre-I-filtrations of j∂,∗OX∗ .
5.c. The Riemann-Hilbert correspondence for germs
The Riemann-Hilbert correspondence for germs of meromorphic connections
We recall here the fundamental results of Deligne [Del07a, Del07c] and Malgrange
[Mal83a], [Mal91, §IV.3]. We work here in a local setting, and we denote by O, D ,
etc. the germs at 0 ∈ C of the corresponding sheaves. We denote by S1 the fibre over 0
of the real blow-up space of C at 0, and by O˜, A mod 0, A rd 0, A gr0 the restriction
to S1 of the sheaves j∂,∗OX∗ , A
modD
X˜
, A rdD
X˜
and A grD
X˜
introduced above.
By a meromorphic connection M we mean a free O(∗0)-module of finite rank with
a connection. We can form various de Rham complexes, depending on the sheaves of
coeffcients.
(1) DRM = {M
∇
−→ Ω1 ⊗M } is the ordinary holomorphic de Rham complex.
(2) D˜RM = {O˜ ⊗ ̟−1M
∇
−→ O˜ ⊗ ̟−1(Ω1 ⊗ M )} is the multivalued essential
holomorphic de Rham complex.
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(3) DRmod0 M = {A mod 0⊗̟−1M
∇
−→ A mod 0⊗̟−1(Ω1⊗M )} is the moderate
de Rham complex (the tensor products are taken over ̟−1O and the connection is
extended in a natural way, by using the ̟−1D-structure on A mod0).
(4) DRrd 0 M = {A rd 0 ⊗̟−1M
∇
−→ A rd 0 ⊗̟−1(Ω1 ⊗M )} is the rapid-decay
de Rham complex.
SinceR̟∗A
mod0 = ̟∗A
mod0 = O(∗0) as already recalled, the projection formula
for the proper map ̟ gives
DRM ≃ R̟∗DR
mod 0
M .
On the other hand, D˜RM has cohomology in degree 0 at most, and this cohomology
is the locally constant sheaf with the same monodromy as the monodromy of the
local system of horizontal sections of M away from 0. We will denote by L the
corresponding local system on S1.
Theorem 5.3. — For any germ M of meromorphic connection, the complexes
DRmod 0 M , DRrd 0 M and DRgr0 M have cohomology in degree 0 at most.
The natural morphisms DRrd 0 M → DRmod0 M → D˜RM induce inclusions
H 0DRrd 0 M →֒ H 0DRmod0 M →֒ H 0D˜RM , and H 0DRgr0 M is equal to
H 0DRmod0 M /H 0DRrd 0 M .
Sketch of the proof. — We will indicate that DRmod0 M has cohomology in degree 0
at most. The proof for DRrd 0 M and DRgr0 M is similar, and the remaining part is
then straightforward.
(1) One first proves the result in the case where M = E ϕ := (O(∗0), d + dϕ) for
ϕ ∈ Px (see e.g. see e.g. [Was65] or [Mal91, App. 1]).
(2) Using that, for any complex number α, the local branches of the function xα
determine invertible local sections of A mod0
X˜
, (1) implies that the result holds for
any M of the form E ϕ ⊗Rα, where Rα is the free O[1/x]-module of rank one with
the connection d+ αdx/x.
(3) Using the well-known structure of free O[1/x]-modules (of any rank) with a
connection having a regular singularity, it follows from (2) that the result holds for
any M of the form E ϕ ⊗ Rϕ, where Rϕ has a connection with regular singularity.
We call a direct sum of such modules an elementary model.
(4) The theorem holds then for any M such that, locally on S1, A mod0
X˜
⊗̟−1O
̟−1M is isomorphic to an elementary model.
(5) By the Hukuhara-Turrittin theorem (see e.g. [Was65] or [Mal91, App. 1]),
there exists a ramification ρ : S1x′ → S
1
x such that the pull-back ρ
+M satisfies the
previous property (more precisely, ρ+M is locally isomorphic to an elementary model
after tensoring with the sheaf A mod0x′ ), hence the result holds for ρ
+M for any M
and a suitable ρ (that we can assume to be of the form x′ 7→ x′d = x).
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(6) We have A mod 0x′ = ρ
−1A mod 0x . Then
A
mod 0
x′ ⊗̟′−1O ̟
′−1
M = ρ−1
(
A
mod0
x ⊗̟−1O ̟
−1
M
)
,
and since x′∂x′ acts like as d·x∂x, we conclude that DR
mod0(ρ+M ) ≃ ρ˜−1DRmod0(M ).
As a consequence, if the theorem holds for ρ+M , it holds for M .
Corollary 5.4. — Let U be any open set of S1, let ϕ∈Γ(U, I) and set (see Lemma 5.1)
DR6ϕ M = DR(e
ϕ
A
mod0 ⊗M )
DR<ϕ M = DR(e
ϕ
A
rd 0 ⊗M )
DRgrϕ M = DR([e
ϕ
A
mod0/eϕA rd 0]⊗M ).
Then these complexes have cohomology in degree 0 at most. The natural mor-
phisms between these complexes induce inclusions H 0DR<ϕ M →֒ H
0DR6ϕ M →֒
H 0D˜RM , and H 0DRgrϕ M is equal to H
0DR6ϕ M /H
0DR<ϕ M .
We will use both notations DR60 and DR
mod0 (resp. DR<0 and DR
rd 0) for the
same complex.
Proof. — Assume first that ϕ is not ramified, i.e., comes from an element of Px.
Termwise multiplication by e−ϕ induces an isomorphism of complexes
DR6ϕ M
∼
−→ DRmod 0(E ϕ ⊗M )
and similarly for DR<ϕ and DRgrϕ . We can apply the previous result to E
ϕ ⊗ M
(where we recall that E ϕ = (O(∗0), d+ dϕ)).
If ϕ is ramified, then we first perform a suitable ramification ρ so that ϕ defines a
section of Px′ , and we argue as in (6) of the proof of Theorem 5.3 to descend to M .
Proposition 5.5. — Let ρ be such that M ′ = ρ+M is locally isomorphic on S1x′ to
an elementary model after tensoring with A mod0x′ . Then the subsheaves L
′
6ϕ′ :=
H 0DR6ϕ′ M
′ considered above (ϕ′ ∈ Px′) form a non-ramified Stokes filtration
on L ′ := H 0D˜RM . Moreover, it is a Stokes filtration on L , for which L6ϕ =
H 0DR6ϕ M , L<ϕ = H
0DR<ϕ M , and grϕ L = H
0DRgrϕ M , for any local sec-
tion ϕ of I.
Proof. — For the first point, one has to check the local gradedness property for
(L ′,L ′•). This is a direct consequence of the Hukuhara-Turrittin mentioned in (5)
of the proof above. Indeed, this theorem reduces the problem to showing that the
pre-Stokes filtration associated to a connection with regular singularity is the graded
Stokes filtration with zero as only exponential factor. This reduces to checking when
the function eϕ|x|α(log |x|)k has moderate growth, and this reduces to checking when
the function eϕ has moderate growth: we recover exactly the graded Stokes filtration.
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For the second point, we have to check that L ′6σ∗ϕ′ = σ˜
−1L ′6ϕ′ (see Definition
2.22). This follows from
σ+(E ϕ
′
⊗ ρ+M ) = E σ
∗ϕ′ ⊗ ρ+M .
Remarks 5.6. — Let us fix θ ∈ ∂X˜. Assume thatAX˜,θ⊗M ≃
⊕
ϕ∈Φ AX˜,θ⊗(E
ϕ⊗Rϕ)
for some germs of flat meromorphic bundles with a regular singularity, where Φ is a
finite set in Px.
(1) Note first that, for η ∈ Px, DR
mod 0(E η ⊗R)θ 6= 0 iff e
−η ∈ A mod0
X˜,θ
, that is, iff
0 6
θ
η.
(2) It follows that, for M as above, DR6η(M )θ ≃
⊕
06
θ
η+ϕDR
mod 0(E ϕ+η⊗Rϕ)θ.
In particular, DRgrη(M )θ ≃ DR
mod0(R−η)θ.
(3) Let us define the filtration (AX˜,θ ⊗M )6η by
⊕
ϕ|06
θ
η+ϕ AX˜,θ ⊗ (E
ϕ ⊗Rϕ).
This is the approach taken in [Moc11a, Moc11c]. We then have
DR6η(M )θ ≃ DR
mod0
(
E
η ⊗ (AX˜,θ ⊗M )6η
)
.
Definition 5.7 (The Riemann-Hilbert functor). — The Riemann-Hilbert functor RH
from the category of germs at 0 of meromorphic connections to the category
of Stokes-filtered local systems is the functor which sends an object M to
(H 0D˜RM ,H 0DR6 M ) and to a morphism the associated morphism at the
de Rham level.
Theorem 5.8 (Deligne [Del07a], Malgrange [Mal83a]). — The Riemann-Hilbert func-
tor M 7→ (H 0D˜RM ,H 0DR6 M ) is an equivalence of categories.
Proof of the full faithfulness. — We first define a morphism
H
0DRmod0 HomOX (M ,M
′) −→ Hom(L ,L ′)60.
The source of the desired morphism consists of local morphisms A mod0 ⊗ M →
A mod0 ⊗ M ′ which are compatible with the connection. These sections also send
eϕA mod0 ⊗ M in eϕA mod0 ⊗ M ′ for any section ϕ of I, hence, restricting to the
horizontal subsheaves, send L6ϕ in L
′
6ϕ for any such ϕ. In other words, they define
sections of Hom(L ,L ′)60.
To show that this morphism is an isomorphism, it is enough to argue locally near
θo ∈ S
1 and after a ramification, so that one can use the Hukuhara-Turrittin decom-
position for HomOX (M ,M
′) coming from that of M (indexed by Φ) and of M ′
(indexed by Φ′). In fixed local bases of A mod 0 ⊗ M and A mod 0 ⊗ M ′ adapted to
this decomposition, the matrix of a local section of H 0DRmod 0 HomOX (M ,M
′) has
blocks eϕ−ϕ
′
uϕ,ϕ′ , where uϕ,ϕ′ is a local horizontal section of HomOX (Rϕ,Rϕ′), that
is, of Hom(grϕ L , grϕ′ L
′). The condition that it has moderate growth is equivalent
to ϕ 6
θo
ϕ′, that is, is a section of Hom(grϕ L , grϕ′ L
′)60, as wanted.
Let us set N = HomOX (M ,M
′) with its natural connection. Then we have
HomD(M ,M
′) = H 0DRN . On the one hand, by the projection formula, DRN =
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R̟∗DR
mod0
N and by applying Theorem 5.3 to N , this is R̟∗H
0DRmod0 N .
Therefore, HomD(M ,M
′) = ̟∗H
0DRmod0 N .
As a consequence, HomD(M ,M
′) = Γ
(
S1,Hom(L ,L ′)60
)
, and the latter term
is Hom
(
(L ,L•), (L
′,L ′
•
)
)
.
Proof of the essential surjectivity. — We will need:
Lemma 5.9. — Any graded non-ramified Stokes-filtered local system on S1 comes from
an elementary model by Riemann-Hilbert.
Proof. — Using Exercise 2.6 and the twist, one is reduced to showing the lemma for
the Stokes-graded local system with only one exponential factor, this one being equal
to zero. We have indicated above that the germ of connection with regular singularity
corresponding to the local system L gives the corresponding Stokes-filtered local
system.
We will first prove the essential surjectivity when (L ,L•) is non-ramified. The
isomorphism class of (L ,L•) is obtained from the Stokes-graded local system gr• L
by giving a class in H1(S1,Aut<0(gr
•
L )).
Let M el be the elementary model corresponding to the Stokes-graded local system
gr• L as constructed in Lemma 5.9. Applying the last part of Proposition 5.5 to
End(M el) and the full faithfulness, we find
Endrd 0D (M
el) := H 0DR<0 EndO(M
el) = Hom(grL , grL )<0,
and therefore Autrd 0(M el) := Id+ Endrd 0D (M
el) = Aut<0(gr• L ).
A cocycle of Aut<0(gr
•
L ) determining (L ,L•) (with respect to some covering (Ii)
of S1) determines therefore a cocycle of Autrd 0(M el). If we fix a O(∗0)-basis of M el,
the Malgrange-Sibuya theorem (see [Mal83a, Mal91]) allows one to lift it as a zero
cochain (fi) of GLd(A
mod0), where d = rkM (the statement of the Malgrange-Sibuya
theorem is in fact more precise). This zero cochain is used to twist the connection
∇el of M el on A mod0 ⊗ M el as follows: on Ii we set ∇i = f
−1
i ∇
elfi. Since fif
−1
j
is ∇el-flat on Ii ∩ Ij , the connections ∇i glue together as a connection ∇ on the free
A mod0-module A mod0 ⊗M el. The matrix of ∇ in the fixed basis of M el is a global
section of End((A mod0)d), hence a section of End(O(∗0)d). In other words, ∇ defines
a new meromorphic connection on the O(∗0)-module M el, that we now denote M .
By construction, (L ,L•) and (H
0D˜RM ,H 0DR6 M ) are isomorphic, since they
correspond to the same cocycle.
Let us now prove the theorem in the ramified case. We have seen (see Definition
2.22) that a Stokes filtration on L is a non-ramified Stokes filtration on ρ˜−1L which
is equivariant with respect to the automorphisms σ˜, for a suitable ρ : X ′ → X .
Similarly, let M be a meromorphic connection and let M ∗ = j∗j
−1M , where j
denotes the inclusion Cr{0} →֒ C and where we implicitly consider germs at 0. Then
giving M as a subspace of M ∗ stable by the connection is equivalent to giving M ′
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as a subspace of ρ∗M ∗ compatible with the connection, and such that σ∗M ′ = M ′
in ρ∗M ∗, under the natural identification σ∗ρ∗M ∗ = ρ∗M ∗.
The essential surjectivity in the ramified case follows then from the functoriality
(applied to σ∗) of the Riemann-Hilbert functor.
Let Ô be the ring of formal power series in the variable x. If M is a germ of
meromorphic connection, we set M̂ = Ô ⊗O M . Recall (see e.g. [Mal91, Th. (1.5)
p. 45]) that M̂ decomposes as M̂reg ⊕ M̂irr where the first summand is regular and
the second one is purely irregular. Moreover, M̂reg is the formalization of a unique
regular meromorphic connection Mreg (which is in general not a summand of M ).
Proposition 5.10. — The diagram of functors
M
✤ //
❴
(H 0DRrd 0,H 0DRmod0)

Mreg❴
H 0DRmod 0

(L<0,L60)
✤ gr0 // G
commutes.
We note that the right vertical functor (to the category of local systems on S1) is
an equivalence. The point in the proposition is that the way from M to Mreg by the
lower path and the way by the upper horizontal arrow are not directly related, since
A mod0/A rd 0 is much bigger than ̟−1C((x)) (the latter sheaf is equal to A /A rd 0,
with AX˜ introduced at the beginning of §5.b).
Sketch of proof. — We will prove the result in the non-ramified case, the ramified
case being treated as above. In such a case, M̂irr decomposes itself as
⊕
ϕ 6=0 E
ϕ⊗ R̂ϕ
(Levelt-Turrittin decomposition) and we can easily define in a functorial way a lifting
Mirr of M̂irr by lifting each R̂ϕ occurring in the decomposition of M̂ . (One can
also define such a lifting in the ramified case, but we will not use it.) The functor
M 7→ Mreg factorizes thus through the functor M 7→ M
el = Mirr ⊕Mreg 7→ Mreg.
By definition, we have
gr0(L<0,L60) = L60/L<0 = DR
(
(A mod0/A rd 0)⊗̟−1O ̟
−1
M
)
.
The local isomorphisms
(A mod 0/A rd 0)⊗̟−1O ̟
−1
M
∼
−→ (A mod0/A rd 0)⊗̟−1O ̟
−1
M
el
deduced from the Hukuhara-Turrittin theorem glue together as a global isomorphism
since they correspond to the same gr0 L , according to Theorem 5.8 (this would not
be the case in general for the isomorphisms with coefficients in A mod 0 or A rd 0, and
this assertion is the main point of the proof). It is therefore enough to prove the
assertion in the case where M = M el, so that M = Mreg ⊕Mirr.
If ϕ 6= 0, then one checks that the natural morphism DRrd 0(E ϕ ⊗ R) →֒
DRmod 0(E ϕ ⊗ R) is a quasi-isomorphism (it is enough to check that it induces an
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isomorphism on H 0, since both H 1 are zero: this is Theorem 5.3). If ϕ = 0, then
DRrd 0 Mreg = 0, and DR
mod 0
Mreg is the local system defined by Mreg, hence the
assertion.
The Riemann-Hilbert correspondence for germs of holonomic D-modules
We remark (see [Mal91, p. 59]) that the category of germs of holonomic D-modules
is equivalent to the category of triples (M∗, M̂reg, µ̂), where
• M∗ is a locally free O(∗0)-module with connection,
• M̂reg is a regular holonomic D̂-module,
• µ̂ is a D̂-linear isomorphism (M̂∗)reg ≃ M̂reg(∗0).
Indeed, to a holonomic D-module M , we associate M∗ = O(∗0)⊗O M = M (∗0),
M̂ = Ô⊗O M which has a unique decomposition M̂ = M̂reg⊕M̂irr into regular part
and irregular part. Lastly, µ̂ is uniquely determined by the canonical isomorphism
(M̂ )(∗0) ≃ M̂ (∗0), by restricting to the regular summand of both terms.
On the other hand, one recovers the holonomic D-module M from (M∗, M̂reg, µ̂)
as the kernel of the morphism M∗⊕M̂reg → M̂reg(∗0), m∗⊕mr 7→ µ̂(m̂∗r)− l̂oc(m̂r),
where l̂oc is the natural localization morphism M̂reg → M̂reg(∗0).
The Riemann-Hilbert functor for germs of holonomic D-modules is now defined
as follows: to the holonomic D-module M = (M∗, M̂reg, µ̂) is associated the triple
((L ,L•), F̂ , ν) consisting of a Stokes-filtered local system (L ,L•), a germ of per-
verse sheaf F̂ and an isomorphism ν̂ : gr0 L ≃ ψxF̂ , where ψxF̂ is the local system
on S1 defined as in §4.g. The previous results make it clear that this functor is an
equivalence.
5.d. The Riemann-Hilbert correspondence in the global case. — We will
say that a coherent DX(∗D)-module is holonomic if it is holonomic as a DX -module.
Recall that, in some neighbourhood of D in X , holonomic DX(∗D)-modules are
locally free OX(∗D)-modules of finite rank with connection. On the other hand,
any holonomic DX -module M gives rise to a holonomic DX(∗D)-module M (∗D) :=
DX(∗D)⊗DX M . We will set MX˜ := AX˜ ⊗̟−1OX ̟
−1M and MIe´t = µ
−1MX˜ .
Let M • be an object of Db(DX). The de Rham functor
pDR : Db(DX)→ D
b(CX)
is defined by pDR(M •) = ωX ⊗
L
DX
M
•, where ωX is Ω
1
X regarded as a right DX -
module. It is usually written, using the de Rham resolution of ωX as a right DX -
module, as Ω1+
•
X ⊗OX M
•, with a suitable differential (there is a shift by one with
respect to the notation DR used in the previous paragraph). We define similarly
functors
•
pDRmodD
X˜
, pDRrdD
X˜
and pDRgrD
X˜
from Db(DX˜) to D
b(CX˜),
•
pDRmodD
Ie´t
, pDRrdD
Ie´t
and pDRgrD
Ie´t
from Db(µ−1DX˜) to D
b(CIe´t,6).
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These are obtained by replacing ωX with A
modD
X˜
⊗̟−1OX ̟
−1ωX , etc. That
pDRmodD
Ie´t
, etc. take value in Db(CIe´t,6) and not only in D
b(CIe´t) follows from
Lemma 5.2.
Theorem 5.11. — If M • is an object of Dbhol(DX(∗D)) (i.e., has holonomic cohomol-
ogy), then
•
pDRmodD
Ie´t
M
• is an object of DbSt-C-c(CIe´t,6),
•
pDRrdD
Ie´t
M
• is an object of DbcoSt-C-c(CIe´t,6),
•
pDRgrD
Ie´t
M
• is an object of Dbgr-C-c(CIe´t,6),
and the functor (called the Riemann-Hilbert functor) of triangulated categories
pDRIe´t := {
pDRrdDIe´t −→
pDRmodDIe´t −→
pDRgrD
Ie´t
+1
−−−→}
from Dbhol(DX(∗D)) to St(CIe´t,6) is t-exact when D
b
hol(DX(∗D)) is equipped with its
natural t-structure.
Proof. — One first easily reduces to the case whenM is a holonomicDX(∗D)-module.
The question is local, and we can assume that X is a disc with coordinate x. We will
denote by O, D , etc. the germs at the origin 0 (here equal to D) of the corresponding
sheaves. The result follows then from Corollary 5.4 and Proposition 5.5.
The Riemann-Hilbert correspondence for meromorphic connections. — We restrict
here the setting to meromorphic connections with poles on D at most.
Proposition 5.12. — The functor H −1pDRIe´t of Theorem 5.11 induces an equivalence
between the category of meromorphic connections on X with poles on D at most
and the category St-PervD,smooth(CIe´t,6) of Stokes-perverse sheaves which are locally
constant on X∗.
Recall (see Remark 4.13) that we also consider such objects as St-C-constructible
sheaves shifted by one, so we will mainly work with sheaves and the functor DR
instead of perverse sheaves and the functor pDR. The proof being completely parallel
to that of Theorem 5.8, we only indicate it.
Lemma 5.13 (Compatibility with Hom). — If M ,M ′ are meromorphic connections
on X with poles on D at most, then
H
0DRIe´t HomOX (M ,M
′) ≃ Hom(H 0DRIe´t M ,H
0DRIe´t M
′).
Proof. — It is similar to the first part of the proof of Theorem 5.8.
Proof of Proposition 5.12: full faithfulness. — It is analogous to the corresponding
proof in Theorem 5.8.
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Proof of Proposition 5.12: essential surjectivity. — Because both categories consist
of objects which can be reconstructed by gluing local pieces, and because the full
faithfulness proved above, it is enough to prove the local version of the essential
surjectivity. This is obtained by the similar statement in Theorem 5.8.
The Riemann-Hilbert correspondence for holonomic DX-modules. — For the sake
of simplicity, we consider here the Riemann-Hilbert correspondence for holonomic
DX -modules, and not the general case of D
b
hol(DX) of bounded complexes with
holonomic cohomology. We first define the Riemann-Hilbert functor with values in
St-PervD(CIe´t,6,D̂) (see §4.g). As for germs, we first remark (see [Mal91, p. 59])
that the category of holonomic DX -modules with singularity set contained in D is
equivalent to the category of triples (M∗,Mreg, µ̂), where
• M∗ is a locally free OX(∗D)-module with connection,
• M̂reg is a regular holonomic DD̂-module, where OD̂ is the formal completion of
OX at D and DD̂ = OD̂ ⊗OX DX ,
• µ̂ is a DD̂-linear isomorphism (OD̂ ⊗OX M∗)reg ≃ OD̂ ⊗OX Mreg(∗D).
Indeed, to a holonomic DX -module M , we associate M∗ = OX(∗D) ⊗OX M =
M (∗D), M̂ = OD̂ ⊗OX M which has a unique decomposition M̂ = M̂reg⊕ M̂irr into
regular part and irregular part. Lastly, µ̂ is uniquely determined by the canonical
isomorphism (M̂ )(∗D) ≃ M̂ (∗D), by restricting to the regular summand of both
terms.
On the other hand, one recovers M from data (M∗, M̂reg, µ̂) as the kernel of the
morphism M∗⊕ M̂reg → M̂reg(∗D), m∗⊕mr 7→ µ̂((m̂∗)r)− l̂oc(m̂r), where l̂oc is the
natural localization morphism M̂reg → M̂reg(∗D).
A statement similar to that of Proposition 5.10 holds in this global setting, since
it is essentially local at D.
The Riemann-Hilbert functor for holonomic D-modules is now defined as fol-
lows: to the holonomic DX -module M = (M∗, M̂reg, µ̂) is associated the triple
(pDRIe´tM∗, F̂ , ν̂), where
pDRIe´tM∗ is the Stokes-perverse sheaf attached to the
meromorphic connection M∗ := OX(∗D) ⊗OX M , F̂ =
pDR(M̂reg), and ν̂ is the
isomorphism defined from µ̂ and Proposition 5.10. At this point, we have proved that
this triple is a Stokes-perverse sheaf on X˜ (see §4.g) and have given the tools for the
proof of
Theorem 5.14. — The Riemann-Hilbert functor is an equivalence between the category
of holonomic DX -modules and the category of Stokes-perverse sheaves on X˜. Under
this equivalence, the de Rham functor pDR corresponds to the “associated perverse
sheaf” functor P (see Proposition 4.26).
5.e. Compatibility with duality for meromorphic connections. — We will
check the compatibility of the Riemann-Hilbert functor of Definition 5.7 with duality,
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of meromorphic connections on the one hand and of Stokes-filtered local systems on
the other hand (see Lemma 2.16). For the sake of simplicity, we do not go further
in checking the analogous compatibility at the level of holonomic D-modules and
Stokes-perverse sheaves. General results in this directions are obtained in [Moc10].
Let M be a germ of meromorphic connection, as in §5.d and let M ∨ be the dual
connection. Let (L ,L•) be the Stokes-filtered local system associated to M by the
Riemann-Hilbert functor RH of Definition 5.7. On the other hand, let (L ,L•)
∨ be
the dual Stokes-filtered local system, with underlying local system L ∨. We have a
natural and functorial identification
H
0D˜R(M ∨) = L ∨.
Proposition 5.15. — Under this identification, the Stokes filtration H 0DR6(M ∨) is
equal to the dual Stokes filtration (L6)
∨.
Proof. — The question is local, as it amounts to identifying two Stokes filtrations of
the same local system L ∨, hence it is enough to consider the case where M = E ϕ ⊗R
(we will neglect to check what happens with ramification). We will work on a neigh-
bourhood X of the origin, and its real blow-up space X˜. We will also restrict to
checking the compatibility for DR60,DR<0, since the compatibility for DR6ψ,DR<ψ
(any ψ) directly follows, according to Corollary 5.4 and its proof.
The result is clear if ϕ = 0. If ϕ 6= 0, we denote by Iϕ the open set of S
1
where e−ϕ has moderate growth. On the one hand, H 0DRmod0
(
(E ϕ ⊗ R)∨
)
is
equal to L ∨ on the open set I−ϕ and is zero on the complementary closed subset Iϕ
of S1. On the other hand, L<0 = L60 is equal to L on Iϕ and zero on I−ϕ. Then,
(L ∨)60, as defined in Proposition 2.14 (or Lemma 2.16), satisfies the same property
as H 0DRmod0
(
(E ϕ ⊗R)∨
)
does, and both subsheaves of L ∨ are equal.

LECTURE 6
APPLICATIONS OF THE RIEMANN-HILBERT
CORRESPONDENCE TO HOLONOMIC DISTRIBUTIONS
Summary. To any holonomic D-module on a Riemann surface X is associated
its Hermitian dual, according to M. Kashiwara. We give a proof that the Her-
mitian dual is also holonomic. As an application, we make explicit the local
expression of a holonomic distribution, that is, a distribution on X (in Schwartz’
sense) which is solution to a nonzero holomorphic differential equation on X.
The conclusion is that working with C∞ objects hides the Stokes phenomenon.
6.a. Introduction. — Let X be a Riemann surface. For each open set U of X ,
the space Db(U) of distributions on U (that is, continuous linear forms on the space
of C∞ functions on U with compact support, equipped with its usual topology) is
a left module over the ring DX(U) of holomorphic differential operators on U , since
any distribution can be differentiated with the usual rules of differentiation. These
spaces Db(U) form a sheaf DbX when U varies. Note that Db(U) is also acted on
by anti-holomorphic differential operators (that is, holomorphic differential operators
on the conjugate manifold X with structure sheaf OX = OX), and DbX is also a left
DX -module. Moreover, the actions of DX and of DX commute.
Given a DX -module M , its Hermitian dual is the DX -module HomDX (M ,DbX),
where the DX -action is induced by that on DbX . The main theorem in this lecture is
the result that, if M is holonomic, so is its Hermitian dual, and all ExtiDX (M ,DbX)
vanish identically. From the commutative algebra point of view, this duality is easier
to handle than the duality of D-modules, since it is a Hom and not a Ext1.
Owing to the fact that a holonomic DX -module is locally generated by one section,
this result allows one to give an explicit expansion of holonomic distributions on X ,
that is, distributions which are solution of a nonzero holomorphic differential equation.
The lecture shows an interplay between complex analysis (through the Stokes phe-
nomenon) and real analysis on a Riemann surface. The Stokes phenomenon is hidden,
in the C∞ world, behind the relation between the holomorphic and anti-holomorphic
part of a distribution (when this is meaningful).
The notion of Hermitian duality has been introduced by M. Kashiwara [Kas87],
who analyzed it mainly in the case of regular singularities, and gave also various
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applications to distributions (see also [Bjo¨93]). We will revisit the proof of the main
result in the case of irregular singularities, as given in [Sab00, §II.3]. The expansion
of holonomic distributions given in Theorem 6.5 follows that of [Sab06]. We will
revisit Hermitian duality in higher dimension in Lecture 12.
6.b. The Riemann-Hilbert correspondence for meromorphic connections
of Hukuhara-Turrittin type. — Let us go back to the local setting of §5.c. Let M˜
be a locally free A mod 0-module of rank d < ∞ on S1 with a connection ∇˜. We say
that M˜ is regular if, locally on S1, it admits a A mod 0-basis with respect to which
the matrix of the connection takes the form Cdx/x, where C is constant.
Let us start by noting that, locally on S1, one can fix a choice of the argument
of x, so the matrix xC is well-defined as an element of GLd(A
mod0), and therefore
a regular A mod0-connection of rank d is locally isomorphic to (A mod0)d with its
standard connection. As already mentioned in the proof of Theorem 5.3 (see [Mal91,
App. 1]), the derivation ∂x : A
mod0 → A mod0 is onto, and it is clear that its kernel
is the constant sheaf. As a consequence, for a regular A mod0-connection M˜ , the
sheaf Ker ∇˜ is a locally constant sheaf of rank d on S1, and the natural morphism
Ker ∇˜ ⊗C A
mod 0 → M˜ is an isomorphism of A mod0-connections.
We conclude that any regular A mod 0-connection M˜ takes the form M˜ =
A mod0 ⊗̟−1O ̟
−1M for some regular O(∗0)-connection M , which is nothing but
the regular meromorphic connection whose associated local system on the punctured
disc is the local system isomorphic to Ker ∇˜. According to the projection formula,
we also have M = ̟∗M˜ .
We now extend this result to more general A mod0-connections. As before, the
sheaf I on S1 is that introduced in §2.d.
Definition 6.1. — Let M˜ be a locally free A mod0-module of finite rank on S1. We
say that M˜ is of Hukuhara-Turrittin type if, for any θ ∈ S1, there exists a finite set
Φθ ⊂ Iθ such that, in some neighbourhood of θ, M˜ is isomorphic to the direct sum
indexed by ϕ ∈ Φθ of A
mod 0-connections (A mod 0, d+ dϕ)dϕ , for some dϕ ∈ N∗.
As indicated above, the regular part of each summand can be reduced to the
trivial connection d. On the other hand, to any A mod 0-connection one can associate
de Rham complexes DR6ψ M˜ and DR<ψ M˜ for any local section ψ of I, by the same
formulas as in Corollary 5.4. In particular, H 0DR6ψ M˜ is a subsheaf of the locally
constant sheaf H 0D˜RM˜ (horizontal sections with arbitrary growth along S1) and
defines a pre-I-filtration of this sheaf.
Proposition 6.2. — Assume that M˜ is of Hukuhara-Turrittin type. Then L6 :=
H 0DR6 M˜ is a I-filtration of L := H
0D˜RM˜ , for which L< coincides with
H 0DR< M˜ . Moreover, the correspondence M˜ 7→ (L ,L•) is an equivalence between
the category of A mod 0-connections of Hukuhara-Turrittin type and the category of
Stokes-filtered local systems.
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Proof. — We first note that, near θ, we have at most one non-zero morphism (up
to a scalar constant) from A mod 0 ⊗ E ϕ = (A mod 0, d + dϕ) to A mod0 ⊗ E ψ =
(A mod0, d+ dψ) as A mod0-connections, which is obtained by sending 1 to eϕ−ψ, and
this morphism exists if and only if ϕ 6
θ
ψ. In particular, both A mod 0-connections are
isomorphic near θ if and only if ϕ = ψ near θ, hence everywhere. As a consequence,
the set Φθ of Definition 6.1 is locally constant with respect to θ, and we may repeat
the proof of Theorem 5.3 and Corollary 5.4 for M˜ . Similarly, the proof of the full
faithfulness in Theorem 5.8 can be repeated for M˜ , since the main argument is local.
The essential surjectivity follows from the similar statement in Theorem 5.8.
Corollary 6.3. — Let M˜ be of Hukuhara-Turrittin type. Then M := ̟∗M˜ is a
O(∗0)-connection and M˜ = A mod 0 ⊗̟−1O ̟
−1M .
Proof. — Let (L ,L•) be the Stokes-filtered local system associated with M˜ by the
previous proposition and let N be a O(∗0)-connection having (L ,L•) as associated
Stokes-filtered local system, by Theorem 5.8. Let us set N˜ = A mod 0⊗̟−1O ̟
−1N .
Since N is O(∗0)-free, we have ̟∗N˜ = (̟∗A
mod0) ⊗O N = N . The identity
morphism (L ,L•) → (L ,L•) lifts in a unique way as a morphism M˜ → N˜ , by
the full faithfulness in Proposition 6.2, and the same argument shows that it is an
isomorphism. Therefore, ̟∗M˜ ≃ N .
6.c. The Hermitian dual of a holonomic DX-module. — We now assume
that X is a Riemann surface, and we denote by X the complex conjugate surface
(equipped with the structure sheaf OX := OX). The sheaf of distributions DbX on
the underlying C∞ manifold is at the same time a left DX and DX -module, and both
actions commute. If M is a left DX -module, then CXM := HomDX (M ,DbX) is
equipped with a natural structure of left DX -module, induced by that on DbX . This
object, called the Hermitian dual of M , has been introduced by M. Kashiwara in
[Kas87].
Theorem 6.4 ([Kas87], [Sab00]). — Assume that M is a holonomic DX-module.
Then ExtkDX (M ,DbX) = 0 for k > 0 and CXM is DX -holonomic.
We refer to [Kas87], [Bjo¨93] and [Sab00] for various applications of this result.
For instance, the vanishing of Ext1 implies the solvability in Db(Ω) for any linear
differential operator with meromorphic coefficients in an open set Ω ⊂ C.
Proof. — Let us recall various reductions used in [Kas87] and [Sab00]. If D is the
singular divisor of M , it is enough to prove the result for M (∗D), and one can replace
DbX with the sheaf Db
modD
X of distributions having moderate growth at D (whose
sections on an open set consist of continuous linear forms on the space of C∞ functions
with compact support on this subset and having rapid decay at the points of D in
this open set). In such a case, M (∗D) is a meromorphic bundle with connection,
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and the statement is that CmodDX (M (∗D)) := HomDX(∗D)(M (∗D),Db
modD
X ) is an
anti-meromorphic bundle with connection, and the corresponding Extk vanish for
k > 0.
One can then work locally near each point of D, and prove a similar result on
the real blow-up space X˜(D), by replacing M (∗D) with M˜ = A modD ⊗ M (∗D)
and DbmodDX with the similar sheaf Db
modD
X˜
on X˜ . One can then reduce to the
case where M˜ (∗D) has no ramification. It is then proved in [Sab00, Prop. II.3.2.6]
that ExtkD
X˜
(M˜ ,DbmodD
X˜
) = 0 for k > 0 and that CmodD
X˜
(M˜ ) is of Hukuhara-Turrittin
type (see [Sab00, p. 69]). One concludes in loc. cit. by analyzing the Stokes matrices,
but this can be avoided by using Corollary 6.3 above: we directly conclude that
Prop. II.3.2.6(2) of loc. cit. is fulfilled.
6.d. Asymptotic expansions of holonomic distributions. — We will apply
Theorem 6.4 to give the general form of a germ of holonomic distribution of one
complex variable. We follow [Sab06].
Since the results will be of a local nature, we will denote by X a disc centered
at 0 in C, with coordinate x. We denote by Dbmod0X the sheaf on X of distributions
on X r {0} with moderate growth at the origin (see above) and by Dbmod 0 its germ
at the origin. In particular Dbmod0 is a left D and D-module. Let u ∈ Dbmod 0 be
holonomic, that is, the D-module D · u generated by u in Dbmod0 is holonomic. In
other words, u is a solution of a non-zero linear differential operator with holomorphic
coefficients. Notice that Theorem 6.4 implies that D · u is also holonomic as a D-
module. Indeed, the inclusion D ·u →֒ Dbmod 0 is a germ of section σ of Cmod0X (D ·u)
which satisfies σ(u) = u. For a anti-holomorphic differential operator P , we have
(Pσ)(u) = Pu. There exists P 6= 0 with Pσ = 0, and thus Pu = 0.
Let ρ : X ′ → X , x′ 7→ x′d = x, be a ramified covering of degree d ∈ N∗. Then
the pull-back by ρ of a moderate distribution at 0 is well-defined as a moderate
distribution at 0 on X ′. If u is holonomic, so is ρ∗u (if u is annihilated by P ∈ D ,
then ρ∗P is well-defined in DX′,0(∗0) and annihilates ρ
∗u).
Theorem 6.5. — Let u be a germ at 0 of a moderate holonomic distribution on X.
Then there exist:
• an integer d, giving rise to a ramified covering ρ : X ′ → X,
• a finite set Φ ⊂ x′−1C[x′−1],
• for all ϕ ∈ Φ, a finite set Bϕ ∈ C and an integer Lϕ ∈ N,
• for all ϕ ∈ Φ, β ∈ Bϕ and ℓ = 0, . . . , Lϕ, a function fϕ,β,ℓ ∈ C
∞(X ′)
such that, in Dbmod 0(U ′) and in particular in C∞(U ′∗) (if U ′ is a sufficiently small
neighbourhood of 0 in X ′),
(6.5 ∗) ρ∗u =
∑
ϕ∈Φ
∑
β∈Bϕ
Lϕ∑
ℓ=0
fϕ,β,ℓ(x
′)eϕ−ϕ|x′|2βL(x′)ℓ, with L(x′) :=
∣∣log |x′|2∣∣ .
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Remarks 6.6
(1) Notice that, for ϕ ∈ x′−1C[x′−1], the function eϕ−ϕ is a multiplier in Dbmod 0
(since it is C∞ away from 0, with moderate growth, as well as all its derivatives, at
the origin). So are the functions |x′|2β and L(x′)ℓ.
(2) One can be more precise concerning the sets Bϕ, in order to ensure a minimality
property. For f ∈ C∞(X), the Taylor expansion of f at 0 expressed with x, x allows
us to define a minimal set E(f) ⊂ N2 such that f =
∑
(ν′,ν′′)∈E(f) x
ν′xν
′′
g(ν′,ν′′) with
g(ν′,ν′′) ∈ C
∞(X) and g(ν′,ν′′)(0) 6= 0. We will set E(f) = ∅ if f has rapid decay at 0.
It is not a restriction to assume (and we will do so) that any two distinct elements
of the index set Bϕ occurring in (6.5 ∗) do not differ by an integer, and that each
β ∈ Bϕ is maximal, meaning that the set
⋃
ℓE(fϕ,β,ℓ) is contained in N
2 and in no
subset (m,m) + N2 with m ∈ N∗.
We will first assume the existence of an expansion like (6.5 ∗) and we will make
precise in Corollary 6.11 below the ϕ, β such that fϕ,β,ℓ 6= 0 for some ℓ. We will allow
to restrict the neighbourhood U or U ′ as needed.
Let M denote the D [x−1]-module generated by u in Dbmod 0. Then M is a free
O[x−1]-module of finite rank equipped with a connection, induced by the action ∂x.
Let ρ : X ′ → X be a ramification such that M ′ := ρ+M is formally isomorphic to
M ′el = ⊕ϕ∈Φ(E
ϕ ⊗Rϕ). The germ ρ
+M is identified to the D ′[x′−1]-submodule of
Db
mod0
X′,0 generated the moderate distribution v = ρ
∗u. In particular, v is holonomic
if u is so.
Definition 6.7. — We say that the holonomic moderate distribution u has no ramifi-
cation if one can choose ρ = Id.
In the following, we will assume that u has no ramification, since the statement
of the theorem is given after some ramification. We will however denote by v such
a distribution, in order to avoid any confusion. For ψ ∈ x−1C[x−1], let Mψ be the
D [x−1]-module generated by eψ−ψv in Dbmod0. Note that eψ−ψv is also holonomic
and that this module is O[x−1]-locally free of finite rank with a connection.
We can write a differential equation satisfied by eψ−ψv in the following way:
[b(x∂x) − xQ(x, x∂x)] · e
ψ−ψv = 0, for some nonzero polynomial b(s) ∈ C[s]. Up
to multiplying this equation on the left by a polynomial in x∂x, we can find a differ-
ential equation satisfied by eψ−ψv of the following form:
(6.8)
[ k(1)∏
k=0
∏
β∈B′
ψ
(v)
[
− (x∂x − β − k)
]L′ψ,β − xPψ,1] · eψ−ψv = 0,
for some minimal finite set B′ψ(v) ⊂ C (in particular no two elements of B
′
ψ(v) differ
by a nonzero integer), Pψ,1 ∈ C{x}〈x∂x〉, and for each β ∈ B′ψ(v), L
′
ψ,β(v) ∈ N.
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Iterating this relation gives a relation of the same kind, for any j ∈ N∗:
(6.9)
[ k(j)∏
k=0
∏
β∈B′
ψ
(v)
[
− (x∂x − β − k)
]L′ψ,β − xjPψ,j] · eψ−ψv = 0.
One defines in a conjugate way the objects L′′ψ,β and B
′′
ψ(v). One then sets
(6.10) Bψ(v) =
[
B′ψ(v) ∩ (B
′′
ψ(v) − N)
]
∪
[
(B′ψ(v)− N) ∩B
′′
ψ(v)
]
⊂ B′ψ(v) ∪B
′′
ψ(v).
In other words, β ∈ Bψ(v) iff β ∈ B
′
ψ(v)∪B
′′
ψ(v) and both (β+N)∩B
′
ψ(v) and (β+N)∩
B′′ψ(v) are non-empty. For all β ∈ C, let us set Lψ,β(v) = min{L
′
ψ,β(v), L
′′
ψ,β(v)}.
We denote by Φ(v) the set of ϕ for which the component E ϕ ⊗R′ϕ of the formal
module associated with D [x−1] · v is non-zero. It is also the set of ϕ for which the
component E−ϕ ⊗R′′ϕ of the formal module associated with D [1/x] · v is non-zero, as
a consequence of the proof of Theorem 6.4.
Corollary 6.11. — Let v be a holonomic moderate distribution with no ramification.
Then v has an expansion (6.5 ∗) in Dbmod0, with Φ = Φ(v) and Bϕ = Bϕ(v). More-
over, if fϕ,β,ℓ 6= 0 and if the point (k
′, k′′) ∈ N2 is in E(fϕ,β,ℓ), then β+k′ ∈ B′ϕ(v)+N
and β + k′′ ∈ B′′ϕ(v) + N.
Proof. — We assume that the theorem is proved. We will use the Mellin transforma-
tion to argue on each term of (6.5 ∗). Let χ be a C∞ function with compact support
contained in an open set where v is defined, and identically equal to 1 near 0. We will
also denote by χ the differential form χ i2π dx ∧ dx. On the other hand, let us choose
a distribution v˜ inducing v on Xr {0} and let p be its order on the support of χ. Let
us first consider the terms in (6.5 ∗) for which ϕ = 0.
For all k′, k′′ ∈ N, the function s 7→ 〈v˜, |x|2sx−k
′
x−k
′′
χ〉 is defined and holomorphic
on the half plane {s | 2Re s > p + k′ + k′′}. For all j > 1, let us denote by Qj the
operator such that (6.9) (for ψ = 0) reads Qj · v = 0. Then Qj · v˜ is supported
at the origin. It will be convenient below to use the notation α for −β − 1 and to
set A′ϕ(v) = {α | β = −α − 1 ∈ B
′
ϕ(v)}. We deduce then that, on some half plane
Re s≫ 0, the function[ k(j)∏
k=0
∏
α∈A′0(v)
(s− α− k′ + k)L
′
0,α
]
〈v˜, |x|2sx−k
′
x−k
′′
χ〉
coincides with a holomorphic function defined on {s | 2Re s > p + k′ + k′′ − j}.
Applying the same argument in a anti-holomorphic way, we obtain that, for each
k′, k′′ ∈ N, the function s 7→ 〈v˜, |x|2sx−k
′
x−k
′′
χ〉 can be extended as a meromorphic
function on C with poles contained in (A′0(v)+k
′−N)∩ (A′′0(v)+k
′′−N), the order of
the pole at α+Z being bounded by L0,α(v). Moreover, this function does not depend
on the choice of the lifting v˜ of v.
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Lemma 6.12. — If ϕ 6= 0, then for any function g ∈ C∞(X), the Mellin transform of
g(x)eϕ−ϕ|x|2βL(x)ℓ is an entire function of the variable s.
Proof. — We will show that this Mellin transform is holomorphic on any half plane
{s | Re s > −q} (q ∈ N). In order to do so, for q fixed, we decompose g as the sum of a
polynomial in x, x and a remaining term which vanishes with high order at the origin
so that the corresponding part of the Mellin transform is holomorphic for Re s > −q.
One is thus reduced to showing the lemma when g is a monomial in x, x. One can
then find differential equations for g(x)eϕ−ϕ|x|2βL(x)ℓ of the kind (6.9) (j ∈ N∗)
with exponents L′ equal to zero, and anti-holomorphic analogues. Denoting by p the
order of a distribution lifting this moderate function, we find as above that the Mellin
transform is holomorphic on a half plane 2Re s > p + k′ + k′′ − j. As this holds for
any j, the Mellin transform, when g is a monomial, is entire. The Mellin transform
for general g is thus holomorphic on any half plane {s | Re s > −q}, thus is also
entire.
Let us now compute the Mellin transform of the expansion (6.5 ∗) for v. Let us first
consider the terms of the expansion (6.5 ∗) for v for which ϕ = 0. We will use the prop-
erty that, for all (ν′, ν′′) ∈ Z2 not both negative and any function g ∈ C∞(X) such that
g(0) 6= 0, the poles of the meromorphic function s 7→ 〈g(x)|x|2βL(x)ℓ, |x|2sxν
′
xν
′′
χ〉
are contained in α − N (with α = −β − 1), and there is a pole at α if and only if
ν′ = 0 and ν′′ = 0, this pole having order ℓ+ 1 exactly.
Let β ∈ B0, where B0 satisfies the minimality property of Remark 6.6(2) and
let Eβ ⊂ N2 be minimal such that Eβ + N2 =
⋃
ℓ(E(f0,β,ℓ) + N
2). It follows from
the previous remark and from the expansion (6.5 ∗) that, for each (k′, k′′) ∈ Eβ , the
function s 7→ 〈v˜, |x|2sx−k
′
x−k
′′
χ〉 has a non trivial pole at α; from the first part
of the proof we conclude that α − k′ ∈ A′0(v) − N and α − k
′′ ∈ A′′0 (v) − N, that is,
β+k′ ∈ B′0(v)+N and β+k
′′ ∈ B′′0 (v)+N. By Remark 6.6(2) for β ∈ B0, there exists
(k′, k′′) ∈ Eβ with k
′ = 0 or k′′ = 0. As a consequence, we have β ∈ Bϕ(v) (defined
by (6.10)), and the property of the corollary is fulfilled by the elements (k′, k′′) of Eβ .
It is then trivially fulfilled by the elements (k′, k′′) of all the subsets E(f0,β,ℓ).
The same result holds for the coefficients fϕ,β,ℓ by applying the previous argument
to the moderate distribution eϕ−ϕv.
Proof of Theorem 6.5. — We go back to the setting of the theorem. Recall that we
set M = D(∗0) · u ⊂ Dbmod 0 and Cmod 0M = HomD(∗0)(M ,Db
mod 0). There is
thus a canonical D ⊗C D-linear pairing
k : M ⊗C C
mod0
M −→ Dbmod 0, (m,µ) 7−→ µ(m).
Since M is generated by u as a D(∗0)-module, an element µ ∈ Cmod0M is determined
by its value µ(u) ∈ Dbmod 0. Therefore, there exists a section 1u of C
mod0M such
that 1u(u) = u.
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We are thus reduced to proving the theorem in the case where
k : M ′ ⊗C M
′′ −→ Dbmod0
is a sesquilinear pairing between two free O(∗0)-modules of finite rank with connec-
tion, m′,m′′ are local sections of M ′,M ′′, and u = k(m′,m′′).
As we allow cyclic coverings, we can also reduce to the case where both M ′ and M ′′
have a formal decomposition with model M ′el and M ′′el (when M ′′ = Cmod 0M ′,
if this assumption is fulfilled for M ′, it is also fulfilled for M ′′, as follows from the
proof of Theorem 6.4). We will still denote by x the variable after ramification, and
by X the corresponding disc.
We then introduce the real blow-up space e : X˜ → X at the origin, together with
the sheaves AX˜ (see §5.b) and Db
mod 0
X˜
(sheaf on X˜ of moderate distributions along
e−1(0) = S1). Lastly, we set M˜ = AX˜ ⊗e−1O e
−1M (for M = M ′,M ′′). This is a
left DX˜ -module which is AX˜(∗0)-free.
The pairing k can be uniquely extended as a DX˜ ⊗C D˜X
-linear pairing
k˜ : M˜ ′ ⊗C M˜ ′′ −→ Db
mod0
X˜
(because M ′,M ′′ are O(∗0)-free). One can then work locally on X˜ with k˜ and,
according to the Hukuhara-Turrittin theorem, we can replace M˜ ′ et M˜ ′′ by their
respective elementary models
⊕
ϕ(E
ϕ ⊗R′ϕ) and
⊕
ϕ(E
ϕ ⊗R′′ϕ).
Lemma 6.13. — If ϕ, ψ ∈ x−1C[x−1] are distinct, any sesquilinear pairing k˜ϕ,ψ :
(E ϕ ⊗R′ϕ)⊗C (E
−ψ ⊗R′′−ψ)→ Db
mod 0
X˜
takes values in the subsheaf of C∞ functions
with rapid decay.
Proof. — Since eψ−ψ is a multiplier on Dbmod 0
X˜
, we can assume that ψ = 0 for
example. By induction on the rank of R′ϕ and R
′′
0 , we can reduce to the rank-one
case, and since the functions xα and xβ are also multipliers, we can reduce to the case
where R′ϕ and R
′′
0 are both equal to O(∗0). Now, denoting by “e
ϕ” the generator 1
of E ϕ, the germ of moderate distribution u˜ = k˜(“eϕ”, 1) on X˜ satisfies ∂xu˜ = 0 and
∂xu˜ = ϕ
′(x)u˜. It follows that u˜|X∗ = e
ϕ with 0 6= ϕ ∈ x−1C[x−1]. Therefore, u˜ has
moderate growth at θ ∈ S1 ⇔ u˜ has rapid decay at θ.
In a similar way (using the Jordan normal form for the matrix of the connection
on R′0,R
′′
0 ), one checks that the diagonal terms k˜ϕ,ϕ(m˜
′, m˜′′) decompose as a sum,
with coefficients in C∞
X˜
, of terms eϕ−ϕxβ
′
xβ
′′
(log x)j(log x)k (β′, β′′ ∈ C, j, k ∈ N).
One rewrites each term as a sum, with coefficients in C∞
X˜
, of terms |x|2βL(x)ℓ (β ∈ C,
ℓ ∈ N).
If m′,m′′ are local sections of M ′,M ′′, one uses a partition of the unity on X˜ to
obtain for e∗k(m′,m′′) an expansion like in (6.5 ∗), with coefficients f˜ϕ,β,ℓ in e∗C
∞
X˜
,
up to adding a C∞ function with rapid decay along e−1(0); such a function can
be incorporated in one of the coefficients f˜ϕ,β,ℓ. We denote then by B˜ϕ the set of
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indices β corresponding to ϕ. Since |x| is C∞ on X˜, one can assume that two distinct
elements of B˜ϕ do not differ by half an integer.
It remains to check that this expansion can be written with coefficients fϕ,β,ℓ in
C∞(X). We will use the Mellin transformation, as in Corollary 6.11, from which we
only take the notation.
We will use polar coordinates x = reiθ . A function f˜ ∈ e∗C
∞
X˜
has a Taylor
expansion
∑
m>0 f˜m(θ)r
m, where f˜m(θ) is C
∞ on S1 and expands as a Fourier series∑
n f˜mne
inθ. Such a function can be written as
∑0
k=−2k0
gk(x)|x|
k with k0 ∈ N and
gk ∈ C
∞(X) if and only if
(6.14) f˜m,n 6= 0 =⇒
m± n
2
> −k0.
Indeed, one direction is easy, and if (6.14) is fulfilled, let us set k = min(m−n,m+n).
We have k ∈ Z and k > −2k0. One writes f˜m,neinθrm = f˜m,n|x|kxℓ
′
xℓ
′′
with ℓ′, ℓ′′∈N.
The part of the Fourier expansion of f˜ corresponding to k fixed gives, up to multiplying
by |x|k, according to Borel’s lemma, a function gk(x) ∈ C
∞(X). The difference
f˜ −
∑0
k=−2k0
gk(x)|x|
k is C∞ on X˜, with rapid decay along S1. It is thus C∞ on X ,
with rapid decay at the origin. One can add it to g0 in order to obtain the desired
decomposition of f˜ .
The condition (6.14) can be expressed in terms of Mellin transform. Indeed, one
notices that, for all k′, k′′ ∈ 12N such that k
′ + k′′ ∈ N, the Mellin transform s 7→
〈f˜ , |x|2sx−k
′
x−k
′′
χ〉, which is holomorphic for Re(s) ≫ 0, extends as a meromorphic
function on C with simple poles at most, and these poles are contained in 12Z. The
condition (6.14) is equivalent to the property:
(6.15) there exists k0 ∈ N such that, for all k′, k′′ ∈
1
2N with k
′ + k′′ ∈ N, the
poles of s 7→ 〈f˜ , |x|2sx−k
′
x−k
′′
χ〉 are contained in the intersection of the sets
k0 − 1 + k
′ − 12N
∗
and k0 − 1 + k
′′ − 12N
∗
.
Arguing by decreasing induction on ℓ, that is also on the maximal order of the
poles, we conclude that a function f˜ =
∑L
ℓ=0 f˜ℓL(x)
ℓ with coefficients in C∞(X˜) can
be rewritten as
∑
−2k06k60
∑L
ℓ=0 gk,ℓ(x)|x|
kL(x)ℓ with gk,ℓ ∈ C
∞(X) if and only if
(6.15) is fulfilled by s 7→ 〈f˜ , |x|2sx−k
′
x−k
′′
χ〉 (and the poles have order 6 L+ 1).
Now, if B˜0 ⊂ C is a finite set such that two distinct elements do not differ
by half an integer, a function f˜ =
∑
β∈B˜0
∑L
ℓ=0 f˜β,ℓ|x|
2βL(x)ℓ with coefficients
in C∞(X˜) can be rewritten
∑
β∈B0
∑L
ℓ=0 fβ,ℓ|x|
2βL(x)ℓ for some subset B0, with
fβ,ℓ ∈ C
∞(X), if and only if there exists a finite subset A0 ⊂ C such that, for all
k′, k′′ ∈ 12N with k
′ + k′′ ∈ N, the poles of s 7→ 〈f˜ , |x|2sx−k
′
x−k
′′
χ〉 are contained in
(A0 + k
′ − N) ∩ (A0 + k′′ − N).
Lastly, if f˜ has an expansion of the kind (6.5 ∗) with coefficients in C∞(X˜), the
condition above applied to f˜ is equivalent to the fact that f˜ can be rewriten with
coefficients f0,β,ℓ ∈ C
∞(X), according to an obvious analogue of Lemma 6.12.
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We apply this to k(m′,m′′): that the condition on the Mellin transform is fulfilled
is seen by using equations like (6.8) for m′ and m′′, in the same way as in Corollary
6.11 and this gives the result for the coefficients corresponding to ϕ = 0. If ϕ 6= 0,
one applies the same reasoning to E−ϕ ⊗M ′ et E ϕ ⊗M ′′.
6.e. Comments. — The notion of Hermitian dual of aD-module was introduced by
M. Kashiwara in [Kas87], where many applications of the property that the Hermitian
dual of a holonomic D-module remains holonomic have been given (see also [Bjo¨93]).
Kashiwara only treated the case of regular holonomic D-modules (in arbitrary dimen-
sion), and examples of such regular holonomic distributions also appear in [Bar83].
The vanishing of Ext1 in Theorem 6.4 is already apparent in [Mal74, Th. 10.2], if
one restricts to the real domain however. The analysis of the Hom has been done in
[Sve81], in particular Th. 3.1 which is a real version of Theorem 6.5, still in the real
domain (I thank J.-E. Bjo¨rk for pointing this reference out to me).
LECTURE 7
RIEMANN-HILBERT AND LAPLACE ON
THE AFFINE LINE (THE REGULAR CASE)
Summary. The Laplace transform FM of a holonomic D-module M on the
affine line A1 is also holonomic. If M has only regular singularities (included
at infinity), FM provides the simplest example of an irregular singularity (at
infinity). We will describe the Stokes-filtered local system attached to FM at
infinity in terms of data of M . More precisely, we define the topological Laplace
transform of the perverse sheaf pDRanM as a perverse sheaf on Â1 equipped
with a Stokes structure at infinity. We make explicit this topological Laplace
transform. As a consequence, if k is a subfield of C and if we have a k-structure
on pDRanM , we find a natural k-structure on pDRanFM which extends to the
Stokes filtration at infinity. In other words, the Stokes matrices can be defined
over k. We end this lecture by analyzing the behaviour of duality by Laplace
and topological Laplace transformation, and the relations between them.
7.a. Introduction. — We denote by C[t]〈∂t〉 the Weyl algebra in one variable,
consisting of linear differential operators in one variable t with polynomial coefficients.
LetM be a holonomic C[t]〈∂t〉-module (i.e.,M is a left C[t]〈∂t〉-module such that each
element is annihilated by some nonzero operator in C[t]〈∂t〉), that we also regard as
a sheaf of holonomic modules over the sheaf DA1 of algebraic differential operators on
the affine line A1 (with its Zariski topology). Its Laplace transform FM (also called
the Fourier transform) is a holonomic C[τ ]〈∂τ 〉-module, where τ is a new variable.
Recall that FM can be defined in various equivalent ways. We consider below the
Laplace transform with kernel etτ , and a similar description can be made for the
inverse Laplace transform, which has kernel e−tτ .
(1) The simplest way to define FM is to set FM = M as a C-vector space and
to define the action of C[τ ]〈∂τ 〉 in such a way that τ acts as −∂t and ∂τ as t (this
is modeled on the behaviour of the action of differential operators under Fourier
transform of temperate distributions).
(2) One can mimic the Laplace integral formula, replacing the integral by the direct
image of D-modules. We consider the diagram
A1 × Â1
p
{{✈✈
✈✈
✈✈
✈ p̂
##❍
❍❍
❍❍
❍❍
A1 Â1
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where t is the coordinate on A1 and τ that on Â1. Then FM = p̂+(p+M ⊗Etτ ), where
Etτ is C[t, τ ] equipped with the connection d+d(tτ), and p+M is C[τ ]⊗CM equipped
with its natural connection. Recall also that p̂+ is the direct image of D-modules,
which is defined here in a simple way: p̂+(p
+M ⊗ Etτ ) is the complex
0 −→ (p+M ⊗ Etτ )
∂t−−−→ (p+M ⊗ Etτ ) −→ 0
where the source of ∂t is in degree −1 and the target in degree 0. More concretely,
this complex is written
0 −→ C[τ ]⊗CM
1⊗ ∂t + τ ⊗ 1−−−−−−−−−−−−→ C[τ ]⊗CM −→ 0
and one checks that the differential is injective, so that the complex is quasi-isomorphic
to its cokernel. This complex is in the category of C[τ ]-modules, and is equipped with
an action of C[τ ]〈∂τ 〉, if ∂τ acts as ∂τ ⊗ 1 + 1⊗ t. The map C[τ ]⊗CM →M sending
τk ⊗m to (−∂t)
km identifies the cokernel with FM as defined in (1).
(3) It will be useful to work with the analytic topology (not the Zariski topology,
as above). In order to do so, one has to consider the projective completion P1 of A1
(resp. P̂1 of Â1) obtained by adding the point ∞ to A1 (resp. the point ∞̂ to Â1). In
the following, we shall denote by t′ (resp. τ ′) the coordinate centered at∞ (resp. ∞̂),
so that t′ = 1/t (resp. τ ′ = 1/τ) on A1 r {0} (resp. on Â1 r {0̂}). We consider the
diagram
(7.1)
P1 × P̂1
p
{{✈✈
✈✈
✈✈
✈ p̂
##❍
❍❍
❍❍
❍❍
P1 P̂1
Let M (resp. FM) be the algebraic DP1-module (resp. DP̂1-module) deter-
mined by M (resp. FM): it satisfies by definition M = OP1(∗∞) ⊗O
P1
M and
M = Γ(P1,M) (and similarly for FM). It is known that M (resp. FM) is still
holonomic. Let M (resp. FM ) be its analytization. We now write DP1 (resp. DP̂1)
instead of DanP1 (resp. D
an
P̂1
). Notice that, by definition, M = OP1(∗∞) ⊗O
P1
M
and FM = O
P̂1
(∗∞̂) ⊗O
P̂1
FM . Applying a similar construction to Etτ we get
E tτ on P1 × P̂1, which is a free O
P1×P̂1(∗(D∞ ∪ D∞̂))-module of rank one, with
D∞ ∪D∞̂ = P
1 × P̂1 r (A1 × Â1). Then we have
F
M = H 0p̂+(p
+
M ⊗ E tτ ).
If M is a regular holonomic C[t]〈∂t〉-module (i.e., regular at finite distance and at
infinity), the following is well-known (see e.g. [Mal91] for the results and the defini-
tion of the vanishing cycle!moderate functor):
(a) The Laplace transform FM is holonomic, has a regular singularity at the origin
τ = 0, no other singularity at finite distance, and possibly irregular at infinity.
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(b) The formal structure of FM at infinity can be described exactly from the van-
ishing cycles of M (or of DRanM) at its critical points at finite distance. More
precisely, denoting by F̂M the formalized connection at ∞̂, we have a decomposition
F̂M ≃
⊕
c(E
c/τ ′ ⊗Rc), where the sum is taken over the singular points c ∈ A1 of M ,
and Rc is a regular formal meromorphic connection corresponding in a one-to-one
way to the data of the vanishing cycles of the perverse sheaf pDRanM at c. As a con-
sequence, the set of exponential factors of the Stokes filtration of FM at ∞̂ consists
of these c/τ ′, and the Stokes filtration is non-ramified.
The purpose of this lecture is to give an explicit formula for the Stokes filtration
of FM at infinity, in terms of topological data obtained from M . More precisely, let
F = pDRanM be the analytic de Rham complex ofM (shifted according to the usual
perverse convention). The question we address is a formula for the Stokes filtration
of FM at τ = ∞ in terms of F only. In other words, we will define a topological
Laplace transform of F as being a perverse sheaf on Â1 with a Stokes filtration at
infinity, in such a way that the topological Laplace transform of DRanM is DRan FM
together with its Stokes filtration at infinity (i.e., DRan FM as a Stokes-perverse sheaf
on P̂1, see Definition 4.12).
A consequence of this result is that, if the perverse sheaf F is defined over Q (say),
then the Stokes filtration of FM at infinity is also defined over Q.
7.b. Direct image of the moderate de Rham complex. — Our goal is to
obtain the Stokes filtration of FM at infinity as the direct image by p̂ of a sheaf
defined over a completion of A1 × Â1 (integral formula).
LetX := P˜1 be the real blow-up space of P1 at∞ (in order to simplify the notation,
we do not use the same notation as in Lecture 4). This space is homeomorphic to
a closed disc with boundary S1∞ := S
1 × {∞}. A similar construction can be done
starting from Â1 and its projective completion P̂1. We get a space X̂ :=
˜̂
P1 with
boundary S1∞̂. We set X
∗ = X r {0} and X̂∗ := X̂ r {0̂}.
We thus have a diagram
(7.2)
P1 × X̂
Id× ̟̂

q̂

P1 × P̂1
p
{{①①
①①
①①
①①
①① p̂
##❋
❋❋
❋❋
❋❋
❋❋
❋
P1 P̂1 X̂
̟̂oo
We denote by A mod ∞̂
X̂
the sheaf on X̂ of holomorphic functions on Â1 which have
moderate growth along S1∞̂.
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Similarly we denote by A mod ∞̂
P1×X̂
the sheaf on P1 × X̂ of holomorphic functions on
P1 × Â1 which have moderate growth along P1 × S1∞̂. We have a natural inclusion
(7.3) q̂−1A mod ∞̂
X̂
−֒→ A mod ∞̂
P1×X̂
.
We will denote by DRmod ∞̂ the de Rham complex of a D-module with coefficients
in such rings.
Lemma 7.4. — There is a functorial morphism
(7.460) DR
mod ∞̂(FM ) −→ Rq̂∗DR
mod ∞̂(p+M ⊗ E tτ )[1]
and this morphism is injective on the zero-th cohomology sheaves.
Proof. — Let us first consider the relative de Rham complex DRmod ∞̂q̂ (p
+M ⊗ E tτ )
defined as
A
mod ∞̂
P1×X̂
⊗ (p+M ⊗ E tτ )
∇′
−−−→ A mod ∞̂
P1×X̂
⊗
[
Ω1
P1×X̂/X̂
⊗ (p+M ⊗ E tτ )
]
,
where ∇′ is the relative part of the connection on (p+M ⊗ E tτ ), i.e., which differ-
entiates only in the P1 direction. Then DRmod ∞̂(p+M ⊗ E tτ ) is the single complex
associated to the double complex
DRmod ∞̂q̂ (p
+
M ⊗ E tτ )
∇′′
−−−−→
(
(Id⊗̟)−1Ω1
P1×P̂1/P1
)
⊗DRmod ∞̂q̂ (p
+
M ⊗ E tτ ),
where ∇′′ is the connection in the P̂1 direction. Hence, Rq∗DR
mod ∞̂(p+M ⊗ E tτ ) is
the single complex associated to the double complex
Rq̂∗DR
mod ∞̂
q̂ (p
+
M ⊗ E tτ )
∇′′
−−−−→ ̟−1Ω1
P̂1
⊗Rq̂∗DR
mod ∞̂
q̂ (p
+
M ⊗ E tτ ).
The point in using the relative de Rham complex is that it is a complex of ( ̟̂ ◦q̂)−1O
P̂1
-
modules and the differential is linear with respect to this sheaf of rings. On the other
hand, one knows that A mod ∞̂
X̂
is flat over ̟̂−1O
P̂1
, because it has no ̟̂−1O
P̂1
-torsion.
So we can apply the projection formula to get (in a functorial way)
A
mod ∞̂
X̂
⊗
̟̂−1O
P̂1
Rq̂∗(Id× ̟̂ )−1DRp̂(p+M ⊗ E tτ )
≃ Rq̂∗
(
q̂−1A mod ∞̂
X̂
⊗
q̂−1 ̟̂−1O
P̂1
(Id× ̟̂ )−1DRp̂(p+M ⊗ E tτ )).
Using the natural morphism (7.3), we find a morphism
A
mod ∞̂
X̂
⊗Rq̂∗(Id× ̟̂ )−1DRp̂(p+M ⊗ E tτ ) −→ Rq̂∗DRmod ∞̂q̂ (p+M ⊗ E tτ ),
and therefore, taking the double complex with differential ∇′′ and the associated
single complex, we find
(7.5) A mod ∞̂
X̂
⊗Rq̂∗(Id× ̟̂ )−1DR(p+M ⊗ E tτ ) −→ Rq̂∗DRmod ∞̂(p+M ⊗ E tτ ).
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On the other hand, we know (see e.g. [Mal93]) that the (holomorphic) de Rham
functor has a good behaviour with respect to the direct image of D-modules, that is,
we have a functorial isomorphism
Rp̂∗DR(p
+
M ⊗ E tτ )[1] ≃ DR
[
p̂+(p
+
M ⊗ E tτ )
]
where the shift by one comes from the definition of p+ for D-modules. Because p̂ is
proper and the commutative diagram in (7.2) is cartesian, the base change ̟̂−1Rp̂∗ ≃
(Id× ̟̂ )−1Rq̂∗ shows that the left-hand side of (7.5) is DRmod ∞̂(FM )[−1]. Shifting
(7.5) by one gives the functorial morphism (7.460).
Notice that, over Â1, this morphism is an isomorphism, as it amounts to the com-
patibility of DR and direct images (see the standard references on D-modules). On
the other hand, when restricted to S1∞̂, the left-hand term has cohomology in degree
0 at most (see Theorem 5.3).
Let us show that H 0(7.460) is injective. It is enough to check this on S
1
∞̂. If
˜ : Â1 →֒ X̂ denotes the inclusion, we have a commutative diagram
H 0DRmod ∞̂(FM )
H 0(7.460)
//
 _

H 0Rq̂∗DR
mod ∞̂(p+M ⊗ E tτ )[1]

˜∗˜
−1H 0DRmod ∞̂(FM ) ˜∗˜
−1H 0Rq̂∗DR
mod ∞̂(p+M ⊗ E tτ )[1]
and the injectivity of H 0(7.460) follows.
Theorem 7.6. — The morphism (7.460) is an isomorphism.
This theorem reduces our problem of expressing the Stokes filtration of FM at ∞̂
in terms of DRanM to the question of expressing DRmod ∞̂(p+M ⊗ E tτ ) in terms of
DRM . Indeed, applying Rp̂∗ would then give us the answer for the 6 0 part of the
Stokes filtration of FM , as recalled in (b) of §7.a. The 6 c/τ ′ part is obtained by
replacing t with t− c and applying the same argument.
By Lemma 7.4, it is enough to prove that the right-hand term of (7.460) has
cohomology in degree zero at most, and that H 0(7.460) is onto on S
1
∞̂, or equivalently
that the germs of both H 0 at any θ̂ ∈ S1∞̂ have the same dimension.
The proof of the theorem will be done by identifying DRmod ∞̂(p+M ⊗E tτ ) with a
complex constructed from DRanM and by computing explicitly its direct image. This
computation will be topological. This complex obtained from DRanM will be instru-
mental for defining the topological Laplace transform. Moreover, the identification
will be more easily done on a space obtained by blowing up P1 × P̂1, in order to use
asymptotic analysis (see also Remark 7.16 below). So, before proving the theorem,
we first do the topological computation and define the topological Laplace transform.
(See also Theorem 13.4 and the references given there for another, more direct proof.)
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Remark 7.7. — If we replace the sheaf A mod ∞̂
X̂
by the sheaf A rd ∞̂
X̂
of functions having
rapid decay at infinity, and similarly for A rd ∞̂
P1×X̂
, the same proof as for Lemma 7.4
gives a morphism for the corresponding rapid decay de Rham complexes, that we
denote by (7.4)<0. Then Lemma 7.4 and Theorem 7.6 are valid for the rapid-decay
complexes, and the proofs are similar.
7.c. Topological spaces. — The behaviour of the function etτ near the divisor
D∞∪D∞̂ = P
1× P̂1r(A1× Â1), where we set D∞ := {∞}× P̂1 and D∞̂ := P
1×{∞̂},
is not clearly understood near the two points (0, ∞̂) and (∞, 0̂), where it is written
in local coordinates as et/τ
′
and eτ/t
′
respectively. This leads us to blow up these
points.
Let e : Z → P1 × P̂1 be the complex blowing-up of (0, ∞̂) and (∞, 0̂) in P1 × P̂1.
Above the chart with coordinates (t, τ ′) in P1 × P̂1, we have two charts of Z with
respective coordinates denoted by (t1, u) and (v
′, τ ′1), so that e is given respectively
by t ◦ e = t1, τ
′ ◦ e = t1u and t ◦ e = v
′τ ′1, τ
′ ◦ e = τ ′1. The exceptional divisor E of e
above (0, ∞̂) is defined respectively by t1 = 0 and τ
′
1 = 0.
Similarly, above the chart with coordinates (t′, τ) in P1 × P̂1, we have two charts
of Z with respective coordinates denoted by (t′1, u
′) and (v, τ1), so that e is given
respectively by t′ ◦ e = t′1, τ ◦ e = t
′
1u
′ and t′ ◦ e = vτ1, τ ◦ e = τ1. The exceptional
divisor F of e above (∞, 0̂) is defined respectively by t′1 = 0 and τ1 = 0.
Away from E ∪ F (in Z) and {(0, ∞̂), (∞, 0̂)} (in P1 × P̂1), e is an isomorphism.
In particular, we regard the two sets A1× Â1 and (P1r {0})× (P̂1r {0̂}) as two open
subsets of Z whose union is Z r (E ∪ F ) = P1 × P̂1 r {(0, ∞̂), (∞, 0̂)}.
Moreover, the strict transform of D∞ in Z is a divisor in Z which does not meet E,
and meets transversally F and the strict transform of D∞̂. Similarly, the strict
transform of D∞̂ in Z is a divisor which meets transversally both E and the strict
transform of D∞, and does not meet F . We still denote by D∞, D∞̂ these strict
transforms, and we denote by D the normal crossing divisor D = e−1(D∞ ∪D∞̂) =
D∞ ∪D∞̂ ∪ E ∪ F . This is represented on Figure 1.
u
v
u
v
t t1
τ
1
τ
t1 t
τ
τ
1
E
F
D∞
D
∞̂
Figure 1. The natural divisors on Z
Let Z˜ be the real blow-up space of Z along the four components D∞, D∞̂, E, F of
the normal crossing divisor D. Then the map e lifts as e˜ : Z˜ → X × X̂. We have the
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following commutative diagram of maps:
(7.8)
Z˜
̟Z

e˜ //
ε˜ ''◆◆
◆◆
◆◆
◆◆
◆◆ X × X̂
̟ × Id

P1 × X̂
Id× ̟̂

Z
e // P1 × P̂1
The set E˜ := ̟−1Z (E) can be described as follows. Over the chart A
1
v′ of E with
coordinate v′, it is equal to A1v′×S
1 (coordinates (v′, arg τ ′1)), and over u = 0 it is equal
to S1 × S1 (coordinates (arg u, arg t1)), so it can be identified with P˜1v′ × S
1 through
the gluing over u = 0 defined by the diffeomorphism (arg v′, arg τ ′1) 7→ (arg u =
− arg v′, arg t1 = arg v
′ + arg τ ′1). Similarly, the set F˜ := ̟
−1
Z (F ) can be described as
follows: over the chart A1u′ of F with coordinate u
′, it is equal to A1u′×S
1 (coordinates
(u′, arg t′1)), and over v = 0 it is equal to S
1 × S1 (coordinates (arg v, arg τ1)), so
it can be identified with P˜1u′ × S
1 through the gluing over v = 0 defined by the
diffeomorphism (arg u′, arg t′1) 7→ (arg v = − argu
′, arg τ1 = arg u
′ + arg t′1). The
complement Z˜ r (E˜ ∪ F˜ ) is identified with X × X̂ r [({0} × S1∞̂) ∪ (S
1
∞ × {0̂})].
We define two nested closed subsets L′′60 ⊂ L
′′
<0 of Z˜ as the subsets of points
in the neighbourhood of which e−tτ does not have moderate growth (resp. is not
exponentially decreasing). More specifically:
(1) L′′60 ⊂ ̟
−1
Z (D∞ ∪D∞̂),
(2) over the chart (t1, u), L
′′
60 = {argu ∈ [π/2, 3π/2] mod 2π} ∩ {u = 0},
(3) over the chart (t′, τ ′), L′′60 = {arg t
′ + arg τ ′ ∈ [π/2, 3π/2] mod 2π},
(4) over the chart (v, τ1), L
′′
60 = {arg v ∈ [π/2, 3π/2] mod 2π} ∩ {v = 0}.
(5) We have L′′<0 = L
′′
60 ∪ E˜ ∪ F˜ .
We denote by L′60 (resp. L
′
<0) the complementary open set of L
′′
60 (resp. L
′′
<0)
in Z˜. So L′60 ⊃ L
′
<0 ⊃ A
1 × Â1 and, away from u = 0 (resp. away from v = 0),
L′60 ∩ E˜ (resp. L
′
60 ∩ F˜ ) coincides with E˜ (resp. F˜ ). Moreover, L
′
<0 ∩ E˜ = ∅ and
L′<0 ∩ F˜ = ∅.
We have a diagram
(7.9)
A1 × Â1 
 α //
p

L′<0
  γ // L′60
  β // Z˜
˜̂q

A1 X̂
7.d. Topological Laplace transform. — Let F be a perverse sheaf on A1. Unless
otherwise stated, we will usually denote by G the perverse sheaf p−1F [1] on A1× Â1.
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Definition 7.10. — Using the notation as in Definition 4.7,
• for any perverse sheaf G on A1× Â1, we set (FG )60 = β!R(γ ◦α)∗G and (FG )≺0 =
(β ◦ γ)!Rα∗G ,
• if G = p−1F [1], we set (FF )60 = R˜̂q∗(FG )60 and (FF )≺0 = R˜̂q∗(FG )≺0.
Proposition 7.11. — When restricted to Â1, (FF )
60|Â1 = (
FF )≺0,|Â1 is a perverse sheaf
with singularity at 0̂ at most, and i−1
0̂
[(FF )60] = RΓc(A1,F )[1]. On the other
hand, when restricted to X̂∗, (FF )≺0[−1] and (
FF )60[−1] are two nested sheaves,
and gr0
FF [−1] := (FF )60[−1]/(
FF )≺0[−1] is a local system on S
1
∞̂ isomorphic to
(pφtF , T ) when considered as a vector space with monodromy.
As usual, Γc denotes the sections with compact support and RΓc denotes its de-
rived functor, whose associated cohomology is the cohomology with compact support.
Given a perverse sheaf F on A1, the nearby cycle complex (pψtF , T ) and the vanish-
ing cycle complex (pφtF , T ) (equipped with their monodromy) have cohomology in
degree zero at most, and there is a canonical morphism can : (pψtF , T )→ (
pφtF , T )
whose cone represents the inverse image i−10 F [−1] (see e.g. [Mal91]).
Proof. — Let C ⊂ A1 denote the set of singular points of F , and let us still denote
by C × P̂1 ⊂ Z the strict transform by e of C × P̂1 ⊂ P1 × P̂1. Since F [−1] is a local
system away from C, one checks that Rα∗p
−1F [−1] (resp. R(γ ◦ α)∗p
−1F [−1]) is a
local system on L′<0 r̟
−1
Z (C × P̂
1) (resp. on L′60 r̟
−1
Z (C × P̂
1)). This will justify
various restrictions to fibres that we will perform below.
For the first assertion, let us work over V˜ := X × Â1, and still denote by e˜ :
W˜ → V˜ the restriction of e˜ over this open set. Over Â1∗, W˜ coincides with X × Â1∗.
v
ut t1
τ
1
τ
F
D∞
Figure 2
Then it is known (see e.g. [Mal91] or [Sab08b, §1b]) that (FF )
60|Â1∗ is a smooth
perverse sheaf (i.e., a local system shifted by one) with germ at τo 6= 0 equal to
H
0
Φτo
(A1,F )[1], where Φτo is the family of closed sets in A
1 whose closure in P˜1
does not cut L′′60 ∩ (S
1
∞ × {τo}). Moreover, L
′′
60 and L
′′
<0 coincide above Â
1∗, so
(FF )
60|Â1∗ = (
FF )≺0|Â1∗ .
On the other hand, we claim that
Re˜∗(
F
G )60|S1∞×{0̂}
= Re˜∗(
F
G )≺0|S1∞×{0̂}
= 0.
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This will show that
Re˜∗(
F
G )60|X×{0̂} = Re˜∗(
F
G )≺0|X×{0̂} ≃ ˜!F [1],
where ˜ : A1 →֒ X denotes the inclusion, concluding the proof of the first assertion
by taking RΓ. Moreover, the natural map i−1
0̂
[(FF )60][−1] →
pψτ [(
FF )60] is then
induced by the natural map RΓc(A1,F )→ RΓΦτo (A
1,F ) =H0Φτo (A
1,F ). The cone
of this map is the complexRΓc
(
L′60∩(S
1
∞×{τo}),L [1]
)
, where L is the local system
defined by F on S1∞. In particular, it has cohomology in degree 0 at most. As a
consequence, the complex pφτ [(
FF )60] has cohomology in degree 0 at most, and it
follows that (FF )60 is perverse in the neighbourhood of 0̂, since the perversity of any
constructible complex F̂ near τ = 0 is equivalent to both pψτF̂ and
pφτ F̂ having
cohomology in degree 0 at most.
Remark 7.12. — Developing the proof more carefully at this point, one would obtain
an identification of pφτ [(
FF )60] with
pψt′F , compatible with monodromies when suit-
ably oriented. The second part of the lemma, that we consider now, is an analogous
statement, where the roles of A1 and Â1 are exchanged.
Let us now prove the claim. On the one hand, (FG )≺0 is zero on L
′′
<0 by definition,
hence on F˜ , so its restriction to e˜−1(S1∞ × {0̂}) is zero.
On the other hand, e˜−1(θ′, 0̂) is homeomorphic to the real blow-up space of F at
v = 0 (topologically a closed disc), and L′60 ∩ e˜
−1(θ′, 0̂) is homeomorphic to a closed
disc with a closed interval deleted on its boundary. On this set, R(γ ◦ α)∗G [−2] is a
local system (which is thus constant). Since the cohomology with compact support
(due to β!) of such a closed disc with a closed interval deleted on its boundary is
identically zero (a particular case of Lemme 7.13 below), we get the vanishing of
Re˜∗(
FG )
60,(θ′,0̂) for any θ
′ ∈ S1∞, as claimed.
We now prove the second part of the proposition. Let us compute the fibre of
(FF )60 and (
FF )≺0 at (|τ
′
o| = 0, arg τ
′
o = θ̂
′
o). Notice that, above this point that we
also denote by θ̂′o, we have
L′
<0,θ̂′o
= X∗ r {arg t ∈ [θ̂′o + π/2, θ̂
′
o + 3π/2] mod 2π},
and this set is equal to P˜1 minus the closure of the half-plane Re(te−iθ̂
′
o) 6 0. Then
(FF )≺0,θ̂′o
= RΓc(L
′
<0,θ̂′o
,Rα∗F )[1].
Lemma 7.13. — Let P be a perverse sheaf with finite singularity set on an open disc
∆ ⊂ C and let ∆′ be the open subset of the closed disc ∆ obtained by deleting from
∂∆ a nonempty closed interval. Let α : ∆ →֒ ∆′ denote the open inclusion. Then
H
k
c (∆
′,Rα∗P) = 0 if k 6= 0 and dimH
0
c(∆
′,Rα∗P) is the sum of dimensions of
the vanishing cycles of P at points of ∆ (i.e., at the singular points of P in ∆).
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Proof. — This can be proved as follows: one reduces to the case of a sheaf supported
on some point (trivial), and to the case of P = j∗L [1], where j is the inclusion
∆ r Sing(P) →֒ ∆ and L is a local system on ∆ r Sing(P); clearly, there is no
H0c (∆
′, α∗j∗L ) and, arguing by duality, there is noH
2
c (∆
′, α∗j∗L ). The computation
of the dimension of H1c (∆
′, α∗j∗L ) is then an exercise.
Since L′
<0,θ̂′o
is homeomorphic to such a ∆′, we find that (FF )≺0,θ̂′o
has cohomology
in degree −1 only.
Taking into account the description of E˜ given above, the difference L′60 r L
′
<0 =
L′60 ∩ E˜ is identified to the set P˜
1
v′ × S
1 with the subset
{|v′| =∞, arg v′ ∈ [π/2, 3π/2] mod 2π}
deleted. Then L′
60,θ̂′o
is homeomorphic to the space obtained by gluing S1 ×
[0,∞]r {arg t1 ∈ [θ̂′o + π/2, θ̂
′
o + 3π/2] mod 2π} (with coordinates (arg t1, |t1|)) with
P˜1v′ r {|v
′| =∞, arg v′ ∈ [π/2, 3π/2] mod 2π} along |t1| = 0, |v
′| =∞, by identifying
arg t1 with arg v
′ + θ̂′o. So L
′
60,θ̂′o
is also homeomorphic to ∆′ like in the lemma.
a b
Figure 3
Note that we have an isomorphism A1 × Â1∗ ≃ A1v′ × Â
1∗
τ ′1
given by (t, τ) 7→
(v′ = tτ, τ ′1 = 1/τ). It follows that the restriction P of R(γ ◦ α)∗G to A
1
v′ × S
1 ⊂ E˜
is equal to the pull-back of F by the map (v′, arg τ ′1) 7→ t = v
′ei arg τ
′
1 . Its restriction
to L′
60,θ̂′o
is therefore isomorphic to the pull-back of F by the map ˜̟ θ̂′o : v′ 7→ v′eiθ̂′o .
In other words, we can regard the picture of L′
60,θ̂′o
(Figure 3) as the corresponding
subset of P˜1 and P as the restriction of ˜∗F to this subset. We can apply Lemma
7.13 to get that (FF )
60,θ̂′o
has cohomology in degree −1 only.
Let us now compute (FF )
60,θ̂′o
/(FF )≺0,θ̂′o
. By the previous computation, this is
RΓc
(
P˜1v′ r {|v
′| =∞, arg v′ ∈ [π/2, 3π/2] mod 2π}, ˜̟−1
θ̂′o
F [1]
)
.
In the coordinate t, let ∆ be a small open disc centered at 0 and let Iθ̂′o
be the closed
interval of ∂∆ defined by arg t ∈ [θ̂′o + π/2, θ̂
′
o + 3π/2]. Then the previous complex is
LECTURE 7. RIEMANN-HILBERT AND LAPLACE 103
the relative cohomology complexRΓ(∆, Iθ̂′o
;F|∆[1]). This complex has cohomology in
degree zero at most and H0(∆, Iθ̂′o
;F|∆[1]) ≃
pφtF . When θ̂
′
o runs counterclockwise
once around S1∞̂, then Iθ̂′o
also moves counterclockwise once around ∂∆. Then gr0(
FF )
is a local system whose monodromy is identified with the monodromy on pφtF .
We now extend this construction in order to define (FF )6c/τ ′ for any c ∈ C. Let
Z(c) → P1 × P̂1 be the complex blowing-up at the points (c,∞) and (∞, 0̂), and let
Z˜(c) be the corresponding real blow-up space (so that Z(0) and Z˜(0) are respectively
equal to Z and Z˜ introduced above). We also define L′′∗(c) and L
′
∗(c), where ∗ is for
< 0 or 6 0, as we did for L′′∗ and L
′
∗, and we denote by αc, etc. the corresponding
maps.
Definition 7.14. — For any c ∈ C, we set
• (FG )6c/τ ′ = β!R(γ ◦ α)∗G and (
FG )≺c/τ ′ = (β ◦ γ)!Rα∗G ,
• (FF )6c/τ ′ = R˜̂q∗(FG )6c/τ ′ and (FF )≺c/τ ′ = R˜̂q∗(FG )≺c/τ ′ .
Clearly, Lemma 7.11 also applies similarly to (FF )6c/τ ′ and (
FF )≺c/τ ′ . It is im-
portant to notice that the spaces Z˜(c) (c ∈ C) all coincide when restricted over
P1 × Â1. As a consequence, the restrictions of (FF )6c/τ ′ and (
FF )≺c/τ ′ to Â
1 are the
same perverse sheaf, that we denote by FF . The previous construction defines thus
a I-filtration on FF , according to Proposition 7.11 applied with any c ∈ C. Here, we
denote by I the sheaf equal to 0 on Â1 and to the constant sheaf with fibre C · (1/τ ′)
on S1∞̂.
Proposition 7.15. — The triangle [(FF )≺c/τ ′ → (FF )6c/τ ′ → grc/τ F
+1
−→]c∈C defines
an object of St∞̂(CIe´t,6) (see Definition 4.18).
Proof. — It is enough to argue on Stokes filtrations and we will use the definition
given in Proposition 2.7. As indicated above, it will be enough to take the space
{c/τ ′ | c ∈ C} as index set. Let us check the filtration property. Let us fix θ̂′o ∈ S
1
∞̂.
From Figure 3, it is clear that if c belongs to L′<0, then (
FF )
6c/τ ′,θ̂′o
⊂ (FF )≺0,θ̂′o
.
This condition on c reads Re(ce−iθ̂
′
o) < 0, or equivalently c/τ ′ <
θ̂′o
0. We therefore
get a pre-Stokes filtration, with jumps at c/τ ′ where c is a singular point of F . The
same argument shows that (FF )≺c/τ ′ is the subsheaf defined from (
FF )6 by Formula
(2.2).
Lastly, the dimension property is obtained by the last part of Lemma 7.13.
Remark 7.16. — One can ask whether the sheaves FF6c/τ ′ could be defined without
using the blowing-up map e or not. Recall that this blowing-up was used in order
to determine in a clear way whether et/τ
′
(resp. eτ/t
′
) has moderate growth or not
near t = 0, τ ′ = 0 (resp. t′ = 0, τ = 0). As we already indicated in the proof
of Proposition 7.11, the blowing-up of (∞, 0̂) is not needed. We introduced it by
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symmetry, and (mainly) in order to treat duality later. On the other hand, working
over A1×X̂, if the sheaves FG6c/τ ′ were to be defined without blowing up, they should
be equal to Re˜∗
FG6c/τ ′, in order that the definition remains consistent. But one can
check that Re˜∗
FG6c/τ ′ are not sheaves, but complexes, hence do not enter in the
frame of Stokes filtrations of a local system in two variables.
7.e. Proof of Theorem 7.6 and compatibility with Riemann-Hilbert
Let us first indicate the steps of the proof. We anticipate on the notation and
results explained in Lecture 8, which we refer to.
(1) The first step computes DRmod ∞̂(p+M ⊗ E tτ ) (a complex living on P1 × X̂)
from a complex defined on Z˜. We will use the notation of the commutative diagram
(7.8). We consider the sheaf A modD
Z˜
on Z˜ of holomorphic functions on Z˜r∂Z˜ = ZrD
having moderate growth along ∂Z˜. In particular, A modD
Z˜ |Z˜rD˜
= OZrD. Applying
Proposition 8.9 of the next lecture to e : Z → P1× P̂1, and then its variant to ̟× Id,
gives
(7.17) DRmod ∞̂(p+M ⊗ E tτ ) ≃ Re˜∗DR
modD
(
e+(p+M ⊗ E tτ )
)
.
Remark 7.18. — In fact, (7.17) is a statement similar to Theorem 7.6, but is much
easier, in particular because of Proposition 8.9, which would not apply in the setting
of Theorem 7.6: indeed, e is a proper modification while p̂ is not.
As a consequence we get
(7.19) Rq̂∗DR
mod ∞̂(p+M ⊗ E tτ ) ≃ R˜̂q∗DRmodD (e+(p+M ⊗ E tτ )).
(2) The second step consists in comparing DRmodD
(
e+(p+M ⊗ E tτ )
)
with
β!R(γ ◦α)∗p
−1(F )[−1], where F = DRanM [1]. Both complexes coincide on Z˜r∂Z˜.
We therefore have a natural morphism
(7.20) DRmodD
(
e+(p+M ⊗ E tτ )
)
−→ Rβ∗R(γ ◦ α)∗p
−1(F )[−1].
That it factorizes through β!... would follow from δ
−1DRmodD
(
e+(p+M ⊗E tτ )
)
= 0
(which will be proved below), where δ is the closed inclusion L′′60 →֒ Z˜ complementary
to β (see Diagram (7.9)). Therefore, proving
(2a) that a morphism DRmodD
(
e+(p+M ⊗E tτ )
)
→ β!R(γ ◦α)∗p
−1(F )[−1] exists
(2b) and that it is an isomorphism
are both local statements on ∂Z˜. We will also anticipate on results proved in Lecture 8.
Let C ⊂ A1 be the union of the singular set ofM and {0}. We also set C′ = Cr{0}.
We can reduce both local statements to the case where M is supported on C and the
case where M is localized along C, that is, for each c ∈ C, the multiplication by t− c
is invertible on M . The first case will be left as an exercise, and we will only consider
the second one.
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We note that, when expressed in local coordinates adapted to D, the pull-back
e+E tτ satisfies the assumption in Proposition 8.17 (this is one reason for using the
complex blowing-up e). Therefore, by a simple inductive argument on the rank,
Proposition 8.17 applies to e+(p+M ⊗E tτ ) away from (p ◦ e)−1(C′) (where the polar
divisor of e+(p+M ⊗ E tτ ) contains other components than those of D). Both local
statements are then clear on such a set, by using that H 0DRmodD E tτ vanishes
where e−tτ does not have moderate growth. We are thus reduced to considering the
situation above a neighbourhood of a point c ∈ C′.
u
v
u
v
t t1
τ
1
τ
t1 t
τ
τ
1
E
F
D∞
D
∞̂
0 c
Dc
We denote by tc a local coordinate on A
1 centered at c and we set τ ′ = 1/τ as
above. We will work near the point (c,∞) ∈ Z with coordinates (tc, τ
′) (recall that the
complex blowing-up e is an isomorphism there, so we identify Z and P1× P̂1, and we
still denote by Z a sufficiently small neighbourhood of (c,∞)). The divisorD is locally
defined by τ ′ = 0, and p+M ⊗E tτ = E (c+tc)/τ
′
⊗R, where R is a free OZ(∗(D∪Dc))-
module with a regular connection, setting Dc = {tc = 0}. We denote by L the local
system on Z r (D ∪ Dc) determined by R (we know that L has monodromy equal
to identity around τ ′ = 0, but this will not be used in the following). Denoting by
jc : Z r (D ∪ Dc) →֒ Z rD the inclusion, we have p−1F = Rjc,∗L [1]. We cannot
directly apply Proposition 8.17 as above, because R is localized along Dc, i.e., the
multiplication by tc is invertible on R, so we will first consider the real blowing-up
̟c : Z˜c → Z˜ of Dc in Z˜ (i.e., we will work in polar coordinates in both variables τ
′
and tc).
By Proposition 8.17, the complex DRmod (D∪Dc)(E (c+tc)/τ
′
⊗ R) on Z˜c has co-
homology in degree 0 at most, and by (a variant of) Proposition 8.9, we have
DRmodD(E (c+tc)/τ
′
⊗R) = R̟c,∗DR
mod (D∪Dc)(E (c+tc)/τ
′
⊗R).
Notice now that the open set in Z˜c where e
−(c+tc)/τ
′
is exponentially decreasing is
nothing but ̟′−1L′60 (see Diagram (7.9)). Therefore, with obvious notation, we have
β!R(γ ◦ α)∗Rjc,∗L = R̟c,∗βc,!R(γc ◦ αc)∗L .
Since both statements (2a) and (2b) hold on Z˜c by the argument given in the first
part of Step two, they hold on Z˜ after applying R̟c,∗.
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(3) Third step. We conclude from Step two and (7.19) that we have an isomorphism
Rq̂∗DR
mod ∞̂(p+M ⊗ E tτ )[1] ≃ (FF )60[−1].
In order to prove the surjectivity of H 0(7.460) one can restrict to S
1
∞̂, as it holds
on Â1. By Proposition 7.11, we conclude that Rq̂∗DR
mod ∞̂(p+M ⊗ E tτ )[1] has
cohomology in degree zero only, and we have already seen that so has the left-hand
term of (7.460). We are thus reduced to showing that the fibers of these sheaves
have the same dimension at any θ̂ ∈ S1∞̂. This follows from Proposition 7.11 and
its extension to any index c/τ , showing that the dimension of the right-hand term
of H 0((7.460))θ̂ is the sum of the dimensions of φt−cF , where c varies in the open
subset where 0 6
θ̂
c/τ . That the dimension of the left-hand term is computed similarly
follows from (b) of §7.a.
(4) In conclusion, we have proved Theorem 7.6 and, at the same time, the fact that
the Stokes filtration of Proposition 7.15 is the Stokes filtration of FM at infinity, and
more precisely that, through the Riemann-Hilbert correspondence given by pDRIe´t ,
the image of FM is the triangle of Proposition 7.15. In other words, when M has
only regular singularities, the Stokes-de Rham functor (i.e., the de Rham functor
enriched with the Stokes filtration at infinity) exchanges the Laplace transform with
the topological Laplace transform.
7.f. Compatibility of Laplace transformation with duality. — Let M be
a C[t]〈∂t〉-module of finite type (an object of Modf (C[t]〈∂t〉)), or more generally
an object of Dbf (C[t]〈∂t〉) (bounded derived category of C[t]〈∂t〉-modules with
finite-type cohomology). The Laplace transformation considered in §7.a is in
fact a transformation from Modf (C[t]〈∂t〉) (resp. Dbf (C[t]〈∂t〉)) to Modf (C[τ ]〈∂τ 〉)
(resp. Dbf (C[τ ]〈∂τ 〉)), and is not restricted to holonomic objects. LetD be the duality
functor in these categories. In particular, for a holonomic left C[t]〈∂t〉-module M ,
DM is the complex having cohomology in degree 0 only, this cohomology being
the holonomic left C[t]〈∂t〉-module M∨ naturally associated to the right holonomic
C[t]〈∂t〉-module Ext
1
C[t]〈∂t〉(M,C[t]〈∂t〉), where the right C[t]〈∂t〉-module structure
comes from the right structure on C[t]〈∂t〉.
According to [Mal91], there is a canonical isomorphism of functors F◦D(•)
∼
−→
ι+D ◦ F(•), where ι denotes the involution C[τ ]〈∂τ 〉
∼
−→ C[τ ]〈∂τ 〉 sending τ to −τ and
∂τ to −∂τ . This isomorphism can be algebraically described in two ways, depending
on the choice of the definition of the Laplace transformation (see §7.a, (1) and (2)).
Both definitions coincide (see [Mal91, App. 2.4, p. 224]). Let us recall them.
(1) Let us choose a resolution L• of M by free left C[t]〈∂t〉-modules. Then FL
•
is a resolution of FM by free left C[τ ]〈∂τ 〉-modules, and clearly, by using such a
resolution, Ext1C[τ ]〈∂τ 〉(
FM,C[τ ]〈∂τ 〉) = ι+FExt
1
C[t]〈∂t〉(M,C[t]〈∂t〉) as right C[τ ]〈∂τ 〉-
modules (see [Mal91, Lem. V.3.6, p. 86], [Sab02, §V.2.b]).
(2) Let us use the definition FM = p̂+(p
+M⊗Etτ ). However, since we will have to
use the commutation of direct image with duality, it is necessary to work with proper
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maps (7.1), and we can work either in the algebraic or the analytic setting. We will
choose the latter for future use, and, as in the Introduction of this lecture, we denote
by M the DP1-module localized at ∞ associated with M . Since p is smooth, we have
p+D(•) = Dp+(•) (see [Bor87b, Prop. VII.9.13], taking into account the difference
in notation). In other words, denoting by (p+M )∨ the left D
P1×P̂1-module associated
with Ext2D
P1×P̂1
(p+M ,D
P1×P̂1), we have p
+(M ∨) = (p+M )∨. We now get p+(DM )⊗
E tτ =D(p+M )⊗E tτ = D(p+M⊗E−tτ ). Notice also thatDM may not be localized
at∞ (as was M by definition), but we have p+(DM )⊗E tτ = p+
(
(DM )(∗∞)
)
⊗E tτ ,
since E tτ is localized along D∞. Therefore, p̂+(p
+(DM ) ⊗ E tτ ) is the D
P̂1
-module
localized at ∞̂ associated with F(DM).
By the relative duality for the proper map p̂+ (see e.g. [Bor87b, Prop. VII.9.6],
[Sai89], [Mal91, App. 2, Th. 3.3]), we have an isomorphism
p̂+D(p
+
M ⊗ E−tτ )
∼
−→Dp̂+(p
+
M ⊗ E−tτ ),
from which we get (by applying Γ(P̂1, •))
F(DM)
∼
−→ ι+DFM.
The localized module C[τ, τ−1]⊗C[τ ]
FM is a free C[τ, τ−1]-module of finite rank with
connection. We denote by (L ,L•)(
FM) the associated Stokes-filtered local system
on S1∞̂.
Applying the Riemann-Hilbert functor of Definition 5.7 together with the duality
isomorphism of Proposition 5.15, we get an isomorphism
(7.21) (L ,L•)(
F
DM)
∼
−→ ι−1[(L ,L•)(
FM)]∨.
7.g. Compatibility of topological Laplace transformation with Poincare´-
Verdier duality
We will define an analogue of the previous isomorphism by working at the topologi-
cal level. We will compare both constructions in §7.h. It will be clearer to distinguish
between the projection p : P1 × P̂1 → P1 and its restriction over A1, that we now
denote by po : A1 × P̂1 → A1 (or A1 × Â1 → A1).
Let F be a perverse sheaf of k-vector spaces on A1, with singularity set C. The
pull-back G := p−1o F [1] on A
1 × Â1 is also perverse. Moreover, there is a func-
torial isomorphism p−1o (DF )[1]
∼
−→ (p!oDF )[−1] = D(p
−1
o F [1]) (see e.g. [KS90,
Prop. 3.3.2]) which is compatible with bi-duality.
Let ι denote the involution τ 7→ −τ on Â1. It induces an involution on the spaces
A1 × Â1, X̂ , Z, X × X̂ and Z˜ in a unique way. We all denote them by ι. We will use
the notation αι for the conjugate ι ◦ α ◦ ι, etc.
Proposition 7.22. — The topological Laplace transformation, from k-perverse sheaves
to Stokes-k-perverse sheaves, is compatible with duality (up to ι) and bi-duality.
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Given a k-perverse sheaf F on A1, we denote by (L ,L•)(FF ) the Stokes-filtered
local system (FF6)|S1
∞̂
. Then, according to Lemma 4.16, the proposition gives an
isomorphism
(7.23) (L ,L•)(
F
DF )
∼
−→ ι−1[(L ,L•)(
F
F )]∨,
where (L ,L•)
∨ is defined by Proposition 2.14(2).
Proof of Proposition 7.22. — We first wish to prove the existence of isomorphisms
(7.24) F(DF )≺0 ≃ ι
−1
D(FF60),
F(DF )60 ≃ ι
−1
D(FF≺0)
which are exchanged by duality up to bi-duality isomorphisms. Note that we could
also write ι−1F(DF )≺0 as
F(DF )≺0 etc., where F denotes the inverse Laplace trans-
formation, which has kernel e−tτ .
These isomorphisms are obtained by applying to similar isomorphisms on Z˜ the
direct image R˜̂q∗, which is known to commute with D in a way compatible with
bi-duality since ˜̂q is proper, according to Poincare´-Verdier duality (see e.g. [KS90,
Prop. 3.1.10]).
We will thus first work locally on Z˜. Let G be a k-perverse sheaf on A1 × Â1 with
singular set S = p−1o (C). By Poincare´-Verdier duality, we have D(β!R(γ ◦ α)∗G ) =
Rβ∗(γ ◦ α)!DG in a way compatible with bi-duality (see (7.9) for the notation). We
denote by δ the closed inclusion L′′<0 →֒ Z˜ and similarly δι : ι(L
′′
<0) →֒ Z˜.
Similarly,D((β ◦γ)!Rα∗G ) = R(β ◦γ)∗α!DG in a way compatible with bi-duality,
and we denote by δ the closed inclusion L′′60 →֒ Z˜ and similarly δι : ι(L
′′
60) →֒ Z˜.
Both G and DG have the same singular set, and we will later apply the following
lemma to DG .
Lemma 7.25. — If G satisfies the previous assumptions, we have
• δ
−1
ι Rβ∗(γ ◦ α)!G = 0,
• δ−1ι R(β ◦ γ)∗α!G = 0.
Proof. — We start with the first equality. By definition, the cohomology of
Rβ∗(γ ◦ α)!G is zero on L
′
60, so it is enough to prove that the pull-back of
Rβ∗(γ ◦ α)!G to ι(L
′′
<0) ∩ L
′′
60 is zero. Notice that this set does not cut E˜ ∪ F˜ by
definition of L′′60. Notice also that, now that we are far from E and F , there is
no difference between L′′<0 and L
′′
60, so we will forget γ in the notation. We will
distinguish three cases:
(1) Smooth points of D∞ ∪D∞̂ not in S (closure of S).
(2) The point (∞, ∞̂).
(3) The points of (D∞ ∪D∞̂)∩S (they are smooth points of D∞̂ by assumption).
(1) Near such a point, ι(L′′60) ∩ L
′′
60 is topologically a product of a similar
dimension-one intersection with a disc and G is a local system (up to a shift). We
will therefore treat the dimension-one analogue. We consider a local system L on
(0, ε)×S1, where S1 has coordinate eiθ, we set L′′60 = {(0, θ) | θ ∈ [π/2, 3π/2] mod 2π}
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and ι(L′′60) = L
′′
60 + π. Moreover, α : (0, ε) × S
1 →֒ (0, ε) × S1 ∪ L′60 and
β : (0, ε)× S1 ∪L′60 →֒ [0, ε)× S
1 are the inclusions. We wish to show that Rβ∗α!L
is zero at the points with coordinates (0, π/2) and (0, 3π/2). The cohomology of the
germ of Rβ∗α!L at (0, π/2) (say) is the cohomology of an open disc with an open
interval I added on its boundary, with coefficient in a sheaf which is constant on
the open disc and zero on this open interval. This is also the relative cohomology
H∗(∆ ∪ I, I;kd) (d = rkL ). So this is clearly zero.
(2) The pull-back in Z˜ of a neighbourhood of (∞,∞) takes the form [0, ε)2 ×
S1∞ × S
1
∞̂, with coordinates (θ
′, θ̂′) on S1∞ × S
1
∞̂. The set L
′′
60 is defined by θ
′ + θ̂′ ∈
[π/2, 3π/2] mod 2π and ι(L′′60) by θ
′ + θ̂′ ∈ [−π/2, π/2] mod 2π (since ι consists in
changing θ̂′ to θ̂′ + π). On the other hand, G is a local system (up to a shift) on
(0, ε)2 × S1∞ × S
1
∞̂. Up to taking new coordinates (θ
′ + θ̂′, θ′ − θ̂′), one is reduced to
the same computation as in (1), up to the cartesian product by intervals, which has
no effect on the result.
(3) As in the proof on Page 104, it is enough to consider the case where G is
supported in S, which is treated as in (1), and the case where G is the maximal
extension of a local system (up to a shift) away from Dc (c ∈ C
′). In this case, the
situation is a product of that considered in (1) and that of a local system on an open
punctured disc ∆∗. The argument of (1) applies here also.
Let us now consider the second equality, for which we argue similarly. The coho-
mology of R(β ◦ γ)∗α!G is zero on L
′
<0, so it is enough to prove that the pull-back of
R(β ◦ γ)∗α!G to ι(L
′′
60)∩L
′′
<0 is zero. This set does not cut E˜ ∪ F˜ , so γ = Id on this
set, and we are reduced to the previous computation.
End of the proof of Proposition 7.22. — Let G be as above. As in Definition 7.10, we
set FG60 = β!R(γ ◦ α)∗G and
FG≺0 = (β ◦ γ)!Rα∗G . We therefore get two functors
F(•)60 and
F(•)≺0. We will show that they are compatible with ι-twisted duality.
Lemma 7.26. — There exist unique isomorphisms
F(ι−1DG )≺0
λ60
−−−−→ ι−1D(FG60),
F(ι−1DG )60
λ≺0
−−−−→ ι−1D(FG≺0)
which extend the identity on A1 × Â1. They are functorial, and fit into a bi-duality
commutative diagram, and a simlar one by exchanging 6 0 and ≺ 0 (and we use the
identity ι−1D = Dι−1):
(7.27)
ι−1D F(ι−1D•)60
F(DD•)≺0
λ60 · ι
−1
D
∼
oo
D
[
D
(
F(•)≺0
)]ι−1D(λ≺0) ≀
OO
F(•)≺0
≀bid ·F(•)≺0
OO
F(•)≺0
F(bid)≺0≀
OO
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Proof. — We will use the cartesian square of open inclusions:
ι(L′<0)
  βι ◦ γι // Z˜
A1 × Â1 = ι(L′<0) ∩ L
′
60
?
αι
OO
  γ ◦ α // L′60
 ?
β
OO
which implies (see [KS90, Prop. 2.5.11]) (γ◦α)!α
−1
ι = β
−1(βι◦γι)! and αι,!(γ◦α)
−1 =
(βι ◦γι)
−1β!, and, by openness, R(γ ◦α)∗α
−1
ι = β
−1
R(βι ◦γι)∗ and (βι ◦γι)
−1
Rβ∗ =
Rαι,∗(γ ◦ α)
−1.
For any G as above, the previous remark and the first assertion of Lemma 7.25
imply that the following natural adjunction morphism
(βι ◦ γι)!Rαι,∗G = (βι ◦ γι)!(βι ◦ γι)
−1
Rβ∗(γ ◦ α)!G −→ Rβ∗(γ ◦ α)!G
is an isomorphism. We have by adjunction (see [KS90, (2.6.14) & Th. 3.15]):
Hom((βι ◦ γι)!Rαι,∗G ,Rβ∗(γ ◦ α)!G ) = Hom(β
−1(βι ◦ γι)!Rαι,∗G , (γ ◦ α)!G )
= Hom((γ ◦ α)!G , (γ ◦ α)!G )
= Hom(G ,G ),
where the last equality follows from (γ◦α)! = (γ◦α)−1 (since γ◦α is open). Therefore,
we can also express the previous adjunction morphism as the adjunction
(βι ◦ γι)!Rαι,∗G −→ Rβ∗β
−1(βι ◦ γι)!Rαι,∗G = Rβ∗(γ ◦ α)!G .
Note that it is directly seen to be an isomorphism by dualizing the second assertion
of Lemma 7.25.
Applying these isomorphisms to DG instead of G , the Db(Z˜,k)-isomorphism
(βι ◦ γι)!Rαι,∗DG
∼
−→ Rβ∗(γ ◦ α)!DG = D(β!R(γ ◦ α)∗G )
that we deduce is by definition λ60. Uniqueness follows from the identity of Hom
above. Now, λ≺0 is defined in order that (7.27) commutes. It can be defined in a way
similar to λ60 by using the two other possible adjunction morphisms, by the same
uniqueness argument.
The proof of (7.24) now follows: on the one hand, D(p−1o F [1]) ≃ p
−1
o (DF )[1]
since po is smooth of real relative dimension two, and, on the other hand, Poincare´-
Verdier duality can be applied to R˜̂q∗ since ˜̂q∗ is proper; one concludes by noticing
that ι−1p−1o F = p
−1
o F , since po ◦ ι = po.
The proof of the proposition is obtained by applying the same reasoning to each
c ∈ C and FF6c/τ ′ ,
FF≺c/τ ′ .
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7.h. Comparison of both duality isomorphisms. — The purpose of this sec-
tion is to show that, through the Riemann-Hilbert correspondence F = pDRanM ,
the duality isomorphisms (7.21) and (7.23) correspond each other. We will neglect
questions of signs, so the correspondence we prove has to be understood “up to sign”.
Let us make this more precise. By the compatibility of the Riemann-Hilbert cor-
respondence with Laplace and topological Laplace transformations, shown in §7.e(4),
we have a natural isomorphism
(7.28) (L ,L•)(
FpDRanM) ≃ (L ,L•)(
FM).
By using the local duality theorem D pDRanM ≃ pDRanDM (see [Nar04] and the
references given therein), (7.21) gives rise to an isomorphism
(7.29) (L ,L•)(
F
D
pDRanM) ≃ ι−1[(L ,L•)(
FpDRanM)]∨,
as the composition
(L ,L•)(
F
D
pDRanM) ≃ (L ,L•)(
FpDRanDM)
≃ (L ,L•)(
F
DM) by (7.28) for DM,
≃ ι−1[(L ,L•)(
FM)]∨ by (7.21),
≃ ι−1[(L ,L•)(
FpDRanM)]∨ by (7.28).
Since both source and target of (7.23) and (7.29) are identical, proving that both
isomorphisms coincide amounts to proving that their restriction to the corresponding
local systems coincide, through the previously chosen identifications. These identifi-
cations will be easier to follow if we restrict to the local systems, that is, to τ ∈ C∗.
From now on, the notation in the diagram (7.1) will be understood with C∗τ replac-
ing P̂1, and we will also consider the restriction po of p to A
1 ×C∗τ . We denote by M
the DP1 -module localized at ∞ corresponding to M and we set F =
pDRanM . With
this understood, we have
(FM)an = p̂+(p
+
M ⊗ E tτ ), FF = Rp̂∗R̟∗(β!Rα∗p
−1
o F ).
We now consider the functorial isomorphism
(7.30) D(p+M ⊗ E tτ ) ≃D(p+M )⊗ E−tτ ≃ p+(DM )⊗ E−tτ .
Let us denote by Man the restriction of M to A1. We have a natural isomorphism of
Oan
A1×Â1
-modules with connection: (O, d)
∼
−→ (E tτ ,∇), sending 1 to e−tτ ·1. Up to this
isomorphism, and its dual, the restriction of (7.30) to A1 × C∗τ is the corresponding
isomorphism
D(p+o M
an) ≃ p+o (DM
an).
On the other hand, the isomorphism associated to (7.30), obtained by using the local
duality theorem:
(7.31) D pDR(p+M ⊗ E tτ )
∼
−→ pDRD(p+M ⊗ E tτ )
∼
−→ pDR(p+(DM )⊗ E−tτ )
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restricts similarly to
(7.32) DpDR(p+o M
an)
∼
−→ pDRD(p+o M
an) ≃ pDR(p+o (DM
an)).
Recall now that (7.20) (restricted over C∗τ ) induces, by applying R̟∗, an isomor-
phism
pDR(p+M ⊗ E tτ )
∼
−→ R̟∗(β!Rα∗p
−1
o F ).
Hence (7.31) gives rise to an isomorphism
(7.33) DR̟∗(β!Rα∗p
−1
o F [1])
∼
−→ ι−1R̟∗(β!Rα∗p
−1
o (DF )[1]),
by using the local duality D pDRMan ≃ pDRDMan.
On the other hand, the isomorphisms of Lemma 7.26 applied with G = p−1o F [1]
also give an isomorphism
(7.34) DR̟∗(β!Rα∗p
−1
o F [1])
∼
−→ ι−1R̟∗(β!Rα∗p
−1
o (DF )[1]),
since here γ = Id and there is no distinction between FG60 and
FG≺0.
Lemma 7.35. — The isomorphisms (7.33) and (7.34) coincide (up to a nonzero con-
stant).
We first start by proving:
Lemma 7.36. — The isomorphisms (7.33) and (7.34) are completely determined by
their restriction to A1 × C∗τ .
Proof. — We will use the following notation: ∆∞ is a disc in P1 centered at ∞,
̟ : ∆˜∞ → ∆∞ is the oriented real blowing-up, ∆
∗
∞ is the punctured disc. The
open subset L′60 ⊂ ∂∆∞ × C
∗
τ is defined as in §7.c. In particular, the fiber of
̟ : L′60 → {∞} × C
∗
τ is an open half-circle in ̟
−1(∞, τ). As above, we denote by
˜ = β ◦α the corresponding decomposition of the inclusion ˜ : ∆∗∞×C
∗
τ →֒ ∆˜∞×C
∗
τ ,
and we still denote by i∂ the inclusion ∂∆∞ × C∗τ →֒ ∆∞ × C
∗
τ . Let G be a locally
constant sheaf on ∆∗∞ × C
∗
τ .
Lemma 7.37. — With this notation, any automorphism of R̟∗β!Rα∗G is uniquely
determined from its restriction to ∆∗∞ × C
∗
τ .
Proof. — We notice that R̟∗β!Rα∗G is a sheaf, equal to ̟∗β!α∗G : indeed, this is
clearly so for β!α∗G , whose restriction to ∂∆∞×C∗τ is a local system on L
′
60 extended
by 0; since ̟ is proper, it is enough to check that the push-forward of the latter sheaf
is also a sheaf, which is clear.
By adjunction, we have
Hom(R̟∗β!Rα∗G ,R̟∗β!Rα∗G ) = Hom(̟
−1
R̟∗β!Rα∗G , β!Rα∗G )
= Hom(̟−1̟∗β!α∗G , β!α∗G ).
On the one hand, i−1∂ ̟
−1̟∗β!α∗G is a local system H
′ on ∂∆∞ × C∗τ , and on the
other hand i−1∂ β!α∗G is a local system on L
′
60 extended by 0, and is a subsheaf of the
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local system H := i−1∂ ˜∗G . If λ belongs to Hom(̟
−1̟∗β!α∗G , β!α∗G ), then i
−1
∂ λ
induces a morphism H ′ → H which vanishes on L′′60, hence is zero. Therefore, λ is
uniquely determined by its restriction to ∆∗∞ × C
∗
τ .
In order to end the proof of Lemma 7.36, we notice that R̟∗(β!Rα∗p
−1
o F [1]) is
of the form considered in Lemma 7.37 in the neighbourhood of D∞.
Proof of Lemma 7.35. — According to Lemma 7.36, we are reduced to proving the
coincidence on A1 × C∗τ . This is given by Lemma 7.38 below.
Lemma 7.38. — The functorial duality isomorphism D ◦ p+o (•)
∼
−→ p+o ◦D(•), in the
category of analytic holonomic modules, is compatible (up to a nonzero constant), via
the de Rham functor, to the functorial isomorphism D ◦ p−1o (•)
∼
−→ p−1o ◦D(•)[2] in
the category of perverse sheaves.
Proof. — See [MS11, Cor. 5.6.8].
Proposition 7.39. — The isomorphisms (7.23) and (7.29) coincide (up to a nonzero
constant).
Proof. — According to the relative duality theorem already mentioned, the isomor-
phism (7.29) is also obtained first by applying p̂+ to (7.30) and then applying
pDR.
By [Sai89, Th. 3.13], we can first apply pDR to (7.30) and then Rp̂∗. It is thus ob-
tained by applying Rp̂∗ to (7.31) or equivalently to (7.33), and then by using Verdier
duality for Rp̂∗ (i.e., commuting D and Rp̂∗).
On the other hand, (7.23) is obtained by applying Rp̂∗ to (7.34) and then by using
Verdier duality for Rp̂∗. The conclusion follows then from Lemma 7.35.

PART II
DIMENSION TWO AND MORE

LECTURE 8
REAL BLOW-UP SPACES AND
MODERATE DE RHAM COMPLEXES
Summary. The purpose of this lecture is to give a global construction of the real
blow-up space of a complex manifold along a family of divisors. On this space is
defined the sheaf of holomorphic functions with moderate growth, whose basic
properties are analyzed. The moderate de Rham complex of a meromorphic
connection is introduced, and its behaviour under the direct image by a proper
modification is explained. This lecture ends with an example of a moderate
de Rham complex having cohomology in degree > 1, making a possible definition
of Stokes-perverse sheaves more complicated than in dimension one.
8.a. Introduction. — Given a meromorphic connection on a complex manifold X
with poles along a divisor D, the asymptotic analysis of the solutions of the corre-
sponding differential equation, i.e., the horizontal sections of the connection, in the
neighbourhood ofD leads us to introduce a space taking into account the multi-sectors
where an asymptotic expansion can be looked for. We introduce in this lecture the
real blow-up spaces that we will encounter later in this book. Together with these
spaces come various extensions of the sheaf of holomorphic functions on X rD. We
analyze their relations with respect to complex blowing-ups, since such blowing-up
maps will be an essential tool for simplifying the formal normal form of a meromorphic
connection (see Lecture 11).
These constructions extend, in the many-variable case, those already introduced
in Lectures 4 and 5.
We conclude this lecture with an example showing a new phenomenon in dimen-
sion > 2. This example will lead to the introduction of the “goodness” property in
Lecture 9.
8.b. Real blow-up. — Recall that the real blow-up space C˜ℓ of Cℓ along t1, . . . , tℓ is
the space of polar coordinates in each variable tj , that is, the product (S
1×R+)ℓ with
coordinates (eiθj , ρj)j=1,...,ℓ and tj = ρje
iθj . The real oriented blowing-up map ̟ :
C˜ℓ → Cℓ induces a diffeomorphism {ρ1 · · · ρℓ 6= 0} =: (C˜ℓ)∗
∼
−→ (Cℓ)∗ := {t1 · · · tℓ 6=
0}.
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Real blow-up along a divisor. — Let X be a reduced complex analytic space (e.g. a
complex manifold) and let f : X → C be a holomorphic function on X with zero set
X0 = X0(f). The oriented real blow-up space of X along f , denoted by X˜(f), is the
closure in X × S1 of the graph of the map f/|f | : X∗ = X r X0 → S1. The real
blowing-up map ̟ : X˜ → X is the map induced by the first projection. The inverse
image ̟−1(X0), that we denote by ∂X˜, is a priori contained in X0 × S
1.
Lemma 8.1. — We have ∂X˜ = X0 × S1.
Proof. — This is a local question on X0. As f is open, for xo ∈ X0 there exists a
fundamental system (Um)m∈N of open neighbourhoods of xo and a decreasing fam-
ily ∆m of open discs centered at 0 in C such that f : Um → ∆m is onto, as well as
f : U∗m = Um r X0 → ∆m r {0}. It follows that, given any e
iθo ∈ S1, there exists
xm ∈ U
∗
m with f(xm)/|f(xm)| = e
iθo , so (xo, e
iθo) ∈ X˜.
As a consequence, X˜ is equal to the subset of X × S1 defined by the (in)equation
fe−iθ ∈ R+, so is a real semi-analytic subset of X × S1.
Let now D be a locally principal divisor in X and let (Uα)α∈A be a locally finite
covering of X by open sets Uα such that in each Uα, the divisor D is defined by a
holomorphic function f (α). The data [Uα, f
(α)]α∈A allow one to define, by gluing the
real blow-up spaces U˜α(f
(α)), a space X˜(D). Set f (α) = u(α,β)f (β) on Uα ∩ Uβ. The
gluing map is induced by
(Uα ∩ Uβ)× (C
∗/R∗+) −→ (Uα ∩ Uβ)× (C
∗/R∗+)(
x, (eiθ)
)
7−→
(
x, (u(α,β)eiθ mod R∗+)
)
.
One checks that the space X˜(D) does not depend on the choices made (up to a unique
homeomorphism compatible with the projection to X).
In a more intrinsic way, let L(D) be the rank-one bundle over X associated with D
(with associated sheaf OX(D)) and let S
1L(D) be the corresponding S1-bundle. Let
us fix a section f : OX → OX(D). It vanishes exactly along D and induces a holo-
morphic map X∗ := X r D → L(D) r D, that we compose with the projection
L(D) rD → S1L(D). Then X˜(D) is the closure in S1L(D) of the image of X∗ by
this map. From Lemma 8.1 we deduce that ∂X˜(D) = S1L(D)|D. If g = u · f with
u ∈ Γ(X,O∗X), then both constructions give homeomorphic blow-up spaces. More
precisely, denoting by ̟f : X˜(f) → X the real blowing-up map obtained with the
section f , the multiplication by u induces the multiplication by u/|u| on S1L(D),
which sends the subspace X˜(f) to X˜(g). Moreover, this is the unique homeomor-
phism X˜(f)
∼
−→ X˜(g) making the following diagram
X˜(f)
∼ //
̟f

X˜(g)
̟g

X X
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commute. This explains the notation and terminology for the real blow-up space of X
along D.
Real blow-up along a family of divisors. — Let now (Dj)j∈J be a locally finite family
of locally principal divisors in X and let fj be sections OX → OX(Dj). The fibre
product over X of the X˜(Dj) (each defined with fj), when restricted over X
∗
J :=
X r
⋃
j Dj, is isomorphic to X
∗
J . We then define the real blow-up X˜(Dj∈J ) as the
closure of X∗J in this fibre product. If J is finite, X˜(Dj∈J ) is the closure in the
direct sum bundle
⊕
j S
1L(Dj) of the image of the section (fj/|fj|)j∈J on X
∗. It
is defined up to unique homeomorphism compatible with the projection to X . We
usually regard X∗J as an open analytic submanifold in X˜(Dj∈J ).
The closure X˜(Dj∈J ) of X
∗ can be strictly smaller than the fibre product of the
X˜(Dj) (e.g. consider X˜(D,D) for twice the same divisor, and more generally when
the Dj have common components). Here is an example when both are the same.
Lemma 8.2. — Assume that X and each Dj is smooth and that the family (Dj)j∈J
defines a normal crossing divisor D =
⋃
j Dj in X. Then X˜(Dj∈J ) is equal to the
fibre product (over X) of the X˜(Dj) for j ∈ J and we have a natural proper surjective
map X˜(Dj∈J )→ X˜(D).
Proof. — The first assertion is checked locally. For instance, in the case of two divisors
crossing normally, we are reduced to checking that[
(S1 × R+)× C
]
×
C×C
[
C× (S1 × R+)
]
≃ (S1 × R+)× (S
1 × R+).
Corollary 8.3. — Under the assumptions of Lemma 8.2, if F ∗ is a local system on X∗
and ˜ : X∗ →֒ X˜(Dj∈J ) denotes the open inclusion, then R˜∗F
∗ = ˜∗F
∗ is a local
system on X˜.
Proof. — The question is local and, according to the lemma, we can locally regard ˜
as being the inclusion (R∗+)
ℓ × (S1)ℓ × Cn−ℓ →֒ (R+)
ℓ × (S1)ℓ × Cn−ℓ, and we are
mainly reduced to consider the inclusion of the open octant (R∗+)
ℓ into the closed
octant (R+)ℓ. Then the assertion is clear.
Morphisms between real blow-up spaces. — For any locally principal divisor D in X
and any integer n > 1, there is a natural morphism O(D) → O(nD), inducing
L(D)→ L(nD) and X˜(D)→ X˜(nD), which is the identity on X∗.
More generally, let (Dj∈J ) be a finite family of locally principal divisors and let
(nij) (i ∈ I, j ∈ J) be a finite family of nonnegative integers. Set Ei =
∑
j nijDj , so
that in particular the support of (Ei∈I) is contained in the support of (Dj∈J ). Then
the identity morphism Id : X → X lifts as a morphism X˜(Dj∈J )→ X˜(Ei∈I). Indeed,
for any i ∈ I, one has a natural morphism
⊕
j L(Dj)→ L(Ei), and taking the direct
sums of such morphisms when i varies induces the desired lifting of Id.
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In particular, if J ′ is a subset of J , there is a natural projection map between the
fibre products, which induces a proper surjective map X˜(Dj∈J )→ X˜(Dj∈J′ ).
Similarly, defining locally D =
⋃
j Dj by the product of the local equations of
the Dj , we have a proper surjective map X˜(Dj∈J )→ X˜(D).
Given a morphism π : X → X ′ and a family (E′i∈I) of divisors of X
′, let (Ei∈I) be
the pull-back family inX . Then there is a natural morphism π˜ : X˜(Ei∈I)→ X˜
′(E′i∈I).
In particular, if we are given a family of divisors (Dj∈J ) in X such that Ei =
∑
i nijDj
for any j (nij ∈ N), we get a natural morphism π˜ : X˜(Dj∈J )→ X˜ ′(E′i∈I).
For example, if π is chosen such that the divisor E = π∗(
∑
jDj) has simple normal
crossings, we can choose for (E′i∈I) the family of reduced irreducible components of E.
8.c. The sheaf of functions with moderate growth on the real blow-up
space. — We consider as above a locally finite family (Dj)j∈J of effective divisors
in a smooth complex manifold X , and we set D =
⋃
j |Dj |, where |Dj | denotes
the support of Dj. Let OX(∗D) denotes the sheaf of meromorphic functions on X
with poles along D at most. It can also be defined as the subsheaf of j∗OX∗ (with
j : X∗ = X rD →֒ X the open inclusion) consisting of holomorphic functions having
moderate growth along D.
We define a similar sheaf on X˜ := X˜(Dj∈J ), that we denote by A
modD
X˜
: Given an
open set U˜ of X˜, a section f ofA modD
X˜
on U˜ is a holomorphic function on U∗ := U˜∩X∗
such that, for any compact set K in U˜ , in the neighbourhood of which D is defined by
gK ∈ OX(K), there exists constants CK > 0 and NK > 0 such that |f | 6 CK |gK |
−NK
on K.
Remark 8.4 (Rapid decay). — We will also use the sheaf A rdD
X˜
of holomorphic func-
tions having rapid decay along ∂X˜: Given an open set U˜ of X˜, a section f of A rdD
X˜
on U˜ is a holomorphic function on U∗ := U˜ ∩X∗ such that, for any compact set K
in U˜ , in the neighbourhood of which D is defined by gK ∈ OX(K), and for any N ∈ N,
there exists a constant CK,N > 0 such that |f | 6 CK |gK |
N on K.
Proposition 8.5 (Faithful flatness, see [Sab93a, Prop. 2.8]). — If dimX 6 2, the
sheaves A modD
X˜
and A rdD
X˜
are flat over ̟−1OX(∗D) or ̟
−1OX , faithfully over
̟−1OX(∗D).
Remark 8.6. — T.Mochizuki has recently shown similar results in higher dimension.
More precisely, relying on the basic theorems in [Mal66, Chap. VI], he proves the
statement for A rdD
X˜
(and more general sheaves defined with rapid decay condition).
Concerning moderate growth, the trick is to use, instead of the sheaf of holomorphic
functions with moderate growth along D, which is very big, the subsheaf of such
functions of the Nilsson class, as in [Del07c, p. 45] (this sheaf is denoted there by Alog)
or in [Mal91, p. 61] (this sheaf is denoted there by ONils). This trick is useful when D
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has normal crossings. The flatness of this subsheaf is also a consequence of basic
flatness results.
Proof. — We will give the proof for A modD
X˜
, the proof for A rdD
X˜
being completely
similar. Let us fix xo ∈ D and x˜o ∈ ̟
−1(xo) ⊂ ∂X˜. The case where dimX = 1 is
clear, because A modD
X˜
has no OX -torsion.
Faithful flatness. — Notice first that, if flatness is proved, the faithful flatness over
̟−1OX(∗D) is easy: If Mxo has finite type over OX,xo(∗D) and A
modD
X˜,x˜o
⊗OX,xo (∗D)
Mxo = 0 then, extending locally Mxo as a OX(∗D)-coherent module M , we obtain
that M vanishes on some multi-sectorial neighbourhood of x˜o away from ̟
−1(D).
Being OX(∗D)-coherent, it vanishes on some neighbourhood of xo away from D. It
is therefore equal to zero.
Flatness. — Proving flatness is a matter of proving that, given f1, . . . , fp ∈
OX,xo(∗D), if a1, . . . , ap ∈ A
modD
X˜,x˜o
(resp. in A rdD
X˜,x˜o
) are such that a1f1+· · ·+apfp = 0,
then (a1, . . . , ap) is a linear combination with coefficients in A
modD
X˜,x˜o
(resp. in A rdD
X˜,x˜o
)
of relations between f1, . . . , fp with coefficients in OX,xo(∗D). Notice then that it is
equivalent to prove flatness over OX , because any local equation of D is invertible in
A modD
X˜,x˜o
(resp. in A rdD
X˜,x˜o
), so we will assume below that f1, . . . , fp ∈ OX,xo . We argue
by induction on p, starting with p = 2.
Case where p = 2. — At this point, we do not need to assume that dimX 6 2.
We can then assume that f1 and f2 have no common irreducible component. Let us
denote by g a local equation of D at xo. Let U˜ be an neighbourhood of x˜o in X˜ such
that we have a relation a1f1 = a2f2 on U
∗ = U˜ r ∂X˜. By Hartogs, there exists then
a holomorphic function λ on U∗ such that a1 = λf2 and a2 = λf1. We wish to show
that λ belongs to Γ(U˜ ,A modD
X˜
).
Let us choose a proper modification e : Z → X , with Z smooth, such that f1◦e·g◦e
defines a divisor E with normal crossing in some neighbourhood of e−1(xo). It is then
enough to show that λ ◦ e has moderate growth along the real blow-up space ∂Z˜
of the irreducible components of e−1(D) in Z, in the neighbourhood of e˜−1(x˜o). By
compactness of this set, we can work locally near a point z˜o ∈ e˜
−1(x˜o). Let us fix local
coordinates z at zo = ̟Z(z˜o) ∈ Z adapted to E. We denote by z
′ the coordinates
defining e−1(D) and set z = (z′, z′′), so that f1 ◦ e is the monomial z
′m′z′′m
′′
. The
assumption is that, for any compact neighbourhood K of z˜o in Z˜, there exists a
constant CK and a negative integer NK such that, on K
∗, |λ ◦ e| · |z′|m
′
|z′′|m
′′
6
CK |z
′|NK . Notice that such a K can be chosen as the product of a compact polydisc
in the variables z′′ with a compact multi-sector in the variables z′. Up to changing
NK , this reduces to |λ ◦ e| · |z
′′|m
′′
6 CK |z
′|NK . Fixing |z′′i | = r
′′
i > 0 and small
enough, and using Cauchy’s formula, we obtain |λ ◦ e| 6 C′K |z
′|NK .
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Case where p > 3. — We argue by induction on p. Assume that we have a relation
a1f1 + · · ·+ apfp = 0 as above.
Firstly, we can reduce to the case where f1, . . . , fp−1 do not have a non trivial
common factor δ: we deduce a relation (a1f
′
1 + · · ·+ ap−1f
′
p−1)δ + apfp = 0, and by
the p = 2 case, we deduce a relation a1f
′
1 + · · ·+ ap−1f
′
p−1 + a
′
pfp of the same kind.
In such a case, since dimX = 2, we have dimV (f1, . . . , fp−1) = 0, so locally
V (f1, . . . , fp−1) = {xo}, and there is a relation
∑p−1
i=1 hifi = 1 in OX,xo(∗D). We
deduce the relation
∑p−1
i=1 (ai + apfphi)fi = 0, and the inductive step expresses
the vector of coefficients (ai + apfphi) in terms of relations between f1, . . . , fp−1 in
OX,xo(∗D). The conclusion then follows for f1, . . . , fp, by using the supplementary
relation (h1fp)f1 + · · ·+ (hp−1fp)fp−1 − fp = 0.
If π : X → X ′ is a proper modification which is an isomorphismXrD
∼
−→ X ′rE′,
and if Ei := π
∗E′i =
∑
j nijDj for each i (nij ∈ N), it induces π˜ : X˜(Dj∈J ) →
X˜ ′(E′i∈I). (With the first assumption, the inclusion |E| ⊂ |D| is an equality.) Then
π˜∗(A
modD
X˜
) = A modE
′
X˜′
. Similarly, if ̟ : X˜(Dj∈J )→ X is the natural projection, we
have ̟∗(A
modD
X˜
) = OX(∗D).
Proposition 8.7. — With the previous assumption, assume moreover that the divisors∑
jDj and
∑
iE
′
i are normal crossing divisors. Then Rπ˜∗(A
modD
X˜
) = A modE
′
X˜′
, that
is, Rkπ˜∗(A
modD
X˜
) = 0 for k > 1.
Proof. — Since
∑
j Dj is a normal crossing divisor, we can apply the Dolbeault-
Grothendieck theorem on X˜(D) (see [Sab00, Prop. II.1.1.7]) and get a c-soft resolu-
tion of A modD
X˜
by the Dolbeault complex of moderate currents Db
modD,(0,•)
X˜
on X˜
(which are (0, •)-forms on X˜ with coefficients in the sheaf DbmodD
X˜
of distributions on
XrD with moderate growth along D). Therefore, Rπ˜∗(A modDX˜ ) = π˜∗Db
modD,(0,•)
X˜
.
Recall that, on an open set U˜ , DbmodD
X˜
(U˜) is dual to the space of C∞ functions with
compact support in U˜ which have rapid decay along U˜∩∂X˜. Since π is a modification,
for any compact set K in U˜ , setting K ′ = π˜(K), the pull-back of forms π˜∗ identifies
C∞ forms on X˜ ′ with support in K ′ and having rapid decay along ∂X˜ ′ with the
corresponding forms on X˜ with support in K and rapid decay along ∂X˜, and this
identification is compatible with the differential, as well as with ∂ and ∂. Dually, the
integration along the fibres of π˜ of currents identifies the complexes π˜∗Db
modD,(0,•)
X˜
with Db
modE′,(0,•)
X˜′
.
Lastly, the latter complex is a resolution of A modE
′
X˜′
by Dolbeault-Grothendieck,
since
∑
iE
′
i is a normal crossing divisor.
Remark 8.8. — Other variants of this proposition can be obtained with a similar
proof. For instance, we have R̟∗(A
modD
X˜
) = ̟∗(A
modD
X˜
) = OX(∗D). More gen-
erally, with the assumptions in Proposition 8.7, let I1 and J1 be subsets of I and J
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respectively such that each Ei (i ∈ I1) is expressed as a linear combination with
coefficients in N of (Dj∈J1). Let π˜1 : X˜(Dj∈J1) → X˜
′(E′i∈I1 ) be the morphism in-
duced by π between the partial real blow-up spaces. Then, with obvious notation,
Rπ˜∗(A
modD1
X˜
(∗D)) = A
modE′1
X˜′
(∗E′). A particular case is I1 = ∅, J1 = ∅, giving
Rπ∗OX(∗D) = OX′(∗E
′).
8.d. The moderate de Rham complex. — We keep the setting of §8.c. The
sheaf A modD
X˜
is stable by derivations of X (in local coordinates) and there is a
natural de Rham complex on X˜(Dj∈J ):
DRmodD(OX) := {A
modD
X˜
d
−−→ A modD
X˜
⊗̟−1Ω1X −→ · · · }
When restricted to X∗, this complex is nothing but the usual holomorphic de Rham
complex.
From now on, we will freely use standard results in the theory of holonomic DX -
modules, for which we refer to [Bjo¨79, Bor87b, Meb89a, Bjo¨93, Kas03].
Let M be a holonomic DX -module which is localized along D, that is, such that
M = OX(∗D) ⊗OX M . In particular, M is also a coherent DX(∗D)-module. We
can also regard M as a OX(∗D)-module equipped with a flat connection ∇. If more-
over M is OX(∗D)-coherent, we call it a meromorphic connection with poles along D
(according to [Mal96a, Prop. 1.1], it is then locally stably free as a OX(∗D)-module).
We associate with M the moderate de Rham complex
DRmodD(M ) := {A modD
X˜
⊗̟−1(M )
∇
−−−→ A modD
X˜
⊗̟−1(Ω1 ⊗MX)→ · · · }
which coincides with DR(M ) on X∗.
Proposition 8.9. — Let π : X → X ′ be a proper modification between complex mani-
folds. Assume the following:
(1) There exist locally finite families of divisors (E′i∈I) of X
′ and (Dj∈J ) of X such
that Ei := π
∗E′i =
∑
j nijDj with nij ∈ N,
(2) π : X rD → X ′ r E′ is an isomorphism.
Let M be a holonomic DX -module which is localized along D. If dimX > 3, assume
moreover that M is smooth on X rD, i.e., is a meromorphic connection with poles
along D at most. Let π+M the direct image of M (as a DX′(∗E)-module). Then
DRmodE
′
(π+M ) ≃ Rπ˜∗DR
modD(M ).
Remark 8.10. — We have variants corresponding to those in Remark 8.8.
Preliminaries on meromorphic connections and proper modifications. — Let us first
recall classical facts concerning direct images of meromorphic connections by a proper
modification. The setting is the following. We denote by π : X → X ′ a proper mod-
ification between complex manifolds, and we assume that there are reduced divisors
D ⊂ X and E′ ⊂ X ′ such that π : X rD → X ′ r E′ is an isomorphism (so that in
particular π−1(E′) = D). We do not assume now that D or E′ are normal crossing
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divisors. We denote by OX(∗D) and OX′(∗E
′) the corresponding sheaves of mero-
morphic functions.
Lemma 8.11. — We have Rπ∗OX(∗D) = OX′(∗E′).
Proof. — The statement is similar to that of Proposition 8.7, but will be proved with
less assumptions. If D and E′ have normal crossings, one can adapt the proof of
Proposition 8.7, according to the Dolbeault-Grothendieck lemma using currents with
moderate growth. In general, one can argue differently as follows.
Since π is proper, one has Rkπ∗OX(∗D) = lim−→j
R
kπ∗OX(jD). The left-hand term
is equal to OX′(∗E
′) ⊗O′
X
R
kπ∗OX(∗D): indeed, this amounts to proving that, if f
′
is a local equation for E′, then the multiplication by f ′ is invertible on Rkπ∗OX(∗D);
but it is induced by the multiplication by f ′ ◦ π on OX(∗D), which is invertible since
f ′ ◦ π vanishes on D at most (recall that π−1(E′) = D).
Then, OX′(∗E
′) ⊗O′
X
lim
−→j
R
kπ∗OX(jD) = lim−→j
OX′(∗E
′) ⊗O′
X
R
kπ∗OX(jD)
(see e.g. [God64, p. 10]) and the right-hand term is zero if k > 1, since Rkπ∗OX(jD)
is then OX′ -coherent and supported on E
′.
For any k ∈ N we have a natural morphism
ΩkX′(∗E
′) −→ π∗
(
OX(∗D) ⊗
π−1OX′
π−1ΩkX′(∗E
′)
)
.
It follows from the previous lemma that this morphism is an isomorphism. Indeed,
on the one hand, the projection formula and the previous lemma give
Rπ∗
(
OX(∗D)
L
⊗
π−1OX′
π−1ΩkX′(∗E
′)
)
≃ Rπ∗OX(∗D)
L
⊗
OX′
ΩkX′(∗E
′)
≃ OX′(∗E
′)
L
⊗
OX′
ΩkX′(∗E
′) ≃ ΩkX′(∗E
′).
On the other hand, since ΩkX′ is OX′-locally free, one can eliminate the ‘L’ in the first
line above, and conclude
π∗
(
OX(∗D) ⊗
π−1OX′
π−1ΩkX′(∗E
′)
)
≃ ΩkX′(∗E
′),
R
kπ∗
(
OX(∗D) ⊗
π−1OX′
π−1ΩkX′(∗E
′)
)
= 0 ∀ k > 1.
The cotangent map T ∗π is a morphism OX ⊗π−1OX′ π
−1Ω1X′ → Ω
1
X . It induces
an isomorphism OX(∗D) ⊗π−1OX′ π
−1Ω1X′(∗E
′) → Ω1X(∗D). Applying π∗ and using
the previous remark, we get an isomorphism π∗T
∗π : Ω1X′(∗E
′)
∼
−→ π∗Ω
1
X(∗D), and
R
kπ∗Ω
1
X(∗D) = 0 if k > 1. Since T
∗π is compatible with differentials, we get a
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commutative diagram
(8.12)
OX′(∗E
′)
≀

d // Ω1X′(∗E
′)
π∗T
∗π≀

π∗OX(∗D)
π∗d // π∗Ω
1
X(∗D)
where the upper d is the differential on X ′ and the lower d is that on X . Arguing
similarly for each Ωk and the corresponding differentials, we obtain an isomorphism
of complexes
DROX′(∗E
′)
∼
−→ π∗DROX(∗D) ≃ Rπ∗DROX(∗D).
Let now M be a holonomic DX -module which is localized along D and let us also
regard it as a OX(∗D)-module with a flat connection ∇.
Proposition 8.13
(1) The direct image π+M of M as a DX -module, once localized along E
′, has co-
homology in degree 0 at most and this cohomology is a holonomic DX′-module localized
along E′.
(2) We have Rkπ∗M = 0 for k > 1. Moreover, π∗M is equal to the OX′(∗D
′)-
module underlying π+M (∗E
′), and the connection on the latter is equal to the com-
position of π∗∇ : π∗M → π∗(Ω
1
X(∗D)⊗M ) with the isomorphism
(8.13 ∗) Ω1X′(∗E
′)⊗ π∗M ≃ π∗(π
−1Ω1X′(∗E
′)⊗M )
∼
−→ π∗(Ω
1
X(∗D)⊗M )
induced by π∗T
∗π.
Remark 8.14. — Let ΘX be the sheaf of vector fields on X . We also have a mor-
phism T∗π : π
∗ΘX′ → ΘX of locally free OX -modules, which induces an isomorphism
T∗π : π
∗ΘX′(∗E
′) → ΘX(∗D). We deduce an isomorphism π∗T∗π : ΘX′(∗E
′) →
π∗ΘX(∗D). Since the sheaf of localized differential operators DX(∗D) is generated
by OX(∗D) and ΘX(∗D), this implies that there is a ring isomorphism DX′(∗E
′)→
π∗DX(∗D). The direct image functor π+ for D-modules is much simplified in this
localized setting. For a holonomic left DX(∗D)-module M , we have π+M = π∗M
(according to the first assertion of 8.13(2)), where the DX′(∗E
′)-action is obtained
through the π∗DX(∗D)-action.
Proof
(1) Since M has a coherent OX -module N generating M as a DX -module
(see [Mal96b], see also [Mal04, Th. 3.1]), it is known (see [Kas76, Mal85]) that
π+M has holonomic cohomology. Moreover, H
kπ+M is supported on E
′ if
k > 1. By flatness of OX′(∗E
′) over OX′ , we have H
k(OX′(∗E
′) ⊗OX′ π+M ) =
OX′(∗E
′) ⊗OX′ H
k(π+M ). By a theorem of Kashiwara [Kas78, Prop. 2.9],
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OX′(∗E
′) ⊗OX′ H
k(π+M ) is a holonomic DX′ -module and it is localized along E
′
by definition. If k > 1, it is thus equal to zero.
(2) For the first assertion, the proof is similar to that of Lemma 8.11. We use
that M has a OX(∗D)-generating coherent OX -submodule: In the case where M is
a meromorphic connection, this follows from [Mal96a] (see also [Mal04]). In the
general case, one first uses that M has a coherent OX -module N generating M as a
DX -module (see [Mal96b], see also [Mal04, Th. 3.1]). Using Bernstein’s theory for
a function locally defining D, one then shows that, locally on D, there exists ℓ such
that (FℓDX)N generates N as a OX(∗D)-module, where F•DX is the filtration by
the order. Since π is proper, one can find a suitable ℓ valid on the inverse image by π
of any compact set in X ′. In this way, we get the vanishing of Rkπ∗M for k > 1.
Using the isomorphism (8.13 ∗) induced by π∗T
∗π, we regard π∗∇ : π∗M →
π∗(Ω
1
X(∗D) ⊗ M ) as a morphism π+∇ : π∗M → Ω
1
X′(∗E
′) ⊗ π∗M , and (8.12)
shows that it is a connection on π∗M . We denote the resulting object by π+(M ,∇).
Checking that it is equal to OX′(∗D
′) ⊗OX H
0π+M (in the DX -module sense) is
then straightforward, according to Remark 8.14. By definition, we have a commuta-
tive diagram
(8.15)
π∗M
π+∇
// Ω1X′(∗E
′)⊗ π∗M
π∗(T
∗π ⊗ Id)≀

π∗M
π∗∇ // π∗(Ω
1
X(∗D)⊗M )
Let us now go in the other direction. Given a holonomic DX′ -module M
′ local-
ized along E′, the inverse image π+M ′ := DX→X′ ⊗
L
π−1DX′
π−1M ′ has holonomic
cohomology (see [Kas78]) and H kπ+M ′ is supported on D = π−1(E′). It fol-
lows that H k(OX(∗D) ⊗OX π
+M ′) = 0 if k 6= 0 and H 0(OX(∗D) ⊗OX π
+M ′) =
OX(∗D) ⊗OX H
0(π+M ′) is holonomic and localized along D, and its underlying
OX(∗D)-submodule is π
∗M ′ := OX(∗D) ⊗π−1OX′(∗E′) π
−1M ′. Denoting by ∇′ the
connection on M ′, denoted by π+∇′, is defined as d ⊗ Id+T ∗π(Id⊗π−1∇′), where
the second term is the composition of
Id⊗∇′ : OX(∗D)⊗π−1OX′ (∗E′) π
−1
M
′ −→ OX(∗D)⊗π−1OX′ (∗E′) π
−1(Ω1X′ ⊗M
′)
with
T ∗π ⊗ Id : (OX(∗D)⊗π−1OX′ (∗E′) π
−1Ω1X′(∗E
′))⊗π−1OX′ (∗E′) π
−1
M
′
−→ Ω1X(∗D)⊗π−1OX′ (∗E′) π
−1
M
′.
We set π+(M ′,∇′) = (π∗M , π+∇′), and this is nothing but OX(∗D)⊗OXH
0(π+M ′)
as a holonomic DX -module localized along D.
The natural morphism of OX(∗D)-modules
π∗π∗M := OX(∗D)⊗π−1OX′ (∗E′) π
−1π∗M −→ M
LECTURE 8. REAL BLOW-UP SPACES AND MODERATE DE RHAM COMPLEXES 127
induced by the adjunction π−1π∗M → M is compatible with the connections, so that
it induces a morphism
π+π+(M ,∇) −→ (M ,∇)
which can be regarded as the adjunction morphism at the level of DX(∗D)-modules.
It is therefore an isomorphism, since the kernel and cokernel are localized holonomic
DX -modules which are supported on D.
Similarly, the adjunction morphism Id → π∗π
−1 together with the projection for-
mula induces an isomorphism
(M ′,∇′)
∼
−→ π+π
+(M ′,∇′).
In conclusion:
Proposition 8.16. — The functors π+ and π+ are quasi-inverse one to the other.
Proof of Proposition 8.9. — One can extend the previous results by replacing
OX(∗D) with A
modD
X˜
and OX′(∗E
′) with A modE
′
X˜′
. In order to do this, we
now assume that D and E′ have normal crossings. By the first assumption
in the proposition, we have a morphism π˜ : X˜ → X˜ ′ lifting π. By the pre-
liminaries above, we can write M = OX(∗D) ⊗π−1OX′ (∗E′) π
−1M ′. There-
fore, A modD
X˜
⊗̟−1OX M = A
modD
X˜
⊗π˜−1̟′−1OX′ π˜
−1̟′−1M ′. Since A modD
X˜
(resp. A modE
′
X˜′
) is flat over ̟−1OX(∗D) (resp. ̟
′−1OX′(∗E
′)) (dimX 6 2) or since
M is locally stably free over OX(∗D) (dimX > 3), it follows from Proposition 8.7
and the projection formula that
Rπ˜∗(A
modD
X˜
⊗̟−1OX(∗D) M ) = Rπ˜∗(A
modD
X˜
⊗L̟−1OX(∗D) M )
= A modE
′
X˜′
⊗L̟′−1OX′ ̟
′−1
M
′
= A modE
′
X˜′
⊗̟′−1OX′ ̟
′−1
M
′,
and therefore the latter term is equal to π˜∗(A
modD
X˜
⊗̟−1OX M ). Arguing similarly
after tensoring with Ωk gives that each term of the complex DRmodD M is π˜∗-acyclic
and that π˜∗DR
modD
M and DRmodE
′
M ′ are isomorphic termwise. Moreover, the
connection π∗∇ on π˜∗(A
modD
X˜
⊗̟−1OX M ) coincides, via a diagram similar to (8.15)
to the connection π+∇ on A
modE′
X˜′
⊗̟′−1OX′ ̟
′−1M ′. Extending this isomorphism
to the de Rham complexes gives
DRmodE
′
M
′ ∼−→ π˜∗DR
modD
M ≃ Rπ˜∗DR
modD
M .
8.e. Examples of moderate de Rham complexes. — We consider the local
setting where (X, 0) is a germ of complex manifold,D is a divisor with normal crossing
in X (defined by t1 · · · tℓ = 0 in some coordinate system (t1, . . . , tn) and, setting L =
{1, . . . , ℓ}, X˜ = X˜(Di∈L), with Di = {ti = 0}. We will give examples of computation
of moderate de Rham complexes DRmodD(E ϕ), with ϕ ∈ OX,0(∗D)/OX,0, and E
ϕ :=
(OX(∗D), d+ dϕ). In the following, we assume that ϕ 6= 0 in OX,0(∗D)/OX,0.
128 LECTURE 8. REAL BLOW-UP SPACES AND MODERATE DE RHAM COMPLEXES
Proposition 8.17. — Assume that there exists m ∈ Nℓ such that ϕ = t−mu(t) mod
OX,0, with u ∈ OX,0 and u(0) 6= 0. Then DR
modD(E ϕ) has cohomology in degree 0
at most.
Proof. — This is a direct consequence of theorems in asymptotic analysis due to
Majima [Maj84]. See a proof in [Hie07, Appendix, Th. A.1].
On the other hand, if u(0) = 0, the result does no longer hold, as shown by the
following example.
Example 8.18. — Assume that X = C2 with coordinates x, y, D = {y = 0} and
ϕ = x2/y. Let ̟ : X˜(D)→ X be the real blowing-up of D in X. Then DRmodD(E ϕ)
has a nonzero H 1.
Proof. — By Proposition 8.17, H 1DRmodD(E ϕ) is supported on ̟−1(0, 0) ≃ S1y ,
since ϕ satisfies the assumption of this proposition away from x = 0. In order to
compute this sheaf, we will use a blowing-up method similar to that used in Lecture 7,
in order to reduce to local computations where Proposition 8.17 applies. In the
following, we will fix θo ∈ S
1
y and we will compute the germ H
1DRmodD(E ϕ) at θo.
Let e : Y → X be the complex blowing-up of the origin in X . It is covered
by two affine charts, Y1 with coordinates (x, v) with e(x, v) = (x, xv) and Y2 with
coordinates (u, y) with e(u, y) = (yu, y). On Y1 ∩ Y2, we have v = 1/u, and these
are the coordinates on the exceptional divisor E ≃ P1. We still denote by D the
strict transform of D, which is defined by v = 0 in Y1 (and does not meet Y2).
We have a natural map e˜ : Y˜ (D,E) → X˜(D), and by Proposition 8.9, we have
DRmodD(E ϕ) = Re˜∗DR
modF (E ψ), where F = D ∪ E = e−1(D) and ψ = ϕ ◦ e.
Restricting to arg y = θo gives, by proper base change,
H
1DRmodD(E ϕ)θo =H
1
(
e˜−1(θo),DR
modF (E ψ)
)
.
Chart Y2. — We have Y˜2 = Y˜2(E) and, on Y2, ψ = yu
2 = 0 mod OY2 . Therefore,
according to Proposition 8.17, DRmodE(E ψ) has cohomology in degree 0 only on Y˜2,
and H 0DRmodE(E ψ) is the constant sheaf C. Let us note that ∂Y˜2 = A1 × S1y , so
the restriction to arg y = θo of DR
modE(E ψ) is the constant sheaf CA1 .
Chart Y1. — We have Y˜1 = Y˜1(D,E) and ∂Y˜1|E = S
1
x × S
1
v × [0,∞), where |v| runs
in [0,∞). The map e˜ : ∂Y˜1|E → S
1
y is the composed map
S1x × S
1
v × [0,∞) −→ S
1
x × S
1
v −→ S
1
y
(α, β) 7−→ αβ,
so, in this chart, e˜−1(θo) ≃ S
1 × [0,∞) and we can assume S1 = S1v so that we can
identify e˜−1(θo) in ∂Y˜ to a closed disc having S
1
v as boundary. We also have ψ = x/v.
Claim. — The complex DRmodF (E ψ) has cohomology in degree 0 at most on
Y˜1(D,E).
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Assuming this claim is proved, it is not difficult to compute H 0DRmodF (E ψ)θo .
In the chart Y2, this has been done previously, so we are reduced to compute it
on S1v (boundary of the closed disc e˜
−1(θo)). The H
0 is zero unless arg x − arg v =
θo − 2 arg v ∈ (π/2, 3π/2) mod 2π.
Conclusion. — The complex DRmodF (E ψ)θo on e˜
−1(θo) has cohomology in degree 0
only, and is the constant sheaf on ∆∪I1∪I2, extended by 0 to ∆, where ∆ is an open
disc in C and I1 and I2 are two opposite (and disjoint) open intervals of length π/2
on ∂∆. It is now an exercise to show that dimH1
(
e˜−1(θo),DR
modF (E ψ)
)
= 1.
Proof of the claim. — Let us sketch it. The question is local in the (x, v)-chart, on
S1x × S
1
v . We blow up the origin in this chart Y1 and get an exceptional divisor
G ≃ P1 with coordinates v1 = 1/u1. On the blow-up space Z1, in the chart Z11
with coordinates (x, v1), the blowing-up map ε is (x, v1) 7→ (x, v = xv1) and we have
η := ψ ◦ ε = x/v = 1/v1. In the chart Z12 with coordinates (u1, v), the blowing-up
map ε is (u1, v) 7→ (x = u1v, v) and we have η = x/v = u1.
On Z˜12|F , ε˜ is the composed map
S1u1 × S
1
v × [0,∞) −→ S
1
u1 × S
1
v −→ S
1
x × S
1
v
(α, β) 7−→ (αβ, β),
where |u1| varies in [0,∞). On this space, DR
modF (E η) is the constant sheaf C.
Similarly, on Z˜11|F , ε˜ is the composed map
S1x × S
1
v1 × [0,∞) −→ S
1
x × S
1
v1 −→ S
1
x × S
1
v
(α, γ) 7−→ (α, αγ),
and |v1| varies in [0,∞). On this space, DR
modF (E η) has cohomology in degree 0
at most, after Proposition 8.17, and is the constant sheaf C, except on |v1| = 0,
arg v1 6∈ (π/2, 3π/2) mod 2π, where it is zero.
Let us fix a point (αo, βo) ∈ S1x × S
1
v . We have ε˜
−1(αo, βo) ≃ [0,+∞], and
H k DRmodF (E ψ)(αo,βo) = H
k([0,+∞],F(αo,βo)), where F(αo,βo) is the constant
sheaf C if γo := βoαo−1 6∈ (π/2, 3π/2) mod 2π, and the constant sheaf on (0,+∞]
extended by 0 at 0 otherwise.
In the first case, we have Hk = 0 for any k > 1, and in the second case we have
Hk = 0 for any k > 0.

LECTURE 9
STOKES-FILTERED LOCAL SYSTEMS ALONG
A DIVISOR WITH NORMAL CROSSINGS
Summary. We construct the sheaf I to be considered as the index sheaf for
Stokes filtrations. This is a sheaf on the real blow-up space of a complex manifold
along a family of divisors. We will consider only divisors with normal crossings.
The global construction of I needs some care, as the trick of considering a ramified
covering cannot be used globally. The important new notion is that of goodness.
It is needed to prove abelianity and strictness in this setting, generalizing the
results of Lecture 3.
9.a. Introduction. — After having introduced the real blow-up spaces in the pre-
vious lecture, we now extend the notion of a Stokes-filtered local system in higher
dimension, generalizing the contents of Lectures 2 and 3. For this purpose, we first
define the sheaf I of ordered abelian groups, which will serve as the indexing sheaf
for the Stokes filtrations. The general approach of Lecture 1 will now be used, and
the sheaf I will be constructed in a way similar to that used in Remark 2.23. The
present lecture was indeed the main motivation for developing Lecture 1. We will
make precise the global construction of the sheaf I, since the main motivation of this
lecture is to be able to work with Stokes-filtrered local systems globally on the real
blow-up space X˜(Dj∈J ).
However, the order of a local section ϕ of I is strongly related to the asymptotic
behaviour of expϕ on ∂X˜(Dj∈J ). This behaviour is in general difficult to analyze,
unless ϕ behaves like a monomial with negative exponents. For instance, the asymp-
totic behaviour of exp(x1/x2) near x1 = x2 = 0 is not easily analyzed, while that
of exp(1/x1x2) is easier to understand. This is why we introduce the notion of pure
monomiality. Moreover, given a finite subset Φ of local sections of I, the asymptotic
comparison of the functions expϕ with ϕ ∈ Φ leads to considering the condition
“good”, meaning that each nonzero difference ϕ − ψ of local sections of Φ is purely
monomial. The reason for considering differences ϕ − ψ of elements of Φ is, firstly,
that it allows one to totally order the elements of Φ with respect to the order of the
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pole and, secondly, that these differences are the exponential factors of the endomor-
phism of a given Stokes-filtered local system having Φ as exponential factors, and the
corresponding Stokes-filtered local system is essential in classification questions. Of
course, pure monomiality and goodness are automatically satisfied in dimension one.
The analogues of the main results of Lectures 2 and 3 are therefore proved assuming
goodness. We will find this goodness assumption in various points later on, and the
notion of Stokes filtration developed in this text always assumes goodness.
9.b. The sheaf I on the real blow-up (smooth divisor case). — Let X be a
smooth complex manifold and let D be a smooth divisor in X . Let ̟ : X˜(D) → X
be “the” real blow-up space of X along D (associated with the choice of a section
f : OX → OX(D) of L(D) defining D, see §8.b). We also denote by ı˜, ˜ the inclusions
∂X˜(D) →֒ X˜(D) and X∗ →֒ X˜(D).
In order to construct the sheaf I, we will adapt to higher dimensions the construc-
tion of Remark 2.23. We consider the sheaf ˜∗OX∗ and its subsheaf (˜∗OX∗)
lb of
locally bounded functions on X˜. We will construct I as a subsheaf of the quotient
sheaf ˜∗OX∗/(˜∗OX∗)
lb (which is supported on ∂X˜). It is the union, over d ∈ N∗, of
the subsheaves Id that we define below.
Let us start with I1. There is a natural inclusion ̟
−1OX(∗D) →֒ ˜∗OX∗ , and
̟−1OX = ̟
−1OX(∗D)∩ (˜∗OX∗)
lb, since a meromorphic function which is bounded
in some sector centered on an open set of D is holomorphic. We then set I˜1 =
̟−1OX(∗D) ⊂ ˜∗OX∗ and I1 = ̟
−1(OX(∗D)/OX) ⊂ ˜∗OX∗/(˜∗OX∗)
lb.
Locally on D, we can define ramified coverings ρd : Xd → X of order d along D,
for any d. Let ρ˜d : X˜d → X˜ be the corresponding covering. The subsheaf I˜d ⊂ ˜∗OX∗
of d-multivalued meromorphic functions on X˜ is defined as the intersection of the
subsheaves ˜∗OX∗ and ρ˜d,∗I˜X˜d,1 of ρ˜d,∗˜d,∗OX
∗
d
= ˜∗ρd,∗OX∗
d
. As above, we have
I˜d ∩ (˜∗OX∗)
lb = ˜∗OX∗ ∩ ρ˜d,∗̟
−1
d OXd . The sheaf Id is then defined as the quotient
sheaf I˜d/I˜d ∩ (˜∗OX∗)
lb. This is a subsheaf of ˜∗OX∗/(˜∗OX∗)
lb.
The locally defined subsheaves I˜d (and thus Id) glue together as a subsheaf
of ˜∗OX∗ , since the local definition does not depend on the chosen local ramified
d-covering. Similarly, Id exists as a subsheaf of ˜∗OX∗/(˜∗OX∗)
lb all over D.
Definition 9.1 (Case of a smooth divisor). — The sheaf I˜ (resp. I) is the union of the
subsheaves I˜d (resp. Id) of ˜∗OX∗ (resp. ˜∗OX∗/(˜∗OX∗)
lb) for d ∈ N∗.
Definition 9.2 (I as a sheaf of ordered abelian groups). — The sheaf ı˜−1˜∗OX∗ is natu-
rally ordered by setting (˜ı−1 ˜∗OX∗)60 = logA
modD
X˜(D)
(see §8.d). In this way, I˜ inherits
an order: I˜60 = I˜∩ logA
modD
X˜(D)
. This order is not altered by adding a local section of
(˜∗OX∗)
lb, and thus defines an order on I.
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Lemma 9.3. — For any local ramified covering ρd : (Xd, D) → (X,D) of order d
along D, ρ˜−1d I˜d is identified with ̟
−1
d OXd(∗D) and ρ˜
−1
d Id with ̟
−1
d (OXd(∗D)/OXd).
This identification is compatible with order.
Proof. — The proof is completely similar to that given in Remark 2.23.
9.c. The sheaf I on the real blow-up (normal crossing case)
Let us now consider a family (Dj∈J ) of smooth divisors of X whose union D has
only normal crossings, and the corresponding real blowing-up map̟ : X˜(Dj∈J )→ X .
We will consider multi-integers d ∈ (N∗)J . The definition of the sheaves I˜d and Id is
similar to that in dimension one.
Let us set 1 = (1, . . . , 1) (#J terms) and I˜1 = ̟
−1OX(∗D) ⊂ ˜∗OX∗ . Let us fix
xo ∈ D, let us denote by D1, . . . , Dℓ the components of D going through xo, and set
x˜o ∈ ̟
−1(xo) ≃ (S
1)ℓ. Then a local section of̟−1OX(∗D) near x˜o is locally bounded
in the neighbourhood of x˜o if and only if it is holomorphic in the neighbourhood of xo.
In other words, as in the smooth case, ̟−1OX(∗D) ∩ (˜∗OX∗)
lb = ̟−1(OX).
We locally define I˜d near xo, by using a ramified covering ρd of (X, xo) along
(D, xo) of order d = (d1, . . . , dℓ), by the formula I˜d := ρ˜d,∗[̟d,∗OXd(∗D)] ∩ ˜∗OX∗ ,
and Id by Id := I˜d/I˜d ∩ (˜∗OX∗)
lb.
The locally defined subsheaves I˜d glue together all over D as a subsheaf I˜d of
˜∗OX∗ . We also set globally Id = I˜d/I˜d ∩ (˜∗OX∗)
lb.
Definition 9.4. — The subsheaf I˜ ⊂ ˜∗OX∗ is the union of the subsheaves I˜d for
d ∈ (N∗)J . The sheaf I is the subsheaf I˜/I˜ ∩ (˜∗OX∗)lb of ˜∗OX∗/(˜∗OX∗)lb.
Definition 9.5. — The order on I˜ is given by I˜60 := I˜ ∩ logA modDX˜(Dj∈J ). It is stable by
the addition of an element of (˜∗OX∗)
lb and defines an order on I.
Lemma 9.6. — For any local ramified covering ρd : (Xd, D) → (X,D) of or-
der d along (Dj∈J ), ρ˜
−1
d
I˜d is identified with ̟
−1
d
OXd(∗D) and ρ˜
−1
d
Id with
̟−1
d
(
OXd(∗D)/OXd
)
. These identifications are compatible with order.
Proof. — Same proof as in Remark 2.23.
Remark 9.7. — For any subset I ⊂ J , let DI denote the intersection
⋂
j∈I Dj and
set D◦I = DI r
⋃
j∈JrI Dj. Set also YI = ̟
−1(D◦I ) ⊂ ∂X˜(Dj∈J ). The family
Y = (YI)I⊂J is a stratification of ∂X˜ which satisfies the property (1.43). Moreover,
the sheaf I is Hausdorff with respect to Y (this is seen easily locally on D).
9.d. Goodness. — The order on sections of I is best understood for purely mono-
mial sections of I. Let us use the following local notation. We consider the case where
X = ∆ℓ×∆n−ℓ with base point 0 = (0ℓ, 0n−ℓ), andDi = {ti = 0} (i ∈ L := {1, . . . , ℓ})
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andD =
⋃ℓ
i=1Di. The real blowing-up map ̟L : X˜(Di∈L) = (S
1)ℓ×[0, 1)ℓ×∆n−ℓ →
X = ∆ℓ ×∆n−ℓ is defined by sending (eiθj , ρj) to tj = ρje
iθj (j = 1, . . . , ℓ).
• In the non-ramified case (i.e., we consider sections of I1), a germ η at θ ∈ (S
1)ℓ =
(S1)ℓ × 0ℓ × 0n−ℓ ⊂ (S
1)ℓ × [0, 1)ℓ ×∆n−ℓ of section of I1 is nothing but a germ at
0 ∈ X of section of OX(∗D)/OX .
Definition 9.8. — We say that η is purely monomial at 0 if η = 0 or η is the class of
t−mum, with m ∈ Nℓ r {0}, um ∈ OX,0 and um(0) 6= 0. We then set m = m(η)
with the convention that m(0) = 0, so that m(η) = 0 iff η = 0.
For η ∈ OX,0(∗D)/OX,0, written as
∑
k∈Zℓ×Nn−ℓ ηkt
k, the Newton polyhedron
NP(η) ⊂ Rℓ×Rn−ℓ+ is the convex hull of R
n
+ and the octants k+R
n
+ for which ηk 6= 0.
Then η is purely monomial if and only if NP(η) is an octant (−m, 0n−ℓ) + R
n
+ with
m ∈ Nℓ.
If η is purely monomial, we have for every θ ∈ (S1)ℓ:
(9.9) η 6
θ
0⇐⇒ η = 0 or argum(0)−
∑
jmjθj ∈ (π/2, 3π/2) mod 2π.
If η 6= 0 and η is purely monomial at 0, it is purely monomial on some open set
Y = (S1)ℓ × V (with V an open neighbourhood of 0n−ℓ in ∆
n−ℓ, embedded as
0ℓ×V ⊂ [0, 1)
ℓ×∆n−ℓ), and Yη60 is defined by the inequation argum(v)−
∑
j mjθj ∈
(π/2, 3π/2) mod 2π, where v varies in the parameter space V . For v fixed, it is the
inverse image by the fibration map (S1)n → S1, (eiθ1 , . . . , eiθn) 7→ ei(m1θ1+···+mnθn),
of a set of the kind defined at the end of Example 1.4. This set rotates smoothly
when v varies in V . Similarly, the boundary St(η, 0) of Yη60 in Y is the pull-back
by the previous map of a subset of S1 × V which is a finite covering of V . It has
codimension one in Y .
• The order on Id is described similarly after a ramification which is cyclic of
order di around the component Di of D.
For non-purely monomial elements, we still have the following (e.g. in the non-
ramified case).
Proposition 9.10. — For every ϕ, ψ ∈ Γ(U,OX(∗D)/OX), the set Yψ6ϕ is subanalytic
in Y and its boundary St(ϕ, ψ) has (real) codimension > 1 in Y .
Lemma 9.11. — Let η ∈ Γ(U,OX(∗D)/OX) and let x ∈ D. Then there exists a
projective modification ε : U ′ → U of some open neighbourhood U of x in X, which
is an isomorphism away from D, such that D′ := |ε−1(D ∩ U)| is a reduced divisor
with normal crossings and smooth components, and η ◦ ε is locally purely monomial
everywhere on D′.
Proof of Proposition 9.10. — Set η = ψ − ϕ = t−mum with m ∈ Nℓ r {0} and um
holomorphic. We have Yψ6ϕ = Yη60. The purely monomial case (um 6= 0 everywhere
on U∩D) has been treated above. The statement is local subanalytic on U , and for any
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point of U we replace U by a subanalytic open neighbourhood of this point, that we
still denote byX , on which Lemma 9.11 applies. If we setD′ =
⋃
j D
′
j , we have natural
real analytic proper maps (see §8.b) ε˜ : X˜ ′(D′j∈J ) → X˜ . Let us set Y
′ = ε˜−1(Y ).
Then Y ′η◦ε60 = ε˜
−1(Yη60) since e
η has moderate growth near x˜o ∈ Y if and only
if eη◦ε has moderate growth near any x˜′o ∈ ε˜
−1(x˜o), by the properness of ε˜. As a
consequence, the set Y r Yη60 is the push-forward by ε˜ of the set Y ′r Y ′η◦ε60. Using
the purely monomial case considered previously, one shows that Y ′r Y ′η◦ε60 is closed
and semi-analytic in Y ′. The subanalyticity of Yη60 follows then from Hironaka’s
theorem [Hir73] on the proper images of sub- (or semi-) analytic sets, and stability
by complements and closure. The statement for St(ϕ, ψ) also follows.
Sketch of the proof of Lemma 9.11. — By using the resolution of singularities in the
neighbourhood of x ∈ U , we can find a projective modification ε1 : U1 → U such that
the union of the divisors of zeros and and of the poles of η form a divisor with normal
crossings and smooth components in U1 (so that, locally in U1 and with suitable
coordinates, η ◦ ε1 takes the form of a monomial with exponents in Z). The problem
is now reduced to the following question: given a divisor with normal crossings and
smooth components D1 in U1, attach to each smooth component an integer (the
order of the zero or minus the order of the pole of η ◦ ε1), so as to write D1 =
D+1 ∪D
0
1 ∪D
−
1 with respect to the sign of the integer; to any projective modification
ε2 : U2 → U1 such that D2 := ε
−1
2 (D1) remains a divisor with normal crossings and
smooth components, one can associate in a natural way a similar decomposition; we
then look for the existence of such an ε2 such that D
−
2 and D
+
2 do not intersect.
We now denote U1 by X and D1 by D =
⋃
j∈J Dj . The divisor D is naturally
stratified, and we consider minimal (that is, closed) strata. To each such stratum is
attached a subset L of J consisting of indices j for which Dj contains the stratum.
Because of the normal crossing condition, the cardinal of this subset is equal to the
codimension of the stratum DL. We set D(L) =
⋃
j∈LDj . We will construct the
modification corresponding to this stratum with a toric argument. Let us set ℓ = #L
and, for each j ∈ L, let us denote by Ij the ideal of Dj in OX .
As is usual in toric geometry (see [Dan78, Oda88, Ful93] for instance), we con-
sider the space Rℓ equipped with its natural lattice N := Zℓ and the dual space (R∨)ℓ
equipped with the dual lattice M . To each rational cone σ in the first octant (R+)ℓ
we consider the dual cone σ∨ ∈ (R∨)ℓ and its intersection with M . This allows us to
define a sheaf of subalgebras
∑
m∈σ∨∩M I
m1
1 · · ·I
mℓ
ℓ of OX(∗D(L)). Locally on DL,
if Dj is defined by {xj = 0}, this is OX ⊗C[x1,...,xℓ] C[σ
∨ ∩M ], hence this sheaf of
subalgebras corresponds to an affine morphism Xσ → X . Similarly, to any a fan Σ
in the first octant (R+)ℓ one associates a morphism XΣ → X , which is a projective
modification if the fan completely subdivides the octant. Moreover, if each cone of
the fan is strictly simplicial, the space XΣ is smooth and the pull-back of the divisor
D(L) has normal crossings with smooth components.
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We will now choose the fan Σ. To each basis vector ej of Rℓ is attached a mul-
tiplicity νj ∈ Z, namely the order of η ◦ ε1 along Dj. We consider the trace H on
(R+)ℓ of the hyperplane {(n1, . . . , nℓ) ∈ Rℓ |
∑
j νjnj = 0} and we choose a strictly
simplicial fan in (R+)ℓ such that H is a union of cones of this fan. For each basis
vector (n1, . . . , nℓ) ∈ Nℓ of a ray (dimension-one cone) of this fan, the multiplicity of
the pull-back of η ◦ε1 along the divisor corresponding to this ray is given by
∑
j νjnj .
Therefore, for each ℓ-dimensional cone of the fan, the multiplicities at the rays all
have the same sign (or are zero).
The proof of the Lemma now proceeds by decreasing induction on the maximal
codimension ℓ of closed strata of D which are contained both in D+ and D−. In the
space RJ we consider the various subspaces RL (L ⊂ J) corresponding to these closed
strata of D. We subdivide each octant (R+)L by a strict simplical fan as above. We
also assume that the fans coincide on the common faces of distinct subspaces RL.
We denote by Σ the fan we obtain in this way. In order to obtain such a Σ, one can
construct a strict simplicial fan completely subdividing (R+)J which is compatible
with the hyperplane
∑
j∈J νjnj = 0 and with the various octants (R+)
L corresponding
to codimension ℓ strata of D contained in D+∩D−, and then restrict it to the union of
these octants (R+)L. We also consider the sheaves
∑
m∈σ∨∩MJ
∏
j∈J I
mj
j ⊂ OX(∗D)
for σ ∈ Σ, and get a projective modification εΣ : XΣ → X . By construction, the
maximal codimension of closed strata of ε−1Σ (D) contained in ε
−1
Σ (D)+ ∩ ε
−1
Σ (D)− is
6 ℓ− 1.
For a finite set Φ ⊂ OX,0(∗D)/OX,0, the notion of pure monomiality is replaced by
goodness (see also Remark 11.5(4) below).
Definition 9.12 (Goodness). — We say that a finite subset Φ of OX,0(∗D)/OX,0 is good
if #Φ = 1 or, for any ϕ 6= ψ in Φ, ϕ − ψ is purely monomial, that is, the Newton
polyhedron NP(ϕ− ψ) is an octant with vertex in −Nℓ × {0n−ℓ}(see Definition 9.8).
Remark 9.13. — Let us give some immediate properties of local goodness (see [Sab00,
I.2.1.4]).
(1) Any subset of a good set is good, and any subset consisting of one element
(possibly not purely monomial) is good. If Φ is good, then its pull-back Φd by the
ramification Xd → X is good for any d. Conversely, if Φd is good for some d, then Φ
is good.
(2) More generally, let f : X ′ → X be a morphism of complex manifolds and let
(Dj∈J ) be a family of smooth divisors in X whose union D is a divisor with normal
crossings. We set D′ = f−1(D), and we assume that D′ =
⋃
j′∈J′ D
′
j′ is also a divisor
with normal crossings and smooth components D′j′∈J′ . We will usually denote by
f : (X ′, D′)→ (X,D) a mapping satisfying such properties. If Φ ⊂ OX,xo(∗D)/OX,xo
is good, then for any x′o ∈ f
−1(xo), the subset (f
∗Φ)x′o ⊂ OX′,x′o(∗D
′)/OX′,x′o is good.
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(3) Any germ ϕ0 of OX,0(∗D)/OX,0 defines in a unique way a germ ϕx ∈
OX,x(∗D)/OX,x for x ∈ D ∩ U , U some open neighbourhood of 0. Indeed, choose a
lifting ϕ∗0 in OX,0(∗D). It defines in a unique way a section ϕ
∗ of Γ(U,OU (∗D)) for U
small enough. Its germ at x ∈ U ∩ D is denoted ϕ∗x. Its image in OX,x(∗D)/OX,x
is ϕx. Given two liftings ϕ
∗
0 and ϕ
⋆
0, their difference is in OX,0. Choose U so that ϕ
∗
and (ϕ∗ − ϕ⋆) are respectively sections of Γ(U,OU (∗D)) and Γ(U,OU ). Then these
two liftings give the same ϕx.
Similarly, any finite subset Φ of OX,0(∗D)/OX,0 defines in a unique way a finite
subset, still denoted by Φ, of OX,x(∗D)/OX,x for any x close enough to 0.
Then, if Φ is is good at 0, it is good at any point of D in some open neighbourhood
of 0. Note however that a difference ϕ − ψ which is non-zero at 0 can be zero along
some components of D, a phenomenon which causes Ie´t to be non-Hausdorff.
(4) A subset Φ is good at 0 if and only if for some (or any) η ∈ OX,0(∗D)/OX,0
the translated subset Φ + η is good.
(5) For a good set Φ ⊂ OX,0(∗D)/OX,0, and for any fixed ϕo ∈ Φ, the subset
{m(ϕ−ϕo) | ϕ ∈ Φ} ⊂ Nℓ is totally ordered (i.e., the Newton polyhedra NP(ϕ−ϕ0)
form a nested family). Its maximum does not depend on the choice of ϕo ∈ Φ, it
is denoted by m(Φ) and belongs to Nℓ. We have m(Φ) = 0 iff #Φ = 1. We have
m(Φ + η) =m(Φ) for any η ∈ OX,0(∗D)/OX,0.
(6) Assume Φ is good. Let us fix ϕo ∈ Φ and setm :=m(Φ). The set {m(ψ−ϕo) |
ψ ∈ Φ} is totally ordered, and we denote by ℓ = ℓϕo its submaximum. For any
ϕ 6= ϕo in Φ such that m(ϕ − ϕo) = m, we denote by [ϕ − ϕo]ℓ the class of ϕ − ϕo
in OX,0(∗D)/OX,0(
∑
ℓiDi). For such a ϕ, the set
Φ[ϕ−ϕo]ℓ := {ψ ∈ Φ | [ψ − ϕo]ℓ = [ϕ− ϕo]ℓ} ⊂ Φ
is good at 0, and m(Φ[ϕ−ϕo]ℓ) < m = m(Φ). Indeed, for any ψ ∈ Φ[ϕ−ϕo]ℓ , ψ − ϕo
can be written as ϕ−ϕo+ t
−ℓuψ(t) with uψ(t) ∈ C{t}, and the difference of two such
elements ψ, η ∈ Φ[ϕ−ϕo]ℓ is also written as t
−ℓv(t) with v(t) ∈ C{t}.
Let Σ˜L ⊂ I
e´t
|YL
be a finite covering of YL (see §9.c). There exists d such that the
pull-back Σ˜L,d of Σ˜L by the ramification X˜d → X˜ is a trivial covering of (S
1)ℓ×DL.
Hence there exists a finite set Φd ⊂ OXd(∗D)/OXd such that the restriction of Σ˜L,d
over (S1)ℓ×{0} is equal to Φd× (S
1)ℓ×{0}. We say that Σ˜L is good at 0 ∈ DL if the
corresponding subset Φd is good for some (or any) d making the covering trivial. By
the previous remark, if Σ˜L is good at 0, it is good in some neighbourhood of 0 ∈ DL.
Moreover, if f : X ′ → X is as in 9.13(2), if Σ˜L is good at 0 then f˜
∗(Σ˜L) is good at
each point of f−1(0).
Let us now consider a stratified I-covering Σ˜ ⊂ Ie´t of X˜ (see Definition 1.46).
Lemma 9.14. — If Σ˜L is good at 0∈DL, each Σ˜I is good on some neighbourhood of 0.
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Proof. — Assume first that Σ˜L → YL = (S
1)L×∆n−ℓ is trivial and thus Σ˜L = Φ×YL
for some finite good set Φ ⊂ OX,0(∗D)/OX,0. Then, if ∆
n is small enough, we have
Σ˜ =
⋃
ϕ∈Φ ϕ(∆˜
n) and the assertion follows from Remark 9.13(3).
In general, one first performs a suitable ramification around the components of D
to reduce to the previous case.
Lastly, let us consider the global setting, where X is a complex manifold and
(Dj∈J ) is a family of smooth divisors on X which intersect normally, and the sheaf
of ordered abelian groups I on ∂X˜(Dj∈J ) is as in Definitions 9.4 and 9.5. For any
nonempty subset I of J , we set DI =
⋂
i∈I Di and D
◦
I = DIr
⋃
j∈JrI Dj. The family
(D◦I )∅ 6=I⊂J is a Whitney stratification of D =
⋃
j∈J Dj .
Definition 9.15 (Global goodness). — Let us consider a stratified I-covering Σ˜ ⊂ Ie´t.
We say that it is good if each Σ˜I is good at each point of D
◦
I .
9.e. Stokes filtrations on local systems. — As above, (Dj∈J ) is a family of
smooth divisors on X which intersect normally, and the sheaf of ordered abelian
groups I on ∂X˜(Dj∈J ) is as in Definitions 9.4 and 9.5.
Definition 9.16 (Stokes-filtered local system). — Let L be a local system of k-vector
spaces on ∂X˜(Dj∈J ). A Stokes filtration of L is a I-filtration of L , in the sense of
Definition 1.47. We denote by (L ,L•) a Stokes-filtered local system.
Remark 9.17. — We will freely extend in the present setting the notation of Lecture 2
and use some easy properties considered there. In the non-ramified case for instance,
the sheaves L6ϕ are R-constructible, according to Proposition 9.10.
Definition 9.18 (Goodness). — We say that a Stokes-filtered local system (L ,L•) is
good if its associated stratified I-covering Σ˜(L ) ⊂ Ie´t, which is the union of the
supports of the various grL|YI (with YI = ̟
−1(D◦I )), is good.
Theorem 9.19. — Let us fix a good stratified I-covering Σ˜ ⊂ Ie´t and let (L ,L•),
(L ′,L ′•) be Stokes-filtered local systems on X˜(Dj∈J ) whose associated I-stratified cov-
erings Σ˜(L ), Σ˜(L ′) are contained in Σ˜. Let λ : (L ,L•)→ (L
′,L ′•) be a morphism
of local systems which is compatible with the Stokes filtrations. Then λ is strict.
Corollary 9.20. — If Σ˜ is good, the category of Stokes-filtered local systems satisfying
Σ˜(L ) ⊂ Σ˜ is abelian.
This will be a consequence of the following generalization of Theorem 3.5.
Proposition 9.21. — Assume that Σ˜(L ), Σ˜(L ′) ⊂ Σ˜ for some good stratified I-
covering Σ˜ ⊂ Ie´t. Let λ be a morphism of local systems compatible with the Stokes
filtrations. Then, in the neighbourhood of any point of ∂X˜(Dj∈J ) there exist grada-
tions of the Stokes filtrations such that the morphism is diagonal with respect to them.
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In particular, it is strict, and the natural I-filtrations on the local systems Kerλ,
Imλ and Cokerλ are good Stokes-filtered local systems. Their associated stratified
I-coverings satisfy
Σ˜(Kerλ) ⊂ Σ˜(L ), Σ˜(Cokerλ) ⊂ Σ˜(L ′), Σ˜(Imλ) ⊂ Σ˜(L ) ∩ Σ˜(L ′).
Preliminary reductions. — As in the one-dimensional case, one reduces to the non-
ramified case by a suitable d-cyclic covering. Moreover, the strictness property is
checked on the germs at any point of ∂X˜, so we can work in the local setting of §9.c
and restrict the filtered local system to the torus (S1)ℓ. We will moreover forget about
the term ∆n−ℓ and assume that ℓ = n.
In the following, we will give the proof for a I-local system on the torus
(S1)n in the non-ramified case, that is, I is the constant sheaf with fibre Pn =
C{t1, . . . , tn}[(t1 · · · tn)−1]/C{t1, . . . , tn}. As this sheaf satisfies the Hausdorff prop-
erty, many of the arguments used in the proof of Theorem 3.5 can be extended in a
straightforward way for Proposition 9.21. Nevertheless, we will give the proof with
details, as the goodness condition is new here.
Level structure of a Stokes filtration. — For every ℓ ∈ Nn, we define the notion of
Stokes filtration of level > ℓ on L , by replacing the set of indices Pn = C[t, t−1]/C[t]
(t = t1, . . . , tn) by the set Pn(ℓ) := C[t, t−1]/t−ℓC[t] (with t−ℓ := t
−ℓ1
1 · · · t
−ℓn
n ). We
denote by [·]ℓ the map C[t, t−1]/C[t] → C[t, t−1]/t−ℓC[t]. The constant sheaf I(ℓ) is
ordered as follows: for every connected open set U of (S1)n and [ϕ]ℓ, [ψ]ℓ ∈ Pn(ℓ),
we have [ψ]ℓ 6U [ϕ]ℓ if, for some (or any) representatives ϕ, ψ in C[t, t
−1], e|t|
ℓ(ψ−ϕ)
has moderate growth along D in a neighbourhood of U in X intersected with X∗. In
particular, a Stokes filtration as defined previously has level > 0.
Lemma 9.22. — The natural morphism I→ I(ℓ) is compatible with the order.
Proof. — Let U be a connected open set in (S1)n and let K be a compact set in U .
Let η ∈ Pn (or a representative of it). We have to show that if e
η has moderate
growth along D on nb(K) rD, then so does e|t|
ℓη. Let ε : X ′ → X be a projective
modification as in the proof of Proposition 9.10, let ε˜ be the associated morphism
of real blow-up spaces, and let K ′ ⊂ Y ′ be the inverse image of K in Y ′. Then eη
has moderate growth along D on nb(K)rD iff eη◦ε has moderate growth along D′
on nb(K ′) rD′ ≃ nb(K) rD. It is therefore enough to prove the lemma when η is
purely monomial, and the result follows from (9.9).
Given a Stokes filtration (L ,L•) (of level > 0), we set
L6[ϕ]ℓ =
∑
ψ
β[ψ]ℓ6[ϕ]ℓL6ψ,
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where the sum is taken in L . Then
L<[ϕ]ℓ :=
∑
[ψ]ℓ
β[ψ]ℓ<[ϕ]ℓL6[ψ]ℓ =
∑
ψ
β[ψ]ℓ<[ϕ]ℓL6ψ.
We can also pre-I-filter gr[ϕ]ℓ L by setting, for ψ ∈ Pn,
(gr[ϕ]ℓ L )6ψ = (L6ψ ∩L6[ϕ]ℓ +L<[ϕ]ℓ)/L<[ϕ]ℓ .
Proposition 9.23. — Assume (L ,L•) is a Stokes filtration (of level > 0) and let Φ be
the finite set of its exponential factors.
(1) For each ℓ ∈ Nn, L6[•]ℓ defines a Stokes filtration (L ,L[•]ℓ) of level > ℓ on L ,
gr[ϕ]ℓ L is locally isomorphic to
⊕
ψ, [ψ]ℓ=[ϕ]ℓ
grψ L , and the set of exponential factors
of (L ,L[•]ℓ) is Φ(ℓ) := image(Φ→ Pn(ℓ)).
(2) For every [ϕ]ℓ ∈ Φ(ℓ), (gr[ϕ]ℓ L , (gr[ϕ]ℓ L )•) is a Stokes filtration and its set
of exponential factors is the pull-back of [ϕ]ℓ by Φ→ Φ(ℓ).
(3) Let us set(
grℓ L , (grℓL )•
)
:=
⊕
[ψ]ℓ∈Φ(ℓ)
(
gr[ψ]ℓ L , (gr[ψ]ℓ L )•
)
.
Then (grℓL , (grℓL )•) is a Stokes-filtered local system (of level > 0) which is locally
isomorphic to (L ,L•).
Proof. — Similar to that of Proposition 3.8.
Remark 9.24. — Similarly to Remark 3.9, we note that, as a consequence of the
last statement of the proposition, given a fixed Stokes-filtered local system (Gℓ,Gℓ,•)
graded at the level ℓ > 0, the pointed set of isomorphism classes of Stokes-filtered local
systems (L ,L•) equipped with an isomorphism fℓ : (grℓL , (grℓ L )•)
∼
−→ (Gℓ,Gℓ,•)
is in bijection with the pointed set H1
(
(S1)ℓ,Aut<0(Gℓ,Gℓ,•)
)
.
Proof of Proposition 9.21. — Let Φ be a good finite set in Pn such that #Φ > 2. As
in Remark 9.13(5), let us set m = m(Φ) = max{m(ϕ − ψ) | ϕ 6= ψ ∈ Φ} and let
us fix ϕo ∈ Φ for which there exists ϕ ∈ Φ such that m(ϕ − ϕo) = m. The subset
{m(ϕ − ϕo) | ϕ ∈ Φ} is totally ordered, its maximum is m, and we denote by ℓ its
submaximum (while m is independent of ϕo, ℓ may depend on the choice ϕo).
Let ϕ ∈ Φ − ϕo. If m(ϕ) = m, then the image of ϕ in (Φ − ϕo)(ℓ) is
nonzero, otherwise ϕ is zero. For every ϕ ∈ Φ − ϕo, the subset (Φ − ϕo)[ϕ]ℓ :=
{ψ ∈ Φ − ϕo | [ψ]ℓ = [ϕ]ℓ} is good (any subset of a good set is good) and
m((Φ− ϕo)[ϕ]ℓ) 6 ℓ <m (see Remark 9.13(6)).
Corollary 9.25 (of Prop. 9.23). — Let (L ,L•) be a good Stokes filtration, let Φ′′ be a
good finite subset of Pn containing Φ(L ,L•), set m = m(Φ
′′), fix ϕo as above and
let ℓ be the corresponding submaximum element of {m(ϕ− ϕo) | ϕ ∈ Φ
′′}.
Then, for every [ϕ]ℓ ∈ (Φ
′′ − ϕo)(ℓ), (gr[ϕ]ℓ L [−ϕo], (gr[ϕ]ℓ L [−ϕo])•) is a good
Stokes filtration and mmax(gr[ϕ]ℓ L [−ϕo], (gr[ϕ]ℓ L [−ϕo])•) 6 ℓ <m.
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Let us fix θo ∈ (S
1)n and α1, . . . , αn ∈ N∗ such that gcd(α1, . . . , αn) = 1. The map
θ 7→ (α1θ + θo,1, . . . , αnθ + θo,n) embeds S
1 in (S1)n. In the following, S1
α,θo
denotes
this circle.
Let Φ ⊂ Pn be good finite set. Let us describe the Stokes hypersurfaces St(ϕ, ψ)
with ϕ 6= ψ ∈ Φ. Since ϕ − ψ is purely monomial, it is written um(t)t
−m with
m = (m1, . . . ,mn) ∈ Nn r {0} and um(0) 6= 0. Then
St(ϕ, ψ) =
{
(θ1, . . . , θn) ∈ (S
1)n |
∑
j mjθj − argum(0) = ±π/2 mod 2π
}
,
so in particular it is the union of translated subtori of codimension one. As a con-
sequence, the circle S1
α,θo
intersects transversally every Stokes hypersurface. We call
Stokes points with respect to Φ the intersection points when ϕ, ψ vary in Φ.
Lemma 9.26. — Let I be any open interval of S1
α,θo
such that, for any ϕ, ψ ∈ Φ,
card(I ∩ St(ϕ, ψ)) 6 1. Then there exists an open neighbourhood nb(I) such that the
decompositions (1.38) hold on nb(I).
Proof. — A proof similar to that of Lemma 3.12 gives that H1(I,L<ψ|I) = 0 for
any ψ. We can then lift for any ψ ∈ Φ a basis of global sections of grψ L|I as a family
sections of L6ψ|I , which are defined on some nb(I). The images of these sections in
grψ L|nb(I) restrict to the given basis of grψ L|I and thus form a basis of grψ L|nb(I)
if nb(I) is simply connected, since grψ L is a locally constant sheaf. We therefore get
a section grψ L|nb(I) → L6ψ|nb(I) of the projection L6ψ|nb(I) → grψ L|nb(I).
For every ϕ ∈ Φ, we have a natural inclusion βψ6ϕL6ψ →֒ L6ϕ, and we deduce a
morphism
⊕
ψ∈Φ βψ6ϕ grψ L|nb(I) → L6ϕ|nb(I), which is seen to be an isomorphism
on stalks at points of I, hence on a sufficiently small nb(I), according to the local
decomposition (1.38). The same result holds then for any η ∈ Pn instead of ϕ, since
L6η =
∑
ϕ∈Φ βϕ6ηL6ϕ and similarly for the graded pieces.
Corollary 9.27. — In the setting of Corollary 9.25, let us set m = (m1, . . . ,mn) and
m =
∑
imiαi. Let I be any open interval of S
1 of length π/m with no Stokes points
as boundary points. Then, if nb(I) is a sufficiently small tubular neighbourhood of I,
(L ,L•)|nb(I) ≃ (grℓ L , (grℓL )•)|nb(I).
Proof. — By the choice of m and the definition of m, I satisfies the assumption of
Lemma 9.26 for both (L ,L•) and (grℓ L , (grℓ L )•), hence, when restricted to nb(I),
both are isomorphic to the trivial Stokes filtration determined by grL restricted
to nb(I).
End of the proof of Proposition 9.21. — Let λ : (L ,L•)→ (L
′,L ′•) be a morphism
of Stokes-filtered local systems on (S1)n with set of exponential factors contained
in Φ′′. The proof that λ is strict and that Kerλ, Imλ and Cokerλ (equipped with
the naturally induced pre-Pn-filtrations) are Stokes filtrations follows from the local
decomposition of the morphism, the proof of which is be done by induction on m =
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m(Φ′′), with Φ′′ = Φ∪Φ′. The result is clear ifm = 0 (so Φ′′ = {0}), as both Stokes
filtrations have only one jump. The remaining part of the inductive step is completely
similar to the end of the proof of Theorem 3.5 by working on nb(I) instead of I, and
we will not repeat it. We obtain that, for any such I, λ|nb(I) is graded, so this ends
the proof of the proposition.
9.f. Behaviour by pull-back. — Let f : (X ′, D′) → (X,D) be a mapping as in
Remark 9.13(2). According to §8.b, there is a natural morphism f˜ : X˜ ′(D′j′∈J′) →
X˜(Dj∈J ) lifting f : X
′ → X . There are natural inclusions ˜ : X r D = X∗ →֒
X˜(Dj∈J ) and ˜
′ : X ′ rD′ = X ′∗ →֒ X˜ ′(D′j′∈J′), and we have f˜ ◦ ˜
′ = ˜ ◦ f .
Let us describe such a mapping in a local setting: the space (X,D) is the
polydisc ∆n with coordinates (x1, . . . , xn) and D = {x1 · · ·xℓ = 0}, and sim-
ilarly for (X ′, D′), and f(0) = 0 in these coordinates. We have coordinates
(θ1, . . . , θℓ, ρ1, . . . , ρℓ, xℓ+1, . . . , xn) on X˜, and similarly for X˜
′. In these local
coordinates, we set f = (f1, . . . , fn), with
(9.28) f1(x
′) = u′1(x
′)x′k1 , . . . , fℓ(x
′) = u′ℓ(x
′)x′kℓ ,
where u′j(x
′) are local units, and kj = (kj,1, . . . , kj,ℓ′) ∈ N
ℓ′ r {0}. We also have
fj(0) = 0 for j > ℓ+1. We note that the stratum D
′
L′ going through the origin in X
′
(defined by x′1 = · · · = x
′
ℓ′ = 0) is sent to the stratum DL going to the origin in X
(defined by x1 = · · · = xℓ = 0), maybe not submersively.
When restricted to ̟′−1(D′L′) defined by the equations ρ
′
j′ = 0, j
′ = 1, . . . , ℓ′, the
map f˜ takes values in ̟−1(DL) and is given by the formula (with ρ1 = · · · = ρℓ = 0):
(9.29) (θ′1, . . . , θ
′
ℓ′ , x
′
ℓ′+1, . . . , x
′
n′) 7−→

∑
k1,iθ
′
i + argu
′
1(0, x
′
ℓ′+1, . . . , x
′
n′)
...∑
kℓ,iθ
′
i + argu
′
ℓ(0, x
′
ℓ′+1, . . . , x
′
n′)
fℓ+1(0, x
′
ℓ′+1, . . . , x
′
n′)
...
fn(0, x
′
ℓ′+1, . . . , x
′
n′)

Going back to the global setting, we have a natural morphism f∗ : f˜−1˜∗OX∗ →
˜′∗OX′∗ , which sends f˜
−1(˜∗OX∗)
lb to (˜′∗OX′∗)
lb. This morphism is compatible with
the order: it sends f˜−1A modD
X˜(Dj∈J )
to A modD
′
X˜′(D′
j′∈J′
)
.
We consider the sheaves I˜ and I on X˜ and I˜′ and I′ on X˜ ′, relative to the divisors D
and D′.
Proposition 9.30. — The morphism f∗ sends f˜−1I˜ to I˜′ and induces a morphism f∗ :
f˜−1I→ I′, which is compatible with the order. Moreover, if f˜ : X˜ ′ → X˜ is open, the
morphism f∗ is injective and strictly compatible with the order.
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Remark 9.31. — If dimX = 1, then f˜ is open. Indeed, there are local coordinates
in X ′ where f is expressed as a monomial. The assertion is easy to see in this case.
Proof of Proposition 9.30. — Let us prove the first statement. It is clear that f∗
sends f˜−1I˜1 to I˜
′
1. In general, we note that the assertion is local on X and X
′ and,
given a local ramified covering ρd : Xd → X , there is a commutative diagram
X ′
d′
g

ρ′
d′ // X ′
f

Xd
ρd
// X
for a suitable d′ (this is easily seen in local coordinates in X and X ′ adapted to D
and D′). The morphism ρ′−1
d′
f∗ : ρ′−1
d′
f−1OX∗ → ρ
′−1
d′
OX′∗ is identified with g
∗ :
g−1OX∗
d
→ OX′∗
d′
since ρd and ρ
′
d′
are coverings, and f∗ is recovered from g∗ as the
restriction of ρ′
d′,∗(g
∗) to OX′∗ ⊂ ρ
′
d′,∗OX
′∗
d′
.
As we know that g∗ sends g˜−1̟−1
d
OXd(∗D) to ̟
′−1
d′
OX′
d′
(∗D′), we conclude by
applying ρ′
d′,∗ and intersecting with ˜
′
∗OX′∗ that f
∗ sends f˜−1I˜d to I˜
′
d′
, hence in I˜′.
For the injectivity statement, it is enough to prove that, if f˜ : X˜ ′ → X˜ is open,
then f∗ : f˜−1˜∗OX∗/f˜
−1(˜∗OX∗)
lb → ˜′∗OX′∗/(˜
′
∗OX′∗)
lb is injective. Let y′ ∈ ∂X˜ ′
and set y = f˜(y′) ∈ ∂X˜. Note first that ∂X˜ ′ = f˜−1(∂X˜). If V (y′) is an open
neighbourhood of y′ in X˜ ′, then f˜(V (y′)) is an open neighbourhood of y in X˜ by the
openness assumption, and we have
f˜(V (y′))r ∂X˜ = f˜
(
V (y′)r f˜−1(∂X˜)
)
= f˜(V (y′)r ∂X˜ ′).
If λ is a local section of f˜−1˜∗OX∗ at y
′, it is defined on such a V (y′). If f∗λ
is bounded on V (y′) r ∂X˜ ′, then λ is a bounded section of OX∗ on the open set
f˜(V (y′)r ∂X˜ ′) = f˜(V (y′))r ∂X˜, hence is a local section of f˜−1(˜∗OX∗)lb.
Let us show the strictness property. It means that, for any y′ ∈ f˜−1(y), ϕ ◦ f 6
y′
0
implies ϕ 6
y
0 if ϕ ∈ IX˜,y. Let h be a local equation of D and set h
′ = h ◦ f . The
relation ϕ◦f 6
y′
0 means |eϕ◦f | 6 |h′|−N = |h◦f |−N for some N > 0 on V (y′)r∂X˜′.
We then have |eϕ| 6 |h|−N on f˜(V (y′))r∂X˜ , hence ϕ 6
y
0 according to the openness
of f˜ .
In general, the map f∗ may not be injective. Indeed, (in the local setting) given
ϕ ∈ OX,0(∗D)/OX,0, f
∗ϕ may have no poles along D′ near 0 ∈ X ′. More precisely,
let ϕ be a local section of I at 0 ∈ X and let Σ˜ϕ ⊂ I
e´t be the image by ϕ of a small
open neighbourhood of 0. Then f∗ induces a map from f˜−1Σ˜ϕ to I
′e´t whose image is
equal to Σ˜f∗ϕ.
With a goodness assumption (which is automatically satisfied in dimension one)
we recover the injectivity.
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Lemma 9.32. — Assume that ϕ ∈ OX,0(∗D)/OX,0 is purely monomial. Then,
f∗ϕ = 0 =⇒ ϕ = 0.
Proof. — If ϕ 6= 0 let us set ϕ = U(x)/xm, where U(x) is a local unit and m =
(m1, . . . ,mℓ) ∈ Nℓr{0}. Using the notation above for f , we have f∗ϕ = U ′(x′)/x′m
′
,
where U ′ = f∗U/u′m11 · · ·u
′mℓ
ℓ is a local unit and m
′ = m1k1 + · · · + mℓkℓ. Then
m
′ ∈ Nℓ
′
r {0}, so f∗ϕ 6= 0.
Corollary 9.33. — Let ϕ be a local section of I at 0 ∈ X which is purely monomial.
Then f∗ in injective on f˜−1Σϕ.
We also recover a property similar to strictness.
Lemma 9.34. — With the same assumption as in Lemma 9.32, if f∗ϕ 6 0
(resp. f∗ϕ < 0) at (θ′o, 0) ∈ ∂X˜
′
|DL′
, then ϕ 6 0 (resp. ϕ < 0) at (θo, 0) = f˜(θ
′
o, 0).
Proof. — We keep the same notation as above, and it is enough to consider the case
f∗ϕ < 0, according to Lemma 9.32. The assumption can then be written as
argU ′(0)−
〈
m1k1 + · · ·+mℓkℓ, θ
′
o
〉
∈ (π/2, 3π/2) mod 2π,
where 〈 , 〉 is the standard scalar product on Rℓ
′
. Notice now that θo,j = 〈kj , θ
′
o〉 +
argu′j(0) for j = 1, . . . , ℓ, so that the previous relation is written as
argU(0)−
∑
mjθo,j ∈ (π/2, 3π/2) mod 2π,
which precisely means that ϕ <
θo
0.
Let now (L ,L•) be a Stokes-filtered local system on ∂X˜. Its pull-back f
+(L ,L•)
(see Definition 1.33), which is a priori a pre-I-filtered local system, is also a Stokes-
filtered local system (see Lemma 1.40), and its associated stratified I-covering is
f∗(f˜−1Σ˜(L )) (see Lemma 1.48).
Proposition 9.35. — With the previous assumptions on f , let us assume that (L ,L•)
is good. Then f+(L ,L•) is also good.
Proof. — According to the previous considerations, it remains to check that, if Σ˜ is
a good stratified I-covering, then f∗(f˜−1Σ˜) is also good, and this reduces to showing
that, if ϕ ∈ OX,0(∗D)/OX,0 is purely monomial, then so is f
∗ϕ, a property that we
already saw in the proof of Lemma 9.32.
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9.g. Partially regular Stokes-filtered local systems. — In the setting of §9.b,
let (L ,L•) be a Stokes-filtered local system on ∂X˜(Dj∈J ) with associated stratified
I-covering Σ˜ equal to the zero section of Ie´t
|∂X˜
. In such a case, we will say that (L ,L•)
is regular. Then (L ,L•) is the graded Stokes-filtered local system with jump at ϕ = 0
only. The category of regular Stokes-filtered local systems is then equivalent to the
category of local systems on ∂X˜(Dj∈J ).
We now consider the case where (L ,L•) is partially regular, that is, there exists
a decomposition J = J ′ ∪ J ′′ such that its associated stratified covering Σ˜ reduces to
the zero section when restricted over D(J ′′) r D(J ′) (recall that D(I) =
⋃
j∈I Dj).
We will set D′ = D(J ′) and D′′ = D(J ′′) for simplicity. Near each point of D′′ rD′
the Stokes-filtered local system is regular. We will now analyze its local behaviour
near D′′ ∩D′. We will restrict to a local analysis in the non-ramified case.
According to §8.b, the identity map X → X lifts as a map π : X˜ := X˜(Dj∈J ) →
X˜ ′ := X˜(Dj∈J′) and we have a commutative diagram
(9.36)
Ie´t
X˜
µ

π−1Ie´t
X˜′
q
oo π˜ //
||②②
②②
②②
②②
②
Ie´t
X˜′
µ′

X˜
π //
̟
##●
●●
●●
●●
●●
● X˜
′
̟′
{{✈✈
✈✈
✈✈
✈✈
✈✈
X
The boundary ∂X˜ of X˜ is ̟−1(D) and ∂X˜ ′ = ̟′−1(D′).
We now consider the local setting of §9.d and we set ℓ = ℓ′ + ℓ′′, L′ = {1, . . . , ℓ′}
and L′′ = {ℓ′ + 1, . . . , ℓ}. If (L ,L•) is a non-ramified Stokes-filtered local system
with associated I-covering equal to Σ˜, we assume that Σ˜|DL is a trivial covering
of YL = ̟
−1(DL). Then Σ˜ is determined by a finite set Φ ⊂ OX,0(∗D)/OX,0.
The partial regularity property means that the representatives ϕ of the elements
of Φ are holomorphic away from D′, that is, have no poles along D′′, that is also,
Φ ⊂ OX,0(∗D
′)/OX,0, and Φ defines a trivial stratified IX˜′-covering Σ˜
′. The map q
induces an homeomorphism of π−1Σ˜′ onto Σ˜.
Proposition 9.37. — In this local setting, the category of non-ramified Stokes-
filtered local systems on ∂X˜(Dj∈L)|DL with associated stratified I-covering contained
in Σ˜ is equivalent to the category of non-ramified Stokes-filtered local systems on
∂X˜(Dj∈L′)|DL with associated stratified I-covering contained in Σ˜
′, equipped with
commuting automorphisms Tk (k ∈ L
′′).
Proof. — Let us first consider the following general setting: F is a R-constructible
sheaf on Z × (S1)k, where Z is a nice space (e.g. a subanalytic subset of Rn). We
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denote by π : Z × (S1)k → Z the projection and by ρ : Z ×Rk → Z × (S1)k the map
(z, θ1, . . . , θk) 7→ (z, e
iθ1 , . . . , eiθk). We will also set π˜ = ρ ◦ π.
Lemma 9.38. — The category of R-constructible sheaves F on Z × (S1)k whose re-
striction to each fibre of π is locally constant is naturally equivalent to the category of
R-constructible sheaves on Z equipped with commuting automorphisms T1, . . . , Tk.
Proof. — Let σi (i = 1, . . . , k) denote the translation by one in the direction of the
i-th coordinate in Rk. Then the functor ρ−1 induces an equivalence between the
category of sheaves F on Z × (S1)k and that of sheaves G on Z × Rk equipped
with isomorphisms σ−1i G
∼
−→ G which commute in a natural way. It induces an
equivalence between the corresponding full subcategories of R-constructible sheaves
which are locally constant in the fibres of π and π˜.
Let G be a R-constructible sheaf on Z ×Rk. We have a natural (dual) adjunction
morphism G → π˜!Rπ˜!G = π˜
−1
Rπ˜!G [k] (see [KS90, Prop. 3.3.2] for the second equal-
ity), which is an isomorphism if G is locally constant (hence constant) in the fibres
of π˜ (see [KS90, Prop. 2.6.7]). This shows that (via Rkπ˜! and π˜
−1) the category of
R-constructible sheaves on Z × Rk which are constant in the fibres of π˜ is equiva-
lent to the category of R-constructible sheaves on Z. If now H is a R-constructible
sheaf on Z with commuting automorphisms Ti (i = 1, . . . , k), it produces a sheaf
G = π˜−1H with commuting isomorphisms σ−1i G ≃ G by composing the natural
morphism σ−1i π˜
−1H → π˜−1H with Ti.
Let us end the proof of the proposition. We know that the first category considered
in the proposition is equivalent to that of Stokes-filtered local systems indexed by Φ.
Each L6ϕ is locally constant in the fibres of π, due to the local grading property of
(L ,L•). We can therefore apply Lemma 9.38, since each L6ϕ is R-constructible, to
get the essential surjectivity. The full faithfulness is obtained in the same way.
Remark 9.39. — The statement of Proposition 9.37 does not extend as it is in the
ramified case. Indeed, even if Σ˜ is regular along D′′, a ramification may be necessary
along D′′ to trivialize Σ˜|YL (e.g. a local section of Σ˜|YL is written a(y
′, y′′)/y′k for
ramified coordinates y′, y′′, and a is possibly not of the form a(y′, x′′)).
LECTURE 10
THE RIEMANN-HILBERT CORRESPONDENCE FOR
GOOD MEROMORPHIC CONNECTIONS
(CASE OF A SMOOTH DIVISOR)
Summary. This lecture is similar to Lecture 5, but we add holomorphic param-
eters. Moreover, we assume that no jump occurs in the the exponential factors,
with respect to the parameters. This is the meaning of the goodness condition
in the present setting. We will have to treat the Riemann-Hilbert functor in a
more invariant way, and more arguments will be needed in the proof of the main
result (equivalence of categories) in order to make it global with respect to the
divisor. For the sake of simplicity, we will only consider the case of germs of
meromorphic connections along a smooth divisor.
10.a. Introduction. — How to deform a meromorphic bundle with connection
(Mo,∇o) on a Riemann surface Xo with poles along a discrete set of points Do, as
considered in Lecture 5? Classically one looks for isomonodromy deformations. Let us
forget for a moment the deformation of the Riemann surface itself (i.e., its holomorphic
structure) and the divisor on it, to focus on the deformation of the connection itself, so
that the ambient space of the deformation takes the form (X,D) = (Xo× T,Do×T )
for some parameter space T , that we usually assume to be a complex manifold and
simply connected for a while. If the connection has regular singularities at each
point of Do, it is completely determined by its monodromy representation, i.e., the
associated locally constant sheaf, and a natural condition for the deformation is that
the monodromy remains constant along the deformation. In other words, the local
systems corresponding to the family of deformed connections form themselves a locally
constant sheaf onXrD (since from our assumption π1(XrD) = π1(XorDo)). By the
Riemann-Hilbert correspondence for regular meromorphic connections, giving such an
isomonodromy deformation of the connection is equivalent to giving a meromorphic
bundle with integrable connection (M ,∇) having regular singularities alongD, whose
restriction at t = to ∈ T is equal to (Mo,∇o).
If we now start from (Mo,∇o) with possibly irregular singularities at some points
ofDo, the monodromy representation may be a poor invariant to control deformations.
An isomonodromy deformation has then to be taken in the sense of an integrable
148 LECTURE 10. THE R-H CORRESPONDENCE (CASE OF A SMOOTH DIVISOR)
deformation of the connection. However, not any integrable deformation can be
allowed. Let us consider the simple case where Xo is a disc and Do is its origin. As-
sume also that (Mo,∇o) = E
ϕo(x)⊗Ro, where ϕo ∈ Γ(Xo,OXo(∗Do))/Γ(OXo ) and Ro
has a regular singularity at 0 ∈ Xo. An isomonodromy deformation deforms Ro in
a constant way, while it can deform ϕo as a section ϕ ∈ Γ(X,OX(∗D))/Γ(X,OX).
However, if ϕo = ak/x
k + · · ·+ a1/x with ak ∈ C∗ in a local coordinate x on Xo, it is
natural to consider deformations ϕ(x, t) = ak(t)/x
k + · · ·+ a1(t)/x with ak(to) = ak
(that is, aℓ(t) ≡ 0 for ℓ > k).
Conversely, given a meromorphic bundle with integrable connection (M ,∇) on
(X,D), it is a natural question to ask whether it is an isomonodromy deformation (in
the previous extended meaning) of its restriction to some slice (Xo, Do), or not. In
order to apply the previous criterion, it is necessary to find a Levelt-Turrittin decom-
position after formalization along D, and possibly after some ramification around D,
and to check whether the exponential factors ϕ behave in the expected way.
It happens that such a formal Levelt-Turrittin decomposition after ramification
exists generically along D, as follows from a straightforward adaptation to higher
dimensions of the various proofs of the Levelt-Turrittin theorem in dimension one
and by using the integrability property of the connection, but there may exist a
subset S of the parameter space T such that, for t ∈ S, the formal the Levelt-
Turrittin decomposition after ramification of the restriction (Mt,∇t) is not related in
a natural way to the formal the Levelt-Turrittin decomposition after ramification of
the generic neighbouring restriction (Mt′ ,∇t′). The points of the subset S are called
turning points of (M ,∇) in [And07], and we introduce the notion of a good formal
structure alongD to specify the properties of (M ,∇) which make it an isomonodromy
deformation of its restriction to slices.
Eliminating the turning points is a new problem in the theory. A conjecture in
[Sab00] (and proved in some cases there), asserting that this can be performed by
a locally finite sequence of complex blowing-ups, was proved independently and very
differently by K. Kedlya [Ked10, Ked11] and T. Mochizuki [Moc09a, Moc11a].
However, the pull-back of the smooth divisor D acquires singularities under this
process, that one can assume to be of normal crossing type. The analysis of the
corresponding situation will be the subject of Lecture 11.
In this lecture, we restrict ourselves to the case of a smooth divisor in the absence
of turning points, and prove a Riemann-Hilbert correspondence, analogous to that of
Lecture 5, with a parameter. In the approach used in this lecture, the new ingredient
is the Stokes sheaf, which is a locally constant sheaf of (possibly nonabelian) groups.
We consider the following setting:
• X is a complex manifold and D is a smooth divisor in X , X∗ := X rD,
• ̟ : X˜ := X˜(D) → X is the oriented real blowing-up of D in X , so that ̟ is
a S1-fibration,
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• j : X∗ →֒ X and ˜ : X∗ →֒ X˜ denote the open inclusions, and i : D →֒ X and
ı˜ : ∂X˜ →֒ X˜ denote the closed inclusions,
• the ordered sheaf I on ∂X˜ is as in Definitions 9.1 and 9.2.
Since Ie´t is Hausdorff, the notion of I-filtration that used in this lecture is the
notion introduced in §1.g.
10.b. Good formal structure of a meromorphic connection. — We anticipate
here the general definitions of Lecture 11. Let M be a meromorphic connection on X
with poles along D (see §8.d) and let xo ∈ D. We say that M has a good formal
structure at xo if, after some ramification ρd around D in some neighbourhood of xo,
the pull-back connection ρ+d M has a good formal decomposition, that is, denoting
by D̂d the space Dd = D equipped with the sheaf OD̂d := lim←−k
OXd/OXd(−kDd),
(10.1) OD̂d ⊗OXd ρ
+
d M ≃
⊕
ϕ∈Φd
(E ϕ ⊗ R̂ϕ),
where Φd is a good subset of OXd,xo(∗Dd)/OXd,xo (see Definition 9.12), E
ϕ =
(OD̂d , d + dϕ) and R̂ϕ is a free OXd,xo(∗Dd)-module equipped with a connection
having regular singularities along Dd. We will usually make the abuse of identifying
Φd ⊂ OXd,xo(∗Dd)/OXd,xo with a set of representatives in Γ(U,OXd(∗Dd))/Γ(U,OXd)
for some open neighbourhood U of xo in Xd (for instance choose U Stein so that
H1(U,OXd) = 0).
Remarks 10.2
(1) In the neighbourhood of xo, each R̂ϕ is obtained, after tensoring with OD̂d ,
from a meromorphic connection with regular singularity, hence is locally free over
OD̂d
(∗Dd). As a consequence, if M has a good formal structure, it is OX(∗D)-locally
free.
(2) In [Moc11b, Lemma 5.3.1], T.Mochizuki gives a criterion for M to have a
good formal structure at xo: choose a local isomorphism (X, xo) ≃ (D, xo) × (C, 0);
if there exists a good set Φd ⊂ OXd,xo(∗Dd)/OXd,xo defined on some neighbourhood
U ⊂ D of xo such that, for any x ∈ U , the set of exponential factors of ρ
+
d M|{x}×(C,0)
is Φd|{x}×(C,0), then M has a good formal structure at xo.
In [And07, Th. 3.4.1], Y. Andre´ gives a similar criterion in terms of the Newton
polygon of M|{x}×(C,0) and that of End(M )|{x}×(C,0) (so with weaker conditions a
priori than in Mochizuki’s criterion). Lastly, in [Ked10], K. Kedlaya gives another
criterion in terms of an irregularity function.
(3) For any given M with poles along D, the good formal structure property holds
generically on D (see [Mal96a]). Here, we assume that it holds all over D.
We now associate to a germ along D of meromorphic connection having a good
formal structure a I-covering Σ˜ ⊂ Ie´t in an intrinsic way. Notice that, due to the
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goodness assumption, the decomposition (10.1) is locally unique, as follows from the
following lemma.
Lemma 10.3. — If ϕ− ψ is nonzero and purely monomial, there is no nonzero mor-
phism R̂ψ → E
ϕ−ψ ⊗ R̂ϕ.
Proof. — Since R̂ψ and R̂ϕ are successive extensions of regular formal meromorphic
flat bundles of rank one, one can reduce the proof of the assertion to the case where
both have rank one, and then to proving that for such a rank one object R̂, E ϕ−ψ⊗R̂
has no nonzero section, which can be checked easily by considering the order of the
pole of such a section.
Recall now that we have locally a cartesian square
ρ−1d I
e´t
d
µd

ρe´td // Ie´td
µ

∂X˜d
ρd
// ∂X˜
and ρ−1d Id = ̟
−1
d OXd(∗Dd)/OXd . The set Φd defines a finite (trivial) covering Σ˜d ⊂
ρ−1d I
e´t
d locally on Dd, which is invariant under the Galois group of ρ
e´t
d , and is therefore
equal to (ρe´td )
−1(Σ˜) for some locally defined I-covering Σ˜ ⊂ Ie´t. The uniqueness
statement above implies that Σ˜d is uniquely determined from M , and therefore so
is Σ˜, which thus glues globally as a I-covering Σ˜(M ) all over D, since the goodness
assumption is made all over D. We call Σ˜(M ) the good I-covering associated to M .
10.c. The Riemann-Hilbert functor. — The sheaf A modD
X˜
is defined in §8.c.
Its restriction to ∂X˜ will be denoted by A modD
∂X˜
. We define the sheaf A modD
Ie´t
exactly
as in §5.b. The Riemann-Hilbert functor will then be defined as a functor from the
category of germs along D of meromorphic connections on X with poles on D, that is,
germs along D of coherent OX(∗D)-modules with a flat connection, to the category
of Stokes-filtered local systems on ∂X˜.
Let M be a meromorphic connection on X with poles along D. We define
DRmodD
Ie´t
(M ) as in §5.d. The sheaf L6 := H
0DRmodD
Ie´t
(M ) is naturally a subsheaf
of µ−1L , with L := ı˜−1˜∗H
0DR(M|X∗). At this point, we do not even claim that
L6 is a pre-I-filtration of L . Nevertheless, we have defined a correspondence RH
from the category of germs along D of meromorphic connections on X with poles
along D to the category of pairs (L ,L6) consisting of a local system L on ∂X˜ and
a subsheaf L6 of µ
−1L . It is clear that this correspondence is functorial.
Definition 10.4. — The Riemann-Hilbert functor RH is the functor defined above.
In order to obtain an equivalence, it is however necessary to have a goodness
assumption, that we fix by the choice of a good I-covering Σ˜ of ∂X˜, i.e., a closed
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subset Σ˜ ⊂ Ie´t such that µ induces a finite covering µ : Σ˜ → ∂X˜ which is good
(see Definition 9.15 with only one stratum). This choice will be made once and for
all in this lecture. We now describe the categories involved in the correspondence.
On the one hand, the category of germs along D of good meromorphic connections
with poles along D and with associated I-covering Σ˜(M ) contained in Σ˜, as defined
in §10.b above.
On the other hand, the definition of the category of Stokes-filtered local systems on
∂X˜ with associated stratified I-covering contained in Σ˜ has been given in Definitions
9.16 and 9.18.
Lemma 10.5. — If M has a good formal structure along D, then RH(M ) = (L ,L6)
is a good Stokes-filtered local system on ∂X˜, that we denote by (L ,L•).
Proof. — The question is local on ∂X˜, and we easily reduce to the case where M
has a good formal decomposition. The Hukuhara-Turrittin theorem with a “good
holomorphic parameter” is due to Sibuya [Sib62, Sib74]. It implies that, near any
y ∈ ∂X˜,
(10.6) A modD
∂X˜
⊗M ≃ A modD
∂X˜
⊗
( ⊕
ψ∈Φ
(E ψ ⊗Rψ)
)
,
where each Rψ is a locally free OX,x(∗D)-module (x = ̟(y)) with a flat connection
having a regular singularity along D. So, by Hukuhara-Turrittin-Sibuya, we can
assume that M ≃
⊕
ψ∈Φ(E
ψ ⊗ Rψ), where Φ is good. Arguing on each summand
and twisting by E−ψ reduces to the case where M = R is regular. In such a case,
we have to show that L6 is a pre-I-filtration of L , which moreover is the trivial
graded I-filtration. Since horizontal sections of R have moderate growth in any
meromorphic basis of R, we have, for any y ∈ ∂X˜, L6ϕ,y = Ly if Re(ϕ) 6 0 in some
neighbourhood of y, and L6ϕ,y = 0 otherwise. This defines the graded I-filtration
on L with Φ = {0}, according to Example 2.11(2).
Remark 10.7. — Unlike the dimension-one case, the complex DRmodD
Ie´t
(M ) has co-
homology in degrees 6= 0 even if M = R has regular singularities along D, as shown
by Example 8.18.
The main result of this lecture is:
Theorem 10.8. — In the previous setting, the Riemann-Hilbert functor induces an
equivalence between the category of good meromorphic connections with poles along D
and associated I-covering contained in Σ˜, and the category of Stokes-filtered local
systems on ∂X˜ with associated I-covering contained in Σ˜.
10.d. Proof of the full faithfulness in Theorem 10.8. — Let us start with a
statement analogous to Theorem 5.3:
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Lemma 10.9. — Let M be a germ at xo ∈ D of meromorphic connection with poles
along D. Assume that, after some ramification ρd of order d around D, the pull-
back connection satisfies (10.6) near any y ∈ ̟−1(xo), where every ψ entering in the
decomposition is purely monomial (see Definition 9.8). Then ̟∗H
0DRmodD(M ) =
H 0DR(M ).
Proof. — The complex DR(M ) is regarded as a complex on D (i.e., we consider the
sheaf restriction to D of the usual de Rham complex, since M is a germ along D).
We first claim that DRmodD(M ) (see §8.d) has cohomology in degree 0 at most.
This is a local statement on ∂X˜. Assume first d = 1. By the decomposition (10.6), we
are reduced to the case where M = E ψ⊗R, and by an argument similar to that used
in (2) of the proof of Theorem 5.3, we reduce to the case where M = E ψ , where ψ is
purely monomial. The assertion is then a consequence of Proposition 8.17. If d > 2,
as M is locally stably free (see [Mal96a]), we can apply the projection formula
ρ˜d,∗
(
A
modDd
∂X˜d
⊗̟−1d (ρ
+
d M )
)
= (ρ˜d,∗A
modDd
∂X˜d
)⊗̟−1M ,
and, as ρ˜d is a covering or degree d, ρ˜d,∗A
modDd
∂X˜d
≃ (A modD
∂X˜
)d locally on ∂X˜. This
isomorphism is compatible with connections, hence, applying this to the moderate
de Rham complex gives that, locally on ∂X˜, DRmodD(M ) is a direct summand of
Rρ˜d,∗DR
modDd(ρ+d M ). By the first part of the proof, and since ρ˜d is finite, the latter
term has cohomology in degree zero at most, hence the claim for general d.
As indicated in Remark 8.10, we have
(10.10) R̟∗DR
modD(M ) = DR(M ) in Db(X).
Recall that this uses
R̟∗
(
A
modD
∂X˜
⊗
̟−1OX(∗D)
̟−1M
)
= R̟∗
(
A
modD
∂X˜
L
⊗
̟−1OX (∗D)
̟−1M
)
(10.11)
=
(
R̟∗A
modD
∂X˜
) L
⊗
OX (∗D)
M(10.12)
= M ,(10.13)
where (10.11) holds because M is locally stably free, (10.12) because of the projec-
tion formula, and (10.13) because of Proposition 8.7 and M is locally stably free.
Extending this to DRmodD(M ) as in the proof of Proposition 8.9 gives (10.10).
By the first part of the proof, the left-hand side of (10.10) isR̟∗H
0DRmodD(M ).
Taking H 0 on both sides gives the lemma.
Corollary 10.14. — The Riemann-Hilbert functor in Theorem 10.8 is fully faithful.
Proof. — The proof is similar to that given in dimension one (§5.d), as soon as
we show that Lemma 10.9 applies to HomOX (M ,M
′) and that the analogue of
Lemma 5.13 (compatibility with Hom) holds. The point here is that the goodness
property for M ,M ′ does not imply the goodness property for Hom(M ,M ′). But
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clearly, if Hukuhara-Turrittin-Sibuya’s theorem applies to M ,M ′, it applies to
HomOX (M ,M
′). Moreover, since Σ˜(M ), Σ˜(M ′) ⊂ Σ˜ and Σ˜ is good, the assump-
tion of Lemma 10.9 holds for HomOX (M ,M
′). The argument is similar in order to
prove the compatibility with Hom.
10.e. Elementary and graded equivalences. — Recall that D̂ denotes the for-
mal completion of X along D, and OD̂ := lim←−k
OX/OX(−kD). Let M̂ be a coherent
OD̂(∗D)-module with a flat connection
(1). We assume that it is good, that is, (10.1)
holds for M̂ near each point xo ∈ D, with a good index set Φd.
Proposition 10.15
(1) Locally at xo ∈ D, any irreducible good coherent OD̂(∗D)-module M̂ with a flat
connection takes the form ρd,+(E
ϕ ⊗ RD̂d), for some d > 1, some purely monomial
ϕ ∈ OXd,xo(∗Dd)/OXd,xo , and some free rank-one OXd,xo(∗Dd)-module R with a
connection having regular singularities along Dd.
(2) Locally at xo ∈ D, any good coherent OD̂(∗D)-module M̂ with a flat connection
has a unique decomposition M̂ =
⊕
α M̂α, where
• each M̂α is isotypical, that is, takes the form ρdα,+(E
ϕα ⊗ Rα|D̂dα
), for
some dα > 1, some purely monomial ϕα ∈ OXdα ,xo(∗Ddα)/OXdα ,xo, and some
free OXdα ,xo(∗Ddα)-module Rα with a connection having regular singularities
along D,
• each ρdα,+E
ϕα is irreducible,
• if α 6= β, ρdα,+E
ϕα 6≃ ρdβ ,+E
ϕβ .
(3) Assume D is connected. Then, any good coherent OD̂(∗D)-module M̂ with a
flat connection and associated I-covering Σ˜ has a unique decomposition M̂ =
⊕
Σ˜i
M̂i,
where Σ˜i runs among the connected components of Σ˜ and each M̂i is globally isotyp-
ical, i.e., has associated I-covering equal to Σ˜i.
Proof. — The proof of (1) and (2) is similar to the analogous statements when
dimX = 1, see the unpublished preprint [BBDE05], see also [Sab08a, Prop. 3.1
& Cor. 3.3]. Then (3) follows by local uniqueness.
Definition 10.16 (Good elementary meromorphic connections)
Let M be a coherent OX(∗D)-module with a flat connection. We say that M is a
good elementary connection if, locally near any xo onD and after some ramification ρd
around D, ρ+d M has a decomposition as
⊕
ϕ∈Φd
(E ϕ ⊗Rϕ) with a good set Φd, and
where each Rϕ is a free OXd,xo(∗Dd)-module of finite rank with connection having
regular singularities along D. We then denote it by M el.
(1)Be careful that the notation M̂ will have a different meaning in Lecture 11.
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Proposition 10.17. — The formalization functor OD̂⊗OX |D • is an equivalence between
the category of elementary germs of meromorphic connection along D with associated
I-covering contained in Σ˜ (full subcategory of that of germs along D of meromor-
phic connections) and the category of formal connections along D with associated
I-covering contained in Σ˜ .
Proposition 10.18. — The RH functor induces an equivalence between the category
of elementary germs of meromorphic connection along D with associated I-covering
contained in Σ˜ and the category of graded I-filtered local systems on ∂X˜ with associated
I-covering contained in Σ˜.
Proof of Propositions 10.17 and 10.18. — We notice first that, for both propositions,
it is enough to prove the equivalence for the corresponding categories of germs at
xo ∈ D for any xo ∈ D, to get the equivalence for the categories of germs along D.
Indeed, if this is proved, then, given an object in the target category, one can present
it as the result of gluing local objects for a suitable open cover of D. By the local
essential surjectivity, one can locally lift each of the local objects, and by the local full
faithfulness, one can lift in a unique way the gluing isomorphisms, which satisfy the
cocycle condition, also by the local full faithfulness. This gives the global essential
surjectivity. The global full faithfulness is obtained in a similar way.
Similarly, it is enough to prove both propositions in the case where the covering Σ˜
is trivial: if the equivalence is proved after a cyclic covering around D, then the
essential surjectivity is obtained by using the full faithfulness after ramification to lift
the Galois action, and the full faithfulness is proved similarly.
In each category, each object is decomposed, and the decomposition is unique
(see Lemma 10.3). Moreover, each morphism is also decomposed, by the goodness
property. One is then reduced to proving the equivalences asserted by both proposi-
tions in the case when Σ˜ is a covering of degree one and, by twisting, in the regular
case, where it is standard.
10.f. Proof of the essential surjectivity in Theorem 10.8. — The important
arguments have already been explained in [Sab07, §II.6]. They are an adaptation to
the case with a good parameter, of the arguments given in [Mal83a, Mal83b]. We
will not recall all details. Firstly, as already remarked in the proof of Propositions
10.17 and 10.18, one can reduce to the case of germs at a point of D and it is enough
to consider the case where Σ˜ is a trivial covering. This is the setting considered below.
Let (L ,L•) be a good Stokes-filtered local system on ∂X˜ with associated
I-covering contained in Σ˜. Our goal is construct a germ MD of meromorphic
connection along D with RH(MD) ≃ (L ,L•).
Step one. — The good Stokes-filtered local system (L ,L•) is determined in a unique
way, up to isomorphism, by the graded Stokes filtration grL and an element of
H1(∂X˜,Aut<0(µ! grL )) (see Proposition 1.42). On the other hand, by Proposition
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10.18, the graded Stokes filtration grL is isomorphic to RH(M el) for some germ
along D of good elementary meromorphic connection M el.
Lemma 10.19. — Let EndmodD(M el) be the sheaf of horizontal sections of A modD
∂X˜
⊗
̟−1 HomOX (M
el,M el) and let EndrdD(M el) be the subsheaf of sections with coeffi-
cients in A rdD
∂X˜
of holomorphic functions on X∗ having rapid decay along ∂X˜. Then
EndmodD(M el) = End(µ! grL )60 and End
rdD(M el) = End(µ! grL )<0.
Proof. — This is a special case of the compatibility of the Riemann-Hilbert functor
with Hom, already used above, and similar to Lemma 5.13.
We denote by AutrdD(M el) the sheaf Id+ EndrdD(M el). Then AutrdD(M el) =
Aut<0(µ! grL ).
Step two. — Consider the presheaf HD on D such that, for any open set U of D,
HD(U) consists of isomorphism classes of pairs (M , λ̂), where M is a germ along U
of meromorphic connection on X and λ̂ is an isomorphism MD̂
∼
−→ M̂ el.
Lemma 10.20. — The presheaf HD is a sheaf.
Proof. — See [Sab07, Lemma II.6.2].
Similarly, let us fix a graded Stokes-filtered local system grL o with associated
covering contained in Σ˜, and let StD be the presheaf onD such that, for any open set U
of D, StD(U) consists of isomorphism classes of pairs [(L ,L•), λ˜], where (L ,L•) is
a Stokes-filtered local system on ∂X˜|U and λ˜ is an isomorphism grL ≃ grL
o
|U of
graded Stokes-filtered local systems. In particular, the associated covering Σ˜(L ,L•)
is contained in Σ˜.
Lemma 10.21. — The presheaf StD is a sheaf.
Proof. — The point is to prove that, given two pairs [(L ,L•), λ˜] and [(L
′,L ′•), λ˜
′],
there is at most one isomorphism between them. If there exists one isomorphism,
we can assume that (L ′,L ′•) = (L ,L•) and we are reduced to proving that an
automorphism λ of (L ,L•) is completely determined by grλ. Arguing as in the
proof of Theorem 3.5, locally with respect to D, there exists a local trivialization
of (L ,L•) such that λ is equal to grλ in this trivializations. It is thus uniquely
determined by grλ.
Remark 10.22. — Lemma 10.21 is not needed for the essential surjectivity, it is given
by symmetry with Lemma 10.20. Note that the main argument in Lemma 10.20 is
the faithful flatness of OD̂ over OX|D. The corresponding argument after applying
RH comes from Theorem 3.5.
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Step three. — Arguing as in [Mal83a], we have a natural morphism of sheaves
HD −→ StD .
where the left-hand side is associated to M el and the right-hand side to RH(M el).
Theorem 10.23. — This morphism is an isomorphism.
Proof. — See [Sab07, Th. II.6.3].
Remark 10.24. — The proof uses the Malgrange-Sibuya theorem on ̟−1(xo) ≃ S1,
and a base change property for the Stokes sheaf StD is needed for that purpose
(see [Sab07, Prop. 6.9]). Note also that it is proved in loc. cit. that the Stokes sheaf
StD is locally constant on D.
Step four. — We can now end the proof. Given a good Stokes-filtered local system
(L ,L•), we construct M
el with RH(M el) ≃ grL , according to Proposition 10.18.
We are then left with a class in H1(∂X˜,Aut<0(µ! grL )). This defines a global section
in Γ(D, StD) (in fact, Lemma 10.21 says that it is a global section of StD on D). By
Theorem 10.23, this is also a class in Γ(D,HD), that is, it defines a pair (M , λ̂). It
is now clear from the construction that RH(M ) ≃ (L ,L•).
Remarks 10.25
(1) One can shorten the proof above in two ways: firstly, one can use directly a
version of the Malgrange-Sibuya theorem with a parameter; secondly, one can avoid
the introduction of the sheaves HD, StD, and use the full faithfulness of the Riemann-
Hilbert functor to glue the locally defined meromorphic connections obtained by ap-
plying the local Riemann-Hilbert functor. This will be the strategy in the proof of
Theorem 12.16. Nevertheless, it seemed interesting to emphasize these sheaves.
(2) One can deduce from the base change property mentioned in Remark 10.24
that, if we are given a holomorphic fibration π : X → D (such a fibration locally ex-
ists near any point of D) with D (smooth and) simply connected, and for a fixed good
I-covering Σ˜ of ∂X˜ = ̟−1(D), the restriction functor from germs of meromorphic
connections along D with associated I-covering contained in Σ˜ to germs of meromor-
phic connections on π−1(xo) with associated I-covering contained in Σ˜|̟−1(xo) is an
equivalence of categories. A similar result holds for Stokes-filtered local systems.
Such a result has been generalized by T.Mochizuki to the case where D has normal
crossings (see [Moc11c]).
(3) The arguments of §10.e are useful to prove the analogue of Proposition 5.10,
that is, the compatibility with the formal Riemann-Hilbert correspondence, which
also holds in this case.
LECTURE 11
GOOD MEROMORPHIC CONNECTIONS
(FORMAL THEORY)
Summary. This lecture is a prelude to the Riemann-Hilbert correspondence in
higher dimensions, treated in Lecture 12. We explain the notion of a good formal
structure for germs of meromorphic connections having poles along a divisor with
normal crossings.
11.a. Introduction. — Understanding the notion of a good formal decomposition—
which is the good analogue in higher dimensions of the Turrittin-Levelt decomposition
in dimension one—leads to solving new questions, compared to the one-variable case
or the smooth case away from turning points, when considering the formalization
along a variety of codimension > 2. For instance, there may be the question whether
the set of exponential factors can be represented by convergent elements; or whether a
given formal lattice can be lifted as a convergent lattice of a meromorphic connection.
This lecture is therefore dedicated to proving such lifting properties, from the formal
neighbourhood of a point to an ordinary neighbourhood, when the meromorphic
connection is assumed to have a good formal structure along a normally crossing
divisor at the the given point.
The usefulness of the formal goodness property for a meromorphic connection lies
in the consequences it provides in asymptotic analysis. This goodness property is
strong enough to be used in the proof of the many-variable version of the Hukuhara-
Turrittin theorem, that we have already encountered in the case of a smooth divisor
(proof of Lemma 10.5). This theorem will be proved in §12.d.
11.b. Preliminary notation. — All along this lecture, we will use the following
notation, compatible with that of [Moc11a]:
• ∆ is the open disc centered at 0 in C and of radius one, and X = ∆n, with
coordinates t1, . . . , tn.
• D is the divisor defined by
∏ℓ
i=1 ti = 0.
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• For any I ⊂ {1, . . . , ℓ}, DI =
⋂
i∈I{ti = 0}, and D(I
c) =
⋃
j6ℓ
j 6∈I
Dj . It will be
convenient to set L = {1, . . . , ℓ}, so that DL is the stratum of lowest dimension of D.
• D̂I is DI endowed with the sheaf lim←−k
OX/(ti∈I)
k, that we denote OD̂I (it is
sometimes denoted by O
X̂|DI
). A germ f ∈ OD̂I ,0 is written as
∑
ν∈NI fνt
ν
I with
fν ∈ O(U ∩DI) for some open neighbourhood U of 0 independent of ν.
• We will also denote by 0̂ the origin endowed with the sheaf O0̂ := C[[t1, . . . , tn]].
Example 11.1. — If ℓ = n = 2, we have D1 = {t1 = 0}, D2 = {t2 = 0}, D12 = {0},
D(1c) = D2, D(2
c) = D1, D({1, 2}
c) = D(∅) = ∅. Given a germ f ∈ C{t1, t2}, we
can consider various formal expansions of f :
• f =
∑
i∈N f
(1)
i (t2)t
i
1 in OD̂1 , where all f
(1)
i (t2) are holomorphic in some common
neighbourhood of t2 = 0,
• f =
∑
j∈N f
(2)
j (t1)t
j
2 in OD̂2 , where all f
(2)
j (t1) are holomorphic in some common
neighbourhood of t1 = 0,
• f =
∑
(i,j)∈N2 fijt
i
1t
j
2, with fij ∈ C.
These expansions are of course related in a natural way. We will consider below the
case of meromorphic functions with poles on D.
Any f ∈ OX,0(∗D) has a unique formal expansion f =
∑
ν∈Zℓ fνt
ν with fν ∈
ODL,0. When it exists, the minimum (for the natural partial order) of the set
{ν ∈ Zℓ | fν 6= 0} ∪ {0ℓ} is denoted by ord
L(f). It belongs to (−N)ℓ and only
depends on the class fL of f in OX,0(∗D)/OX,0. With this definition, we have
ordL(f) = 0 ∈ (−N)ℓ iff fL = 0 ∈ OX,0(∗D)/OX,0. As in Definition 9.12, we then set
m(fL) = − ord
L(f) ∈ Nℓ for some (or any) lifting f of fL.
Similarly, for I ⊂ L and f ∈ OX,0(∗D), the minimum (for the natural partial
order) of the set ({ν ∈ Zℓ | fν 6= 0} r ZI
c
) ∪ {0ℓ}, when it exists, is denoted by
ordI(f). It belongs to
(
(−N)ℓ r ZI
c)
∪ {0ℓ}, and only depends on the class fI of f
in OX,0(∗D)/OX(∗D(I
c)). We have fI = 0 iff ord
I(f) = 0ℓ. We then set m(fI) =
− ordI(f) ∈ Nℓ for some (or any) lifting f of fI in OX,0(∗D). We will also denote by
mI ∈ NI the I-component ofm ∈ Nℓ. Then, when ord
I(fI) exists, fI = 0 iffmI = 0.
As a ODL,0-module, OX,0(∗D)/OX,0 is isomorphic to⊕
∅ 6=J⊂L
(
ODJ ,0 ⊗C (t
−1JC[t−1J ])
)
.
Under such an identification, we have for any I ⊂ L:
OX,0(∗D)/OX,0(∗D(I
c)) =
⊕
∅ 6=J⊂L
J∩I 6=∅
(
ODJ ,0 ⊗C (t
−1JC[t−1J ])
)
.
Lemma 11.2. — A germ f̂ ∈ O0̂(∗D)/O0̂ belongs to OX,0(∗D)/OX,0 iff for any i ∈ L,
the class f̂i of f̂ in O0̂(∗D)/O0̂(∗D(i
c)) belongs to OX,0(∗D)/OX,0(∗D(i
c)).
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Proof. — We also have a decomposition of O0̂(∗D)/O0̂ as a O0̂∩DL -module:⊕
∅ 6=J⊂L
(
O0̂∩DJ
⊗C (t
−1JC[t−1J ])
)
.
Then, a germ f̂ belongs to OX,0(∗D)/OX,0 iff, for any J 6= ∅, its J-component has
coefficients in ODJ ,0. The assumption of the lemma means that, for any i ∈ L and
for any J ⊂ L with J 6= ∅ and J ∋ i, the J-component of f̂ has coefficients in ODJ ,0.
This is clearly equivalent to the desired statement.
11.c. Good formal decomposition
Case of a smooth divisor. — Let us first revisit the notion of good formal decomposi-
tion in the case where D is smooth (i.e., #L = 1), as defined by (10.1). We will have
in mind possible generalizations to the normal crossing case, where formal completion
along various strata will be needed. Let M be a meromorphic connection on X with
poles along D1. We wish to compare the following two properties:
(1) M has a good formal decomposition along D1 near the origin, that is, there
exists a good set Φ ⊂ OX,0(∗D1)/OX,0 and a decomposition stable by the connection
MD̂1
:= OD̂1,0 ⊗OX,0 M ≃
⊕
ϕ∈Φ
M|D̂1,ϕ
,
where, for each ϕ ∈ Φ, the OD̂1,0(∗D)-free module with integrable connection M|D̂1,ϕ
is isomorphic to (E ϕ ⊗ Rϕ)D̂1 for some germ Rϕ of meromorphic connection with
regular singularity along D1, and E
ϕ = (OX,0(∗D1), d+ dϕ).
(2) The formal germ M̂ = M0̂ := O0̂⊗OX,0 M has a good decomposition along D1,
that is, there exists a good set Φ̂ ⊂ O0̂(∗D1)/O0̂ and a decomposition
M̂ ≃
⊕̂
ϕ∈Φ̂
M̂ϕ̂ with M̂ϕ̂ ≃ (E
ϕ̂ ⊗ R̂ϕ̂),
where R̂ϕ̂ is a regular O0̂(∗D1)-connection.
Problem 11.3. — Let M be a meromorphic connection with poles along D1. If the
formalization M0̂ satisfies (2), is it true that Φ̂ ⊂ OX,0(∗D1)/OX,0 (set then Φ = Φ̂)
and that M satisfies (1)?
The problem reduces in fact, given a local basis ê of the O0̂(∗D1)-module M̂
adapted to the decomposition given by (2), to finding a local basis e of the OX,0(∗D1)-
module M such that the base change e = ê · P̂ is given by a matrix in GL(O0̂) (while
there is by definition a base change with matrix in GL(O0̂(∗D1))). Notice also that,
according to [Mal96a, Prop. 1.2], it is enough to find a basis eD̂1 of MD̂1 with a
similar property with respect to ê. The solution to the problem in such a case is given
by Lemma 11.23 below, in the particular case where I = L = {1}.
The conclusion is that, even in the case of a smooth divisor, the two conditions
may not be equivalent, and considerations of lattices make them equivalent.
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General case. — Let Φ be a finite subset of OX,0(∗D)/OX,0. There exists an
open neighbourhood U of 0 on which each element of Φ has a representative
ϕ ∈ Γ(U,OX(∗D)) (take U such that H
1(U,OX) = 0). Let I be a subset of L.
Then the restriction of ϕ to U r D(Ic) only depends on the class ϕI of ϕ in
OU (∗D)/OU (∗D(I
c)). We denote by ΦI the image of Φ in OX,0(∗D)/OX,0(∗D(I
c)).
Definition 11.4 (Good decomposition and good formal decomposition)
(1) Let M̂ be a free O0̂(∗D)-module equipped with a flat connection ∇̂ : M̂ →
Ω1
0̂
⊗ M̂ . We say that M̂ has a good decomposition if there exist a good finite set
Φ̂ ⊂ O0̂(∗D)/O0̂ (see Definition 9.12) and a decomposition
(11.4 ∗) M̂ =
⊕̂
ϕ∈Φ̂
M̂ϕ̂ with M̂ϕ̂ ≃ (E
ϕ̂ ⊗ R̂ϕ̂),
where R̂ϕ̂ is a free O0̂(∗D)-module equipped with a flat regular connection.
(2) Let M be a free OX,0(∗D)-module equipped with a flat connection ∇ : M →
Ω1X,0⊗M . We say that M has a punctual good formal decomposition near the origin
if, for any x ∈ D in some neighbourhood (still denoted by) X of the origin, the formal
connection Ox̂(∗D)⊗OX M has a good decomposition.
(3) Let M be a free OX,0(∗D)-module equipped with a flat connection ∇ : M →
Ω1X,0 ⊗ M . We say that M has a good formal decomposition if there exists a good
finite set Φ ⊂ OX,0(∗D)/OX,0 and for any I ⊂ L and any ϕI ∈ ΦI a free OD̂I ,0(∗D)-
module IR̂ϕI equipped with a flat connection such that, on some neighbourhood U
of 0 where all objects are defined, IR̂ϕI |D◦I is regular, and there is a decomposition
(11.4 ∗∗) MU∩D̂◦
I
:= OU∩D̂◦
I
⊗OUrD(Ic) M|UrD(Ic) =
⊕
ϕI∈ΦI
MU∩D̂◦
I
,ϕI
,
where D◦I := DI rD(I
c), and MU∩D̂◦
I
,ϕI
≃ (E ϕI ⊗ IR̂ϕI )|U∩D̂◦
I
.
In the previous definition, for a germ M of OX,0(∗D)-module with connection, we
consider a representative in some neighbourhood of the origin, and a representative
of the connection.
Remarks 11.5
(1) We note that the property in 11.4(3) is stronger than the notion introduced in
[Sab00], as the same set Φ is used for any stratum D◦I whose closure contains the
stratum DL going through the base point 0.
Note also that this property is open, that is, if M has a good formal decomposition
then, for any x∈D ∩ U (U small enough), Mx has a good decomposition with data
Φx ⊂ OX,x(∗D)/OX,x and Rϕ,x. That Φx is good has been checked in Remark
9.13(3), so M satisfies 11.4(2) near the origin.
(2) On the other hand, in 11.4(2), we do not insist on the relation between
the various Φ̂x. The point which will occupy us later is whether we can choose
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Φ̂x ⊂ OX,x(∗D)/OX,x instead of Φ̂x ⊂ Ox̂(∗D)/Ox̂. This is one difference between
dimension one and dimension > 2. In dimension two, this has been positively solved
in [Sab00, Prop. I.2.4.1]. In general, this will be stated and proved in Theorem 11.7
below.
(3) These definitions are stable by a twist: for instance, M̂ has a formal
Φ̂-decomposition iff for some η̂ ∈ O0̂(∗D)/O0̂, Ê
η̂ ⊗ M̂ has a (Φ̂ + η̂)-decomposition.
(4) In [Moc11a], T. Mochizuki uses a goodness condition which is slightly stronger
than ours (see Definition 9.12). For our purpose, the one we use is enough.
Lemma 11.6. — If M̂ has a good decomposition, this decomposition is unique and Φ̂
is unique. Moreover, this decomposition induces on any O0̂(∗D)-submodule invariant
by the connection a good decomposition.
Proof. — For the first point, it is enough to prove that, if ϕ̂ 6= ψ̂ ∈ O0̂(∗D)/O0̂, then
there is no nonzero morphism E ϕ̂ ⊗ R̂ϕ̂ → E
ψ̂ ⊗ R̂ψ̂. This is analogous, in the case
of normal crossings, of Lemma 10.3, and amounts to showing that E ψ̂−ϕ̂ ⊗ R̂ has no
horizontal section, when R̂ is regular. We can even assume that R̂ has rank one,
since a general R̂ is an extension of rank-one regular meromorphic connections. So,
we are looking for horizontal sections of (O0̂(∗D), d + dη̂ + ω) with η̂ ∈ O0̂(∗D)/O0̂,
η̂ 6= 0, and ω =
∑ℓ
i=1 ωidti/ti, ωi ∈ C.
Assume that f̂ ∈ O0̂(∗D) is a nonzero horizontal section. Then for any i ∈ L,
it satisfies ti∂ti(f̂) + ti∂ti(η̂) · f̂ + ωif̂ = 0. Let us consider its Newton polyhedron
(in a sense slightly different from that used after Definition 9.8), which is the convex
hull of the union of octants ν + Rℓ+ for which f̂ν 6= 0 (see Notation in §11.b). By
assumption, there exists i ∈ L for which the Newton polyhedron of ti∂ti(η̂) is not
contained in Rℓ+. Then, on the one hand, the Newton polyhedron of ti∂ti(η̂) · f̂ is
equal to the Minkowski sum of that of f̂ and that of ti∂ti(η̂), hence is not contained
in that of f̂ . On the other hand, the Newton polyhedron of ti∂ti(f̂)+ωif̂ is contained
in that of f̂ . Therefore, the sum of the two corresponding terms cannot be zero, a
contradiction.
For the second point, we argue by induction on #Φ, the result being clear if #Φ = 1,
since regularity is stable by taking submodules. By twisting M̂ , we can assume that
the regular part M̂reg of M̂ is nonzero, and thus the inductive assumption applies
to M̂irr. We have a decomposition M̂ = M̂reg⊕M̂irr Let N̂ be a Ô0̂(∗D)-submodule
of M̂ stable by the connection. Denoting by N̂ irr (resp. N̂ reg) the image of N̂ by
the projection M̂ → M̂irr (resp. M̂ → M̂reg), we have N̂ ⊂ N̂
reg ⊕ N̂ irr and, by
the inductive assumption, N̂ irr decomposes according to the decomposition of M̂irr
(and N̂ reg is regular). We can therefore assume that N̂ reg = M̂reg and N̂
irr = M̂irr,
that is, the two projections of N̂ to M̂reg and M̂irr are onto. We wish to show that,
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in such a case, N̂ = M̂reg⊕ M̂irr in a way compatible with the connections, and it is
enough to show that rk N̂ = rkM̂ .
Assume first that M̂irr has rank one. If rk N̂ < rkM̂ , then rk N̂ = rkM̂ − 1 =
rkM̂reg, and thus the surjective map N̂ → M̂reg is an isomorphism. It follows that
N̂ → M̂irr is zero, according to the first part of the lemma, which contradicts the
surjectivity assumption.
In general, due to the decomposition of M̂irr and the fact that any regular meromor-
phic connection has a rank-one sub-meromorphic connection, there exists a rank-one
formal meromorphic sub-connection M̂irr,1 ⊂ M̂irr. Let us denote by N̂1 its inverse
image in N̂ and by M̂reg,1 the image of N̂1 by the projection to M̂reg. We have a
commutative diagram of exact sequences
0 // N̂1 //

N̂ //

N̂ /N̂1 //

0
0 // M̂reg,1 // M̂reg // M̂reg/M̂reg,1 // 0
where the first two vertical morphism are onto, hence so is the third one. But
N̂ /N̂1 ≃ M̂irr/M̂irr,1 is purely irregular, hence the first part of the lemma implies
that M̂reg/M̂reg,1 = 0, i.e., M̂reg,1 = M̂reg. Applying the previous case to N̂1 shows
that rk N̂1 = rkM̂reg + 1, and thus rk N̂ = rkM̂reg + rkM̂irr.
With the previous definition of a (punctual) good formal decomposition, it is nat-
ural to set the analogue of Problem 11.3, namely, to ask whether, given M , the
existence of a punctual good formal decomposition of M (near 0) comes from a good
formal decomposition of M . This is a tautology if dimX = 1.
Theorem 11.7 (T. Mochizuki [Moc11a, Moc11c]). — Let M be a free OX,0(∗D)-
module equipped with a flat connection. If M has a punctual good formal decom-
position near the origin, then M has a good formal decomposition near 0, so in
particular the sets Φ̂x ⊂ Ox̂(∗D)/Ox̂ (x ∈ D near 0) are induced by a single subset
Φ ⊂ OX,0(∗D)/OX,0.
Remark 11.8. — In dimension two, T. Mochizuki already proved in [Moc11a] that
the theorem holds with the a priori weaker condition of the existence of a formal good
decomposition of M0̂. However, due to known results on the generic existence of a
good decomposition (see e.g. [Mal96a]), the weaker condition is in fact equivalent to
the stronger one.
The difficulty for solving Problem 11.3 (under Condition 11.4(2) in dimension > 3)
comes from the control of the formal coefficients of the polar parts of elements of Φ̂,
like a(x2)/x
k
1 . The original idea in [Moc11a] consists in working with lattices (that
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is, locally free OX -modules) instead of OX(∗D)-modules. The notion of a good lat-
tice will be essential (see Definition 11.13 below). One of the main achievements in
[Moc11c] is to prove the existence of good lattices under the assumption of punctual
formal decomposition of M . This was already done in dimension two in the first
version of [Moc11a].
The proof of Theorem 11.7 is done in two steps. In [Moc11c], T. Mochizuki proves
the existence of a good lattice (see Proposition 11.19). The second step is given by
Theorem 11.18 below, which follows [Moc11a]. We will only explain the second step.
Definition 11.9 (Good meromorphic connection). — Let M be a meromorphic con-
nection with poles along a divisor D with normal crossings. We say that M is a good
meromorphic connection if, near any xo ∈ X , there exists a ramification ρd : Xd → X
around the components of D going through xo, such that ρ
+
d
M has a good formal
decomposition near xo (Definition 11.4(3)).
Remark 11.10. — It follows from Theorem 11.7 and from the second part of Lemma
11.6 that any sub-meromorphic connection of a good meromorphic connection is also
good. In particular, such a OX(∗D)-submodule is locally free.
Remark 11.11 (Existence after blowing-up). — As recalled in §10.a, the basic conjec-
ture [Sab00, Conj. I.2.5.1] asserted that, given any meromorphic bundle with con-
nection on a complex surface, there exists a sequence of point blowing-ups such that
the pull-back connection by this proper modification is good along the divisor of its
poles. Fortunately, this conjecture has now been settled, in the algebraic setting by
T.Mochizuki [Moc09a] and in general by K. Kedlaya [Ked10]. The natural exten-
sion of this conjecture in higher dimension is also settled in the algebraic case by
T. Mochizuki [Moc11a] (see also the survey [Moc09b]) and in the local analytic
case by K. Kedlaya [Ked11].
Remark 11.12 (The stratified I-covering attached to a good meromorphic connection)
Let M be a germ at 0 of good meromorphic connection with poles on D at most.
Assume first that M has a good formal decomposition indexed by a good finite set
Φ ⊂ OX,0(∗D)/OX,0. If U is small neighbourhood of 0 in D on which each ϕ ∈ Φ
is defined, the subset Σ˜|̟−1(U) :=
⋃
ϕ∈Φ ϕ(̟
−1(U)) ⊂ Ie´t
1
defines a stratified I1-
covering of ̟−1(U) relative to the stratification induced by the (YI)I⊂L (see §9.c
for the notation). If M is only assumed to be good (Definition 11.9), i.e., has a
good formal decomposition after a ramification of order d, one defines similarly a
subset Σ˜|̟−1(U) of I
e´t
d
, hence of Ie´t, which is a stratified I-covering with respect to
the stratification (YI)I⊂L.
By the uniqueness of the decomposition, this set is intrinsically attached to M ,
and therefore is globally defined along D when M is so. We denote it Σ˜(M ).
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11.d. Good lattices. — It will be implicit below that the poles of the meromorphic
objects are contained in D.
Definition 11.13 (Good decomposition and good lattice, T. Mochizuki [Moc11a])
(1) Let F̂ be a free O0̂-module equipped with a flat meromorphic connection ∇̂ :
F̂ → Ω1
0̂
(∗D)⊗ F̂ . We say that F̂ has a good decomposition if there exist a good finite
set Φ̂ ⊂ O0̂(∗D)/O0̂ and a decomposition
(F̂ , ∇̂) =
⊕̂
ϕ∈Φ̂
(F̂ϕ̂∇̂) with (F̂ϕ̂∇̂) ≃ (Ê
ϕ̂ ⊗ R̂ϕ̂, ∇̂),
where R̂ϕ̂ is a free O0̂-module equipped with a flat meromorphic connection ∇̂ such
that ∇̂ is logarithmic and (Êϕ̂, ∇̂) = (O0̂, d+ dϕ̂).
(2) Let F be a free OX,0-module equipped with a flat meromorphic connection
∇ : F → Ω1X,0(∗D) ⊗ F . We say that (F,∇) is a (non-ramified) good lattice if
(F,∇)0̂ := O0̂ ⊗OX,0 (F,∇) has a good decomposition indexed by some good finite
set Φ̂.
In order to better understand the notion of a good lattice over OX,0, we need
supplementary notions, using the notation of §11.b. Moreover, it will be useful later
to distinguish between the pole set of Φ and that of the connection, and we will
introduce a supplementary notation. Let K ⊂ L a non-empty subset and set D′ =
D(K) =
⋃
i∈K Di. Similarly, for I ⊂ K, we still denote by I
c the complement
K r I and we will use the notation D′(Ic) for
⋃
i∈Ic Di. This should not lead to any
confusion. In a first reading, one can assume that K = L and set D′ = D.
Definition 11.14 (I-goodness). — Let I be a subset of K. We say that a finite sub-
set ΦI of OX,0(∗D
′)/OX,0(∗D
′(Ic)) is good if #ΦI = 1 or for any ϕI 6= ψI in ΦI ,
the order ordI(ϕI − ψI) exists (so belongs to (−N)K r ZI
c
) and the corresponding
coefficient of ϕ−ψ, for some (or any) lifting of ϕI −ψI , does not vanish at 0 (in other
words, ϕI−ψI is purely I-monomial). Settingm(ϕI−ψI) = − ord
I(ϕI−ψI), for any
fixed ψI ∈ ΦI , the set {m(ϕI −ψI) | ϕI ∈ ΦI , ϕI 6= ψI} ⊂ NK rZI
c
(more precisely,
(NK r ZI
c
) × {0LrK}) is totally ordered and its maximum, which does not depend
on the choice of ψI ∈ ΦI , is denoted by m(ΦI). If #ΦI = 1, we set m(ΦI) = 0. We
have similar definitions for a subset Φ̂I ⊂ O0̂(∗D
′)/O0̂(∗D
′(Ic)).
Definition 11.15 (Φ and ΦI -decompositions, T. Mochizuki [Moc11a])
(1) Let I ⊂ K. Let (IF̂ , I∇̂) be a free OD̂I ,0-module with flat meromorphic connec-
tion and let ΦI be a finite subset of OX,0(∗D
′)/OX,0(∗D
′(Ic)). We say that (IF̂ , I∇̂)
has a ΦI -decomposition along D if there is a decomposition
(IF̂ , I∇̂) =
⊕
ϕI∈ΦI
(IF̂ϕI ,
I∇̂) with (IF̂ϕI ,
I∇̂) ≃ (Êϕ˜I ⊗ IR̂ϕI ,
I∇̂),
LECTURE 11. GOOD MEROMORPHIC CONNECTIONS (FORMAL THEORY) 165
with (Êϕ˜I , I∇̂) = (OD̂I ,0, d + dϕ˜I) for some (or any) lifting ϕ˜I of ϕI in OD̂I ,0(∗D
′),
and (IR̂ϕI ,
I∇̂) is I-logarithmic, that is,
I∇̂(IR̂ϕI ) ⊂
IR̂ϕI ⊗
(
Ω1
D̂I ,0
(logD) + Ω1
D̂I ,0
(∗D′(Ic))
)
,
i.e., is logarithmic only partially with respect to D(I ∪ (LrK)), but can have poles
of arbitrary order along D′(Ic), although its residue along each Di (i ∈ I ∪ (LrK))
does not have higher order poles. We have a similar definition for a subset
Φ̂I ⊂ OD̂I ,0(∗D
′)/OD̂I ,0(∗D
′(Ic)). We say that (IF̂ , I∇̂) has a good ΦI-decomposition
along D if ΦI is good.
(2) Let (F,∇) be a free OX,0-module with flat meromorphic connection. If
there exists Φ ∈ OX,0(∗D
′)/OX,0 such that, denoting by ΦI the image of Φ in
OX,0(∗D
′)/OX,0(∗D
′(Ic)), (F,∇)|D̂I has a good ΦI -decomposition for any I ⊂ K in
a compatible way with respect to the inclusions I ⊂ I ′ ⊂ K, we say that (F,∇) has
a good formal Φ-decomposition.
Example 11.16. — If I = K, Definition 11.15(1) reads as follows: (KF̂ ,K∇̂) is a free
OD̂K ,0
-module with flat meromorphic connection which has a decomposition indexed
by Φ ⊂ OX,0(∗D
′)/OX,0 of the form
(KF̂ ,K∇̂) =
⊕
ϕ∈Φ
(KF̂ϕ,
K∇̂) with (KF̂ϕ,
K∇̂) ≃ (Eˆϕ ⊗ KR̂ϕ,
K∇̂)
and (KR̂,K∇̂) is OD̂K ,0-free and logarithmic with poles along D. Tensoring (
KF̂ ,K∇̂)
with O0̂ produces (F̂ , ∇̂) having a good decomposition as in Definition 11.13(1).
As a consequence, we see that if (F,∇) has a good formal decomposition with
good set Φ of exponential factors (in the sense of Definition 11.15(2)), then (F,∇) is
a non-ramified good lattice in the sense of Definition 11.13(2). The converse is the
content of Theorem 11.18 below.
Remark 11.17. — We have stability by twist: Fix any ηI ∈ OX,0(∗D′)/OX,0(∗D′(Ic)).
Then for any lifting η of ηI , (
IF̂ , I∇̂+ dη) has a (ΦI + ηI)-decomposition iff (
IF̂ , I∇̂)
has a ΦI -decomposition.
If (IF̂ , I∇̂) has a ΦI -decomposition at 0, it has such a decomposition on DI ∩U for
some neighbourhood U of 0. If the ΦI -decomposition is good at 0, it is good in some
neighbourhood of 0. The same property holds for a formal Φ-decomposition.
Theorem 11.18 (T. Mochizuki [Moc11a]). — Let (F,∇) be a free OX,0-module with flat
meromorphic connection. If (F,∇) is a (non-ramified) good lattice (see Definition
11.13(2)) with formal exponential factors Φ̂ ⊂ O0̂(∗D
′)/O0̂, then Φ̂ is equal to a
subset Φ of OX,0(∗D
′)/OX,0 and (F,∇) has a good formal Φ-decomposition at 0
(see Definition 11.15(2)).
Let us emphasize the following result which will not be proved here.
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Proposition 11.19 ([Moc11c, Prop. 2.18]). — If M satisfies the assumption of Theorem
11.7, then any good lattice of M0̂ can be locally lifted as a good lattice of M (near the
origin).
Remark 11.20. — One can find more properties of good lattices in [Moc11a], in
particular good Deligne-Malgrange lattices, which are essential for proving the local
and global existence of (possibly ramified) good lattices, extending in this way the
result of Malgrange [Mal96a, Mal04], who shows the existence of a lattice which is
generically good.
11.e. Proof of Theorem 11.18. — We first generalize to the present setting the
classical decomposition with respect to the eigenvalues of the principal part of the
connection matrix.
Let U be some open neighbourhood of 0 in X and let I ⊂ L. Set OI =
O(∗DI ∩ U)[[tI ]].
Lemma 11.21 (Decomposition Lemma). — Let IF̂ be a free OI-module with a flat con-
nection I∇̂ : IF̂ → IF̂ ⊗ Ω1OI (∗D). Let (
IF̂0̂,
I∇̂0̂) denote the formalization of (
IF̂ , I∇)
at the origin. Assume that there exist m ∈ Nℓ−{0}, i ∈ I and a O0̂-basis of
IF̂0̂ such
that, setting I ′ = I r {i} and OI′ = OI/tiOI ,
(1) mi > 0,
(2) the matrix of I∇̂0̂ in the given basis can be written as t
−mΩ̂, where the entries
of Ω̂ are in Ω1
0̂
(logD),
(3) if Ω̂(i) denotes the component of Ω̂ on dti/ti, then Ω̂
(i)(0) = diag(Ω̂
(i)
1 (0), Ω̂
(i)
2 (0))
where Ω̂
(i)
1 (0), Ω̂
(i)
2 (0) have no common eigenvalues.
Then, after possibly shrinking U , there exists a OI-basis of
IF̂ such that the matrix
of I∇̂ in the new basis is t−m(Ω + tiB), where Ω has entries in Ω
1
OI′
(logD), B has
entries in Ω1OI (logD), both are block-diagonal as Ω̂
(i)(0) is, and Ω(0) = Ω̂(0).
Moreover, such a decomposition (IF̂ , I∇̂) = (IF̂1,
I∇̂)⊕ (IF̂2,
I∇̂) is unique.
Proof. — Set τj = tj∂tj for j ∈ L and τj = ∂tj for j /∈ L and let us denote by Ω̂
(j)
the matrix of I∇̂0̂,τj in the given basis of
IF̂0̂. Let us first notice that, due to the
integrability condition and to the inequality 2m >m, the matrices Ω̂(i)(0) and Ω̂(j)(0)
commute, hence (3) implies that Ω̂(0) = diag(Ω̂1(0), Ω̂2(0)).
The first step consists in proving that the assumptions of the lemma hold for the
matrix of I∇̂ in any OI -basis of
IF̂ which coincides with the given basis of IF̂0̂ at the
origin. Since the matrix of tmI∇̂τj in some basis of
IF̂0̂ has no pole, it has no pole in
any basis of IF̂0̂. Applying this to a basis of
IF̂0̂ induced by a basis of
IF̂ , this implies
that the matrix of tmI∇̂τj in any basis of
IF̂ has no pole, so (2) holds. If we choose
a OI -basis which coincides with the given basis of
IF̂0̂ at the origin, then (3) holds.
LECTURE 11. GOOD MEROMORPHIC CONNECTIONS (FORMAL THEORY) 167
Second step. — It consists in proving that, up to shrinking U , there exists a OI -basis
of IF̂ which coincides with the given basis when restricted to the origin, such that
the matrix of I∇̂ in this basis can be written as t−m(Ω+ tiA), with Ω in Ω
1
OI′
(logD),
A ∈ Ω1OI (logD), Ω = diag(Ω1,Ω2) and Ωα(0) = Ω̂α(0) (α = 1, 2).
The operator tmI∇̂τi sends ti
IF̂ to itself and its residual action on IF̂|Di defines a
OI′ -linear operator Ri. By assumption, the characteristic polynomial χRi(0)(T ) de-
composes as χ01(T )·χ
0
2(T ) with a1(0)χ
0
1(T )+a2(0)χ
0
2(T ) = 1 for some a1(0), a2(0) ∈ C.
It follows that there exist aα ∈ OI′ and χα ∈ OI′ [T ] (α = 1, 2) such that χRi(T ) =
χ1(T ) · χ2(T ) and a1χ1(T ) + a2χ2(T ) = 1, up to shrinking U . Then
IF̂|Di =
Kerχ1(Ri) ⊕ Kerχ2(Ri) and the matrix of Ri decomposes into two block in a ba-
sis adapted to this decomposition. Moreover, we can realize this so that, at the
origin, the matrix of Ri(0) is Ω̂
(i)(0).
For each j 6= i, let Ω(j) be the matrix of I∇̂τj in the basis that we have obtained.
The commutation relation [I∇̂τi ,
I∇̂τj ] = 0 and the fact that 2m >m imply that Ω
(j)
|Di
commutes with Ω
(i)
|Di
. Therefore the associated endomorphism preserves Kerχ1(Ri)
and Kerχ2(Ri), that is, Ω
(j)
|Di
is block-diagonal. Hence, the matrix of tmI∇̂τj in a
basis of IF̂ lifting the previous one takes the desired form.
Third step. — Let Ω, A be as obtained in the second step. Let us start with the
component t−m(Ω(i) + tiA
(i)) of t−m(Ω + tiA) on dti/ti. We wish to find a change
of basis G = Id+
(
0 tiX
tiY 0
)
, where X,Y have entries in OI , such that the matrix of
tmI∇̂τi in the new basis is Ω
(i) + tiB
(i), where B(i) has entries in OI and is block-
diagonal as Ω. The matrix G has to be a solution of the equation
tmti∂tiG = G ·
(
Ω
(i)
1 + tiB
(i)
1 0
0 Ω
(i)
2 + tiB
(i)
2
)
−
(
Ω
(i)
1 + tiA
(i)
11 tiA
(i)
12
tiA
(i)
21 Ω
(i)
2 + tiA
(i)
22
)
·G,
which reduces to
B
(i)
1 = A
(i)
11 − tiA
(i)
12Y, B
(i)
2 = A
(i)
22 − tiA
(i)
21X
and
Ω
(i)
1 X −XΩ
(i)
2 = A
(i)
12 − ti
[
A
(i)
11X −XA
(i)
22 + t
2
iXA
(i)
21X + t
m−1i(ti∂ti + 1)X
]
and a similar equation for Y . The assumption implies that the determinant of the
endomorphism Z 7→ (Ω
(i)
1 (0)Z − ZΩ
(i)
2 (0)) is not zero. Choose U such that the
determinant of Z 7→ (Ω
(i)
1 Z − ZΩ
(i)
2 ) does not vanish on U . We then find a (unique)
solution of the equation for X (resp. Y ) by expanding X (resp. Y ) with respect to ti.
Let us write t−m(Ω + tiB) the matrix of
I∇̂ after the base change induced by G.
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The integrability condition is now enough to show that the matrix B is block-
diagonal. Indeed, let us denote by
t−m
(
Ω
(j)
1 + tiB
(j)
11 tiB
(j)
12
tiB
(j)
21 Ω
(j)
2 + tiB
(j)
22
)
the matrix of I∇̂τj . Then the integrability condition [
I∇̂τi ,
I∇̂τj ] reads on the off-
diagonal blocks as
Ω
(i)
1 B
(j)
12 −B
(j)
12 Ω
(i)
2 = ti
[
B
(j)
12 B
(i)
2 −B
(i)
1 B
(j)
12 − t
m−1i(τi + 1−mi)B
(j)
12
]
,
whose unique solution is B
(j)
12 = 0, as seen by expanding B
(j)
12 with respect to ti, since
Z 7→ (Ω
(i)
1 Z−ZΩ
(i)
2 ) is invertible. Therefore, the matrix of
I∇̂τj is also block-diagonal
in the new basis.
For the uniqueness, we are reduced to proving that there is no nonzero morphism
between (IF̂1,
I∇̂) and (IF̂ ′2,
I∇̂) (with obvious notation). The proof is similar.
Remark 11.22. — The previous lemma also holds when one replaces OI with O0̂, by
forgetting the first step.
Proof of Theorem 11.18. — We start with:
Lemma 11.23. — Let I ⊂ K and let (IF̂ , I∇̂) be a free OD̂I ,0-module with flat mero-
morphic connection. Assume that there exists a good finite subset Φ̂ ⊂ O0̂(∗D
′)/O0̂
such that the formalization (IF̂ , I∇̂)0̂ at 0 satisfies:
(11.23 ∗) (IF̂ , I∇̂)0̂ =
⊕̂
ϕ∈Φ̂
(IF̂0̂,ϕ̂,
I∇̂) with (IF̂0̂,ϕ̂,
I∇̂) ≃ (Êϕ̂ ⊗ R̂ϕ̂, ∇̂)
where
(11.23 ∗∗) ∇̂R̂ϕ̂ ⊂ R̂ϕ̂ ⊗ Ω
1
0̂
(logD)
for any ϕ̂ ∈ Φ̂. If Φ̂I denotes the image of Φ̂ in O0̂(∗D
′)/O0̂(∗D
′(Ic)), then Φ̂I is equal
to a subset ΦI of OD̂I ,0(∗D
′)/OD̂I ,0(∗D
′(Ic)), and (IF̂ , I∇̂) has a ΦI-decomposition.
Proof. — The proof is by induction on #Φ̂I . Assume first #Φ̂I = 1, that is, Φ̂I =
{ϕ̂I}. Then for any lifting ϕ̂ of ϕ̂I in O0̂(∗D
′)/O0̂ and any ψ̂ ∈ Φ̂, d(ψ̂− ϕ̂) has poles
in D′(Ic) at most, hence we have
(I∇̂ − dϕ̂)IF̂0̂ ⊂
IF̂0̂ ⊗
(
Ω1
0̂
(logD) + Ω1
0̂
(∗D′(Ic))
)
.
Writing this in some basis of IF̂0̂ induced by a OD̂I ,0-basis of
IF̂ implies that ϕ̂I
belongs to the quotient OD̂I ,0(∗D
′)/OD̂I ,0(∗D
′(Ic)) and we denote it by ϕI , hence
the first statement. After a twist by E−ϕ˜I for some lifting ϕ˜I of ϕI , we can then
assume that Φ̂I = 0, and we choose ϕ̂ = 0. Then
I∇̂IF̂0̂ ⊂
IF̂0̂ ⊗
(
Ω1
0̂
(logD) + Ω1
0̂
(∗D′(Ic))
)
,
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and this implies
I∇̂IF̂ ⊂ IF̂ ⊗
(
Ω1
D̂I ,0
(logD) + Ω1
D̂I ,0
(∗D′(Ic))
)
,
which is the ΦI -decomposition with ΦI = {0}.
Assume now that #Φ̂I > 2. Then #Φ̂ > 2 and m := m(Φ̂) 6= 0. Moreover, the
I-component mI is nonzero. Let i ∈ I be such that mi > 0 and set I
′ = I − {i}.
Assume first that there exists ϕ̂ ∈ Φ̂ with ordL(ϕ̂) = −m. Set C := (tmΦ̂)(0) ⊂ C.
Note that #C > 2 since m 6= 0. Consider the decomposition coarser than (11.23 ∗)
indexed by C: (IF̂ , I∇̂)0̂ =
⊕
c∈C(
IF̂0̂,c,
I∇̂c). It satisfies the assumptions of the
Decomposition Lemma 11.21. Applying its existence part, we find a decomposition
(IF̂ , I∇̂) =
⊕
c∈C(
IF̂c,
I∇̂c), so the matrix of
I∇̂ takes the form t−m(Ω+ tiB) where B
is now block-diagonal as Ω. Let us set Φ̂c = {ϕ̂ ∈ Φ̂ | (t
−mϕ̂)(0) = c}. Then
Φ̂ = ⊔cΦ̂c and, as mI 6= 0, Φ̂I = ⊔cΦ̂c,I . Thus, for every c ∈ C, #Φ̂c,I < #Φ̂I . By
the uniqueness in the Decomposition Lemma 11.21 (in the variant of Remark 11.22),
we have
(IF̂c,
I∇̂c)0̂ =
⊕
ϕ̂∈Φ̂c
(Êϕ̂ ⊗ IR̂ϕ̂, ∇̂),
so that each (IF̂c,
I∇̂c) satisfies the assumption of the lemma. We conclude by induc-
tion on #Φ̂I to get that Φ̂I ⊂ OD̂I ,0(∗D
′)/OD̂I ,0(∗D
′(Ic)) and the ΦI -decomposition
of (IF̂ , I∇̂).
Assume now that there is no ϕ̂ ∈ Φ̂ such that ordL(ϕ̂) = −m. Then there exists
f̂ ∈ O0̂(∗D
′)/t−mO0̂ such that ord
L(ϕ̂ − f̂) > −m for any ϕ̂ ∈ Φ̂ (and equality
for some ϕ̂ ∈ Φ̂). It is thus enough to prove that f̂ ∈ OD̂I ,0(∗D
′)/t−mOD̂I ,0 and
(see Lemma 11.2) this is equivalent to showing that, for any i ∈ K, the class f̂ (i) of f̂
in O0̂(∗D
′)/t−mii O0̂(∗D
′(ic)) belongs to OD̂I ,0(∗D
′)/t−mii OD̂I ,0(∗D
′(ic)). It will then
be denoted by f (i).
Let us fix i ∈ K and set f̂ (i) =
∑νi
ν=mi+1
f̂
(i)
ν t
−ν
i . Let us prove by induction on
k ∈ {0, . . . , νi −mi − 1} that f̂
(i)
νi−k
∈ OD̂I∩Di(∗D
′)/t−mii OD̂I∩Di(∗D
′(ic)). For any
ϕ̂ ∈ Φ̂ we can write ϕ̂ = f̂ + t−mη̂ with η̂ ∈ O0̂. Because of (11.23 ∗∗), for any ϕ̂ ∈ Φ̂
we have (I∇̂ti∂ti − ti∂ϕ̂/∂ti)
IF̂0̂,ϕ̂ ⊂
IF̂0̂,ϕ̂ and thus, for any k as above,(
tνii
I∇̂ti∂ti −
k∑
µ=0
(µ− νi)f̂
(i)
νi−µt
µ
i
)
IF̂0̂,ϕ̂ ⊂ t
k+1
i ·
IF̂0̂,ϕ̂(∗D
′(ic)),
hence also (
tνii
I∇̂ti∂ti −
k∑
µ=0
(µ− νi)f̂
(i)
νi−µt
µ
i
)
IF̂0̂ ⊂ t
k+1
i ·
IF̂0̂(∗D
′(ic)).
This implies (taking k = 0) that tνii
I∇̂ti∂ti
IF̂ ⊂ IF̂ (∗D′(ic)), and by induction that
the OD̂I∩Di,0(∗D
′(ic))-linear endomorphism that
(
tνii
I∇̂ti∂ti −
∑k−1
µ=0(νi − µ)f
(i)
νi−µt
µ
i
)
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induced on tki ·
IF̂ (∗D′(ic))/tk+1i ·
IF̂ (∗D′(ic)) acts as (νi − k)f̂
(i)
νi−k
Id. It follows that
f̂
(i)
νi−k
= f
(i)
νi−k
∈ OD̂I∩Di(∗D
′)/t−mii OD̂I∩Di(∗D
′(ic)).
End of the proof of Theorem 11.18. — The assumption of the theorem implies that
(11.23 ∗) and (11.23 ∗∗) are satisfied by (IF̂ , I∇̂) := (F,∇)D̂I for any I ⊂ K, so Φ̂I ⊂
OD̂I ,0
(∗D′)/OD̂I ,0(∗D
′(Ic)) for any such I, and in particular for any I = {i}. Lemma
11.2 then implies that Φ̂ ⊂ OX,0(∗D
′)/OX,0. The existence of a ΦI -decomposition
in the second part of the theorem follows then from Lemma 11.23 applied to any
I ⊂ K and the compatibility with respect to the inclusions I ′ ⊃ I follows from the
uniqueness in Lemma 11.21.
Corollary 11.24 (Good Deligne-Malgrange lattices). — Let M be as in Theorem 11.7.
Then there exists a good lattice (F,∇) of M satisfying the non-resonance condition:
• for each i ∈ LrK, the eigenvalues of the residue Ri of ∇ along Di do not differ
by a nonzero integer.
Proof. — Fix i ∈ L r K. Let (F,∇) be a good lattice of M . By definition, there
exists a basis of F̂ := F0̂ in which the component of the matrix of ∇̂ on dti/ti has no
pole. This holds then in any basis of F̂ . Choosing a basis induced by a basis of (F,∇)
implies that ∇ is logarithmic along Di. Its residue Ri is an endomorphism of F|Di
which is horizontal with respect to the connection induced on F|Di . Its eigenvalues
are then constant, and coincide with the eigenvalues of the residue R̂i of (F̂ , ∇̂).
Therefore, if we start from a good lattice (F̂ , ∇̂) of M0̂ which is non-resonant with
respect to Di, that is, such that the eigenvalues of R̂i do not differ by a nonzero
integer, then the good lattice (F,∇) given by Proposition 11.19 is also non-resonant
with respect to Di.
Remark 11.25 (Very good formal decomposition). — For the purpose of asymptotic
analysis (see Theorem 12.5 below), it would be more convenient to know that M
has a very good formal decomposition near the origin, as defined in [Sab93a], that
is, considering the formal completion OD̂ := lim←−k
OX/(x1 · · ·xℓ)
kOX , that (MD̂,∇)
decomposes in a way similar to (11.4 ∗). This property is too strong in general, and
cannot be achieved after blowing-ups (see Remark 11.11).
Nevertheless, if M has a punctual good formal decomposition near the origin, the
existence of a good lattice allows one to prove a similar but weaker property. Let us fix
ϕo ∈ Φ and let us set Φ−ϕo =
⋃
c(Φc−ϕo) where c varies in C := [t
m(Φ−ϕo)](0) ⊂ C
and where we set m = m(Φ). We now choose K to be minimal with respect to
Φ ⊂ OX,0(∗D)/OX,0, that is, mi > 0 iff i ∈ K. Then for each I ⊂ K, if we define CI
as C, but starting from ΦI − ϕo,I , we find CI = C, since none of the c/t
m becomes
zero in OX,0(∗D
′)/OX,0(∗D
′(Ic)).
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Corollary 11.26 (of Th. 11.18, see [Moc11a, §2.4.3]). — Let (F,∇) be a good lattice
with associated set Φ ⊂ OX,0(∗D)/OX,0 (according to Theorem 11.18). Assume
that K ⊂ L is minimal with respect to Φ. Then there exists a decomposition
(11.26 ∗) (F,∇)D̂′,0 ≃
⊕
c∈C
(F̂c, ∇̂c),
where each (F̂c, ∇̂c) is a free OD̂′,0-module with integrable meromorphic connection
such that, for each I ⊂ K, we have compatible isomorphisms
(11.26 ∗∗)
OD̂I ,0
⊗ (F̂c, ∇̂c) =
⊕
ϕI∈(Φc)I
(IF̂ϕI ,
I∇̂c) with (
IF̂ϕI ,
I∇̂c) ≃ (Ê
ϕ˜I ⊗ IR̂ϕI ,
I∇̂),
where the right-hand term is as in Definition 11.15(1).
Proof. — Recall that the Mayer-Vietoris complex (where we always take I ⊂ K)
MV(O) : {0→
⊕
#I=1
OD̂I ,0
→
⊕
#I=2
OD̂I ,0
→ · · · →
⊕
#I=ℓ−1
OD̂I ,0
→ OD̂K ,0 → 0}
is a resolution of OD̂′,0. By assumption, for each I one can gather the terms in the
ΦI -decomposition of (F,∇)D̂I ,0 so that the decomposition is indexed by C = CI . It
follows that there is a decomposition indexed by C of each OD̂I ,0 ⊗ FD̂′,0 compatible
with the inclusions I ′ ⊂ I. As a consequence, for each c ∈ C, there is a Mayer-Vietoris
complex MV(F̂c) whose terms are made with the
IF̂c. Moreover, this complex is a
direct summand of the Mayer-Vietoris complex MV(O) ⊗ FD̂′,0. Therefore, MV(F̂c)
is a resolution of some free OD̂′,0-submodule F̂c of FD̂′,0, and FD̂′,0 is the direct sum
of these modules. Lastly, the components (c, c′) of the matrix of the connection ∇ on
FD̂′,0 have a vanishing formal expansion along each Di (i ∈ K) if c 6= c
′. It follows
that they vanish, according to the injectivity of OD̂′,0 →
⊕
#I=1 OD̂I ,0
.
Remark 11.27. — We keep the assumption of Corollary 11.26 and we fix ϕo ∈ Φ. Let
us denote by ℓ the predecessor ofm(Φ) in the totally ordered set {m(ϕ−ϕo) | ϕ ∈ Φ}.
In order to simplify the notation, we will assume that ϕo = 0.
For each c ∈ C and each pair ϕ, ψ ∈ Φc, we have ϕ− ψ ∈ t
−ℓOX,0. Let us choose
ϕc ∈ Φc for each c. Then the formalization at 0 of ∇̂c satisfies
(∇̂c,0̂ − dϕc Id)(F̂c,0̂) ⊂ t
−ℓΩ1
0̂
(logD)⊗ F̂c,0̂,
according to (11.26 ∗∗) for I = K, and to (11.23 ∗) and (11.23 ∗∗). Therefore, in any
O0̂-basis of F̂c,0̂, the matrix of ∇̂c,0̂−dϕc Id has entries in t
−ℓΩ1
0̂
(logD). If one chooses
a basis induced by a OD̂′,0-basis of F̂c, one concludes that the matrix of ∇̂c − dϕc Id
in such a basis has entries in t−ℓΩ1
D̂′,0
(logD), and thus
(11.27 ∗) ∀ c ∈ C, (∇̂c − dϕc Id)(F̂c) ⊂ t
−ℓΩ1
D̂′,0
(logD)⊗ F̂c.
In conclusion, in any OD̂′,0-basis of F̂c, the matrix of ∇̂c takes the form dϕc Id+t
−ℓΩ̂c,
where Ω̂c has entries in Ω
1
D̂′,0
(logD).
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Going back to the notion of very good formal decomposition, we obtain:
Corollary 11.28. — If moreover, m(ϕ − ψ)i > 0 for each pair ϕ 6= ψ ∈ Φ and each
i ∈ L, then M has a very good formal decomposition.
In dimension two, this has been proved in [Sab00, Th. I.2.2.4]. This amounts to
asking that the stratified I-covering Σ˜(M ) (see Remark 11.12) is a true covering of
∂X˜(D). This result will not be used but can be regarded as the simplest possible
behaviour of a flat meromorphic connection at a crossing point of D.
Sketch of proof of Corollary 11.28. — The assumption implies that K = L. One
can argue by induction on #Φ, since the assumption implies that each Φc satisfies
mi(Φc) > 0 for each i. The case where #Φ = 1 reduces to proving that a free
OD̂,0-module with an integrable meromorphic connection such that the connection is
logarithmic in a suitable OD̂L,0-basis, has a basis where the connection is logarithmic.
This is standard.
11.f. Comments. — Although some results concerning the notion of a good formal
structure have already been considered in dimension two in [Sab00], the much more
efficient presentation given here is due to T. Mochizuki [Moc11a, Chap. 2], [Moc11c].
The advantage of using lattices lies in the decomposition lemma 11.21.
LECTURE 12
GOOD MEROMORPHIC CONNECTIONS
(ANALYTIC THEORY) AND
THE RIEMANN-HILBERT CORRESPONDENCE
Summary. This lecture is similar to Lecture 10, but we now assume that D is a
divisor with normal crossings. We start by proving the many-variable version of
the Hukuhara-Turrittin theorem, that we have already encountered in the case of
a smooth divisor. It will be instrumental for making the link between formal and
holomorphic aspects of the theory. The new point in the proof of the Riemann-
Hilbert correspondence is the presence of non-Hausdorff e´tale spaces, and we need
to use the level structure to prove the local essential surjectivity of the Riemann-
Hilbert functor. As an application of the Riemann-Hilbert correspondence in the
good case and of the fundamental results of K. Kedlaya and T.Mochizuki on the
elimination of turning points by complex blowing-ups, we prove a conjecture
of M. Kashiwara asserting that the Hermitian dual of a holonomic D-module is
holonomic, generalizing the original result of M. Kashiwara for regular holonomic
D-modules to possibly irregular holonomic D-modules and the result of Lecture 6
to higer dimensions.
12.a. Introduction. — This lecture achieves the main goal of this series of lectures,
by proving the Riemann-Hilbert correspondence between good meromorphic connec-
tions with poles along a divisor with normal crossings and Stokes-filtered local systems
on the corresponding real blow-up space. The correspondence is stated in a global
way, by using the notion of good I-stratified covering and that of I-filtration intro-
duced in Lecture 1. For a general flat meromorphic connection, this correspondence
can be used together with the theorem of K. Kedlaya and T.Mochizuki (see Remark
11.11) proving the possibility of eliminating the turning points of any meromorphic
connection.
Before proving this correspondence, we will complete the analysis of the formal
properties of good meromorphic connections given in Lecture 11 by a generalization
in higher dimensions of the Hukuhara-Turrittin theorem. The proof that we give is
due to T. Mochizuki. As in dimension one, this result plays an essential role in the
proof of the Riemann-Hilbert correspondence. Let us note however that we will not
develop the analogues with precise order of growth, related to Gevrey formal power
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series. We will neither try to develop the relation with multi-summation, which is
hidden behind the level structure of the associated Stokes-filtered local system, as
considered in §9.e.
We give an application of the Riemann-Hilbert correspondence to distributions
solutions of holonomic D-modules, in order to show the powerfulness of this corre-
spondence, and the need of the goodness condition as a new ingredient compared with
the proof in dimension one (see Lecture 6).
In this lecture, we consider germs along D of meromorphic connections with poles
on D at most, which are locally good in the sense of Definition 11.9 (in particular, we
assume the local existence of a good lattice, but we do not care of the global existence
of such a lattice, which could be proved by using a good Deligne-Malgrange lattice,
see [Moc11a]).
12.b. Notation. — We consider the following setting:
• X is a complex manifold and D is a divisor with normal crossings in X , with
smooth components Dj (j ∈ J), and X
∗ := X rD,
• j : X∗ →֒ X and ˜ : X∗ →֒ X˜(Dj∈J ) denote the open inclusions, and i : D →֒ X
and ı˜ : ∂X˜(Dj∈J ) →֒ X˜(Dj∈J ) denote the closed inclusions,
• the ordered sheaf I on ∂X˜(Dj∈J ) is as in Definitions 9.4 and 9.5.
In the local setting, we keep the notation of §11.b. For short, we will denote by X˜
the real blow-up space X˜(Di∈L), by ̟ : X˜ → X the real blowing-up map and by AX˜
the sheaf on X˜ consisting, locally, of C∞ functions on X˜ which are annihilated by
ti∂ti (i ∈ L) and ∂ti (i 6∈ L). We will set A∂X˜ = AX˜ |∂X˜ . We refer to [Maj84],
[Sab93a] and [Sab00, Chap. 2] for the main properties of this sheaf. Notice that AX˜
is a subsheaf of the sheaf A modD
X˜
introduced in §8.c.
Recall also that for each I ⊂ L one considers the formal completion AD̂I =
lim
←−k
AX˜/(ti∈I)
kAX˜ which is a sheaf supported on ̟
−1DI and is a ̟
−1OD̂I
-module
via the natural inclusion ̟−1OD̂I →֒ AD̂I , which is seen as follows. If ̟DI : D˜I → DI
denotes the real blow-up space of DI along DI ∩ Dj∈Ic , then AD̂I is identified with
̟−1I AD˜I [[tI ]], where ̟I denotes here the projection X˜|DI → D˜I . The inclusion
̟−1DIOD̂I = ̟
−1
DI
ODI [[tI ]] →֒ AD˜I [[tI ]] produces the desired inclusion.
One also considers AD̂ defined similarly and supported on ∂X˜(D). There is a
Mayer-Vietoris complex MV(AX˜) similar to the complex MV(O) considered in the
proof of Corollary 11.26, which is a resolution of AD̂ and the inclusion̟
−1MV(O) →֒
MV(AX˜) induces an inclusion ̟
−1OD̂ →֒ AD̂ which makes AD̂ a ̟
−1OD̂-module.
Lastly, let us recall that there is an exact sequence
(12.1) 0 −→ A rdD
∂X˜
−→ A∂X˜
TD−−−→ AD̂ −→ 0.
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12.c. The Malgrange-Sibuya theorem in higher dimension. — We consider
the local setting. As in the cases treated before (§5.d and 10.f), an important point
in the proof of the Riemann-Hilbert correspondence is the Malgrange-Sibuya theorem.
It will be also important for the proof of the higher dimensional Hukuhara-Turrittin
theorem.
Theorem 12.2 (Malgrange-Sibuya in dimension > 2). — The image of
H1
(
(S1)ℓ,GLrdDd (A∂X˜)
)
−→ H1
(
(S1)ℓ,GLd(A∂X˜)
)
is the identity.
Proof of Theorem 12.2. — Since the proof of Theorem 12.2 given in [Sab00, §II.1.2]
contains a small mistake(1), we give a detailed proof here.
We denote by EX˜ the sheaf of C
∞ functions on X˜ and by E|∂X˜ its sheaf-theoretic
restriction to ∂X˜. We can then define the subsheaf E rdD
|∂X˜
of C∞ functions with rapid
decay and the quotient sheaf is that of C∞ formal functions along ∂X˜. We note that
a local section of Md(E|∂X˜) (matrices of size d with entries in E|∂X˜) is a section of
GLd(E|∂X˜) if and only if its image in Md(E|∂X˜/E
rdD
|∂X˜
) belongs to GLd(E|∂X˜/E
rdD
|∂X˜
):
indeed, given a matrix in Md(E|∂X˜), the image in E|∂X˜/E
rdD
|∂X˜
of its determinant is
the determinant of its image in Md(E|∂X˜/E
rdD
|∂X˜
); use now that the values of a local
section of E|∂X˜ at the points of ∂X˜ are also the values of its image in E|∂X˜/E
rdD
|∂X˜
.
Lemma 12.3. — We have H1
(
(S1)ℓ,GLrdDd (E|∂X˜)
)
= Id, where we have set as above
GLrdDd (E|∂X˜) := Id+Md(E
rdD
|∂X˜
).
Proof. — Since a matrix in Md(E|∂X˜) whose image in Md(E|∂X˜/E
rdD
|∂X˜
) is the identity
is invertible, we have an exact sequence of groups
Id −→ GLrdDd (E|∂X˜) −→ GLd(E|∂X˜) −→ GLd(E|∂X˜/E
rdD
|∂X˜
) −→ Id .
We first show that H0
(
(S1)ℓ,GLd(E|∂X˜)
)
→ H0
(
(S1)ℓ,GLd(E|∂X˜/E
rdD
|∂X˜
)
)
is onto.
Locally, a section of the right-hand term can be lifted. Using a partition of unity, we
lift it globally as a section of Md(E|∂X˜), and by the remark above, it is a section of
GLd(E|∂X˜).
It remains thus to show thatH1
(
(S1)ℓ,GLd(E|∂X˜)
)
→ H1
(
(S1)ℓ,GLd(E|∂X˜/E
rdD
|∂X˜
)
)
is injective, and since E rdD
|∂X˜
⊂ t1 · · · tℓE|∂X˜ , it is enough to show a similar asser-
tion of the restriction map H1
(
(S1)ℓ,GLd(E|∂X˜)
)
→ H1
(
(S1)ℓ,GLd(E∂X˜)
)
, where
E∂X˜ = E|∂X˜/t1 · · · tdE|∂X˜ is the sheaf of C
∞ functions on ∂X˜.
(1)whose correction is available at http://www.math.polytechnique.fr/~sabbah/sabbah_ast_263_
err.pdf
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Using the interpretation of an element of H1 as giving an isomorphism class of
vector bundle, we are reduced to showing that, given a C∞ vector bundle in the
neighbourhood of (S1)ℓ whose restriction to (S1)ℓ is trivializable, it is trivializable
in some (possibly smaller) neighbourhood of (S1)ℓ. For that purpose, it is enough
to prove that any global section of the restriction can be lifted to a global section of
the original bundle in some neighbourhood of (S1)ℓ, because a lift of a basis of global
sections will remain a basis of sections in some neighbourhood of (S1)ℓ. Now, such
a lifting property for a global section can be done locally on (S1)ℓ and glued with a
partition of unity.
Let α be a class in H1
(
(S1)ℓ,GLrdDd (A∂X˜)
)
represented by a cocycle (αij)
on some open cover U = (Ui) of (S
1)ℓ. According to the previous lemma,
H1
(
U ,GLrdDd (E|∂X˜)
)
= Id for any open coverU of (S1)ℓ (see [BV89, Prop. II.1.2.1]),
and therefore αij = β
−1
i βj , where βi is a section over Ui of GL
rdD
d (E|∂X˜).
The operator ∂ is well-defined on E rdD
|∂X˜
. We set
γi = ∂βi · β
−1
i .
Then γi = γj on Ui∩Uj and the γi glue together as a matrix γ of 1-forms with entries
in E rdDX|D = ̟∗E
rdD
|∂X˜
, and of type (0, 1). Moreover, the γi (hence γ) satisfy
∂γi + γi ∧ γi = 0
because this equality is already satisfied away from ∂X˜. For γ, this equality is read
on X .
Lemma 12.4. — There exists a neighbourhood of 0 ∈ X on which the equation ∂ϕ =
−ϕ · γ has a solution ϕ which is a section of GLd(EX).
Proof. — This is Theorem 1 in [Mal58, Chap. X].
Then for each i one has ∂(ϕβi) = 0, so that ϕβi is a section on Ui of GLd(A∂X˜)
and αij = (ϕβi)
−1 · (ϕβj), in other words, the image of α in H
1
(
U ,GLd(A∂X˜)
)
is
the identity.
12.d. The higher dimensional Hukuhara-Turrittin theorem. — We keep the
setting of §11.b.
Theorem 12.5. — Let M be a meromorphic connection with poles along D. As-
sume that M has a puntual good formal decomposition near the origin (see Definition
11.4(2)) with set of exponential factors Φ ⊂ OX,0(∗D)/OX,0. Then, for any θo ∈
̟−1(0), the decomposition (11.4 ∗) can be lifted as a decomposition
AX˜,θo
⊗̟−1OX,0 ̟
−1
M0 ≃ AX˜,θo ⊗̟−1OX,0
( ⊕
ϕ∈Φ
(E ϕ ⊗Rϕ)0
)
,
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where each Rϕ is a meromorphic connection with poles along D, and regular singu-
larity along D.
We have implicitly used Theorem 11.7 to ensure that Φ̂ ⊂ OX,0(∗D)/OX,0. We
will also use the existence of a good lattice near the origin (Proposition 11.19).
Remark 12.6. — This theorem has already been used in Lemma 10.5 when D is
smooth, referring to Sibuya [Sib62, Sib74] for its proof. In order to handle the case
with normal crossings, an asymptotic theory similar to that developed by H.Majima
[Maj84] is needed. Notice also that previous approaches to this asymptotic the-
ory can be found in [GS79]. Here, we will use the arguments given in [Moc11a,
Chap. 20].
When dimX = 2, this theorem is proved in [Sab00] (see Th. 2.1.1 in loc. cit.) by
using Majima’s arguments. However, the proof of loc. cit. does not seem to extend
in arbitrary dimension. Here, we give an alternative proof, due to T.Mochizuki
[Moc11a]. The new idea in this proof, compared to that of [Sab00] in dimension
two, is the use of the existence of a good lattice. See also [Hie09, Appendix] for a
similar explanation of this proof.
Corollary 12.7. — Under the assumptions of Theorem 12.5, if moreover each ϕ ∈ Φ is
purely monomial (see Definition 9.8), that is, if Φ∪{0} is also good, then DRmodD M
is a sheaf.
Proof. — According to Theorem 12.5, it is enough to prove the result for M =
E ϕ⊗Rϕ, where ϕ is purely monomial, since the statement is local on ∂X˜. The proof
is then similar to that indicated for Proposition 8.17.
Proof of Theorem 12.5. — According to Proposition 11.19, there exists a good lattice
(F,∇) for M near the origin. We will therefore prove a statement similar to that of
Theorem 12.5 where we start with a good lattice (F,∇), that we can assume to be
non-resonant, according to Corollary 11.24 (this will be used in the end of the proof
of Lemma 12.13).
The proof is by induction on #Φ. If #Φ = 1, we can assume that Φ = {0} by
twisting. Then the isomorphism of Theorem 12.5 already exists for O-coefficients:
indeed, by Proposition 11.19, there exists a good lattice of M lifting a good lattice
of M0̂; the latter being logarithmic, so is the former.
We now assume that #Φ > 2, so that m(Φ) 6= 0. We will use the notation
of §11.d. More specifically, we let K ⊂ L be the minimal subset such that Φ ⊂
OX,0(D(K))/OX,0 and we set D
′ = D(K). We consider the formal decomposition
(11.26 ∗) indexed by the set C ⊂ C of Remark 11.25, which contains at least two
distinct elements, where the connection satisfies (11.27 ∗). The inductive step is given
by the following proposition.
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Proposition 12.8. — There exist good lattices (Fc,∇c)c∈C near the origin in X such
that, setting ̟′ : X˜ ′ = X˜(Di∈K)→ X,
(1) OD̂′,0 ⊗OX,0 (Fc,∇c) = (F̂c, ∇̂c) (see (11.26 ∗)) for each c ∈ C,
(2) for each θ′o ∈ ̟
′−1(0), the decomposition (11.26 ∗) locally lifts as an isomor-
phism
(12.8 ∗) AX˜′,θ′o
⊗ (F,∇) ≃
⊕
c∈C
AX˜′,θ′o
⊗ (Fc,∇c).
Since X˜ ′ is dominated by X˜, (12.8 ∗) lifts to X˜, and the inductive assumption can
be applied to get the analogue of Theorem 12.5 for good lattices, and hence Theorem
12.5 itself.
Proof of Proposition 12.8. — In order to simplify notation during the proof, we will
use the notation X˜ instead of X˜ ′ and θo instead of θ
′
o, since we will not use the original
notation X˜ during the proof. Correspondingly, we will set D = D(K) (instead of D′)
and denote by D′′ the remaining components D(L r K), since they will play no
essential role.
The proof will be achieved in two steps:
• we first construct, for each θo, a lifting of (11.26 ∗) for some (F
θo
c ,∇
θo
c ) locally
defined near θo; this uses sectorial asymptotic analysis;
• we then glue the various constructions to show that they come from some good
lattice (Fc,∇c); in order to do so, one would like to consider an open cover U of
̟−1(0) such that the previous lifting exists on each open set Ui, and consider the
change of liftings on the intersections Ui ∩ Uj ; if #K = 1, so that ̟
−1(0) = S1, one
can choose an open cover with empty triple intersections, so that we get in that way
a cocycle in H1(̟−1(0),GLrdD(AX˜)) and we can use the Malgrange-Sibuya theorem
to construct (Fc,∇c); however, if #K > 2, these changes of liftings do not clearly
form a cocycle, since the cocycle condition is not trivial to check; instead, it can
be proved that the Stokes filtration at the level > ℓ (where ℓ is the predecessor of
m(Φ) as in the proof of Proposition 9.21) is globally defined, and is locally split; then
the graded object of the Stokes filtration is a locally free AX˜-module of finite rank,
globally defined on ̟−1(0), which will be proved to be of the form AX˜⊗̟
−1(Fc,∇c)
for some good lattice (Fc,∇c).
Step one: existence of (F θoc ,∇
θo
c ) for each θo ∈ ̟
−1(0). — Let us consider the
decomposition (11.26 ∗) for (F,∇). It induces a decomposition
AD̂ ⊗̟−1OX (F,∇) =
⊕
c∈C
(
AD̂ ⊗̟−1OD̂ (F̂c, ∇̂c)
)
.
Let us now fix θo ∈ ̟
−1(0) and a basis ê of AD̂,θo⊗̟−1OX (F,∇) compatible with this
decomposition. If ε is any OX,0-basis of F , it defines a basis ε̂ of AD̂,θo⊗̟−1OX (F,∇).
Let P̂ ∈ GLd(AD̂,θo) be the change of basis, so that ê = ε̂ · P̂ . According to (12.1),
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there exists P ∈ GLd(AX˜,θo) be such that TD(P ) = P̂ . Let us set e = ε · P , so that
the basis e induces the basis ê on AD̂,θo ⊗̟−1OX F . In this basis, the matrix of ∇
θo
can be written as
(12.9) diag(dϕc Id+t
−ℓΩθoc )c∈C +Ω
rd ,
where, for each c ∈ C, ϕc is a fixed element of Φc, Ω
θo
c is a AX˜,θo-lift of Ω̂c defined in
Remark 11.27, and Ωrd has entries in A rdD
X˜,θo
, according to the exact sequence (12.1).
We will show that there is a base change with entries in GLrdDd (AX˜,θo) after which
the matrix of ∇θo is block-diagonal with blocks indexed by C. This will be done in
four steps:
• One first finds a base change in GLrdDd (AX˜,θo) so that, for some i such that
mi > 0, the component Ω
(i) of Ω on dti/ti is block-diagonal.
• One then shows that the matrix Ω is then triangular with respect to the order
6
θo
.
• One then block-diagonalizes all the components Ω by a base change in
GLd(O(S × V )), where S is a small open poly-sector in the variables ti∈K and V is
a neighbourhood of tj /∈K = 0. If K = L, the proof is straightforward. However, if
K 6= L, one has take care of the residues along the components Di for i ∈ LrK.
• By considering the relative differential equation (relative to ti∈K) satisfied by the
previous base change, one shows that it belongs to GLrdDd (AX˜,θo).
Let us index C by {1, . . . , r}, and write the matrix of ∇θo in block-diagonal terms
(Ωαβ)α,β=1,...,r, so that TD(Ωαβ) = 0 for α 6= β, and TD(Ωαα) = dϕcα Id+t
−ℓΩ̂cα .
Our final goal is to obtain a base change Id+Q = Id+(Qαβ)α,β=1,...,r, where Q has
entries in A rdD
X˜,θo
, Qαα = Id and TD(Qαβ) = 0 for α 6= β, which splits Ω, that is, such
that dQ+Ω(Id+Q) = (Id+Q)Ω′ with Ω′ block-diagonal and of the form (12.9). This
amounts to finding Q as above such that, for α 6= β,
(12.10) dQαβ = −Ωαβ + (QαβΩββ − ΩααQαβ)−
∑
γ 6=α,β
ΩαγQγβ +Qα,β(Q,Ω),
where Qα,β(Q,Ω) = Qα,β
(∑
γ 6=β ΩβγQγβ
)
is a quadratic expresssion in Q with coeffi-
cients having entries in A rdD
X˜,θo
. However, we will not solve directly the system (12.10).
First step. — Since m − ℓ > 0, there exists i ∈ K such that mi − ℓi > 0. Assume
for simplicity that i = 1, and set t′ = (t2, . . . , tn). Then each ϕcα can be written
as t−m(uα(t
′) + t1vα(t)) with uα(0) = cα and both uα, vα holomorphic. Let us
set t1∂t1ϕcα = t
−m(u
(1)
α (t′) + t1v
(1)
α (t)), with u
(1)
α (0) = −m1cα. Let us also set
u
(1)
αβ(t
′) = u
(1)
β (t
′) − u
(1)
α (t′), so that u
(1)
αβ(0) = m1(cα − cβ) 6= 0 for α 6= β. The
component of (12.10) on dt1/t1 reads,
(12.10)1 t1∂t1Q 6= = −Ω
(1)
6= + t
−mu
(1)
αβ(t
′)Q 6= + t
−mt1L(t)(Q 6=) +Q6=(Q 6=,Ω
(1)
6= ),
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where the index 6= means that we only consider non-diagonal blocks, L(t) is a linear
operator with entries in AX˜,θo on the space of matrices like Q 6=, and Ω
(1)
6= has rapid
decay along D. The existence of a solution with rapid decay to (12.10)1 is given by
[Moc11a, Prop. 20.1.1]. We fix such a solution Q with Qαα = Id for all α.
Let us set e′ = e ·(Id+Q) and let us denote by F θo =
⊕
c∈C F
θo
c the corresponding
decomposition of F θo . Then this decomposition is ∇θot1∂t1
-horizontal, and the matrix
(that we still denote by) Ω of ∇θo in the basis e′ has the same form as above, with
the supplementary property that Ω
(1)
αβ = 0 for α 6= β.
Second step. — As in the proof of Lemma 11.21, set τj = tj∂tj for j ∈ L and τj = ∂tj
for j /∈ L and let us denote by Ω(j) the matrix of ∇θoτj in the basis e
′. The integrability
property of ∇θo implies that [∇θoτ1 ,∇
θo
τj ] = 0, which reads, setting ψαβ = ϕcβ −ϕcα for
α 6= β,
(12.11) t1∂t1Ω
(j)
αβ = Ω
(j)
αβΩ
(1)
ββ − Ω
(1)
ααΩ
(j)
αβ = t1∂t1(ψαβ) · Ω
(j)
αβ + t
−mt1L(t)(Ω
(j)
αβ),
for some linear operator L(t) as above.
We will now use the order 6
θo
on t−mC as defined by (9.9), and we forget the
factor t−m to simplify the notation.
Lemma 12.12. — For each η ∈ C, the subsheaves
F θo6
θo
η :=
⊕
c∈C
06
θo
η+c
F θoc
are left invariant by the connection ∇θo .
Proof. — It is enough to consider those η such that −η ∈ C. It amounts then to prov-
ing that the only solution of the linear equation (12.11) is zero if −cα 6<θo −cβ or equiv-
alently if Re(ψαβ) 6< 0 on some neighbourhood of θo. Such a solution Ω
(j)
αβ , if it exists,
is defined on a domain S × V = {|ti| < 2ρ | i ∈ K} ×
∏
i∈K ]θ
(i)
o − ε, θ
(i)
o + ε[× V for
some ρ, ε > 0, and some neighbourhood V of 0 in the variables ti, i 6∈ K. Note that
cβ 6<θo cα means that arg(cβ − cα) −
∑
i∈K miθ
(i)
o ∈ [−π/2, π/2] mod 2π, so that we
can find a sub-polysector S′ with the same radius as S such that, on S′×V , we have
arg(cβ − cα) −
∑
i∈K miθ
(i) ∈ ] − π/2, π/2[ mod 2π, and then, up to shrinking the
radius, Re(ψαβ) > δ > 0. Restricting to |ti| > ρ/2 for i ∈ K and i 6= 1, we find that
such an inequality holds on an open set S1 × U
′, where S1 is an open sector with
respect to t1 and U
′ is an open set in the variables t′. Then, on S1 × U
′, we can
apply the estimate of [Moc11a, Cor. 20.3.7], showing that, if nonzero, Ω
(j)
αβ should
have exponential growth when t1 → 0. This contradicts the rapid decay property.
Third step. — The matrix Ω = (Ωαβ) of the connection ∇
θo can now be assumed to
have the same form as in (12.9) together with the property that Ωαβ = 0 if cα 6>θo cβ .
The index set {1, . . . , r} of C can be written as a disjoint union of maximal subsets A
which are totally ordered with respect to 6
θo
. We have Ωαβ = 0 if α and β do not
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belong to the same subset A. On the other hand, the integrability of ∇θo = d + Ω
implies the integrability of each graded connection grα∇
θo = d+Ωαα: the integrability
of d+ Ω implies dΩαα +
∑
β Ωαβ ∧ Ωβα = 0; but only one of both Ωαβ and Ωβα can
be nonzero if α 6= β.
Lemma 12.13. — There exists a base change P = (Pαβ) ∈ GLrdDd (AX˜,θo) which
transforms d+Ω to d+ grΩ.
Proof. — We search for P which is block-diagonal with respect to the partition by
subsets A of {1, . . . , r}, and we will consider the A-block (Pαβ)α,β∈A, where we fix
Pαα = Id and Pαβ = 0 for α < β (for the sake of simplicity, we will denote by 6 the
order on A induced by 6
θo
on C). Our final goal will therefore be to look for Pαβ
(α > β) with entries in A rdD
X˜,θo
, satisfying
(12.13 ∗) dPαβ = PαβΩββ − ΩααPαβ −
∑
β6γ<α
ΩαγPγβ.
We will search for (Pαβ)α,β∈A as a product of terms (
kPαβ) for k ∈ N
∗ so that each kP
satisfies kPαα = Id and
kPαβ = 0 if α < β or α > β and #{γ ∈ A | β 6 γ < α} 6= k.
We will assume that, after the succession of base changes jP for j < k the matrix kΩ
of ∇θo is as above and moreover kΩαβ = 0 if α > β and #{γ ∈ A | β 6 γ < α} < k.
Then (12.13 ∗) for kP reads, if #{γ ∈ A | β 6 γ < α} = k:
(12.13 ∗)k d
kPαβ =
kPαβ
kΩββ −
kΩαα
kPαβ −
kΩαβ .
We will start by showing the existence of a holomorphic solution of (12.13 ∗)k on a
domain S × V as defined in the proof of Lemma 12.12.
We first consider the case where K = L. Let us consider the connection ∇α,β on
the space of matrices R of the size of kPαβ having matrix R 7→ dR+(
kΩααR−R
kΩββ).
Due to the integrability of d+ kΩαα and d+
kΩββ, this connection is integrable. We
claim that ∇αβ(
kΩαβ) = 0. Indeed, the integrability of d +
kΩ implies d kΩαβ +∑
γ
kΩαγ ∧
kΩγβ = 0, and the property of
kΩ implies that all terms in the sum are
zero except maybe those for γ = α and γ = β.
Since ∇αβ is integrable on S × V and since ∇αβ(
kΩαβ) = 0, the equation
∇αβ
kPαβ = −
kΩαβ has a holomorphic solution
kPαβ in an open domain S × V , as
wanted.
We now consider the case where K  L. We denote by V ′′ the subset of V defined
by ti = 0 for all i ∈ L r K. We consider the connection
k∇θo on the space of
block-triangular matrices (kPαβ)αβ given by (12.13 ∗)k where we do not assume for
the moment that kPαα = Id. It is written as
k∇θo((kPαβ))αβ = d
kPαβ +
kΩαα
kPαβ −
kPαβ
kΩββ ( +
kΩαβ
kPββ),
where the last term only exists if α 6= β. This connection is integrable, has logarithmic
poles along Di for i ∈ L r K (see the proof of Corollary 11.24) and no other pole
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in S × V . The residue endomorphism Ri along Di is given by
Ri((
kPαβ))αβ =
kRi,αα
kPαβ −
kPαβ
kRi,ββ ( +
kRi,αβ
kPββ),
where kRi,αβ is the residue of
kΩαβ alongDi. The eigenvalues of Ri are the differences
between eigenvalues of kRi,αα and
kRi,ββ for α, β varying in A. Since the original
(F,∇) satisfies the non-resonance property by assumption, and since the connection
with matrix kΩ has been obtained by holomorphic base changes from the original Ω,
it also satisfies the non-resonance condition. As a consequence, the only integral
eigenvalue of Ri is zero.
Since the connections d+kΩ and d+gr kΩ are logarithmic and their residues satisfy
the non-resonance condition, there exist local frames in which these connections have
constant matrix and the residues also satisfy the non-resonance condition. Then the
following holds on S × V ′′:
• The sheaf R :=
⋂
i∈LrK KerRi is a vector bundle.
• It is equipped with the residual integrable connection induced by k∇θo .
• The matrix (kPαα = Idαα,
kPαβ = 0 (α 6= β)) is a section of R.
• There exists a horizontal section of R (with respect to the residual con-
nection) such that kPαα = Id for each α ∈ A. In order to get this point, we
consider the horizontal section of the residual connection which takes the value
(kPαα = Id,
kPαβ = 0 (α 6= β)) at some point of S × V
′′. The kPαα component of this
section is a horizontal section of the residual connection d + kΩ′′αα
kPαα −
kPαα
kΩ′′αα.
Since Idαα is clearly horizontal, it coincides with
kPαα.
• Any horizontal section of R extends in a unique way as a k∇θo-horizontal section
on S × nb(V ′′): this follows from the computation in a basis where the matrix of the
residual connection is constant and the fact that the only integral eigenvalue of Ri is
zero.
• Arguing as above, the kPαα component of this section is Idαα.
In conclusion, we have found a global solution of (12.13 ∗)k, as wanted.
Fourth step: End of the proof of Lemma 12.13. — We now denote by Ω′ the compo-
nent of Ω on the dti/ti with i ∈ K, and we denote correspondingly by∇
′
α,β the relative
differential. Then, for a solution (kPαβ of (12.13 ∗)k we have ∇
′
αβ
kPαβ = −
kΩ′αβ . Let
us now fix a domain S × V small enough so that Re(ψαβ) < δ < 0 in S × V if
α 6= β and cβ 6θo cα. We can then use [Moc11a, Lem. 20.3.1], which shows that any
holomorphic solution kPαβ on S × V satisfies lim|t′|→0
kPαβ = 0 and, together with a
Cauchy argument, that the same holds for all derivatives of kPαβ , so that
kPαβ has
entries in A rdD
X˜,θo
.
Step two: globalization of the local (F θoc ,∇
θo
c ). — Let us first start with a uniqueness
statement.
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Lemma 12.14. — The subsheaves F θo6
θo
η obtained through Q satisfying (12.10)1 do not
depend on the choice of Q.
Proof. — Let P = (Pαβ) be a base change between two bases in which the matrices
Ω,Ω′ of ∇θo are of the form considered in Step one, with Ω
(1)
αβ = Ω
′(1)
αβ for α 6= β.
Then, for α 6= β, Pαβ is a solution of
t1∂t1Pαβ = Ω
(1)
ααPαβ − PαβΩ
′(1)
ββ .
This equation has a form similar to that of (12.11) and the same proof as for Lemma
12.12 shows that Pαβ = 0 if −cα 6 θo −cβ, that is, P preserves the subsheaves F
θo
6
θo
η.
The subsheaves (F θo6
θo
−c,∇
θo) as constructed above are uniquely determined, and
thus can be glued as subsheaves (F˜6−c, ∇˜). Setting as usual F˜<−c =
∑
−c′<−c F˜6−c′ ,
which is also left invariant by ∇˜, we consider the quotient sheaf (F˜c, ∇˜c) (that
we should denote by F˜−c; see Remark 5.6(3) for the relation with the Stokes
filtration). By the local computation of Lemma 12.13, F˜c is locally isomorphic
to F θoc , hence is AX˜ -locally free, and the local isomorphisms induces an isomorphism
λ̂ : AD̂ ⊗ (F˜c, ∇˜c) ≃ AD̂ ⊗̟−1OD̂ ̟
−1(F̂c, ∇̂c). It is then enough to prove that
F˜c ≃ AX˜ ⊗̟−1OX ̟
−1Fc for some locally free OX -module Fc. Indeed, this would
imply that Fc = ̟∗F˜c is equipped with an integrable connection ∇c := ̟∗∇˜c, and
λ := ̟∗(λ̂) would induce an isomorphism OD̂ ⊗ (Fc,∇c) ≃ (F̂c, ∇̂c).
Let U = (Ui) be an open cover of ̟
−1(0) with a trivialization of F˜c on each Ui.
This defines a cocycle (fij) of GLd(AX˜) with respect to U . Then TD(fij) is a co-
cycle of GLd(AD̂) with respect to U defining the pull-back AD̂ ⊗̟−1OD̂ ̟
−1F̂c.
It follows that TD(fij) = ĝ
−1
i ĝj with ĝi ∈ Γ(Ui,GLd(AD̂)). According to the ex-
act sequence (12.1), up to refining the covering, one can lift each ĝi as an element
gi ∈ Γ(Ui,GLd(A∂X˜)), and the cocycle hij := gifijg
−1
j satisfies TD(hij) = 1. Ac-
cording to Malgrange-Sibuya’s theorem 12.2, (hij) is a coboundary of GLd(A∂X˜),
and therefore so is (fij), showing that F˜c is globally trivial in the neighbourhood of
̟−1(0).
12.e. The Riemann-Hilbert correspondence. — Since the arguments of §10.c
apply exactly in the same way here, Definition 10.4 will be used below for the
Riemann-Hilbert functor. Similarly to Lemma 10.5 we have:
Lemma 12.15. — If M is a good meromorphic connection with poles along D
(see Definition 11.9) with associated stratified I-covering Σ˜, then RH(M ) = (L ,L6)
is a good Stokes-filtered local system on ∂X˜ (see Definition 9.18) with associated
stratified I-covering Σ˜, that we denote by (L ,L•).
Proof. — Same proof as for Lemma 10.5, if we use Theorem 12.5 instead of the
Hukuhara-Turrittin-Sibuya theorem.
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The main result of this lecture is the following theorem, which is the direct gener-
alization of Proposition 5.12 to higher dimensions, under the goodness assumption.
Theorem 12.16. — Let Σ˜ be a good stratified I-covering with respect to the (pull-back
to ∂X˜(D) of the) natural stratification of D. The Riemann-Hilbert functor induces an
equivalence between the category of germs of good meromorphic connections along D
with stratified I-covering (see Remark 11.12) contained in Σ˜ and the category of good
Stokes-filtered C-local systems on ∂X˜ with stratified I-covering (see Definition 9.18)
contained in Σ˜.
The Riemann-Hilbert correspondence: local theory. — We go back to the local setting
and the notation of §12.b. In particular, X = ∆ℓ×∆n−ℓ and we may shrink X when
necessary. We also set D = {t1 · · · tℓ = 0}, and ̟ : X˜ := X˜(D)→ X denotes the real
blowing-up of the components of D (see §8.b), so that in particular ̟−1(0) ≃ (S1)ℓ.
Let Φ ⊂ OX,0(∗D)/OX,0 be a good finite set of exponential factors (see Definition
9.12). We will prove the theorem for germs at 0 of good meromorphic connections
and germs along ̟−1(0) of good Stokes-filtered local systems.
As in the cases treated before (§5.d and §10.f), we will use the corresponding gen-
eralization of the Hukuhara-Turrittin theorem, which is Theorem 12.5. This gives the
analogue of Lemma 10.9. It then remains to show the analogue of Lemma 5.13 (com-
patibility with Hom) to conclude the proof of the full faithfulness of the Riemann-
Hilbert functor. The proof is done similarly, and the goodness condition for Φ ∪ Φ′
makes easy to show the property that (taking notation of the proof of Lemma 5.13)
eϕ−ϕ
′
uϕ,ϕ′ has moderate growth in some neighbourhood of θo ∈ ̟
−1(0) if and only
if ϕ 6
θo
ϕ′.
For the essential surjectivity, let us consider a Stokes-filtered local system (L ,L•)
on ∂X˜ whose associated I-covering over ̟−1(0ℓ ×∆
n−ℓ) is trivial and contained in
Φ×∆n−ℓ (in particular, we consider the non-ramified case).
Proposition 12.17. — Under these assumptions, there exists a germ at 0 ∈ X of good
meromorphic connection M (in the sense of Definition 11.9) such that, for any local
section ϕ of I, DR(eϕA modD
∂X˜
⊗̟−1M ) ≃ L6ϕ in a way compatible with the filtration.
Proof of Proposition 12.17. — The proof of Proposition 12.17 will proceed by induc-
tion on the pairs (ℓ,m(Φ)) (see Remark 9.13(5) for the definition of m(Φ)) through
the level structure, where ℓ denotes the codimension of the stratum of D to which
belongs the origin.
For each ℓ > 1, the casem = 0 corresponds (up to a twist, see Remark 9.13(5)), to
the case where the Stokes filtration is trivial, and in such a case the regular meromor-
phic connection associated with the local system L fulfills the conditions of Proposi-
tion 12.17.
We fix ℓ and m = m(Φ) and we assume that Proposition 12.17 holds for any
Stokes-filtered local system (L ′,L ′•) with associated I-covering over ̟
−1(0ℓ×∆
n−ℓ)
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contained in Φ′ × ∆n−ℓ, with a good Φ′ ⊂ OX,0(∗D)/OX,0 satisfying m(Φ
′) < m
(with respect to the partial order of Nℓ), and also for any pair (ℓ′,m′) with ℓ′ < ℓ,
and we will prove it for the pair (ℓ,m). We will therefore assume thatm > 0 (in Nℓ).
We also fix some element ϕo ∈ Φ and we denote by ℓϕo = ℓ =∈ N
ℓ the submaximum
of Φ− ϕo. By twisting we may assume for simplicity that ϕo = 0.
Let (L ,L•) be a good Stokes-filtered local system on (S
1)ℓ with set of exponential
factors contained in Φ. According to Proposition 9.23 (applied with ℓ = ℓϕo) and to
Remark 9.13(6), this Stokes-filtered local system induces a Stokes-filtered local system
(L ,L[•]ℓ) of level > ℓ, such that each
(
gr[ϕ]ℓ L , (gr[ϕ]ℓ L )•
)
is a Stokes-filtered local
system to which we can apply the inductive assumption.
If [ϕ]ℓ ∈ Φ(ℓ) = image(Φ→ Pℓ(ℓ)), it takes the form ct
−m mod (t−ℓC[t]) for some
c ∈ C.
By induction, we get germs of meromorphic connections Mc (c ∈ C) corresponding
to
(
gr[ct−m]ℓ L , (gr[ct−m]ℓ L )•
)
. Each Mc is good (by the inductive assumption)
and its set of exponential factors is contained in the set of ϕ ∈ Φ of the form ϕ ≡
ct−m mod (t−ℓC[t]).
We will now construct M from Mℓ :=
⊕
c∈CMc, by considering the Stokes-filtered
local system (L ,L[•]ℓ) of level > ℓ, whose corresponding graded object is the Stokes-
filtered local system (grℓ L , (grℓ L )•) graded at the level > ℓ.
Lemma 12.18. — We have a natural isomorphism
EndmodDD (Mℓ) ≃ End(grℓ L )60.
Proof. — Since by definition H 0DRmodD
Ie´t
(Mℓ) ≃ (grℓ L , (grℓ L )•), the assertion is
proved as in Lemma 10.19, using the compatibility of the Riemann-Hilbert functor
with Hom mentioned above.
The case where mi > 0 for all i = 1, . . . , ℓ
Lemma 12.19. — In this case, the isomorphism of Lemma 12.18 induces an inclusion
End(grℓ L )<[•]
ℓ
0 ⊂ End
rdD
D (Mℓ).
Proof. — Recall that the left-hand side consists of those endomorphisms λ which
satisfy gr[ϕ]ℓ λ = 0 for each ϕ. Note that the condition ϕ <[•]ℓ ψ near θ ∈ (S
1)ℓ
implies that them-dominant part of ϕ and ψ are distinct, and so, by our assumption
on m, ϕ − ψ has a pole along each component of D and ϕ < ψ near θ, so eϕ−ψ
has rapid decay. This applies to the (ϕ, ψ) components of λ, expressed as in Lemma
5.13.
Let us finish the proof of Proposition 12.17 in this case. According to Remark 9.24,
given the Stokes-filtered local system (grℓ L , (grℓ L )•) graded at the level > ℓ, the
Stokes-filtered local system (L ,L•) determines (and is determined by) a class γ in the
pointed set H1
(
(S1)ℓ,Aut<[•]ℓ0(gr
ℓ
L )
)
, hence a class γ in H1
(
(S1)ℓ,AutrdDD (Mℓ)
)
,
after Lemma 12.19.
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The germ Mℓ is a free OX,0(∗D)-module with connection ∇ℓ. With respect to
some basis of Mℓ, the class γ becomes a class in H
1
(
(S1)ℓ,GLrdDd (A∂X˜)
)
. By the
Malgrange-Sibuya theorem 12.2, this class is a coboundary of GLd(A∂X˜) on (S
1)ℓ.
Let (Ui) be an open cover of (S
1)ℓ on which this coboundary is defined by sections
gi ∈ Γ
(
Ui,GLd(A∂X˜)
)
with ĝi = ĝ ∈ GLd(OD̂,0) for all i. On Ui we twist the connec-
tion on Mℓ by setting ∇i = g
−1
i ∇ℓgi. Since gig
−1
j = γij is ∇ℓ-flat on Ui ∩Uj, the ∇i
glue together to define a new connection ∇ on the free OX,0(∗D)-module Mℓ, that
we now denote by (M ,∇). By construction, H 0DRmodD
Ie´t
(M ) is the Stokes-filtered
local system determined by (grℓL , (grℓ L )•) and the class γ, hence is isomorphic to
(L ,L•).
The case where mi = 0 for some i = 1, . . . , ℓ. — In this case, (L ,L•) is par-
tially regular along D and we shall use the equivalence of Proposition 9.37. We set
L = L′ ∪L′′ with mi = 0 if and only if i ∈ L
′′, and we have Φ ⊂ OX,0(∗D(L
′))/OX,0.
By Proposition 9.37, giving (L ,L•) is equivalent to giving a Stokes-filtered local
system (L ′,L ′•) on ∂X˜
′ together with commuting automorphisms Tk, k ∈ L
′′. By
induction on ℓ, there exists a free OX,0(∗D(L
′))-module M ′ with flat connection ∇′
whose associated Stokes-filtered local system is (L ′,L ′
•
). Moreover, there exist com-
muting endomorphisms Ck of (L
′,L ′•) such that exp(−2πiCk) = Tk (represent the
local system L ′ as a vector space V ′ equipped with automorphisms T ′j, j ∈ L
′;
then Tk are automorphisms of V
′ which commute with the T ′j , and any choice Ck
such that −2πiCk is a logarithm of Tk also commutes with T
′
j and defines an endo-
morphism of L ′; similarly, this endomorphism is filtered with respect to the Stokes
filtration L ′•). By the full faithfulness of the Riemann-Hilbert correspondence, the
commuting endomorphisms Ck of (L
′,L ′
•
) define commuting endomorphisms Ck of
(M ′,∇′). The free OX,0(∗D)-module M := M
′(∗D′′) can be equipped with the flat
connection ∇ := ∇′ +
∑
k∈L′′ Ck dtk/tk. Then one checks that the Stokes-filtered
local system associated to (M ,∇) on ∂X˜ is isomorphic to (L ,L•).
Proof of Theorem 12.16 for germs. — It now remains to treat the local reconstruc-
tion (Proposition 12.17) in the ramified case. The data of a possibly ramified (L ,L•)
is equivalent to that of a non-ramified one on a covering (S1)ℓ
d
which is stable with
respect to the Galois action of the covering. The same property holds for germs of
meromorphic connections. By the full faithfulness of the Riemann-Hilbert functor,
the Galois action on a Stokes-filtered local system is lifted in a unique way as a Galois
action on the reconstructed connection after ramification, giving rise to a meromor-
phic connection before ramification, whose associated Stokes-filtered local system is
isomorphic to (L ,L•).
Proof of Theorem 12.16 in the global setting. — Due to the local full faithfulness of
the Riemann-Hilbert functor, one gets at the same time the global full faithfulness and
the global essential surjectivity by lifting in a unique way the local gluing morphisms,
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which remain therefore gluing morphisms (i.e., the cocycle condition remains satisfied
after lifting).
12.f. Application to Hermitian duality of holonomic D-modules
The Riemann-Hilbert correspondence for good meromorphic connections, as
stated in Theorem 12.16, together with the fundamental results of K. Kedlaya
and T.Mochizuki, allows one to give a complete answer to a question asked by
M. Kashiwara in [Kas87], namely, to prove that the Hermitian dual CXM of a
holonomic DX -module is still holonomic. This application has also been considered
in [Moc11c].
Recall the notation of Lecture 6, but now in arbitrary dimension. We now denote
by DX the sheaf of holomorphic linear differential operators on a complex mani-
fold X and by DbX the sheaf of distributions on the underlying C
∞ manifold, which
is a left DX ⊗C DX -module. The Hermitian dual CXM of M is the DX -module
HomDX (M ,DbX).
Theorem 12.20. — If M is holonomic, then so is CXM , and ExtkDX (M ,DbX) = 0
for k > 0.
Sketch of the proof. — It is done in many steps, and is very similar to that in dimen-
sion one (see Theorem 6.4), except for the goodness property, which is now essential:
(1) One first reduces (see [Kas87] see also [Sab00]) to the case where M is a
meromorphic bundle with connection along a divisor D, and to proving that
• CmodDX M := HomDX (M ,DbX(∗D)) is a meromorphic bundle with con-
nection,
• ExtkDX (M ,DbX(∗D)) = 0 for k > 0.
(2) The problem is local on X and one can apply the resolution of singularities
in the neighbourhood of a point of D to assume that D has normal crossings. The
problem remains local, and one can apply the result of K. Kedlaya [Ked11] (when
dimX = 2, one refers to [Ked10]; in the algebraic setting and dimX = 2, one can
use [Moc09a], and [Moc11a] for dimX > 3, see Remark 11.11) to reduce to the
case where M is a good meromorphic bundle with connection. This reduction is of
course essential. The question remains local, so we can also assume that it has no
ramification.
(3) As in dimension one, one reduces to proving a similar result on the real blow-
up space X˜(D), by replacing M with M˜ = A modD
X˜
⊗̟−1OX ̟
−1M and DbmodDX
with DbmodD
X˜
. Now, Theorem 12.5 asserts that M˜ is of good Hukuhara-Turrittin
type (a definition analogous to Definition 6.1, supplemented of the goodness assump-
tion). Recall that an important point here is the existence of a good lattice proved in
[Moc11c], see Remark 11.20.
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(4) One now proves as in [Sab00, Prop. II.3.2.6] the vanishing of the Extk for
k > 0, and that CmodD
X˜
(M˜ ) is a locally free A modD
X˜
-module with flat connection of
Hukuhara-Turrittin type.
(5) We can now repeat the arguments of Proposition 6.2 and Corollary 6.3, by using
Theorem 12.16 instead of Theorem 5.8, to prove that CmodD
X˜
(M˜ ) = A modD
X˜
⊗̟−1OX
̟−1N for some meromorphic bundle with connection N , and thus N = CmodDX M .
12.g. Comments. — The proof of Theorem 12.5 presented here is due to
T. Mochizuki [Moc11a]. In dimension two, a proof was given in [Sab00], relying
on the work of H. Majima [Maj84] (see also [Sab93a]). The new approach of
T. Mochizuki simplifies and generalizes previous proofs in many ways:
• The use of good lattices brings a lot of facilities.
• While Majima tried to solve integrable systems of quasi-linear differential equa-
tions of a certain kind, T.Mochizuki only uses the solution of a quasi-linear differential
equation (12.10)1 and uses much more the properties of the linear differential system
for which an normal form is search.
• Searching for a solution of an integrable quasi-linear system was motivated by
the idea of finding a solution of (12.10) in one step. Going step by step with respect
to the level structure and using the filtration like in Lemma 12.12 takes more into
account the Stokes structure intrinsically attached to a flat meromorphic bundle.
The other results of this lecture have also been obtained in [Moc11a, Moc11c],
although the language of I-filtrations is not explicitely used.
LECTURE 13
PUSH-FORWARD OF
STOKES-FILTERED LOCAL SYSTEMS
Summary. In this lecture, we consider the direct image functor for Stokes-
filtered local systems. We experiment the compatibility of the Riemann-Hilbert
correspondence with direct image on a simple but not trivial example. Compared
with the computations in Lecture 7, we go one step further.
13.a. Introduction. — We have introduced in Lecture 1 the notion of push-
forward of a pre-I-fitlration. For a Stokes-filtered local system, one expects that,
through the Riemann-Hilbert correspondence, it corresponds to the direct image of
meromorphic connections considered as D-modules. In order to simplify the problem,
we will consider pairs (X,D) where D =
⋃
j∈J Dj is a divisor with normal crossings
and smooth components, and morphisms π between such spaces preserve the divisors
so that they can be lifted as morphisms π˜ between the corresponding real blow-up
space. Two different questions arise:
• Given a meromorphic connection M with poles on a divisor D in X , to prove
that the direct image by the lifting π˜ : X˜(Dj∈J)→ X˜
′(D′j′∈J′) of a proper morphism
π : (X,D) → (X ′, D′) of the complex DRmodD(M ) is equal to DRmodD
′
(π+M ),
where π+M is the direct image complex of M as a DX(∗D)-module. One can also
ask the same question for the rapid decay complex. A positive answer would then be
an analogue, at the level of real blow-up spaces, of the compatibility of the irregularity
complex, as defined by Mebkhout (see [Meb89b, Meb90, Meb04]), with respect to
proper direct images.
• On the other hand, if we are given a good Stokes-filtered local system on
X˜(Dj∈J ), we are tempted to prove that its direct image as a pre-I -filtered sheaf is
also a possibly good Stokes-filtered local system.
In the case where π is a proper modification, the first question has been answered
by Proposition 8.9.
The second question is directly linked to the first one only in the case of good
Stokes-filtered local systems, through the Riemann-Hilbert correspondence of Lec-
ture 12.
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We have solved the first question in the special case of Theorem 7.6, by solving
the second one first. We will redo a similar exercise in §13.f below by a topologi-
cal argument, which uses nevertheless an estimate of the exponential factors due to
C. Roucairol.
Recently, T. Mochizuki has solved the first question directly (see §13.d), and this
allows one to solve the second one by using the Riemann-Hilbert correspondence, at
least for k-Stokes-filtered local systems when k is a subfield of C. However, some
questions for Stokes-filtered local systems remain open.
13.b. Preliminaries. — Let π : X → X ′ be a holomorphic map between complex
manifolds X and X ′. We assume that X and X ′ are equipped with normal crossing
divisors D and D′ with smooth components Dj∈J and D
′
j′∈J′ , and that
(1) D = π−1(D′),
(2) π : X rD → X ′ rD′ is smooth.
Let ̟ : X˜(Dj∈J ) → X (resp. ̟
′ : X˜ ′(D′j′∈J′) → X
′) be the real blowing-up of the
components Dj∈J in X (resp. D
′
j′∈J′ in X
′). There exists a lifting π˜ : X˜ → X˜ ′ of π
(see §8.b) such that the following diagram commutes:
X˜
π˜

̟ // X
π

X˜ ′
̟′ // X ′
Notice that ∂X˜ = π˜−1(∂X˜ ′).
Remark 13.1 (Direct images of local systems). — We set X∗ = XrD, X ′∗ = X ′rD′,
and we denote by ˜ (resp. ˜′) the inclusion X∗ →֒ X˜ (resp. X ′∗ →֒ X˜ ′), and by ı˜
(resp. ı˜′) the inclusion ∂X˜ →֒ X˜ (resp. ∂X˜ ′ →֒ X˜ ′). We assume here that π is proper.
Let F ∗ be a local system on X∗. Then, since π : X∗ → X ′∗ is smooth and proper,
eachRkπ∗F
∗ (k > 0) is a local system onX ′∗ and, after Corollary 8.3, L := ı˜−1˜∗F
∗
and L ′k := ı˜′−1˜′∗R
kπ∗F
∗ (k > 0) are local systems on ∂X˜ and ∂X˜ ′ respectively.
We claim that
(13.1 ∗) ∀ k > 0, Rkπ˜∗L = L
′k.
Indeed, we have
Rπ˜∗L = Rπ˜∗ı˜
−1˜∗F
∗
= ı˜′−1Rπ˜∗˜∗F
∗ (π˜ proper)
= ı˜′−1Rπ˜∗R˜∗F
∗ (Corollary 8.3)
= ı˜′−1R˜′∗Rπ∗F
∗.
Using Corollary 8.3 once more, we get (13.1 ∗) by taking the k-th cohomology of both
terms.
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In particular, let us consider the case where, in (2) above, π is an isomorphism,
that is, π : X → X ′ is a proper modification (as in Proposition 8.9). We then identify
X rD with X ′ rD′, so that ˜′ = π˜ ◦ ˜, and F ′∗ := π∗F ∗ with F ∗. Then (13.1 ∗)
reads
(13.1 ∗∗) Rπ˜∗L = L
′,
where L ′ = L ′0 = ı˜′−1˜′∗F
∗.
Definition 13.2 (Stokes-filtered local system on (X,D)). — Let (X,D) and X˜ be as
above and IX˜ as in Definition 9.4, and let F6 be a pre-IX˜-filtration, i.e., an object
of Mod(kIe´t,6). We say that F6 is a Stokes-filtered local system on (X,D) if the
following holds:
(1) F ∗ := ˜−1F6 is a local system of finite dimensional k-vector spaces on X
∗,
(2) F6 has no subsheaf supported on ∂X˜, that is, the natural morphism ı˜
−1F6 →
ı˜−1˜∗F
∗ is injective,
(3) this inclusion is a Stokes filtration (L ,L•) of L := ı˜
−1˜∗F
∗.
We say that F6 is good if the Stokes-filtered local system (L ,L•) is good
(see Definition 9.18).
This definition is similar to Definition 4.3, but we do not consider constructible
objects F ∗, only local systems. We also denote by the same letters ı˜, ˜ the natural
inclusions either in X˜ or in Ie´t, hoping that this abuse produces no confusion. We
will also denote by (F ,F•) such a Stokes-filtered local system, in order to emphasize
the local system F := ˜∗F
∗ on X˜.
13.c. Adjunction. — Let (F ′,F ′•) be a Stokes-filtered local system on (X
′, D′)
and let π : (X,D) → (X ′, D′) be a holomorphic map as in §13.b. The diagram of
morphisms (as in §9.f)
IX˜
π∗
←−−− π˜−1IX˜′
π˜
−−→ IX˜′
allows us to consider the pull-back functor π+ as in Lemma 1.48. It is easy to check
that goodness is preserved by pull-back. Below, we will make this property more
precise. We will also use the direct image functor π+ : D
b(kIe´t
X˜
,6) → D
b(kIe´t
X˜′
,6) of
Definition 1.22.
Proposition 13.3. — Assume that π : (X,D)→ (X ′, D′) satisfies 13.b(1) and (2) and
is proper, and let (F ′,F ′
•
) be a good Stokes-filtered local system on (X ′, D′). Then
π+π
+F ′6 ≃ Rπ˜∗kX˜ ⊗F
′
6 (where the tensor product is taken in the sense of Remark
1.17) in Db(kIe´t,6). In particular, each H
k(π+π
+F ′6) is a good Stokes-filtered local
system, isomorphic to Rkπ˜∗kX˜ ⊗F
′
6 (where the tensor product is taken in the sense
of Remark 1.11). If moreover π is a proper modification, then π+π
+F ′6 ≃ F
′
6.
The last assertions are a straightforward consequence of Remark 13.1.
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Proof. — Let us consider the diagram (1.19) with qπ = π
∗. The point is to prove
that the natural adjunction morphism π˜−1F ′6 → q
−1
π (qππ˜
−1F ′)6 (notation of Def-
inition 1.33, where we denote by π˜ both maps X˜ → X˜ ′ and X˜ ×X˜′ I
e´t → Ie´t) is an
isomorphism. This is clear on X∗, so it is enough to check this on ∂X˜, and since the
question is local, we can assume that F ′6 is graded. Let Σ˜ ⊂ I
e´t be the stratified
I-covering attached to F ′6, let y ∈ ∂X˜ and set y
′ = π˜(y) ∈ ∂X˜ ′. The subset Σ˜y′ ⊂ I
e´t
y′
is good, that is, is identified with a good subset Φd of OX′
d
,0(∗D
′)/OX′
d
,0 after a local
ramification of the germ (X ′, 0) around the germ (D′, 0). According to the definition
of (qππ˜
−1F ′)6, we are thus reduced to proving that, for any two germs ϕy′ , ψy′ ∈ Σ˜y′ ,
we have π∗(ϕy′) 6y π
∗(ψy′) only if ϕy′ 6y′ ψy′ . Since we do not assume that π˜ is
open, we cannot use the general argument of Proposition 9.30, but we can use Lemma
9.34, since ϕy′ −ψy′ is purely monomial when considered in OX′
d
,0(∗D)/OX′
d
,0, by the
goodness assumption.
It is then enough to remark that ϕy′ 6y′ ψy′ if and only if, for any y
′
d
∈ ∂X˜ ′
d
above y′, we have ϕy′ 6 ψy′ at y
′
d
, when ϕ, ψ are considered as elements of Φd.
13.d. Recent advances on push-forward and open questions. — The follow-
ing result, generalizing Proposition 8.9, has recently been obtained by T.Mochizuki.
We keep the notation of §13.b and we denote by DRmodD M the moderate de Rham
complex as defined in §8.d.
Theorem 13.4. — Let π : (X,D) → (X ′, D′) be a proper morphism between complex
manifolds satisfying 13.b(1) and (2). Let M be a meromorphic connection with poles
along D at most. Let π+M the direct image of M (as a DX(∗D)-module). Then
DRmodD
′
(π+M ) ≃ Rπ˜∗DR
modD(M ).
We have given an independent proof of this theorem in the special case of Theorem
7.6, and we will consider similarly another example in Theorem 13.11 below. On
the other hand, Theorem 13.4 opens the way, with the help of the Riemann-Hilbert
correspondence 12.16, to the analysis of push-forward of good Stokes-filtered local
systems.
Assume moreover that M is good (see Definition 11.9) and that each H kπ+M is
also good (the latter property is automatically satisfied if dimX ′ = 1, as in the case
of the example of §13.e below). Let (F ,F•) denote the Stokes-filtered local system
associated with M through the Riemann-Hilbert functor DRmodD
Ie´t
.
Corollary 13.5. — Under these assumptions, the natural morphism Rkπ˜∗F60 →
R
kπ˜∗F is injective for each k.
Sketch of proof. — According to Theorem 13.4, one identifies the left-hand term with
DRmodD
′
H k(π+M ), which has cohomology in degree zero at most, according to
Corollary 12.7, and this cohomology is a subsheaf of the right-hand term.
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Up to twisting M by E π
∗ϕ′ for some section ϕ′ of OX′(∗D
′), a similar result holds
for F6π∗ϕ′ over the domain where ϕ
′ is defined (one can also choose a ramified ϕ′).
We can regard this result as a kind of E1-degeneracy result for the Stokes filtration.
Questions 13.6. — We keep the previous assumptions.
(1) Give a “topological proof” of Corollary 13.5.
(2) Let Σ˜ be the stratified covering associated to the good meromorphic connec-
tion M or, equivalently, to its associated Stokes-filtered local system. Considering the
direct image diagram (9.36) (in the case X ′ 6= X), prove that the stratified covering
associated to each H kπ+M is contained in π˜(q
−1(Σ˜)).
(3) Given a good stratified covering Σ˜ of ∂X˜, does the condition that π˜(q−1(Σ˜)) is
a good stratified covering of ∂X˜ ′ imply that any Stokes-filtered local system (F ,F6)
with associated stratified covering contained in Σ˜ has a good direct image? Similar
question (probably easier) for a good meromorphic connection M .
13.e. An example of push-forward computation. — Let ∆ be an open disc
with coordinate t and let A1 be the affine line with coordinate x. Let S ⊂ A1 × ∆
be a complex curve with finitely many branches, all distinct from A1 × {0}. We will
assume that ∆ is small enough so that any irreducible component of the closure S
of S in P1 × ∆ cuts P1 × {0} and is smooth away from P1 × {0}. We denote by
p : P1 ×∆→ ∆ the projection and by y the coordinate 1/x at ∞ on A1.
✲
✻
✲
✲
❄
∆ t
t
t
S
x
∞
0
P1p
•
0
Figure 1
Let f(x, t) be a multivalued solution on (A1 × ∆) r S of a system of differential
equations which is holonomic and has regular singularities along S ∪ ({∞} × ∆).
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A natural question(1) is to compute the sectorial asymptotic expansions of integrals
of the form
(13.7) I(t) =
∫
γt
f(x, t)exdx,
where γt is a suitable family of cycles of the fibre A1 × {t} parametrized by t. As
noticed in [HR08], the computation of the formal expansions of such integrals may
be translated in an algebraic problem. In order to state it, we will refer to the liter-
ature for the basic notions of holonomic D-module and regularity (see e.g. [Bor87b,
Kas03, Meb89a, Meb04]).
LetM be a holonomic D∆[x]〈∂x〉-module with regular singularities (included along
x = ∞) whose singular support consists of S and possibly A1 × {0}. Away from
S ∪ (P1 × {0}), M is a holomorphic bundle with flat connection. By working in the
analytic category with respect to P1, we also regardM as a holonomic DP1×∆-module
with regular singularities, and we have OP1×∆(∗∞)⊗O
P1×∆
M =M , where ∞ stands
for the divisor {∞} ×∆ in P1 ×∆.
Let us set E x = (O∆[x], d + dx). The O∆[x]〈∂x〉-module E
x ⊗O∆[x] M has an
irregular singularity along x = ∞. The direct image p+(E
x ⊗O∆[x] M) is a complex
which satisfies H ℓp+(E
x ⊗ M) = 0 if ℓ 6= −1, 0. Moreover, H −1p+(E
x ⊗ M) is
supported at the origin of ∆: Indeed, if ∆ is small enough, the restriction to ∆∗ of
H −1p+(E
x ⊗M) is a vector bundle, whose fibre at t = to 6= 0 can be computed as
Ker[∇∂x : (E
x ⊗Mto) → (E
x ⊗Mto)], where Mto = M/(t − to)M . Note that Mto
is a regular holonomic C[x]〈∂x〉-module, and that the kernel is also Ker[(∇∂x + Id) :
Mto → Mto ]. It is well-known that this kernel is 0 for a regular holonomic Mto (this
can be checked directly on cyclic C[x]〈∂x〉-modules and the general case follows by also
considering modules supported on points). Therefore, the only interesting module is
(13.8) N := H 0p+(E
x ⊗M).
Information on the Levelt-Turrittin decomposition of N has been given in
[Rou06a, Rou06b, Rou07], leading to a good estimation of the possible form of
the asymptotic expansions of the integrals (13.7). The next step aims at giving a
more precise description of the behaviour of the sectorial asymptotic expansions.
Problem 13.9. — To compute the Stokes filtration of N at the origin of ∆ in terms
of the analytic de Rham complex DRanM .
13.f. The topological computation of the Stokes filtration: Leaky pipes
We keep the notation above. Let ̟ : ∆˜→ ∆ be the real blowing-up of the origin
and set S1 = ̟−1(0). On ∆˜, we consider the sheaf A mod0
∆˜
, and similarly, on P1× ∆˜,
(1)I cannot resist to quote [SS09]: “Definition. Physics is a part of mathematics devoted to the
calculation of integrals of the form
∫
g(x)ef(x) dx. Different branches of physics are distinguished by
the range of the variable x and by the names used for f(x), g(x) and for the integral [...].”
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we consider the sheaf A mod0
P1×∆˜
, where 0 now denotes the divisor P1 × {0}. We denote
by p˜ : P1 × ∆˜→ ∆˜ the projection.
We will consider the moderate de Rham complex DRmod0(E x ⊗M):
0 −→ A mod0
P1×∆˜
⊗̟−1O
P1×∆
M
∇+ dx
−−−−−−−→ A mod 0
P1×∆˜
⊗̟−1O
P1×∆
(Ω1P1×∆ ⊗M)
∇+ dx
−−−−−−−→ A mod 0
P1×∆˜
⊗̟−1O
P1×∆
(Ω2P1×∆ ⊗M) −→ 0.
This is a complex on P1 × ∆˜.
On the one hand, it is known that the complex DRmod 0N has cohomology in
degree 0 at most (see Theorem 5.3). On the other hand, the complex DRmod0(E x⊗M)
only depends on the localized module OP1×∆[1/t]⊗O
P1×∆
M .
Lemma 13.10. — There is a functorial morphism
(13.1060) H
0(DRmod0N) −→ H 1Rp˜∗DR
mod0(E x ⊗M),
which is injective.
Proof. — This is completely similar to Lemma 7.4.
Theorem 13.11. — The morphism of Lemma 13.10 is an isomorphism.
The topological proof will be similar to that of Theorem 7.6, in the sense that it
will involve a better topological understanding of the right-hand side in terms of
DRanM , that is, a solution to Problem 13.9, but the geometric situation is a little
more complicated and uses more complex blowing-ups. This theorem gives a topo-
logical computation of the 6 0 part of the Stokes filtration attached to N . Since
we know, by [Rou07], what are the possible exponential factors ϕ(x) of N at the
origin, one can perturb the computation below by replacing E x we E x−ϕ(x) in order
to compute the 6 ϕ part of the Stokes filtration. We will not make precise this latter
computation.
Proof. — We can assume that M = O∆[1/t]⊗O∆ M , as the computation of DR
mod 0
only uses the localized module (on P1 ×∆ or on ∆). From the injectivity in Lemma
13.10, and as the theorem clearly holds away from |t| = 0, it is enough to check that
the germs at θ ∈ S1 = ∂∆˜ of both terms of (13.1060) have the same dimension. It is
then enough to prove the theorem after a ramification with respect to t (coordinate
of ∆), so that we are reduced to assuming that, in the neighbourhood of P1×{0}, the
irreducible components of the singular support S of M are smooth and transverse to
P1 × {0}.
We can also localizeM along its singular support S. The kernel and cokernel of the
localization morphism are supported on S, and the desired assertion is easy to check
for these modules. We can therefore assume thatM is a meromorphic bundle along S
196 LECTURE 13. PUSH-FORWARD OF STOKES-FILTERED LOCAL SYSTEMS
with a flat connection having regular singularities. In particular, M is a locally free
OP1×∆(∗S)-module of finite rank (see [Sab00, Prop. I.1.2.1]).
Let e : X → P1×∆ be a sequence of point blowing-ups over (∞, 0), with exceptional
divisor E := e−1(0,∞), such that the strict transform of S intersects the pull-back of
(P1 × {0})∪ ({∞}×∆) only at smooth points of this pull-back. We can choose for e
a sequence of n blowing-ups of the successive intersection points of the exceptional
divisor with the strict transform of {∞} × ∆. We set D = e−1(P1 × {0}), D′ =
e−1[(P1 × {0}) ∪ ({∞} ×∆)]. This is illustrated on Figure 2.
❄
✟✟
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✁
✁
✁
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Figure 2. The divisor D is given by the thick lines. The vertical thick line
is the strict transform of {t = 0}, the horizontal line is the strict transform
of {x = ∞} and the other thin lines are the strict transforms of the Si.
Each dot is the center of a chart with coordinates (uk, vk) (k = 1, . . . , n)
with t ◦ e = ukvk and y ◦ e = u
k−1
k v
k
k = vk · (t ◦ e)
k−1. The chart centered
at the last dot has coordinates (u′n, v
′
n) and t ◦ e = u
′
n, y ◦ e = u
′n
n v
′
n =
v′n · (t ◦ e)
n.
Lemma 13.12. — The pull-back connection e+(E x⊗M) is good except possibly at the
intersection points of the strict transform of S with D′.
Proof. — Indeed, e+M has regular singularities along its polar locus, and e+E x =
E 1/y◦e is purely monomial (see Definition 9.8). At the intersection points of S withD′,
the polar locus S ∪D′ is not assumed to be a normal crossing divisor, which explains
the restriction in the lemma. Of course, blowing up these points sufficiently enough
would lead to a good meromorphic connection, but we try to avoid these supplemen-
tary blowing-ups.
Let X˜(D′) be the real blow-up space of the irreducible components of D′ (this
notation is chosen to shorten the notation introduced in §8.b, which should be
X˜(0,∞, Ei∈{1,...,n}), where 0 (resp.∞) denotes the strict transform of P
1 × {0}
(resp. {∞} × ∆); this does not correspond to the real blow-up space of the divisor
D′). We denote by A modD
′
X˜(D′)
the corresponding sheaf of functions (see §8.c). The
morphism e lifts to a morphism e˜ : X˜(D′)→ P1 × ∆˜ and we have
DRmod0(E x ⊗M) ≃ Re˜∗DR
modD′
X˜(D′)
[e+(E x ⊗M)].
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Indeed, this follows from Proposition 8.9 and from the isomorphism e+e
+(E x⊗M) =
E x⊗M , which is a consequence of our assumption thatM is localized along P1×{0}.
Let us set F60 := DR
modD′
X˜(D′)
[e+(E x⊗M)]|∂X˜(D′). The proof of the theorem reduces
to proving that, for any θ ∈ S1 = ∂∆˜,
(13.13) dimH 0(DRmod0N)θ = dimH
1
(
(p˜ ◦ e˜)−1(θ),F60
)
.
Indeed, if we denote by F60,θ the sheaf-theoretic restriction of F60 to X˜(D
′)θ :=
(p˜ ◦ e˜)−1(θ), then, as p˜ ◦ e˜ is proper, we get
[R1p˜∗DR
mod0(E x ⊗M)]θ ≃H
1(X˜(D′)θ,F60,θ).
Let us describe the inverse image by p˜ ◦ e˜ : X˜(D′) → ∆˜ of θ ∈ ∂∆˜ = S1. At
a crossing point of index k (k = 1, . . . , n), X˜(D′) is the product (S1 × R+)2, with
coordinates (αk, |uk|, βk, |vk|), and arg(t ◦ e) = θ is written αk + βk = θ. At the
crossing point with coordinates (u′n, v
′
n), we have coordinates (α
′
n, |u
′
n|, β
′
n, |v
′
n|) and
arg(t ◦ e) = θ is written α′n = θ. More globally, ∂X˜(D
′)θ := (p˜ ◦ e˜)
−1(θ) looks like
a leaky pipe (see Figure 3, which has to be seen as lying above Figure 2), where the
punctures (small black dots on the pipe for the visible ones, small circles for the ones
which are behind) correspond to the intersection with the strict transforms of the Si.
Figure 3
First step: hypercohomology of F60,θ
Lemma 13.14. — Away from the punctures, the complex F60,θ has cohomology in
degree 0 at most.
Proof. — This is Corollary 12.7.
Considering the growth of the functions e1/u
k−1
k
vkk or e1/u
′n
n v
′
n , one obtains that,
away from the punctures, the sheaf F60,θ is locally constant on a semi-open leaky
half-pipe as in Figure 4, which is topologically like in Figure 5. Moreover, F60,θ is
extended by 0 at the dashed boundary.
Let us denote by Si (i ∈ I) the components of S which contain the point (0,∞)
and by Sj (j ∈ J) the components which do not. Denoting as above by y the
coordinate on P1 at ∞ given by y = 1/x, the local equation of each component Si
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Figure 4
Figure 5
near (0,∞) takes the form µi(t)y = t
qi , with µi holomorphic and µi(0) 6= 0. Let us
set ϕi(t) = µi(t)/t
qi mod C{t}. The punctures in the non-vertical part of Figure 4
or in the right part of Figure 5 correspond to the components Si (i ∈ I) for which
ϕi <θ 0. We denote by Iθ ⊂ I the corresponding subset of I.
On the other hand, the punctures on the vertical part of Figure 4 or on the left
part of Figure 5 correspond to the components Sj (j ∈ J).
Lemma 13.15. — Near the punctures, F60,θ[1] is a perverse sheaf. It is zero if the
puncture does not belong to the half-pipe of Figure 4, and the dimension of its vanish-
ing cycle space at the puncture is equal to the number of curves Si (i ∈ Iθ or i ∈ J)
going through this puncture, multiplied by the rank of M .
Proof. — One checks that, blowing up the puncture and then taking the real blow-up
space of the components of the new normal crossing divisor, and then restricting to
arg t = θ, amounts to change an neighbourhood of the puncture in Figure 5 (say) with
a disc where the the puncture has been replaced by as many punctures as distinct
tangent lines of the curves Si going through the original puncture, and the new sheaf
F˜60,θ remains locally constant away from the new punctures. By an easy induction,
one reduces to the case where only one Si goes through each puncture, and then the
result is easy.
Corollary 13.16. — Hk(X˜(D′)θ,F60,θ) is zero if k 6= 1 and dimH1(X˜(D′),F60,θ) =
rkM ·#(J ∪ Iθ).
Proof. — According to Lemma 13.15, this follows from Lemma 7.13.
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End of the proof. — According to [Rou06b], the possible exponential factors of N
(defined by (13.8)) are the ϕi with i ∈ I. Denoting by φiDRM the local system
on Si of vanishing cycles of DRM along the function fi(t, y) = µi(t)y − t
qi , we have
dimH 0(DRrd 0N)θ =
∑
i |ϕi<θ0
rkφiDRM.
As M is assumed to be a meromorphic bundle, we have rkφiDRM = rkM , so the
previous formula reads
dimH 0(DRrd 0N)θ = rkM ·#Iθ .
We now use
dimH 0(DRmod0N)θ = dimH
0(DRrd 0N)θ + dimψtN,
where ψmodt N denote the moderate nearby cycles of N (computed with the
Kashiwara-Malgrange V -filtration, see [Mal91], see Lecture 14). Arguing as in
[Rou06b], we compute them as the direct image of ψmodt (E
x⊗M) by P1×{0} → {0}.
By the same argument, this is computed as the direct image of ψmodt◦e e
+(E x ⊗M).
Arguing as in [Sab00, Lemme III.4.5.10(2)], this is supported on the vertical part
of D. Still using the argument of [Sab00, Lemme III.4.5.10], this is finally the direct
image of ψmodt (M)⊗E
x, whose dimension is that of the rank of the Fourier transform
of ψmodt (M), regarded as a C[x]〈∂x〉-module, that is, the dimension of the vanishing
cycles of ψmodt (M) (see [Mal91] for such a formula, compare also with Proposition
7.11).
Let us compute this dimension at a point xo 6= ∞. Since M is assumed to be
a meromorphic connection, one checks that dimφx−xoψ
mod
t (M) is the number of
components of S going through xo. The sum
∑
xo
dimφx−xoψ
mod
t (M) is then equal
to #J , by definition of J .
Summarizing, we get
dimψmodt N = rkM ·#J.
This concludes the proof of (13.1060).

LECTURE 14
IRREGULAR NEARBY CYCLES
Summary. In this lecture, we review Deligne’s definition of irregular nearby
cycles for holonomic D-modules and recall Deligne’s finiteness theorem in the
algebraic case. We give a new proof of this theorem when the support of the
holonomic D-module has dimension two, which holds in the complex analytic
setting and which makes more precise the non-vanishing nearby cycles.
14.a. Introduction. — The moderate nearby cycle functor (along a hypersur-
face) for holonomic D-modules has proved to be a very useful tool, as a replace-
ment for the restriction functor to the hypersurface, since the latter may produce
many cohomology D-modules, and the former is a functor on the category of holo-
nomic D-module. The compatibility with direct images of D-modules allows one
making explicit computations. This functor has been instrumental, for instance, in
[Rou06a, Rou06b, Rou07] for computing the formal decomposition of direct im-
ages, as used in Lecture 13.
Unfortunately, this functor may be useless for some holonomic D-modules and, in
order to circumvent this bad behaviour, an enrichment of it has been proposed by
P. Deligne in [Del07b], under the name of the irregular nearby cycle functor.
The purpose of this lecture, which is a long introduction to Lecture 15, is to recall
the definition and the behaviour of the moderate nearby cycle functor for holonomic
D-modules, and that of the irregular nearby cycle functor. We will also give a new
proof of the property that the functor ψDelf preserves holonomy: this is the main
result of [Del07b], which holds in arbitrary dimension and in the algebraic setting,
while our proof holds in dimension two and in a local analytic setting. In order to do
so, we use the reduction theorem of Kedlaya [Ked10] (analytic case) and Mochizuki
[Moc09a] (algebraic case).
14.b. Moderate nearby cycles of holonomic D-modules
Restriction and de Rham complex of holonomic D-modules. — We refer to the
book [Kas03] and to the introductory article [Meb04] for the basic results we need
concerning holonomic D-modules. Let X be a complex manifold and let Z be a
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closed analytic subset. We denote by iZ : Z →֒ X the closed inclusion and by
jZ : X r Z →֒ X the complementary open inclusion. We will denote by iZ,+i
+
Z the
functor of local algebraic cohomology, denoted by RΓ[Z] in [Kas03] and RalgΓZ in
[Meb04], and by jZ,+j
+
Z the localization functor denoted by RΓ[XrZ] in [Kas03]
and R•(∗Z) in [Meb04]. There is a distinguished triangle in Db(DX) (see [Kas03,
Th. 3.29(2)]):
iZ,+i
+
ZM −→ M −→ jZ,+j
+
ZM
+1
−−−→
By a theorem of Kashiwara [Kas78], these functors preserve the bounded derived cat-
egory Dbhol(DX) of complexes of DX -modules with holonomic cohomology. If Z is an
hypersurface and M is a holonomic DX -module, then so is jZ,+j
+
ZM = OX(∗Z)⊗OX
M , and iZ,+i
+
ZM has holonomic cohomology in degrees 0 and 1. We denote byD the
duality (contravariant) functor, from Dbcoh(DX) to itself. It also preserves D
b
hol(DX).
In particular, DM is a holonomic DX -module if M is so. We also have a functorial
isomorphism Id→ D ◦D. We then set
iZ,+i
†
Z =D(iZ,+i
+
Z )D, jZ,†j
+
Z = D(jZ,+j
+
Z )D.
Let OẐ denote the formalization of OX along Z, i.e., OẐ = lim←−k
OX/I
k
Z , where IZ
is the ideal of Z in X .
Proposition 14.1 (see [Meb04, Cor. 2.7-2]). — There is a canonical functorial isomor-
phism in Db(DX):
RHomDX (iZ,+i
+
Z
•,OX) ≃ RHomDX (•,OẐ).
Corollary 14.2. — There is a canonical functorial isomorphism in Dbhol(DX):
DR(iZ,+i
†
ZM ) ≃ DR(OẐ ⊗OX M ).
Recall that the de Rham functor DR : Dbhol(DX) → D
b(CX) is the functor
M 7→ RHomDX (OX ,M ), and that for a single holonomic DX -module, DRM can
be represented as the de Rham complex 0→ M
∇
−→ Ω1X ⊗M → · · ·
Proof. — Proposition 14.1 applied to DM gives an isomorphism
RHomDX (D(iZ,+i
†
ZM ),OX) ≃ RHomDX (DM ,OẐ).
On the one hand, since iZ,+i
†
ZM has DX -coherent cohomology (being holonomic), we
have a canonical isomorphism from the left-hand term to RHomDX (OX , iZ,+i
†
ZM ),
according to [Kas03, (3.14)] and to the canonical isomorphism DOX ≃ OX .
On the other hand, if we set DẐ = OẐ ⊗OX DX and MẐ = OẐ ⊗OX M , we have,
since OẐ is OX -flat,
RHomDX (DM ,OẐ) ≃ RHomDẐ (DMẐ ,OẐ)
and applying the previous argument in Dbcoh(DẐ ), the latter term is isomorphic to
RHomD
Ẑ
(OẐ ,MẐ).
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Moderate nearby cycles for holonomic D-modules. — Let f : X → S = C be
a holomorphic function and let M be a holonomic DX -module. We will recall
(see e.g. [MS89, MM04]) the construction of the DX -module ψ
mod
f M supported
on D := f−1(0).
Let t be the coordinate on S = C. For any nonzero complex number λ and any
integer k > 0, denote by Nλ,k the rank k + 1 free OS(∗0)-module
⊕k
j=0 OS(∗0)eα,j,
equipped with the DS-action defined by t∂t(eα,j) = αeα,j + eα,j−1, for some choice
α ∈ C such that λ = exp(2πiα), with the convention that eα,j = 0 for j < 0. Then
Nλ,k is equipped with a DS-linear nilpotent endomorphism N, defined by Neα,j =
eα,j−1, and a natural DS-linear inclusion ιk : Nλ,k →֒ Nλ,k+1. There is a canonical
isomorphism between the previous data corresponding to α and those corresponding
to α+ ℓ for ℓ ∈ Z by sending eα+ℓ,j to tℓeα,j.
Let us consider the pull-back meromorphic bundle with connection f+Nλ,k on X .
Given a holonomic DX -module M , the DX -module Mλ,k := f
+Nλ,k⊗OX M remains
holonomic, and is equipped with a nilpotent endomorphism N. The DX -modules
H j(iD,+i
†
DMλ,k) (j = 0, 1) are also holonomic and supported on D. Moreover, the
inductive system [H 0(iD,+i
†
DMλ,k)]k is locally stationary, and does not depend on
the choice of α up to a canonical isomorphism. We denote its limit by ψmodf,λ M . It is
equipped with a nilpotent endomorphism induced by N. Lastly, the inductive system
H 1(iD,+i
†
DMλ,k) has limit zero (and the other H
j are zero since D is a divisor).
Remark 14.3. — It follows from a theorem of Kashiwara (and Bernstein in the alge-
braic setting) that each ψmodf,λ M is DX -holonomic.
Corollary 14.4. — Let f, h : X → C be holomorphic functions and set g = ehf . Then
(ψmodg,λ M ,N) ≃ (ψ
mod
f,λ M ,N).
Proof. — It is enough to produce for each k an isomorphism g+Nλ,k
∼
−→ f+Nλ,k
compatible with the inclusions ιk and N. Note that f
+Nλ,k is a free OX [1/f ]-module
with basis 1 ⊗ eα,j (j = 0, . . . , k) that we denote by “f
α(log f)k/k!”, and similarly
for g. The base change with matrix
eαh ·

1 h . . . . . . hk/k!
0 1 h . . .
...
... 0
. . .
...
...
...
. . .
. . . h
0 . . . . . . 0 1

transforms the previous basis for f to that for g, and induces an isomorphism of
DX -modules.
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Corollary 14.5. — With the previous notation, we have in restriction to each compact
set K of D, an isomorphism (a priori depending on K)
DRψmodf,λ M|K ≃ lim−→
k
DR(OD̂ ⊗Mλ,k)|K .
Proof. — The inductive limit above is meaningful, as it is defined in the category
of complexes, but we will not try to give a meaning to the inductive limit of
DR(iD,+i
†
DMλ,k). On the other hand, the inductive limits of DR
(
H j(iD,+i
†
DMλ,k)
)
are well-defined and commute with taking cohomology of these complexes.
The distinguished triangle
H
0(iD,+i
†
DMλ,k) −→ iD,+i
†
DMλ,k −→ H
1(iD,+i
†
DMλ,k)[−1]
+1
−−−→
induces a distinguished triangle in Db(CX):
DRH 0(iD,+i
†
DMλ,k) −→ DR iD,+i
†
DMλ,k −→ DRH
1(iD,+i
†
DMλ,k)[−1]
+1
−−−→
and, together with the isomorphism DR iD,+i
†
DMλ,k ≃ DR(OD̂ ⊗ Mλ,k), we get a
morphism
DRH 0(iD,+i
†
DMλ,k) −→ DR(OD̂ ⊗Mλ,k),
and thus a morphism
DRH 0(iD,+i
†
DMλ,k) −→ DR(OD̂ ⊗Mλ,∞) = lim−→
k
DR(OD̂ ⊗Mλ,k).
When restricted to the compact set K ⊂ D, this morphism is an isomorphism
for k big enough: indeed, because the inductive limit of H 1(iD,+i
†
DMλ,k) is zero,
each cohomology sheaf of lim
−→k
DRH 1(iD,+i
†
DMλ,k) is zero; one uses then that
H 0(iD,+i
†
DMλ,k) → H
0(iD,+i
†
DMλ,k+1) is an isomorphism when restricted to K,
when k is big enough.
Moderate nearby cycles and V -filtration. — We recall here the computation of
ψmodf,λ M by using the V -filtration, according to Kashiwara and Malgrange. Let
if : X →֒ X × S denote the inclusion of the graph of f , and let t denote a local
coordinate on S in the neighbourhood of the origin. The sheaf of differential operators
DX×S is equipped with a decresaing filtration V
•
DX×S indexed by Z, charaterized
by the following properties:
• V kDX×S · V
ℓDX×S ⊂ V
k+ℓDX×S , with equality if k, ℓ > 0;
• V 0DX×S = DX×S/S〈t∂t〉,
• V kDX×S =
{
tkV 0DX×S if k > 0,
V k+1DX×S + ∂tV
k+1DX×S if k 6 −1.
The DX×S-module if,+M is holonomic and it admits a unique decreasing filtration
V •(if,+M ) indexed by Z, which is good with respect to the filtration V
•
DX×S , and
such that, for each k ∈ Z, the endomorphism induced by t∂t on grkV (if,+M ) has a
minimal polynomial whose roots have a real part belonging to [k, k + 1). Moreover,
LECTURE 14. IRREGULAR NEARBY CYCLES 205
given a compact subset K of f−1(0), there exists a finite set A ⊂ [0, 1)⊕ iR ⊂ C such
that, near each point of K, the roots are contained in A+ k.
For α ∈ A, let us set λ = exp(−2πiα) and
ψt,λ(if,+M ) = lim−→
N
Ker
[
(t∂t − α)
N : gr0V (if,+M ) −→ gr
0
V (if,+M )
]
.
Then, for each λ, we have a canonical isomorphism of DX -modules ψt,λ(if,+M ) ≃
ψmodf,λ M , such that the action of N on the right-hand term correposnds to that of
t∂t−α on the left-hand term. As a consequence, ψ
mod
f,λ M is zero on K except maybe
for λ in the finite subset exp(−2πiA) ⊂ C∗. We will set ψmodf M =
⊕
λ∈C∗ ψ
mod
f,λ M .
It is equipped with a semi-simple endomorphism induced by the multiplication by λ
on ψmodf,λ M and a unipotent one, induced by exp(−2πiN).
Remark 14.6. — By the finiteness result above and according to Remark 14.3,
ψmodf M is DX -holonomic.
Let us notice that ψmodf,λ (M ) = ψ
mod
f,1 (f
+Nλ,0 ⊗ M ). We conclude that, locally
on D, there exists a finite number of λ ∈ C∗ such that ψmodf,1 (f
+Nλ,0⊗M ) 6= 0. One
can check the vanishing of ψmodf,1 in the following way.
Proposition 14.7. — We have ψmodf,1 M = 0 if and only if jD,†j
+
DM → jD,+j
+
DM is
an isomorphism.
Sketch of proof. — Since jD,†j
+
DM = jD,†j
+
D(jD,+j
+
DM ), we can assume that M =
jD,+j
+
DM . We will consider the moderate vanishing cycle functor φ
mod
f,1 M . Then
the variation morphism φmodf,1 M → ψ
mod
f,1 M is an isomorphism (see loc. cit.). Hence,
ψf,1M = 0 if and only if the canonical morphism ψ
mod
f,1 M → φ
mod
f,1 M is an isomor-
phism, because the composition can◦var is known to be nilpotent. On the other hand,
jD,†j
+
DM → M has kernel and cokernel supported on f = 0, so it is an isomorphism
if and only if the natural morphism φmodf,1 (jD,†j
+
DM ) → φ
mod
f,1 M is an isomorphism.
The proof consists then in identifying the latter morphism to the canonical morphism
ψmodf,1 M → φ
mod
f,1 M up to isomorphism, by using that the canonical morphism for
jD,†j
+
DM is an isomorphism.
Proposition 14.8 (Behaviour by powers). — Let m be a nonzero integer. Then for
any λ one has a natural isomorphism (ψmodfm,λ M ,N) ≃ (ψ
mod
f,λm M ,N/m). In par-
ticular, ψmodfm M and ψ
mod
f M have the same support.
Proof. — See [Sab05, Prop. 3.3.13] or simply compute (tm)+Nλ,k.
Proposition 14.9 (Behaviour by ramification). — For q ∈ N∗, let ρq : C → C denote
the ramification tq 7→ t = t
q
q, as well as the induced morphism X × C → X × C.
Let M be a holonomic DX -module. Then ψ
mod
tq (ρ
+
q (if,+M )) and ψ
mod
t (if,+M ) have
the same support.
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Proof. — There is an explicit expression of ψmodtq,λ (ρ
+
q (if,+M )) in terms of various
ψmodt,µ (if,+M ) (see [Sab09, Rem. 2.3.3]), which immediately gives the result.
Proposition 14.10 (Behaviour by formalization). — Denote by Ox̂o the formalization
of OX at xo ∈ X. Then (Ox̂o⊗OX,xoψ
mod
t,λ (if,+M ,N) ≃ ψ
mod
t,λ (if,+(Ox̂o⊗OX,xoM ),N).
Proof. — The second term is computed via the theory of the V -filtration on the ring
Dx̂o of differential operators with coefficients in Ox̂o . By uniqueness of the V -filtration,
we have V k
(
if,+(Ox̂o ⊗OX,xo M )
)
= Ox̂o ⊗OX,xo V
k(if,+M ) for each k (as the right-
hand term is shown to satisfy the characteristic properties of the left-hand term).
Since Ox̂o is flat over OX,xo , this equality extends to the graded objects.
Proposition 14.11 (Behaviour by proper push-forward). — Let π : X ′ → X be a
proper morphism and let M ′ be a holonomic DX′-module. Then there is a functorial
isomorphism H kπ+ψ
mod
f◦π M
′ ∼−→ ψmodf H
kπ+M
′ for each k ∈ Z.
Proof. — See e.g. [MS89, Th. 4.8.1 p. 226], [LM95].
We will use this proposition in the case where π is a proper modification which is
an isomorphism out of f = 0, M is a holonomic DX -module on which f is invertible,
and M ′ = π+M [1/f ◦ π]. In such a case, π+ψ
mod
f◦π M
′ = H 0π+ψ
mod
f◦π M
′ ≃ ψmodf M .
More precisely, the following proposition, which is a straightforward consequence of
Proposition 14.11, will be important for us.
Proposition 14.12 (Compatibility with push-forward by a proper modification)
Let π : X ′ → X be a proper modification which is an isomorphism above X rD,
and let us set g = f ◦ π. Then, for each j ∈ Z, for any holonomic M such that
M = M (∗D) and for any finite dimensional C({t})-vector space N with connection,
π+ψ
mod
g,λ (g
+
N ⊗ π+M ) ≃ ψmodf,λ (f
+
N ⊗M ).
14.c. Irregular nearby cycles (after Deligne)
By a formally irreducible C({t})-vector space with connection N we mean a C({t})-
vector space of the form ρq,+(E
η(q) ⊗L ), where
• ρq = tq 7→ t = t
q
q is a ramification of order q > 1 (here, tq is a ramified variable
of order q with respect to t; the notation is taken from [Moc09a]),
• η is a ramified one-variable polar part, that we write as
∑
k∈Q∗+
ηk/t
k, where the
sum is finite; for the smallest common denominator q of the indices k for which ηk 6= 0,
we set η(q) =
∑
ηkt
kq
q (we will say that η
(q) obtained in this way is t-irreducible; for
η(q) ∈ t−1q C[t
−1
q ], being t-irreducible is equivalent to η
(q)(ζtq) 6= η(tq)
(q) for any qth
root of unity ζ 6= 1),
• L is a rank-oneC({t})-vector space with a connection having a regular singularity,
that is, isomorphic to Nλ,0 for some λ ∈ C∗.
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By the Levelt-Turrittin theorem in one variable, N is formally irreducible if and only
if C((t)) ⊗C({t}) N is irreducible as a C((t))-vector space with connection.
Definition 14.13 (Irregular nearby cycles). — For holonomic DX -modules M , the ir-
regular nearby cycle functor M 7→ ψDelf M is defined as
(14.13 ∗) ψDelf M :=
⊕
N form.
irred.
ψmodf (f
+
N ⊗M ).
Let us note that ψDelf M only depends on the localized module M (∗D). In di-
mension one, the theorem of Levelt-Turrittin for M (∗D) can be restated by saying
that giving the formalized module C((t))⊗C({t})M (∗D) is equivalent to giving ψ
Del
f M ,
which is a finite dimensional graded vector space (the grading indices being the for-
mally irreducible N ’s) equipped with an automorphism.
One can also use the following expression for ψDelf M by using the notion of
t-irreducibility introduced above, i.e., if ρq,+E
η(q) is irreducible. Then,
(14.14) ψDelf M =
⊕
η(q) t-irred.
⊕
λ∈C∗
ψmodf,λ (f
+ρq,+E
η(q) ⊗M ).
Theorem 14.15 (Deligne [Del07b]). — Assume that X, f, S are algebraic. Then, if M
is DX-holonomic, ψ
Del
f M is holonomic (i.e., the sum (14.14) is finite).
14.d. Another proof of the finiteness theorem in dimension two
We will revisit Theorem 14.15 from a different perspective, as suggested in [Sab09,
Rem. 2.1.5]. Moreover, we will work in the local analytic setting, but only when
dimSuppM = 2. Notice also that the same proof would be valid in the algebraic
setting.
Theorem 14.16. — Let f : X → S be a holomorphic function and let M be a holo-
nomic DX -module whose support has dimension two. Then ψ
Del
f M is holonomic.
Proof. — We will work in the neighbourhood of a compact set K ⊂ H = f−1(0).
It is enough to prove the theorem for those M such that OX(∗H) ⊗OX M = M .
Moreover, by a standard “de´vissage”, we can reduce to one of the following two cases:
(1) M is supported on a curve C and f : C → S is finite,
(2) dimX = 2, M is a meromorphic bundle with a flat connection, whose poles
are contained in a hypersurface (a curve) D containing H .
The first case easily reduces to the Levelt-Turrittin theorem, by using the normal-
ization of the curve. We will only consider the second case. According to Proposition
14.12, one can work on a suitable blow-up space X ′ of X , obtained by successively
blowing up points over points in K. Let e : X ′ → X be the corresponding projective
modification. Then one can replace M with e+M , K with e−1(K) and f with f ◦ e.
One can therefore assume that D is a divisor with normal crossing, and thus H also.
Moreover, according to Kedlaya’s theorem (see [Ked10]), one can assume that M
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has a good formal structure at each point of K. As in the proof of Theorem 14.15,
the point is to prove that, except for a finite number ramified polar parts η, we have
ψmodf,λ (f
+ρq,+E
η(q) ⊗M ) = 0.
We first consider the question in the neighbourhood of each point of K, and we
distinguish two cases:
(a) a smooth point on D,
(b) a crossing point of D.
According to Proposition 14.10, we can replace M by its formalization (along D
in Case (a) and at the given point in Case (b)). Moreover, it is enough to prove
the theorem after a fixed ramification around the components of D: this follows from
Proposition 14.9 for a ramification around components ofH , which is enough for Cases
(a) and (b) if H = D; if H  D, one considers the supplementary ramification as a
finite morphism and one applies Proposition 14.11. We can therefore assume that M
has a good formal decomposition at the given point, and, by replacing it with the
formal module, that it takes the form E ω ⊗ R, where R has regular singularities
along D and ω ∈ O(∗D)/O. According to (14.14), it is enough to prove in each case
the following statement.
Proposition 14.17. — Given ω ∈ O(∗D)/O, there exists a finite set Q ⊂ N∗ and, for
each q ∈ Q, a finite set of η(q) ∈ Oq(∗Dq)/Oq such that ψfq (E
ρ∗qω−f
∗
q η
(q)
⊗ρ+q R)0 6= 0.
Here, we have denoted by O the ring C{x, y}, and D is defined by x = 0
(resp. xy = 0). The function f is a monomial xm (resp. xayb, a > 1, b > 0). The
ramification ρq is defined by (xq, yq) 7→ (x, y) = (x
q
q , yq) (resp. (x, y) = (x
q
q, y
q
q)) and
fq(x, y) = x
m
q (resp. x
a
qy
b
q).
Proof of Proposition 14.17 in Case (a). — Here, we have H = D. Let us start with
some preliminary results. We choose local coordinates x, y near a chosen point on the
smooth part of D such that D = {x = 0} and f(x, y) = xm for some m > 1.
Let ω ∈ C{x, y}[1/x]/C{x, y}r {0}, that we will usually write as
(14.18)
ωk(y) + · · ·+ ω1(y)x
k−1
xk
with k > 1, ωk(y) 6≡ 0, ωj(y) =
∑
j′>0
ωj,j′y
j′ .
Definition 14.19. — We say that the point y = 0 on D is a singular point for the pair
(ω,D) if
(14.19 ∗) dωk/dy(0) = 0.
Proposition 14.20. — Let R be a nonzero germ of meromorphic connection with regu-
lar singularities in the coordinates x, y, with poles along D = {x = 0} at most. Let f
be such that the set f = 0 is equal to D, i.e., f(x, y) = xm for a suitable choice of
the coordinates x, y as above. A necessary condition for the germ at y = 0 of the
C{y}〈∂y〉-module ψmodf (E
ω ⊗ R) to be nonzero is that y = 0 is a singular point for
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the pair (ω,D), and ωk(0) = 0. In particular, the support of ψ
mod
f (E
ω⊗R) is discrete
on D.
Remark 14.21. — The condition (14.19 ∗) (together with ωk(0) = 0) is not suffi-
cient, however, to ensure the non-vanishing of ψmodf (E
ω ⊗ R). For example, set
ω = y(y + x)/xk with k > 3, f(x, y) = x and R = OX [1/x]. Then ω satisfies
(14.19 ∗). However, one can show that ψmodf (E
y(y+x)/xk) = 0 in the neighbourhood
of the origin (by blowing up the origin and by using [Sab08a, Lemma 5.5(1)], see
also below, Lemma 14.22(2), together with Proposition 14.12).
Proof of Proposition 14.20. — By Proposition 14.8, we are reduced to the case
f(x, y) = x. We will prove that, if the condition (14.19 ∗) is not fulfilled or if
ωk(0) 6= 0, then ψ
mod
x (E
ω ⊗R) is zero at y = 0.
If ωk(0) 6= 0, we apply Lemma 14.22(1) below. Otherwise, if moreover
dωk/dy(0) 6= 0 then, up to changing the coordinate y, we have ω = y/x
k and
we may apply Lemma 14.22(2).
Lemma 14.22
(1) Let R be a meromorphic connection with poles along x = 0 (and possibly
y = 0) at most and regular singularities. Assume λ(0, 0) 6= 0 and k > 0. Then
ψmodx (E
λ(x,y)/xk ⊗R) = 0 in the neighbourhood of y = 0.
(2) Let R be a meromorphic connection with poles along x = 0 at most and regular
singularities. Assume k > 0. Then ψmodx (E
y/xk ⊗ R) = 0 in the neighbourhood of
y = 0.
Remark 14.23. — The assertion 14.22(2) may not hold if we assume that R has also
poles along y = 0.
Proof. — In both cases, we prove that the V -filtration is constant by proving that
a system of generators has a constant Bernstein polynomial. Since R has regular
singularities, it is a successive extension of rank-one objects of the same kind, so one
can assume that R has rank one.
(1) By a change of the variable y and by using Corollary 14.4 to keep f = x, we can
assume that λ is constant. Let m be a local generator of R satisfying (x∂x−α)m = 0
and ∂ym = 0 (if R has no pole along y = 0) or (y∂y − β)m = 0 with β /∈ N (if R has
poles along y = 0). Then one checks that (1⊗m) ∈ E λ/x
k
⊗R generates E λ/x
k
⊗R
as a D-module, and has constant Bernstein polynomial, as shown by the equation
(1⊗m) = −xk(x∂x − α)(1 ⊗m)/kλ.
(2) The vanishing at any y 6= 0 follows from (1). Let m be a generator of R
as above, satisfying ∂ym = 0. The equation (1 ⊗ m) = x
k∂y(1 ⊗ m) shows that
(1⊗m) has constant Bernstein polynomial and also that it generates E y/x
k
⊗R as a
D-module.
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For a meromorphic function ω = (xℓλ(x, y) + ymµ(x, y))/xk we consider the con-
dition
(14.24) λ(0, 0) 6= 0, µ(0, 0) 6= 0, m > 2, k > ℓ+ 1 > 1.
For a meromorphic function (xℓλ(x, y) + ymµ(x, y))/xkyk
′
, we also consider the con-
dition
(14.25) λ(0, 0) 6= 0, µ(0, 0) 6= 0, (ℓ,m) ∈ N2r {(0, 0)}, k > ℓ+1 > 1, k′ > 0.
The following lemma is very similar to [Sab08a, Lemma 5.5].
Lemma 14.26
(1) Let R be a meromorphic connection with poles along xy = 0 at most and
regular singularities, let (a, b) ∈ N2 r {0} and set ω = (xℓλ(x, y) + ymµ(x, y))/xkyk
′
and f(x, y) = xayb.
(a) If the numerator of ω is a unit near x = y = 0 and k, k′ > 0,
(b) or if ω satisfies (14.25),
then ψmodf (E
ω ⊗R) = 0 in the neighbourhood of y = 0.
(2) Let R be a meromorphic connection with poles along x = 0 (and possibly y = 0)
at most and regular singularities. Set ω = (xℓλ(x, y) + ymµ(x, y))/xk. If ω satisfies
(14.24), then ψmodx (E
ω ⊗R) = 0 in the neighbourhood of y = 0.
Proof
(1) Away from y = 0 we can apply 14.22(1), both for (1a) and (1b).
For (1a) at y = 0, we apply an argument similar to that of [Sab02, Lemme
III.4.5.10] (that λ is a unit instead of being constant does not cause much trouble).
Let us now consider (1b) at y = 0. We will argue by induction on the pair (ℓ,m) ∈
N2r{(0, 0)}, the case (1, 0) or (0, 1) being given by (1a). Let e denote the blowing-up
at the origin. It is enough to prove the assertion after blowing up the origin, all along
the exceptional divisor, for the map f ◦ e, because we have
ψmodf (M ) = e+ψ
mod
f◦e(e
+
M )
for any holonomic module localized along f = 0. The total space of the blowing-up
is covered by two charts:
Chart 1: (u, v) 7−→ (x = u, y = uv), Chart 2: (u′, v′) 7−→ (x = u′v′, y = u′).
We compute Ψ := ψmodf◦e (E
ω◦e ⊗ e∗R) at the origin of each chart:
ω◦e =

(Chart 1)
{
(λ ◦ e+ um−ℓvℓµ ◦ e)/uk−ℓ+k
′
vk, if ℓ 6 m; (1a)⇒ Ψ = 0,
(uℓ−mλ ◦ e + vmµ ◦ e)/uk−m+k
′
vk, if ℓ > m; induction⇒ Ψ=0.
(Chart 2)
{
(v′ℓλ ◦ e + u′m−ℓµ ◦ e)/u′k−ℓ+k
′
v′k, if ℓ 6 m; induction⇒ Ψ=0,
(µ ◦ e+ u′ℓ−mv′ℓλ ◦ e)/u′k−m+k
′
v′k, if ℓ > m; (1a)⇒ Ψ = 0.
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It remains to show the vanishing at a general point of the exceptional divisor. Let
us work in Chart 1 for instance. The exceptional divisor u = 0 has coordinate v and
we compute Ψ in the neighbourhood of vo 6= 0, so that v is a local unit. Using the
formulas above for Chart 1, we obtain the vanishing of Ψ at vo according to Lemma
14.22(1) in the case ℓ 6 m, and to (1a) in the case ℓ > m.
(2) Away from y = 0 we can apply Lemma 14.22(1). At y = 0, we will argue by
induction on ℓ, the case ℓ = 0 being solved by (1). We consider the blowing-up e as
above, and argue similarly. Setting f(x, y) = x, we compute Ψ := ψmodf◦e (E
ω◦e⊗e∗R).
ω◦e =

(Chart 1)
{
(λ ◦ e+ um−ℓvℓµ ◦ e)/uk−ℓ if ℓ 6 m; 14.22(1)⇒ Ψ = 0,
(uℓ−mλ ◦ e + vmµ ◦ e)/uk−m if ℓ > m; induction⇒ Ψ = 0.
(Chart 2)
{
(v′ℓλ ◦ e + u′m−ℓµ ◦ e)/u′k−ℓv′k if ℓ 6 m; (1b)⇒ Ψ = 0,
(µ ◦ e+ u′ℓ−mv′ℓλ ◦ e)/u′k−mv′k if ℓ > m; (1a)⇒ Ψ = 0.
End of the proof of Proposition 14.17 in Case (a). — According to Proposition 14.8,
it is enough to prove the theorem when f(x, y) = x. Let h > 1 denote the valuation
of ωk − ωk(0) (see Notation (14.18)). It is invariant by pull-back by a ramification
xq 7→ x
q
q . The proof will be done by induction on h, the case h = 1 corresponding
to a non-singular point. Assume that y = 0 is not a singular point of ω on D. This
remains the case for ρ∗qω for any ramification ρq : xq 7→ x = x
q
q. Then, for any
η(q) ∈ C({xq}), y = 0 is not a singular point of ρ∗qω − f
∗
q η
(q), where fq(xq , y) = xq.
Therefore, according to Proposition 14.20, ψfq (E
ρ∗qω−f
∗
q η
(q)
⊗ ρ∗qR)0 = 0.
Let us now assume that h > 2. Let NP(ω) be the Newton polygon of ω (in
the given coordinate system), which is by definition the convex hull of the union
of the quadrants (j, vy(ωj(y))) + (R− × R+) in R2, where vy denotes the valuation
(see Figure 1). Note that (k, h) is a point with nonzero coefficient on the vertical
part of the boundary of NP(ω) (it is a vertex if ωk(0) = 0). It will be useful to set
ω′ = ω − ωk(0)/x
k, so that (k, h) is a vertex of NP(ω′). Note that, as we will have
to consider ρ∗qω − f
∗
q η
(q) for any q and η(q), we can shift ω by f∗(ωk(0)/t
k) from the
beginning, so that it is equivalent to work with ω or ω′. In the following, we assume
for simplicity that ω = ω′, i.e., ωk(0) = 0.
Firstly, the theorem (in Case (a)) holds if NP(ω) is a quadrant. In such a case,
ω = µ(x, y)yh/xk, where µ is a local unit, and we can apply Lemma 14.26(2), which
shows that, after any ramification ρq, ψfq (E
ρ∗qω−f
∗
q η
(q)
⊗R)0 = 0 if η
(q) 6= 0 and has a
pole of order < k. On the other hand, if η(q) 6= 0 has a pole of order > k, then y = 0
is not a singular point of ρ∗qω − f
∗
q η
(q), and we apply Proposition 14.20.
We now assume that NP(ω) is not a quadrant. We will say that the coordinate y
is adapted to ω if there is no point of the form (j, h− 1) on ∂ NP(ω).
Lemma 14.27. — Under the previous assumption on ω, there exists a coordinate y
which is adapted to ω.
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Proof. — Assume that y is not adapted to ω. Let γoj − δoj
′ = γok − δoh (with
(γo, δo) = 1) be the equation of the non-vertical edge of NP(ω) having (k, h) as a
vertex. Since NP(ω) is not a quadrant, we have γo 6= 0. Then (j, h − 1) belongs
to this edge for some j, and we thus have γoj − δo(h − 1) = γok − δoh, that is,
γo(k − j) = δo. Therefore, γo = 1 and j = k − δo. Our assumption is then that
ωk−δo,h−1 6= 0. Let us now set y = y
′ − (ωk−δo,h−1/h)x
δo and denote by NP′(ω)
the Newton polygon of ω in the new variables (x, y′). By construction, the point
(k − δo, h− 1) does not belong anymore to ∂ NP
′(ω). Then,
• either γoj − δoj
′ = γok − δoh remains the equation of the non-vertical side of
NP′(ω) with vertex (k, h), and y′ is adapted to ω,
• or the slope γ′o/δ
′
o of the corresponding side strictly decreases, i.e., γ
′
o/δ
′
o < 1/δo;
then, if y′ is not adapted to ω, γ′o = 1 and δ
′
o > δo + 1, so k − δ
′
o 6 k − δo − 1; since
ωj,j′ 6= 0 ⇒ j > 1, we must have k − δ
′
o > 1, and this process can continue only a
finite number of times.
We can therefore assume that the coordinate y is adapted to ω, and still keep
f(x, y) = x by using Corollary 14.4. Note that adaptedness is preserved by any
ramification ρq. Moreover, if y is adapted to ω, it is also adapted to ρ
∗
qω − f
∗
q η
(q) for
any η(q) ∈ C({tq})/C{tq}: indeed, either the biggest slope of ∂NP(ρ
∗
qω − f
∗
q η
(q)) is
strictly bigger than that of ∂NP(ρ∗qω), and the corresponding edge does not contain
any point, except its vertices, corresponding to a monomial of ρ∗qω − f
∗
q η
(q), or both
slopes are equal, and the addition of f∗q η
(q) possibly changes only the point with
j′ = 0 on this edge; since h > 2, this does not affect a possible integral point of the
form (j, h− 1).
We say that ω is admissible (with respect to the given coordinate system) if NP(ω)
has a vertex (ℓ, 0) with ℓ > 0 (and ℓ < k). We call this vertex the admissibility vertex.
Note that admissibility is preserved by any ramification ρq. It is straightforward to
check that there exists a finite set S ⊂ C({t}) such that, for each q ∈ N∗ and each
η(q) ∈ C({tq}) r ρ∗qS, ρ
∗
qω − f
∗
q η
(q) is admissible. In particular, we may assume from
the beginning that ω is admissible (up to changing S). This does not modify h, nor
the adaptedness of y to ω. The Newton polygon takes the form like in Figure 1.
✁
✁
✁
  
r
r
✟✟✟ ✲
✻
r
r
r
rh
j′
ℓ k
j
NP(ω)
Figure 1. The Newton polygon of ω
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Let us consider a toric modification e : (u, v) 7→ (x, y) = (uαvγ , uβvδ)
with α, β, γ, δ ∈ N, αδ − βγ = −1, such that min(j,j′)∈NP(ω)(βj
′ − αj) and
min(j,j′)∈NP(ω)(δj
′ − γj) are both achieved on the same vertex (jo, j
′
o) 6= (ℓ, 0) of
NP(ω). It follows that α 6= 0 and e−1(D) has two branches. We also have jo, j
′
o > 0
and
(14.28) e∗ω =
c(u, v)uβj
′
ovδj
′
o
uαjovγjo
=
c(u, v)
uαjo−βj
′
ovγjo−δj
′
o
, with c(0, 0) = ωjo,j′o 6= 0.
By assumption of admissibility, we have βj′o < αjo and δj
′
o < γjo.
Let e : X → C2 be a toric modification covered by affine charts with coordinates
(u, v) as above, such that the slope α/β of each side of NP(ω) occurs as an exponent
(α, β) of some chart of e. To each chart corresponds then a vertex of NP(ω). Moreover,
(14.28) together with the admissibility condition implies that e∗ω has a pole along
each component of e−1(D). Away from the crossing points, there is thus a finite
number of singular points of e∗ω. Let us describe these singular points.
(a) Assume α 6= 0 and, in the chart as in (14.28), assume that we work on the
open set v 6= 0 so that e−1(D) = {u = 0}. If α/β is not a slope of an edge of NP(ω),
then e∗ω has the form given in (14.28) and there is no singular point on this open
smooth component of e−1(D).
(b) If on the other hand α/β is a slope of an edge of NP(ω) (and still assuming
α 6= 0), let us write
∑
αj−βj′=k1
ωj,j′y
j′/xj the corresponding part of ω (at least two
coefficients ωj,j′ are nonzero, namely those corresponding to the two vertices (j0, j
′
0)
and (j1, j
′
1), j0 < j1, of the edge). Then, in the corresponding chart, e
∗(ω) has a pole
of order k1 along u = 0 and the singular points are the points whose coordinate v
is nonzero and 1/v is a multiple root of the polynomial
∑
αj−βj′=k1
ωj,j′w
γj−δj′ .
The height of such a singular point is its multiplicity as a root of this polynomial.
The degree of the polynomial (once divided by the maximal power of w) is equal to
γ(j1 − j0) − δ(j
′
1 − j
′
0). Since α(j1 − j0) = β(j
′
1 − j
′
0) and βγ − αδ = 1, this degree
can be written as (j′1 − j
′
0)/α 6 h/α.
Let us check that the multiplicity of each root is strictly less than h. This is clear
if the degree is < h. On the other hand, the degree is equal to h if and only if NP(ω)
has only one edge, with vertices (ℓ, 0) and (k, h), and α = 1, β = (k − ℓ)/h ∈ N.
The polynomial is written as
∑h
j′=0 ωℓ+βj′,j′w
j′ . By assumption, the coefficients
of 1 and wh are nonzero, while the coefficient of wh−1 is zero by adaptedness. This
polynomial has therefore no root of multiplicity h.
(c) If α = 0, we have β = γ = 1 and e−1(D) = {v = 0}. If 1/δ is not the slope
of the non-horizontal edge of NP(ω) with vertex (ℓ, 0), then e∗ω = c(u, v)/vℓ with
c(u, 0) ∈ C∗. Then e∗ω has no singular point on {v = 0}. On the other hand, if
1/δ = 1/δo is the slope of this edge, uo ∈ C is a singular point of e∗ω if and only if it
is a multiple root of
∑
j′>0 ωℓ+δoj′,j′u
j′ . The degree of this polynomial is 6 h, with
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equality only if k = ℓ+ δoh, and an argument as above shows that the multiplicity of
each root is < h.
We now come back to the proof of the proposition in Case (a) by induction on h.
By taking η ∈ C({t})/C[[t]] out of the finite set S introduced above, we can assume
that ω − f∗η is admissible for each such η. Up to replacing ω with ω − ηo and S
with S − ηo for a suitable ηo, we may assume that 0 /∈ S, i.e., ω itself is admissible.
Recall also that the adaptedness assumption of the coordinate y with respect to ω,
and hence to any ρ∗qω − f
∗
q η
(q), is still active. We can already perform (Proposition
14.9) a ramification in order that each side of the Newton polygon of ω has a slope
whose inverse is an integer, or ∞. Let us then consider a proper toric modification e
adapted to NP(ω) as above. Given q ∈ N∗, we can lift the ramification ρq : tq → t = tqq
in each chart of e by ρq : (uq, vq) 7→ (u, v) = (u
q
q, v
q
q), and we similarly define the finite
map eq : (uq, vq) 7→ (xq, y) = (u
α
q v
γ
q , u
qβ
q v
qδ
q ). This does not affect the multiplicity
of the possible singular points away from the center of the chart. In such a chart,
(f ◦ e)q = fq ◦ eq : (uq, vq) 7→ u
α
q v
γ
q . (We will modify the definition of ρq, eq if α = 0,
see (3) below.)
(0) At each crossing point of e−1(D) (which corresponds to a vertex (jo, j
′
o) 6= (ℓ, 0)
of NP(ω)), e∗ω takes the form (14.28). On the other hand, given η =
∑m
i=1 ηi/t
i (with
ηm 6= 0), we have (f ◦ e)
−1η =
∑m
i=1 ηi/u
αivγi. Note that (αjo − βj
′
o, γjo − δj
′
o) 6=
(αi, γi) for any i > 1. We conclude from Lemma 14.26 ((1a) if (αm, γm) and
(αjo − βj
′
o, γjo − δj
′
o) are comparable in N
2, and (1b) if they are not comparable)
that ψf◦e(e
+(E ω−f
∗η ⊗ R)(0,0) = 0 if η 6= 0. A similar argument can be used for
ρ∗qω − f
∗
q η
(q) for any q > 1.
(1) Assume that α 6= 0 and α/β is not a slope of an edge of NP(ω) at a vertex
(jo, j
′
o) with j
′
o 6= 0. Then the coefficient of 1/u
αjo−βj
′
o in e∗ω− (f ◦ e)∗η is a Laurent
polynomial in the variable v with at most two monomials, namely ωjo,j′ov
δj′o−γjo and
ηiv
−γi for i such that αi = αjo−βj
′
o. Such a polynomial cannot have a multiple root
which is nonzero. Hence e∗ω−(f ◦e)∗η has no singular point on {u = 0}∩{v 6= 0}, and
ψf◦e(e
+(E ω−f
∗η⊗R) = 0 all along this set. The same property holds for ρ∗qω−f
∗
q η
(q)
for any q > 1.
(2) Assume that α 6= 0 and α/β is a slope of an edge of NP(ω) at a vertex (jo, j
′
o)
with j′o 6= 0 (by our assumption, β/α is an integer). Let us fix q > 1. For which η
(q)
does the set of singular points of e∗qρ
∗
qω − (fq ◦ eq)
∗η(q) differs from that of e∗qρ
∗
qω on
{uq = 0, vq 6= 0}? The order of the pole along uq = 0 of e
∗
qρ
∗
qω is q(αjo−βj
′
o) and the
corresponding coefficient is
∑
(j,j′)|αj−βj′=αjo−βj′o
ωj,j′/v
q(γj−δj′)
q . On the other hand,
if we set η(q) =
∑m
i=1 η
(q)
i t
−i
q , the dominant term of (fq ◦ eq)
∗η(q) is ηmv
−γm
q u
−αm
q .
• If αm > q(αjo − βj
′
o), e
∗
qρ
∗
qω − (fq ◦ eq)
∗η(q) does not have any singular
point.
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• If αm < q(αjo − βj
′
o), e
∗
qρ
∗
qω − (fq ◦ eq)
∗η(q) has the same singular points
as e∗qρ
∗
qω, all of which have multiplicity < h as already proved.
• If αm = q(αjo−βj
′
o), the coefficient of 1/u
q(αjo−βj
′
o)
q in e∗qρ
∗
qω−(fq◦eq)
∗η(q)
is equal to the Laurent polynomial
Pq,ηm(wq) :=
( ∑
(j,j′)|αj−βj′=αjo−βj′o
ωj,j′w
q(γj−δj′)
q
)
− ηmw
γm
q (wq = 1/vq).
Set mo = jo − βj
′
o/α and assume mo > 0 (hence mo ∈ N
∗, due to our assump-
tion). Then there exists a finite number of c ∈ C such that P1,c(w) has a multiple
root. Moreover, the multiple roots of Pq,c(w) = P1,c(w
q) are the qth powers of
those of P1,c, and keep the same multiplicity. The set of all multiple roots of
all P1,c are therefore the possible singular points if q = 1, and the possible sin-
gular points for q > 2 are obtained from the previous ones by a ramification
wq 7→ w = w
q
q . Note also that the multiplicity of such a multiple root is < h.
This is seen as above by using the adaptedness assumption.
For each multiple root wo of P1,c, we apply the inductive assumption to e
∗ω −
(f ◦ e)∗(ct−mo) and get a finite set S′c,wo . By translating by (f ◦ e)
∗(ct−mo), we
obtain a finite set S′wo associated to e
∗ω at wo. When wo varies in the finite set of all
possible singular points in C∗, we obtain a finite set Sα,β . For every q > 1 and every
η(q) /∈ ρ∗q(S ∪ S
α,β), we have ψf◦e
(
ρq,+E
−(fq◦eq)
∗η(q) ⊗ E e
∗ω ⊗ e+R
)
= 0 all along
v 6= 0.
(3) We now consider the case where α = 0, so that β = γ = 1. The case where 1/δ
is not the slope of the non-horizontal edge having (ℓ, 0) as a vertex is treated as in (1)
above, so we only consider the case where it is equal to the slope 1/δo. In such a
chart, we have f ◦ e(u, v) = v, and we can define the ramification ρq on the variable v
only, i.e., ρq(u, vq) = (u, v
q
q), and the map eq is defined by eq(u, vq) = (vq, uv
qδ
q ). We
can then argue exactly as in (2) above, with the only difference that the variable w,
which is equal to u, can achieve the value 0. We notice that the ramification ρq does
not affect the multiplicity of the possible singular points all over the chart, including
at u = 0.
Let us now denote by Sω the finite set S ∪ Se, where Se is the union of all Sα,β
as above for which α/β is a slope of NP(ω) (with the previous assumptions that y is
adapted to ω, ω is admissible and all β/α are integers). Let us fix q ∈ N∗ and η(q) /∈
ρ∗q(S
ω). We will show that ψf ((ρq,+E
η(q) )⊗ E ω ⊗R)0 = 0. According to Proposition
14.11, it is enough to check that ψf◦e((e
+ρq,+E
f∗q η
(q)
)⊗ E e
∗ω ⊗ e+R)e−1(0) = 0. This
is a local problem on e−1(0). In each chart, we may use a ramification ρq at the level
of the variables u, v (resp. the variable v if α = 0). The computation (0)–(3) above
shows that, in a given chart, ψf◦e((ρq,+e
+
q E
f∗q η
(q)
) ⊗ E e
∗ω ⊗ e+R) = 0, and this is
equivalent to the desired vanishing in this chart.
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Proof of Proposition 14.17 in Case (b). — We will need a criterion similar to that of
Proposition 14.20 ensuring the vanishing of ψmodf . Let ω(x, y) be any nonzero germ
at the origin of a class (modulo holomorphic functions) of a meromorphic function,
and let us denote its Newton polygon by NP(ω). By definition, it is the convex hull
of the quadrants (j, j′) − N2 for the pairs (j, j′) such that the coefficient ωj,j′/xjyj
′
of ω is nonzero. Note that j and j′ are not both 6 0.
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j′ j
NP(ω)
(1) (2) (3)
Figure 2. Examples of Newton polygons of ω
We say that ω is admissible if ∂NP(ω) is not contained in
• a “closed semi-negative quadrant”, that is, one of the quadrants (−N) × N or
N× (−N) (e.g. as in Figure 2(1) above, but not (2) or (3)), if a, b > 0,
• the “open semi-negative quadrant” N × (−N∗) if b = 0 (i.e., Figure 2(3) is ex-
cluded, but Figure 2(2) is accepted).
Since we are interested in ω modulo f∗C({t}), we can assume from the beginning
that ω is admissible. More precisely:
Lemma 14.29. — Given ω, there exists a finite number of ramified polar parts η such
that ρ∗qω − f
∗
q η
(q) is not admissible.
Definition 14.30. — Assume that ω is admissible and let (α, β) ∈ (N∗)2 be coprime.
The subset Singα,β(ω,D) ⊂ C
∗ consists of the nonzero complex numbers vo such that
there exists (γ, δ) ∈ N2 satisfying
(1) αδ − βγ = ±1,
(2) vo is a singular point of the pair
(
ω(vγou
α, vδou
β), {u = 0}
)
.
We set
Sing(ω,D) =
⋃
(α,β)
Singα,β(ω,D).
Lemma 14.31. — If ω is admissible, the set Sing(ω,D) is finite.
Proof. — If µ = max{αj + βj′ | (j, j′) ∈ NP(ω)} is achieved at a single ver-
tex (jo, j
′
o) of ∂ NP(ω) then, for each vo ∈ C
∗, ω(vγou
α, vδou
β) = cv
−(γjo+δj
′
o)
o /uµ +
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lower order poles, with c = ωjo,j′o 6= 0, (that µ is > 1 follows from the assumption
of admissibility). Thus Singα,β(ω,D) = ∅ if (α, β) is not the direction of an edge of
∂NP(ω). On the other hand, each Singα,β(ω,D) is finite, because the dependence
with respect to v of the coefficient c(v) of 1/uµ is algebraic.
Let e : X ′ → X be a smooth toric modification of a neighbourhood X of
(x = 0, y = 0). We say that e is adapted to NP(ω) if X ′ is covered by charts with
coordinates (u, v) such that e(u, v) = (uαvγ , uβvδ) with αδ − βγ = ±1 and, for each
such chart, there is a unique vertex (jo, j
′
o) of ∂ NP(ω) such that
αjo + βj
′
o = µ := max{αj + βj
′ | (j, j′) ∈ NP(ω)},
γjo + δj
′
o = µ
′ := max{γj + δj′ | (j, j′) ∈ NP(ω)}.
Lemma 14.32. — Assume that ω is admissible and e is adapted to NP(ω). Then
ψf (E
ω ⊗R) =
⊕
vo∈Sing(ω,D)
ψf◦e(e
+(E ω ⊗R))vo .
Proof. — We first note that all singular points of (ω,D) appear on some exceptional
component of e, due to adaptedness. Since ω is admissible, we have (µ, µ′) ∈ N2r{0}.
At the center of a chart corresponding to a vertex (jo, j
′
o), we have e
∗ω(u, v) =
c(u, v)/uµvµ
′
with c(0, 0) = ωjo,j′o and f ◦ e(u, v) = u
αa+βbvγa+δb. Therefore, if
µ, µ′ > 0, ψmodf◦e (E
e∗ω ⊗ e+R)0 = 0, according to Lemma 14.26(1b). If µ
′ = 0 and
µ > 0, then by admissibility we have j′o = 0, γ = 0, α = δ = 1 and, by admissibility,
b = 0, f(u, v) = ua, hence ψmodf◦e (E
e∗ω ⊗ e+R)0 = 0 according to Lemma 14.22(1).
The case µ = 0 and µ′ > 0 is obtained by inverting the roles of α, β and γ, δ.
Admissibility implies that e∗ω has a pole along each irreducible component of
(f ◦ e)−1(0). From Proposition 14.20 we obtain that ψf◦e(e
+(E ω ⊗R)) is supported
on Sing(ω,D). The result follows from Proposition 14.12, since the set of singular
points of e∗ω is finite, by Lemma 14.31.
Remark 14.33. — Note that the result of Case (a) implies that there exists a finite
set of ramified polar parts η such that, for any η not belonging to this set, and any
singular point vo ∈ Sing(ω,D), ψf◦e
(
e+[(ρq,+E
f∗q η
(q)
)⊗ E ω ⊗R]
)
vo
= 0.
The point in proving Case (b) is that the singular points of ρ∗qω − f
∗
q η
(q) may
depend on η. We will therefore take into account the variation with η of this set of
singular points.
For any ω 6= 0, let us set ω′ = ω −
∑
k∈Q+
ωka,kb/x
kaykb.We say that an edge of
NP(ω′) is admissible if the line which supports it cuts the open quadrant j, j′ > 0.
When η varies among ramified polar parts, the set of ρ∗qω − f
∗
q η
(q) is equal to that of
ρ∗qω
′ − f∗q η
(q), and any element of the latter set is admissible if η 6= 0.
Let us denote by K(ω′) ⊂ Q∗+ the finite set of positive rational numbers k such
that k ·(a, b) belongs to a line containing an (admissible) edge of NP(ω′) (see Figure 3;
recall that f(x, y) = xayb).
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Figure 3. Examples of sets K(ω) · (a, b)
Lemma 14.34. — There exists at most a finite number of nonzero ramified polar parts
η =
∑
k∈Q∗+
ηkt
k such that, if ko := max{k | ηk 6= 0} does not belong to K(ω
′), then
ψfq (E
ρ∗qω
′−f∗q η
(q)
⊗R)0 6= 0.
Proof. — We denote by Sing′(ω′, D) the set of singular points of ω′ corresponding to
admissible edges of NP(ω′). Let η 6= 0 be as in the lemma and let q be associated
with η as above. We claim that Sing(ρ∗qω
′ − f∗q η
(q), Dq) ⊂ Sing
′(ρ∗qω
′, Dq). Indeed,
let us consider an edge E of ∂ NP(ρ∗qω
′ − f∗q η
(q)). By assumption on ko, either E
is an admissible edge of ∂ NP(ρ∗qω
′), and then the corresponding singular points of
ρ∗qω
′−f∗q η
(q) are those of ρ∗qω
′, or it is not an edge of ∂ NP(ρ∗qω
′), and then it supports
only two monomials of ρ∗qω
′− f∗q η
(q), one at each vertex, one of them being ko · (a, b).
In the latter case, it produces no singular point of ρ∗qω
′ − f∗q η
(q), since a Laurent
polynomial with exactly two terms has only simple roots in C∗.
If moreover η does not belong to the finite set considered in Remark 14.33, we have
ψf◦e
(
e+[(ρq,+E
f∗q η
(q)
) ⊗ E ω ⊗ R]
)
vo
= 0 for each vo ∈ Sing
′(ω′, D). Applying now
Lemma 14.32 to ρ∗qω
′ − f∗q η
(q), we obtained the desired vanishing.
Let now η 6= 0 be such that ko = ko(η) ∈ K(ω
′).
Lemma 14.35. — There exists a finite set Fko ⊂ C such that
Sing(ρ∗qω
′ − f∗q (ηko/t
ko), Dq) 6⊂ Sing
′(ρ∗qω
′, Dq) =⇒ ηko ∈ Fko .
Proof. — It is analogous to the proof given in Part (2) of the proof of Case (a).
Once this lemma is proved, one may apply the same argument as in Lemma 14.34
if ηko does not belong to Fko . For each ηko ∈ Fko , the singular set Sing(ρ
∗
qω
′− f∗q η
(q))
does not depend on η = ηko/t
ko+
∑
k<ko
ηk/t
k, and one can apply the same argument
as in Lemma 14.34.
LECTURE 15
NEARBY CYCLES OF
STOKES-FILTERED LOCAL SYSTEMS
Summary. In this lecture, we define a nearby cycle functor for a good Stokes-
filtered local system on (X,D), relative to a holomorphic function whose zero set
is contained in the normal crossing divisor D. We then show that the Riemann-
Hilbert correspondence of Lecture 12 is compatible with taking nearby cycles,
either in the sense of irregular nearby cycles for meromorphic flat bundles as de-
fined in Lecture 14, or as defined for Stokes-filtered local systems in this lecture.
15.a. Introduction. — The sheaf-theoretic definition of the nearby cycle functor
by P. Deligne in [Del73] has led to the definition of the moderate nearby cycle func-
tor for holonomic D-modules in order that the Riemann-Hilbert correspondence for
regular holonomic D-modules is compatible with both functors. Following P. Deligne,
we have extended the moderate nearby cycle functor to the irregular nearby cycle
functor in Lecture 14. Going now the way back compared to the case of holonomic
D-modules with regular singularities, we will define a nearby cycle functor for Stokes-
filtered local systems and we will prove, in the good case, the compatibility with the
irregular nearby cycle functor via the Riemann-Hilbert correspondence of Lecture 12.
As we will see, the proof of some properties, like the compatibility with proper
push-forward, is much easier in the case of holonomic D-modules, where we can use
the strength of the algebraic machinery, and we will give few proofs for Stokes-filtered
local systems, where the behaviour of the topology of the real blow-up spaces with
respect to complex blowing-ups is difficult to understand in general. This is why we
will mainly restrict to dimension two.
15.b. Nearby cycles along a function (the good case). — We denote by S a
neighbourhood of the origin in C and we consider a holomorphic function f : X → S
such that the divisor D = f−1(0) has normal crossings with smooth irreducible com-
ponents Dj∈J .
Let ̟ : X˜ = X˜(Dj∈J )→ X be the real blow-up space of X along the components
ofD and let S˜ be the real blow-up space of S at the origin. There is a lifting f˜ : X˜ → S˜
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of f . We have a diagram of sheaves of ordered abelian groups
IX˜
qf = f
∗
←−−−−−−− f˜−1IS˜
f˜
−−→ IS˜ .
Because S is one-dimensional, the morphism f∗ is injective (see Proposition 9.30). Let
us also notice that any local section ϕ of I∂S˜ determines a finite covering Σ˜ϕ ⊂ I
e´t
|∂S˜
of ∂S˜: indeed, this is clear if ϕ is non-ramified, i.e., is a local section of I∂S˜,1; if it is
ramified of order d, then one argues by using a ramified covering ρd of (S, 0). Now, if
Σ˜ϕ is such a covering, then its pull-back ∂X˜ ×∂S˜ Σ˜ϕ is a finite covering of ∂X˜, and
its image by the inclusion f∗ is a finite I∂X˜ -covering of ∂X˜ and we denote it by Σ˜f∗ϕ.
Notice that D × ∂S˜ is the boundary of the real blow-up space of X along f−1(0)
(see Lemma 8.1) and we have a natural map (̟, f˜) : ∂X˜ → D× ∂S˜. For x belonging
to a stratum of D of codimension ℓ in X , and for θ ∈ ∂S˜ ≃ S1, the fibre (̟, f˜)−1(x, θ)
is a union of a finite number of copies of (S1)ℓ−1, since f is locally monomial. The
natural map Σ˜f∗ϕ → D × ∂S˜ has a similar property.
Definition 15.1. — Let Σ˜ϕ ⊂ Ie´t∂S˜ be the covering associated to a local section ϕ of
I∂S˜ , and let Σ˜ ⊂ I
e´t
∂X˜
be a good Ie´t
∂X˜
-stratified covering of ∂X˜. We say that the pair
(Σ˜, ϕ) is good if Σ˜ ∪ Σ˜f∗ϕ (which is a stratified covering of ∂X˜) is good.
Let (L ,L•) be a I∂X˜ -filtered local system on ∂X˜. Since I∂X˜ is not Hausdorff
over the crossing points of D, the graded sheaf grL has to be taken on each stratum
of D. On the other hand, f˜−1I∂S˜ is Hausdorff, since I∂S˜ is so (see Remark 1.1(4))
and, since q−1f L6 defines a pre-f˜
−1I∂S˜-filtration of L , it is meaningful to consider
grL as a subsheaf on (f˜−1I∂S˜)
e´t = ∂X˜ ×∂S˜ I
e´t
∂S˜
. We will denote this sheaf as
grf L in order to avoid any confusion. For any local section ϕ of I∂S˜, we denote
by grf
f˜−1ϕ
L the restriction of grf L to ∂X˜ ×∂S˜ Σ˜ϕ and we still denote by ̟ the
projection ∂X˜ ×∂S˜ Σ˜ϕ → D.
Proposition 15.2. — Assume that (L ,L•) is a I∂X˜-filtered local system with associ-
ated stratified covering Σ˜. Then, for any local section ϕ of I∂S˜ we have, over each
stratum of D, a surjective morphism
grf
f˜−1ϕ
L −→ q−1f grf∗ϕ L .
Assume moreover that the pair (Σ˜, ϕ) is good. Then the restriction of grf
f˜−1ϕ
L over
each stratum of D is a local system, and grf
f˜−1ϕ
L is constructible on ∂X˜ ×∂S˜ Σ˜ϕ
with respect to the stratification obtained by pull-back from that of D.
Proof. — By definition, we have (q−1f L•)6f˜−1ϕ = L6f∗ϕ. Let us fix y ∈ ∂X˜ and let
us set θ = f˜(y) ∈ ∂S˜. The point is to show that (q−1f L•)<f˜−1ϕ,y ⊂ L<f∗ϕ,y. Let
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Σ˜ ⊂ Ie´t
∂X˜
be the stratified I-covering attached to (L ,L•). On the one hand,
(15.2 ∗) (q−1f L•)<f˜−1ϕ,y =
∑
ψ<
θ
ϕ
L6f∗ψ,y =
∑
ψ<
θ
ϕ
⊕
η∈Σ˜y
η6yf
∗ψ
grη Ly =
⊕
η∈Σ˜y
∃ψ<
θ
ϕ, η6yf
∗ψ
grη Ly.
On the other hand,
(15.2 ∗∗) L<f∗ϕ,y =
⊕
η∈Σ˜y
η<yf
∗ϕ
grη Ly.
Since f∗ is compatible with the order, we have ψ <
θ
ϕ ⇒ f∗ψ 6
y
f∗ϕ and,
according to the second part of Proposition 9.30 since f˜ : X˜ → S˜ is open, we moreover
have f∗ψ 6= f∗ϕ, that is, f∗ψ <
y
f∗ϕ. This gives the inclusion (15.2 ∗) ⊂ (15.2 ∗∗).
For the second part of the proposition, we will need a lemma.
Lemma 15.3. — Let η ∈ I∂X˜,y be such that the associated stratified covering
Σ˜η ∪ {0} ⊂ I
e´t
∂X˜
of ∂X˜ in some neighbourhood of y is good (i.e., after some fi-
nite ramification around D near x = ̟(y), ρ∗
d
η is purely monomial). Assume that
η <
y
0. Then, setting θ = f˜(y) ∈ ∂S˜, the property
(15.3 ∗) ∃ψ <
θ
0 ∈ I∂S˜,θ, η 6y f
∗ψ
holds if and only if η has poles along all the local components of D at x = ̟(y).
Proof. — Assume first that η has poles along all the local components of D. We will
prove that, if ψ ∈ I∂S˜,θ has a pole of order 1/d with d big enough (i.e., ρ
−1
d ψ has a pole
of order one), and if ψ <
θ
0 (such a ψ clearly exists), then η 6
y
f∗ψ. As in Proposition
9.30, one can reduce the statement to the case where η is non-ramified, and so η is
purely monomial. In local coordinates adapted to D, we have D = {x1 · · ·xℓ = 0},
f(x1, . . . , xn) = x
k with k ∈ (N∗)ℓ, η = u(x1, . . . , xn)/xm for some m ∈ Nℓ and u
is a unit, and our assumption means that m ∈ (N∗)ℓ. It is then enough to choose d
such that k < dm with respect to the natural partial ordering of Nℓ. In such a case,
η − f∗ψ remains purely monomial with the same leading term as η.
Let us now assume that some mj is zero, with j ∈ {1, . . . , ℓ}. Let ψ be such that
ψ <
θ
0. Both η and f∗ψ are purely monomial, with leading monomial x−m and x−rk
respectively, if ψ has leading monomial t−r, r ∈ Q∗+. By our assumption on m, there
exists a local modification ε : (X ′, D′) → (X,D) near x ∈ D such that the leading
term of ε∗(η− f∗ψ) is −f∗ψ. If we had η− f∗ψ 6
y
0 and ψ <
θ
0, we would also have
−ε∗f∗ψ 6
y′
0 for any y′ ∈ ε˜−1(y) and ε∗f∗ψ <
y′
0, a contradiction.
According to (15.2 ∗) and (15.2 ∗∗) and to the previous lemma, the kernel of
grf
f˜−1ϕ
Ly → q
−1
f grf∗ϕ Ly is equal to the sum of grη Ly, where η ∈ Σ˜y is such that
η− f∗ϕ has no pole along some irreducible component of D going through x = ̟(y).
This condition does not depend on y, but only on the stratum of D which x belongs
to. This shows that this kernel is a local system over each stratum of D. On the
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other hand, grf∗ϕ L is also a local system over each stratum of D. Therefore, so is
grf
f˜−1ϕ
L .
Definition 15.4 (Nearby cycles, the good case). — Let (F ,F•) be a good Stokes-
filtered local system on (X,D) (see Definition 13.2) with associated stratified
I-covering Σ˜ ⊂ Ie´t
∂X˜
, and let ϕ be a local section of I∂S˜ defining a finite covering
Σ˜ϕ ⊂ I
e´t
∂S˜
of ∂S˜ ≃ S1. Let us assume that the pair (Σ˜, ϕ) is good. We then set
ψ˜ϕf (F ,F•) = gr
f
f˜−1ϕ
L ,
ψϕf (F ,F•) = R(̟, f˜)∗ gr
f
f˜−1ϕ
L .
We have seen that ψ˜ϕf (F ,F•) is locally constant with respect to the pull-back
stratification of D. Since the map (̟, f˜) is a topological fibration when restricted
above each stratum of D with fibre homeomorphic to a finite number of copies of
(S1)ℓ−1 when the stratum has codimension ℓ, it follows that the cohomology sheaves
of ψϕf (F ,F•) are locally constant on DI×∂S˜ for each stratum DI of D. According to
Lemma 9.38, they can be regarded as C-constructible sheaves onD (constructible with
respect to the natural stratification) equipped with an automorphism (the monodromy
around f = 0). We will denote by (ψϕf (F ,F•), T ) the corresponding object of D
b
c (D)
equipped with its automorphism T (we implicitly extend the equivalence of Lemma
9.38 to the derived category).
More precisely, let us denote by DbD-c(D×∂S˜) the full subcategory of D
b(D×∂S˜)
whose objects are constructible with respect to the natural stratification (DI × ∂S˜)I .
For each λ ∈ C∗, we denote by Lλ−1,∞ the local system on ∂S˜ whose fibre is the
polynomial ring C[x] and the monodromy is the automorphism λ−1 · U∞, where
U∞ = exp(2πiN∞) and N∞ : C[x] → C[x] is defined by N∞(xk) = xk−1 if k > 1
and N∞(1) = 0. We denote similarly the pull-back of Lλ−1,∞ to D × ∂S˜, and by
p : D × ∂S˜ → D the projection. We define the functor ψλ from D
b
D-c(D × ∂S˜) to
Db(D) by
ψλ(G ) = Rp∗(Lλ−1,∞ ⊗C G ).
This functor takes values in the derived category of bounded constructible complexes
on D (constructible with respect to the natural stratification). Moreover, ψλ(G ) is
equipped functorially with an automorphism T = λ · (Rp∗(U∞ ⊗ Id)).
Lemma 15.5. — The functor
⊕
λ∈C∗ ψλ induces an equivalence between D
b
D-c(D×∂S˜)
and the category (Dbc (D), T ) whose objects are pairs of an object of D
b
c (D) (con-
structibility with respect to the natural stratification is understood) and an automor-
phism T of this object.
This lemma is a natural extension to derived categories of Lemma 9.38, if one uses
the finite determination functor of [Bry86, Lemme 1.5]. In particular, for a given
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object G of DbD-c(D×∂S˜), all ψλG but a finite number are isomorphic to zero locally
on D. In the following, we will have to consider (ψϕf,λ(F ,F•), T ) for each λ ∈ C
∗.
15.c. Nearby cycles along a function (dimension two). — We keep the setting
of §15.b. Our aim is to define the nearby cycles functors ψ˜ϕf and ψ
ϕ
f for good Stokes-
filtered local systems (F ,F•) on (X,D), without assuming that ϕ is good with respect
to the stratified I-covering Σ˜ associated to (F ,F•). We will restrict to the case
where X has dimension two from now on.
The following proposition will be essential to define nearby cycles when the good-
ness condition on ϕ is not fulfilled.
Proposition 15.6. — Let us keep the assumptions of Definition 15.4 with dimX = 2,
and let ε : (X ′, D′) → (X,D) be a proper modification, where D′ = ε−1(D) is a
divisor with normal crossings and ε : X ′ rD′ → X rD is an isomorphism. Let us
set f ′ = f ◦ ε : (X ′, D′)→ (S, 0). We have
ψ˜ϕf (F ,F•) = Rε˜∗ψ˜
ϕ
f ′ε
+(F ,F•),(15.6 ∗)
ψϕf (F ,F•) = R(ε, Id∂S˜)∗ψ
ϕ
f ′ε
+(F ,F•).(15.6 ∗∗)
Proof. — We will consider the following diagram:
f˜ ′−1IS˜
ε˜ //
ε˜−1qf
##❍
❍❍
❍❍
❍❍
❍❍
qf ′
||②②
②②
②②
②②
②
f˜−1IS˜
f˜
//
qf

IS˜

IX˜′
""❋
❋❋
❋❋
❋❋
❋❋
ε˜−1IX˜
qε
oo
zz✉✉
✉✉
✉✉
✉✉
✉
// IX˜

X˜ ′
ε˜ // X˜
f˜
// S˜
where we recall that, for a map g, qg is a notation for g
∗.
On the one hand, we have by definition (q−1f ′ ε
+L )
6f˜ ′−1ϕ = (ε
+L )6f ′∗ϕ. Recall
also (see Definition 1.33) that (ε+L )6 = Tr6qε(ε˜
−1L6). Therefore,
(q−1f ′ ε
+
L )
6f˜ ′−1ϕ =
∑
η, ε∗η6f ′∗ϕ
ε˜−1L6η.
On the other hand, ε˜−1(q−1f L )6f˜−1ϕ =
∑
η6f∗ϕ ε˜
−1L6η. We thus have a natural
inclusion ε˜−1(q−1f L )6f˜−1ϕ ⊂ (q
−1
f ′ ε
+L )
6f˜ ′−1ϕ (as subsheaves of the pull-back of the
local system L ). We will show that this is an equality by checking this property at
each y′ ∈ ∂X˜ ′. Let us set y = ε˜(y′) and θ = f˜(y). A computation similar to (15.2 ∗)
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gives
(15.7)
(q−1f ′ ε
+
L )
6f˜ ′−1ϕ,y′ =
⊕
η∈Σ˜y
ε∗η6
y′
f ′∗ϕ
grη Ly,
(
ε˜−1(q−1f L )6f˜−1ϕ
)
y′
= (q−1f L )6f˜−1ϕ,y =
⊕
η∈Σ˜y
η6yf
∗ϕ
grη Ly,
so the desired equality is a consequence of Lemma 9.34 applied to η − f∗ϕ (due to
the assumption of goodness, η − f∗ϕ is purely monomial) and the map ε.
We also have an inclusion ε˜−1(q−1f L )<f˜−1ϕ ⊂ (q
−1
f ′ ε
+L )<f˜ ′−1ϕ, by using the same
argument as for 6, but we do not claim that it is an equality (the argument for 6
used the goodness property of ϕ with respect to Σ˜, a property that one cannot use
for ψ <
θ
ϕ). In any case, we conclude that there is a surjective morphism
λ : ε˜−1ψ˜ϕf (F ,F•) −→ ψ˜
ϕ
f ′ε
+(F ,F•)
and we will compute the kernel in the neighbourhood of ε˜−1(y) for each y ∈ ∂X˜.
According to Lemma 15.3 and the computation (15.7), the kernel at y′ ∈ ε˜−1(y) is
identified with the sum of grη Ly for those η ∈ Σ˜y such that ε
∗(η − f∗ϕ) has poles
along all the components of D′ going through x′ = ̟′(y′), but η − f∗ϕ has no poles
along some component of D going through x = ̟(y). We therefore only need to
consider the local case where D has two components D1, D2 and η − f
∗ϕ has poles
along D2 only. Since η − f
∗ϕ is purely monomial, ε∗(η − f∗ϕ) has no poles exactly
along the strict transform D′1 of D1. Therefore, the η-component of the kernel of
λ|ε˜−1(y) is equal to the pull-back of grη Ly on ε˜
−1(y) r ̟′−1(D′1) and is zero on
ε˜−1(y)∩̟′−1(D′1). This holds in some small neighbourhood of y. We will denote by
D′1 and D
′
j′∈J′ the components of D
′, so that 2 ∈ J ′.
Lemma 15.8. — Let F denote the constant sheaf on ∂X˜ ′ r̟′−1(D′1) extended by 0
on ̟′−1(D′1). Then Rε˜∗F is zero on ̟
−1(D1).
Proof. — It is equivalent to proving that Rε∗CX˜′
|D′
1
= CX˜|D1
since, according to
(13.1 ∗∗), we have Rε˜∗C∂X˜′ = C∂X˜ . By definition (see Lemma 8.2), we have a carte-
sian square
X˜|D1 = X˜(D1, D2)|D1
//

X˜(D1)|D1 = ∂X˜(D1)

X˜(D2)|D1
// D1
and X˜(D2)|D1 is nothing but the real blow-up space of D1 along D1 ∩ D2, that we
will denote by D˜1 for short. We denote similarly by D˜
′
1 the real blow-up space of D
′
1
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along D′1 ∩ D
′
j′∈J′ , that we identify to X˜
′(D′j′∈J′)|D′1 . Then the map ε˜ : X˜
′
|D′1
=
X˜ ′(D′j′∈(J′∪{1}))|D′1 → X˜|D1 factorizes through
ε˜|D′1 × Id : D˜
′
1 ×D1 ∂X˜(D1) −→ D˜1 ×D1 ∂X˜(D1).
Note that ε : D′1 → D1 is an isomorphism, hence so is ε˜ : D˜
′
1 → D˜1. We will show
that the map X˜ ′|D′1
→ D˜′1×D1 ∂X˜(D1) is an isomorphism. Assume that this is proved.
Then we have an equality of maps
(15.9)
X˜ ′|D′1
ε˜

D˜′1 ×D1 ∂X˜(D1)
ε˜|D′1 × Id

X˜|D1 D˜1 ×D1 ∂X˜(D1)
hence the left-hand map is an isomorphism too, so that Rε˜∗CX˜′
|D′1
= CX˜|D1
.
To prove the assertion is a local question on D′1. There are local coordinates
(x′1, x
′
2) on X
′ and (x1, x2) on X such that D1 is locally defined by x1 = 0, D
′
1 by
x′1 = 0, and ε(x
′
1, x
′
2) = (x
′k
1 x
′ℓ
2 , x
′
2) with k, ℓ > 0. As in (9.28), the map X˜
′
|D′1
→ X˜|D1
is written
(ρ′1 = 0, ρ
′
2, θ
′
1, θ
′
2) 7−→ (ρ1 = 0, ρ2 = ρ
′
2, θ1 = kθ
′
1 + ℓθ
′
2, θ2 = θ
′
2)
and the assertion means that θ′1 is uniquely determined from θ1, θ2, ρ2, which is now
clear.
End of the proof of Proposition 15.6. — Applying Lemma 15.8 together with the
projection formula for the proper morphism ε˜ implies that Rε∗ of this η-component
is zero. Since this holds for any η ∈ Σ˜y, we conclude that we have an isomorphism in
the neighbourhood of y:
Rε∗λ : Rε∗ε˜
−1ψ˜ϕf (F ,F•) −→ Rε∗ψ˜
ϕ
f ′ε
+(F ,F•),
and since y was arbitrary, this is an isomorphism all over ∂X˜. On the other hand,
applying once more the projection formula and (13.1 ∗∗) we haveRε∗ε˜
−1ψ˜ϕf (F ,F•) =
ψ˜ϕf (F ,F•). This ends the proof of (15.6 ∗).
By using the commutative diagram
∂X˜ ′
(̟′, f˜ ′)

ε˜ // ∂X˜
(̟, f˜)

D′ × ∂S˜
ε× Id
// D × ∂S˜
one obtains (15.6 ∗∗).
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Going back to nearby cycles, we note that Definition 15.4 cannot be used in general,
since Proposition 15.6 does not hold in general without the goodness property of ϕ,
and we would expect that the property proved in this proposition to be satisfied by
nearby cycles. The idea is then to define nearby cycles ψ˜ϕf by choosing a modification
ε : (X ′, D′)→ (X,D) so that ϕ becomes good with respect to ε+(F ,F•) and take the
formulas of Proposition 15.6 as a definition. This is similar to the notion of good cell
introduced in [Moc10]. The proposition itself is useful to prove that this definition
does not depend on the choice of ε, provided that the goodness property is fulfilled.
Proposition 15.10. — Let us fix x ∈ D and let η be a local section of IX˜ in some
neighbourhood of y ∈ ̟−1(x). Then there exists a finite sequence of point blowing-
ups ε : (X ′, D′)→ (X,D) with centers projecting to x such that ε∗η (see Proposition
9.30) is good on ε−1(U), where U is some open neighbourhood of x in X.
Proof. — If η is not ramified, that is, η ∈ OX,x(∗D)/OX,x, goodness means pure
monomiality, and the assertion is that of Lemma 9.11, according to the well-known
property that any proper modification of a complex surface is dominated by a sequence
of point blowing-ups.
In general, by definition of I, there exists a local ramification ρd : Ud → U such that
ρ∗
d
η is not ramified, i.e., belongs to OUd,0(∗D)/OUd,0. For any automorphism σ of ρd,
σ∗ρ∗
d
η is also not ramified and has the same polar locus (with the same multiplicities)
as ρ∗
d
η. The product of all σ∗ρ∗
d
η when σ varies in the Galois group of ρd can be
written ρ∗
d
ξ, where ξ belongs to OU,0(∗D)/OU,0.
Note now that the product of elements of OUd,0(∗D)/OUd,0 having the same polar
divisor is purely monomial if and only if each term is purely monomial.
We can apply the first part of the proof to ξ and get a sequence ε of point blowing-
ups such that ε∗ξ is purely monomial. Let x′ ∈ ε−1(x) and let D′ = ε−1(D). One
can choose a local ramification ρd′ in the neighbourhood of x
′ which dominates Ud
by a generically finite map ε′. We can apply the first property above to ρ∗
d′
ε∗ξ =∏
σ ε
′∗σ∗ρ∗
d
η to conclude that ε∗η is purely monomial after the local ramification ρd′ .
Corollary 15.11. — Let Σ˜ ⊂ Ie´t be a good stratified I-covering. Then, for any local
section ϕ of I∂S˜, there exists, over any compact set K of D, a finite sequence of point
blowing-ups ε : (X ′, D′) → (X,D) such that ϕ is good with respect to ε∗Σ˜ in some
neighbourhood of ε−1(K).
Definition 15.12. — Let f : (X,D)→ (S, 0) be a proper holomorphic map to a disc S,
where D = f−1(0) is a divisor with normal crossings and smooth components. Let
(F ,F•) be a good Stokes-filtered local system on (X,D) with associated stratified
I-covering Σ˜. For any local section ϕ of I∂S˜ , we define
(15.12 ∗) ψ˜ϕf (F ,F•) := Rε˜∗ψ˜
ϕ
f ′ε
+(F ,F•),
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where f ′ = f ◦ε and ε : (X ′, D′)→ (X,D) is any finite sequence of point blowing-ups
such that ϕ is good with respect to ε∗Σ˜, and we set, as above,
ψϕf (F ,F•) = R(̟, f˜)∗ψ˜
ϕ
f (F ,F•)
Remark 15.13. — That the choice of ε is irrelevant follows from Proposition 15.6.
We could also avoid the properness assumption on f , by working on an exhaustive
sequence of compact subsets of D. Lastly, notice the formula
(15.13 ∗) ψϕf (F ,F•) = R(ε, Id∂S˜)∗ψ
ϕ
f ′ε
+(F ,F•).
15.d. Comparison. — We now go back to the setting of §15.b. Let M be a
good meromorphic bundle with flat connection on X with poles along a divisor with
normal crossings D, with associated stratified I-covering denoted by Σ˜. Let (F ,F•)
be the associated Stokes-filtered local system on X˜(Dj∈J ), and let (L ,L•) denote
its restriction to ∂X˜(Dj∈J). Let us also assume that Σ˜ ∪ {0} is good (i.e., each local
section of Σ˜ is purely monomial). Then the complex DRmodD M has cohomology
in degree 0 at most, and L60 := H
0DRmodD M is a subsheaf of L = H 0D˜RM
(see Corollary 12.7).
Let us now consider the rapid decay de Rham complex of M . This is the com-
plex defined similarly to DRmodD M (see §8.d) by replacing the coefficient sheaf
A modD
X˜
with the sheaf A rdD
X˜
as defined in Remark 8.4. This complex has al-
ready been considered in dimension one for the full Riemann-Hilbert correspondence
(see Theorem 5.3), but not in dimension bigger than one because the grading has not
been analyzed. Our purpose (Corollary 15.16 and Remark 15.17(1)) is to compare
this grading process to the nearby cycle functor ψ˜0f applied to the Stokes-filtered local
system attached to M , when f : X → C has zero set equal to D. We will first prove
the natural analogue of Theorem 5.3.
Proposition 15.14. — For any germ M along D of good meromorphic connection such
that Σ˜∪ {0} is also good, the complexes DRmodD M , DRrdD M and DRgrD M have
cohomology in degree 0 at most. The natural morphisms DRrdD M → DRmodD M →
D˜RM induce inclusions H 0DRrdD M →֒ H 0DRmodD M →֒ H 0D˜RM , and
H 0DRgrD M is equal to H 0DRmodD M /H 0DRrdD M .
Proof. — The question is local. Assume first that M has a good decomposition.
That H k(DRmodD M ) = 0 for k 6= 0 is Corollary 12.7. For DRrdD M , the similar
assertion is proved with the same arguments (see [Sab93a, §7] when dimX = 2).
The remaining part of the proposition follows easily.
In order to treat the ramified case, one uses the same argument as in the proof of
Lemma 10.9.
Proposition 15.15. — With the same assumptions as in Proposition 15.14, the sub-
sheaf (q−1f L6)<0 of L is identified with H
0DRrdD M , so that there is a natural
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isomorphism
H
0DRgrD M
∼
−→ ψ˜0f (F ,F•).
Proof. — Since both sheaves (q−1f L6)<0 and H
0DRrdD M are subsheaves of L60 =
H 0DRmodD M , the comparison can be done locally on ∂X˜. Working with AX˜ ⊗M
and using Theorem 12.5, we then reduce to proving the assertion for M = E η, where
η is a purely monomial local section of I. It is not difficult to show that, in such a
case,
H
0DRrdD E η =

0 if η does not have a pole
along each components of D,
H 0DRmodD E η otherwise.
According to Lemma 15.3, H 0DRrdD E η coincides with the corresponding
(q−1f L6)<0.
We now compare the previous construction to that of moderate nearby cycles as
recalled in §14.b.
Corollary 15.16. — With the same assumptions as in Proposition 15.14, we have for
each λ ∈ C∗ and on each compact set K ⊂ D a functorial isomorphism of objects of
Dbc(D) equipped with an automorphism
(ψ0f,λ(F ,F•), T )|K
∼
−→ (DRψmodf,λ M , T )|K .
Proof. — Since M is OX(∗D)-locally free, we can apply [Sab00, Cor. II.1.1.19, p. 45]
to compute R̟∗DR
rdD
M , and conclude that R̟∗DR
grD
M is isomorphic to
DR(OD̂ ⊗M ). Let us now replace M with Mλ,k.
We denote by Lλ−1,k the local system
Ker
[
∂t : A
mod0
∂S˜
⊗Nλ,k −→ A
mod 0
∂S˜
⊗Nλ,k
]
on ∂S˜. This is a rank k+1 local system with monodromy λ−1 Id+Nk+1, where Nk+1
is a Jordan block of size k + 1.
Similarly, we have
f˜−1Lλ−1,k = H
0DRmodD(f+Nλ,k),
and the H j vanish for j > 0, according to Proposition 15.14. Moreover, it is imme-
diate to check that H 0DRrdD(f+Nλ,k) = 0, and Proposition 15.14 also implies
f˜−1Lλ−1,k = H
0DRgrD(f+Nλ,k).
We conclude that there is a natural morphism of complexes
f˜−1Lλ−1,k ⊗C DR
grD
M −→ DRgrD Mλ,k,
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and one checks by a local computation on ∂X˜, by using Theorem 12.5, that this mor-
phism is a quasi-isomorphism. Taking its inductive limit we get a quasi-isomorphism
f˜−1Lλ−1,∞ ⊗C DR
grD
M −→ lim
−→
k
DRgrD Mλ,k,
We therefore get an isomorphism
R̟∗
(
f˜−1Lλ−1,∞ ⊗C DR
grD
M
)
−→ lim
−→
k
DR(OD̂ ⊗Mλ,k).
According to the projection formula, the left-hand term is ψ0f,λ(F ,F•) and the
right-hand term, restricted to the compact set K, is identified with DRψmodf,λ M
(see Corollary 14.5). The comparison of monodromies is straightforward.
Remarks 15.17
(1) If dimX = 2, we can define (ψ0f (F ,F•), T ) with the only assumption that
(F ,F•) is good by the procedure of §15.c. On the other hand, ψ
mod
f commutes with
direct images of D-modules (see e.g. [MS89]), and DR commutes with direct images
by ε (since X ′ and X have the same dimension, the shifts in the de Rham complexes
cancel). Therefore, in such a case, we get a comparison isomorphism as in Corollary
15.16.
(2) One can extend in a straightforward way the comparison of Corollary 15.16
to the various ψϕf (F ,F•) provided the pair (Σ˜, ϕ) is good. If ϕ is not ramified, the
right-hand side is replaced with (DRψmodf (M ⊗ E
−f∗ϕ), T ). Similarly, in dimension
two, one can relax the goodness assumption on ϕ with respect to Σ˜.
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