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Abstract
We present a fully deterministic method to compute sequential updates for
stochastic state estimates of dynamic models from noisy measurements. It does
not need any assumptions about the type of distribution for either data or meas-
urement — in particular it does not have to assume any of them as Gaussian.
It is based on a polynomial chaos expansion (PCE) of the stochastic variables
of the model. We use a minimum variance estimator that combines an a pri-
ori state estimate and noisy measurements in a Bayesian way. For compu-
tational purposes, the update equation is projected onto a finite-dimensional
PCE-subspace. The resulting Kalman-type update formula for the PCE coeffi-
cients can be efficiently computed solely within the PCE. As it does not rely on
sampling, the method is deterministic, robust, and fast.
In this paper we discuss the theory and practical implementation of the
method. The original Kalman filter is shown to be a low-order special case. In
a first experiment, we perform a bi-modal identification using noisy measure-
ments. Additionally, we provide numerical experiments by applying it to the
well known Lorenz-84 model and compare it to a related method, the ensemble
Kalman filter.
Keywords: Bayesian estimation, polynomial chaos expansion, Kalman filter,
inverse problem
AMS classification: 60H40, 65M32, 62L12
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1 Introduction
The problem of updating the knowledge of an uncertain quantity in a sequential way
from noisy and incomplete data is considered. This is a so-called inverse problem of
identification. The goal is to regularise the ill-posed inverse problem by a Bayesian
method, which uses a priori knowledge as additional information to the given set of
data. For an introduction into the topic, e.g. see Tarantola (2004).
Well established methods for computing Bayesian estimates can be coarsely
grouped into two classes: so-called “Linear Bayes” (Goldstein & Wooff, 2007)
methods, which update functionals of the random variables (the simplest of which
are the Kalman-type methods), and updates based on Bayes’s formula itself. The lat-
ter ones are usually implemented as sequential Monte Carlo (SMC) methods — also
called particle filters (e.g. Gordon et al. (1993)) — or Markov chain Monte Carlo
methods (MCMC) (e.g. Hastings (1970)). However, due to the large number of
samples required to obtain satisfying results they are computationally quite demand-
ing and hence not very practical. Methods like the Gaussian sum filter (Alspach &
Sorenson, 1972) are trying to approximate Bayes’s formula. But they, too, tend to
have a quite large computational overhead (Houtekamer & Mitchell, 2001).
On the other hand, methods like the extended Kalman filter run into closure
problems for non-linear models (Evensen, 1992). Additionally, they are not suitable
for high dimensions. Approaching these two problems, the class of Monte Carlo
based Kalman-type filters has become quite popular over the last years. The fact
that for constant variance the asymptotic rate of convergence of Monte Carlo meth-
ods does not depend on the dimension of the sampled space makes these methods
applicable to very high dimensional problems, which appear for example in weather
forecasting, oceanography, and geophysics. Additionally, these methods naturally
allow for non-linear forward models and thus avoid the possibly severe truncation
errors coming from linearisation, as they appear for example in the extended Kal-
man filter.
Kalman-type SMC methods approximate the system covariance matrix, which
is central to the Kalman update, by a low-rank estimate from the involved ensemble.
Several ensemble-based low-rank methods have been developed since the publica-
tion of the original paper describing the ensemble Kalman filter (EnKF) (Evensen,
1994). Most notable are the family of so-called “perturbed observation” imple-
mentations (Burgers et al., 1998) and the family of ensemble square-root filters (En-
SRF) (Anderson, 2001; Bishop et al., 2001; Whitaker & Hamill, 2002; Tippett et al.,
2003). These methods avoid the perturbed observations and thus the sampling er-
rors. For a thorough overview on EnKF and EnSRF see Evensen (2009b). More
recent developments include an ODE-based implementation of Bergemann et al.
(2009), where the analysis or assimilation solution is computed by numerically in-
tegrating a specially crafted ODE. Related methods include the unscented Kalman
1
http://www.digibib.tu-bs.de/?docid=00038994 01/04/2011
filter (Julier & Uhlmann, 2004), which employs a special, deterministic approach
instead of Monte Carlo sampling to obtain a second-order correct mean and error
covariance estimate — but it also suffers from the curse of dimensionality.
The main idea of this work is to perform a Bayesian update without sampling,
but in a direct, purely algebraic way by employing a polynomial chaos expansion
(PCE) representation of the involved random variables. The method has been de-
veloped as a sequel of ideas presented in (Marzouk et al., 2007; Kucˇerova´ & Mat-
thies, 2010). A similar idea has independently appeared in a simpler form in Blan-
chard (2010) in another context, where it is developed as a combination of polyno-
mial chaos and extended Kalman filter theory. Related approaches include Pence
et al. (2010) who combine polynomial chaos theory with maximum likelihood es-
timation. There, the resulting optimisation problem is solved by gradient descent or
a random search algorithm. In contrast, we use a minimum variance estimator based
on white noise analysis introduced by Wiener (1938). This kind of estimator is ob-
tained by a simple orthogonal projection of an abstract estimation formula onto a
polynomial chaos basis. In the special case when the problem is linear and employs
Gaussian random variables the method reduces to the Kalman filter, and in fact the
Kalman filter relations are the low-order part of the method.
The polynomial chaos expansion (Wiener, 1938; Ghanem & Spanos, 1991;
Holden et al., 1996; Malliavin, 1997; Janson, 1997; Hida et al., 1999; Matthies,
2005, 2008) has already been utilised for the solution of inverse problems, though
just for the approximation of the forward problem (Marzouk et al., 2007; Marzouk
& Xiu, 2009; Arnst et al., 2010). There, the high computational efficiency of eval-
uating the PCE solution is employed to estimate the likelihood function from the
approximated solution through sampling by an MCMC method. However, this kind
of approach is still probabilistic and rather expensive. In order to improve the ac-
ceptance probability of proposed MCMC moves, Christen & Fox (2005) have ap-
plied a local linearisation of the forward model. However, MC sampling is not the
only possible way. For example, (Balakrishnan et al., 2003; Ma & Zabaras, 2009;
Li & Xiu, 2009) use a collocation method which samples in a purely deterministic
way. This is another way to evaluate the involved integrals. Unfortunately, also
collocation needs a fairly high number of sample points when the dimension of the
problem becomes large enough.
In this paper we present an efficient numerical strategy for the Bayesian solution
of inverse problems. We represent the random variables in the state vector with the
help of the PCE (section 2). This representation allows us to use a minimum vari-
ance estimate and to directly update the PCE coefficients of the prior state (section
3). In this updating procedure no sampling is involved at any stage. The original
Kalman filter is shown to be a special case of the new method (section 4). We
then shortly present the ensemble Kalman filter (EnKF) method (section 5) as an
2
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elder relative of our method: they mainly differ in the representation of the involved
random variables. By a small numerical example we demonstrate the capability of
the described method to update non-Gaussian quantities, after which we apply the
EnKF and the described method to the well-known Lorenz-84 model (section 7) and
compare the results. Section 8 then concludes our work.
2 Representation of Random Variables
Random variables (RVs) are usually formally defined as measurable functions r(ω)
with values in some vector space V on a finite measure space with total mass equal
to unity. The underlying probability space is given as a triplet (Ω ,A ,P), where Ω
is the set of elementary events ω ∈Ω , A a σ -algebra, and P the probability meas-
ure. In many problems the space Ω is not concretely accessible (and usually is also
not really needed, as one may work with the algebra of RVs as primitive objects,
e.g. see Segal & Kunze (1978)), so that the usual idea of a function (e.g. given as a
formula) looses much of its meaning. The representation of RVs is therefore often
strikingly different from what is used for “normal” functions. When propagating a
RV through some model, say an evolutionary differential equation, we may recog-
nise some distinctive methods tailored to its representations, which may take the
form of:
Sampling: Formally an evaluation of the RV at some — randomly or determinist-
ically — chosen points ωs ∈Ω . This concept is the simplest as it only needs
— usually very many — evaluations of the deterministic model. However,
this makes these methods computationally very costly, especially for real ap-
plications (e.g. Snyder et al. (2008)).
Distribution: This is the measure Pr on V generated by an RV r. For a measurable
subset E ⊆ V one defines Pr(E) := P(r−1(E)). This description leads to the
formulation of conservation equations for the probability, variously known as
Kolmogorov-equations, Fokker-Planck-equations, or master equations. For
larger models these methods are usually not even contemplated for practical
use due to their computational demand (Skorokhod, 1982).
Moments of r: These are the quantities M(k)r (see Appendix E). This approach
leads to — usually ever more complicated — evolutionary integro-differential
equations for the moments (Skorokhod, 1982).
Functional approximation: In recent years an alternative representation has
gained increasing momentum. The idea is to describe an RV r as a func-
tion of other — known — RVs of some simple type. A typical example is
3
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given by polynomials of normalised Gaussian RVs. This is Wiener’s poly-
nomial chaos expansion (PCE) (Wiener, 1938; Janson, 1997), also known by
a more recent name “white noise analysis” (Holden et al., 1996; Malliavin,
1997; Hida et al., 1999). In some way this representation allows the idea of
using the algebra of RVs as primitive objects, and hence it has a distinctly
functional analytic flavour (Segal & Kunze, 1978). This representation is the
basis of the estimation method described in this paper, so we present now its
basic principles.
Let {θ1(ω), ...,θk(ω), ...} be normalised (zero mean, unit variance) Gaussian
RVs (for simplicity we assume real valued scalar RVs), viewed as elements in the
space L2(Ω) with the inner product
〈θ1|θ2〉L2(Ω) = E(θ1(ω)θ2(ω)). (1)
The Gaussian random variables span a subspace
Hˆ = span{θ1(ω), ...,θk(ω), ...} ⊆ L2(Ω) (2)
which may be completed to a Hilbert subspace H of L2(Ω). Given this structure,
we may assume that the RVs {θ1(ω), ...,θk(ω), ...} are orthonormal or — in other
words — uncorrelated. This further means that they form a complete orthonor-
mal system (CONS) for H . In addition, the products of Gaussian RVs from H
are again in L2(Ω) as Gaussian RVs possess moments of all orders. The Cameron-
Martin theorem (Holden et al., 1996; Malliavin, 1997; Hida et al., 1999) then assures
us that the polynomial algebra of these RVs is dense in L2(Ω), i.e. we may write
any RV as a series of polynomials in variables fromH . A convenient choice for an
orthogonal generating set are the well-known Hermite polynomials in these Gaus-
sian RVs, given in more detail in Appendix B. Following this, we consider RVs with
values in some Hilbert vector space V with inner product 〈·|·〉V . A corresponding
inner product in L2(Ω,V ) is given by
〈r1|r2〉L2(Ω,V ) := E(〈r1(·)|r2(·)〉V ). (3)
Any RV r ∈ L2(Ω ,V ) has an expansion in Hermite polynomials — this is the PCE:
r(ω) = ∑
α∈J
rαHα(θ1(ω), ...,θk(ω), ...), (4)
whereJ :=N(N)0 is a multi-index set (see Appendix A) discriminating the polyno-
mials Hα and coefficients rα ∈ V . The sequence of coefficients (rα)α∈J — also
called the Hermite transformH (r) of the RV r, see Matthies (2007) — represents
the RV and may be computed simply by projection:
∀α ∈J : rα = E(r(·)Hα(·))/〈Hα |Hα〉. (5)
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Then, one may define the moments of RVs as it is shown in Eq. (E.1). The mean
is denoted by r¯ = M(1)r , and for the covariance between r1 and r2 we write Cr1r2 =
M(2)r1r2 (see Eq. (E.3)). Additionally, Cr1 is used as a shorthand for Cr1r1 .
For numerical computations the expansion naturally has to be truncated
to a finite total polynomial order and limited to a finite number of RVs
{θ1(ω), ...,θM(ω)}. This may be seen as a “stochastic discretisation”. The index α
now runs only in some finite setJZ ⊂J , where Z is defined by the number M of
Gaussian RVs and the maximum total order P of the polynomials as
Z = (M+P)!/(M!P!). (6)
Such a truncated expansion can be used in any model involving the RVs. This is
the “ansatz” or trial function. Due to the truncation, the model equation will not be
satisfied, but we can use the Galerkin-weighted residual idea to formulate equations
for the coefficients rα . Formally this means a projection onto the finite dimensional
subspace spanned by the Hα with α ∈JZ , by weighting the residual with some test
functions — which are often again the Hermite polynomials.
As conclusion, we may now express anything dependent on the RVs through
their Hermite transform. At the same time, for the purpose of numerical computa-
tion we may project the model onto some finite dimensional subspace, and thus give
completely deterministic equations for the coefficients of the PCE.
3 Recursive Estimation for PCE Representations
Let us consider a dynamical system in Rn whose true state at time t is described
by the vector of state variables xˆt . In addition, let ∆t be a given time step, such
that the state at time t +∆t (in notation t + 1) may be computed with the help of a
known model operator: xˆt+1 = G(xˆt). For notational simplicity let us consider the
system at a certain, fixed time t = T , which allows us to omit the time index from
the following notation.
The true state xˆ can be considered as uncertain either because of uncertainty in
the initial state, or due to uncertainty in the model G, or both. The goal of the fol-
lowing analysis is the approximate reconstruction of xˆ with respect to the previous
knowledge and some given data. We assume our prior knowledge to be destilled in
an a priori distribution with corresponding random variable x f (ω), where the sub-
script f denotes “forecast”. This information shall be combined with the data, ob-
tained by measuring the quantities y(ω) ∈ Rd , which depend linearly on the “true”
state but are disturbed by a measurement error ε (ω), i.e. additive noise:
y(ω) = Hxˆ+ ε (ω). (7)
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Here, H :Rn→Rd denotes the known linear measurement operator. Note that often
d n, so we deal with an inverse problem that is usually ill-posed in the sense of
Hadamard in the deterministic setting (Engl et al., 2000) — but see Stuart (2010) for
a mathematical analysis and proof of well-posedness in the stochastic setting. The
uncertainty in the measurement error is modelled as an RV, and hence y(ω) is an RV
as well. For simplicity we assume the measurement error to be a centred Gaussian
— the method could also deal with other measurement error distributions — so that
its description is completely given by the covariance Cε . In addition, we assume
that the measurement errors are not correlated with the state forecast, i.e. Cx f ε = 0.
The forecast measurement on the other hand is z(ω) := Hx f (ω)
We assume that all RVs involved are elements of L2(Ω), with inner product
given by Eq. (1) or Eq. (3). To obtain an improved estimator xa(ω) reflecting the
prior estimate x f (ω) as well as the measurements y(ω) (with subscript a denot-
ing “analysis” or “assimilated”), a common linear Bayesian approach is to derive a
minimum variance estimator using the projection theorem of Hilbert spaces (Luen-
berger, 1969). In the case of a linear forward model G and purely Gaussian RVs
the resulting estimator is well known as the Kalman filter — but note that in the
following, linearity of G or the assumption of Gaussian RVs is not needed.
The following theorem presents the minimum variance update when additional
data becomes available (Luenberger, 1969):
Theorem 3.1. Assume that x f (ω) is a vector valued random variable which rep-
resents an estimator for the unknown xˆ, and that a measurement y(ω) becomes
available according to Eq. (7). The orthogonal projection xa(ω) — in the inner
product from Eq. (1) or Eq. (3) and hence the best estimator in the L2(Ω) norm —
of xˆ on the subspace spanned by x f (ω) and y(ω) is given by
xa(ω) = x f (ω)+K(y(ω)− z(ω)), (8)
where K is the “Kalman gain” operator
K :=Cx f z (Cz +Cε )
−1 . (9)
If the involved RVs x f (ω), xa(ω),y(ω) and z(ω) are described via Monte Carlo
ensembles the resulting method becomes the ensemble Kalman filter (EnKF, see
section 5 and Evensen (2009a)). Here we use the PCE instead as representation for
the RVs. Namely, we “project the projection formula” Eq. (8) onto the polynomial
chaos in order to obtain directly the coefficients of the posterior PCE.
Due to the orthogonality of the polynomial chaos, one may simply project
Eq. (8) by multiplying it with each Hα , taking the expectation of the obtained equa-
tion and further dividing it by ‖Hα‖2L2(Ω) = α! such that for all α :
xαa = E(xaHα)/α! (10)
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and so on for xαf ,y
α ,zα and εα . For each α Eq. (8) leads to
xαa = x
α
f +K(y
α − zα), (11)
or in terms of the Hermite transform
H (xa) =H (x f )+K(H (y)−H (z)). (12)
The simplest representation of Eq. (11) is to collect all the column vectors xα into a
matrix, e.g. X = [...,xα , ...], and with this interpretation the full update simply reads
as
X a = X f +K(Y −Z). (13)
This is the final form of the PC updating approach developed in this paper.
4 The Kalman Filter as a Special Case
Let us remark that the term with α = 0 in Eq. (11) or Eq. (13) is the update of the
mean, thus recovering the well-known Kalman update for the mean (Luenberger,
1969). The same conclusion is reached by taking the expectation of Eq. (8). But the
previously mentioned equations also contain the Kalman update for the covariance.
For any expansion like
xa(ω) =∑
α
xαa Hα(ω), (14)
the covariance is given by (see Appendix E)
Cxa = E((xa(·)− x¯a)⊗ (xa(·)− x¯a))
= ∑
α,β>0
xαa ⊗ xβa E
(
HαHβ
)
(15)
= ∑
α>0
xαa ⊗ xαa α!,
where E
(
HαHβ
)
= δαβα! and x¯a = x0a. Employing the matrix representation as in
Eq. (13) and introducing the diagonal Gram matrix (∆ )αβ =E
(
HαHβ
)
= diag(α!),
one may rewrite Eq. (15) to
Cxa = X˜ a∆ X˜
T
a , (16)
where X˜ a is X a without the α = 0 term (the mean). Having Cx f ε = 0, we may
tensorise Eq. (13), subtract the mean values and take the expectation of the obtained
7
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equation in order to obtain the covariance:
Cxa = X˜ a∆ X˜
T
a
=
(
X˜ f +K(Y˜ − Z˜)
)
∆
(
X˜ f +K(Y˜ − Z˜)
)T
=Cx f +KCεK
T +KCzKT (17)
−Cx f zKT −KCTx f z
=Cx f +K(Cz +Cε )K
T −Cx f zKT −KCTx f z.
Using Eq. (9) one has that
Cxa =Cx f +Cx f z (Cz +Cε )
−1 CTx f z
−2Cx f z (Cz +Cε )−1 CTx f z (18)
=Cx f −Cx f z (Cz +Cε )−1 CTx f z
=Cx f −KCTx f z,
which is exactly the update for the covariance estimate from the original Kalman
filter (Luenberger, 1969).
Let us point out that in Eq. (11) or Eq. (13) the complete random variable is
updated — up to the order kept in the PCE — and not just the first two moments, as
it is usually done in the Gauss-Markov theorem — for example in the guise of the
Kalman filter (Luenberger, 1969; Jazwinski, 1970).
5 Ensemble Filter Methods
The ensemble Kalman filter can be derived in the same way as the PC updating
approach. Thus, in the following we use the same symbols and abbreviations as
in section 3. The main difference is that instead of using the Hermite transform
of the RVs x f (ω), xa(ω),y(ω), and z(ω) the variables are represented by a set of
Monte Carlo samples, here simply called “ensemble”: X f = [x f (ω1), ...,x f (ωN)],
and similarly for xa(ω),y(ω), and z(ω). Each ensemble is conveniently written in
matrix form, with one sample in each column. This is in contrast to the matrices of
PCE coefficients in Eq. (13).
Consider the ensemble X f representing the RV x f (ω). Each ensemble mem-
ber has independently been transformed through the (possibly non-linear) forward
model. The goal is, given a measurement y, to compute a new ensemble X a condi-
tioned on this measurement. Theorem 3.1 shows that applying the Kalman update
Eq. (8) to each ensemble member separately results in an ensemble which has the
required statistics.
8
http://www.digibib.tu-bs.de/?docid=00038994 01/04/2011
Conveniently, all necessary covariances to compute the Kalman update can be
approximated from the forecast ensemble. For this first centralize X f and Z :
X˜ f := X f − x¯ f 1TN
Z˜ := Z− z¯ 1TN .
Here x¯ := 1N ∑
N
i=1 x(ωi) denotes the sample mean, and 1TN represents a row vector of
1s of length N. Then one may estimate the covariances:
Cx f z ≈ X˜ f Z˜
T (19)
Cz ≈ Z˜ Z˜T . (20)
Note that all normalisation terms (N− 1)−1 from the covariance matrix estimates
may be omitted, as they will cancel out in the update.
As it is very important to treat the measurement y as a random variable (shown in
Burgers et al. (1998), but also clear from Eq. (8)), we form a measurement ensemble
Y by sampling the measurement RV y(ω). This RV is typically assumed to be
Gaussian with covariance matrix Cε and mean y
∀i = 1, ...,N : yi ∼N (y,Cε ). (21)
We can now write the EnKF update equation as a special case of Eq. (8) as
X a = X f +K(Y −Z), (22)
where K is again the Kalman gain defined in Eq. (9).
5.1 Implementation Details
Eq. (22) can be implemented almost directly: inserting Eq. (9) into Eq. (22) gives
X a = X f +Cx f z
=:A︷ ︸︸ ︷
(Cz +Cε )−1(Y −Z) . (23)
There are mainly three important points to consider: for numerical stability one
should not solve the set of normal equations A = (Cz +Cε )−1(Y −Z) straightfor-
wardly. Due to possible ill conditioning, it is best solved by pseudo inversion, de-
noted by (·)†, using a singular value decomposition (SVD) (e.g. Evensen (2009a)).
For this, we replace Cε with the ensemble estimate Cy . This is an acceptable ap-
proximation (see Evensen (2003), his section 3.4.3), which comes in handy now:
9
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(Cz +Cy)
† =
(
Z˜ Z˜T + Y˜ Y˜ T
)†
(24)
which is, taking into account that Z˜Y˜ T ≡ 0 and Y˜ Z˜T ≡ 0,
=
((
Z˜ + Y˜
)(
Z˜ + Y˜
)T)†
, (25)
with the SVD of one factor being
UΣV T = Z˜ + Y˜ . (26)
Assume the singular values in the diagonal matrix Σ arranged descending by size.
Inserting Eq. (26) into Eq. (25) one obtains((
Z˜ + Y˜
)(
Z˜ + Y˜
)T)†
=
(
UΣΣ TU T
)†
(27)
=
(
UΣ †Σ †TU T
)
, (28)
where Σ † is the pseudo-inverse of Σ , a diagonal matrix with the inverse of the
largest singular values from Σ . Below a certain threshold in Σ the corresponding
elements in Σ † are set to zero (Golub & van Loan, 1996). Note that the same
solution procedure is used in the PCE-based update Eq. (13).
The second important point is that for the pseudo-inversion to work correctly, all
components of the RVs y(ω) and z(ω) have to be on the same scale. Otherwise, in
the pseudo-inversion, the singular vectors of small scale measurements are system-
atically associated with small singular values — which obviously are more easily
truncated. Thus it could introduce a bias in the update towards large scale measure-
ments. This can be easily fixed by scaling the RVs with the assumed measurement
standard deviation, thus making them non-dimensional.
The third important point is that we use second order exact sampling in any
case where a random number ensemble Ξ of size N is drawn from an n-dimensional
standard normal distribution N (0, In). This may be achieved by subtracting an
eventual mean
Ξ := Ξ− ξ¯ 1TN
and correcting the standard deviation of every row j = 1..n
∀ j : (Ξ) j := (Ξ) j ·
(√
var((Ξ) j)
)−1
of the sample (Evensen, 2004).
10
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6 The Lorenz-84 Model
For the numerical evaluation of the estimation method described in section 3, we
consider the well-known “Lorenz-84” model (Lorenz, 1984, 2005). It is described
by a set of three state variables x = (x,y,z)T . There x represents a symmetric, glob-
ally averaged westerly wind current, whereas y and z represent the cosine and sine
phases of a chain of superposed large-scale eddies transporting heat polewards. The
state evolution of this model, x˙ = dxdt = f (x); x(0)= x0, is described by the following
set of ordinary differential equations (ODEs):
dx
dt
= −ax− y2− z2+aF1
dy
dt
= −y+ xy−bxz+F2 (29)
dz
dt
= −z− xz+bxy,
where F1 and F2 represent known thermal forcings, and a and b are fixed constants.
Given some values for the initial conditions x0 = (x0,y0,z0)T , this system can be
integrated forward in time using, for example, a Runge-Kutta (RK) scheme, as it
was done in (Lorenz, 2005; Shen et al., 2010).
The Lorenz-84 model shows chaotic behaviour and is very sensitive to the initial
conditions. For this reason we model these as independent Gaussian RVs:
x0(ω) ∼ N (x0,σ1)
y0(ω) ∼ N (y0,σ2) (30)
z0(ω) ∼ N (z0,σ3).
Due to the appearance of RVs, the deterministic model Eq. (29) turns into a
system of stochastic differential equations (SDEs, Øksendal (1998)), x˙(ω) =
f (x(ω)); x(0,ω) = x0(ω), with
dx(ω)
dt
= −ax(ω)− y(ω)2− z(ω)2+aF1
dy(ω)
dt
= −y(ω)+ x(ω)y(ω) (31)
−bx(ω)z(ω)+F2
dz(ω)
dt
= −z(ω)− x(ω)z(ω)+bx(ω)y(ω),
which needs to be integrated in time to obtain the evolution of the stochastic state
vector x(ω) = (x(ω),y(ω),z(ω))T . To be able to do so one has to choose a repres-
entation for the involved RVs.
11
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6.1 Representation by an Ensemble
As mentioned in section 2, one can represent the RVs by Monte Carlo sampling.
To approximately solve the SDEs Eq. (31), each of the samples of the initial condi-
tions can be independently integrated forward in time using the deterministic set of
ODEs in Eq. (29). At any time t, the set of samples may be used to approximately
calculate any statistics for the RVs x(ω). As this is precisely what ensemble filter
methods like the EnKF need, we use the representation by Monte Carlo samples
when applying those.
6.2 Representation by PCE
On the other hand, following (Shen et al., 2010) and the mathematical formulation
given in section 2, we may readily use the PCE (see Eq. (4) and Eq. (14)) in order
to represent the RVs:
x(ω) = ∑
α∈J
xαHα(θ(ω)). (32)
For x(ω) = (x(ω),y(ω),z(ω))T denote the Hermite transform of x(ω) by ξ :=
(xα)α∈J = H (x(ω)) (see Appendix D), and similarly by η := (yα)α∈J and
ζ := (zα)α∈J the transforms of the y(ω) and z(ω) components. The stochastic
evolution equation Eq. (31) can then be written in terms of these Hermite trans-
forms.
For computational purposes we have to truncate the Hermite transform, as ex-
plained in section 2. Thus, we replace the variables by the approximations ξ̂ ,
η̂ , and ζ̂ , where ̂ denotes the projection on the finite subspace generated by
{Hα |α ∈JZ}. For simplicity we use the same finite subspace for x(ω), y(ω)
and z(ω). Of course, now Eq. (31) cannot be satisfied anymore, e.g. the result of
a product of two truncated PCEs Q2(ξ̂ , ζ̂ ) does not necessarily lie in the subspace
anymore. To solve this problem we simply do a Galerkin projection onto above sub-
space. The final result is then the stochastic evolution equation Eq. (31) projected
onto the subspace:
dξ̂
dt
= −aξ̂ − Q̂2(η̂ , η̂)− Q̂2(ζ̂ , ζ̂ )+aF1e0
dη̂
dt
= −η̂+ Q̂2(ξ̂ , η̂)−b Q̂2(ξ̂ , ζ̂ )+F2e0 (33)
dζ̂
dt
= −ζ̂ − Q̂2(ξ̂ , ζ̂ )+b Q̂2(ξ̂ , η̂),
where e0 := (δ0α)α∈JZ = (1,0,0, ...). The terms Q̂2(·, ·) denote the trun-
cated/projected PCE of the Hermite transform of the product of two RVs, which
12
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may be computed analytically from the PCEs of the RVs (see Appendix D for de-
tails). Now one may integrate Eq. (33) in the same way as in the deterministic case
by a RK scheme, for example.
7 Numerical Experiments
We would like to point out that it is our goal to find efficient methods which are
able to reliably represent a practitioners “state of information”, given all available
data (Tarantola, 2004). Following this, in the subsequent numerical experiments
we aim to assess and compare the combined uncertainty quantification and state
estimation capabilities of the methods. Thus we cannot simply evaluate how closely
some specific functional of the RV representation of a method — e.g. the mean
or median — resembles the “truth”. We have to evaluate and compare the variance
that is captured by the different methods — especially in the presence of a non-linear
model like Lorenz-84.
7.1 Bimodal Identification
First we would like to show that with the PC updating method it is quite easy to
treat non-Gaussian RVs in the update. For this, one has to include non-zero higher
order terms into the PCE representing the measurement, Y , and include this into the
computation of the Kalman gain Eq. (9) and the update Eq. (13).
There are two possibilities to obtain these higher order terms: either one assumes
a likelihood and sets the PCE coefficients accordingly (as done with the Gaussian
likelihood for the subsequent Lorenz-84 example), or one makes repeated meas-
urements of the “truth” and computes a PCE directly from them — “sampling the
truth”, so to say.
We demonstrate the second variant using a simple example. We create a PCE of
a bi-modal, stationary, scalar “truth” (for simplicity there is no dynamic model in-
volved in this experiment). We assume that we can make repeated measurements of
this “truth” which are disturbed by Gaussian noise. For the prior we take, assuming
to lack better knowledge, a Gaussian distribution with a large variance and mean
zero.
In Fig. 1 – 3 some results of this experiment are shown. The continuous prob-
ability density function (pdf) estimates have been obtained by applying a kernel
density technique (Botev et al., 2010) to a random sample of the RV. Remember
from Eq. (4) that the arguments of the PCE are uncorrelated, standard normal RVs
{θ1, ...,θM} — which are easy to sample. By inserting one such sample into the
PCE, we obtain a sample of the RV represented by the PCE. Sampling the PCE is
13
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Figure 1: Bi-modal identification experiment after 1 update. Here are shown the res-
ults for different amounts of measurements used to determine the PCE coefficients
Y . First, we use 10 measurements (a), then 100 (b) and finally 1000 (c). The plot
contains the truth, the prior and the posterior, as well as the last used measurement
as an example.
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Figure 2: Bi-modal identification experiment after 10 updates (for details see Fig. 1).
computationally rather cheap as it only involves the repeated evaluation of polyno-
mials. However, the sampling is not part of the updating method and only needed to
show the results. The same method is used throughout the paper to obtain continu-
ous pdf estimates.
Going back to Fig. 1 one may see that after a single update the prior significantly
dominates the posterior in all cases — as it is expected. But after just 10 updates, one
may see in Fig. 2 that the posterior already has some resemblance of the “truth” in all
cases. The quality, of course, improves with an increased amount of measurements
used to determine Y . After 100 updates, we can see in Fig. 3 that the posterior quite
significantly resembles the “truth” for 100 and 1000 measurements.
However, it is interesting to see that the posterior in the top plot of Fig. 3 is
clearly worse than the corresponding one in Fig. 2 — despite of the tenfold increase
in total measurements. Hence we can conclude that there is a trade-off involved
where to “spend” the available measurements: on one hand, we have to use some
updates to suppress the strong influence of the prior — but on the other hand we
should use as many measurements as possible to determine the coefficients Y exactly
enough.
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Figure 3: Bi-modal identification experiment after 100 updates (for details see
Fig. 1).
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7.2 The Lorenz-84 Model
We now apply the PC updating method to a dynamic identification experiment,
where it is compared to an ensemble assimilation method. Note that it is currently
not clear whether EnKF with perturbed observations or EnSRF with so-called “ran-
dom rotations” is better suited for the assimilation of data into a non-linear model
such as the Lorenz-84 model described in the previous section (Evensen, 2009b).
For this study we choose the EnKF with perturbed observations, as described in
section 5.
In this numerical experiment the Lorenz-84 system is used in a hidden Markov
model setting (see, e.g., Ephraim & Merhav (2002)) as described in section 3. The
initial condition of the “unknown truth” is xˆ = (1.0,0.0,−0.75)T , the thermal for-
cings are set to F1 = 8.0 and F2 = 1.23, and the parameters are set to a = 0.25 and
b = 4.0 (values taken from Lorenz (2005)). Let us point out that F1,F2,a, and b are
assumed to be known exactly and are used in the forward integration of the “truth”
and of the estimates. The noisy measurements of the “truth” are simulated by tak-
ing the full state vector (thus in this case H = I3) and adding samples of zero-mean
Gaussian noise with known covariance Cε = σ2I3
y(ω) = Hxˆ+N (0,Cε ). (34)
The measurement standard deviation is chosen to be σ := 0.1, which is approxim-
ately 2.5% – 3% of the maximum absolute values that the Lorenz-84 model takes.
The initial conditions are chosen as x0 = y0 = z0 = 0.0 and σ1 = σ2 = σ3 = 1.0
in Eq. (30), starting off with a fairly large initial uncertainty. We use the common
choice of integration method for Lorenz-84, a Runge-Kutta scheme of order 4 with
a time step of ∆t = 0.05, which corresponds to 6 hours in the model time scale (Shen
et al., 2010; Lorenz, 2005).
7.2.1 Assimilation Example
In Fig. 4 a short integration and assimilation example of the PC updating method
applied to Lorenz-84, using a PCE of order 3 as was used in Shen et al. (2010), is
shown. The plot contains the “truth”, as well as some percentiles pc := inf{x ∈ R :
Pr.(x)≥ c/100} estimated from the PCE using sampling. Every 10 days a measure-
ment is assimilated, until day 90. In Fig. 4, one can see how the initial uncertainty is
non-linearly transformed until day 10, where the first correction takes place. After
three assimilations, the “truth” is quite well followed by p50 until day 50, where
an outlier measurement or a highly unstable regime of Lorenz-84 makes p50 divert
from the truth. However, note that the “truth” is still quite well embedded between
p5 and p95. After the measurements at day 60 and 70, the “truth” is tracked quite
well again by p50 and the uncertainty reduces.
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From this experiment one may learn how the method is working in principle,
and that it is able to represent and update skewed distributions: this can be seen by
looking at the sometimes quite asymmetric structure of the symmetrically chosen
percentiles before and also after the updates.
7.2.2 Percentile Estimation
Here it is investigated how different percentile estimates of the PC updating method
compare to an EnKF by the following experimental setup: the previously mentioned
initial conditions are integrated for 10 days before the first update to allow for some
non-linear mixing. Then, starting at t = 10 days, updates with noisy measurements
are performed every 2 days, until a total integration of 190 days has occurred (so
the data assimilation runs for 180 days). We compute statistics of our results over
1000 runs of the same experiment in order to assess effects that come from the
specific values of the simulated measurement error in Eq. (34). The pseudo random
number generators used to generate the measurement noise, as well as the initial and
measurement ensemble for the EnKF, are initialized differently for each of these
runs, of course.
Fig. 5 shows a comparison of the PC updating method to the EnKF. We show the
“truth” and the mean of some percentiles estimated from the PCE, as well as from
the EnKF-ensemble. For the EnKF we chose an ensemble size of 20 because the
forward simulation of 20 ensemble members using Eq. (29) has a similar computa-
tional load as the stochastic forward simulation using Eq. (33), as the PCE of order
3 in 3 independent RVs has 20 terms (see Eq. (6)). However, the plots for ensemble
sizes of, e.g., 40 and 80 do not differ noticeably. On the plot one can see that after
some updating, the p50 estimates quite closely follow the truth for both methods.
The p25 and p75 estimates encompass the truth, though we see some minor mis-
judgements of the EnKF around t = 120, t = 160, and t = 180. Note that the EnKF
generally estimates a lower variance than PC updating, as can be clearly seen when
comparing the p5 and p95 estimates. The minor misjudgements of the EnKF as well
as the lower estimated variance suggest that an ensemble of size 20 is not sufficient
to capture the uncertainty involved in this experimental setup — the p50 estimate
may quite well resemble the truth, though.
7.2.3 Variance Estimation
In this experiment we compare the mean of the relative variance estimated from
the PCE and the EnKF across different PCE orders P = 1,2,3 and ensemble sizes
N = 20,40,320. The mean has been computed from 1000 repetitions of the same
experiment, like before. For comparison the variance of the p50 estimate is included
in all plots. It has been computed from the same 1000 repetitions. All estimates
19
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Figure 6: Comparison of the relative variance estimation of the PC updating method
for different orders of the PCE. Here it is plotted, only for the first dimension x of the
model, the relative mean variance of the PCE, which has been computed from 1000
random repetitions of the same experiment. It is compared to the relative variance
of the p50 estimate, which has been computed from the same 1000 repetitions. The
p50 estimate is obtained from the PCE using sampling. Everything is plotted relative
to the mean variance computed from 1000 repetitions of the same experiment using
EnKF and an ensemble size of 10000.
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Figure 7: Comparison of the relative variance estimation of the EnKF for different
ensemble sizes. Here it is plotted, only for the first dimension x of the model,
the relative mean variance of the ensemble, which has been computed from 1000
random repetitions of the same experiment. It is compared to the relative variance
of the p50 estimate, which has been computed from the same 1000 repetitions. The
p50 estimate is obtained directly from the ensemble. Everything is plotted relative
to the mean variance computed from 1000 repetitions of the same experiment using
EnKF and an ensemble size of 10000.
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in this experiment are plotted relative to a reference variance obtained from 1000
repetitions of an EnKF run with 10000 ensemble members. This we consider “large
enough”, as the variance estimates obtained from the same experimental setup, but
with “just” 640 ensemble members, are almost the same.
One may see in Fig. 6 (a) that for polynomial order 1, PC updating is unable to
maintain a stable p50 estimate — it even goes out of the plotted scale. This is to
be expected, as the PCE has only 4 terms (see Eq. (6)) and not enough variance is
captured. The variance estimate is also quite unstable and is occasionally two orders
of magnitude smaller than the reference variance. For polynomial order 2, shown in
Fig. 6 (b), the estimated variance is not much different, except for the time interval
t ∈ [120,170] days. The variance of the p50 estimate is significantly reduced and
comes much closer to the estimated variance. Thus, the results for polynomial order
2 are better than for 1 but not what one would call reliable. However, already for
polynomial order 3, shown in Fig. 6 (c), the variance estimate is significantly higher,
more stable, and much closer to the reference variance estimate. Additionally, the
variance of the p50 is almost never underestimated.
To compare these results with the EnKF, Fig. 7 shows the same plots as Fig. 6 for
selected ensemble sizes. In Fig. 7 (a) one may see the often mentioned behaviour of
the EnKF to underestimate the variance after some updating: for 20 ensemble mem-
bers the variance of the p50 estimate is quite well estimated up to 40 days, where
it starts to drop. Remember that Fig. 7 (a) loosely corresponds to Fig. 6 (c) from a
computational load perspective. There, the variance is not dropping after some time
and is generally larger than for the EnKF. Even quadrupling the ensemble size to
80, shown in plot Fig. 7 (b), does not change the variance estimate significantly. In-
terestingly, the variance of the p50 estimate drops to almost precisely the estimated
variance over the whole assimilation period. Finally, Fig. 7 (c) shows a “huge” en-
semble of 320, where we can see the start of the convergence to the 10000 ensemble
member run. The variance is still consistently underestimated, but much less than
in the other cases. Additionally, the variance of the p50 estimate drops consistently
below the mean variance estimate.
Comparing Fig. 6 (c) with the other plots in Fig. 6 and Fig. 7, we can see that
the PC updating estimates a variance that is closer to the 10000-member EnKF run
than all other experiments — except the “huge” 320-member EnKF run, which is,
of course, to be expected. Over most of the assimilation period it is even quite
consistently larger than the reference variance. This may be a result of the fact
that the PC updating, due to the orthogonality of the involved expansion, is more
easily able to handle non-Gaussian RVs. The EnKF ensemble is not orthogonal
— though some promising approaches have been made in, for example, Evensen
(2004) — and the initial span is even getting smaller during the forward integration
and updating as the ensemble members become more and more dependent (e.g. see
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Figure 8: Probability density estimates for the first PC update at t = 10 days of the
first dimension x of Lorenz-84. The dashed, black line is the prior; the solid, red
line is the posterior; the blue × symbol is the value of the truth; the green + symbol
is the value of the noisy measurement.
Houtekamer & Mitchell (2001)). Thus, the EnKF needs a comparably large amount
of ensemble members to span and maintain spanning the same subspace as PC up-
dating. There, no special steps to maintain orthogonality have to be taken as it is
inherent to the method. Following this argumentation, the updating and mainten-
ance of non-Gaussian RVs in the context of the Lorenz-84 model is investigated
next.
However, it is important to point out that the reference of a set of EnKF runs
with 10000 ensemble members is not representing “the best we can do” in terms
of Bayesian updating, so it is not possible to say which method is “better” by this
direct comparison. All that can be done is to point out differences.
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Figure 9: Probability density estimates for the first EnKF update at t = 10 days of
the first dimension x of Lorenz-84 (legend: see Fig. 8).
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Figure 10: Probability density estimates for the last PC update at t = 188 days of
the first dimension x of Lorenz-84 (legend: see Fig. 8).
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Figure 11: Probability density estimates for the last EnKF update at t = 188 days of
the first dimension x of Lorenz-84 (legend: see Fig. 8).
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Figure 12: Probability density estimates for the PC update at t = 110 days of the
first dimension x of Lorenz-84, with a lower assimilation frequency (legend: see
Fig. 8).
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Figure 13: Probability density estimates for the EnKF update at t = 110 days of the
first dimension x of Lorenz-84, with a lower assimilation frequency (legend: see
Fig. 8).
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7.2.4 Probability Densities and Updates
Figs. 8 – 11 show pdf estimates for the prior and posterior for both the PC updating
method and the EnKF, across different polynomial orders/ ensemble sizes, respect-
ively. For the PCE we have again used Monte Carlo sampling to obtain a continuous
estimate of the pdf; for the EnKF, the ensemble itself is the required sample which is
used in the mentioned kernel density estimation technique. Note that for this exper-
iment we change the initial conditions to σ1 = σ2 = σ3 = 0.5 in Eq. (30) so that the
prior in Fig. 8 and Fig. 9 is a bit more pronounced. Note that we perform exactly the
same assimilation experiment for both methods, including the specific samples used
to disturb the measurements of the truth. Thus, the plots may be directly compared.
In Fig. 8 and Fig. 9 we compare the pdfs for t = 10 days, which is the first
update. For the PCE representation in Fig. 8, we can see how the prior obtained
from integrating the initial conditions for 10 days is quite skewed for polynomial
orders 2 and 3. This is to be expected as a PCE of total polynomial order 1 can only
represent multivariate Gaussian RVs. For the ensemble representation in Fig. 9, the
prior is quite symmetric for 50 ensemble members. For 100 and 1000 members
we can see a slighly skewed structure — it is not as pronounced as for the PCE
representation with polynomial order 2 or 3, though, and looks more like the one
obtained from a polynomial order of 1. The update for both the EnKF and the PC
updating is, as expected, moving the mean and reducing the variance. However, the
PC updating of orders 2 and 3 is clearly able to retain the skewed structure of the
prior. One can also see the convergence of the PCE: with increasing polynomial
order more and more details are added. The posterior of the EnKF, on the other
hand, looks quite Gaussian, even for an ensemble size of 1000.
At the end of the assimilation period, at t = 188 days, one can see in Fig. 10
and Fig. 11 that both methods have almost lost all non-Gaussian structure. Both the
prior and the posterior are more or less Gaussian — only for polynomial orders 2
and 3, as well as the ensemble of size 1000, one may percieve a slight skewness. For
polynomial order P = 1 we can see that the RV has effectively converged to a Dirac
delta — which suggests that all variance has been lost and the polynomial order is
clearly not sufficient for this experimental setup. However, this loss of non-Gaussian
structure may be due to the amount and frequency of Gaussian measurements which
have been assimilated into the model.
To investigate the non-Gaussian updating a bit closer we ran the same exper-
iment with a decreased assimilation frequency: data is assimilated only every 10
days, starting at day 10. This results in a longer non-linear mixing between the
updates and thus should create pdfs which are more non-Gaussian. The rest of the
experiment stays the same. In Fig. 12 and Fig. 13 one may clearly see how the
PC updating method retains the non-Gaussian structure of the prior when doing the
update, whereas the EnKF eliminates most of it even for a quite large ensemble of
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size 1000, where the prior is clearly non-Gaussian. Thus, from an uncertainty quan-
tification perspective, the PC updating analysis contains more information, hinting
at possible advantages of this method. Whether the PCE-based method is in some
sense superior to the EnKF or not cannot be judged conclusively from this simple
experiment, though, and requires further investigation.
Remark Most of the computation operations done in the update procedure are
based on standard matrix algebra (BLAS, LAPACK packages). However, in order
to speed-up certain computations we have used a tensorial algebra as it is provided
in Bader & Kolda (2006).
8 Conclusions
We have developed a method which combines Bayesian updating of uncertainty
with the representation of random variables by PCE. The resulting update equation
is fully deterministic and thus does not involve any sampling error, as opposed to
Monte Carlo methods. However, it involves a truncation error from the truncated
PC expansion. The original Kalman filter has been shown to be a low order special
case of the new method. The presented method has been employed for the identific-
ation of a bi-modal truth. In an additional experiment, the PC updating method has
been applied to the recursive identification of uncertain initial values for a chaotic
dynamic system, the Lorenz-84 model. On this example it has been compared to a
related sequential Monte Carlo technique, the ensemble Kalman filter. Differences
and similarities have been pointed out.
The method has shown some appealing mathematical properties, as well as ex-
perimental capabilities. It is a promising combination of Bayesian inversion and
uncertainty quantification techniques based on the PCE. By numerical experiments
we have shown that it is able to handle RVs which have a skewed or even bimodal
distribution. However, the update equation is simple and, as the necessary covari-
ance estimates can be directly computed from the PC representation, quite efficient.
As the method does not involve any closure assumptions besides the PCE truncation,
it is easily applicable to non-linear systems.
It is clear that there are still some problems to solve on the path towards real
applications, e.g., to complex geophysical systems. But there is one more thing to
consider: the method is fully deterministic, which brings applications in areas into
reach which have strong security restrictions or severe real time requirements. There
sequential Monte Carlo methods, but also linearity and/or Gaussian assumptions of
the original (extended) Kalman filter, may be inadequate.
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The following appendices collect some basic properties of the polynomial chaos
expansion (PCE), the connected Hermite algebra, and the use of the Hermite trans-
form.
A Multi-Indices
In the PCE formulation, the need for multi-indices of arbitrary length arises. Form-
ally they may be defined by
α = (α1, . . . ,α j, . . .) ∈J := N(N)0 , (A.1)
which are sequences of non-negative integers, only finitely many of which are non-
zero. As by definition 0! := 1, the following expressions are well defined:
|α| :=
∞
∑
j=1
α j,
α! :=
∞
∏
j=1
α j!, (A.2)
`(α) := max{ j ∈ N |α j > 0}.
B Hermite Polynomials
As there are different ways to define — and to normalise — the Hermite polynomi-
als, a specific way has to be chosen. In applications with probability theory it seems
most advantageous to use the following definition (Hida et al., 1999; Holden et al.,
1996; Janson, 1997; Malliavin, 1997):
hk(t) := (−1)ket2/2
(
d
dt
)k
e−t
2/2; ∀t ∈ R, k ∈ N0, (B.1)
where the coefficient of the highest power of t — which is tk for hk — is equal to
unity.
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The first five polynomials are
h0(t) = 1, h1(t) = t, h2(t) = t2−1,
h3(t) = t3−3t, h4(t) = t4−6t2+3,
and the recursion relation for these polynomials is
hk+1(t) = t hk(t)− k hk−1(t); k ∈ N. (B.2)
These are orthogonal polynomials w.r.t. the standard Gaussian probability meas-
ure Γ, where Γ(dt) = (2pi)−1/2e−t2/2 dt — the set {hk(t)/
√
k! |k ∈ N0} forms a
complete orthonormal system (CONS) in L2(R,Γ) — as the Hermite polynomials
satisfy ∫ ∞
−∞
hm(t)hn(t)Γ(dt) = n!δnm. (B.3)
Multi-variate Hermite polynomials will be defined right away for an infinite
number of variables, i.e. for t = (t1, t2, . . . , t j, . . .) ∈ RN, the space of all sequences.
This uses the multi-indices defined in Appendix A: For α = (α1, . . . ,α j, . . .) ∈J
remember that except for a finite number all other α j are zero; hence in the definition
of the multi-variate Hermite polynomial
Hα(t) :=
∞
∏
j=1
hα j(t j); ∀t ∈ RN, α ∈J , (B.4)
except for finitely many factors all others are h0, which equals unity, and the infinite
product is really a finite one and well defined.
The space RN can be equipped with a Gaussian (product) measure (Hida et al.,
1999; Holden et al., 1996; Janson, 1997; Malliavin, 1997), again denoted by Γ. Then
the set {Hα(t)/
√
α! | α ∈J } is a CONS in L2(RN,Γ) as the multivariate Hermite
polynomials satisfy ∫
RN
Hα(t)Hβ (t)Γ(dt) = α!δαβ , (B.5)
where the Kronecker symbol is extended to δαβ = 1 in case α = β and zero other-
wise.
C The Hermite Algebra
Consider first the usual univariate Hermite polynomials {hk} as defined in Appendix
B, Eq. (B.1). As the univariate Hermite polynomials are a linear basis for the
polynomial algebra, i.e. every polynomial can be written as linear combination of
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Hermite polynomials, this is also the case for the product of two Hermite polyno-
mials hkh`, which is clearly also a polynomial:
hk(t)h`(t) =
k+`
∑
n=|k−`|
c(n)k` hn(t) (C.1)
The coefficients are only non-zero for integer g = (k+ `+ n)/2 ∈ N and if g ≥
k∧g≥ `∧g≥ n (Malliavin, 1997). They can be explicitly given
c(n)k` =
k!`!
(g− k)!(g− `)!(g−n)! , (C.2)
and are called the structure constants of the univariate Hermite algebra.
For the multivariate Hermite algebra, analogous statements hold Malliavin
(1997):
Hα(t)Hβ (t) =∑
γ
cγαβHγ(t). (C.3)
with the multivariate structure constants
cγαβ =
∞
∏
j=1
c
γ j
α jβ j
, (C.4)
defined in terms of the univariate structure constants Eq. (C.2).
From this it is easy to see that
E
(
HαHβHγ
)
= E
(
Hγ∑
ε
cεαβHε
)
= cγαβ γ!. (C.5)
Products of more than two Hermite polynomials may be computed recursively,
we here look at triple products as an example, using Eq. (C.3):
HαHβHδ =
(
∑
γ
cγαβHγ
)
Hδ
=∑
ε
(
∑
γ
cεγδ c
γ
αβ
)
Hε . (C.6)
D The Hermite Transform
A variant of the Hermite transform maps a random variable onto the set of expansion
coefficients of the PCE (Holden et al., 1996). Any random variable r ∈ L2(Ω) which
may be represented with a PCE
r(ω) = ∑
α∈J
rαHα(θ(ω)) (D.1)
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is mapped onto
H (r) := (rα)α∈J =: (r) ∈ RJ . (D.2)
This way r¯ := E(r) = r0 andH (r¯) = (r0,0,0, ...), as well as r˜(ω) := r(ω)− r¯ and
H (r˜) = (0,(rα)α∈J ,α>0).
These sequences may be seen also as the coefficients of power series in infinitely
many complex variables z ∈ CN, namely by
∑
α∈J
rαzα ,
where zα :=∏ j z
α j
j . This is the original definition of the Hermite transform (Holden
et al., 1996).
It can be used to easily compute the Hermite transform of the ordinary product
like in Eq. (C.3), as
H (HαHβ ) = (c
γ
αβ )γ∈J . (D.3)
With the structure constants Eq. (C.4) one defines the matrices Qγ2 := (c
γ
αβ ) with
indices α and β . With this notation the Hermite transform of the product of two
random variables r1(ω) = ∑α∈J rα1 Hα(θ) and r2(ω) = ∑β∈J r
β
2 Hβ (θ) is
H (r1r2) =
(
(r1)Q
γ
2(r2)
T )
)
γ∈J . (D.4)
Each coefficient is a bilinear form in the coefficient sequences of the factors, and the
collection of all those bilinear forms Q2 = (Q
γ
2)γ∈J is a bilinear mapping that maps
the coefficient sequences of r1 and r2 into the coefficient sequence of the product
H (r1r2) =: Q2((r1),(r2))
= Q2 (H (r1),H (r2)) . (D.5)
Products of more than two random variables may now be defined recursively
through the use of associativity. e.g. r1r2r3r4 = (((r1r2)r3)r4):
∀k > 2 : H
(
k
∏
j=1
r j
)
:= Qk((r1),(r2), . . . ,(rk)) :=
Qk−1(Q2((r1),(r2)),(r3) . . . ,(rk)). (D.6)
Each Qk is again composed of a sequence of k-linear forms {Qγk}γ∈J , which define
each coefficient of the Hermite transform of the k-fold product.
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E Higher Order Moments
Consider RVs r j(ω) = ∑α∈J rαj Hα(θ(ω)) with values in a vector space V , then
r¯ j, r˜ j(ω), as well as rαj are in V . Any moment may be easily computed knowing
the PCE. The k-th centred moment is defined as
Mkr1...rk = E
(
⊗kj=1r˜ j
)
, (E.1)
a tensor of order k. Thus it may be expressed via the PCE as
Mkr1...rk = ∑
γ1,...,γk 6=0
E
(
k
∏
j=1
Hγ j(θ)
)
⊗km=1 rγ
m
m , (E.2)
and in particular:
Cr1r2 = M
2
r1r2 = E(r1⊗ r2)
= ∑
γ,β>0
E
(
HγHβ
)
rγ1⊗ rβ2 (E.3)
= ∑
γ>0
γ!rγ1⊗ rγ2,
as E
(
HγHβ
)
= δγβ γ!. The expected values of the products of Hermite polynomials
in Eq. (E.2) may be computed analytically, by using the formulas from Appendix
C.
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