Abstract-This paper presents a novel ultrawideband wireless spread spectrum millimeter-wave (mmWave) channel sounder that supports both a wideband sliding correlator mode and a realtime spread spectrum mode, also known as wideband correlation or direct correlation. Both channel sounder modes are capable of absolute propagation delay (time of flight) measurements with up to 1 GHz of radio frequency null-to-null bandwidth, and can measure multipath with a 2-ns time resolution. The sliding correlator configuration facilitates long-distance measurements with angular spread and delay spread for up to 185 dB of maximum measurable path loss. The real-time spread spectrum mode is shown to support short-range, small-scale temporal, and Doppler measurements (minimum snapshot sampling interval of 32.753 µs) with a substantial dynamic fading range of 40 dB for human blockage and dynamic urban scenarios. The channel sounder uses field programmable gate arrays, analog-to-digital converters, digital-to-analog converters, and low-phase-noise rubidium standard references for frequency/time synchronization and absolute time delay measurements. Using propagation theory, several methods are presented here to calibrate and verify the accuracy of the channel sounder, and an improved diffraction model for human blockage, based on the METIS model but now including directional antenna gains, is developed from measurements using the channel sounder. The mmWave channel sounder described here may be used for accurate spatial and temporal raytracing calibration, to identify individual multipath components, to measure antenna patterns, for constructing spatial profiles of mmWave channels, and for developing statistical channel impulse response models in time and space.
I. INTRODUCTION
C HANNEL sounders enable propagation measurements at new frequencies and bandwidths for novel use cases and are a vital tool for generating knowledge to accurately characterize wireless channels. The expanding use of wireless devices and data-driven applications have motivated the use of wider bandwidths and frequencies above 6 GHz [1] , [2] . It is worth noting that governmental entities, such as the Federal Communications Commission (FCC) in the United States, are now contemplating massive spectrum allocations in the mmWave bands for future mobile services (the FCC has authorized ∼29 GHz of spectrum at frequencies above 24 GHz [3] ). These higher frequencies provide much wider channel bandwidths than current cellular systems, and early work shows that mmWave bands will be viable for mobile, backhaul, and indoor wireless communications [2] , [4] - [9] .
Channel models for 3G and 4G / LTE cellular systems for frequencies below 6 GHz were created in part by channel sounding measurements contributed to the WINNER II and 3rd Generation Partnership Project (3GPP) global standard initiatives [10] , [11] . New air-interface designs, networks, and carrier deployments at mmWave bands will rely on statistical channel models that faithfully characterize wireless channels at the higher mmWave frequencies in various environments, and thus new wideband channel sounding systems to measure the mmWave bands are needed [2] . This paper describes a versatile ultrawideband (UWB) channel sounder for mmWave frequencies that can be configured for either a sliding correlation or real-time spread spectrum mode. The sliding correlation mode can measure received power, power delay profiles (PDPs), angular spreads, and temporal delay spreads for transmitter-receiver (T-R) separation distances beyond 200 m in dense urban areas while using less than 1 Watt (W) of transmit power, providing up to 185 dB of measurable path loss. The real-time spread spectrum mode measures short-range dynamic channel impulse responses (CIRs) with Doppler and fading sampling intervals as small as 32.753 microseconds (μs). The channel sounder uses interchangeable up-and downconverters with rotatable, directional horn antennas for various mmWave bands and uses a standard intermediate frequency (IF) from 5-6 GHz, with more than 1 GHz of RF bandwidth. A calibration method is presented for recording absolute propagation delay, which can be used for synthesizing omnidirectional PDPs and measuring the spatial and temporal impulse response when using narrowbeam directive antennas. The channel sounder is verified using two procedures based on theoretical free space path loss (FSPL) and the speed of light.
This paper is organized into eight sections. Section II provides a survey of centimeter-wave (cmWave) and mmWave channel sounders in the literature and describes traditional methods for sub-6 GHz channel sounding, and limitations, requirements, and common methods for mmWave channel sounding. The novel mmWave channel sounder transmitter (TX) and receiver (RX) architectures are presented in Section III. The acquisition software methodology is explained in Section IV, and frequency/time synchronization and absolute propagation delay calibration are detailed in Section V. A FSPL test and multipath component (MPC) calibration procedure for verifying the channel sounder repeatability and accuracy and for measuring antenna patterns are given in Section VI. Short-range human blockage measurements at 73 GHz using the real-time spread spectrum channel sounder mode are presented in Section VII, with results compared favorably to diffraction theory. Conclusions are provided in Section VIII.
II. CHANNEL SOUNDING TECHNIQUES
Wideband channel sounding is used to accurately measure a complex CIR of the wireless channel between a TX and RX, and requires at least 5 to 10 times finer temporal resolution (larger bandwidth) than the intended modulation symbols [12] . The magnitude-squared response of the CIR, called a PDP, is used to obtain an accurate measure of MPC power decay and time-delay characteristics [13] , [14] . The PDP offers no phase information, but work has shown that the phase of each MPC at a particular initial time and location can be considered to be drawn from an independent, uniform distribution ranging from −π and π, and may then be assumed to vary deterministically due to the advancement of time or geometry of travel of a mobile device [14] - [17] , [123] , [127] . Angles of departure (AOD) and angles of arrival (AOA) are also important parameters to measure and model for future 5G wireless systems that will employ adaptive beam antennas [18] , [19] .
A. Methods for Channel Sounding
Four traditional methods of wideband channel sounding have been used historically in the mobile communications field and include: i) direct RF pulse systems; ii) frequencyswept vector network analyzers (VNA); iii) spread spectrum real-time or sliding correlators; and iv) frequency tone, Fast Fourier Transform (FFT)/orthogonal frequency-division multiplexing (OFDM) based systems [14] , [20] - [22] . A direct RF pulse system is the simplest, as it repetitively transmits a short probing pulse in time, with a period much longer than the maximum expected excess delay of the channel. Envelope detection is performed at the RX and the signal is stored on a high-speed digital oscilloscope. Such an approach suffers the 3 dB penalty of non-coherent detection and requires a high peak-to-average-power (PAPR) ratio. Coherent detection of the in-phase (I ) and quadrature (Q) components of a pulse is possible with a wideband oscilloscope, although the RF pulse system design is limited by extreme sensitivity to noise and interference due to the large PAPR penalty caused by the single repetitive pulse [14] , [20] , [23] , [24] . A frequency averaging technique can be used to improve the signal-to-noise ratio (SNR) in relatively static indoor environments [126] .
A VNA offers constant average power through frequency sweeping and measures the S21 parameter of the wireless channel via discrete narrowband frequency tones swept across the bandwidth of interest, followed by an Inverse Discrete Fourier Transform (IDFT) of the channel transfer function, which results in a complex CIR [5] , [14] , [87] - [89] . VNAs are typically used in static environments because of the long sweep time across a broad spectrum, which can exceed the channel coherence time. The cable connections required for VNA two-port network synchronization make it more suitable for indoor and short-range measurements.
Sliding correlator channel sounders exploit a constant envelope signal for maximum power efficiency and use a time-based spread spectrum approach by transmitting a wideband pseudorandom noise (PN) sequence and correlating the received signal in analog circuitry with an identical PN code at the RX, but at a slightly offset rate that allows the received signal to "slide" past the slower sequence [14] , [90] - [93] . This process despreads the received signal in time and results in a time-dilated CIR that is narrowband filtered and digitized (without requiring wideband baseband detection) [4] , [14] , [21] , [94] . The sliding correlator can be used to measure MPC time delays and received power in a wide range of scenarios and can even be used to measure antenna patterns [21] , [94] , [95] . PN sequences (using standard rectangular pulses) are advantageous because of their constant envelope and autocorrelation processing gain properties that enhance coverage range at the expense of a longer acquisition time interval based upon the slide factor, PN sequence length, and chip rate. Sliding correlators require a more complex system design, additional hardware, and a longer acquisition period than direct RF pulse sounders due to the time-dilation property, but can record several hundred PDPs per second depending on the selected slide factor, which is much faster than a VNA [2] , [4] , [96] , [97] .
To obtain extremely rapid CIR measurements which are needed to exceed the Doppler frequency or be made within the coherence time of mmWave channels, high-speed analogto-digital converters (ADCs) enable coherent waveform acquisitions and software-based wideband cross-correlation of PDPs or CIRs for real-time spread spectrum correlation systems that can record tens of thousands of PDPs per second [72] .
Frequency tone or OFDM based wideband channel sounders that rely on the FFT, inverse-FFT (IFFT), and matched filter operations, require sampling bandwidths at or greater than the Nyquist rate of the transmitted signal. Frank and Chu sequences are often used as channel sounding signals because of their flat (constant gain) frequency spectrum and favorable autocorrelation properties [98] . The advantage of this method is the computational efficiency obtained from radix-2 FFTs computed on FPGAs; however, dynamic range is generally lower than that offered by PN codes, and such methods are prone to errors due to Doppler shift caused by local oscillators and phase noise [22] , [66] , [78] . OFDM/FFT-based channel sounders can typically acquire hundreds to thousands of CIRs well within the channel coherence time in order to analyze temporal variations in the channel. Additional details regarding channel sounding techniques can be found in [14] , [21] , [69] , [86] , [95] , and [99] .
B. Millimeter-Wave Channel Sounder Systems
Channel sounders used for cellular and Wi-Fi frequencies below 6 GHz often employ single omnidirectional antennas at the TX and RX, which help facilitate the acquisition of omnidirectional PDPs, but without spatial information. More sophisticated hardware, however, has been made possible through commercial off the shelf (COTS) technologies at lower frequencies, where multiple antennas are used at the TX and RX in a multiple-input and multiple-output (MIMO) fashion with either fast switches between the antenna elements, or with multiple RF-chains [100] . With fast switches, multiple channel snapshots can be made within the channel coherence time, which is the reciprocal of the maximum Doppler shift experienced due to motion of the RX and/or channel [14] . MIMO-based systems consist of digital signal processing (DSP) techniques where MPC spatial information (AODs and AOAs) is extracted during post-processing [4] , [101] .
Channel sounding at mmWave is different than at traditional cellular bands since the directionality and attenuation of mmWave signals are much greater than at frequencies below 6 GHz [4] , [19] , [102] , [103] . For example, carrier frequencies at 30 GHz experience 30 dB more attenuation in the first meter of propagation compared to signals at 1 GHz. Therefore, mmWave channel sounders often employ high-gain steerable horn antenna single-input single-output (SISO) architectures to overcome the higher path loss in the first meter of propagation. SISO systems are popular since MIMO systems are much more difficult to build due to the expensive components, difficult calibration, and sensitivity of the mmWave RF circuitry required for measurements. While TX and RX horn antennas have the benefit of tightly-controlled angular resolution, they must be mechanically steered in the azimuth and elevation to acquire PDPs from all directions which allows the channel to change during scanning, as it can take many seconds to minutes for a full azimuth sweep at the RX, for just one fixed TX pointing angle and one RX elevation. Hence, when horn antennas are mechanically steered, time and frequency synchronization are required so that PDPs recorded at different angles can be aligned in time without internal clock drift, to ensure the true propagation delay of every measured MPC at every angle and at any location is recorded accurately. Difficulties arise when propagation time is not recorded, as described in [104] , where excess delays at different angles must by synthesized through ray-tracing.
VNA-based mmWave sounders are capable of synchronization (by cable connection), but non-VNA sounders without a cable connection have difficulty in synchronizing MPC delays from different angles at different measurement times or locations. Therefore, two separate, high stability clocks are often used at the TX and RX. Cesium (Cs) or Rubidium (Rb) standard clocks are typically used due to their low phase noise, short and long-term stability, and holdover capabilities that are magnitudes better than cheap crystal oscillators. Rb and Cs standards are especially crucial for mmWave frequency measurements since phase noise increases by 20 log 10 (N) in dB when upconverting by a factor of N. For instance, N is 20 when a 5 GHz carrier is upconverted to 100 GHz (5 × 20 = 100), resulting in a 26 dB increase in phase noise. While Cs standards typically have 10 times better frequency stability and accuracy than Rb standards, they are costlier and not suitable for continual transport. Thus, Rb standards are typically used for channel sounding as long as occasional re-synchronization is implemented. Often, the two separate Rb references require back-to-back synchronization for a few hours of master-to-slave training before separation, for true "time of flight" synchronization, a requirement for synthesizing omnidirectional PDPs from single directional PDPs [94] , [105] . A calibration method for overcoming the synchronization and "time of flight" limitation without a cable for mmWave channel sounding is presented in Section V.
A listing of cmWave and mmWave channel sounders developed by companies and universities with noteworthy features is given in Tables I-III. While four methods of channel sounding were described above, three tables of channel sounders are presented here and are organized by type: i) time domain channel sounding, particularly for sliding correlation; ii) VNA-based channel sounding; iii) OFDM/FFT/and other channel sounding techniques. As noted earlier, VNA systems (Table II) require a cable connection between the TX and RX, limiting their use to indoor and short-range measurements. The TX and RX of many non-VNA mmWave channel sounders (Table I and III) are not synchronized and only measure excess delays relative to the strongest or first arriving MPC, rather than absolute time delay. Many of the listed channel sounders use omnidirectional antennas with low gain or use COTS equipment. COTS channel sounders typically have synchronization through an existing LTE frame structure and baseband that is modulated to a cmWave or mmWave carrier frequency, but for smaller bandwidths such as 100 MHz, although carrier aggregation (CA) can increase the bandwidth [53] . An exception to non-VNA sounders is the custom-built National Institute of Standards and Technology (NIST) mmWave channel sounder that has 16 low-noise amplifiers (LNAs) and a fast electronic switch multiplexer with 35 ns switching speed, which is highly complex, expensive, and often not practical for a majority of academic institutions [68] , [69] . A channel sounder with accurate time of flight was described in [61] that operates at 5.7 GHz with 1 GHz of RF bandwidth which includes a synchronization algorithm using an Rb reference at the TX and RX and records time of flight measurements and omnidirectional PDPs in less than second with omnidirectional TX and RX antennas. With the much greater path loss in the first meter at mmWave frequencies, omnidirectional antennas often do not provide enough measurement link margin such that mechanical scanning directional horn antennas are often used at mmWave bands [4] , [14] . Other mmWave channel sounders are presented in [28] , [68] , [71] , [86] , and [106] .
III. NOVEL CHANNEL SOUNDER ARCHITECTURE
There are many trade-offs to be made when designing a low-cost, yet powerful channel sounder that supports legacy, current, and future measurement capabilities. Considerations must be given to provide a sampling interval that is much less than the channel coherence time for Doppler measurements, the frequency of operation, and the ability to increase the bandwidth for greater time resolution. The channel sounder presented here was developed with three goals in mind: 1) to be able to transmit over 1 GHz of RF bandwidth with a 2 ns temporal resolution with precise measurement of AODs and AOAs; 2) to record absolute propagation delay (true time of flight) PDPs over long-distances, and 3) to capture small-scale temporal channel dynamics greater than the Doppler rate of the channel. Due to hardware limitations, two different receiver architectures were created within the same channel sounder in order to measure: a) long-range (hundreds of meters) distances with angular/delay spread for large-scale path loss and AOD/AOA modeling [25] , [26] , and b) short-range (∼10 meters) dynamic channels for Doppler and rapidly fading human blockage scenarios [72] .
Using commercial RF front-end up-and downconverters, the channel sounder exploits programmable FPGAs, and uses agile IF and local oscillator (LO) frequencies in a superheterodyne architecture, for interchangeable carrier frequencies [2] , [96] , [107] . The new channel sounder system for sliding correlation and real-time spread spectrum exploits the same TX baseband-to-RF and RX RF-to-baseband architectures, but with different baseband processing techniques. The common portions of the channel sounder's TX and RX architecture for both measurement modes are now described.
A. Transmitter Architecture
The TX baseband was built with National Instruments (NI) hardware and programmed with LabVIEW and LabVIEW-FPGA. A PXIe-1085 chassis on a TX cart houses the NI PXI modules and the PXIe-8135 Host Controller (CPU). A Stanford Research Systems (SRS) FS725 Rb standard reference with a 10 MHz output is connected to the chassis front panel for backplane distribution and to all time/frequency components of the TX system. A PXIe-6674T generates a 125 MHz clock that is distributed across the chassis backplane for FPGA clocks and the DAC FPGA adapter module (FAM) as displayed in the TX block diagram in Fig. 1 .
1) Baseband Waveform:
A PN sequence of 2047 chips in length is generated in an NI PXIe-7966R card and output via an Active Technologies (AT)-1120 FAM DAC. The FPGA and DAC are programmed to generate various rates up to 500 megachips-per-second (Mcps) with a maximum chip peak-topeak voltage (Vpp) of 2.2 volts. The variable rate PN sequence is generated by an 11-bit linear feedback shift register (LFSR) that uses a leap-forward (LF) digital logic architecture. The LFSR begins with a value of "1" in all states with the 11th and 9th taps exclusive-or'd and fed back to the first tap. An LF LFSR is used for generating high rate PN codes since the FPGA and FAM DAC run at a fixed clock rate of 125 MHz, with 16 time-interleaved samples generated in each singlecycle timed loop (SCTL), resulting in a (125 MHz × 16) 2 Giga-sample-per-second (GS/s) sample rate. The interleaved serializer/deserializer (SerDes) architecture is typical of highspeed DACs. To generate a 500 Mcps PN sequence, the DAC requires 4 chips and 4 samples per chip in each SCTL, with four new chips required in each ensuing cycle. The LF LFSR allows the PN generator to "leap-forward" several states between consecutive loops to generate the correct signal. The LF LFSR architecture is configurable for various codes and lengths and is an attractive option for extremely long PN codes when memory resources are limited. The DAC FPGA is programmed to output a trigger at the start time of the PN sequence for synchronization between the TX and RX. Fig. 2a shows an image of the start of the PN sequence (11 "1's") with the trigger aligned to the start of the code, and can be flexibly shifted around in 8 ns increments (FPGA clock period of 1 125 MHz = 8 ns) to account for cable and/or system delays.
2) TX Superheterodyne:
The PN code is modulated with an IF between 4-8 GHz that is generated via an NI FSW-0010 QuickSyn frequency synthesizer (FS). The 1 GHz wide nullto-null bandwidth signal at IF then enters an RF upconverter (additional information provided in [2] , [27] , [96] , and [107] ). The LO (+10 dBm) supplied to the upconverter is between 22 and 23 GHz and is generated via an NI FSW-0020 QuickSyn FS with a custom built-on amplifier and frequency doubler. Note that the 73 GHz RF upconverter frequency triples the LO input to reach E-band [27] , [107] .
3) TX Antenna Control: Horn antennas are affixed to waveguide flange outputs on the upconverter RF frontends. The upconverter is then mounted to a FLIR Pan-Tilt D100 gimbal that allows for sub-degree rotation of the TX antenna AOD angles with fine-precision through a LabVIEW graphical user interface (GUI) and with a Sony Play Station 3 (PS3) game controller (see [27] ). Fig. 2b shows the interchangeable upconverter (with a horn antenna) and gimbal secured to a pneumatic mast that can be elevated to 4 meters (m) to simulate lamppost base station heights typical of urban-microcells (UMi).
B. RX Architecture 1) RX Superheterodyne:
The incoming RF signal is captured with a horn antenna mounted to the waveguide flange input on an RX downconverter. A second FS725 Rb standard reference provides a stable 10 MHz clock to all time/frequency components of the RX system. The RF downconverter is fed an LO (+10 dBm) between 22 and 23 GHz with an identical FS as at the TX, to demodulate the RF signal to IF as specified in [21] and [107] . The IF spread-spectrum signal between 4 and 8 GHz exits the downconverter and enters a manual step attenuator (0-110 dB) for gain control, followed by a 4-8 GHz bandpass filter after which the signal is then amplified by an LNA. After amplification at IF, the signal is demodulated with an I Q demodulation mixer (IF between 4 and 8 GHz via an NI FSW-0010 QuickSyn FS) into its I and Q baseband components that are then low pass filtered slightly above the TX chip rate to remove aliasing.
The two separate RX baseband processing modes are configured after the I Q alias filters. Figs. 3 and 4 show the RX RF components and the sliding correlator and real-time spread spectrum RX baseband architectures, respectively, and are now described.
2) RX Sliding Correlator Mode: The sliding correlator mode in Fig. 3 (1) which is a time-dilation (slide) factor of 8 000 (39 dB processing gain) [14] .
3) RX Real-Time Spread Spectrum Mode:
The real-time spread spectrum mode, commonly referred to as wideband correlation or direct-correlation, reduces hardware complexity but involves additional FPGA programming. The diagram in Fig. 4 shows the RX architecture without the need for a local PN copy. The raw I and Q waveforms are each sampled simultaneously at 1.5 GS/s on independent channels via an 8-bit NI-5771R high-speed ADC connected to a PXIe-7966R FPGA, where sampled data are stored in direct random access memory (DRAM) and are then transferred via a direct memory access (DMA) first in, first out (FIFO) to the embedded controller for processing. The NI-5771R FAM clock and FPGA run at 187.5 MHz, capturing 8 interleaved samples on each channel per SCTL.
4) RX Antenna Control:
The RX gimbal with the downconverter secured on top of it is mounted to either a 14-inch length linear track for small-scale spatial measurements, a tripod, or a pneumatic mast. The gimbal at the RX is controlled via a PS3 game controller for accurate positioning of the RX antenna AOA angles. The PS3 controller is also used for acquiring PDPs, translating the RX antenna on a linear track, and adjusting the oscilloscope vertical scale (see [27] ). The TX antenna can be controlled from the RX cart via an ad hoc WiFi link programmed in LabVIEW.
IV. ACQUISITION SOFTWARE
Acquisition software GUIs were programmed in LabVIEW for both channel sounder modes in order to view live PDPs, to record PDPs, for power calibration, for automated track and azimuth sweep measurements, and for absolute time delay calibration. The sliding correlator and real-time mode baseband software is described here:
A. Sliding Correlator Software
Twenty consecutive periods of the I and Q correlated voltages are stored in memory and are then squared and summed in software (I 2 + Q 2 ) and averaged (in linear) to improve the SNR by approximately 10 log 10 ( √ 20) = 6.5 dB [108] . After averaging, the PDP is saved and logged. The acquisition time (for a 500 Mcps rate) for 20 averages is 655.04 ms, or 32.752 ms per individual PDP, for a maximum Doppler shift measurement of ± 15.26 Hz. It is worth noting that the 73 GHz sliding correlator system can measure a maximum path loss of 185 dB when operating with a maximum TX RF output power of 14.6 dBm, and using 27 dBi TX and RX horn antennas [27] .
B. Real-Time Spread Spectrum Software
An FFT is performed on the raw I and Q baseband channel samples acquired via the real-time spread spectrum mode, and are match-filtered with the frequency response of the transmitted waveform (pure sequence with no predistortion) in software [69] . An IFFT is then performed on the filtered response where the correlated I and Q components are squared and summed together (I 2 + Q 2 ) to form a PDP. The FFT method is possible due to signal periodicity and allows for a custom matched filter to remove any pre-distortions induced on the transmitted waveform (although not applied here). The real-time correlation process can be represented by the convolution theorem:
where y(t) is the complex received signal, h(t) is the complex CIR, x(t) is the transmitted signal, Y ( f ) is the complex frequency response of the received signal, H ( f ) is the complex channel frequency response, and X ( f ) is the frequency response of the transmitted signal. Subsequently, the complex CIR is determined by:
where the PDP is the squared-magnitude of the CIR: |h(t)| 2 .
The software is flexible to average up to 1000 periods for 15 dB of SNR improvement [108] . Otherwise, for dynamic channel measurements, a continuous (non-averaged) real-time acquisition can record up to 41,000 periodic PDPs using two 256 MB DRAM banks. The minimum PDP snapshot interval is 32.753 μs which corresponds to a maximum measurable Doppler shift of ± 73 GHz in an indoor multipath environment with the sliding correlator and real-time spread spectrum modes, and match well.
V. FREQUENCY SYNCHRONIZATION
AND DRIFT CALIBRATION Since many measurements were conducted in the urban canyons of New York City, GPS receivers were unreliable, necessitating the use of Rb standard references and the absolute propagation delay calibration method described here. Time and frequency synchronization and drift calibration between TX and RX systems are important for a mmWave channel sounder for both short-term PDP acquisition and averaging, and long-term drift compensation. Sliding correlators traditionally trigger PDP acquisitions off the rising edge of a correlated I or Q channel voltage, which ensures that consecutive PDPs that are averaged, are aligned in time in a static environment. However, PDP acquisitions at adjacent antenna pointing directions are not synchronous. In order to combine directional PDPs that are aligned in time, a timebased PDP trigger between the TX and RX is needed, by using the triggering scheme specified in Section III-B.
For indoor measurements, Algorithm 1 relies on a continuous cable connection for sharing a common 10 MHz reference generated from one Rb standard reference, for excellent frequency and time synchronization between the TX and RX, as specified in Step 1. Over a time duration of 6 hours, the PDP LOS MPC peak drifts in time by no more than 1 ns (less than a chip width), which is calibrated out via Step 6. This small shift in absolute time is due to inherent oscillator thermal drift, random oscillator fluctuations and perturbations, and minimal phase noise.
For measurements where the TX and RX cannot be cableconnected, Algorithm 2 is used to "cut the cord" between the TX and RX measurement carts. Here, two separate Rb standard references are used at the TX and RX carts, where the TX Rb 1 pulse-per-second (1PPS) output is initially connected to the RX Rb 1PPS input, before the TX and RX carts are In post-processing determine a linear or polynomial fit to the reference PDP strong MPC drift data in order to apply a circular shift to measured PDPs in post-processing separated. The initial connection allows the RX Rb standard reference to train its 1PPS signal from the TX 1PPS such that the 10 MHz sources generated from the 1PPS signals at the TX and RX are time and frequency synchronized. After an hour or more of connection (master-to-slave training), the cable is disconnected and the TX and RX measurement carts are separated. A universal power supply (UPS) unit is used at the TX and RX carts for constant power to maintain time and frequency synchronization during transport (up to 30 minutes of battery power). The TX and RX carts have pneumatic tires to absorb shock and vibrations during transport, and while abrupt clock changes can occur, relative delay can still be recovered during post-processing. The drift for tetherless measurements is relatively linear [61] over short time windows of 30 minutes to 1 hour after disconnecting the Rb standards between the TX and RX carts, for which both Rb oscillators separately free-run in a holdover mode, as shown in Fig. 6 . The root mean square error (RMSE) is 1.9 ns about the mean (linear) line of the PDP drift over a two-hour duration as shown in Fig. 6 , with a total drift of 7 ns from the initial position after 2 hours of disconnection. 2 Step 5 from Algorithm 2 ensures that the drift is accurately tracked for measurements longer than 2 hours where short-term drift remains linear (within a chip width), but when long-term drift is non-linear.
VI. SYSTEM VERIFICATION Two procedures were used to verify the accuracy of the channel sounder at a center frequency of 73.5 GHz and are recommended for validation of proper operation and accuracy [4] , [21] , [94] , [95] . First, calibration in LOS free space was used to verify linear power measurements of the channel sounder, using Friis' FSPL equation [109] . The received power was measured in an open laboratory for T-R separation distances of 1, 2, 3, 4, and 5 meters, with boresight-aligned 20 dBi, 15 • half-power beamwidth (HPBW) horn antennas at both the TX and RX. Later, narrowband continuous wave (CW) measurements were conducted for T-R separation distances of 2, 3, and 4 m in the same open laboratory, and also at 33 m from a rural outdoor measurement campaign [110] . Fig. 7a shows both the wideband and narrowband measurements as a function of distance, and demonstrates that measured path losses are virtually identical to FSPL. Fig. 7a also demonstrates the usefulness of a 1 m close-in free space reference distance (CI) path loss model for either CW or wideband measurements, as the results show the best fit path loss exponent (PLE) has a value of 1.99 [4] , [111] , [112] . This is virtually identical to Friis' PLE of 2.0. We note the very tight standard deviation of 0.2 dB for both the wideband and narrowband calibrations, indicating the 1 m CI path loss model offers an excellent fit to the measured data.
The second procedure was conducted in an open lab to verify the accuracy of resolvable MPC time delays, similar to that performed in [21] , [94] , and [95] . The wideband sliding correlator channel sounder was programmed to operate with a 500 Mcps (2 ns chip width) PN code with length 2047 chips, centered at 73.5 GHz for an RF null-to-null bandwidth of 1 GHz. Fig. 7b shows an example of a point-topoint PDP in an indoor open lab with TX and RX antennas (20 dBi; 15 • HPBW) boresight-aligned, where the LOS MPC pulse side lobes and system artifacts are well below the −20 dB threshold from the maximum MPC signal. Fig. 7b motivates discussion of a suitable noise floor threshold for detecting MPCs in a channel sounder. The choice of a threshold is subjective but can affect measurement results and analysis. As described in [4] , developing a standard noise threshold approach in the research community would provide true channel comparisons using different channel sounders. In [4] , a 5 dB SNR threshold above the mean thermal noise floor of a raw PDP was proposed and implemented by calculating the noise floor as the average of all recorded samples with excess delays of more than one thousand ns beyond the strongest MPC where no MPC energy exists [4] . The +5 dB noise floor threshold was determined for the PDP in Fig. 7b by calculating the mean noise floor of the tail end (not shown) of the PDP. In large display dynamic range systems with strong signal conditions, however, there may be situations such as in Fig. 7b where it is also necessary to employ a threshold below the strongest MPC so as to remove pulse side lobes and system artifacts. In such cases, a double threshold that simultaneously applies both an SNR noise floor as in [4] and a threshold setting below the maximum MPC signal may be needed, similar to what Ericsson used in [113] . Fig. 8a shows that the LOS MPC (first arriving signal) should travel a distance of 4.02 m, whereas the reflected MPC (second arriving signal) from the ground should travel a distance of 2.7935+2.7935 = 5.587 m. Fig. 8b shows the measured PDP and absolute timing where the directional antenna patterns cause the LOS path to be highly attenuated due to the antenna side lobes, while the ground reflection is accentuated. This feature of pattern discrimination can be used to create a make-shift antenna range by using time delays to discriminate between the boresight (LOS) while ignoring later-arriving MPCs for empirically finding antenna patterns to good accuracy [95] . The measurement accuracy of the setup was within 1 mm, as measured with a metal measuring tape and an electronic laser. The theoretical difference in distance and time travel between the two MPCs is 1.567 m and 5.223 ns, respectively. The measured distance and time differences were calculated using the maximum peak time index, and as shown in Fig. 8b , the first MPC arrives at τ 1 = 13.40 ns (LOS path), and the second MPC arrives at τ 2 = 18.60 ns (ground reflected path). The time dilation property of sliding correlation resulted in an effective sampling rate of 20 samples per ns, which is a temporal resolution of 0.05 ns, or a distance resolution of 15 mm. The difference between theoretical and measured time/distance, results in a small error of 0.023 ns and 0.007 m, well within the precision of the channel sounder sampling resolution of 0.05 ns / 15 mm. These tests verify the channel sounder measurement accuracy in power and time.
VII. HUMAN BLOCKAGE AT 73 GHz
Wireless devices with tens to hundreds of antenna elements will electrically steer beams to overcome obstructions and higher path loss at mmWave frequencies [2] , [18] . Beamforming gain and angular scanning capabilities of such phasedarray systems are feasible due to the small form factor at mmWave bands. Human blockage has been a major concern for mmWave, as it was extensively studied at 60 GHz for indoor applications and environments for WiGig and 802.11ad standards [114] - [119] . The potential implications for blocking in general, are such a concern that the METIS project [120] included a blockage model in its channel model, and the recent 3GPP TR 38.900 (Release 14) channel model included "blockage" as an add-on feature [121] .
To gain knowledge on the effects of human blockage at mmWaves, and specifically at 73 GHz, indoor point-topoint measurements were conducted with the real-time spread spectrum channel sounder described in Sections III and IV. As shown here, the measurements fit well to a double knife-edge diffraction (DKED) antenna gain (AG) model that has been improved from initial observations in [72] , and is based on diffraction approximation by Fresnel cosine and sine integrals, while also considering the TX and RX antenna patterns.
A. Human Blockage Measurement System Specifications
The real-time spread spectrum channel sounder with 73 GHz RF front-ends was used with identical 20 dBi, 15 • azimuth and elevation HPBW horn antennas at the TX and RX (both vertically polarized). The transmit power was set to −5.8 dBm resulting in 14.2 dBm effective isotropic radiated power (EIRP). The TX and RX antennas remained fixed and boresight-aligned for a T-R separation distance of 5 m and at heights of 1.4 m each. For each measurement of the test, 500 PDPs were recorded every second (500 Hz) for approximately 5 seconds, resulting in 2500 PDP snapshots per measurement window (1 PDP captured every 2 ms, with no averaging). Additional details for the measurement system are provided in Table IV and in [72] .
B. Human Blockage Measurement Description
Nine separate measurements were recorded where a human blocker walked at approximately 1 m/s at a perpendicular orientation at discrete 0.5 m increments between the TX and RX antennas (from 0.5 m to 4.5 m as depicted in Fig. 9b ). 3 The human blocker had a body breath b breadth of 0.47 m, depth b depth of 0.28 m, and a height b height of 1.8 m (shown in Fig. 9a ). 
C. Knife-Edge Diffraction Model for Human Blockage
METIS and 3GPP model human blockage with screens through multiple knife-edge diffraction (KED) approximations, however, they do not account for constructive interference, destructive interference, or the worst case scenario of a blocking event, and have been shown to underestimate diffraction loss in the deep shadow region [72] , [120] - [122] . The model presented here accounts for these effects with KED through numerical approximation.
In DKED modeling, the rectangular screen is considered infinitely high, such that the diffraction loss only occurs from the two side edges of the human blocker. Fig. 10a shows a [72] . To reduce computational complexity, the screen (human blocker) is always considered to be perpendicular to the solid line drawn between the TX and RX antennas. Since the blocker walks through the LOS path between the TX and RX antennas at a perpendicular orientation, b depth is used as w.
While there are numerous numerical approximations for KED at an edge, one that uses Fresnel integration and the diffraction parameter is given in [124] by:
where C(v) and S(v) are the numerical approximations of Fresnel integration:
The diffraction parameter v is calculated as follows [14] :
where v w1 is derived based on the distance from the TX to the screen ( AS), from the screen to the RX (S B), the diffraction angle α w1 (in radians) for the w1 edge as indicated in Fig. 10b , and the carrier wavelength λ. The ± sign is applied as + to both edges for NLOS conditions (screen blocks direct path between TX and RX [72] ), whereas under LOS conditions, the edge farthest from the LOS path is considered in the shadow zone and is applied a + and the edge closest to the LOS path is applied a − [124] . The individual received signal caused by KED from the w1 and w2 edges are F w1 and F w2 , respectively. The complex signals from both edges are added in order to compute the combined diffraction loss observed at the RX. The total diffraction loss power in log-scale caused by the screen blocker is the magnitude-squared of the summed signals from both edges [124] :
The model in (7) was adopted by METIS and 3GPP [120] , [121] , but assumes an omnidirectional antenna and thus neglects the antenna radiation pattern. While the METIS/3GPP model has been shown to have a good match to some measurements, modeling with omnidirectional antennas has been shown to underestimate diffraction loss in the deep shadow region when compared to using directional antennas, which are certain to be used in mmWave handsets [72] . This phenomenon arises when the blocker obstructs the LOS path between antennas (i.e. the RX is severely shadowed), leaving only the off-boresight antenna gains to contribute to the received signal strength, which is less than the directive gain of the TX and RX antennas. To account for the impact of directional antennas, an antenna gain factor is used in (7), similar to that in [72] . Work in [125] at 60 GHz also indicated that antenna patterns must be accounted for. For example, when the TX and RX antennas are boresight-aligned, the projected paths between the TX and screen (D2 w1 and D2 w2 ), and the screen and the RX (D1 w1 and D1 w2 ), do not contain the directive gain of the antennas. The far-field azimuth power radiation pattern of a horn antenna for a given HPBW can be approximated by [72] , [105] :
where:
The DKED model in (7) is modified here to account for the TX and RX antenna gains for projected angles θ between the TX antenna and the screen, and the screen and RX antenna [72] : (8) where G D2 w1 , G D1 w1 , G D2 w2 , and G D1 w2 are the linear power gain contributions (normalized to the directive antenna gain, i.e. G(0 • ) = 1) of the TX and RX antennas based on the point-source projections from the TX antenna to both sides of the screen (D2 w1 and D2 w2 ), and from both sides of the screen to the RX antenna (D1 w1 and D1 w2 ). Since the antenna patterns have little influence for unblocked conditions, the normalized gains are set to G(θ ) = 1 under LOS conditions.
D. Measurement Results
The area under each of the 2500 PDPs from the nine separate measurements was integrated to determine the total received power for each measurement in 2 ms increments. Fig. 11 compares the DKED-AG model (8) to the received power for each measurement as a function of time, where loss is compared to a free space reference with no human blockage between the TX and RX antennas. From Fig. 11 , we notice a gain in the received signal strength as the human blocker initially enters the LOS path between the TX and RX, and then severely attenuated signal strength as the human blocks the direct path. The best (signals in-phase) and the worst (signals completely out of phase) sum of received signals from each edge of the DKED-AG model (8) are also provided in Fig. 11 , and accurately follow the upper and lower envelopes of the measured received signal power. This aspect of constructive and destructive interference is missing from the METIS and 3GPP blockage models [120] , [121] .
When the human blocker walked through the LOS path at distances very close to the TX (Meas. 1) or RX (Meas. 9), the observed shadowing is more than 40 dB with a fading rate of 0.4 dB/ms at walking speeds. Each shadowing event is observed for approximately 200 ms to 300 ms: from the nominal steady-state unobstructed loss of 0 dB, to maximum attenuation, and back to 0 dB attenuation. An average walking speed of 1 m/s and a body depth of 0.28 m relates to a shadowing event of roughly 280 ms, which matches well with the shadowing events observed.
The new DKED-AG model (8) shows good agreement with the measured data in Meas. 1 through Meas. 9, especially with the large fades caused by destructive interference in the deep shadow region. The measurements validate the accuracy of the channel sounder, since a reasonably good match was originally found to the METIS human blockage model [120] , and an even better match to observed results was found when considering directional antenna patterns, which are neglected by the METIS and 3GPP blockage models [72] . Furthermore, the DKED-AG model (8) accurately portrays slight diffraction gain (1-2 dB) as the human blocker enters and exits the shadow region; the METIS and 3GPP blockage models do not predict this observation [72] .
VIII. CONCLUSIONS
Channel sounders are a critical component for the expansion of knowledge of radio propagation characteristics of wireless spectrum frontiers, and for developing an understanding of temporal and spatial channel behavior and channel impulse response models of new frequency bands [2] , [4] , [27] , [28] , [31] , [97] , [112] , [123] . The benefit of channel sounders is their multi-purpose functionality to also assist in creating statistical and site-specific models and for learning fundamentals about channel behaviors at new frequencies, bandwidths, and operating environments.
A new mmWave channel sounder system that can be configured to measure path loss for long-range distances without a cable and for small-scale, real-time, and ultra-fast dynamic channel fluctuations was presented, along with calibration methods for recording absolute time delay (true time of flight) PDPs. The baseband hardware and software for the channel sounder can be utilized interchangeably with lower frequency RF hardware or other mmWave RF front-ends. The tetherless function of the channel sounder as explained in Algorithm 2, and its dual-mode capability, set it apart from other mmWave channel sounders described in Tables I-III , by its flexibility for recording true time delay PDPs in urban and mobile scenarios. This feature is valuable for mmWave ray-tracer calibration and for synthesizing omnidirectional PDPs from directional horn antenna measurements [105] . Future work on the system will include an automatic step attenuator for full automatic gain control (AGC).
Using the channel sounder with propagation theory, verification and calibration tests were shown to measure the accuracy and repeatability of the channel sounder, and an improved DKED-AG (8) model for human blockage that is based on the METIS model and includes antenna radiation patterns was developed from measurements. While using identical TX and RX narrowbeam antennas for human blockage measurements, received signal power was similar for two different symmetrical measurements (e.g. Meas 2 and Meas 8 from Fig. 11 ). The use of beamforming and phasedarray technologies that can quickly switch beam directions to avoid blockages and obstructions will be useful for mmWave frequencies, especially since higher attenuation shadowing events are observed when using static narrowbeam antennas. These techniques will be necessary to improve SNR for systems operating at mmWave bands in urban and dynamic environments.
The channel sounder architecture, true time of flight synchronization, and calibration procedures provided herein should assist others who wish to build channel sounders using readily available hardware. The capabilities of the two-mode channel sounder make it advantageous for future mmWave channel modeling work and for distinguishing propagation phenomena due to Doppler, reflection, diffraction, penetration, and scattering, across spatial angles and true time of flight. The channel sounder described here was used in both modes for an access point (AP) diversity study in a downtown Brooklyn courtyard environment in summer 2016. The measurements will be used to analyze base station diversity and coordinated multi-point (CoMP) scenarios at 73 GHz in urban environments, in addition to human blockage in crowded urban areas for peer-to-peer scenarios.
