Environmental and demographic pressures have led to the current importance of Water Demand Management (WDM), where the concepts of efficiency and sustainability now play a key role. Water must be conveyed to where it is needed, in the right quantity, at the required pressure, and at the right time using the fewest resources. This paper shows how modern Artificial Intelligence (AI) techniques can be applied on this issue from a holistic perspective. More specifically, the multi-agent methodology has been used in order to design an Intelligent Decision Support System (IDSS) for real-time WDM. It determines the optimal pumping quantity from the storage reservoirs to the points-of-consumption in an hourly basis. This application integrates advanced forecasting techniques, such as Artificial Neural Networks (ANNs), and other components within the overall aim of minimizing WDM costs. In the tests we have performed, the system achieves a large reduction in these costs. Moreover, the multi-agent environment has demonstrated to propose an appropriate framework to tackle this issue.
Introduction
Water is considered to be the most important natural resource. This basic resource is essential for all kinds of social and economic activities, as well as for the life and the health of the mankind. From this perspective, it is easy to justify the great importance of water management. This fact has been accentuated in recent years, mainly since the Earth Summit held in Rio in 1992, due to pressures caused by population growth, urbanization and industrialization. That is, the scarcity of resources and the respect for the environment have drawn a new context that threatens both the quality and the availability of this resource.
For the aforementioned reasons, policies regarding water have undergone major changes over the last two decades. Accordingly, the concept of Water Demand Management (WDM) has significantly evolved 1 . Its current definition encompasses five main goals 2 : (1) reducing the quantity and quality of water required to accomplish a specific task; (2) adjusting the nature of the task so it can be accomplished with less or lower quality water; (3) reducing losses in movement from source through use to disposal; (4) shifting time of use to off-peak periods; and (5) increasing the system ability to operate during droughts. In this context, the effectiveness of a WDM system heavily depends on demand forecasting. This is not only about minimizing the water used to meet demand, but accurate forecasts have associated other benefits, such as the reduction of energy consumption in water catchment, purification and distribution processes. This fact highlights the importance of water demand forecasting, which can be divided into:
, which results in water conveyance from tanks to points-ofconsumption when requited, in the right quantity and pressure.
Therefore, with the passing of time, smaller time horizon forecasts are demanded in order to meet the requirements of this new context. Long-term forecasts are not enough to reach a suitable water management, but in the current circumstances reliable short-term forecasts are essential 8 . Thus, to meet efficiently the demand, forecasts must be continuously available with the aim of 9 :
In terms of operation and energy efficiency, determining optimal regulation and pumping schemes to supply the predicted demand.
In terms of quality, combining water sources in the most appropriate way to achieve a given standard in the supplied water. In terms of vulnerability, detecting network losses and failures through comparing actual and expected flows.
From this perspective, this article proposes the application of modern Artificial Intelligence (AI) techniques to WDM. With the aim of drawing up a holistic approach to this issue, we have developed an Intelligent Decision Support System (IDDS). That is, we seek the system overall solution rather than tackling the different sub-problems separately. This is the main contribution of the paper in comparison to the existing literature, which includes several works focused on different aspects of the WDM system mainly water demand forecasting. Since we aim to consider the overall problem in its entirety, the WDM system has been designed as a set of different kind of agents with complex interrelations among them. This Multi-Agent System (MAS), whose core is based on advanced forecasting techniques such as Artificial Neural Networks (ANNs), determines the optimal adjustment of pumping stations. This research has emerged from the interest of the Water Company of Gijón 10 , a municipality of 300,000 inhabitants in the north west of Spain, in these emerging management techniques. It should be highlighted that it is not a real application but it aims to show how AI techniques can be combined within a multi-agent framework in order to develop an IDDS for WDM.
This article is structured in five sections, including this introduction. Section 2 reviews the most relevant and recent literature on AI applications to WDM. Section 3 describes the MAS, with the different agents that form it and their purpose, and the structure and relationships between them. Section 4 presents and discusses the numerical results obtained after testing the system with water demand time series. Finally, section 5 concludes according to the stated objectives and defines future work lines.
Background: AI Applications for WDM
One of the great challenges in WDM is, undoubtedly, water demand forecasting. During the last decades of the 20th century, some statistical models were applied in this field. For example, Maidment and Miaou 11 used ARIMA methodology 12 to express daily water demand as a function of rainfall and air temperature in nine US cities. Some years later, An et al. 13 included other climatic factors within ARIMA models to forecast water demand. Shvartser et al. 14 integrated this methodology in a pattern recognition approach, explaining in detail the development of the model and evaluating it for an water supply system in Israel. Other studies 15 used these statistical methods on similar issues, such as power demand forecast. From the beginning of this century, AI has been incorporated in WDM, since it is a highly complex problem conditioned by the interaction of multiple variables and developed in uncertain environments. AI can be defined as the discipline that builds processes that, when run on a physical structure, produce results that respond to the perceived inputs based on the stored knowledge. These techniques were mainly used to forecast water demand. Lertpalangsunti et al. 16 were pioneers and developed a forecasting system that used various classical AI tools. The study was conducted for the city of Regina (Canada) and achieved a great reduction in the forecasting error in comparison with statistical alternatives. 
MAS in WDM
Distributed AI, another branch of AI, is oriented to the study of the necessary techniques for knowledge distribution and coordination, as well as the interactions between system and environment. In this sense, the system is designed as set of intelligent agents. 
Overview of the Bibliographic Analysis
After the literature review, we summarize our main assessments: 
Description of the IDDS
In order to design the MAS, we have considered a simple structure of a water supply network. In the upper level, there are various catchment points usually natural sources, such as wellsprings and marshes fed into by rivers and groundwater. In the lower level, the points-of-consumption represent the distributed water demand. Between both levels, the supply tanks (storage reservoirs) are intermediate echelons that receive the water from the natural sources through the adduction lines and send it to the points-of-consumption through the conduction lines. The treatment station and the pumping station are also key elements. Figure 1 displays an overview of this water supply network. Figure 2 summarizes the structure of the water supply network of Gijon, which will be used as a basis in the development of the system. 
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Copyright: the authors Figure 3 shows an outline of the structure of the IDSS that has been designed, with its agents and the relationships between them and with the outside. Input data are the real-time water demands (from the water demand measurement system in the points-ofconsumption) and the supply tanks level (from the measurement system in the supply tanks). The output is the best adjustment of pumping systems, namely the optimum quantity of water to be pumped hourly from the supply tanks.
Six breeds of agents can be identified in the MAS. The bidirectional relationships between them are represented in Figure 3 . Below, we explain in detail the function of the different breeds of agents.
(i) the Communication Agent, (ii) the Information Agent, (iii) the Water Demand Forecasting Agent, (iv) the Scenarios Simulator Agent, (v) the Cost Evaluation Agent, (vi) the Pumping Planning Agent.
Communication Agent
The Communication Agent holds the interactions of the MAS with the outside. It operates in a quadruple way, as it communicates the MAS with:
The water demand measurement system. Hence, hourly water demands are continuously stored in the database. This enables the development of reliable forecasts in real time. The reservoirs level measurement system. Thereby, the current level of the different supply tanks is continuously known and stored in the database, which has influence on the water to be pumped. The pumping stations, which operate according to the Pumping Planning Agent (it hourly determines the amount of water to be pumped). The user through an interface. The interface allows the user to introduce information that could alter the ordinary system operation (e.g. changes in the as to see the most relevant information (e.g. consumption, forecasts, and costs).
Information Agent
The database associated to the Information Agent stores hourly data related to the WDM system, so that it is available for the other agents. In particular, it saves information on: (1) hourly water demand to date; (2) the most reliable demand forecasts to date; (3) water stored in supply tanks to date; and (4) hourly water pumped to date.
Thus, the main objective of the Information Agent is mediation between the database and the other agents, both storing data and responding to information requirements. Hence, the other agents do not see a database but another agent, and the MAS reaches the essential homogeneity. 
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Water Demand Forecasting Agent
The five forecasting agents are the real core of the MAS. Each one of them estimates the hourly water demand according to a predetermined method. Three simple forecasting methods (naive model, moving averages, and exponential smoothing), a complex statistical method (ARIMA models), and an AI-based tool (ANNs) are used. These calculate the forecasts using historical consumption stored in the database.
Naïve Agent
The Naive Agent performs the forecast using a naive model, which estimates the hourly demand (D^t) as the demand in the previous hour (D t-1 ) adjusted by the increase (or decrease) in the demand in the same time interval of the previous week (D t-168 -D t-169 ) by Eq. (1).
(1)
MA Agent
The MA Agent forecasts using a n-order moving average. It estimates the hourly demand (D^t) as the arithmetic average of the last n demands (
Previously, a 2nd-order differentiation (with the e time series must be performed with the aim of eliminating trend and seasonality as the simple moving average method must not be applied for series with these features. The differentiation process is given by Eq. (2) and Eq. (3), while the forecast is based on Eq. (4) and requires undoing the differentiation process. The MA Agent calculates the forecast from n=1 (1 hour) to n=168 (1 week).
(2) (3) (4) Among all forecasts, the MA Agent selects the optimal one according to the Mean Absolute Percentage Error (MAPE) criterion 36 , which is expressed by Eq. (5) where m is the time horizon.
(5)
ES Agent
The ES Agent forecasts according to a simple exponential smoothing with seasonality, i.e. a weighted average of the recent forecasts and the error in the same interval. Therefore, it estimates the hourly demand (D^t) as the sum of a level function associated with the last hour (L t-1 ) and a seasonal function associated with the demand on the same day and hour of the week before (S t-168 ) by Eq. (6) . The level function depends on the can be seen in Eq. (7) and (8) . Hence, the ES Agent evaluates different values of coefficients of linear smoothing and seasonality, seeking to minimize the MAPE.
(6) (7) (8)
ARIMA Agent
The ARIMA Agent estimates the hourly demand using an autoregressive integrated moving average model. These models can be synthesized according to 9), where is the i are the parameters associated with autoregr j are the parameters associated with the moving average. It should be noted that it is also necessary to eliminate the differentiation. It should be highlighted that data from the last six weeks (1,008 hourly demands) are used in the forecasting. This process 12 is repeated until both the model is verified through their autocorrelation functions
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(i) goodness-of -fit according to the MAPE criterion, (ii) residual simple autocorrelation function, (iii) residual partial autocorrelation function.
NN Agent
The NN Agent performs forecasting through ANNs with three levels: an input layer (predictor variables), a hidden layer, and one output neuron (variable to predict). The basic elements are the neurons in the hidden layer. Each one of them receives a number of inputs via interconnections and emits an output, which can be identified by three functions:
(i) a propagation or excitation function, which consists of the sum of each input by its interconnection weight, (ii) an activation function, which modifies the former, (iii) a transfer function, which is applied to the value returned by the above one and that limits the output.
Mathematically, the hourly demand forecast at each period (D^t) is expressed by Eq. (10), where y t represents the output (forecast), f outer represents de output layer, f inner represents the input layer transfer function, w xy represents the weights and biases (i [1, 17] refers to the input neurons and j [1,n] refers to the hidden neurons) and (z) represents the z-th layer.
(10) Figure 4 outlines the designed ANN. We introduced 17 predictor variables (input neurons) in the NN Agent as the time series (see section IV) shows double periodicity: daily and weekly. The variables are: the day of the week (Day); the hour of the day (Hour); the four immediately preceding hourly demands (t-1 to t-4); the hourly demand of the day before at the same hour and the four immediately preceding demands (t-24 to t-28); the hourly demand of the previous week on the same day and the same hour and the four immediately preceding demands (t-168 to t-172); and an additional binary variable that differentiates holidays and working days (Holiday). The number of neurons in the hidden layer is a decision variable to optimize. The output neuron is related to the variable to predict: the hourly water demand. It should be clarified that we have looked for the best structure in terms of forecasting reliability, execution time (which is a significant limitation in a real-time system), and avoiding the common of learning).
The steps for developing the ANN-based system are similar to those detailed in Ref. 37 , which can be considered as the preliminary step to this research work. This article forecasts hourly water demand comparing two different ANN architectures: multi-layer perceptron and radial basis functions, and concluded that the first structure tends to offer better performance. For this reason, a multi-layer perceptron has been used. The data available for each forecast, i.e. the last 6 weeks (1,008 hourly demands), were separated randomly into two groups. The 70% was oriented to the batch training of the network through the back-propagation algorithm. The remaining 30% has been used to validate the network. The following stopping criteria were defined: max number of steps without reducing error: 1000, max workout time: 1 minute. min relative change in training error: 0.0001, min relative change in error rate training: 0.001. 
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Central Agent
The optimal forecast selected hourly by each one of the five agents is sent to the Central Agent. These hourly demand forecasts are stored in the database through the Information Agent. Moreover, the Central Agent sends these forecasts to the Planning Pumping Agent. Therefore, the Central Agent only acts as interconnection between the Forecasting Agents and the other agents.
Scenarios Simulator Agent
In WDM systems, water pumping is performed at specific times whose frequency varies greatly from one city to another. The new context stresses the importance of continuous pumping in order to reduce operating costs. The Scenarios Simulator Agent uses information stored in the database to perform a simulation of the last 24 hours in different scenarios defined by the forecasts transmitted by the Central Agent. These will be studied by the Cost Evaluation Agent that seeks the one that minimizes WDM costs. The assumptions that we have made in the development of this simulator are the following: fixed supply time: 1 hour (both, on the one hand, from natural sources to supply tanks and, on the other hand, from these to points-of-consumption), unconstrained catchment, storage and transportation systems, water is pumped to the supply tanks in order to store at the beginning of each hour the quantity that has been forecast, when there is risk of shortage, the pumping is carried out urgently at a higher cost, water cannot be returned to the previous echelon.
In order to determine the water stored at the beginning of each hour in Supply Tanks (IWt), this agent adds the water stored at the end of the last hour (FWt-1) and the water pumped during that time (WPt-1), by Eq. (11). The water stored at the end of each hour in Supply Tanks (FWt) is expressed as the difference between water stored at the beginning of this hour (IWt) and the hourly demand (D t ), except if this value is negative. In that case, the emergency water pumping (EWPt) would be carried out, and the water stored would be zero. It is expressed by Eq. (12) and (13) . Finally, the water pumped in each period (WPt), a process that is supposed to be done at the end of it, is the difference between the demand forecast for the next period (D^t +1 ) and the final status of tank (FWt), if this value is greater than zero, according to Eq. (14). 
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The operational logic of the simulation system is illustrated in Figure 5 . It should be noted that there are two main flows: the downstream water flow, from natural sources to points-of-consumptions and constrained by the lead time (supply time), and the upstream demand flow, in the opposite direction.
Cost Evaluation Agent
The Cost Evaluation Agent hourly decides which one of the five scenarios presented by the Scenarios Simulation Agent minimizes WDM costs and, therefore, it is optimal for managing the system at that time. In the simple structure previously defined and according to the stated assumptions, we consider that there is a cost associated with pumping, treatment and storage of water, which depends entirely on demand. That is to soy, water must be transported to the demand points, which involves some costs that are independent of the planning. Moreover, there are two cost overruns (both can be expressed as a ratio of a unit of currency to a unit of volume of water), which are inputs for the system: An additional cost associated with emergency water pumping (c ewp ), defined as the difference between the emergency water pumping cost and the scheduled water pumping cost. An additional cost related to excessive storage of water in Supply Tanks (c fw ), in relation to tanks capacity and supply problems resulting from excessive storage of water, i.e. an opportunity cost.
Thus, the Cost Evaluation Agent determines in each scenario the WDM cost overrun (WMO), which arises from the errors in the forecast. It can be estimated as the sum of the cost overrun associated to the emergency water pumping (WMO ewp ) and the cost overrun associated to the excessive storage of water (WMO fw ) throughout the simulation time interval (m). The first one is the product of emergency water pumped (EWP t ) and its associated cost overrun (c ewp ). The second one is the product of the quantity of water stored at the end of each interval (FW t ) and their additional costs associated storage (c fw ). Hence, the fitness function to be minimized is expressed by Eq. (15) to (17) . (15) (16) (17)
Pumping Planning Agent
The Pumping Planning Agent uses the optimal scenario selected by the Cost Evaluation Agent to choose the forecast which must be used to adjust the pumping system. Hence, it determines the water to be pumped hourly by Eq. (14), but considering the position level of the supply tanks (instead of the simulation calculations) leading to real-time WDM. These data are stored in the database via the Information Agent, and they are carried to the Pumping Station through the Communication Agent.
Results and Discussion
In order to test the IDSS, twelve time series with 1,032 data (WD01 to WD12) have been used. Each one of them contains hourly water demands of 43 consecutive days in the city of Gijón (Spain). These time series have been created through simulation using the monthly water demand of this city, a distribution model of water demand along each week, and random parameters to introduce different sources of uncertainty. It should be clarified that the average hourly demand in the township in 2012 and 2013 was 2,455.44 m 3 /hour, while we have used the model that, according to Ref. 9, best fits the urban consumption in the city of Valencia (Spain).
Within each series, we have used 97.7 % of the data (1,008 hourly demands corresponding to 6 weeks) for training of forecasting methods and determining the optimal alternative for the pumping systems adjustment through simulation scenarios, while the remaining 2.3% (24 time demands, corresponding to 1 day) was used to test the system with the solution provided. From that point on, we have analyzed the reduction achieved in management costs.
The time series we have chosen span training and testing periods of very different nature. Table 1 contains the relevant information about the training period (first and last day) and testing period (day and hour of beginning and end). Note that in all cases the testing period begins when the training period ends. Six series have been chosen as working days (see [1] ), which would be the usual case in the practical implementation of the system. Three series correspond to weekend days (see [2] ). The remaining three are related to holidays (i.e. holidays or days around them, see [3] ), since we aim to evaluate the effectiveness of the developed application in these special cases. * It corresponds to a week after a holiday on Friday. ** It corresponds to a week after a holiday on Tuesday.
The twelve time series show a similar structure. These hourly time series displays double seasonality and trend. On the one hand, there is a daily frequency (each 24 hours). There is a night sharp decrease from 19h until 02h, when demand stabilizes around a daily minimum until 06h. At that time, demand grows strongly until 11h, when it sets a first local maximum. From there, demand undergoes a slight decline to set a local minimum at 14h, and then it begins to increase until the establishment of a second local maximum at 19h. Note that the previously given hours are approximate and vary according to the season of the year. On the other hand, there is a weekly frequency, namely the structure is similar each 7 days (168 hours). During weekends, a significant decline in consumption can be observed first on Saturdays, and even larger on Sundays, where the morning cycle is especially small compared to the afternoon one. In addition, these time series do not remain in a constant range, but they show a significant trend throughout the year, both in average and variance, which must be considered in the forecasting process. Figure 6 , which has been included to illustrate the explanation, shows the training and testing periods for the time series WD03. Notice the decreasing trend from weeks 2 to 6, which seems to be reversed during the last week. Besides, the holidays in weeks 3 and 6, when demand drops considerably, greatly influence the forecast especially the Friday of week 6, given the weekly frequency of the series, makes complicated the forecast.
Time Series Forecasting
The reduction in WDM costs is based on the accuracy of the system forecasts. Table 2 shows for each series the best result of the five forecasting agent. It contains the following information: the name of the time series (Time series); the agent that forecasts (Forecasting); the optimal features of the method that minimize the MAPE during the training period, i.e. the time horizon if it is a Fig. 6 . Training period and testing period for the time series WD03 (values in cubic meters).
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Copyright: the authorsmoving average, the linear smoothing and seasonality coefficient in the case of exponential smoothing, the ARIMA model that best fits the input data for the Box Jenkins methodology, and the optimal structure of the ANN through the neurons in each layer (Features); and the MAPE of the forecast calculated on the 24 testing data (MAPE). We have stood out in bold the agent which achieves a minimum error for each series. Table 2 compares the results of the five agents with a base method, which distinguishes three kinds of days: regular working days (Monday to Friday except holidays and eve of holidays), holidays (including Sundays), and eve of holidays (including Saturdays). Thus, this base method estimates the hourly demand on any day as the demand in the previous day of the same kind. The results show that in most cases this method achieves small errors due to the regular nature of the studied time series. Table 2 highlights that the Naive Agent achieves in all cases forecast errors lower than 5%. It is especially efficient in forecasting working days with an error lower than 2.5% in series of this type and sometimes even below 1%. This model is fairly easy since it greatly simplifies the series operation; nonetheless its performance is positive in view of the results. Notice that in nine of the twelve cases, the Naive Agent provides better results than the other two simple methods of forecasting (exponential smoothing and moving averages), although the theoretical foundation of these others is more complex.
Moving averages generate errors between 2.5% and 4% in all series, showing a more robust performance as they are less sensitive to the type of day than other methods, which becomes an advantage when the forecast is complex. For this reason, it offers interesting solutions on holidays or days around them. For example, in WD12, the moving average achieves the lowest error, even better than ANNs. However, results obtained by this agent are greatly improved by other methods in working and weekend days.
The ES Agent provides similar results to the Naive Agent, although slightly worse in most cases. It is capable of achieving good performance in forecasting working days (e.g. WD06, WD08 and WD10 with a MAPE lower than 2%), but it is not reliable in forecasting holidays (e.g. the MAPE is about 15% in WD12). In addition, it does not offer a good performance in days around holidays as these days significantly modify the model of the series, and hence decreasing the accuracy of forecasts.
The ARIMA models have the same deficit as the exponential smoothing on holidays and days around them, which can be justified from the same perspective. However, the ARIMA Agent usually improves the results of the ES Agent on working days and weekends, being able to understand very precisely the trend and seasonality of the series, with errors less than 2.5%, except in the WD07 series in which its results are only enhanced by ANNs. In WD04, the ARIMA Agent achieves the lower forecast error.
The results from the four methods analyzed so far are considerably outperformed by the NN Agent, which achieves the smallest error in 8 out of the 12 cases. The network built by this agent can explain very precisely the past of the series and makes very accuracy forecasts for the future. Even when forecasting the demand is difficult and the other agents do not offers precise results, the NN Agent responds with reliable forecasts. As expected, this fact brings evidence that the incorporation of AI to the model increases the confidence in forecasts, because they make the system trained for understanding unexpected changes in trends and they deal appropriately with the seasonality.
By way of illustration, Figure 7 shows the testing period for the WD03 series, as well as the forecasts of the Naive (3.00% MAPE), ARIMA (5.44% MAPE) and NN Agents (2.44% MAPE). The ANNs generate the best approximation. Notice that the ARIMA method is not capable of accomplishing a good result, since the holiday just a week before the testing day acts as a source of error. Figure 8 shows the same information for the WD05 series that corresponds to a working day (1.77% MAPE for the naive model and ARIMA techniques and 1.21% for the ANNs). It can be noted that in this case all forecasts are considerably more accurate. Again, the NN Agent offers the best performance.
Cost Overrun Reduction
The developed IDSS requires the introduction as an input of the unit cost overruns related to excessive 
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(i) Scenario 1: when both are equal (c ewp =2 uc; c fw =2 uc), (ii) Scenario 2: when the excessive storage overrun cost is three times the emergency water pumping overrun cost (c ewp =1 uc; c fw =3 uc), (iii) Scenario 3: when the relationship is the opposite (c ewp =3 uc; c fw =1 uc). Tables 3, 4 Results demonstrate the high efficiency of the system. The MAS for real-time WDM can achieve large reductions in cost overrun in comparison with the results obtained if the base method is used to adjust the pumping systems. In 32 of the 36 total tests, the system achieves a reduction in costs, and only in the remaining 4, the solution provided by the system would cause a higher cost. The average reduction is 42.50% for the first scenario, 37.53% for the second one, and 39.23% in the third scenario.
Moreover, these tables show that the choice of the forecasting method that results in the optimal alternative to adjust the pumping equipment varies according to the relationship between the cost overruns. For example, in WD03 series, ANN-based forecast generate the optimal setting in the first two cases, while in the latter the best forecast is provided by the ES Agent. Ten of the twelve series (all series except the WD02 and the WD11) clearly show this idea. Analyzing the previous tables in more detail (comparing it with Table 2 ), it can be observed that when the performance of a forecasting method is clearly superior to the others, the system tends to resort to it in order to minimize costs. However, when the difference is not very significant, choosing the best alternative to adjust the pumping depends on the ratio of costs. In these ten cases, an intermediate ratio could be found that differentiate the case when some forecasting method is optimal and the case when another is more appropriate.
These results confirm that limiting the study of WDM to the forecasting of this variable only implies finding a partial solution to the problem, which does not always lead to the best overall solution. It must be highlighted that WDM is a complex problem that should be understood as a whole and not as a collection of parts, and hence multi-agent techniques draw an appropriate framework to deal with it.
Pumping Systems Adjustment
As previously mentioned, the main output of the IDSS for real-time WDM is the optimal adjustment of the pumping systems. The system determines hourly the quantity of water to be pumped in order to minimize costs. As an example, Figure 9 , based on the testing period of WD03, represents the solution proposed by the MAS for optimal adjustment of the pumping equipment in two opposite scenarios: when the excessive storage overrun cost is three times higher the emergency water pumping overrun cost (ANNs are used to forecast) and when the ratio is inverse (exponential smoothing is applied to forecast).
Conclusions and Future Work
This paper aims to show how the multi-agent methodology can be applied to WDM, a concept that has gained great importance in recent years given the requirements imposed by the new context marked by the scarcity of resources and the respect to the environment. In order to do this, an IDSS has been designed and implemented. It integrates sophisticated forecasting methods and management components under a structure that simulates a municipal water distribution system, and determines in real time the optimum adjustment of the pumping systems in order to minimize WDM costs.
Tests on time series with hourly water demand demonstrate the high efficiency of the developed system. They show that the introduction of AI techniques in the forecasting process, such as ANNs, can significantly decrease the error when compared with other traditional techniques, especially on holidays and days around them, because they have a greater capability of adapting to unexpected changes. This leads to a big reduction in WDM costs. However, the tests also show that the choice of the optimal alternative for adjusting the pumping systems depends on the input variables. Therefore, limiting the study to the search of the best forecasting method represents only a partial solution to the problem, which does not have to lead always to the best overall solution for the WDM system. Again, it should be highlighted that this is a preliminary work or pilot system, where some simplified assumptions have been adopted (e.g. regarding the distribution system or the cost model). Translating this model into a real system would require reformulating these assumptions, as well as covering other common problems in real water distribution systems, such as leakages. In this regard, the main contribution of this work is that multi-agent methodology has proven to be not only a suitable tool to address this issue but also a necessary approach to study it, as WDM must be analyzed in its entirety from an holistic approach. In addition, this approach has enormous potential in increasing its functionality, as it allows managers to complete the study by adding new Fig. 9 . Testing period of the WD03 time series: optimal adjustment of the pumping system (values in cubic meters).
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