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Zusammenfassung
In diesem Beitrag wird ein Verfahren vorgestellt, das im Rahmen einer Datenvor-
analyse fu¨r eine nachgeschaltete datenbasierte Modellierung aus einer gegebenen
Menge von potenziellen Einﬂussgro¨ßen einen Satz relevanter und nichtredundan-
ter Einﬂussgro¨ßen selektiert. Hierdurch wird der Suchraum und somit auch die
Komplexita¨t fu¨r ein nachgeschaltetes Modellierungsverfahren erheblich reduziert.
Im Gegensatz zu den meisten etablierten Selektionsverfahren bewertet das Verfah-
ren nicht nur die Relevanz einzelner Einﬂussgro¨ßen, sondern auch die von gesamten
Sa¨tzen von Einﬂussgro¨ßen. Die Leistungsfa¨higkeit des Verfahrens wird an einem De-
monstrationsbeispiel verdeutlicht. Des Weiteren wird exemplarisch die Auswirkung
dieser Datenvoranalyse auf eine nachgeschaltete Fuzzy–Modellierung von bekannten
Benchmarkbeispielen diskutiert.
1 Einfu¨hrung
Zur Analyse, Weiterentwicklung und Automatisierung technischer Prozesse bilden ha¨uﬁg
Modelle dieser Prozesse die Grundlage. Insbesondere bei komplexen Prozessen kann eine
ausreichend genaue wissensbasierte oder physikalisch–mathematische Modellierung sehr
zeitaufwa¨ndig oder aufgrund unzureichenden Expertenwissens gar unmo¨glich sein. In sol-
chen Fa¨llen besteht ein Lo¨sungsansatz darin, die Modellierung des Prozesses datenbasiert
auf der Grundlage von Messdaten z j, j = 1, ..., N vorzunehmen. Dabei besteht ein Mess-
punkt z j = (x j, yj) aus einem Eingangsvektor x j, der die Werte von den beobachteten
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n Eingangsgro¨ßen (den potenziellen Einﬂussgro¨ßen) des zu modellierenden Prozesses zu-
sammenfasst und aus dem Wert yj der Ausgangsgro¨ße.
Erfahrungsgema¨ß sind nicht immer alle gemessenen oder zur Verfu¨gung stehenden Ein-
ﬂussgro¨ßen notwendig, um die zugrunde liegenden Prozesszusammenha¨nge zu modellieren.
Eine vorhergehende Selektion der relevanten und nichtredundanten Einﬂussgro¨ßen wirkt
sich aus mehreren Gru¨nden oftmals vorteilhaft aus:
• Der Arbeitsaufwand zum Messen und zum Speichern der Daten wird reduziert.
• Der Rechenaufwand fu¨r die Modellerstellung wird reduziert, da die Laufzeit vieler
Modellierungsverfahren mit zunehmender Anzahl beru¨cksichtigter Einﬂussgro¨ßen
stark ansteigt.
• Das generierte Modell ist ha¨uﬁg leichter zu interpretieren.
• Eine Elimination irrelevanter oder redundanter Einﬂussgro¨ßen erho¨ht meistens die
erzielbare Generalisierungsfa¨higkeit der generierten Modelle deutlich.
Eine Einteilung der aus der Literatur bekannten Selektionsverfahren kann zum einen an-
hand der verwendeten Bewertungsfunktion und zum anderen auf der Basis der verfolgten
Suchstrategie vorgenommen werden. Dabei ist es die Aufgabe der Bewertungsfunktion,
einzelnen Einﬂussgro¨ßen oder einem ganzen Satz solcher Gro¨ßen — auch Merkmalssatz
genannt — einen Relevanzwert zuzuordnen. Die verwendete Suchstrategie beschreibt die
Vorgehensweise, wie im Raum aller mo¨glichen Merkmalssa¨tze ein im Sinne der verwende-
ten Bewertungsfunktion mo¨glichst gu¨nstigster Merkmalssatz gesucht wird.
1.1 Bewertungsfunktion
In der Literatur werden bezu¨glich der Wahl der Bewertungsfunktion zwei grundsa¨tzlich
verschiedene Ansa¨tze [1, 2, 3] voneinander unterschieden. Bei dem sogenannten Filter-
ansatz wird ein im Allgemeinen einfach und schnell zu berechnendes Maß zur Bewer-
tung eines Merkmalssatzes oder einer einzelnen potenziellen Einﬂussgro¨ße verwendet. Zur
Relevanzbewertung einzelner Einﬂussgro¨ßen sind beispielsweise die aus der Statistik be-
kannte Korrelation [4] und die aus der Informationstheorie bekannte Transinformation [5]
etabliert. Eine gesamtheitliche Relevanzbewertung von Merkmalssa¨tzen wird in [6] ein-
gefu¨hrt. Beim sogenannten Wrapperansatz (engl. wrapper = einwickeln) wird die Relevanz
eines Satzes von Einﬂussgro¨ßen dadurch ermittelt, dass mit diesem Satz von Einﬂuss-
gro¨ßen anhand der verfu¨gbaren Messdaten eine Modellierung mit Hilfe des vorgesehenen
Modellierungsverfahrens vorgenommen und die resultierende Modellgu¨te als Maß fu¨r die
Relevanz angesehen wird. Ein wesentlicher Vorteil dieses Ansatzes besteht darin, dass der
Bias der Bewertungsfunktion mit dem des hinterher verwendeten Modellierungsverfahrens
u¨bereinstimmt. Bei einem Filteransatz kann dagegen nicht gewa¨hrleistet werden, dass eine
im Sinne der Bewertungsfunktion als gu¨nstig bewertete Lo¨sung sich auch als gu¨nstig fu¨r
das nachgeschaltete Modellierungsverfahren erweist. Der wesentliche Vorteil des Filteran-
satzes hingegen liegt in dem meist vergleichsweise wesentlich geringeren Rechenaufwand.
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In diesem Beitrag wird eine Bewertungsfunktion vorgestellt, die die Relevanz eines Merk-
malssatzes in Anlehnung an [6] bewertet. Als maßgebend hierfu¨r wird die Genauigkeit
angesehen, mit der die einzelnen Ausgangsgro¨ßenwerte yj der Messdaten anhand von
”
benachbarten Messdaten“ rekonstruierbar sind (Abschnitt 2). Dabei wird der Abstand
zweier Punkte x j und x i im Raum der beru¨cksichtigten Einﬂussgro¨ßen gemessen und u¨ber
eine analytische Gewichtungsfunktion zur abstandsabha¨ngigen Gewichtung des Einﬂusses
der Punkte x i bei der Rekonstruktion genutzt.
1.2 Suche von relevanten Sa¨tzen von Einﬂussgro¨ßen
Fu¨r die Suche eines Merkmalssatzes, der im Sinne der verwendeten Bewertungsfunktion
als mo¨glichst relevant bewertet wird, werden in der Literatur verschiedene Ansa¨tze vor-
geschlagen. Die vollsta¨ndige Durchmusterung des Raumes aller Kombinationen von vor-
handenen Einﬂussgro¨ßen mittels einer vollsta¨ndige Suche ﬁndet garantiert das globale
Optimum. Aufgrund der exponentiell mit der Anzahl vorhandener Einﬂussgro¨ßen anwach-
senden Gro¨ße des Suchraums ist diese aber in der Praxis nur selten anwendbar. Daher
werden meistens sogenannte Greedy–Algorithmen oder auch Genetische Algorithmen ver-
wendet [7, 8].
Bekannte Greedy–Algorithmen sind die sogenannte Ru¨ckwa¨rts- und Vorwa¨rtsselektion. Bei
der Vorwa¨rtsselektion wird zuna¨chst die Relevanz einer jeden potenziellen Einﬂussgro¨ße
separat ermittelt und die Einﬂussgro¨ße mit der ho¨chsten Relevanz als erste Gro¨ße des
Merkmalssatzes u¨bernommen. Darauf aufbauend wird der Merkmalssatz iterativ um die-
jenige noch nicht ausgewa¨hlte potenzielle Einﬂussgro¨ße erweitert, deren Hinzufu¨gung zum
bereits selektierten Merkmalssatz die gro¨ßte Relevanzsteigerung erbringt. Dieser sequen-
tielle Erweiterungsprozess wird beendet, wenn keine oder keine
”
signiﬁkante“ Relevanz-
steigerung durch Hinzufu¨gung einer weiteren Einﬂussgro¨ße erzielt werden kann. Bei der
Festlegung, was als
”
signiﬁkant“ anzusehen ist, hat der Nutzer eine Wahlfreiheit. Er kann
entscheiden, welchen Kompromiss er zur Beru¨cksichtigung der gegenla¨uﬁgen Ziele
”
ho-
he Relevanz“ und
”
mo¨glichst wenig Einﬂussgro¨ßen“ schließen will. Die Ru¨ckwa¨rtsselekti-
on hingegen startet mit der Relevanzanalyse des vollsta¨ndigen Satzes aller potenziellen
Einﬂussgro¨ßen und verkleinert diesen iterativ immer um diejenige Einﬂussgro¨ße, die bei
Entfernung aus dem bestehenden Merkmalssatz die gro¨ßte Relevanzsteigerung (oder auch
geringste Relevanzverminderung) auslo¨st. Falls sich bei der Relevanzanalyse eines ver-
kleinerten Merkmalssatzes in jedem Fall eine Verschlechterung der Relevanz ergibt, wird
derjenige Merkmalssatz ausgewa¨hlt, der zur geringsten Relevanzverschlechterung fu¨hrt,
sofern diese als Preis fu¨r die Verkleinerung des Merkmalssatzes noch akzeptabel ist. In
Abschnitt 3 wird die Wirkungsweise verschiedener Suchstrategien auf der Basis eines syn-
thetischen Demonstrationsbeispiels illustriert.
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2 Rekonstruktionsbasierte Bewertungsfunktionen
2.1 Rekonstruktionsbasierte Relevanzbewertung
Dem im Folgenden vorgestellten Verfahren zur Relevanzbewertung liegt die Idee der Re-
konstruktion eines Datenpunktes auf der Basis aller anderen Datenpunkte zu Grunde [6].
Das in Abbildung 1 schematisch dargestellte Verfahren kann durch eine entsprechende
Wahl der Bewertungsfunktion fu¨r eine Relevanzanalyse potenzieller Einﬂussgro¨ßen sowohl
von Approximationsproblemen (Abschnitt 2.1.1) als auch von Klassiﬁkationsproblemen
(Abschnitt 2.1.2) angewendet werden. Alle hierfu¨r konzipierten Bewertungsfunktionen
beruhen auf dem Prinzip
”
leave one out cross–validation“.
Die Grundlage fu¨r alle Bewertungsfunktionen bildet ein Rekonstruktionsalgorithmus, der
fu¨r jeden Eingangsvektor x j einen Ausgangsgro¨ßenwert yˆj auf der Basis der Ausgangs-
gro¨ßenwerte yi und den Absta¨nden der zugeho¨rigen Eingangsvektoren x i aller anderer
Datenpunkte z i scha¨tzt. Dabei werden die Absta¨nde zwischen x j und den x i nur dann im
vollen Eingangsraum gemessen, wenn alle Einﬂussgro¨ßen beru¨cksichtigt werden. Andern-
falls werden sie in dem Unterraum gemessen, der von den beru¨cksichtigten Einﬂussgro¨ßen
aufgespannt wird. Die so ermittelten Absta¨nde werden u¨ber eine Gewichtungsfunktion
zur Gewichtung des Einﬂusses der Punkte z j bei der Rekonstruktion verwendet. Aus den
tatsa¨chlichen Ausgangsgro¨ßenwerten yj und den rekonstruierten Ausgangsgro¨ßenwerten
yˆj wird der Rekonstruktionsfehler berechnet. Je kleiner dessen Wert ist, fu¨r desto rele-
vanter wird der zugrunde liegende Satz von Einﬂussgro¨ßen angesehen. Einﬂussgro¨ßen, die
bei Entfernung aus dem Satz den Rekonstruktionsfehler nicht oder nicht nennenswert
vergro¨ßern, werden als redundant angesehen.
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Abbildung 1: Konzept zur Selektion relevanter nichtredundanter Einﬂussgro¨ßen.
Ein mit dem Rekonstruktionsalgorithmus gekoppelter Minimierungsalgorithmus zielt dar-
auf ab, denjenigen Satz von Einﬂussgro¨ßen zu bestimmen, der zu dem geringsten Rekon-
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struktionsfehler fu¨hrt oder einen guten Kompromiss zwischen den Zielen
”
mo¨glichst gerin-
ger Rekonstruktionsfehler“ und
”
mo¨glichst geringe Anzahl von Einﬂussgro¨ßen“ herstellt.
Im Folgenden werden verschiedene Rekonstruktionsstrategien und Bewertungsfunktionen
vorgestellt.
2.1.1 Relevanzbewertung fu¨r Approximationsprobleme
Die rekonstruktionsbasierte Relevanzbewertung eines Satzes von Einﬂussgro¨ßen basiert
bei Approximationsproblemen auf der Analyse, wie fehlerfrei fu¨r jeden Datenpunkt z j =
(x j, yj) der Ausgangsgro¨ßenwert yj durch die abstandsabha¨ngig gewichteten Ausgangs-
gro¨ßenwerte yi aller anderen Datenpunkte z i = (x i, yi) (dabei i = j) rekonstruiert werden
kann. Dabei wird der gewichtsbestimmende Abstand dadurch ermittelt, dass die Punkte
x i und x j in den Raum R der beru¨cksichtigten Einﬂussgro¨ßen projiziert werden.
Hierzu ermittelt die Strategie Approx1 fu¨r jeden Datenpunkt z j einen Rekonstruktions-
wert yˆj in Form einer gewichteten Mittelwertbildung:
yˆj =
∑
i=j
g
R
(i, j) · yi
∑
i=j
g
R
(i, j)
. (1)
Dabei wird die jeweilige Gewichtung g
R
(i, j) der Werte yi in Abha¨ngigkeit von den
Absta¨nden zwischen den Eingangsvektoren x i und x j, gemessen im Raum R der beru¨ck-
sichtigten Einﬂussgro¨ßen, vorgenommen.
Fu¨r die abstandsabha¨ngige Gewichtung der Ausgangsgro¨ßenwerte yi wird eine Gauß’sche
Gewichtungsfunktion verwendet, um Datenpunkte x i um so sta¨rker zu beru¨cksichtigen,
je mehr sie im betrachteten Eingangsraum R dem Punkt x j benachbart sind:
g
R
(i, j) = e−p · dR (i,j) . (2)
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Abbildung 2: Breite der Gewichtungsfunktion g(i, j) fu¨r p = 1 (links) und p = 10 (rechts).
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Der Parameter p ist frei wa¨hlbar und beeinﬂusst die Breite der Glockenfunktion (Abbil-
dung 2). Fu¨r d
R
(i, j) wird das Quadrat des euklidischen Abstands der Punkte x i und x j
verwendet:
d(i, j) = ‖x j − x i‖22,R . (3)
Der Index R zeigt dabei an, dass dieser Abstand im Raum der beru¨cksichtigten Einﬂuss-
gro¨ßen gemessen wird. Durch Anwendung der Rekonstruktion (1) auf alle Datenpunkte
zj erha¨lt man einen Vektor ŷ , dessen Komponenten aus den rekonstruierten Werten yˆj
bestehen. Zur Quantiﬁzierung der Relevanz des betrachteten Merkmalssatzes wird der
mittlere quadratische Fehler gema¨ß
e =
√
(y − ŷ)T · (y − ŷ)
N
(4)
herangezogen, wobei der Vektor y aus den tatsa¨chlichen Ausgangsgro¨ßenwerten yi des
Datensatzes z j, j = 1, 2, ..., N aufgebaut ist.
Alternativ zur Rekonstruktionsstrategie (1) wird die Strategie Approx2
yˆj =
N∑
i=1
g(i, j) · yi
N∑
i=1
g(i, j)
(5)
verwendet. Darin geht bei der Bestimmung des Rekonstruktionswertes yˆj auch der Wert
yi ein. Zur Berechnung des Rekonstruktionsfehlers ej werden die gewichteten Absta¨nde
aller Funktionswerte vom rekonstruierten Wert zuna¨chst summiert (Abbildung 3).

x1

y
yˆj







zj = (x1,j, yj)
 

Abbildung 3: Zur Fehlerberechnung von Approx2 fu¨r den Sonderfall nur einer betrach-
teten Einﬂussgro¨ße x1.
Das Resultat wird durch die Summe aller Gewichtungen g
R
(i, j), i = 1, ..., N dividiert:
ej =
N∑
i=1
|yi − yˆj| · gR(i, j)
N∑
i=1
g
R
(i, j)
. (6)
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Hierdurch wird ein gleichberechtigter Einﬂuss von isoliert liegenden Punkten und Punk-
ten, die in Clustern liegen, gewa¨hrleistet. Fu¨r die Quantiﬁzierung der Relevanz des be-
trachteten Merkmalssatzes wird die Summe aller Einzelfehler ej verwendet:
E =
N∑
j=1
ej . (7)
2.1.2 Relevanzbewertung fu¨r Klassiﬁkationsprobleme
Im Gegensatz zu den Approximationsproblemen ist es im Falle von Klassiﬁkationspro-
blemen erforderlich, bei der Rekonstruktion eines Ausgangsgro¨ßenwertes yj ausschließlich
eine der in den Daten auftretenden η diskreten Ausgangsgro¨ßenwerte y1, y2, . . . , yη als
rekonstruierten Wert auszugeben.
Dazu ermittelt die Strategie Klass einen Rekonstruktionswert auf der Basis aller anderen
Datenpunkte z i (i = j). Hierzu werden diese Datenpunkte in Klassen K1,K2, . . . ,Kη
derart eingeteilt, dass alle Daten einer Klasse Ks den gleichen Ausgangsgro¨ßenwert ys
aufweisen. Fu¨r jede Klasse Ks wird die gewichtete mittlere Ha¨uﬁgkeit
Hj(ys) =
∑
g
R
(i, j)
µ(s)
∀i mit z i ∈ Ks (8)
berechnet. Dabei ist µ(s) die Anzahl der Elemente in der Klasse Ks. Der Rekonstrukti-
onswert yˆj ergibt sich schließlich durch Zuweisung desjenigen Klassenwertes ys, fu¨r den
die gewichtete mittlere Ha¨uﬁgkeit H(ys) maximal wird:
yˆj = {ys|Hj(ys) = max{Hj(y1), Hj(y2), . . . , Hj(yη)}} . (9)
Zur Quantiﬁzierung der Relevanz des betrachteten Merkmalssatzes wird der relative Klas-
siﬁkationsfehler
e =
1
N
·
N∑
i=1
sign(|yi − yˆj|) (10)
verwendet, der sich bezu¨glich des gesamten Datensatzes z 1, z 2, . . . , zN ergibt.
2.1.3 Einﬂuss der parametrisierbaren Gewichtungsfunktion
Es zeigt sich sowohl fu¨r die Rekonstruktion bei Approximationsproblemen nach Approx1
(Gleichung (1)) und Approx2 (Gleichung (5)) als auch fu¨r die Rekonstruktion bei Klas-
siﬁkationsproblemen mit Klass (Gleichung (9)), dass die Wahl des Parameters p der
Gewichtungsfunktion einen wesentlichen Einﬂuss auf die Ergebnisse hat.
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Um dies zu demonstrieren, werden fu¨r 250 a¨quidistant verteilte Stu¨tzstellen im Wertebe-
reich von −10 bis 10 die Werte der Funktion y(x) = x2sin(2x)cos(x) ermittelt.
Abbildung 4 zeigt fu¨r den so erzeugten Datensatz, dass die Gu¨te der Rekonstruktion der
Ausgangsgro¨ßenwerte mit Hilfe von Approx1 stark von der Wahl von p abha¨ngig ist.
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Abbildung 4: Einﬂuss des Parameters p auf die Gu¨te der Rekonstruktion (gestrichelt
dargestellt) von Werten der Funktion y(x) = x2sin(2x)cos(x). Links p = 1, rechts p = 10.
Die yˆ–Werte von auf der x–Achse benachbarten Punkten wurden zur graﬁschen Ausgabe
durch Geradenstu¨cke verbunden.
2.2 Individuelle Aktivierung von Einﬂussgro¨ßen
Zur Relevanzanalyse unterschiedlicher Merkmalssa¨tze ist es erforderlich, einzelne Einﬂuss-
gro¨ßen individuell ein- bzw. auszuschalten. Hierzu wird die Gewichtungsfunktion g(i, j)
geeignet parametrisiert. Zuna¨chst wird dazu der quadrierte euklidische Abstand zweier
Punkte x i und x j im Raum aller n potenziellen Einﬂussgro¨ßen betrachtet:
d(i, j) = (xj,1 − xi,1)2 + (xj,2 − xi,2)2 + . . . + (xj,n − xi,n)2 . (11)
Durch Einsetzen von d(i, j) fu¨r d
R
(i, j) auf der rechten Seite von Gleichung (2) ergibt sich
e−p·d(i,j) = e−p·(xj,1−xi,1)
2 · e−p·(xj,2−xi,2)2 · . . . · e−p·(xj,n−xi,n)2 . (12)
Ersetzt man darin die Terme e−p·(xj,k−xi,k)
2
durch
e−p·(xj,k−xi,k)
2
= (1− λk) + λk · e−p·(xj,k−xi,k)2 , (13)
so kann man mit den hierdurch eingefu¨hrten Parametern λk jede Einﬂussgro¨ße individuell
durch Setzen von λk = 1 aktivieren oder mit λk = 0 deaktivieren.
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Die Gewichtungsfunktion (2) erlangt hiermit die Form:
g
R
(i, j) =
n∏
k=1
(
(1− λk) + λk · e−p·(xj,k−xi,k)2
)
. (14)
Dabei weist der Index R auf den Raum hin, der durch die aktivierten Einﬂussgro¨ßen
aufgespannt wird. Die Parametrisierung von g
R
(i, j) birgt im u¨brigen auch die Mo¨glich-
keit, die Einﬂussgro¨ßen
”
teilweise“ zu aktivieren bzw. zu deaktivieren. In den meisten
Anwendungen ist man jedoch ausschließlich an vollsta¨ndig aktivierten bzw. deaktivierten
Einﬂussgro¨ßen interessiert.
2.3 Ein synthetisches Demonstrationsbeispiel
Die Arbeitsweise und Leistungsfa¨higkeit des hier vorgestellten Verfahrens mit der Rekon-
struktionsvorschrift (1) und der zugeho¨rigen Bewertungsfunktion (4) werden im Folgenden
anhand der in Abbildung (5) angegebenen Testfunktion demonstriert.
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Abbildung 5: 3D–Plot der Testfunktion y(w1, w2) = cos(2 · w1) + w2 fu¨r die Bereiche
|w1| ≤ 4 , |w2| ≤ 4 (links) und |w1| ≤ 1 , |w2| ≤ 1 (rechts).
Mittels dieser von zwei Variablen abha¨ngigen Testfunktion wird ein Datensatz von 441
Punkten der Form z j = (x j, yj) unter Verwendung eines vierdimensionalen Eingangsvek-
tors x j = (xj,1, xj,2, xj,3, xj,4) geschaﬀen. Dabei werden die Gro¨ßen xj,1 und xj,4 zufa¨llig
gleichverteilt im Bereich [−1, 1] erzeugt, so dass diese nicht mit dem Ausgangsgro¨ßenwert
yj korrelieren. Die Werte von xj,2 und xj,3 werden aus einem regelma¨ßigen Gitternetz
des Bereichs [−1, 1]× [−1, 1] gewa¨hlt, anhand derer sich die zugeho¨rigen Funktionswerte
yj = y(xj,2, xj,3) ergeben. Somit stehen nur die zweite und dritte Komponente des Ein-
gangsvektors x j in einem Zusammenhang mit yj. Der Datensatz hat demnach die Form
z j = (rand(−1..1), xj,1, xj,2, rand(−1..1), y(xj,1, xj,2)) .
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Bei Anwendung des Verfahrens auf diesen Datensatz ergeben sich fu¨r die 16 mo¨glichen
Sa¨tze der Einﬂussgro¨ßen die in Tabelle 1 angegebenen Fehlerwerte.
x1 x2 x2 x4 Fehler
0 0 0 0 0.6997
1 0 0 1 0.6361
1 0 0 0 0.6355
0 0 0 1 0.6340
1 1 0 0 0.5520
1 1 0 1 0.5494
0 1 0 1 0.5488
0 1 0 0 0.5478
1 0 1 0 0.4282
0 0 1 1 0.4276
1 0 1 1 0.4270
0 0 1 0 0.4266
1 1 1 1 0.2004
1 1 1 0 0.1928
0 1 1 1 0.1902
0 1 1 0 0.1875
Tabelle 1: Fehlerwerte fu¨r alle Kombinationen von Einﬂussgro¨ßen.
Daraus wird die hohe Relevanz der Einﬂussgro¨ßen x2 und x3 ersichtlich. Ausschließlich
fu¨r diejenigen Sa¨tze von Einﬂussgro¨ßen, die diese beiden Gro¨ßen enthalten, ergeben sich
die mit Abstand kleinsten Fehlerwerte. Zudem fu¨hrt die Beru¨cksichtigung der irrelevan-
ten, zufa¨llig erzeugten Einﬂussgro¨ßen x1 und x4 zu einer geringfu¨gigen, aber dennoch
signiﬁkanten Verschlechterung des kleinsten Fehlerwertes, der sich durch ausschließliche
Beru¨cksichtigung der Gro¨ßen x2 und x3 ergibt. Die Fehlerwerte zeigen somit, dass die
Gro¨ßen x1 und x4 nicht relevant sind, wa¨hrend die dem funktionalen Zusammenhang
tatsa¨chlich zugrunde liegenden Einﬂussgro¨ßen als relevant erkannt werden.
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3 Selektion relevanter Einﬂussgro¨ßen
Um mit Hilfe der angegebenen Bewertungsfunktionen letztendlich eine sinnvolle Teilmenge
relevanter nichtredundanter Einﬂussgro¨ßen auswa¨hlen zu ko¨nnen, beno¨tigt man noch eine
geeignete Suchstrategie. Im Folgenden wird hierzu ein kurzer U¨berblick u¨ber unterschied-
liche Suchstrategien gegeben und es wird ihre Leistungsfa¨higkeit anhand des Testbeispiels
aus Abschnitt 2.3 illustriert.
3.1 Vollsta¨ndige Suche
Bei der Vollsta¨ndigen Suche werden sukzessive fu¨r alle mo¨glichen Kombinationen von
Einﬂussgro¨ßen durch Auswertung der Bewertungsfunktion die zugeho¨rigen Fehlerwerte
ermittelt. Derjenige Satz von Einﬂussgro¨ßen, der zum minimalen Fehlerwert fu¨hrt, ist
eine sinnvolle Wahl fu¨r den gesuchten Merkmalssatz.
Die Anwendung einer Vollsta¨ndigen Suche auf das Beispiel aus Abschnitt 2.3 liefert den
minimalen Fehlerwert der Bewertungsfunktion Approx1 fu¨r den Merkmalssatz
0 1 1 0 , Fehler: 0.1875 ,
was somit genau den tatsa¨chlich bestehenden funktionalen Zusammenhang widerspiegelt.
Bei dieser Suchstrategie wa¨chst die erforderliche Laufzeit gema¨ß T (n) = 2n = O(2n)
exponentiell mit der Dimension n des Einﬂussgro¨ßenraumes. Unter Beru¨cksichtigung der
Anzahl N vorhandener Datenpunkte zur Auswertung der Bewertungsfunktion Approx1
ergibt sich damit eine meist nicht akzeptable Laufzeit von O(N22n). Bei sehr vielen Ein-
ﬂussgro¨ßen werden daher die nachfolgend beschriebenen Suchstrategien eingesetzt.
3.2 Zersto¨rende lokale Verbesserungsstrategie
Dieser Algorithmus startet mit der Analyse des vollsta¨ndigen Merkmalsraumes durch
Aktivierung aller Einﬂussgro¨ßen. Anschließend wird nacheinander eine einzige Einﬂuss-
gro¨ße deaktiviert. Erho¨ht sich dabei der Fehler signiﬁkant (diese Entscheidung kann durch
Einfu¨gung eines Toleranzparameters geschaﬀen werden), so wird diese Einﬂussgro¨ße als
relevant erkla¨rt und ansonsten als irrelevant verworfen. Die Laufzeit dieser Suchstrategie
betra¨gt T (n) = n + 1 = O(n) und somit in Verbindung mit der Bewertungsfunktion
O(N2n2).
Bei Anwendung dieser Strategie auf das obige Beispiel ergeben sich der Reihe nach fol-
gende Merkmalssa¨tze und zugeho¨rige Fehlerwerte:
1 1 1 1 0.2004
0 1 1 1 0.1902
1 0 1 1 0.4279
1 1 0 1 0.5494
1 1 1 0 0.1928
0 1 1 0 0.1875
Ersichtlich wird dasselbe optimale Ergebnis wie bei der Vollsta¨ndigen Suche gefunden.
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3.3 Bewahrende lokale Verbesserungsstrategie
Auch diese Strategie beginnt mit allen aktivierten Einﬂussgro¨ßen und deaktiviert sys-
tematisch einzelne Einﬂussgro¨ßen. Im Falle einer signiﬁkanten Verbesserung im Sinne der
Bewertungsfunktion wird diese Vera¨nderung des Merkmalsraumes jedoch sofort beibehal-
ten. Im anderen Fall wird die Vera¨nderung sofort wieder ru¨ckga¨ngig gemacht. Dies wird
sukzessive fu¨r jede Einﬂussgro¨ße durchgefu¨hrt. Genau wie bei der Zersto¨renden lokalen
Strategie betra¨gt die Laufzeit auch hier insgesamt O(N2n2). Im Demonstrationsbeispiel
ﬁndet diese Strategie ebenfalls den Merkmalssatz mit dem minimalen Fehler:
1 1 1 1 0.2004
0 1 1 1 0.1902
0 0 1 1 0.4276
0 1 0 1 0.5488
0 1 1 0 0.1875
3.4 Vollsta¨ndige Greedy–Suche
Bei dieser Suchstrategie wird zuna¨chst jede Einﬂussgro¨ße einzeln bewertet und diejenige
Gro¨ße, die den im Sinne der Bewertungsfunktion niedrigsten Fehlerwert erbringt, aus-
gewa¨hlt. Mit der so gefundenen Einﬂussgro¨ße werden alle verbleibenden Einﬂussgro¨ßen
einzeln kombiniert und anschließend diejenige Einﬂussgro¨ße, die zur gro¨ßten Reduktion
des Fehlers fu¨hrt, als weitere relevante Einﬂussgro¨ße ausgewa¨hlt. Dieser Vorgang wird so
lange fortgesetzt, bis sich durch Hinzufu¨gen einer weiteren Einﬂussgro¨ße keine weitere
signiﬁkante Minimierung des Fehlers erzielen la¨sst.
1 0 0 0 0.6355
0 1 0 0 0.5478
0 0 1 0 0.4266
0 0 0 1 0.6340
1 0 1 0 0.4282
0 1 1 0 0.1875
0 0 1 1 0.4276
1 1 1 0 0.1928
0 1 1 1 0.1902
0 1 1 0 0.1875
Aus der Ergebnistabelle wird ersichtlich, dass auch dieser Suchalgorithmus den Merkmals-
satz, der zum gu¨nstigsten Fehlerwert fu¨hrt, ﬁndet.
Die in diesem Beispiel fast vollsta¨ndig ausgescho¨pfte worst–case Laufzeit betra¨gt beim
Greedy–Algorithmus T (n) = 1
2
· (n2 + n) = O(n2). In Verbindung mit der Bewertungs-
funktion ergibt sich demnach insgesamt eine Laufzeit von O(N2n3).
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3.5 Genetischer Algorithmus
Die Grundlage zu Genetischen Algorithmen wurden von J. H. Holland in den 60er
Jahren gelegt [9, 10]. Dieses nichtdeterministische populationsbasierte Verfahren ist be-
sonders zur Optimierung hochdimensionaler Kombinationsprobleme geeignet. Die zu opti-
mierenden Parametersa¨tze repra¨sentieren dabei sogenannte Individuen. Fu¨r die hier vor-
gestellte Suche von relevanten Merkmalssa¨tzen entspricht ein Individuum dem Vektor
λ= (λ1, λ2, . . . , λn).
Ausgehend von einer zufa¨llig initialisierten Startpopulation von Individuen — den Eltern
— werden u¨ber die Verfahrensschritte Kreuzung und Mutation Nachkommen der Popula-
tion hinzugefu¨gt, die aufgrund des vera¨nderten genetischen Codes andere Merkmalssa¨tze
repra¨sentieren. Im Verfahrensschritt Selektion wird eine Teilmenge der Population als El-
tern der na¨chsten Generation ausgewa¨hlt, die mit großer Wahrscheinlichkeit fu¨r den wei-
teren Optimierungsprozess von Nutzen sind. Die Grundlage dieser Auswahl bildet eine
Bewertung der Individuen anhand der Bewertungsfunktion, die eine Maß fu¨r die Relevanz
des Merkmalssatzes darstellt.
Aufgrund der niedrigen Dimensionalita¨t des Demonstrationsbeispiels wird hier auf die
Anwendung und Auswertung einer genetischen Suche verzichtet.
4 Anwendung auf Bechmarkprobleme
Im Folgenden wird ein U¨berblick u¨ber die Ergebnisse gegeben, die durch Anwendung des
vorgestellten Verfahrens fu¨r einige aus der Literatur bekannte und mit dem Fuzzy–ROSA–
Verfahren [11, 12, 13, 14, 15] ausgiebig behandelte Klassiﬁkations- und Approximations-
probleme erzielt worden sind. Bei den niederdimensionalen Bechmarkproblemen werden
zudem die mit Vollsta¨ndiger Suche und Greedy–Suche erzielten Ergebnisse miteinander
verglichen. Zusa¨tzlich werden die erzielten Ergebnisse, die sich bei einer erneuten Model-
lierung mit dem Fuzzy–ROSA–Verfahren auf der Basis des jeweils selektierten relevanten
Merkmalssatzes einstellen, mit den bisher besten Modellierungsergebnissen verglichen.
Dabei werden jeweils diejenigen Einstellungen des Fuzzy–ROSA–Verfahrens, mit denen
das bisher beste Ergebnis erzielt wurde, beibehalten. Auf eine Adaption von Strategiepa-
rametern des Fuzzy–ROSA–Verfahrens zur weiteren Verbesserung der Modellierungsgu¨te
wurde verzichtet, um die Auswirkung der Merkmalsselektion als Instrument einer Daten-
voranalyse getrennt von der eigentlichen Modellierung erkennen zu ko¨nnen.
4.1 Der IRIS–Datensatz
Die Aufgabe des Klassiﬁkationsproblems IRIS [16, 17] besteht darin, auf der Grundlage
von vier Einﬂussgro¨ßen (Kelchblattla¨nge, Kelchblattbreite, Blu¨tenblattla¨nge und Blu¨ten-
blattbreite) die zugeho¨rige Schwertlilienart (Setosa, Versicolor oder Virginica) zu bestim-
men.
Die in Tabelle 2 dokumentierten Ergebnisse zeigen fu¨r beide angewandten Suchverfahren
ein identisches Ergebnis. Dabei werden jeweils die beiden Gro¨ßen Blu¨tenblattla¨nge (x3)
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x1 x2 x3 x4 Fehler x1 x2 x3 x4 Fehler
0 0 0 0 0.4987 1 0 0 0 0.2933
0 0 0 1 0.0467 0 1 0 0 0.4533
0 0 1 0 0.0533 0 0 1 0 0.0533
0 1 0 0 0.4533 0 0 0 1 0.0467
1 0 0 0 0.2933 1 0 0 1 0.1400
0 0 1 1 0.0400 0 1 0 1 0.0667
0 1 0 1 0.0667 0 0 1 1 0.0400
0 1 1 0 0.0667 1 0 1 1 0.0533
1 0 0 1 0.1400 0 1 1 1 0.0467
1 0 1 0 0.1067
1 1 0 0 0.2200
0 1 1 1 0.0467
1 0 1 1 0.0533
1 1 0 1 0.1200
1 1 1 0 0.1067
1 1 1 1 0.0667
Tabelle 2: Getestete Einﬂussgro¨ßenkombinationen mit zugeho¨rigen Fehlerwerten fu¨r IRIS
bei Vollsta¨ndiger Suche (links) und Greedy–Suche (rechts).
und Blu¨tenblattbreite (x4) als relevante Einﬂussgro¨ßen klassiﬁziert. Bei Wahl dieser bei-
den Einﬂussgro¨ßen ergibt sich ein Klassiﬁkationsfehler von 4%. Wa¨hrend die Vollsta¨ndige
Suche alle 16 Einﬂussgro¨ßenkombinationen testet, ermittelt die Greedy–Suche schon nach
9 getesteten Einﬂussgro¨ßenkombinationen das identische Suchergebnis.
Eine Modellierung mit dem Fuzzy–ROSA–Verfahren auf der Basis der beiden ermittelten
Einﬂussgro¨ßen x3 und x4 ergibt im Mittel einer 2–fachen Kreuzvalidierung einen Regelsatz
von Rˆ = 6 Regeln, der einen relativen Klassiﬁkationsfehler von ˆlern = 2.6% auf Lerndaten
und von ˆvali = 4.1% bezu¨glich der Validierungsdaten aufweist.
Damit kann das in [15] unter Verwendung aller Einﬂussgro¨ßen beste erzielte Ergebnis —
ein Modell mit R = 9 Regeln, lern = 4.1% und vali = 4.1% — sogar noch leicht verbessert
werden.
4.2 Der WINE–Datensatz
Der WINE–Datensatz [18] betriﬀt die chemische Analyse von Weinen, die aus der gleichen
Region Italiens stammen, aber von drei unterschiedlichen Weinbauern angebaut wurden.
Das Ergebnis der chemischen Analyse der Weine ist die jeweils gefundene Menge von den
13 betrachteten Inhaltsstoﬀen Alcohol, Malic Acid, Ash, Alcalinity of Ash, Magnesium,
Total Phenols, Flavanoids, Nonﬂavanoid Phenols, Proanthocyanins, Color Intensity, Hue,
OD280/OD315 of Dilluted Wines und Proline, anhand derer die Herkunft der Weine
klassiﬁziert werden soll.
Die in Tabelle 3 dargelegten Ergebnisse fu¨r eine Greedy–Suche zeigen, dass bereits in
der dritten Stufe die Einﬂussgro¨ßen Alcohol (x1), Flavanoids (x7) und OD280/OD315 of
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Stufe x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 Fehler
1 0 0 0 0 0 0 1 0 0 0 0 0 0 0.2135
2 1 0 0 0 0 0 1 0 0 0 0 0 0 0.1124
3 1 0 0 0 0 0 1 0 0 0 0 1 0 0.0955
4 1 0 1 0 0 0 1 0 0 0 0 1 0 0.0955
4 1 0 0 0 0 0 1 1 0 0 0 1 0 0.0955
4 1 0 0 0 0 0 1 0 0 0 1 1 0 0.0955
3 1 0 0 0 0 0 1 0 0 0 0 1 0 0.0955
Tabelle 3: Beste Einﬂussgro¨ßenkombinationen mit zugeho¨rigen Fehlerwerten einer jeden
durchlaufenen Analysestufe der Greedy–Suche bei WINE.
Dilluted Wines (x12) als relevant eingestuft werden. Der zugeho¨rige Fehler liegt bei 0.0955.
In der anschließenden vierten Stufe wird drei mal eine weitere Einﬂussgro¨ße gefunden, die
zu einem identischen Fehler fu¨hrt, so dass die in Stufe 3 gefundene Lo¨sung als Ergebnis
ausgegeben wird.
Die Durchfu¨hrung einer Vollsta¨ndigen Suche liefert in diesem Anwendungsbeispiel mit
einem Fehler von 0.0843 ein anderes Suchergebnis. Dabei wird zusa¨tzlich zu den bei der
Greedy–Suche gefundenen Gro¨ßen die Einﬂussgro¨ßen Ash (x3) und Hue (x11) fu¨r relevant
befunden. Dieses globale Optimum bedeutet im Hinblick auf die gefundene Lo¨sung durch
die Greedy–Suche nur eine geringfu¨gige Verbesserung des Fehlerwertes, die zudem mit
einem sehr hohen Aufwand von 8192 getesteten Einﬂussgro¨ßenkombinationen — im Ge-
gensatz zu 46 getesteten Einﬂussgro¨ßenkombinationen der Greedy–Suche — ermittelbar
ist.
In Anbetracht dieses großen zusa¨tzlichen Zeitaufwands und der relativ geringen Verbes-
serung des Fehlerwertes liefert somit auch hier die Greedy–Suche mit einem Klassiﬁkati-
onsfehler von 9.5% ein sehr gutes Ergebnis. Auf der Basis dieser drei Merkmale wurde bei
einer Modellierung mit dem Fuzzy–ROSA–Verfahren im Mittel einer 2–fachen Kreuzvali-
dierung ein Regelsatz von Rˆ = 15 Regeln generiert, der einen relativen Klassiﬁkationsfeh-
ler von ˆlern = 6.7% auf Lerndaten und von ˆvali = 9.6% bezu¨glich der Validierungsdaten
aufweist.
Damit wird das beste in [15] auf der Basis des vollsta¨ndigen Merkmalsraumes erzielte Mo-
dell, bestehend aus R = 141 Regeln mit lern = 3.2% und vali = 6.2%, hier nicht erreicht.
Allerdings ist das hier gefundene Modell aufgrund der deutlich geringeren Regelanzahl
viel besser interpretierbar.
4.3 Der GENE–Datensatz
Bei diesem Benchmarkproblem geht es um die Klassiﬁkation von Intron–Exon–Verbindun-
gen in Nukleotidsequenzen [19]. Ein DNA–Sequenz–Fenster von 60 DNA-Nukleotidse-
quenzelementen liefert die Einﬂussgro¨ßen x1, x2, . . . , x60, anhand derer entschieden werden
soll, ob sich in der Mitte des Sequenz–Fensters ein Intron–Exon–U¨bergang (Donator), ein
Exon–Intron–U¨bergang (Akzeptor) oder keines von beiden beﬁndet. Die Durchfu¨hrung
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einer Einﬂussgro¨ßenselektion mit einer Greedy–Suche liefert in diesem Anwendungsbei-
spiel einen Merkmalssatz, bestehend aus den Einﬂussgro¨ßen {x28, x29, x30, x31, x32, x35}
mit einem Fehlerwert von 0.1465.
Bemerkenswert dabei ist, dass sich die ermittelten sechs Einﬂussgro¨ßen ausschließlich auf
Elemente um die Mitte des betrachteten Fensters der Nukleotidsequenz beziehen. Die-
ses Pha¨nomen ist bereits in a¨hnlicher Form bei der Fuzzy–Modellierung mit dem Fuzzy–
ROSA–Verfahren in [14] festgestellt worden. Eine Analyse der generierten Regelbasis hatte
aufgedeckt, dass die mittleren Einﬂussgro¨ßen {x28, . . . , x35} am ha¨uﬁgsten in den Regel-
pra¨missen vertreten waren.
Eine Modellierung mit dem Fuzzy–ROSA–Verfahren unter Beru¨cksichtigung des ermittel-
ten relevanten Merkmalsraumes ergibt im Mittel einer 2–fachen Kreuz–Validierung einen
Regelsatz von Rˆ = 132 Regeln, der einen relativen Klassiﬁkationsfehler von ˆlern = 5.0%
auf Lerndaten und von ˆvali = 7.1% bezu¨glich der Validierungsdaten aufweist. Damit wird
zwar das bisher beste erzielte Ergebnis auf der Basis des vollsta¨ndigen Merkmalsraumes
von R = 221 Regeln mit lern = 5.1% und vali = 5.8% nicht ganz erreicht. Bezu¨glich
eines von [14] vorgenommenen Modellgu¨tenvergleichs mit 33 anderen aus der Literatur
bekannten Lernverfahren bedeutet diese etwas geringere Modellgenauigkeit, dass das hier
erzielte Ergebnis im Ranking statt auf den dritten auf den siebten Platz einzuordnen ist.
Demgegenu¨ber wird aber wegen der deutlich geringeren Regelanzahl die Interpretierbar-
keit des generierten Modells deutlich gesteigert. Zusa¨tzlich muss angemerkt werden, dass
der Referenzregelsatz aus [14] aus einem aufwa¨ndigen und nichtdeterministischen Regelge-
nerierungsprozess resultiert, der kaum ohne Expertenwissen vorgenommen werden kann.
Eine von [15] konzipierte systematische Vorgehensweise fu¨r das Fuzzy–ROSA–Verfahren
ergab unter Verwendung aller Einﬂussgro¨ßen fu¨r dieses Benchmarkproblem bei na¨herungs-
weise identischen Modellgu¨ten einen Regelsatz von R = 1567 Regeln.
4.4 Die MACKEY–Glass–Zeitfolge
Die chaotische Mackey–Glass–Zeitfolge [20] wird in der Literatur ha¨uﬁg als Benchmark-
problem fu¨r Approximationsverfahren genutzt. Die diskrete Version der Mackey–Glass–
Zeitfolge la¨sst sich beschreiben durch
x(t + 1) = (1− a)x(t) + bx(t− τ)
1 + x10(t− τ) .
Als Parameter werden a = 0.1, b = 0.2 und τ = 17 gewa¨hlt, mit x(t) = 0 fu¨r t < 0 und
x(0) = 1.2. Die Aufgabe besteht darin, auf Basis der Werte x(t− 18), x(t− 12), x(t− 6)
und x(t) den Wert x(t + 6) vorauszusagen. Fu¨r das hier vorgestellte Verfahren wurden
1000 Datenpunkte zufa¨llig erzeugt.
Die ermittelten Ergebnisse fu¨r die Relevanzanalyse mit Vollsta¨ndiger Suche und Greedy–
Suche sind in Tabelle 4 zusammengefasst. A¨hnlich wie beim Klassiﬁkationsproblem IRIS
ﬁnden beide Suchstrategien fu¨r dieses Approximationsproblem den gleichen Satz von Ein-
ﬂussgro¨ßen.
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x1 x2 x3 x4 Fehler x1 x2 x3 x4 Fehler
0 0 0 0 0.2151 1 0 0 0 0.1580
0 0 0 1 0.1955 0 1 0 0 0.1230
0 0 1 0 0.1653 0 0 1 0 0.1653
0 1 0 0 0.1230 0 0 0 1 0.1955
1 0 0 0 0.1580 1 1 0 0 0.1123
0 0 1 1 0.1541 0 1 1 0 0.1083
0 1 0 1 0.1164 0 1 0 1 0.1164
0 1 1 0 0.1083 1 1 1 0 0.0757
1 0 0 1 0.1406 0 1 1 1 0.0992
1 0 1 0 0.1043 1 1 1 1 0.0730
1 1 0 0 0.1123
0 1 1 1 0.0992
1 0 1 1 0.1029
1 1 0 1 0.0961
1 1 1 0 0.0757
1 1 1 1 0.0730
Tabelle 4: Getestete Einﬂussgro¨ßenkombinationen mit zugeho¨rigen Fehlerwerten fu¨r
MACKEY bei Vollsta¨ndiger Suche (links) und Greedy–Suche (rechts).
Wa¨hrend auch in diesem Beispiel die Vollsta¨ndige Suche alle 16 Einﬂussgro¨ßenkombina-
tionen testen muss, ermittelt die Greedy–Suche in diesem worst–case Szenario schon nach
10 getesteten Einﬂussgro¨ßenkombinationen alle vorhandenen Einﬂussgro¨ßen als Ergebnis.
Da das Verfahren in diesem Fall keine Einﬂussgro¨ße ausscheidet, eru¨brigt sich hier eine
nachgeschaltete Fuzzy–Modellierung mit dem Fuzzy–ROSA–Verfahren.
4.5 Das BOSTON Housing Problem
Das Boston Housing Problem [21] hat zwei Zielsetzungen: Zum einen soll ein Modell fu¨r
den Wohnungspreis in der Gegend von Boston anhand einiger ausgewa¨hlter Merkmale er-
stellt, zum anderen soll ein Modell fu¨r die Schadstoﬀbelastung anhand der gleichen Merk-
male bestimmt werden. Hier wird nur die erste Zielsetzung behandelt. Das betrachtete
Approximationsproblem besitzt die in Tabelle 5 aufgelisteten Einﬂussgro¨ßen, die alle fu¨r
den Menschen direkt versta¨ndliche Inhalte beschreiben. Urspru¨nglich sind 506 Datensa¨tze
fu¨r die Modellierung erhoben worden. 16 dieser Datensa¨tze scheinen aber zensiert zu sein1
und wurden daher fu¨r die Relevanzanalyse nicht betrachtet.
Auch bei diesem komplexeren Approximationsproblem liefern die Greedy–Suche und die
Vollsta¨ndige Suche das gleiche Ergebnis, wobei die Greedy–Suche in diesem Fall nur 91
von 8192 mo¨glichen Einschaltkombinationen testet und somit wiederum eine erhebliche
Einsparung von Rechenzeit erbringt.
Des Weiteren ist aus den in Tabelle 6 zusammengefassten Ergebnissen erkennbar, dass sich
ab acht ausgewa¨hlten Eingangsgro¨ßen der Fehlerwert nur geringfu¨gig a¨ndert. Im Prinzip
1Vergleich www.cs.toronto.edu/∼delve/data/boston/bostonDetail.html
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x1 Kriminalita¨tsrate
x2 Anteil von Grundstu¨cken > 25000 sq.ft.
x3 Anteil Industrie
x4 Flussna¨he (Charles River)
x5 Schadstoﬀbelastung
x6 Durchschnittliche Anzahl Ra¨ume pro Haus
x7 Anteil Geba¨ude erbaut vor 1940
x8 Gewichteter Abstand zu fu¨nf Arbeitszentren
x9 Index fu¨r die Erreichbarkeit der Highways
x10 Steuerrate
x11 Verha¨ltnis Anzahl Lehrer zu Anzahl Schu¨ler
x12 Anteil schwarzer Bevo¨lkerung
x13 Armutsanteil
Tabelle 5: Betrachtete Einﬂussgro¨ßen fu¨r das BOSTON Housing Problem.
ha¨tte man an dieser Stelle die Suche abbrechen ko¨nnen. Bei dieser Realisierung war jedoch
keine Mindestverbesserung im Sinne einer Toleranzschwelle vorgegeben, so dass jede noch
so kleine Verbesserung beru¨cksichtigt wurde.
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 Fehler
1 0 0 0 0 0 0 0 0 0 1 0 0 0 4.9399
2 0 1 0 0 0 0 0 0 0 1 0 0 0 4.8764
3 0 1 0 0 0 0 1 0 0 1 0 0 0 4.8468
4 0 1 0 0 0 0 1 0 0 1 0 1 0 4.8317
5 0 1 0 0 0 0 1 0 0 1 0 1 1 4.8272
6 0 1 1 0 0 0 1 0 0 1 0 1 1 4.8259
7 1 1 1 0 0 0 1 0 0 1 0 1 1 4.8254
8 1 1 1 0 0 0 1 0 0 1 1 1 1 4.8250
9 1 1 1 0 0 1 1 0 0 1 1 1 1 4.8249
9 1 1 1 0 0 0 1 1 0 1 1 1 1 4.8249
10 1 1 1 0 0 1 1 1 0 1 1 1 1 4.8248
11 1 1 1 1 0 1 1 1 0 1 1 1 1 4.8248
11 1 1 1 0 1 1 1 1 0 1 1 1 1 4.8248
12 1 1 1 1 1 1 1 1 0 1 1 1 1 4.8248
13 1 1 1 1 1 1 1 1 1 1 1 1 1 4.8254
12 1 1 1 1 1 1 1 1 0 1 1 1 1 4.8248
Tabelle 6: Verlauf der Greedy–Suche fu¨r BOSTON mit zugeho¨rigen Fehlerwerten fu¨r jede
durchlaufene Analysestufe.
Fu¨r eine erneute Modellierung mit dem Fuzzy–ROSA–Verfahren sind demzufolge die acht
Einﬂussgro¨ßen {x1, x2, x3, x7, x11, x12, x13} verwendet worden. Dabei hat sich ein Regelsatz
von Rˆ = 155 Regeln ergeben, der einen relativen Klassiﬁkationsfehler von ˆlern = 2.2 auf
Lerndaten und von ˆvali = 2.8 auf Validierungsdaten aufweist. Damit wird zwar das bisher
beste erzielte Ergebnis auf der Basis des vollsta¨ndigen Merkmalsraumes von lern = 2.3
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und vali = 2.5 nicht ganz erreicht. Bezu¨glich eines von [22] vorgenommenen Modellgu¨ten-
vergleichs mit vier anderen aus der Literatur bekannten Lernverfahren a¨ndert dieser Ver-
lust an Modellgenauigkeit jedoch nicht die Einordnung auf Platz 2 im Ranking.
5 Zusammenfassung und Ausblick
In diesem Beitrag wird ein Verfahren zur Selektion relevanter Sa¨tze nichtredundanter Ein-
ﬂussgro¨ßen vorgestellt. Das Verfahren quantiﬁziert dabei die Relevanz eines Satzes von
Einﬂussgro¨ßen, einem sogenannten Merkmalssatz, gesamtheitlich. Anhand eines syntheti-
schen Demonstrationsbeispiels wird die Arbeitsweise und Leistungsfa¨higkeit des Verfah-
rens unter Verwendung verschiedener Suchstrategien demonstriert. Des Weiteren wird das
Verfahren auf etablierte Benchmarkprobleme angewendet, um einerseits die Eﬃzienz der
Greedy–Suche im Vergleich zu einer Vollsta¨ndigen Suche abzuscha¨tzen und andererseits
das Verfahren im Sinne einer Datenvoranalyse fu¨r eine Fuzzy–Modellierung zu nutzen.
Bezu¨glich der Suchstrategien wird in allen bearbeiteten Beispielen mittels einer Greedy–
Suche in wesentlich ku¨rzerer Zeit als mit einer Vollsta¨ndiger Suche eine na¨herungsweise
gleich gute Lo¨sung gefunden, womit die Ergebnisse aus [7, 8] besta¨tigt werden ko¨nnen.
Die auf den ausgewa¨hlten Gro¨ßen aufsetzende Anwendung des Fuzzy–ROSA–Verfahrens
fu¨hrt — bis auf die Ausnahme des Beispiels WINE — zu Fuzzy–Systemen mit Modellie-
rungsgu¨ten, die u¨ber oder sehr nahe an den bisher besten erzielten Ergebnissen liegen. Dies
ist um so bemerkenswerter, als dass die Fuzzy–Modellierung eine Granularisierung der ver-
wendeten Einﬂussgro¨ßen erfordert, die durch das Verfahren weder optimiert noch beru¨ck-
sichtigt werden. Des Weiteren ist es durchaus vorstellbar, dass bei der Fuzzy–Modellierung
auf der Basis der ausgewa¨hlten Einﬂussgro¨ßen durch eine andere Parametrisierung des
Lernverfahrens noch besserer Ergebnisse erzielt werden ko¨nnen.
Zusa¨tzlich illustrieren die Ergebnisse, dass der zur Modellierung verwendete selektierte
Merkmalssatz von relevanten und nichtredundanten Einﬂussgro¨ßen die Interpretierbarkeit
der generierten Fuzzy–Systeme meist deutlich erho¨ht. Deshalb und in Anbetracht der eher
schlechten Ergebnisse bei WINE erscheint es verfolgungswert, das Verfahren durch eine
Beru¨cksichtigung oder gar Optimierung von Granularisierungen zu erweitern, um damit
die Gu¨te der nachgeschaltete Fuzzy–Modellierung noch zu erho¨hen.
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