In this paper we consider the problem of regulation of a exible lumped parameter beam. The controller is an active/passive mass-spring-dashpot mechanism which is free to slide along the beam. In this problem the plant/controller equations are coupled and nonlinear, and the linearized equations of the system have two uncontrollable modes associated with a pair of pure imaginary eigenvalues. As a result, linear control techniques as well as most conventional nonlinear control techniques can not be applied.
Introduction
Vibration suppression in exible structures has been the focus of many studies in the past decade. Of particular interests are applications where the actuator must be placed on the structure itself; for instance, space structures, helicopter rotors, tall buildings. One of these applications is the regulation of the oscillations of a exible structure using a moving mass. This study is a continuation of Golnaraghi (1991) and Golnaraghi et al (1994) where a sliding mass-spring-dashpot mechanism was used as an active/passive vibration controller for a cantilever beam (Figure-1 ). The controller is placed to slide at the end of the beam, resulting in nonlinear coupling terms which are used to suppress the beam vibration.
Using perturbation techniques Golnaraghi (1991) showed that when the natural frequency of the slider is twice the fundamental beam frequency (2:1 internal resonance), energy is exchanged between the beam and the slider. Control is achieved once the vibrational energy of the beam is absorbed by the slider and dissipated through the slider damping.
In Golnaraghi et al (1994) the authors proposed an active nonlinear control law to enhance the performance of the controller. The proposed technique improves the performance of the controller by increasing the nonlinear coupling e ect which is responsible for the energy transfer.
One of the drawbacks of using perturbation techniques for the analysis of the system studied in Golnaraghi (1991) and Golnaraghi et al (1994) is that any damping in the controller (sliding mass) must be ignored. The authors used a trial and error procedure to determine the amount of the controller damping. Using simulation they also showed that in the presence of damping, a better result can be obtained by a frequency ratio slightly less than 2:1.
In this paper we use center manifold theory to address the setbacks of the above studies and extend the work to a more general control law. Applications of center manifold theory to control was rst studied by Aeyeles (1985) . The author considered the problem of feedback stabilization of nonlinear systems with degenerate linearization i.e. systems where linearizations have pure imaginary or zero eigenvalues. The method is based on the study of the lower dimensional system, de ned on the center manifold. Locally, the stability of the center manifold is equivalent to the stability of the original system. In Aeyeles (1985) a nonlinear system in which the linearization has an imaginary pair of eigenvalues was treated.
The author used Hopf bifurcation theory to derive the stability conditions. Fu (1986, 1987) and Behtash and Sastry (1988) extended the idea to the other cases where the linearized system has a simple zero eigenvalue Fu, 1986, 1987) , an imaginary pair along with a simple zero eigenvalue and the case of two pair of imaginary eigenvalues (Behtash and Sastry, 1988) .
In Fu and Abed (1993) linear feedback is employed for stabilization of equilibrium points of a nonlinear system whose linearization at the equilibrium point possesses uncontrollable modes associated with either a zero or a pair of pure imaginary eigenvalues.
In the above studies center manifold and Hopf bifurcation theory are used for stabilization of a class of nonlinear systems. In this paper we apply these theories to regulate the vibration of a exible beam. We take into account damping in the controller and derive a relation for the optimal frequency ratio with respect to the controller damping and input gains. We also show that the most general control law that can a ect the stability and the performance of the controller is a quadratic input.
In the previous works (Golnaraghi, 1991 and Golnaraghi et al, 1994 ) the stability of the system was not investigated due to the complexity of the system. After using center manifold theory to reduce the order of the system, and applying normal form theory to simplify the nonlinearities, we discuss stability issues.
Mathematical Model of the System
We consider a system similar to that studied by Golnaraghi (1991) and Golnaraghi et al (1994) shown in Figure-1 . Since the focus of this study is on the control strategy, the vibration of a cantilever beam is modeled using a simpli ed model that includes only the fundamental mode. The beam of length L is assumed to be a massless bar with concentrated mass M at distance l 2 away from the origin. The beam sti ness is represented by a torsional spring K . The controller, a slider mass-spring-dashpot mechanism with mass M r , sti ness K r and damping C r is placed at the free end of the bar at a distance l from the origin O. This con guration can represent both passive and active controllers. For the passive con guration the values of K r , C r and M r are xed. However, in the active con guration a feedback control law F r is applied to the sliding mass.
The beam and slider motion are determined by the generalized coordinates and r 1 , respectively. The equations of motion of the mechanism shown in Figure-1 
To approximate the center manifold associated with the above equations, equation (4a) 
Since the linearized system is uncoupled and U is not in the rst equation (6a) (which implies that the linearized system has two uncontrollable modes), neither linear control theory nor most nonlinear control methods can be applied.
In Golnaraghi (1991) perturbation techniques were used to establish a passive controller based on the transfer of energy between the beam and the controller via the coupling terms. In Golnaraghi et al (1994) an active controller with controller input U = _ 2 was proposed to enhance the transfer of energy. The perturbation technique indicated that in both passive and active cases the transfer of oscillatory energy is maximized when the slider natural frequency is twice that of the beam (i.e. w c 2). Due to the limitations of the technique, these analyses neglected damping in the controller and the plant. 
where a 1 , a 2 and a 3 are the feedback gains. Due to the existence of two uncontrollable modes, linear feedback of 1 , 2 and R 1 , R 2 only change the eigenvalues of B or the controller undamped natural frequency w c and damping ratio c . Therefore, instead of linear feedback of the state variables we assume that w c and c are adjustable. Moreover, as we see later, the higher order terms as well as quadratic and bilinear terms of R and do not have any e ects on the stability of the closed loop system. Thus, the above controller input is the most general input law for system (4).
Theorem A.1 (in Appendix-A) implies that for su ciently small there is a center manifold ( ) such that for small , R = ( ) and we can write the closed loop system as
The stability of this reduced system is equivalent to that of the original system (Theorem A.2).
Theorem A.3 implies that near the equilibrium point (0; 0) the center manifold ( ) can be approximated by a power series. We approximate the center manifold by using a truncated power series expansion for ( ) and calculating terms up to order 2 
The resulting equation for in (6a) is obtained using R = ( ) h( ) with coe cients (12)
where F 3 ( ) = (0; f 3 ( )) contains all third order terms and is Before studying the dynamics associated with equation (15), we use a normal form method 9 (Arnold, 1983 , Guckenheimer and Holmes, 1983 and Wiggins, 1990 to simplify the equations as much as possible. The main idea in the normal form method is to nd a set of nonlinear transformations in the form x ! x + q(x) (16) that eliminate or simplify the nonlinearities. The details of this method can be found in the above references. In this paper we skip the details and give a sketch of the procedure.
To transfer (14) to the normal form equation it is much easier to use complex coordinates. Equation (14) can be put in complex coordinates using the following complex transformation = TZ; (17) where Z = (z; z) T and
Using ( (19) is the complex conjugate of the rst one and we only need to study
Now, we use a nonlinear transformation of the form z ! z + q 3 (z; z); 
Coe cients e 1 to e 4 are some constants to be determined. Under (22), (21) 
The above equation is called a homological equation (Arnold, 1983) . It can be shown (Wiggins, 1990 ) that (28) 
These equations take a nice form in polar coordinate. De ning 1 = sin( ) and 2 = cos( ) the above equations are transformed to polar coordinates
Equation (33) is the normal form equation of the center manifold of (6). Moreover, for sufciently small , the dynamics of the four dimensional system (6) is expressed by this two dimensional system.
In the next section we use this similarity to nd a criterion for the stability of (6) and also discuss the optimal values for the controller gains as well as for w c and c .
Stability Analysis 1 It should be noted that only for simplicity we use the same variable as equation (14).
Theorem A.2 implies that system (6) with control (8) is locally asymptotically stable if and only if (14) is locally asymptotically stable. Moreover, the dynamics of (14) in a neighborhood of the origin is expressed by (33). Therefore, the stability of (33) implies the stability of the original closed loop system (6). To study the stability of (33) we use the Hopf bifurcation theorem (Guckenheimer and Holmes, 1983) which states that the stability of (33) remains unchanged if higher order terms are dropped. Since (33) is stable at the origin if < 0 then the original system are also locally asymptotically stable for < 0.
Since F 3 ( ) in (14) is a polynomial of 1 and 2 and it depends on the selected form of U( ) in (8) and the order of h( ) in (10), then it is easy to observe that considering higher order terms in U( ) and h( ) does not e ect the local stability of system (6). This shows that U( ) in (8) is the most general form of input that can a ect the stability of the system.
Using in (31a) the stability criterion for system (6) 
Equation (35) is negative for all positive w c and c , which implies that the origin in (6) is asymptotically stable. This conclusion can be obtained more easily using the passivity theorem (eg. Vidyasagar, 1993).
Due to the complexity of equations (6) when U 6 = 0, the passivity theorem and also Lyapunov's second method are hard or even impossible to employ in the stability analysis of the system. Hence, center manifold and normal form theories may be the only way to investigate the stability of the active system.
Qualitative Behavior
Using (33) we now investigate the qualitative behavior of the system. Equation (33) shows that the rate of decay of depends on the value of . Since (33) represents the original system (6) in a neighborhood of the origin, can serve as a vibration suppression criterion. That is, a smaller corresponds to a faster vibration decay. Figure-2 shows in a three dimensional space with respect to w c and c for arbitrary a 1 , a 2 and a 3 (a 1 = 6, a 2 = 9, a 3 = 5 and m = 4). The acceptable and physical region of the graph is limited by positive w c and c . As seen in the graph, tends to minus in nity (since a 2 > 0) as w c and c tend to 2 and 0, respectively.
In the previous studies (Golnaraghi, 1991 and Golnaraghi et al, 1994) , it was observed that in the presence of controller damping ( c 6 = 0) the best result is achieved by a frequency ratio other than 1:2. Since we included controller damping c in our analysis, we are able to use (34) to justify this observation. As mentioned before the amount of is related to the rate of vibration decay. Therefore, assuming c and the controller input gains are given, minimization of with respect to w c , or the solution of equation (36a) results in the optimum frequency w opt c , at which the rate of decay is maximized. Equation (36a) has a closed form solution when a 2 = 0 or 1 + a 3 ? a 1 = 0. However, for the general case (which a 1 , a 2 , a 3 are arbitrary), the value of w opt c must be obtained numerically. Assuming that a 1 , a 2 and a 3 are chosen such that the stability of (6) is guaranteed (by satisfying relation (34)) then the optimum frequency w opt c has a closed form solution for the following cases. 
The positive roots of (40) are 2:32 and 1:71 and 2.32 yields a minimum of and therefore w opt c = 2:32. It is interesting to note that in cases (1) and (2) w opt c is independent of the controller gains.
We should note that the above results are based on the assumption that the eigenvalues of the controller are in left-hand plane. For c = 0 this assumption fails and the two-dimensional system (33) does not describe the four-dimensional system (6). Since the reduced equations (33) are not valid for c = 0 then as c approaches zero the size of the region in which (33) is equivalent to (6) shrinks to zero.
The rate of vibration suppression is related directly to the transfer of energy from the plant to the controller, and the dissipation of energy in the controller. We have shown that the rate of decay depends on and that the rate is maximized as (w c ; c ) ! (2; 0). This result is consistent with Golnaraghi (1991) where c = 0; U = 0 and Golnaraghi et al (1994) where c = 0; U = a 3 2 2 . The authors showed that if c = 0 the e ect of coupling terms on transferring energy between the beam and the controller is maximized when w c = 2 (1:2 internal resonance). We have demonstrated that this result not only holds for the above two special cases but for the general input law de ned in (8).
Simulation Results
The analysis in the previous section is local in nature since we neglected higher order terms in the calculation of the normal form equations. In this section, we use numerical simulation 2 to verify the results of Section 3.
In particular, we showed in Section 3 that if a 2 > 0, approaches ?1 as (w c ; c ) ! (2; 0). Hence, the rate at which the beam oscillations decay is increased as (w c ; c ) approaches (2; 0). However, the center manifold equations (33) locally represent the equations of system (4), and therefore, the conclusion about the rate of decay is only valid for a neighborhood of the origin. Considering system (4) (38)). Figure- Figure-5b show the beam response envelopes for c = 0:15 and two frequencies w c = 2 and w opt c = 1:98. The di erence between these two curves is not considerable since in this case (case 1) w opt c is not sensitive to small c (see curve 1 in Figure-3 ). Moreover, the curves represented by 2 in Figure- As discussed earlier, the rate of decay in the beam response depends on and it is maximized as (w c ; c ) ! (2; 0). Therefore, one may expect to get a better response by reducing c in Figure- 5b from 0.15 to a smaller value (as Figure-4b ). Equation (33) locally represents the original system (6) and the above result is not valid for large initial conditions. In Figure- as energy is transferred between the beam and the controller. As noted earlier, using large damping for small oscillations destroys the e ect of the controller. Figure-6b shows the beam response for initial condition (0) = 0:05 and c = 0:15. Figure-6a indicates that choosing a small c for large oscillations is not appropriate, while Figure-6b shows large damping for small oscillations is not appropriate. There are two ways to overcome this di culty. First, using a variable damping strategy and second, using an active control strategy (U 6 = 0). In this paper we use the second method in order to apply the results obtained in the previous section.
Case 2: 1 + a 3 ? a 1 = 0 If 1 + a 3 ? a 1 = 0, equation (39) 
Conclusion
The use of a sliding mass-spring-dashpot mechanism traveling along the beam to eliminate the oscillations of a exible beam was analyzed in this paper. The linearized system is uncontrollable and conventional methods of analysis could not be used. The analysis was based on reducing the order of the system using center manifold theory. The stability and qualitative properties of the system were studied through the normal form of the center manifold equations. This method of analysis also yielded the optimum undamped natural frequency of the controller. Future studies will focus on application of the control strategy to higher modes of oscillations and experimental veri cations of the results. Moreover, when damping in the plant is not ignoreable the optimum frequency w opt c is also a function of the plant damping. As a result, damping must be incorporated in the calculations. For more detail see Khajepour et al 1995. 6 Acknowledgments In this Appendix we brie y review the center manifold theory for di erential equations. For details see Wiggins (1990) , Carr (1981) and Guckenheimer and Holmes (1983) .
Consider the system of di erential equations _ x = Ax + f(x; y); 
We assume that the eigenvalues of A are all on the imaginary axis and those of B are in the left hand side of the complex plane 3 . We also assume that f and g are r times continuously di erentiable (f; g 2 C r ; r 2).
De nition A.1 An invariant manifold is called a center manifold for (42) 
for su ciently small.
3 It is shown Carr (1981) that the theory is also valid if B has eigenvalues in the right hand side plane.
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The conditions (0) = 0 and D (0) = 0 guarantee W c (0) to be tangent at (x; y) = (0; 0) to the eigenspace corresponding to the pure imaginary eigenvalues.
The rst theorem on center manifold is an existence theorem.
Theorem A.1 (Wiggins 1990) There exists a C r center manifold for (42). The dynamics of (42) 
The next theorem implies that the behavior of (45) near u = 0 determines the dynamics of (42) near (x; y) = (0; 0). Theorem A.2 (Wiggins 1990 ) i) Suppose the zero solution of (45) is stable (asymptotically stable) (unstable); then the zero solution of (42) is also stable (asymptotically stable) (unstable).
ii) Suppose the zero solution of (45) is stable. If (x(t); y(t)) is a solution of (42) with (x(0); y(0)) su ciently small, then there is a solution u(t) of (45) 
Upon di erentiating (47) with respect to time the relation between _ x and _ y on W c (0) is
Substituting (47) and (48) into the second equation of (42) gives 
where N( (x)) is a partial di erential equation for the unknown (x) which must be solved to obtain the invariant center manifold.
In most cases, it is more di cult to solve (49) than the original problem (42). However, the following theorem assists in approximating the solution of (49) to any desired degree of accuracy using a power series expansion.
Theorem A.3 (Wiggins 1990 
