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We present results for the matrix elements relevant for proton decay in Grand Unified Theories
(GUTs), using two methods. In the indirect method, we rely on an effective field theory de-
scription of proton decay, where we need to estimate two low energy constants. We then relate
these low energy constants to the proton decay matrix elements using leading order chiral per-
turbation theory. In the direct method, we calculate the required matrix elements directly; this
is computationally more expensive, but the calculation has no systematic error from the use of
chiral perturbation theory.
The calculations are performed with 2+1 flavors of domain wall fermions on lattices of size
163 × 32 and 243 × 64 with a fifth dimension of length 16. We work at fixed inverse lattice
spacing, a−1 = 1.73(3) GeV, leading to physical volumes of (1.8 fm)3 and (2.7 fm)3 for the
163 × 32 and 243 × 64 lattices respectively.
In the first four chapters we present the background theory. We start with a brief review of
the standard model and the motivation for GUTs. We show that GUTs must lead to proton
decay, and that the proton lifetime is an experimentally testable prediction which can be used
to constrain GUT parameters, or rule out classes of GUT which predict a minimum lifetime
shorter than the experimental minimum bound. We then review continuum and lattice QCD,
including outlines of the lattice methods used to calculate the proton decay matrix elements.
In the last three chapters we present the results and analysis. We calculate the nucleon and
pion two–point correlation functions, and determine their ground state masses and amplitudes.
These quantities will then be used to calculate the matrix elements using the indirect and direct
methods outlined above. The matrix elements can then be combined with experimental bounds
on the proton lifetime to bound parameters of individual GUTs.
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1.1 The Standard Model
The Standard Model [3, 4] describes fundamental particles and their interactions via the strong,
weak and electromagnetic forces. It is the subject of many review articles, lecture courses and
text books and the following arguments were based on those found in Refs. [5, 6, 7, 8, 9].
The Standard Model describes 6 flavours of quarks arranged into three generations each
with one up type quark and one down type quark. Also present are 6 leptons, again arranged

































Table 1.1: The quark and lepton content of the Standard Model. The far right column introduces
notation involving a generation index i, which runs from 1 to 3.
As well as these matter fields, the Standard Model describes the interactions of these fields.
The Standard Model is a gauge theory, a theory which is invariant under local group transfor-
mations. For the case of the Standard Model, the gauge group is SU(3)×SU(2)×U(1). SU(3)
is the group of the strong interactions, mediated by 8 gluons. Together SU(2)×U(1) form the
gauge group for the electroweak interactions which are mediated by 3 + 1 electroweak gauge
bosons. The forces and their associated gauge bosons are summarised in Table 1.2.
1
Force Gauge group Gauge bosons Symbol
Strong SU(3) 8 gluons Aaµ
Electroweak SU(2) × U(1) 3+1 electroweak gauge bosons W iµ, Bµ
Table 1.2: The forces, gauge group and gauge bosons of the Standard Model.
1.1.1 The Standard Model Lagrangian
The particles and their interactions are described by the Standard Model Lagrangian, which is
composed of:
LSM = LDirac + LGauge + LYukawa + LHiggs. (1.1)
LDirac contains kinetic terms for all of the matter fields. In order to write this down we define
the left and right handed fields,
uiR/L = PR/Lu
i diR/L = PR/Ld
i
eiR/L = PR/Le




2 (1 ± γ5) is a two–index spin tensor and all spin indices have been suppressed.
Note that there are no right handed neutrinos. We then arrange these such that the left handed
















R. We can now write down



























where the the sum over i is a sum over generations and Dµ is covariant derivative with space–
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The terms of the form igT iW iµ contain a sum over the generators of SU(2), T
i with i = 1 . . . 3,
and the associated SU(2) gauge bosonsW i. The terms of the form ig′Y (uL)Bµ contain the U(1)
gauge boson Bµ and the factor Y , which is the hypercharge of the field being acted upon by
the derivative, Y (qiL) =
1




3 , Y (d
i
R) = −13 , Y (lL) = −12 and Y (eR) = −1. Together,





µ contain a sum over the generators, T
a
s a = 1 . . . 8, and associated gauge bosons,
Aaµ, of the group SU(3) for the strong interactions.




F aµνF aµν −
1
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where the field strength tensors are,
F aµν = ∂µA
a
ν − ∂νAaµ + gsfabcAbµAcν
W iµν = ∂µW
i
ν − ∂νW iµ − gǫijkW jµW kν
Bµν = ∂µBν − ∂νBµ, (1.7)
with fabc the structure constants of the Lie algebra of SU(3) and ǫijk (the totally antisymmetric
tensor) the structure constants of the Lie algebra of SU(2).
The kinetic, gauge interaction and potential terms for a scalar field, known as the Higgs
field, are contained within LHiggs,
LHiggs = (Dµϕ)†Dµϕ− V (ϕ), (1.8)








Dµ is the covariant derivative,
Dµ = ∂µ + igT
aW aµ + ig
′Y (q)Bµ, (1.10)
and the potential term V (ϕ) is,
V (ϕ) = µ2ϕ†ϕ+ λ(ϕ†ϕ)2. (1.11)





















where again the sum over i, j are sums over generations and Γaij are the Yukawa couplings
between the flavours i, j of fields of type a = u, d, e.
1.1.2 The Higgs mechanism
Under the constraint that the Standard Model Lagrangian must be invariant under local gauge
transformations, explicit mass terms for the fermions and gauge bosons are forbidden. It is for
this reason that we have added the LYukawa and LHiggs terms to the Standard Model Lagrangian,
to give masses to the fermions and gauge bosons in a gauge invariant way. This is known as the
Higgs mechanism [4] which we now summarise.
First we introduce a complex vector,
v = 〈0|ϕ|0〉, (1.13)
which has components equal to the vacuum expectation values (VEVs) of the components of












and then choose the axis in this four–dimensional space such that 〈0|ϕi|0〉 = 0, for i = 1, 2, 4









The Higgs potential from Eq. 1.11 may therefore be rewritten as a function of v,







Figure 1.1: The Higgs potential V (v) = 12µ
2v2 + 14λv
4 for the cases µ2 > 0 (dotted line) and
µ2 < 0 (solid line). Figure taken from [9].
For the case µ2 > 0, λ > 0 the minimum of the potential is at v = 0 and the ground state
leaves the SU(2) × U(1) electroweak gauge symmetry intact. However, for µ2 < 0, λ > 0 the






Now the VEV is no longer at v = 0, and the new VEV spontaneously breaks the SU(2)×U(1)
electroweak gauge symmetry, see Figure 1.1. So through Goldstone’s theorem [10], we expect
the appearance of massless Goldstone bosons for every broken generator in the broken symmetry
group. In this case, we have three broken generators from the SU(2) × U(1) symmetry, so we
expect three massless Goldstone bosons.









where H represents the as yet undiscovered, massive spin 0 gauge boson called the Higgs boson.
























ZµZµ +H terms, (1.19)
where the kinetic and gauge interaction terms of the Higgs field H have been omitted. W±, Z
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W 1 ∓ iW 2
)
Z = −sinθW B + cosθW W 3, (1.20)














A = cosθW B + sinθW W
3, (1.22)
remains massless.





As our theory is a gauge theory, the Higgs mechanism [4] which we have just outlined means
that the massless goldstone bosons are “eaten” by the gauge bosons, giving them a mass. In
the case of electroweak symmetry breaking, the three broken generators give masses to three of
the four electroweak gauge bosons.
1.1.3 CP violation
The mass eigenstates (the physical quarks) of the Standard Model Lagrangian are not the same



















































The CKM matrix can be parametrised by 3 mixing angles and a complex phase responsible
for CP violation in the Standard Model. A CP transformation combines a charge conjugation
(particles and anti–particles are interchanged) with a parity transformation where ~x → −~x.
Weak interactions are not symmetric under C or P transformations, as W bosons for example
couple only to left handed particles and right handed anti–particles. CP symmetry violation
was first observed in neutral kaon decays [13]; it has since been observed in B decays [14, 15].
As we already mentioned, the CP violation is related to the complex phase in the CKM
matrix. If all the elements of the CKM matrix were real, then the quark weak eigenstates
would be real superpositions of the quark mass eigenstates. As the mass eigenstates are a CP
eigenstate, so the superposition would also be a CP eigenstate, and there would be no CP
violation. Introducing a complex component to the CKM matrix means the superposition of
mass eigenstates is no longer a CP eigenstate, and hence CP violation can occur.
In total the Standard Model without neutrino masses has 19 free parameters, 6 quark masses,
3 lepton masses, 4 CKM–mixing matrix parameters, 3 gauge coupling constants, gs, g and g
′, the
QCD vacuum angle θQCD and two parameters from the Higgs potential, the Higgs self coupling
and the Higgs quadratic coupling. For the Standard Model with neutrino masses, there are
also an additional 9 parameters, 3 neutrino masses and 6 MNS–mixing matrix parameters.
The MNS–mixing matrix is analogous to the CKM matrix, but mixes the neutrinos, rather
than quarks. Using these as inputs, the Standard Model can then be used to make predictions
for other quantities. The success of the model can then be gauged by how accurately these
predictions agree with experiment.
1.1.4 Successes of the Standard Model
One example of an accurate prediction from the Standard Model is the prediction for the








where e is the electric charge of the muon, and mµ the mass. The factor g is known as the
gyromagnetic ratio; and in the classic Dirac theory, the gyromagnetic ratio is exactly 2. In the
Standard Model, quantum corrections lead to a small deviation from g = 2, parametrised by




Many experiments have been undertaken to measure the muon’s anomalous magnetic mo-
ment. The latest results from experiments at Brookhaven National Laboratory [16], give
aµ = 11659208.0(5.4)(3.3) × 10−10, where the first error is statistical and the second is sys-
tematic. This is calculated by studying the precession of the spin axis of muons, as they circle
around a storage ring in a constant magnetic field. For comparison, the latest standard model
prediction is aµ = 116591788(2)(46)(35)×10−11 [17], where now the errors are from the different
contributions to the magnetic moment. The first error is from the electroweak contributions,
while the second and third are from lowest order and higher order hadronic contributions re-
spectively. This gives an agreement between experiment and theory up to 6 significant figures.
The difference between experimental measurements and theoretical predictions is therefore,
∆aµ = a
exp
µ − athµ = 292(63)(58) × 10−11, (1.28)
a discrepancy of only 3.4σ at this high degree of accuracy.
A second prediction from the Standard Model are the accurate fits to numerous data sources
giving the values of the CKM matrix elements. In the Standard Model, the unitarity of the










kj = δik. (1.29)
Where the δ does not vanish, we get relations such as, |Vud|2 + |Vus|2 + |Vub|2 = 1. Using
Vud = 0.97418(27) and Vus = 0.2255(19) [17]; and ignoring Vub ≃ 1 × 10−5 as it is negligible in
comparison, gives:
|Vud|2 + |Vus|2 + |Vub|2 = 0.9999(10). (1.30)
This is in extremely good agreement with unitarity.
Where the δ vanishes, the equations can be represented by triangles in the complex plane.







tb = 0, (1.31)
where each term corresponds to one side of the triangle. If we divide through by the best known
term (VcdV
∗
cb), we get a triangle with two vertices fixed at exactly (0,0) and (1,0) and the third
vertex at some co-ordinates (ρ̄, η̄). Figure 1.2 shows many experimental constraints upon the












(excl. at CL > 0.95)















excluded area has CL > 0.95
Figure 1.2: Constraints on the ρ̄, η̄ plane. The shaded areas have 95% CL. Figure taken from
[17]
1.2 Baryon number
An important conserved quantum number of the Standard Model Lagrangian is baryon number.
Quarks have baryon number +13 , antiquarks have baryon number −13 and the remaining particles
of the Standard Model (leptons and gauge bosons) have baryon number 0. Therefore, baryons
(which consist of three quarks) have baryon number +1 and mesons (a quark and an antiquark)
have baryon number 0. Proton decay, by the reaction p→ π0, e+ for example, is therefore ruled
out in the Standard Model as it violates baryon number conservation.
To see why baryon number is conserved in the Standard Model, we take a closer look at
the symmetries of the Standard Model Lagrangian from Eq. 1.1. For Nf flavours of massless
quarks, Eq. 1.4 has a U(Nf )L × U(Nf )R flavour symmetry,




R → U ijR f
j
R, (1.32)
where fL/R is a quark field with flavour given by the indices i, j which now run from 1 . . . Nf .
If we now add a mass term for the quarks,
L = muiūiRuiL +muiūiLuiR +mdi d̄iRdiL +mdi d̄iLdiR, (1.33)
then this breaks the U(Nf ) × U(Nf )R symmetry, leaving a global U(1) vector symmetry,
f iL → eiφ/3 f iL, f iR → eiφ/3 f iR, (1.34)
9
where the factor of 1/3 is purely for convention, so that the baryon number of the proton will












































where N iu and N
i
d are the number of up type quarks and down type quarks respectively. Com-
bined with the factor of 13 , this means the conserved charge is baryon number. This conserved
charge is a consequence of a symmetry of the matter content of the standard model. As we shall
see in Section 1.3, if we change the representation of the matter content, then this symmetry
will no longer exist.
1.3 Grand Unification
Although the Standard Model has been very successful, it leaves many unanswered questions.
Why are the electroweak and strong interactions different? Why does the Standard Model have
so many arbitrary parameters? Why are there three generations of quarks and leptons? Grand
Unified Theories (GUTs) attempt to address these concerns.
A GUT attempts to embed the strong and electroweak interactions within a single theory.
The interactions in the model are described by a single gauge group with a single unified
coupling constant at the GUT scale. At lower energies this is then spontaneously broken to the
SU(3) × SU(2) × U(1) structure that we observe in nature. The three different couplings we
observe are a consequence of the theory, and not an experimental input.
The Standard Model couplings g, g′, gs are running couplings, they change with energy. The
left hand plot of Figure 1.3 shows the running of the three couplings and how close they come
to meeting at a point ≈ 1015GeV. If we add new physics beyond the Standard Model at a scale
of ∼1 TeV, then this changes the running of the couplings through virtual loop corrections
involving the new heavier particles. For example, the right hand plot of Figure 1.3 shows
the running of the three couplings in the Minimal Supersymmetric Standard Model (MSSM)
[18, 19, 20, 21]. In this case, the coupling constants come even closer to unification at a slightly
10
Figure 1.3: The approximate gauge coupling unification in the Standard Model (left) and the
MSSM (right). Instead of the standard model couplings g, g′, gs, both plots show α1,2,3, where
α1 =
g2sin2θW
4π , α2 =
g2cos2θW
4π and α3 =
g2s
4π . sin





Figure taken from [17]
higher scale ≈ 1016GeV.
Although there are many different classes of GUTs, they all share many of the same fea-
tures. One such feature is baryon number violation. As we saw in Section 1.2, baryon number
conservation is a consequence of the symmetry of the matter content of the standard model
Lagrangian. In grand unified theories, the matter content is arranged differently, in multiplets
containing quarks and leptons. In the Standard Model, our weak multiplets contained only
quarks or only leptons, so these were unable to mix. In GUTs, this is no longer the case. The
violation of baryon number leads to a prediction common to all GUTs. Unlike in the Standard
Model where the proton is stable, in GUTs, protons can decay.
1.4 Proton Decay
Experiments have searched for proton decay and although this has not yet been directly ob-
served, this lack of observation constrains the proton lifetime. The proton lifetime predicted by
a particular GUT is therefore a test of the validity of that GUT.
By integrating out the heavy degrees of freedom from the GUT, we can write down an
effective Lagrangian expressed in terms of only the usual Standard Model fields. Generically,
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where d denotes the generation of the lepton produced in the decay, i is a label for the baryon




d are known as
Wilson coefficients. The first sum contains four operators, Q(i), for decays to nonstrange final
states. The second sum contains 6 operators, Q̃(i), for decays to strange final states. These
operators were identified on symmetry grounds in [23, 24, 25], and will be discussed in more
detail in Section 2.4.
For a particular GUT, the decay width Γ for a proton N decaying to a pseudoscalar meson
M and a lepton l is,

























where mN is the proton mass, mM is the pseudoscalar meson mass and 〈M, l|Oi|N〉 are QCD
matrix elements between the Proton and Meson states. Depending on the process, different
operators Oi (and corresponding Wilson coefficients) will contribute to the sum. These matrix
elements, and the exact relation to the form factors we are interested in will be discussed in
detail in Chapters 2 and 6.
Note that the sum in Eq. 1.38 is decomposed into Wilson coefficients which will vary
depending on which GUT we are dealing with, and matrix elements which are the same for all
GUTs. The aim in this thesis will be to calculate these matrix elements, to allow the proton
decay width, and hence the lifetime τ = 1/Γ to be determined.
1.4.1 The minimal SU(5) GUT
The minimal SU(5) GUT was proposed by H. Georgi and S. L. Glashow, in 1974 [26]. In this
GUT, the quarks and leptons sit in two irreducible representations, a 10 (Q, uc, ec) and a 5̄ (dc,
L), where the superscript c represents charge conjugation.
In the gauge sector, SU(5) has 24 generators corresponding to 24 gauge bosons, compared
with 12 from the Standard Model. The extra 12 gauge bosons are usually split into two sets
of 6 denoted as X and Y . As these new gauge bosons carry colour and flavour, they may












(b) Colour triplet Higgs boson
Figure 1.4: Baryon number violating interactions
1.4.2 Other GUTs
The Pati–Salam model [27] adds a fourth quark colour and identifies this with the leptons.
In Supersymmetric (SUSY) GUTs [28], proton decay can also be mediated by additional
Higgs bosons contained in an enlarged Higgs sector (see Figure 1.4(b)), the simplest Supersym-
metric GUT is the Supersymmetric SU(5) GUT.
GUTs based upon larger Groups, such as SO(10) [29, 30, 31] are also possible, but these
will still contain the same proton decay interactions as in Figures 1.4(a) and 1.4(b). Different
GUTs will predict different lifetimes due to the differences in the Wilson Coefficients from the
effective Low–Energy Lagrangian.
1.5 Experimental evidence for GUTs
Experiments such as Super-Kamiokande have been searching for proton decay. Though proton
decay has not yet been observed, the lack of observation can be used to set stringent limits on
the proton partial lifetimes [32, 33], see Table 1.3.
Decay Mode Partial Lifetime Bound (years)
p→ e+π0 > 8.2 × 1033
p→ µ+π0 > 6.6 × 1033
p→ ν̄K+ > 2.3 × 1033
n→ ν̄K0 > 1.3 × 1032
p→ µ+K0 > 1.3 × 1033
p→ e+K0 > 1.0 × 1033
Table 1.3: The minimum bound on the partial lifetimes for proton decay via various decay
modes. Lifetimes were taken from Ref. [32] for decay modes p → e+π0 and p → µ+π0, and
from Ref. [33] for decay modes p→ ν̄K+, n→ ν̄K0, p→ µ+K0, p→ e+K0. All bounds are at
a 90% confidence level.
13
Together, the experimental lifetimes and measurements of the QCD form factors from Eq.
1.38 can be used to constrain GUT parameters, or even entirely rule out a particular GUT.
The minimal SU(5) and minimal SUSY SU(5) GUTs have both already been ruled out [34, 35]
because of the experimental bounds on the proton lifetime.
1.6 Summary
The conservation of baryon number in the Standard Model is a consequence of the U(1) global
symmetry of the matter content of the Standard Model Lagrangian. In GUTs, this acciden-
tal symmetry no longer exists to protect baryon number, leading to proton decay mediated
by massive gauge bosons at the GUT scale. Although heavily suppressed, this proton decay
should still be observed in current experiments such as that at Super–Kamiokande. The cur-
rent non-observation of proton decay places strong constraints on the proton lifetime, which




In this thesis, I shall concentrate on the theory of strong interactions, quantum chromodynamics
(QCD), as this is what will be important for calculating the proton decay matrix elements. In
this chapter, I shall first discuss the QCD Lagrangian in Section 2.1 and then discuss some of
its important symmetries in Section 2.2. I then move on to discuss Chiral Perturbation Theory
(χPT) in Section 2.3. How to incorporate proton decay from GUTs into QCD is discussed in
Sections 2.4. Finally in Section 2.5, we briefly discuss the need for renormalisation of scale
dependent quantities, such as the proton decay matrix elements.
2.1 The QCD Lagrangian














where the indices a, b, c represent colour in the adjoint representation, while the indices i, j, k
will represent colour in the fundamental representation. The indices f, f ′ represent flavour, α, β
are spinor indices and µ, ν are space-time indices and the trace is over all indices. (this follows
the conventions in Ref. [5]).
The first term in the Lagrangian contains F aµν , the field strength tensor, which is con-
structed from the gauge fields Aaµ,
F aµν = ∂µAaν − ∂νAaµ + gfabcAbµAcν , (2.2)
where g is the strong coupling constant and fabc are the structure constants of the Lie algebra
for SU(Nc) where Nc is the number of colours. The field strength tensor can also be formed
from the commutator,
F aµνT a = [Dµ,Dν ], (2.3)
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where T a are the generators of the group SU(Nc) and D
µ is the covariant derivative,
Dµ = ∂µ + igAaµT a. (2.4)
F aµνF
aµν contains the kinetic term and self interactions of the gauge fields Aaµ, which for
QCD are the gluons. Both F aµν and Aaµ belong to the Lie algebra of the group SU(Nc).
The second term in the Lagrangian is the fermionic term. Here the ψ and ψ̄ represent quark
and antiquark fields. In 4 dimensions they are 4 component spinors, ψα, α = 1 . . . 4. They are
also charged under colour, ψaα, a = 1 . . . Nc. If there are several flavours, then we have ψ
i
αf ,
with f = 1 . . . Nf , where Nf is the number of flavours. The matrix m is the quark mass matrix,
it is diagonal in flavour, spinor and colour indices. Finally the slashed notation (6D) means,
6D = γµDµ, (2.5)
where γµ are the Dirac γ matrices, defined by the anticommutation relations,
{γµ, γν} = 2gµν , (2.6)
and where gµν is the metric in Minkowski space.
2.2 Symmetries
We have already seen that baryon number is conserved in the Standard Model and hence in
QCD. But the QCD Lagrangian is also invariant under a number of other important symmetries.
2.2.1 Gauge symmetry
The QCD Lagrangian is invariant under a local gauge transformation,
ψ(x) → ψ′(x) = G(x)ψ(x), (2.7)
ψ̄(x) → ψ̄′(x) = ψ̄(x)G−1(x), (2.8)







F aµνT a → F ′aµνT a = G(x)F aµνT aG−1(x), (2.10)
where G(x) = eiω
a(x)Ta is an element of the gauge group (G(x) ∈ SU(Nc)) and the quark fields
ψ(x) and ψ̄(x) have had all indices suppressed. Note that if the QCD Lagrangian contained
just a derivative, rather than a covariant derivative, the action would not be invariant under
this local gauge transformation.
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2.2.2 Chiral Symmetry
In the limit of massless quarks, the QCD Lagrangian is also invariant under independent U(Nf )









where λa are the generators of U(Nf ), acting upon flavour space.
This U(Nf ) × U(Nf ) symmetry can be decomposed into SU(Nf )L × SU(Nf )R × U(1)V ×
U(1)A. As we saw in Section 1.2 the U(1)V symmetry is associated with baryon number
conservation and is not broken even when the quarks are given a mass. The SU(Nf )L×SU(Nf )R
is known as chiral symmetry and is spontaneously broken by the quark condensate,
〈ψ̄ψ〉 = 〈ψ̄RψL + ψ̄LψR〉, (2.12)





This symmetry is then explicitly broken by the quark masses. The u, d and to some extent
s quarks are all much lighter than the typical scale of hadrons ∼ 1GeV and so they can be
thought of as approximately massless. The QCD Lagrangian therefore exhibits an approximate
SU(2) or SU(3) chiral symmetry.
For two flavours of massless quarks, u and d, the SU(2) × SU(2) symmetry is therefore
broken to an SU(2)V symmetry, this is known as isospin. Goldstone’s theorem [10] states that
whenever a symmetry is spontaneously broken, one massless scalar particle appears in the theory
for each broken generator of the spontaneously broken symmetry group. These are known as
Goldstone bosons and for the case of SU(2)×SU(2), these are the pions, π±, π0. As the u and
d quarks are only approximately massless, the SU(2) × SU(2) symmetry is not exact, and so
the pions do have a small mass. They are therefore known as pseudo Goldstone bosons.
For three flavours of massless quarks, u, d and s, the SU(3) × SU(3) symmetry is therefore
broken to an SU(3)V symmetry, spontaneously breaking 8 generators and leading to 8 pseudo
Goldstone bosons. In this case, as well as the pions, we have the kaons (K±, K0, K̄0) and the
η. The s quark has a higher mass than the u and d quarks, so this approximate symmetry holds
less well. The masses of the K±, K0, K̄0 and the η are therefore higher than the masses of the
pions.
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2.2.3 Classification of Hadrons
The bound states of QCD are the hadrons. These consist of several valence quarks, bound
together to form a colourless particle. There are therefore two different types of hadron; mesons
consist of one quark and one antiquark, while baryons consist of 3 quarks, one of each colour.
Different mesons and baryons can be classified according to their valence quark flavour content.
For three flavours of quarks, there are nine possible meson flavour combinations of a quark
and an antiquark. These can be decomposed into a meson octet and a singlet,
3 ⊗ 3̄ = 8 ⊕ 1. (2.14)
These are irreducible representations of SU(3). The octet (see Figure 2.1) contains the eight

















Figure 2.1: Showing the pseudo–scalar meson octet, arranged according to strangeness S and
isospin I3.
Baryons can also be classified in the same way, where this time the 27 flavour combinations
of a three quark state can be decomposed into irreducible representations of SU(3) as follows,
3 ⊗ 3 ⊗ 3 = 10 ⊕ 8 ⊕ 8 ⊕ 1. (2.15)
Of the four multiplets, the decuplet contains the states which are completely symmetric in
quark flavour, while the singlet contains the completely flavour antisymmetric state. The two
octets contain the states which are antisymmetric under interchange of two of the three quarks


















Figure 2.2: Showing the classification of baryons into an octet. The second octet, the decuplet
and the singlet which are also part of the baryon decomposition are not shown. The octet shown
is arranged according to strangeness S and isospin I3.
2.3 Chiral Perturbation Theory
As we have seen, the QCD Lagrangian exhibits an approximate chiral symmetry for the lightest
three flavours. Due to quark confinement, the states in the spectrum of QCD are the baryons
and mesons, rather than individual quarks. At low energies we can therefore write an effective
field theory with only light mesons, baryons and their interactions. This effective theory is
known as Chiral Perturbation Theory (χPT). The following arguments are based on those
appearing in Ref. [22]




































which transforms under an SU(3)L × SU(3)R transformation as,
Σ → LΣR†, (2.18)
where L is an element of SU(3)L and R an element of SU(3)R.
Baryons can also be included in the effective theory, by again collecting together the lightest
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These baryon fields transform under an SU(3)L × SU(3)R transformation as,
B → UBU †, (2.20)
with U defined from the transformations of the matrix ξ,
ξ = e
iφ
f → LξU † = UξR†. (2.21)
We form a general SU(3)L×SU(3)R invariant Lagrangian, by writing all possible terms for




















































The first term in this Lagrangian, when expanded to lowest order, gives a kinetic term for the
mesons. Similarly the second term in the Lagrangian is a kinetic term for the baryons. The
remaining terms give interactions between the mesons and baryons.
The low energy constants, f,D,F encode the information on non–perturbative strong dy-
namics, and need to be extracted from phenomenological analyses. In particular, following the
notation in Ref. [22], f is the pion decay constant in the chiral limit, 130(5) MeV [17]. The
combination F +D yields the nucleon axial charge, gA = 1.2695(29) [17], while the combination
F−D is related to the ratio of the zero–momentum form factors for semileptonic hyperon decay,
g1/f1 [36]. Together these give, F = 0.47(1) and D = 0.80(1).
So far we have assumed the quarks are exactly massless. We can add in chiral symmetry
20












and then adding the following symmetry breaking terms:





















The low energy parameters a1 and a2 are symmetry–breaking parameters which are not required
in this work. The parameters b1,b2 are not precisely determined, and where they are required,
we will set them to 0. This will therefore introduce an extra source of systematic error.
2.4 Proton decay in QCD
As we have already seen, a GUT will have baryon number violating terms which are not nat-
urally present in the QCD Lagrangian. By integrating out the heavy particles from the GUT
Lagrangian, we are left with a low–energy effective Lagrangian describing nucleon decay written
only in terms of the QCD fundamental fields.
The baryon number violating terms added to the QCD Lagrangian can be written generically






















Refs. [23, 24, 25] identified the operators, Qi and Q̃i on symmetry grounds. These operators
must contain at least 3 quark fields in order to be a colour singlet, and must contain at least
four fermion fields in order to be a Lorentz scalar. The lowest dimension operators which
contribute to proton decay are therefore dimension 6, and contain 3 quark fields and a lepton
field. Although higher dimension operators with more fields / derivatives are possible, these are
suppressed by additional powers of the GUT–scale mass, and hence are ignored.
There are only four different types of dimension 6 operators for proton decay,































where l is a generic lepton field, q is a left handed quark field, U and D are up and down
type right handed fields respectively, a, b, c, d are generation indices, labelling u, c, t or e, µ, τ
etc, i, j, k, l label colour and α, β, γ, δ are SU(2) indices. The inner product (x, y) denotes
(xTCPR/Ly). C is the charge conjugation matrix, and PR/L =
1
2(1 ± γ5) are the right and left
handed projection matrices. The operators Qi, Q̃i from Eq. 1.37 are just linear combinations
of the four operators in Eq. 2.27.







Q(4) = O(5)1111. (2.28)
For nucleon decay to strange final states there are 6 linearly independent operators, Q̃i,




Q̃(4) = 2Õ(4)2111 + Õ
(4)
1211,
Q̃(5) = Õ(4)2111 − Õ
(4)
1211,
Q̃(6) = O(5)2111. (2.29)
In order to calculate the decay width for proton decay, we need to evaluate the amplitude,
〈M, l|O|N〉, Where O is one of the baryon violating operators from Eqs. 2.28 and 2.29. We can
factor out the leptonic part of the matrix element to give,
〈M, l|O|N〉 = 〈M |O|N〉QCDū(q, s),
where ū(q, s) is a Dirac spinor for the outgoing antilepton of momentum q, spin s and mass ml.
〈M |O|N〉QCD is a pure QCD matrix element between nucleon and meson states. This is a three
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quark operator, whose structure is given by that in Eqs. 2.27, but without the antilepton field,
ORLfgh = (ψfψg)R(ψh)L = ǫijk(ψi,Tf CPRψjg)PLψkh,
OLRfgh = (ψfψg)L(ψh)R = ǫijk(ψi,Tf CPLψjg)PRψkh,
OLLfgh = (ψfψg)L(ψh)L = ǫijk(ψi,Tf CPLψjg)PLψkh,
ORRfgh = (ψfψg)R(ψh)R = ǫijk(ψi,Tf CPRψjg)PRψkh. (2.30)
We use the notation OΓΓ′fgh to represent the possible spin (Γ,Γ′ = R,L) and flavour (f, g, h =
u, d, s) of the possible baryon number violating operators.
It is important to note that the operators in Eq. 2.30 contain only Standard Model quark
fields. Therefore, in order to calculate the matrix elements in Eq. 1.38, we do not need to add
an explicit, GUT dependent, baryon number violating sector to the QCD Lagrangian. All of
the GUT–scale physics is contained within the Wilson coefficients.
A parity transformation gives the following relation between matrix elements of opposite
chirality,
〈M(~p)|ORL|N(~k, s)〉 = −〈M(~p)|OLR|N(~k, s)〉, (2.31)
〈M(~p)|OLL|N(~k, s)〉 = −〈M(~p)|ORR|N(~k, s)〉, (2.32)
such that only two of the four operators are independent. Without loss of generality, we can
therefore consider only the operators ORL and OLL. We shall occasionally use the notation
OR/LL to refer to either of these two operators.
Now we assume the up and down quarks are degenerate in mass, i.e. isospin symmetry.
This is a good approximation for the range of accuracy expected from our calculations. By
exchanging up and down quarks we get the relations:
〈π0|OR/LLudu |p〉 = 〈π0|O
R/LL
dud |n〉, (2.33)
〈π+|OR/LLudd |p〉 = −〈π−|O
R/LL
duu |n〉, (2.34)
〈K0|OR/LLusu |p〉 = −〈K+|O
R/LL
dsd |n〉, (2.35)
〈K+|OR/LLusd |p〉 = −〈K0|O
R/LL
dsu |n〉, (2.36)
〈K+|OR/LLuds |p〉 = −〈K0|O
R/LL
dus |n〉, (2.37)
〈K+|OR/LLdsu |p〉 = −〈K0|O
R/LL
usd |n〉, (2.38)
〈η0|OR/LLudu |p〉 = −〈η0|O
R/LL
dud |n〉. (2.39)









Such that the 12 matrix elements on the left hand side of Eqs. 2.33 and 2.35-2.39 can be used
to reconstruct any of 28 possible nucleon decay matrix elements.
2.4.1 Proton decay form factors
We wish to write down an expression for the QCD matrix elements in terms of form factors.
Under the requirement of Lorentz and parity invariance, the proton decay QCD matrix elements
are parametrised by two form factors which encode the non–perturbative dynamics:
〈M(~p)|OA|N(~k, s)〉 = PL
[
WA0 (N →M ; q2) − i/qWAq (N →M ; q2)
]
u(k, s), (2.42)
where M(~p) is a meson with momentum ~p, N(~k, s) is a nucleon with momentum ~k and spin s
and q = k − p is the four–momentum transferred to the outgoing antilepton. OA is a baryon
number violating operator as given in Eq. 2.30 and A is a collective label for the operators











To calculate the decay width of the proton (see Eq. 1.38) we need to square the amplitude from
Eq. 2.30. Substituting in the form factor representation of the QCD matrix element and using




Tr (PL [W0 − i/qWq]u(k, s)) ū(q, s′)u(q, s′) (ū(k, s) [W0 + i/qWq]PL)
= Tr (/k/q)
(
W 20 + q
2W 2q
)

















where we have also used the approximation ml ≪ mM ,mN . We see that the term in Eq. 2.44
involving WAq (N → M ; q2) is multiplied by q2 = m2l , which is negligible and can be ignored.
The decay rate therefore depends only on WA0 (N →M ; q2). For this reason, WA0 (N → M ; q2)
is known as the relevant form factor, and WAq (N → M ; q2) is known as the irrelevant form
factor. If we substitute this expression for the matrix element into the equation for the proton
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partial decay width (Eq. 1.38), then we get,























When we do our QCD calculation however, we calculate the QCD matrix element from Eq.
2.42, which contains contributions from both the relevant and irrelevant form factors. In this
case, there is no reason to assume that the WAq (N →M ; q2) term is negligible, and therefore we
must disentangle the irrelevant form factor, in order to find WA0 (N →M ; q2) and calculate the
proton partial decay width. We will come back to this point in Chapter 6, when we calculate
the proton decay QCD matrix elements.
2.4.2 Proton decay and χPT
If we add a baryon number violating sector to the chiral Lagrangian, then we can form expres-
sions relating the baryon number violating matrix elements to the two new low energy constants
in the chiral Lagrangian. Measuring just these two low energy constants can then be used to
reconstruct all of the proton decay matrix elements.
The operators from Eqs. 2.28 and 2.29 can be written in terms of the chiral perturbation
theory matrices B, ξ and ξ† as follows [37],
Q(1) = α
(






















Q̃(5) = αν̄cLTrF̃ ′′ξBLξ,
Q̃(6) = βν̄cLTrF̃ ′′ξBLξ†, (2.46)
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and α and β are the two new low–energy constants.
Using these expressions for the baryon number violating operators, we can add baryon





















































We can then find expressions for matrix elements 〈M(p), l(q)|O|N(k, s)〉, in terms of the parame-
ters from the chiral Lagrangian α, β, f,D, F... and the kinematic variables p, k, q,mN ,mM ,ml....
To do this, we expand all exponentials in the Lagrangian, and collect together the leading order
terms with the correct fields for the process we are interested in, i.e. one nucleon field, one
meson field and one lepton field.
Consider the matrix elements, 〈π+(~p)|ORLudu|p(~k, s)〉 and 〈π+(~p)|OLLudu|p(~k, s)〉. There are two
diagrams which contribute to this, see Figure 2.3.
The first of these diagrams consisting of a single baryon number violating vertex comes
from expanding the terms in Eq. 2.48, while the second diagram contains a baryon number






Figure 2.3: The chiral perturbation theory diagrams contributing to proton decay to a pion and
a lepton.
2.22. To leading order, the two diagrams yield,




















































In the limit where q2 ≪ m2N and b1mu ≪ mN , these expressions simplify to:






















So the matrix element can be written in terms of the low energy constants α and β along
with some known QCD–scale constants f,D,F as given in Section 2.3. Table 2.1 gives similar
relations for all of the different proton decay matrix elements which we are interested in.
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Matrix Element χPT prediction




(1 +D + F )
































































(3 −D + 3F )
Table 2.1: The χPT predictions for various proton decay matrix elements. f,D,F are QCD–
scale constants with values given earlier in Section 2.3. mN is the nucleon mass, mB is an
average baryon mass mB ∼= mΣ ∼= mΛ. All of these χPT predictions are leading order, and
computed in the limit mu,d ≪ ms ≪ mN,B , q2 ≪ m2N,B and bimu ≪ mN .
2.5 Renormalisation of Operators in the Continuum
As we saw in Section 1.3, the strong coupling constant is a running coupling, and changes with
the energy scale being considered. Similarly, the masses and fields from our QCD Lagrangian
are also running quantities. Any physical quantity that we measure should be scale invariant, for
example the mass of the proton. The baryon number violating operators we wish to measure
however, are not physical quantities, and so will have a scale dependence. Once we have
measured these quantities, we will therefore need to convert to a standard renormalisation
scheme at a specified scale, such that the results will be readily comparable with other results
which may have been calculated in a different way.
The baryon number violating operators, OΓΓ′ijk , which we will have to renormalize are com-
posite operators and may require a renormalisation beyond the simple renormalisation of their
component fields. This is because unlike the quark fields, which all have unique quantum num-
bers, there may be a class of composite operators which all have the same quantum numbers,
and so will mix under renormalisation. In order to renormalize the operator, we must therefore
consider the renormalisation matrix ZAB, which renormalizes an operator OB as,
OAren = ZABOB , (2.53)
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where A,B represent composite indices for the spin and flavour structure of the operator O.
The sum over B is therefore the sum over all operators which have the same quantum numbers,




At energies much greater than the energy scale of hadrons, the strong coupling constant is
small enough that we can use perturbative methods to evaluate observables. This is known as
asymptotic freedom [38, 39]. At the hadronic energy scale, this is no longer the case and we
must use a non–perturbative approach. The subject of lattice QCD was started by KG Wilson
in 1974 [40] and was introduced as a way of analysing QCD in the non–perturbative regime.
It involves discretising space-time into a lattice of points in a finite box (see a 2–dimensional
example in Figure 3.1). The main advantage to this is that it introduces a natural ultraviolet
regularisation to the theory. A second advantage is that with a finite number of discrete space–
time points this reduces the number of degrees of freedom to a finite number, allowing numerical
simulations to be undertaken
To perform the discretisation, we replace continuum of space-time with a discrete lattice
of points. This four–dimensional grid has axes given by the unit vectors µ̂ and the spacing
between neighbouring lattice sites is aµ̂. a is therefore known as the lattice spacing and the
inverse lattice spacing, a−1, acts as a cut–off in momentum space which regulates the theory.
Continuum results are obtained by taking the limit a→ 0, after having properly normalised the
theory. Results obtained at finite lattice spacing should therefore be extrapolated to a = 0. The
total volume of the lattice is V = a3L3x×aLt, where we allow different sizes for the spatial (Lx)
and temporal (Lt) axes. The fact that this volume is not infinite introduces a second source of
systematic error into our calculation, this is the finite volume error.
The continuum space-time variables, xµ are now discrete points on the lattice, x̂µ. Quark
fields, ψ(x), are replaced by ψ̂(x̂), which are now functions of the discrete space-time variable
and can be thought of as being situated at sites on the lattice. Derivatives ∂µ are replaced with




ψ̂(x̂+ µ̂) − ψ̂(x̂− µ̂)
)
. Finally the fields and





Figure 3.1: Representation of a 2–dimensional lattice with lattice spacing a, Quark fields ψ are
situated on lattice sites, while link variables U are situated on the links between sites











2 ∂̂µψ̂(x̂) = ∂µψ(x),
aÂµ(x̂) = Aµ(x),
a−1m̂ = m. (3.1)
From now on we ignore the hat notation, and all variables will be considered to be their rescaled
lattice equivalents.
In order to introduce gauge fields on the lattice we define the link matrices,
U(x, x+ µ̂) ≡ Uµ(x) = eigaAµ(x), (3.2)
U †µ(x) = e
−igaAµ(x). (3.3)
These are the parallel transporters of the matter fields along the links between lattice points.
For this reason we associate the link matrices with the links between sites on our lattice (see
Figure 3.1). Rather than writing the QCD Lagrangian in terms of the gauge fields Aµ(x), we
shall instead write expressions in terms of these link matrices.
In this chapter, we will first discuss the calculation of observables in the path integral
formulation (Section 3.1), and then move on to discuss some of the problems associated with
the discretisation of Lattice QCD, starting with the discretisation of the gauge action (Section
3.2) and then moving onto the discretisation of the fermionic action (Sections 3.3-3.6).
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3.1 Observables
In the path integral formalism, the expectation value of an observable O in Minkowski space is,
〈O〉 =
∫
[Dψ̄][Dψ][DU ]O eiSM [ψ,ψ̄,U ]
∫
[Dψ̄][Dψ][DU ] eiSM [ψ,ψ̄,U ]
. (3.4)
Due to the oscillating nature of the exponential, a numerical evaluation of this is difficult.








where the superscript E represents Euclidean space, and M represents Minkowski space. We





j = −iγMj , (3.6)
which obey Euclidean commutation relations
{γEµ , γEν } = 2δµν . (3.7)
Substituting these into the action from Eq. 2.1 gives,
SE = −iSM , (3.8)







where the decaying exponential in the integrand can now be thought of as a statistical weight,
allowing the possibility of numerical methods to be used to calculate the integral. From now
on, unless explicitly stated, we shall work in Euclidean space and drop the E superscripts.
3.2 The discrete gauge action
The simplest object we can form on the lattice, which is constructed purely from the gauge fields
(link matrices) and preserves all of the symmetries of the QCD Lagrangian, is the plaquette
Uµν . This is defined as a path ordered product of link matrices forming a one by one loop in
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the µ and ν directions (see Figure 3.2),





Under a local gauge transformation, G(x), Uµ(x) transforms as,
Uµ(x) → G(x)Uµ(x)G−1(x+ µ̂), (3.11)




x+ aµ̂ + aν̂
aν̂
Figure 3.2: Graphical representation of a plaquette Uµν(x).






ReTr (UP ) , (3.12)
where β = 6/g20 and UP ≡ Uµν(x) labels a plaquette.
In order to see that this is equivalent to the continuum gauge action (see Eq. 2.1) we write
the plaquette in terms of the gauge field Aµ,






Then we make repeated use of the Baker–Campbell–Hausdorff formula to combine the four











2∂µAν + ∂νAµ + i






















and so we see that this gauge action is equivalent to the gauge action in the continuum with
Fµν the lattice field strength tensor. It is also important to note that the discritisation errors
are of order a2.
There are other gauge invariant loops we can form from link variables, for example there
are three different six link objects, see Figure 3.3. These six link loops are usually referred to as
Rectangles, Chairs and 3D type loops. We can write an improved gauge action with a generic







Tr (UP ) + c1
∑
R
















where the restriction that this must equal the continuum gauge action gives the renormalisation
condition [42],
c0 + 8c1 + 8c2 + c3 = 1. (3.18)
There is therefore a family of improved gauge actions which all give the same continuum limit.
One example of an improved action is given in Ref. [43], which expands the action given in 3.17
in a similar way to the expansion of the plaquette action above. It then sets the ci’s such that
the errors of order a2 are also cancelled. This gives c1 = − 112 , c2 = 0 and c3 = 0 with c0 then
fixed by the renormalisation condition.
In this thesis, we will use the Iwasaki gauge action [42, 44, 45], which uses a renormalisation
group analysis to set the constants ci such that the action is close to the normalised trajec-
tory. On the normalised trajectory, the scaling of observables with the coupling constant g is
minimised. Choosing the observable to be the plaquette, it is shown that on the normalised
trajectory the constants c2 and c3 are small. Therefore, as they would have a large impact on
the time taken to compute the gauge action, they are set to zero. c1 is found to be −0.3375
and c0 is then fixed by the renormalisation condition.
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(a) Rectangle (b) Chair (c) 3D loop
Figure 3.3: Graphical representations of the three different types of 6 link gauge invariant loops.
3.3 Naive fermion discretisation
The discretisation of the fermionic action introduces many problems. As an example, let us




ψ̄(x)(Dlatt(x, y) +mδxy)ψ(y), (3.19)
where ψ and ψ̄ label quark fields with spin, colour and flavour indices suppressed, x and y label






Uµ(x)δx,y+µ̂ − U †µ(x− µ̂)δx,y−µ̂
)
, (3.20)
and the presence of the link matrices, Uµ(x), ensures that the fermionic action is gauge invariant.
A major problem with this naive fermion action is called the fermion doubling problem. If




































then in the limit where a → 0 this is the same as in the continuum with the replacement
35
pµ → ˜̃pµ. This is fine for small values of pµ where pµ ≈ ˜̃pµ, but towards the edge of the Brillouin
zone, there are additional poles in the integral which do not appear in the continuum. In four
dimensions there are 24 = 16 poles to this equation rather than 1 in the continuum. One way
to interpret these additional poles is as extra fermions, so our integral has given us 16 fermions
rather than 1.
3.4 Wilson Fermions
In order to counter the doubling problem, we must alter the action. One possible modified




ψ̄(x)(DWlatt(x, y) +mδxy)ψ(y), (3.23)











Uµ(x)ψ(x + µ̂) − 2ψ(x) + U †µ(x− µ̂)ψ(x − µ̂)
)
, (3.25)
is the four–dimensional laplacian operator on a lattice. The extra term in the action is known
as the Wilson term and r is the Wilson parameter. As this term varies linearly with a, it
disappears in the continuum limit and so does not affect physical results.
























where m(p) = m + 2ra
∑
µ sin
2(pµa/2). As a → 0, m(p) → m for any fixed value of pµ. Near
the edges of the Brillouin zone, however, the sine tends to 1 and m(p) is O(a−1). Therefore the
mass of the additional fermions becomes large as a → 0. The action therefore tends to 0 thus
suppressing the additional fermions and eliminating the doubling problem.
3.4.1 Chiral symmetry breaking with Wilson fermions
In the limit of massless quarks, our continuum QCD Lagrangian from Eq. 2.1 is invariant under
vector and axial vector flavour transformations. We will now show that the additional Wilson
term in our Lagrangian is responsible for breaking this chiral symmetry. Consider a vector
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flavour transformation,










where αaV is the infinitesimal parameter of the transformation, and λ
a are the generators of
SU(Nf ).
Without the Wilson term (r = 0) and with equal bare quark masses, the lagrangian is
invariant under this vector flavour transformation and there is a conserved vector current,










When we add the Wilson term, although the Lagrangian itself is still invariant, the conserved
vector current from Eq. 3.28 is not. We can instead form a new current,






ψ̄(x)Uµ(x)ψ(x + µ) − ψ̄(x+ µ)U †µ(x)ψ(x)
]
, (3.29)
which is exactly conserved for equal bare quark masses, under the vector flavour transformation,
even for r 6= 0.













Again, without the Wilson term and with zero bare quark masses, the lagrangian is invariant











When we add the Wilson term however, the lagrangian is not invariant under this axial
transformation. We can therefore not define a conserved axial current in analogy to the new
vector current introduced in Eq. 3.29. The cost of the Wilson term is therefore the non–
conservation of the axial vector current, meaning chiral symmetry is explicitly broken for Wilson
fermions.
To see how much the chiral symmetry is broken, we follow the arguments from Ref. [46]
37
and consider the functional integral from Eq. 3.4,
〈O〉 =
∫
[Dψ̄][Dψ][DU ]O e−S[ψ,ψ̄,U ]
∫
[Dψ̄][Dψ][DU ] e−S[ψ,ψ̄,U ]
. (3.32)
Substituting the axial flavour transformations from Eqs. 3.30 into Eq. 3.32 we get,
〈 δO
δαaA
〉 − 〈O δS
δαaA
















(f(x) − f(x− µ̂)) . (3.35)







and Xa(x) is the chiral variation of the Wilson term,





























Let us now define a new operator, X̄a(x), which is multiplicatively renormalisable and its
on–shell matrix elements vanish in the continuum limit, then we get [46],
X̄a(x) = Xa(x) + ψ̄(x){λ
a
2
, m̄}γ5ψ(x) + (ZA − 1)∂µAaµ, (3.39)
where ZA is the axial vector current renormalisation and m̄ is a matrix in flavour space. Inserting








|β〉 + 〈α|X̄a|β〉. (3.40)
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Using the fact that we defined on shell matrix elements X̄a to vanish in the continuum, we get









The effect of the chiral symmetry breaking in Wilson quarks, is therefore an additive renormal-
isation of the mass m→ m− m̄.
3.5 Ginsparg–Wilson Fermions
As discussed in the previous chapter (see Sections 2.2 and 2.3), the chiral symmetry of the QCD
Lagrangian is explicitly broken by the quark masses, but for the light quarks whose masses are
much less than ΛQCD, this symmetry holds approximately. An example of this effect is the light
pseudo–scalar mesons of QCD, with masses which are small in comparison to ΛQCD, and which
can be thought of as the pseudo–goldstone bosons of the approximate chiral symmetry. This
symmetry allows us to treat the finite light quark masses as perturbations and we can construct
an effective field theory called chiral perturbation theory.
Simple discretisations such as that proposed by Wilson break this approximate chiral sym-
metry still further. In fact Nielsen and Ninomiya proposed a no go theorem [47] which states




then you cannot solve the doubling problem without explicitly breaking chiral symmetry.
The chiral symmetry is important for two reasons. Firstly in current lattice calculations,
the quark masses are set to unphysically large values. As such, we need to extrapolate to the
physical quark masses, and chiral perturbation theory provides a controlled way to do this.
Secondly, renormalisation of operators in a chirally symmetric theory is simpler, as there is no
mixing between operators of the opposite chirality.
To get around the no go theorem, Ginsparg and Wilson proposed that if the lattice Dirac
operator obeyed the Ginsparg–Wilson relation, [48],
{γ5,D} = 2aDγ5D, (3.42)
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ψ̄(x)(Dlatt(x, y) +mδxy)ψ(y), (3.44)






F (x) + 2mψ̄(x)γ5ψ(x) + ∆̄(x)
)
,











ψ̄(x) [{γ5,D} − aDγ5D] (x, y)ψ(y) + O(m). (3.46)
So in the limit of massless quarks, chiral symmetry is conserved.
The solution to the Ginsparg–Wilson relation is not unique, and the Dirac operator chosen




(1 − V ) , (3.47)
where,
V †V = γ5V γ5V = 1, (3.48)
satisfies the Ginsparg–Wilson relation. Neuberger suggested an explicit expression for D giving




A = 1 − a(DWlatt +m), (3.50)
where DWlatt is just the Wilson Dirac operator from Eq. 3.24.
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3.6 Domain Wall Fermions
Another type of Ginsparg–Wilson fermions are Domain Wall Fermions. In order to simulate
chiral fermions, Kaplan [51] suggested a method to recover a chiral gauge theory in 2n dimen-
sions, by simulating a gauge theory of massive fermions in 2n+ 1 dimensions. So to simulate a
4–dimensional chiral fermions, we need a gauge theory of massive 5–dimensional fermions. This
idea was further refined by Furman and Shamir [52] where the fermions in this framework are
now known as Domain Wall Fermions (DWF).
The basic idea is to introduce a space–dependent mass term to the fermionic action with a
domain wall defect. Shamir’s DWF action [53] is given by:









D†DWF(mi;x, s, y, s













D†DWF(1;x, s, y, s






DDWF(m;x, s, y, s
′) is the DWF Dirac operator for one flavour of fermion with mass m, x and
y represent traditional four–dimensional space time co-ordinates, while s and s′ represent fifth–
dimensional co-ordinates and 1 ≤ s, s′ ≤ N5. N5 is therefore the size of the 5th dimension.
DDWF(m;x, s, y, s
′) is also a function of the domain wall height M and will be defined shortly.
SF is the fermionic term, where the fermion fields ψ̄, ψ are now 5–dimensional fields. Every
5–dimensional field describes one light 4–dimensional field, and N5 − 1 4–dimensional fields
whose mass is of the order of the cutoff [52]. SPV is the Pauli–Villars term [54], this contains
bosonic field variables φ and φ†, and is introduced to cancel the N5−1 unwanted massive fields,
which would otherwise dominate the effective action in the limit N5 → ∞.
DDWF(m;x, s, y, s
′) is defined as follows:
DDWF(m;x, s, y, s








((1 + γµ)Uxµδx+µ̂,y) + (1 − γµ)U †yµδx−µ̂,y
)
+ (M − 4)δxy,










PRδ2s′ −mPLδN5s′ − δ1s′ , if s = 1,
PRδs+1,s′ + PLδs−1,s′ − δss′ , if 1 < s < N5,
−mPRδ1s′ + PLδN5−1,s′ − δN5s′ , if s = N5,
(3.52)
where indices µ will run over only the four physical dimensions.
Five–dimensional fields are represented by ψ and ψ̄, and the physical four–dimensional quark
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fields, q and q̄ are therefore given by:
q(x) = PLψ(x, 1) + PRψ(x,N5),
q̄(x) = ψ̄(x,N5)PL + ψ̄(x, 1)PR. (3.53)
With this action, fermionic states of opposite chiralities are localised on opposite boundaries of
the fifth dimension.
3.6.1 Chiral symmetry breaking in DWF
The full five–dimensional action is invariant under a global U(Nf ) symmetry with a five–






aψx+µ̂,s − ψ̄x+µ̂,sU †x,µλaψx,s
)
,





aψx,s+1 − ψ̄x,s+1PLλaψx,s, if 1 ≤ s < N5,
ψ̄x,N5PRλ
aψx,1 − ψ̄x,1PLλaψx,N5 , if s = N5,
(3.54)















−ja5 (x, 1) −mja5 (x,N5), if s = 1,
−∆5ja5 , if 1 < s < N5,
ja5 (x,N5 − 1) +mja5 (x,N5), if s = N5,
(3.55)
and where the operator ∆ is defined as,
∆µf(x, s) = f(x, s) − f(x− µ̂, s),
∆5f(x, s) = f(x, s) − f(x, s− 1). (3.56)
We now define a four–dimensional vector and axial current. The vector current,





is conserved due to the cancellation of the surface terms in Eq. 3.55.
For the axial current, we define the axial transformation as:
δaAψx,s = +iq(s)λ
aψx,s,







1, if 1 ≤ s ≤ N52 ,
−1, if N52 < s ≤ N5.
(3.59)
Therefore the fermion fields have opposite charges in each half of the fifth dimension.






















Ja5 (x) = j
a





Ja5 (x) is therefore just the usual continuum axial current, while J
a
5q(x) is an additional term not















The residual mass can therefore be thought of as an additive quark mass renormalisation
which parametrises the chiral symmetry breaking present in the DWF action.
3.6.2 Reducing mres









The first term on the RHS arises from the contribution of extended modes, while the second
term is from the local modes of the DWF Dirac operator. λ is an eigenvalue of the DWF Dirac
operator and the constants ce and cl depend on the density of extended and localised eigenvalues
of the DWF Dirac operator respectively.
In the limit N5 → ∞, mres → 0 and the chiral symmetry is exact, with no overlap between
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the left and right handed quark fields on the boundaries of the fifth dimension. However,
simulating with an N5 high enough to reduce mres to machine precision is costly, so instead,
studies in Ref. [55] show that for the lattices I shall be using, mres can be reduced to an
acceptable level by choosing N5 ≥ 16. At this level, any systematic error due to chiral symmetry
breaking will be much less than other systematic and statistical errors.
3.7 Renormalisation of Lattice Operators
As we saw in Section 2.5, the QCD Lagrangian is a function of running parameters, and as
such any operators we calculate must be renormalised to some scale µ. In the continuum this
renormalisation is done perturbatively, and this same approach can be used when we move to
a lattice theory.
By expanding out the link variables in the Lagrangian, we get terms involving multiple gauge
and fermion fields. Exactly as in the continuum, these terms can be represented graphically as
n–point diagrams with increasing numbers of loops.
The first problem with lattice perturbation theory is the addition of non–physical vertices,
for example the two–quark, two–gluon vertex, which do not appear in continuum perturbation
theory. These lattice artifacts appear with additional positive powers of the lattice spacing, and
so disappear in the continuum limit, reproducing the correct continuum results. However, their
appearance serves to complicate the perturbative expansion.
A second problem, is that our lattice theory, and hence the operators we wish to renormalise,
can break certain continuum symmetries. In general when renormalised, operators will mix with
all operators with the same symmetries. If a symmetry is broken on the lattice, then that means
that some operators which could not mix in the continuum, are now free to do so. Of particular
importance is the inexact chiral symmetry on the lattice. However, the exponentially accurate
chiral symmetry of the domain wall fermion action should suppress the mixing between operators
of different chirality.
The final problem is that in cases where the results from lattice perturbation theory, can be
checked using non-perturbative methods, there is generally a significant discrepancy, see Ref.
[56]. This is due to the poor convergence of lattice perturbation theory.
To get around these problems, we instead use a non–perturbative renormalisation (NPR)




4.1 Monte Carlo Methods
In order to calculate the expectation value of observables we need to evaluate the integral given
in Eq. 3.4, but to do this requires the integration over a large number of integration variables
which make this practically impossible. For a 104 lattice there are approximately 4 × 104 link
variables, and each is a function of 8 real parameters, hence there are of the order of 320,000
integrations to be done [57].
The integral must therefore be evaluated using statistical methods, where the expectation








where Oi represents the value of O calculated on the ith of a set of N configurations. A
configuration is a set of values for the fields at each point on the lattice. These configurations
must be selected with a probability according to their weight (e−S) in the path integral in Eq.
3.4.
There are therefore two stages to the calculation of an observable. First, configurations of
link variables must be produced with the correct probability, then the value of an observable
must be calculated on each configuration.
4.1.1 The Hybrid Monte Carlo algorithm
The Hybrid Monte Carlo (HMC) Algorithm [58] combines the molecular dynamics [59, 60] and
Metropolis [61] algorithms in a series of alternating steps. A molecular dynamics step is followed
by a Metropolis step, which is then followed by another molecular dynamics step etc.
For the molecular dynamics step, we introduce fictitious momenta Pl, conjugate to the
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variables we wish to integrate. In our case these variables are link variables Ul for the bosons in
our theory (fermions are treated slightly differently as shown in Section 4.2). The link variables
are SU(3) matrices, and the conjugate momenta belong to the Lie algebra of SU(3). We can




U̇lPl − L[U ], (4.2)
where L[U ] is the Lagrangian for our bosonic variables. We evolve the link variables and
momenta for time τ (known as the trajectory length) using Hamilton’s equations of motion,
which requires the use of a numerical integrator such as a leapfrog integrator (see Section 4.1.2).
After the molecular dynamics step, we arrive at a new configuration of link variables and









This is known as a Metropolis accept/reject step and eliminates the systematic error introduced
by a finite time step in the molecular dynamics step.
In summary, the algorithm is as follows [57],
• Choose a starting SU(3) link matrix configuration Ul,








• Allow the link matrices and canonical momenta to evolve for time τ using Hamilton’s
equations of motion:


















The time evolution of the SU(3) link variables and their momenta (which belong to the Lie
algebra of SU(3)) in the third step of the algorithm is realised by using a leapfrog integration
technique [57]. We first introduce a time–step, ǫ, and expand the fields Ul(τ + ǫ) and their
momenta Pl(τ + ǫ) in a Taylor series giving,
Ul(τ + ǫ) = Ul(τ) + ǫU̇l(τ) +
ǫ2
2
Ül(τ) + O(ǫ3), (4.7)
Pl(τ + ǫ) = Pl(τ) + ǫṖl(τ) +
ǫ2
2
P̈l(τ) + O(ǫ3). (4.8)
From Hamiltons equations of motion we get,
U̇l(τ) = Pl(τ), (4.9)


























The i, jth element of the matrix Ṗ is given by the differential of S by the i, jth element of the
matrix U .
Taylor expanding Pl(τ +
ǫ














Substituting Eqs. 4.9-4.11 into Eqs. 4.7 and 4.8, then using Eq 4.13 gives,
Ul(τ + ǫ) = Ul(τ) + ǫPl(τ +
ǫ
2




) = Pl(τ +
ǫ
2
) − ǫ ∂S
∂Ul(τ + ǫ)
+ O(ǫ3). (4.15)
When iterated this amounts to integrating the equations of motion, with an error of O(ǫ2).
Ṗl(τ) = −∂S/∂Ul(τ) is known as the force term. As the force increases, the updates to
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the link momenta (and hence to the link variables) become larger and so the acceptance of the
Metropolis step decreases for fixed step–size.
Decreasing the step–size will decrease the step–size error, which has the effect of increasing
the percentage of steps which are accepted by the Metropolis accept-reject step of the HMC
algorithm. The cost of this is that neighbouring trajectories are more correlated.
4.2 Pseudofermions
The HMC algorithm is only suitable for producing sets of bosonic field variables, but our action
also contains fermionic fields which must be treated separately. The following discussion is
based upon arguments in Ref. [57]. The fermionic fields can be integrated out of Eq. 3.4 to
give,
∫
[Dψ̄][Dψ][DU ]O e−S[ψ,ψ̄,U ] =
∫
[DU ]Oeff e−Seff [U ], (4.16)
where the effective action Seff [U ] is given by,
Seff [U ] = SG[U ] − ln [det(DDWF[U ])] , (4.17)
and we must therefore evaluate the determinant of the DWF Dirac matrix. This matrix can be
very large, so the determinant would be expensive to compute exactly.
In the quenched approximation, the fermionic determinant is set to 1, which has the effect
of reducing the amount of computing power required to perform the simulation. However, the
cost is that we are no longer simulating full QCD, but ignoring all fermions in the vacuum (i.e..
no sea quarks), this introduces difficult–to–estimate systematic errors. All the results presented
in this thesis will be unquenched, but we will compare with previous quenched determinations.
For an even number of degenerate flavours, the effective action can be written,
Seff [U ] = SG[U ] −
Nf
2
ln (det(Q[U ])) , (4.18)
where,
Q[U ] = D̃†DWF[U ]D̃DWF[U ], (4.19)
and D̃†DWF[U ] is the DWF Dirac matrix for a single flavour. This is important as it means
that Q[U ] is a positive hermitian matrix, with positive determinant and we can therefore take
its logarithm. For an odd number of flavours, the determinant is no longer guaranteed to be
positive, and so we must use a modified algorithm (see Section 4.2.1).











This integral is now over bosonic degrees of freedom, known as pseudo–fermion fields. We there-
fore have an effective action, involving Q−2, which can be evaluated using the HMC algorithm.
4.2.1 Rational HMC
We wish to simulate with 2 degenerate light quarks and one strange quark (known as a 2+1
flavour simulation). Traditionally, odd numbers of quark flavours have been simulated using
the R algorithm [62], but this is not an exact algorithm, i.e the results depend on the step size
in the numerical integrator. HMC would be an exact algorithm, but the pseudo–fermion trick
introduced in Section 4.2 can only work with an even number of quark flavours.
The solution is to use the rational hybrid monte carlo (RHMC) algorithm from Refs. [63,
64, 65]. In the RHMC algorithm we take fractional powers of the Dirac matrix itself, rather






where α is a fractional number.
4.2.2 Pseudofermions and the 2+1 flavour Domain Wall action
For the case of the DWF Dirac operator defined in Eq. 3.52, integrating out the fermionic fields





















with DDWF(m) the DWF Dirac operator with quark mass m = ml for the degenerate light
quarks and m = ms for the strange quark. The required determinants are calculated using the
RHMC algorithm. The terms in the denominator result from integrating out the Pauli–Villars
fields.
4.3 Correlation Functions
For our calculations, the relevant observables (see Eq. 3.4) are N–point correlation functions,



























which is normalised so that Z[0] = 1.
We shall calculate 2 and 3–point correlation functions, where the operators O(xi) are meson,
baryon, or other interpolating operators. As an example, consider the pseudo–scalar meson
correlation function,
〈OM (x)ŌM (y)〉, (4.25)
where OM (x) = q(x)γ5q̄(x) and with q(x) a quark field at position x. The source of the
correlation function is the position of the last operator, in this case y and is often set to the
origin. Similarly the sink is the position of the first operator, in this case x. In three point
functions, there is also an intermediate operator at some position x′.
We can simplify the expressions for G(N)(x1 . . . xN ) by using Wick’s theorem. The contrac-
tion of two quark fields yields the propagator,
Sab,αβ(y − x)δfg = qafα(y)q̄bgβ(x), (4.26)
where the quark fields have now been explicitly labelled with spin index α, β, colour a, b and
flavour f, g. Wick’s theorem states that the product of operators in Eq. 4.23 can be replaced
by a sum over all sets of contractions between the quark and anti–quark fields. For the pseudo–
scalar meson correlation function we have,
G2(x, y) = 〈
∑
contr
(S(x− y)γ5S†(x− y)γ5)〉, (4.27)
where the sum is over all sets of contractions. In order to calculate any N–point correlation
function, we therefore need to calculate the quark propagators (in this case S(x− y)).
The quark propagator is the inverse of the Dirac matrix, which as we noted before in Section
4.2 is a very large sparse matrix. This inverse can be calculated from the equation,
D[x, y, U ]S(y, z) = δ(x − z). (4.28)
This is a large system of equations, which is solved using the conjugate gradient algorithm [67].
The conjugate gradient algorithm is an iterative method. The more iterations the closer the
solution comes to the exact solution, but the greater the computational cost.
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4.4 Smearing
Instead of using local functions of the fields q(x) in correlation functions, we could also use
extended or smeared fields,
q(x) → Ψq(x). (4.29)
This can have the effect of improving the overlap of the correlation function with the state we
are interested in, often the ground state. We can smear quark fields at the source and the sink
of our correlation function. For the smearing of quark fields at the source, this is equivalent
to solving Eq. 4.28 using an extended operator instead of the delta function on the right hand
side.
The types of smearing and sources we shall use are discussed in [68, 69, 70, 71], they are
Gaussian smearing (G), Hydrogen–like wavefunction smearing (H), Wall smearing (W), Box
smearing (B) and Kenway sources (K).
4.4.1 Gaussian Smearing












2q(x) − Uµ(x)q(x+ µ̂) − U †µ(x− µ̂)q(x− µ̂). (4.31)






The radius of this Gaussian function, σ can be tuned, with a larger radius smearing out the
field over a larger spatial volume. The factor n is another parameter, though in this case all
that is required is that n is sufficiently large such that the approximation in Eq. 4.32 holds.
4.4.2 Hydrogen–like wavefunction smearing
For some operators, a better overlap can be found from smearing the quark fields to look more





































The Ln are the Laguerre polynomials and r0 is the radius. This radius and the value of n can
be tuned, in order to maximise the overlap with the states we are interested in.
4.4.3 Box and Wall smearing and sources













Wall smearing is similar, but with a box the size of the entire lattice.
Similarly a box source is just an extended source term, replacing the delta function on the
right hand side of Eq. 4.28 with a spatial box of size n3:










δ(x − z − x′). (4.38)
A Wall source is again similar, but instead of a spatial box of size n3, we use a spatial box
with a size equal to the spatial volume of the entire lattice.
4.4.4 Momentum and Kenway sources
For a momentum source, we replace the source in Eq. 4.28, by a momentum based phase,
D[x, y, U ]S(y, z) = ei~p.(~z−~x). (4.39)
This has the effect of giving the quark field a spatial momentum ~p. Notice that for ~p = 0, this
phase is constant, and hence this is equivalent to a wall source.
Often we will fix the gauge of a momentum source to Coulomb gauge where,
∇.A = 0. (4.40)
Where we do not fix the gauge, we will call this a Kenway source.
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Figure 4.1: Two diagrams of a 3–point function for proton decay to a pion. The left hand
diagram is a spatially oriented diagram with a proton on the right decaying to a meson on
the left. The right hand diagram is rotated to show the 2–point–like function for the same
process, involving two normal propagators and one sequential propagator. In both diagrams
the blue lines represent quark propagators, while the red line represents the extended part of
the sequential propagator.
4.4.5 Sequential Propagators
We will want to evaluate 3–point functions which are products of four propagators and are given
by the expression,
G(3)(x, y, 0) = Tr
[
S(x− y)γ5S(y − 0)ΓS(x− 0)Γ′S(x− 0)
]
+ other contractions, (4.41)
where Γ and Γ′ are two index spin matrices, the exact spin structure and all possible contractions
for the three point functions we are interested in are given in Appendix B.
Diagrammatically, these 3–point functions look a lot like a 2–point functions with an ex-
tended propagator, see Figure 4.1. Instead of a 3–point function with source at position 0, sink
at position y and intermediate operator at position x, we instead treat this as a 2–point function
with source and sink at 0 and x respectively.
One of the propagators in this 2–point–like diagram contains the insertion point for the
intermediate operator at position y, and this is known as the extended propagator or sequential
propagator.
Going back to the example 3–point function given in equation 4.41, if we define a sequential
propagator as:
Sseq(x− 0) = S(x− y)γ5S(y − 0), (4.42)
then we can rewrite Eq. 4.41 as,
S(y − 0)ΓS(x− y)S(x− 0)S(x− 0) = Sseq(x− 0)ΓS(x− 0)Γ′S(x− 0). (4.43)
This sequential propagator can be calculated by using a propagator, multiplied by any
required spin structure Γ, as the source in Eq. 4.28. Expressions involving propagators can be
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written in terms of this sequential propagator,
Sseq(z − y) =
∑
x
S(y − x)ΓS(x− z)ei~p.~x. (4.44)
where Γ represents the spin structure required and ~p is the momentum inserted at the extension
point.
4.4.6 Gauge smearing
Gauge smearing, or link smearing [70, 71] is the process of smoothing out the gauge fields by
averaging over several neighbouring link configurations. When calculating observables, anytime
we need to use a link Uµ(x), we can average together this, with the 6 spatial “staples” around
it:






see Figure 4.2. This new link U ′µ(x) must then be projected back onto the gauge group SU(3).
The ratio of the original link to the smeared links is parametrised by the constant c. The




Figure 4.2: Showing one of the six possible staples around a link Uµ(x)
Studies into the effects of gauge smearing have been carried out by [72], the effect is to
increase the stability and speed of the inversion of the Dirac operator by removing eigenvalues
of the Dirac operator close to 0.
4.5 Autocorrelations and thermalisation
Each gauge configuration is an update of the previous gauge configuration, therefore neighbour-
ing gauge configurations are heavily correlated. We wish to average our data into bins, such
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that each bin is sufficiently separated that it can be considered independent.



















and can be used to judge how quickly the gauge configurations decorrelate. The integrated au-
tocorrelation time depends upon the observable being studied, and upon the lattice parameters
in the simulation.
For our ensembles, the integrated autocorrelation time of the pseudo–scalar two–point corre-
lation function was studied in Ref. [66]. See Section 5.4 for details of pseudo–scalar correlation
functions. We define τint = ρ(12) to be the integrated autocorrelation time on time–slice 12
(a typical time–slice used in our fits, see Section 4.6), Ref. [66] plotted the integrated auto-
correlation time as a function of separation between bins of configurations, this plot is shown
in 4.3, and shows a plateau at a separation of around 20–25 trajectories, meaning that the
configurations for our pseudo–scalar correlation function become decorrelated after a separa-
tion of approximately 2τint = 40 − 50 trajectories. The propagators for our n–point correlation
functions shall therefore be measured at some frequency (for example every 10 configurations)
and then binned to be in groups separated by at least 40 configurations.
We will also discard the first several gauge configurations until they have become ther-
malised. Ref [66] shows that for the plaquette, this happens after roughly 500 configurations,
see Figure 4.4. We will therefore always discard at least the first 500 configurations of each
ensemble.
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Figure 4.3: Integrated auto–correlation time for the two–point pseudo–scalar correlation func-
tion at timeslice 12 as a function of separation between neighbouring bins. The correlation
function was calculated on the amu = 0.01, 16
3 ensemble described in Section 5.2. Figure taken
from [66].
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Figure 4.4: Evolution history of the plaquette calculated on the amu = 0.01, 0.02 and 0.03,
V = 163 × 32 ensembles described in Section 5.2. The horizontal lines are the ensemble average
from configurations 2000–4000 for each ensemble. Figure taken from [66].
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4.6 Fitting
We can generate data for two and three–point functions as in Eq. 4.27, Fourier transformed in
~x, with momentum ~p. As an example, the two–point pseudo–scalar correlation function with






〈q̄(~x, t)γ5q(~x, t)q̄(~0, 0)γ5q(~0, 0)〉
]
, (4.48)










where the sum over n represents a sum over states with different energies mn and amplitudes
GN . T is the time extent of the lattice. mn and Gn are parameters of the pion correlation
function which we wish to measure. Specifically, m0 is the pseudo–scalar ground state mass




f(t+ 1) + f(t− 1)
f(t)
)
→ mπ 0 ≪ t≪ T. (4.50)
This effective mass tends to the ground state mass mπ when the excited states from the sum
in Eq. 4.49 have died away. Statistical noise will mean that the resulting data is not exactly
constant, so in order to find the constant value, we will have to perform a fit to the data, over
a time–range starting after the data becomes constant.
For other quantities we will use functions, or ratios of correlation functions to cancel the
time dependence. The aim will always be to reduce the fitting procedure to one where we only
need to fit to a constant.
4.6.1 Fitting to a constant
Suppose we start with a series of Nt distributions of values {fi(t)}, where i = 1 . . . Nconf, and













where f̄(t) = 1Nconf
∑
i fi(t) and σt,t′ is the covariance matrix (more detail about the computation







































































The χ2 of this fit can then be calculated by substituting p = pfit in Eq. 4.51.
4.6.2 Error Bars
The above gives us a central value for a fit, but no error bar. The error on the fitted value
can be calculated using a bootstrap resampling scheme [74]. Again, we start off with a series
of Nt distributions of values {fi(t)}, where i = 1 . . . Nconf, and t = 1 . . . Nt. We can form a
bootstrap sample by taking Nconf random elements from within {fi(t)} allowing repeats, thus
sampling the distribution {fi(t)} with a uniform probability. If we do this Nboot times then this
forms a distribution of distributions {f bj (t)}, with j = 1 . . . Nconf, and b = 1 . . . Nboot. On each











f̄ b(t′) − pb
)
, (4.54)













Now we have a distribution of values for pfit, and the width of this distribution is an estimate
of the variance of the fitted value.
4.6.3 Correlations
The covariance matrix σbt,t′ contains any information about how correlated the data we are fitting
is. For uncorrelated data, the covariance matrix will be diagonal, with elements equal to the
variance of each datapoint. In general however, the data we generate will contain correlations
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between timeslices, which we must take into account when fitting. Unfortunately, we do not
know the exact covariance matrix, we must estimate it from the sample data.
In order to do this we have three options


























f bj (t). (4.57)
• Estimate the covariance matrix from all of the original data and use this same covariance






(f̄ b(t) − 〈f̄(t)〉)(f̄ b(t′) − 〈f̄(t′)〉). (4.58)
This is known as a frozen covariance matrix.
• Use only the data contained in each bootsample to estimate the covariance matrix. The
covariance matrix will therefore be different for each bootsample. To do this we need
to form a secondary bootstrap sample from our data. Starting from the distribution of
distributions {f bj (t)} for each b we take Nconf random elements, allowing repeats as before.
Doing this Nboot times gives {f bb
′
k (t)} where k = 1 . . . Nconf and b/b′ = 1 . . . Nboot. Then






































This is known as an unfrozen covariance matrix.
As we are dealing with correlated data, it is unsatisfactory to use an uncorrelated fit. If
possible we wish to use correlated fits. For estimating the covariance matrix, [75] shows that the
unfrozen estimate has a smaller bias, so this is the method we shall use. However, [76] warns of
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the dangers of using correlated fits with insufficient data. For N data samples and a fit function
with D parameters [76] suggests not using correlated fits unless N > max(D2, 10(D + 1)). For
our case, where we typically fit to a constant (D = 1), we therefore require N > 20. The
drawback of using an unfrozen covariance matrix is that the condition number of the covariance
matrix can be higher than that of the frozen covariance matrix, and so the numerical inversion
which we require to perform the fit can be more unstable. Where this is the case, we shall use
an uncorrelated fit.
4.6.4 Fitting real data
We will be interested in fitting data which is a function of one or more parameters, often
involving an exponential decay. There are algorithms which can fit directly to a function of
data but in some cases it may be beneficial to find a function of the data which is either
constant, or tends to a constant, and to fit to that using the algorithm outlined in Section 4.6.1
above.
As already mentioned, for the example of the pion, we can isolate the ground state mass
by forming an effective mass as shown in Eq. 4.50 and explained in detail in Section 5.4. In
general, if there is a function g[f({pi}; t)] → pj at large times, then we can fit to this to find one
parameter instead of using a more complicated algorithm to find all the parameters at once.
4.6.5 Fit Algorithm Summary
The full fitting algorithm, using an unfrozen covariance matrix to fit a constant to a function
of the raw data, is summarised below in Figure 4.5.
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Start with {fi(t)}
i = 1 . . .Nconf and t = 1 . . .Nt
Bootstrap {fi(t)} to get {f bj (t)}



































(t) − 〈f̄ b(t)〉)(f̄ bb′(t′) − 〈f̄ b(t′)〉)
Form a secondary bootstrap sample {f bb′k (t)} from {f bj (t)}
k = 1 . . .Nconf and b/b
′ = 1 . . . Nboot.
Calculate correlation matrix σbt,t′
Figure 4.5: An algorithm for fitting a constant to some data
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Chapter 5
Meson and Baryon Results
In this chapter, I shall give results for baryon and meson 2–point functions. Although not
directly related to proton decay, some of these results are required to properly normalise the
proton decay matrix elements, as shown Chapter 6. First I shall give some general notation for
two–point functions in Section 5.1, then I shall describe the ensembles we used in the baryon
and meson calculations in Section 5.2. Next I will talk about baryon correlation functions,
specifically the proton correlation function and its mass and amplitude in Section 5.3. Finally
I will discuss pseudo–scalar meson correlation functions in Section 5.4.
5.1 General Notation















In both cases Γn are 2 index spin matrices and q
a
i are quark fields with flavour i and colour a.
The matrix C = γ2γ4 is the charge conjugation matrix. Note that all spin indices have been
suppressed. We have already seen operators of the type in Eq. 5.1 when discussing the baryon
number violating operators in Section 2.4.
We also introduce a labelling for the possible spin matrices, Γn, which is shown in Table 5.1.





















2 (1 − γ5)
R PR =
1
2 (1 + γ5)
Table 5.1: Labelling of combinations of spin matrices
with A,B collective indices representing the flavour and spin structure of either 2 quark or 3
quark operators and the trace is over all spin and colour indices. This is a 2–point function for
a hadron created at the origin, and then annihilated at (~x, t). Sproj is a spin projection matrix.
In baryons Sproj =
1
2(1+ γ4) projects out the positive parity state, while Sproj =
1
2(1− γ4) gives
the negative parity state. The pseudo–scalar meson states have negative parity, so there is no
need for a parity projection and we use Sproj = 1. ~p is the momentum of the state we wish to
study.
We sum over the spatial co-ordinate ~x, to leave a two–point correlator as function of time.
As we shall see later, the long time exponential fall off of this correlation function can be used
to study the ground state mass.
5.2 Ensemble details
Gauge configurations were generated with the RHMC algorithm with a trajectory length of
τ = 1. These ensembles are the same as those described in [66] and [77]. There are ensembles
for two different lattice volumes, V = L3x × Lt × L5 = 163 × 32 × 16, and 243 × 64 × 16,
with Lx the size of the lattice in each of the three spatial directions, Lt the size in the time
direction and L5 the size in the 5th dimension. Both of these lattices have a fixed inverse
lattice spacing of a−1 = 1.73(3) GeV. For each volume, ensembles with light sea quark masses
of amud = 0.01, 0.02, 0.03 were produced, while on the 24
3×64×16 volume lattice, we produced
an additional ensemble with sea quark mass amud = 0.005. The mass of the strange quark in
the sea remained fixed in each ensemble at ams = 0.04.
Quark propagators were then calculated on configurations separated by ∆ gauge config-
urations, such that there were no significant autocorrelations (see Section 4.5). The exact
configuration ranges and ∆ for the ensembles used to generate nucleon and meson correlation
functions are given in Tables 5.2 and 5.3 respectively. The propagators were calculated using
valence quark masses equal to either the light sea quark mass, or the strange sea quark mass as
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appropriate. These propagators were then combined and contracted with the appropriate spin
/ colour structure to form the two–point correlation functions. For the case of the 243 ×64×16
lattice, there are two independent propagator runs for each light quark mass.
V × Ls amud Ntraj ∆ Ncfg Nsrc Nbin Smearing
0.01 500-4000 10 175 4 8 LL, GL, GG
163 × 32 × 16 0.02 500-4000 10 175 4 8 LL, GL, GG
0.03 500-7580 10 177 2 8 LL, GL, GG
0.005 900-4500 10 90 2 8 LL, HL
10 90 2 × 2 8 G’L, G’G’
243 × 64 × 16 0.01 1500-3860 10 59 2 8 LL, GL
40 59 2 2 G’L
0.02 1800-3600 10 45 2 8 LL, HL
40 45 2 2 G’L
0.03 1020-3060 20 51 1 2 LL, HL
40 51 1 1 G’L
Table 5.2: RHMC 2+1 flavour datasets used for the proton mass and amplitude calculations. V
is the space-time volume of the lattice, Ls is the extent of the fifth dimension, amud is the light
sea quark mass (ams is kept fixed at 0.04), Ntraj is the lowest to highest trajectories analysed
with correlation functions calculated every ∆ trajectories, Ncfg is the number of configurations,
Nsrc is the number of quark propagators solved with different source locations and Nbin is
the bin size. For the 243 × 64 × 16 data, there are two independent runs for each of the sea
quark masses. These independent runs used different smearings, ∆, source locations and Nsrc.
Smearing shows the multiple different smearing of the quark fields used. Each smearing is a 2
letter code to denote the smearing of the three quark fields at the source and sink respectively,
L is for local smearing, G and G′ are Gaussian smearing with different smearing radii, H is
hydrogen–like wavefunction smearing.
The abbreviations for the different smearings given in Tables 5.2 and 5.3 correspond to the
smearing at source and sink. In all cases all of the quarks at the source or sink are smeared in the
same way, this is the same convention as used in [78]. For the baryon correlation functions, this
abbreviation is always a two letter code, with the first letter referring to source smearing and
the second to sink smearing. L refers to local or unsmeared quark fields, G and G′ both refer to
Gaussian smeared quark fields, but with a different smearing radius, H refers to Hydrogen–like
wavefunction smearing. For the meson correlation functions, GK corresponds to a Gaussian
smeared Kenway source, while the third letter, L or G, corresponds to either Local or Gaussian
sink smearing. We have used different smearing parameters for the Gaussian smearing of the
meson and baryon fields. For details of each of these smearing functions, see Section 4.4.
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V × Ls amud Ntraj ∆ Ncfg Nsrc Nbin Smearing
0.005 900-4350 50 70 1 1 GKL, GKG
243 × 64 × 16 0.01 1540-7500 80 75 1 1 GKL, GKG
0.02 1620-3600 40 50 1 1 GKL, GKG
0.03 1260-3040 40 45 1 1 GKL, GKG
Table 5.3: RHMC 2+1 flavour datasets used for the pseudo–scalar meson mass and amplitude
calculations. V is the space-time volume of the lattice, Ls is the extent of the fifth dimension,
amud is the light sea quark mass (ams is kept fixed at 0.04), Ntraj is the lowest to highest
trajectories analysed with correlation functions calculated every ∆ trajectories, Ncfg is the
number of configurations, Nsrc is the number of quark propagators solved with different source
locations and Nbin is the bin size. All propagators used are solved with a gaussian smeared
Kenway source, denoted GK. The sink smearing is either Local L, or Gaussian G.
5.3 The proton correlation function
We wish to calculate the proton correlation function, fPS,PSudu,udu, which involves the operators






















See Appendix A for details. The sum over all possible Wick contractions between quark and




































We exchange pairs of quark fields until each contraction is between quark fields which appear
next to each other in Eq. 5.6. Each interchange introduces a minus sign, as the quark fields
anticommute. The first set of contractions requires an odd number of interchanges, while the
second requires an even number.























Although some of the propagators are between up quarks/antiquarks and some between down
quarks/antiquarks, from now on we ignore this distinction as the masses of the up and down
quarks in our simulation are equal, and therefore the propagators are the same.
On each ensemble, a propagator was calculated with a valence quark mass equal to the light
quark mass in the sea. This propagator was then used multiple times, and its loose spin and
colour indices contracted together in the appropriate ways as in Eq. 5.8 to form fPS,PSudu,udu.
The time dependence of the proton correlation function can be found if we substitute,
〈ON (x)ŌN (x)〉 =
∑
k
eik.x〈ON (k)ŌN (k)〉, (5.9)











































e−E(k)tTrSprojGN (k)u(k, s)GN (k)ū(k, s)δ(~k), (5.11)
where we have defined the proton amplitude GN (k),
〈ON (k, s)|0〉 = GN (k)u(k, s). (5.12)
Now tracing over the spin indices using,
Tr [u(k, s)ū(k, s)] δ(~k) = [γµkµ + E(k)] δ(~k) = [1 + γ4]E(k)δ(~k), (5.13)
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and inserting Sproj =
1
















We can split the sum over energies into two, a sum over positive energies, and another over
negative energies. The negative energy states can be thought of as a backwards propagating











For 0 ≪ t≪ T/2, only the forward propagating ground state will contribute leaving,
fPS,PSudu,udu(t) → 2 (GN )
2 e−mN t. (5.16)
mN is the mass of ground state and GN is the ground state amplitude. The aim of this section
shall be to calculate the ground state mass and amplitude, mN and GN .
5.3.1 The proton mass






→ mN 0 ≪ t ≪ T/2. (5.17)
Over the appropriate time range, this effective mass should tend to a constant, we will call this
flat region a plateau. We can therefore perform a fit to the effective mass over a window between
timeslices tmin and tmax, with an unfrozen correlation matrix using the algorithm described in
Section 4.6.
tmax is chosen so that the contribution from the backwards propagating state does not
contaminate the signal from the forward propagating state we are trying to measure. In practice,
the signal in a baryon correlation function is statistically noisy, and this noise increases with
t, so any signal has degenerated into noise well before the backward propagating state has any
sizeable effect. Therefore, any reasonable choice of tmax does not greatly affect the fit. However,
it is important to cut off the fit range at a point when the error bars are still reasonable, as
otherwise a poor fit to the first few points in the fit window, can be disguised by the large errors
(and hence small contributions to χ2/d.o.f) on the final few points in the fit window.
tmin must be high enough such that the excited state contributions have died out from the
sum in Eq. 5.15. Obviously the choice of tmin will affect the fitted value for the effective mass.
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As the plateau is approached from above, fitting to a timeslice which is too early will tend to
increase the fitted value for the mass. The stability of the fit to sensible variations in the fit
range is an important test of the accuracy of the fit itself. For each fit, we will check that the
fitted value does not change noticeably within tmin ± 1.
The effective mass of the proton correlation function, with the number of configurations we
have generated, can be very noisy. The result of this is that the fitted value for the proton mass
will have a large statistical error. However, it also makes determining the exact location of
the plateau difficult, thus increasing the systematic error. To overcome these problems, we can
perform a simultaneous fit to the effective mass of multiple correlation functions with the same
exponential time dependence. As the data just tends to a constant, this is simple to do, and does
not introduce any additional fit parameters. Firstly, the operator OPSudu, which appears in the
correlation function fPS,PSudu,udu, is only one possible operator. Another choice is the operator O
A4S
udu ,
with a correlation function fA4S,A4Sudu,udu which has the same exponential time dependence. Secondly
we can fit to multiple correlation functions with different smearing combinations, as described
in Section 4.4. The types of smearing we have used for each ensemble are given in Table 5.4.
All of these additional correlation functions will be correlated, as they are all calculated on the
same gauge configurations. We will call each operator / smearing combination a fit channel.
One extra possible advantage of different channels is that they can have a different (and
hopefully better) overlap with the ground state than the unsmeared fPS,PSudu,udu correlation function.
A better overlap means that the excited states die out sooner and the plateau begins at an
earlier timeslice, allowing a fit to more datapoints. To fully maximise this possible benefit, it is
important to choose fit ranges separately for each channel.
Results for the proton mass calculated on each of the ensembles described in Section 5.2 are
given in Table 5.5 and example effective mass plateaus are shown in Figure 5.1. The different
channels and the corresponding time ranges used in each fit are given in Table 5.5.
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Figure 5.1: Effective mass (Eq. 5.17) plots for the 243 ×64 ensemble with different light valence
quark masses. (a) is for amu = 0.01, (b) is for amu = 0.02 and (c) is for amu = 0.03. The
different colours correspond to different smearings. Those datasets labelled with a 2 use the
operator fA4S,A4Sudu,udu (t), the rest use f
PS,PS
udu,udu(t). Horizontal lines show the fit to the plateau.
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V = 163 × 32 V = 243 × 64
mu Fit Range Fit Range
Smearing OΓΓ mN GN Smearing O
ΓΓ mN GN
0.005 LL OPS - 9-12
HL OPS 6-12 -
HL OA4S 6-12 -
G’L OPS 6-12 -
G’G’ OPS 6-12 -
0.01 LL OPS 9-12 9-12 LL OPS 9-12 9-12
LL OA4S 9-12 - LL OA4S 9-12 -
GL OPS 9-12 - GL OPS 8-12 -
GL OA4S 9-12 - GL OA4S 8-12 -
G’L OPS 7-12 -
0.02 LL OPS 9-12 9-12 LL OPS 9-10 9-12
LL OA4S 9-12 - LL OA4S 9-10 -
GL OPS 8-12 - HL OPS 9-11 -
GL OA4S 8-12 - HL OA4S 9-11 -
GG OPS 8-11 - G’L OPS 9-11 -
GG OA4S 8-11 -
0.03 LL OPS 10-12 9-12 LL OPS 10-12 9-12
LL OA4S 10-12 - LL OA4S 10-12 -
GL OPS 8-12 - HL OPS 9-12 -
GL OA4S 8-12 - HL OA4S 9-12 -
GG OPS 8-12 - G’L OPS 8-12 -
GG OA4S 8-12 -
Table 5.4: Smearings, operators and fit ranges used for the calculation of nucleon masses and
amplitudes. The smearing is a two letter code denoting smearing at the source and sink re-
spectively, with L for Local smearing, G and G’ for Gaussian smearing with different smearing
radii, and H for Hydrogen–like wavefunction smearing.
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V × Ls amud/ams amN GN
0.03/0.04 0.908(6) 0.01387(36)








Table 5.5: Results from fits to the nucleon mass and amplitude, as a function of the quark
masses and lattice volume. Also shown are the results of the linear extrapolation of the nucleon
mass and amplitude to the chiral limit.
71
5.3.2 The proton mass: error scaling
For the case of the amu = 0.005 ensemble on the 24
3 × 64 lattice, the plateau was not stable
within variations of tmin, see Figure 5.2. To account for this additional source of error, we
fitted across a large time range spanning the multiple potential plateau. The incompatibility of
the multiple plateau is reflected in a poor value for χ2 per degree of freedom of 4.3. We then
rescaled the errors on each datapoint by
√
χ2/d.o.f and performed a second fit to this rescaled
data. This gave a χ2/d.o.f of 1, as expected, and a fitted mass compatible with the all of the
previous best fit values, but with a larger error. This larger error reflects both the statistical
error and the additional systematic error of choosing the correct plateau region. The fits to the
effective mass on this ensemble before and after rescaling are shown in Figure 5.2. This fitted
value from the rescaled data is the one given in Table 5.5.
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Figure 5.2: Effective mass (Eq. 5.17) plots for the 243 × 64 ensemble with different light
valence quark masses amu = 0.005. (a) shows the fit across the two incompatible choices for
the plateau (b) shows the fit to the combined plateau after rescaling the errors. The different
colours correspond to different smearings. Those datasets labelled with a 2 use the operator
fA4S,A4Sudu,udu (t), the rest use f
PS,PS
udu,udu(t).
5.3.3 The proton mass: extrapolation
The proton masses for the different ensembles, are compatible with a linear extrapolation in
the quark mass,
mN = A(mu +mres) +B. (5.18)
The value of the proton mass in the chiral limit defined as the value of mN at a(mu+mres) = 0.
Graphs of these extrapolations are shown in Figure 5.3 and the value of the proton mass in the
chiral limit is shown in Table 5.5. Within errors, the proton mass calculated on ensembles with
the same valence quark mass are compatible, as are the extrapolated values.
We can calculate the proton mass in the chiral limit in physical units by multiplying our
result in lattice units by the inverse lattice spacing a−1 = 1.73(3)GeV. This gives mN =
1.04(4)GeV and 1.02(2)GeV for the 163 × 32 × 16 and 243 × 64 × 16 lattices respectively. The
error quoted does not include any additional systematic errors, but is already close to agreement
with the experimentally measured values for the nucleon mass mN = 0.938272013(23)GeV.
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Figure 5.3: Chiral extrapolations of the proton mass for (a) the 163 × 32 lattice and (b) the
243 × 64 lattice. The results on both lattices (both on individual data points, and in the chiral
limit) are compatible within errors.
5.3.4 The proton amplitude






where mN is the proton ground state mass that we just calculated. In this case, the different
smearings and operators we used to calculate the mass cannot be used, as they will each have
different amplitudes. Apart from this difference, we can perform a fit to this effective amplitude
in the same way as for the effective mass, choosing an appropriate time range for the fit as
before.
Results for the proton amplitude calculated on each of the ensembles described in Section
5.2 are given in Table 5.5 and example effective amplitude plateaus are shown in Figure 5.4.
The different channels and the corresponding time ranges used in each fit are given in Table
5.4.
Again we see that the proton amplitude is consistant with a linear extrapolation
GN = A(mu +mres) +B. (5.20)
This extrapolation is shown in Figure 5.5. Within errors, the amplitudes calculated on ensembles
with the same valence quark mass are compatible, as are the extrapolated values.
Values for the nucleon amplitude in the chiral limit, (amu + amres) = 0, are given in Table
5.5.
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Figure 5.4: Effective amplitude (Eq. 5.19) plots for the 243 × 64 ensemble with different light
valence quark masses. (a) is for amu = 0.01, (b) is for amu = 0.02 and (c) is for amu = 0.03.
Horizontal lines show the fit to the plateau.
























Figure 5.5: Chiral extrapolations of the proton amplitude for (a) the 163 × 32 lattice and (b)
the 243 × 64 lattice.
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5.4 Mesons
5.4.1 The meson correlation function
For a pseudo–scalar meson correlation function we use the operator OPqiqj . We divide these
mesons into two types, pion correlation functions and kaon correlation functions. For pions qi
and qj are both light quark fields (i.e. up / down). For kaons, qi is a light quark field and qj is
a strange quark field.
In the same way as for the proton correlation function, we write out the pseudo–scalar meson
correlation function explicitly, but this time we add a momentum ~p,































So in terms of propagators, the meson correlation function is,









We now make a distinction between the flavour of the quark propagator, as some will be between
strange quarks and some between light quarks. We produce one propagator with a mass equal
to the light quark mass in the sea and one propagator with the mass equal to the strange quark
mass in the sea. These can then be combined, with the appropriate spin / colour structure, to
produce either a two–point function with two light propagators (a pion correlation function) or
a two–point function with one light and one heavy propagator (a kaon correlation function).
We still make no distinction between up and down type correlation functions, and hence the
different pion correlation functions (i.e.. π±,0) are all equal.











where the ± sign depends on the transformation under parity of the operator OPqiqj in f
P,P
qiqj ,qiqj .
The pseudo–scalar operator is odd under time reversal, so the pseudo–scalar correlation function
is even, and we have a + sign.








e−EM t + e−EM (T−t)
)
, (5.25)
where GM ≡ G0 is the ground state meson amplitude and EM ≡ E0 is the ground state meson




5.4.2 The meson ground state energy









→ EM 0 ≪ t≪ T. (5.26)
We use mesons with three different momenta, ~p = 2πL (0, 0, 0),
2π
L (1, 0, 0) and
2π
L (1, 1, 0). We
use multiple smearings and fit to the plateau over appropriate time ranges, see Table 5.6 for
details. Examples of the plateau are shown in Figure 5.6 while the results for the meson mass
are given in Tables 5.7 and 5.8.
Fit Range
mu/ms Momentum Smearing Eπ Gπ EK GK
0.005 / 0.04 2πL (0, 0, 0) GKL,GKG 6-20 6-20 6-20 6-20
2π
L (1, 0, 0) GKL,GKG 6-20 6-20 6-20 6-20
2π
L (1, 1, 0) GKL,GKG 6-15 6-15 6-15 6-15
0.01 / 0.04 2πL (0, 0, 0) GKL,GKG 6-20 6-20 6-20 6-20
2π
L (1, 0, 0) GKL,GKG 7-20 7-20 8-20 8-20
2π
L (1, 1, 0) GKL,GKG 6-15 6-15 6-15 6-15
0.02 / 0.04 2πL (0, 0, 0) GKL,GKG 5-20 5-20 5-20 5-20
2π
L (1, 0, 0) GKL,GKG 7-20 7-20 7-20 7-20
2π
L (1, 1, 0) GKL,GKG 5-15 5-15 7-15 7-15
0.03 / 0.04 2πL (0, 0, 0) GKL,GKG 6-20 6-20 6-20 6-20
2π
L (1, 0, 0) GKL,GKG 6-20 6-20 6-20 6-20
2π
L (1, 1, 0) GKL,GKG 6-15 6-15 6-15 6-15
Table 5.6: Fit ranges used for the calculation of pseudo–scalar meson masses and amplitudes.
All on the V = 243 × 64 × 16 lattice, with the smearing, momenta and valence quark masses
shown.
In practice, the results for meson energies where the mesons have large momenta can be
noisy. We can calculate the ground state energy for ~p = (0, 0, 0) as above, then use the dispersion
relation E2 = m2 +~p2 to get the energies at higher momenta, these are shown in Tables 5.7 and
5.8, and have smaller error bars than the results from when the energy is computed directly
from the correlation function with momentum. For this reason, these values of the meson energy






0.03 / 0.04 2πL (0, 0, 0) 0.3896(8) 0.3896(8) 0.2538(34)
2π
L (1, 0, 0) 0.4714(14) 0.4694(7) 0.2544(36)
2π
L (1, 1, 0) 0.5430(23) 0.5375(6) 0.2554(33)
0.02 / 0.04 2πL (0, 0, 0) 0.3242(10) 0.3242(10) 0.2310(32)
2π
L (1, 0, 0) 0.4162(16) 0.4167(8) 0.2312(36)
2π
L (1, 1, 0) 0.5020(28) 0.4921(7) 0.2326(38)
0.01 / 0.04 2πL (0, 0, 0) 0.2433(8) 0.2433(8) 0.2062(22)
2π
L (1, 0, 0) 0.3588(25) 0.3574(6) 0.2095(28)
2π
L (1, 1, 0) 0.4557(41) 0.4430(5) 0.2119(37)
0.005 / 0.04 2πL (0, 0, 0) 0.1924(10) 0.1924(10) 0.1944(23)
2π
L (1, 0, 0) 0.3384(30) 0.3249(7) 0.1915(31)
2π
L (1, 1, 0) 0.4331(59) 0.4172(5) 0.1960(48)
χral 2πL (0, 0, 0) 0.0020(16) 0.1754(35)
2π
L (1, 0, 0) 0.1959(49) 0.1910(51)
2π
L (1, 1, 0) 0.3202(81) 0.2036(69)
Table 5.7: Results for the pseudo–scalar pion masses (Eπ) and amplitudes (Gπ) for pion corre-
lation functions with light quark masses amu = 0.005, 0.01, 0.02 and 0.03. The final three rows
contain the results of an extrapolation to the chiral limit. The
√
m2π + ~p
2 column shows the
result of the pion mass calculated using the dispersion relation E2 = ~p2 +m2.
The pseudo–scalar pion and kaon masses are consistant with linear extrapolations in the
square root of the light quark mass,
EPS = A
√
mu +mres +B. (5.27)
The results of these extrapolations are shown in Figure 5.7. Values of the meson masses in the
chiral limit, amu + amres = 0 are given in Tables 5.7 and 5.8. Note that chiral perturbation
theory predicts that in the chiral limit the pion mass should go to 0, this behaviour can be seen
in the plots.
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Figure 5.6: Pseudo–scalar effective energy (Eq. 5.26) plots for the 243 × 64 ensemble with
light valence quark masses amu = 0.01, strange valence quark mass ams = 0.04 and momentum
~p = 2πLx (1, 0, 0). (a) is from a pion pseudo–scalar correlation function with two light propagators,
(b) is from a kaon pseudo–scalar correlation function with one light and one heavy propagator.
The different colours correspond to different smearings. Horizontal lines show the fit to the
plateau.





































Figure 5.7: A linear extrapolation of the pseudo–scalar meson masses to the chiral limit. Both
plots show results from the 243 × 64 ensembles with strange valence quark mass ams = 0.04.
The different colours represent the different momenta ~p = 2πLx (0, 0, 0),
2π
Lx
(1, 0, 0) and 2πLx (1, 1, 0).
(a) is from a pion pseudo–scalar correlation function with two light propagators, (b) is from a






0.03 / 0.04 2πL (0, 0, 0) 0.4177(8) 0.4177(8) 0.2608(35)
2π
L (1, 0, 0) 0.4945(12) 0.4930(7) 0.2619(35)
2π
L (1, 1, 0) 0.5629(21) 0.5582(6) 0.2630(34)
0.02 / 0.04 2πL (0, 0, 0) 0.3867(8) 0.3867(8) 0.2450(33)
2π
L (1, 0, 0) 0.4660(13) 0.4670(7) 0.2455(34)
2π
L (1, 1, 0) 0.5379(27) 0.5353(6) 0.2467(37)
0.01 / 0.04 2πL (0, 0, 0) 0.3529(7) 0.3529(7) 0.2269(24)
2π
L (1, 0, 0) 0.4376(18) 0.4394(6) 0.2305(24)
2π
L (1, 1, 0) 0.5163(28) 0.5115(5) 0.2317(26)
0.005 / 0.04 2πL (0, 0, 0) 0.3332(9) 0.3332(9) 0.2141(23)
2π
L (1, 0, 0) 0.4334(16) 0.4237(7) 0.2119(23)
2π
L (1, 1, 0) 0.5130(33) 0.4981(6) 0.2180(30)
χral 2πL (0, 0, 0) 0.2503(14) 0.2014(33)
2π
L (1, 0, 0) 0.3659(34) 0.2122(34)
2π
L (1, 1, 0) 0.4568(48) 0.2226(50)
Table 5.8: Results for the pseudo–scalar kaon masses and amplitudes for kaon correlation func-
tions with light quark masses amu = 0.005, 0.01, 0.02 and 0.03 the final three rows contain the
results of an extrapolation to the chiral limit. The
√
m2K + ~p
2 column shows the result of the
pion mass calculated using the dispersion relation E2 = ~p2 +m2.
5.4.3 The meson amplitude
We could find the meson amplitude from a fit to an effective amplitude of the unsmeared
correlation function, as we did for the proton amplitude in Section 5.3. However, we can also
find the amplitude from a ratio of smeared correlation functions.
Consider two meson correlation functions fSS and fSL, the first with some smearing S at
the source and the same smearing at the sink and the second with S smearing at the source









e−EM t + e−EM (T−t)
)









e−EM t + e−EM (T−t)
)
0 ≪ t≪ T. (5.29)
(5.30)
In both cases we can form effective amplitudes,
GSLeff (t) = 2EMf
SL
(
e−EM t + e−EM (T−t
)−1
→ GSMGLM 0 ≪ t≪ T, (5.31)
GSSeff (t) = 2EMf
SS
(
e−EM t + e−EM (T−t
)−1
→ GSMGSM 0 ≪ t ≪ T, (5.32)
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Figure 5.8: Pseudo–scalar effective amplitude (Eq. 5.33) plots for the 243 × 64 ensemble with
light valence quark masses amu = 0.01, strange valence quark mass ams = 0.04 and momentum
~p = 2πLx (0, 0, 0). (a) is from a pion pseudo–scalar correlation function with two light propagators,
(b) is from a kaon pseudo–scalar correlation function with one light and one heavy propagator.
Horizontal lines show the fit to the plateau.







→ GLM 0 ≪ t≪ T, (5.33)
can be used to find the unsmeared amplitude that we are looking for.
We use this method, with the smearing and fit ranges given in Table 5.6, to find the meson
amplitude. Example plateau are shown in Figure 5.8, while the results are given in Tables 5.7
and 5.8.
The pion and kaon amplitudes on each of the ensembles are plotted in Figure 5.9. Both
pion and kaon amplitudes are consistant with a linear extrapolation
GPS = A(mu +mres) +B. (5.34)
The extrapolations are shown in Figure 5.9. The values of the meson amplitudes in the chiral
limit, amu + amres = 0 are given in Tables 5.7 and 5.8.
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Figure 5.9: A linear extrapolation of the pseudo–scalar meson amplitudes to the chiral limit.
Both plots show results from the 243×64 ensembles with strange valence quark mass ams = 0.04.
The different colours represent the different momenta ~p = 2πLx (0, 0, 0),
2π
Lx
(1, 0, 0) and 2πLx (1, 1, 0).
(a) is from a pion pseudo–scalar correlation function with two light propagators, (b) is from a




We can now calculate the matrix elements relevant for proton decay. As shown previously in
Eq. 2.45,























So the proton decay width can be decomposed into a sum of products of Wilson coefficients and
QCD matrix elements. The Wilson coefficients contain the high energy GUT–scale physics and
will in general depend on the particular GUT being considered. The matrix elements contain
the low energy hadronic physics, are the same for all GUTs and can be calculated in Lattice
QCD.
There are two methods we can use to calculate these matrix elements. In the direct method,
we calculate a three–point correlation function involving a baryon number violating operator. In
the indirect method, we use χPT (see Sections 2.3 and 2.4.2) and the relations from Table 2.1
to relate the three–point function to the two low–energy constants from the baryon number
violating sector of the chiral lagrangian. As we shall see, these low–energy constants can be
calculated from proton–to–vacuum two–point functions.
In the following sections we first give the details of the ensembles used to calculate the
proton decay matrix elements in Section 6.1, we then use both methods to calculate the matrix
elements, firstly using the indirect method in Section 6.2 and then using the direct method in
Section 6.3.
6.1 Ensemble details
For the indirect matrix elements, the ensembles used are the same as those used to calculate
the proton mass and amplitude, and are given in Table 5.2.
The ensembles used to calculate the direct matrix elements are given in Table 6.1.
The ensembles used for the NPR calculation are given in Table 6.2. In this case, our main
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results are calculated using the ensembles generated on the lattice with volume V = 163×32×16
and the lattice with volume V = 243 × 64 × 16 was used to check for finite volume effects.
V × Ls amud Ntraj ∆ Ncfg Nsrc Nbin Smearing
0.005 900-8500 50 155 1 1 GKL, GKG
243 × 64 × 16 0.01 1540-7500 40 75 1 2 GKL, GKG
0.02 1620-3600 40 50 1 1 GKL, GKG
0.03 1260-3040 40 45 1 1 GKL, GKG
Table 6.1: RHMC 2+1 flavour datasets used for the pseudo–scalar meson mass and amplitude
calculations. V is the space-time volume of the lattice, Ls is the extent of the fifth dimension.
The light quark mass is amud, correlation functions with two values of the strange valence
quark mass ams = 0.04, 0.0343 were calculated for each light quark mass. The strange sea
quark mass is kept fixed at 0.04. Ntraj is the lowest to highest trajectories analysed with
correlation functions calculated every ∆ trajectories, Ncfg is the number of configurations, Nsrc
is the number of quark propagators solved with different source locations and Nbin is the bin
size. All propagators used are solved with a gaussian smeared Kenway source, denoted GK.
The sink smearing as Local L.
NPR
V × Ls amud Ntraj ∆ Ncfg Nsrc Nbin
0.01 1000-4000 40 75 4 1
163 × 32 × 16 0.02 1000-4000 40 75 4 1
0.03 1000-4000 40 75 4 1
Table 6.2: RHMC 2+1 flavour datasets used for the non-perturbative renormalization. V
is the space-time volume of the lattice, Ls is the extent of the fifth dimension, amud is the
up sea quark mass (the strange sea quark mass is kept fixed at 0.04), Ntraj is the lowest to
highest trajectories analysed with matrix elements calculated every ∆ trajectories, Ncfg is the
number of configurations, Nsrc is the number of quark propagators solved with different source
locations and Nbin is the bin size. 24
3 × 64 × 16 data were generated for the non-perturbative
renormalization calculation, however, it was only used as a check for finite volume errors and
so does not appear here.
6.2 The indirect method
The discussion and results from the indirect method are based upon work published in Ref.
[1]. There have been many previous calculations of the proton decay matrix elements using the
indirect method. For example, Refs. [37, 79] use quenched Wilson fermions while Ref. [80] uses
domain wall fermions with both quenched and 2 flavours of dynamical quarks. This work is the
first to use 2+1 flavours of dynamical domain wall fermions.
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Table 2.1 shows the relations between matrix elements and the low energy constants (LECs)




(1 +D + F ). (6.2)
The aim in this section shall be to calculate these LECs so that the matrix elements can be
reconstructed.
The advantage of the indirect method is that it only requires the calculation of two low energy
constants from two–point functions. This is much simpler, and computationally cheaper, than
the full calculation of the three–point functions which is required for the direct method.
The disadvantage of the indirect method is that the χPT introduces an additional source
of systematic error. In previous studies (e.g.. Ref. [80]), there has been seen to be a consid-
erable discrepancy of up to a factor of 2, between the direct and indirect methods, with the
indirect approach tending to underestimate the matrix elements. For example, in Ref. [80],
〈π0|ORLudu|p〉 = −0.060(18) for the direct measurement, while the indirect reconstruction of the
same matrix element gives −0.125(15).
Expanding the baryon violating terms from the chiral lagrangian in Eq. 2.48 to zeroth order
in the meson fields, shows that the low–energy constants α and β can be determined from the
proton to vacuum matrix elements:
〈0|ORLudu|N(k, s)〉 = αPLu(k, s), (6.3)
〈0|OLLudu|N(k, s)〉 = βPLu(k, s). (6.4)
Using the same notation from Section 5.1, we can form two–point functions involving the
operators OR/LLudu :
fRL,PSudu,udu(t) → GNαe−mN t t≫ 0, (6.5)
fLL,PSudu,udu(t) → GNβe−mN t t≫ 0, (6.6)
where GN is the proton amplitude as defined in Eq. 5.12. As these have the same timede-









→ β t≫ 0. (6.7)
In order to calculate the ratio, we therefore need to use the values for the proton amplitude,
calculated in Section 5.3.4.
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The two point functions fRL,PSudu,udu and f
LL,PS
udu,udu contain the same quark fields as the proton
two–point correlation function, fPS,PSudu,udu, that we used in Section 5.3. Because of this, the
contractions are the same as in Eq. 5.6, all that changes is the spin structure. With momentum















ιδ (x) − Sadαδ(x)Sbfβζ(x)Sceγǫ(x)
]
. (6.8)
Again, we compute propagators with mass equal to the light sea quark mass, and contract the
spin and colour indices together as in Eq. 6.8 to form the two point functions.
We shall compute the matrix elements at ~p = ~k = 0 and hence q2 = m2N −m2M . Therefore,
especially for the case of the proton to pion matrix elements, the required inequality q2 ≪ m2N
does not hold well. We will come back to this source of systematic error when we compare the
two methods of estimating the matrix elements in Section 7.3.
6.2.1 Results for the low energy constants
The denominator of the ratios from Eq. 6.7, is the proton correlation function fPS,PSudu,udu, and is









−mN t = α t≫ 0.
(6.9)
Therefore fitting to a constant using the algorithm in Section 4.6 will yield the low energy
constants α and β.
Again, we fit to multiple smearings and choose time ranges appropriately. The smearings
and time ranges used are given in Table 6.3. Note that in general, the fit ranges for this ratio
start earlier than for the proton and meson effective mass and amplitude calculations. This is
because the contributions from excited states in the numerator of the ratio from Eq. 6.7 are
also present in the denominator and hence both should cancel each other out. However, the
results are also in general more noisy, and so the maximum fit range is earlier too.
Results for the low energy constants are given in Table 6.4 and example plateaus for α and
β are shown in Figures 6.1 and 6.2 respectively.
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Figure 6.1: The ratio Rα in Eq. 6.7 for the 24
3 × 64 dataset with amu = 0.005, 0.01, 0.02 and
0.03 respectively. The different colours correspond to different source smearing. Horizontal lines
show the fit to the plateau.
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Figure 6.2: The ratio Rβ from Eq. 6.7 for the 24
3 × 64 dataset with amu = 0.005, 0.01, 0.02
and 0.03 respectively. The different colours correspond to different source smearing. Horizontal
lines show the fit to the plateau.
88
V = 163 × 32 V = 243 × 64
mu Fit Range Fit Range
Smearing α β Smearing α β
0.005 LL 5-8 5-9
HL 4-10 4-9
0.01 LL 5-8 5-8 LL 7-11 5-10
GL 3-8 3-8 GL 7-11 4-10
0.02 LL 6-12 5-12 LL 7-11 5-10
GL 6-10 4-14 HL 7-11 7-10
0.03 LL 7-11 6-11 LL 9-13 9-11
GL 7-11 8-12 HL 9-13 9-11
Table 6.3: Smearings and fit ranges used for the calculation of the low energy constants α and
β.
V × Ls amud/ams a3α a3β
0.03/0.04 -0.00695(19) 0.00719(21)








Table 6.4: Results from fits to the LECs α and β, reported as a function of the quark masses,
for two different lattice volumes. The results of linear chiral extrapolations are also reported.
All the results are given in units of the lattice spacing a ≈ 0.12 fm.
Again we can perform a linear fit for both of the low energy constants,
LEC = A(mu +mres) +B. (6.10)
The results of this fit as well as an extrapolation to the chiral limit, a(mu + mres) = 0, are
shown in Figure 6.3. The values from this chiral extrapolation are also given in Table 6.4.
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Figure 6.3: Linear chiral extrapolation for the ratios Rα and Rβ for the 16
3 × 32 and 243 × 64
datasets.
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6.2.2 Systematic Errors on the LECs
The errors on the LECs have so far been purely statistical. From the results in Table 6.4 we
can see that for the statistics available, there are no significant finite volume effects in either α
or β as the results on both volumes agree within errors. Figure 6.4 shows the agreement for α
between the two volumes.
As already described in Section 5.3.2, there were problems with determining the plateau
position for the nucleon mass on the V = 243 × 64 × 16, amu = 0.005 ensemble. Through the
nucleon amplitude calculation, this result indirectly effects the calculation of α and β. For a
conservative analysis we performed a chiral extrapolation for α and β both with and without
this lightest point. This gave a result which differed by 18% for α and 17% for β as shown in
Figure 6.5. We use this as an estimate of the error in extrapolating to the chiral limit.
It should be noted that in our simulation, the strange quark mass is held fixed and hence in
the extrapolation, only the light quarks are taken to the chiral limit. However, if we compare
our result with the Nf = 2 results from Ref [80] we see there is very good agreement αNf =2 =
−0.0100(19), βNf =2 = 0.0108(21). For Nf = 2, the strange quark mass is effectively infinite, so
this agreement signifies that α and β have little dependence on the strange sea quark mass.
Working at fixed lattice spacing, we are not able to present a continuum extrapolation for
the LECs. Nonetheless, it should be noted that DWFs are automatically O(a) improved and
are therefore expected to have a good scaling behaviour.
We leave a final numerical value for the LECs, with all systematic errors included, until
after we have calculated the non–perturbative renormalisation in Section 6.4 and its associated
systematic and statistical errors.
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Figure 6.4: The LEC α measured on the two different volumes. There are no noticeable finite
size effects. The chiral extrapolations from the two volumes are shown as white filled circles
and also agree within errors.




































Figure 6.5: An extrapolation for α and β on the V = 243 × 64 × 16 ensembles both with and
without the value from the lightest valence quark mass point (amu = 0.005). This gives results
differing by 18% for α and 17% for β.
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6.3 The direct method
We can define three point correlation functions CAµ (q










































where the index i runs from 1...3 only. OA(~x, t) are the baryon violating operators, where A is
a collective index for the the spin and flavour structure of the operator. OPSudu(~0, t0) are nucleon
operators as in the proton correlation function and OPqiqj (~x1, t1) are meson operators as in the
meson correlation function.
The flavour content of the nucleon is fixed, and the flavour content of the mesons will vary
depending on whether we are considering a pion or kaon decay channel. The flavour content of
the baryon violating operator is then chosen so that each of the quark/antiquark fields in the
nucleon and meson operators are partnered with an antiquark/quark field of the same flavour.
For some decay channels this choice is unique, but for others there may be multiple choices
for the flavour content of the baryon violating operator. The full list of proton decay matrix
elements, and their baryon number operator structure is given in Eqs. 2.33-2.39.
For the four quark / antiquark field pairs of varying flavour in our three point functions,
there are 24 possible contractions, although only some of these will be non–zero for each specific
flavour combination of the meson and baryon violating operators. The full list of contractions
is given in Appendix B. As for the indirect method, we can make light and heavy propagators
which can be tied together with the appropriate spin and colour structure to form the three point
function. In this case, the mesons have an injected momenta, so we need to create propagators
for each of the different momenta we wish to consider.
As shown in Appendix B, to calculate the three–point function we need two normal (non–
sequential) propagators and one sequential propagator and the spin and colour indices are then
contracted as appropriate. For the non–sequential propagators, we use a Gaussian smeared
Kenway source, with smearing radius 5 and a local sink. For the sequential propagators, we
take the non–sequential propagator and smear the Gaussian smear the sink with smearing
radius 3. This lower smearing radius matches the smearing for the pion correlation functions
we calculated in Section 5.4. This is then multiplied by the spin matrix γ5 and Gaussian smeared
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again, using the same smearing radius of 3. Finally we perform a second inversion of the Dirac
operator using this smeared correlation function as a source.
In order to cancel the time dependence we also need to calculate the proton and pseudo–
scalar correlation functions, which both require the calculation of non–sequential propagators
with the same smearing as the propagators we used for the three point function. These prop-
agators therefore have a Gaussian smeared Kenway source, and a local sink. The propagators
that we will use to make the pseudo–scalar meson correlation function have Gaussian smearing
with smearing radius 3, while the those we will use to make the proton correlation function use
Gaussian smearing with smearing radius 5.
The matrix elements involving the η contain disconnected loops. Although these can be
evaluated in principle using Lattice QCD, in practice the disconnected loops lead to a very
noisy signal. This is due to the fact that disconnected loops have constant variance as the
spatial separation between the loop and the connected pieces of the matrix element increases.
For this reason, we ignore the N → η decay channels, and concentrate solely on the remaining
10 matrix elements from Eqs. 2.33 and 2.35-2.38.
The three–point functions have time dependence which we wish to cancel by forming ap-











Much like with the indirect method, we will use the nucleon amplitudeGN and the pseudo-scalar
meson amplitudes GM = Gπ, GK as calculated in Sections 5.3 and 5.4 respectively.
The momenta ~p and ~k of the pion and nucleon correlation functions in the denominator of
Eq. 6.12 must match the values of ~p and ~k used in the three–point function in the numerator,
in order to correctly cancel the time dependence. We therefore calculate the ratios for the same
three values of momenta as we used in Section 5.4, ~p = 2πL (0, 0, 0),
2π
L (1, 0, 0) and
2π
L (1, 1, 0), the
momenta of the nucleon is held fixed at ~k = 0, so that the momentum transfer ~q = ~k− ~p = −~p.








and we use the values for mN and EM = Eπ, EK that we have calculated earlier in Sections 5.3
and 5.4, together with iq4 = mN − EM . The factor of qj in the denominator of the fraction in
Eq. 6.13 means we cannot calculate W0 for ~q = −~p = 2πL (0, 0, 0). We will therefore calculate
W0 for ~p =
2π
L (1, 0, 0) and
2π
L (1, 1, 0) only.
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6.3.1 Form factor results and extrapolation





2) + (mN − EM )WAq (q2)
)
t≫ 0. (6.14)




(iR3pt,j) →WA0 (q2) t≫ 0, (6.15)
and hence the whole expression should again tend to a plateau, once contributions from any





as these should be equal according to Eq. 2.32.
We can therefore fit a constant to the plateau, again using the fit algorithm of Section 4.6.
However, when fitting to these form factors, it was found that the covariance matrix for an
unfrozen correlated fit had a large condition number > 106. This meant that the numerical
inversion of the matrix was unstable, and in some cases, the inversion algorithm (the SVD
algorithm, [81]) would not converge at all. As a measure of the stability of the inversion, we







where M is an N × N matrix. For an exact inversion with no rounding errors, this quantity
should be exactly zero. For the least stable covariance matrices, this quantity was ∼ 10−5. At
this level, the inaccuracies in the inversion were causing noticeable effects in the fitting algorithm,
and a correlated fit was deemed inappropriate. Instead we performed an uncorrelated fit for all
of the direct results presented in this section. The fit ranges used are given in Table 6.5 and
examples of the plateau are shown in Figure 6.6. The results are given in Tables 6.6 to 6.9.
We perform the extrapolation in two stages, first we perform a linear fit in q2,
W0(mu, q
2) = Aq2 +B, (6.17)
and then extrapolate or interpolate as appropriate to q2 = 0. Examples of the momentum
extrapolation are given in Figure 6.7.
Secondly, we perform a linear fit in the light quark mass to the q2 = 0 data–points,
W0(mu, q
2 = 0) = C(mu +mres) +D, (6.18)
and extrapolate to the chiral limit, a(mu +mres) = 0. Examples of the chiral extrapolation are
given in Figure 6.8. The values of W0 after the momentum and chiral extrapolations are given
in Tables 6.6 to 6.9.
95




































































Figure 6.6: Example plateau for the form factor, WLL0;udu(q
2) on the 243 × 64 datasets with
amu = 0.005, 0.01, 0.02 and 0.03 for plots (a), (b), (c) and (d) respectively. The pion momenta
is a~p = 2πLx (1, 0, 0) and the nucleon momenta is a
~(k) = 2πLx (0, 0, 0).


























Figure 6.7: Plot (a) shows an example momentum interpolation of the form factor WLL0;udu(q
2)
to (aq)2 = 0 and (b) shows an interpolation of the form factor WRL0;udu(q
2). The form factors
were calculated on the 243 × 64 lattice with amu = 0.005.
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Figure 6.8: Example chiral extrapolation of the form factor WLL0;udu to the chiral limit a(mu +
mres) = 0. The form factors were calculated on the 24
3×64 lattice and interpolated to (aq)2 = 0.
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amu (aq)
2 fitrange (aq)2 fitrange
0.03 −0.123 2-16 0.000 6-16
WLL0;udu 0.02 −0.095 4-16 0.029 8-16
0.01 −0.076 2-6 0.050 4-12
0.005 −0.040 2-6 0.081 3-8
0.03 −0.123 6-13 0.000 7-12
WRL0;udu 0.02 −0.095 4-15 0.029 5-12
0.01 −0.076 3-9 0.050 4-11
0.005 −0.040 3-13 0.081 8-13
0.03 −0.123 1-16 0.000 1-16
WLL0;usu 0.02 −0.095 5-16 0.029 2-9
0.01 −0.076 5-14 0.050 3-14
0.005 −0.040 7-11 0.081 1-10
0.03 −0.123 2-14 0.000 3-15
WRL0;usu 0.02 −0.095 5-16 0.029 6-14
0.01 −0.076 5-10 0.050 3-14
0.005 −0.040 9-14 0.081 2-12
0.03 −0.123 2-16 0.000 2-16
WLL0;usd 0.02 −0.095 5-16 0.029 6-16
0.01 −0.076 2-10 0.050 6-10
0.005 −0.040 7-11 0.081 3-10
0.03 −0.123 2-16 0.000 2-16
WRL0;usd 0.02 −0.095 5-16 0.029 6-16
0.01 −0.076 2-10 0.050 6-10
0.005 −0.040 2-11 0.081 2-8
0.03 −0.123 2-16 0.000 2-16
WLL0;uds 0.02 −0.095 6-16 0.029 2-16
0.01 −0.076 3-10 0.050 5-10
0.005 −0.040 7-11 0.081 3-11
0.03 −0.123 2-16 0.000 2-16
WRL0;uds 0.02 −0.095 6-16 0.029 2-16
0.01 −0.076 3-10 0.050 5-10
0.005 −0.040 6-14 0.081 3-11
0.03 −0.123 2-16 0.000 2-16
WLL0;dsu 0.02 −0.095 6-16 0.029 6-16
0.01 −0.076 2-10 0.050 6-11
0.005 −0.040 7-11 0.081 2-10
0.03 −0.123 2-16 0.000 2-16
WRL0;dsu 0.02 −0.095 6-16 0.029 6-16
0.01 −0.076 2-10 0.050 6-11
0.005 −0.040 2-12 0.081 2-12
Table 6.5: Fit ranges for the fits to the proton decay form factors W0. amu is the light quark
mass, the strange quark mass for all ensembles is 0.04. q = k−p is the four momentum transfer






0.03/0.04 −0.123 0.234(17) 0.000 0.312(43) 0 0.312(43)
0.02/0.04 −0.095 0.198(22) 0.029 0.303(53) 0 0.278(41)
WLL0;udu 0.01/0.04 −0.076 0.125(16) 0.050 0.211(80) 0 0.177(50)






0.03/0.04 −0.123 -0.278(22) 0.000 -0.360(43) 0 -0.360(43)
0.02/0.04 −0.095 -0.211(22) 0.029 -0.236(40) 0 -0.230(32)
WRL0;udu 0.01/0.04 −0.076 -0.133(15) 0.050 -0.198(62) 0 -0.172(35)
0.005/0.04 −0.040 -0.112(15) 0.081 -0.182(56) 0 -0.135(19)
χral 0 -0.062(31)
Table 6.6: Results from fits to the form factor W
R/LL
0;udu (q
2; p → π0) in lattice units. The three
columns of results correspond to the form factor calculated at two values of (aq)2, and then the
extrapolation or interpolation to (aq)2 = 0. The results are for the 243 × 64 × 16 lattice with
quark masses amu = 0.005, 0.01, 0.02 and 0.03. Also shown is the extrapolation extrapolation





0.03/0.04 −0.103 0.063(5) 0.015 0.100(12) 0 0.095(11)
0.02/0.04 −0.057 0.073(8) 0.056 0.072(12) 0 0.073(8)
WLL0;usu 0.01/0.04 −0.020 0.051(10) 0.086 0.076(22) 0 0.056(9)






0.03/0.04 −0.103 0.185(12) 0.015 0.246(23) 0 0.239(21)
0.02/0.04 −0.057 0.184(17) 0.056 0.238(31) 0 0.211(20)
WRL0;usu 0.01/0.04 −0.020 0.137(13) 0.086 0.201(32) 0 0.149(13)
0.005/0.04 0.016 0.081(13) 0.113 0.067(11) 0 0.084(15)
χral 0 0.55(20)
Table 6.7: Results from fits to the form factor W
R/LL
0;usu (q
2; p → K0) in lattice units. The three
columns of results correspond to the form factor calculated at two values of (aq)2, and then the
extrapolation or interpolation to (aq)2 = 0. The results are for the 243 × 64 × 16 lattice with
quark masses amu = 0.005, 0.01, 0.02 and 0.03. Also shown is the extrapolation extrapolation






0.03/0.04 −0.103 0.260(20) 0.015 0.334(36) 0 0.324(31)
0.02/0.04 −0.057 0.245(23) 0.056 0.316(42) 0 0.281(30)
WLL0;uds 0.01/0.04 −0.020 0.181(18) 0.086 0.213(36) 0 0.187(17)






0.03/0.04 −0.103 -0.277(21) 0.015 -0.333(39) 0 -0.326(32)
0.02/0.04 −0.057 -0.247(20) 0.056 -0.275(41) 0 -0.261(30)
WRL0;uds 0.01/0.04 −0.020 -0.177(20) 0.086 -0.211(36) 0 -0.184(17)
0.005/0.04 0.016 -0.090(9) 0.113 -0.095(17) 0 -0.089(10)
χral 0 -0.028(20)
Table 6.8: Results from fits to the form factor W
R/LL
0;uds (q
2; p → K+) in lattice units. The three
columns of results correspond to the form factor calculated at two values of (aq)2, and then
a linear extrapolation or interpolation to (aq)2 = 0. The results are for the 243 × 64 × 16
lattice with quark masses amu = 0.005, 0.01, 0.02 and 0.03. Also shown is the extrapolation





0.03/0.04 −0.103 0.097(7) 0.015 0.109(18) 0 0.108(15)
0.02/0.04 −0.057 0.086(10) 0.056 0.084(12) 0 0.085(9)
WLL0;usd 0.01/0.04 −0.020 0.067(8) 0.086 0.067(18) 0 0.067(9)






0.03/0.04 −0.103 -0.114(10) 0.015 -0.149(18) 0 -0.145(15)
0.02/0.04 −0.057 -0.106(12) 0.056 -0.112(17) 0 -0.109(11)
WRL0;usd 0.01/0.04 −0.020 -0.077(9) 0.086 -0.099(21) 0 -0.081(8)
0.005/0.04 0.016 -0.040(6) 0.113 -0.034(8) 0 -0.041(7)
χral 0 -0.018(10)
Table 6.9: Results from fits to the form factor W
R/LL
0;usd (q
2; p → K+) in lattice units. The three
columns of results correspond to the form factor calculated at two values of (aq)2, and then
a linear extrapolation or interpolation to (aq)2 = 0. The results are for the 243 × 64 × 16
lattice with quark masses amu = 0.005, 0.01, 0.02 and 0.03. Also shown is the extrapolation






0.03/0.04 −0.103 -0.162(12) 0.015 -0.221(24) 0 -0.214(20)
0.02/0.04 −0.057 -0.162(17) 0.056 -0.212(28) 0 -0.187(19)
WLL0;dsu 0.01/0.04 −0.020 -0.115(12) 0.086 -0.145(23) 0 -0.121(11)






0.03/0.04 −0.103 -0.069(6) 0.015 -0.091(13) 0 -0.088(11)
0.02/0.04 −0.057 -0.079(10) 0.056 -0.108(19) 0 -0.093(11)
WRL0;dsu 0.01/0.04 −0.020 -0.051(7) 0.086 -0.090(17) 0 -0.59(7)
0.005/0.04 0.016 -0.032(5) 0.113 -0.031(8) 0 -0.032(5)
χral 0 -0.020(8)
Table 6.10: Results from fits to the form factor W
R/LL
0;dsu (q
2; p → K+) in lattice units. The
three columns of results correspond to the form factor calculated at two values of (aq)2, and
then a linear extrapolation or interpolation to (aq)2 = 0. The results are for the 243 × 64 × 16
lattice with quark masses amu = 0.005, 0.01, 0.02 and 0.03. Also shown is the extrapolation
extrapolation of the (aq)2 = 0 results to the chiral limit a(mu +mres) = 0.
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6.3.2 Form factor systematic errors
So far the errors which we have presented for the form factors have been purely statistical.
However, there are several sources of systematic error on our measurement and we shall now
attempt to address each of these in turn.
As for the indirect method, our chiral extrapolation was an extrapolation in the light quark
mass only, while the strange quark mass was held fixed. After the gauge configurations were
generated with ams = 0.04, analysis in Ref. [77] suggests the physical strange quark mass to
be ams = 0.0343(16). We performed a second analysis with this value for the valence strange
quark mass, while the sea quark mass was held fixed at 0.04. Figure 6.9 shows one example of
the form factor WLL0;usu(p → K0) in this case the difference between the fitted values is < 2%.
This is negligible when compared to the statistical error from the fit of ∼ 20%.
Ideally, we would perform a calculation at multiple lattice spacings, and extrapolate to the
continuum limit. However, with only a single fixed lattice spacing we are unable to do this.
Nonetheless, it should be noted that DWFs are automatically O(a) improved and are therefore
expected to have a good scaling behaviour. Due to finite Ls there are small O(a) errors, which,
however are negligible compared to the other errors in this study.
Unlike for the indirect method, we have data for the direct method calculations on only
a single lattice volume. Although we cannot perform a finite volume comparison, the lack of
significant finite volume effects for the indirect method gives confidence that there will also be
no significant finite volume effects in our results for the direct method.
Finally, we have performed only a simple linear chiral extrapolation to the chiral limit. To
estimate the error in this approach, we can perform an extrapolation without the lightest point.
Figure 6.10 shows an example for the form factor WLL0;udu(p → π0). In this case the extrapolated
value from both extrapolations are consistant within errors, this behaviour is typical of the
extrapolations of all the matrix elements, due to the very large error on the extrapolated point
from chiral extrapolations involving only 3 light quark masses.
In summary, all sources of systematic error that we have considered here are negligible when
compared to the statistical error and so shall be ignored. We leave a full determination of the
matrix elements in physical units until after we have discussed the renormalisation of these
matrix elements in Section 6.4.
102

























Figure 6.9: (a) and (b) show the form factor WLL0;usu(p → K0) calculated with a strange valence
quark mass of 0.04 and 0.0343 respectively.










































Figure 6.10: Chiral extrapolation of the form factors WLL0;udu(p → π0) and WLL0;usu(p → K0)
for plots (a) and (b) respectively. The blue lines (and points) show the extrapolation (and
extrapolated point in the chiral limit) for only the three heaviest valence quark masses. The
red lines (and points) show the extrapolation (and extrapolated point in the chiral limit) from
all four valence quark masses.
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6.4 Non–perturbative Renormalisation
For the operator renormalisation (see Sections 2.5 and 3.7), we use the non–perturbative MOM–
scheme renormalisation technique of the Rome–Southampton group [56]. This method has
previously been used in Refs. [56, 80, 82] and the application of this method to the baryon
number violating operators we have calculated is found in Ref. [80].
As the direct and indirect methods both use the same operators, the renormalisation is the
same for both. Operators with different flavour structure (i.e.. udu, uds etc.) also have the
same renormalisation factor, which can be seen by noticing that the procedure we give below
is identical, regardless of the flavour structure. For this reason we drop the flavour structure of
the operators OΓΓ′qiqjqk and instead refer to the operators purely by the spin structure, LL, RL
etc.
The renormalised operators OAren are related to the lattice operators OAlatt that we calculate
by,
OAren = ZABNDOBlatt, (6.19)
where the compound index A,B represents the spin structure of our operators, i.e. A ≡ LL, RL
etc. ZND is a mixing matrix, which mixes the operators we are interested in with other operators
with the same symmetries. Due to the exponentially accurate chiral symmetry afforded by
domain wall fermions and the fact that our baryon number violating operators are chirally
symmetric, the mixing between operators is expected to be small and so the off diagonal elements
of this mixing matrix should also be small. The goal of this section is therefore to calculate the
elements of this mixing matrix.
6.4.1 The parity and chirality bases
We can classify the baryon number violating operators into groups depending on their trans-
formations under parity P and the isospin symmetry S, the interchange of up and down quarks
in the Lagrangian. The isospin symmetry holds because the up and down quarks in our simu-
lation are degenerate in mass. Under this transformation, an operator will come back to itself
with a possible change of sign, depending on the spin structure. Operators can therefore be
categorised into S+ and S− sectors, depending on if the sign either does or does not change
under this switching symmetry. The classification of operators is shown in Table 6.11. This
classification is important, as operators with different symmetry properties (i.e.. different blocks
in Table 6.11) will not mix under renormalisation.
The operators in Table 6.11 are not the operators LL, RL that we have used earlier, but
do form a complete basis known as the parity basis of operators. This basis is related to the
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S− S+
P− SS, PP , AA V V , TT
P+ SP , PS, −AV −V A, T T̃
Table 6.11: Classification of the OΓΓ′qiqjqk operators according to their transformation properties
under parity and switching transformations.




(SS + PP ) − 1
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(SS − PP ) − 1
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(−AV ), , (6.22)
where the basis of operators LL, RL and A(LV ) is known as the chirality basis. The mixing
matrix in the chirality basis, ZND, and in the parity basis are therefore related via:













In order to reconstruct the mixing matrix in the chirality basis, we therefore need only
consider the operators in the S− sector of the parity basis. Futher, we note that there is a one
to one mapping between operators in the P− and P+ sectors,
O(P+) = γ5O(P−), (6.25)
the renormalisation matrix for these two sectors is therefore identical, so we shall only calculate
the renormalisation for the O(P−) sector.
The strategy shall therefore be to calculate the mixing matrix for the basis SS, PP , AA,
then reconstruct the mixing matrix for the chirality basis using Eqs. 6.20-6.24.
6.4.2 NPR formulation
We start from the Green’s function of the baryon number violating operator with three external
quark states,
GA(x0, x1, x2, x3) = 〈OA(x0)ū(x1)d̄(x2)s̄(x3)〉, (6.26)
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Here the u, d and s do not represent the physical flavours, but are used to differentiate the
three different quarks. We then Fourier transform each external leg, with the same momentum


















〈S−1u (p)〉〈S−1d (p)〉〈S−1s (p)〉
(6.27)
where Γ and Γ′ are the spin matrices from the operator OA. The vertex function is related to









where Zq is the quark wave function renormalisation, and P
A is a projection matrix. This
projection is chosen so that the renormalisation condition holds true in the free field case,



























ND. To get ZND, we therefore calculate Zq in Section
6.4.4 and M in Section 6.4.5.
6.4.3 Scheme matching and RG running
We wish to present results for the matrix elements in the MS scheme at some scale µ. Our
results from Section 6.4.5 will be calculated in the MOM scheme at a scale p, so we must first
match to the MS scheme, and then evolve to the new scale µ. This leads to the equation for
the evolution UMS←latt(µ),





where UMS(µ; p) is the renormalisation group evolution factor from the scale p to scale µ.
ZMS(p)
ZMOM (p)
matches the continuum MOM scheme to the MS scheme at scale p and ZND(p) is the
renormalisation matrix in the MOM scheme that we just calculated.




















as calculated by [80] to one loop in continuum perturbation theory. ξ is the gauge parameter.
In our lattice calculation, we gauge fix to Landau gauge where ξ = 0.
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of the nucleon decay operator has been calculated up to two loops in MS scheme in Ref [83]
and ∆ = 0,−10/3 for LL,RL operators respectively.
For the running coupling αs(p), we integrate numerically the four–loop β function of Ref. [84],
starting from αs(MZ) = 0.1176(2) [17], and match across the b, and c thresholds.
6.4.4 Vector and axial vector bilinear current results
In order to calculate the NPR for the proton decay matrix elements, we shall also need a value
of Zq, the quark wavefunction renormalisation. However, we shall avoid calculating Zq directly,
and instead exploit the accurate determination of ZA = 0.7162(2) in the chiral limit. This was
computed from ratios of hadronic matrix elements in Ref. [85].



































where GV (x0, x1, x2) and G
A(x0, x1, x2) are the Green’s functions of the vector and axial vector
operators with external quark states,
GV (x0, x1, x2) = 〈(u(x0)γµd(x0)) ū(x1)d̄(x2)〉,
GA(x0, x1, x2) = 〈(u(x0)γµγ5d(x0)) ū(x1)d̄(x2)〉, (6.41)


















where Lx = Ly = Lz is the spatial size of the lattice and Lt is the time extent. Combinations of
(nx, ny, nz, nt) such that −2 ≤ nx, ny, nz ≤ 2 and −4 ≤ nt ≤ 4 are chosen and then averaged into
equal p2 values. Then we run the result for each value of (ap)2 to a scale µ = a−1. Figure 6.11
shows the average and difference of the amputated local axial vector and vector bilinear currents
at scale µ = a−1, plotted as a function of the (ap)2 at which they were calculated. The points
with (ap)2 ≥ 1.7 are used to extrapolate (ap)2 → 0, in order to remove discretisation errors of
order (ap)2.
We can now use the average of the amputated vector and axial vector bilinear currents to
evaluate the quark wavefunction renormalisation Zq =
1
2ZA(Λ
A + ΛV ). The non-zero difference
of the amputated vector and axial vector bilinear currents may be taken as a measure of the
systematic error of the renormalisation constant arising from the closing of the window where
the RI–MOM NPR can be safely applied. It may be observed that for (ap)2 ≥ 1.7 there is < 1%

















Figure 6.11: the average and difference of the amputated local axial vector and vector bilinear
currents, with amu = 0.01 and for the 16
3 × 32 dataset.
6.4.5 NPR results
Figure 6.12 shows the mixing matrix, MAB , in the chirality basis as a function of external leg
momentum for the three different light valence quark masses. The set of momenta used to
calculate the mixing matrix is the same as used for the calculation of Zq in Section 6.4.4.
Operator mixing is induced by chiral symmetry breaking. The extent to which chiral sym-
metry is broken in the domain wall action is parametrised by the residual mass, amres, and the
induced mixing is expected to be suppressed by a factor (amres)
2 [86]. It may be seen from
Figure 6.12 that, in the window of momenta for which contributions from both hadronic effects
(low momenta) and contributions from discretisation effects (high momenta) are small, the chi-
ral symmetry afforded by the domain wall fermions suppresses the mixing between different
chirality operators and results in a mixing matrix which is essentially diagonal. This greatly
simplifies the calculation of the proton decay matrix elements compared to, for example, Wilson
fermions [37].
We then multiply by the appropriate factor of Zq from Section 6.4.4, rotate to the chirality
basis and perform a linear chiral extrapolation. The latter may be done very precisely, as the
mass dependence is extremely mild.
The MS renormalisation factors for the operators OLL and ORL are plotted at a fixed scale
µ = 1/a in Figure 6.13 as a function of the square of the scale at which the lattice, MOM-
scheme, renormalisation calculation was performed. The remaining momentum dependence,
due to O(a2p2) discretisation errors, is removed by performing a linear extrapolation in (ap)2 to






















































































Figure 6.12: The mixing matrix, MAB , in the chirality basis as a function of external leg
momentum, as calculated on the amu = 0.01, 0.02 and 0.03, 16
3 × 32 dataset.
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Figure 6.13: The MS renormalisation factors, Eq. 6.33, for the LL and RL operators at a fixed
scale µ = 1/a, plotted as a function of the square of the scale at which the lattice, MOM-
scheme, renormalisation calculation was performed. The blue points were those included in the
extrapolation to (ap)2 = 0, while the red points were not.
1.7 < (ap)2 < 2.5 where the non-perturbative effect, estimated at 2%, is expected to be small.
Using Eq. 6.35 to run from µ = 1/a to µ = 2 GeV we obtain:
UMS←latt(µ = 2 GeV)LL = 0.662 ± 0.010,
UMS←latt(µ = 2 GeV)RL = 0.665 ± 0.008.
The systematic error on the NPR consists of the 2% error in ΛA due to the extrapolation
to (ap)2 = 0 and the error from truncating the perturbative factor in the matching factor at
order α2s in Eq. 6.34. We estimate this latter systematic error to be 8%. Adding these errors




7.1 The indirect method
We now wish to calculate the values for the low energy constants, in physical units, renormalised
at 2 GeV. First, we multiply the lattice values of α and β by the NPR constants calculated
in Section 6.4, and convert the lattice units to GeV3 by multiplying by a−3; using the inverse
lattice spacing a−1 = 1.73(3) GeV. We then combine the statistical errors on α and β, with the
systematic errors discussed in Section 6.2.2 and with the systematic errors from the NPR given
in Section 6.4, this gives our final results for α and β renormalised at 2 GeV,
α = −0.0112 ± 0.0012(stat) ± 0.0022(syst) GeV3, (7.1)
β = 0.0120 ± 0.0013(stat) ± 0.0023(syst) GeV3. (7.2)
The results for various determinations of α are summarised in Figure 7.1 and in Table
7.1. The agreement between recent lattice computations suggests that lattice QCD is being
successful at determining the low-energy constants describing nucleon decay with increasingly
smaller systematic uncertainty.
To reconstruct the proton decay matrix elements themselves we use the χPT results from
from Table 2.1. The χPT requires the use of several QCD–scale constants. We use F = 0.47(1)
and D = 0.80(1), as explained in Section 2.3. The remaining QCD–scale constants are taken
from Ref [17], giving mN ≈ 940MeV and f = 130MeV. The average heavy baryon mass is taken
to be mB ≈ 1.15GeV. As the error on all of these QCD scale quantities are so much smaller
than the errors on α, β, they are ignored. This gives:
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|α| [GeV3]
Donoghue and Goldwich [87] 0.003 Bag model
Thomas and McKellar [88] 0.02 Bag model
Meljanac et al. [89] 0.004 Bag model
QCD model Ioffe [90] 0.009 Sum rule
calculation Krasnikov et al. [91] 0.003 Sum rule
Ioffe and Smilga [92] 0.006 Sum rule
Tomozawa [93] 0.006 Quark model
Brodsky et al. [94] 0.03
Hara et al. [95] 0.03 WF, a = 0.11 fm
Bowler et al. [96] 0.013 WF, a = 0.22 fm
Lattice QCD Gavela et al. [97] 0.0056(8) WF, a = 0.09 fm
Nf = 0 JLQCD [37] 0.015(1) WF, a = 0.09 fm
CP-PACS & JLQCD [79] 0.0090(9)(+5−19) WF, continuum limit
Aoki et al. [80] 0.0100(19) DWF, a = 0.15 fm
Lattice QCD
Nf = 2
Aoki et al.[80] 0.0118(21) DWF, a = 0.12 fm
Lattice QCD
Nf = 2 + 1
This work (Aoki et al. [1]) 0.0112(25) DWF, a = 0.12 fm
Table 7.1: Comparison of the low energy parameter of the nucleon decay chiral Lagrangian α
among various QCD model calculation, lattice results in the literatures and the results from
this work. In lattice QCD calculations, WF and DWF mean Wilson and domain-wall fermions.
The results for Nf = 2, and our results for Nf = 2+1 are shown with the total error consisting
of statistical and systematic errors on the bare matrix element and renormalization constant.




































Figure 7.1: Summary of computations of the hadronic matrix element α, as given in Table 7.1.
Square points correspond to QCD model calculations, blue circles correspond to Nf = 0 lattice
QCD calculations, the green circle is from Nf = 2 and the result from our Nf = 2+1 calculation
is shown in red.
WLL0;udu(p → π0) = 0.147(33)GeV,
WRL0;udu(p → π0) = −0.139(31)GeV,
WLL0;usu(p→ K0) = 0.067(15)GeV,
WRL0;usu(p→ K0) = 0.110(25)GeV,
WLL0;usd(p → K+) = 0.020(5)GeV,
WRL0;usd(p → K+) = −0.019(4)GeV,
WLL0;uds(p → K+) = 0.147(33)GeV,
WLL0;uds(p → K+) = −0.139(31)GeV,
WLL0;dsu(p → K+) = −0.107(24)GeV,
WRL0;dsu(p → K+) = −0.072(17)GeV. (7.3)
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7.2 The direct method
As for the low energy constants from the indirect method, we wish to calculate the proton
decay form factors from the direct method in physical units and renormalised at 2 GeV. We
first multiply our form factors by the NPR constants calculated in Section 6.4, and convert the
lattice units to GeV3 by multiplying by a−3; using the inverse lattice spacing a−1 = 1.73(3) GeV.
We then combine the statistical errors on the form factors, with the systematic errors calculated
in Section 6.3.2 with the NPR systematic errors in Section 6.4. This gives:
WLL0;udu(p → π0) = 0.079(55)GeV,
WRL0;udu(p → π0) = −0.125(57)GeV,
WLL0;usu(p→ K0) = 0.065(22)GeV,
WRL0;usu(p→ K0) = 0.110(37)GeV,
WLL0;usd(p → K+) = 0.045(20)GeV,
WRL0;usd(p → K+) = −0.037(21)GeV,
WLL0;uds(p → K+) = 0.141(49)GeV,
WLL0;uds(p → K+) = −0.057(38)GeV,
WLL0;dsu(p → K+) = −0.098(28)GeV,
WRL0;dsu(p → K+) = −0.040(15)GeV. (7.4)
7.3 Comparison of the direct and indirect results
In order to compare the direct and indirect results, the absolute value of each of the form factors
calculated using both methods are plotted in Figure 7.2. Note that the indirect method tends
to give a lower answer than the direct method, with the results varying by up to a factor of 2
between the two methods in the worst cases.
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Figure 7.2: Summary of the absolute value of the renormalised matrix elements as calculated
using the direct method (black points) and indirect method (red points).
7.4 Application to GUTs
Finally, let us discuss one way to use our result to discriminate between GUTs. As shown in
Eq. 2.45, the proton partial decay width is:























where the possible form factors W i0 have now been calculated and are given in Eqs. 7.3 and 7.4
for the indirect and direct methods respectively. Which form factors contribute to the sum, and
their associated Wilson coefficients, Ci, will vary depending on which GUT is being considered.
7.4.1 The minimal SU(5) GUT
In the minimal SU(5) GUT, without super–symmetry, the possibly proton decay interactions
are via X–boson exchange, as given in Figure 1.4(a).
For this case, the dominant decay mode is p → π0 [17], and there are two relevant form
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factors,
W (1) ≡ WRL0;udu(p → π0),
W (2) ≡ WLR0;udu(p → π0). (7.6)
We note that these two form factors are equal (in fact when calculating WRL0;udu we averaged
together the form factors WRL0;udu and W
LR
0;udu).
















where g5 is the unified coupling constant at the GUT scale MGUT ≈ 1015. MX ≈ MGUT
is the mass of the X boson which mediates the decay and AR is the renormalisation factor.
The phase factor eiφu factorises from the sum in the decay width (Eq. 2.45) and hence only
appears in the lifetime as |eiφu |2 = 1. We also require the well known CKM matrix parameter
Vud = 0.97418(27) from Ref. [17].
g5 can be found by running the coupling constant to the GUT scale. Ref. [100] gives
α5 = g
2
5/4π = 0.0242. Therefore g5 = 0.55. The renormalisation factor was calculated in Ref.
[100] to be 2.9.
The decay width is therefore,



























For the form factor WRL0;udu, we have two estimates from the direct and indirect methods.
The weakest constraint for GUTs comes from a prediction of a higher lifetime, and hence we
choose the lowest value of the form factor, which in this case is the value from the direct method.
Finally, as a conservative measure, we take the lower bound on the direct measurement of the
form factor, rather than the average, again to give the weakest constraint.
We use the values of g5, AR given earlier and choose MX = 1× 1015 GeV [17], which is the
approximate scale for unification of the coupling constants. We also use the nucleon and pion
masses: mp = 940 MeV, mπ = 140 MeV. This gives:















× 1.9 × 1032 years. (7.9)
Using the proton partial lifetime for this decay channel from Ref. [32] τ > 8.2×1033, we can see
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that for this particular choice of MX , the GUT is ruled out as it predicts a lifetime over an order
of magnitude lower than the minimum experimental bound. This is in agreement with Ref. [34]
which ruled out the SU(5) GUT based upon then current, less stringent proton lifetime bounds
in 1987.
Alternatively, we can use the limit on the partial lifetime, together with values for WRL0;udu,
g5 and AR to place a constraint on MX ,
MX > 1.9 × 1015 GeV (7.10)
This is greater than the unification scale, MX ≡MGUT ≈ 1015 GeV.
7.4.2 The SUSY SU(5) GUT
The minimal SUSY SU(5) GUT also allows the decay p → π0 by X boson exchange; and the
same form factors and Wilson coefficients appear in the decay width,


























This time however, the GUT–scale (and hence the X boson mass MX) is ≈ 2 × 1016 GeV,
the unified coupling coupling α5 = 0.04, giving g5 = 0.71 and the renormalisation constant
AR = 2.5 [98].
Putting this together gives an expression for the lifetime of,















× 1.5 × 1037 years.
(7.12)
Or equivalently using the bound on the proton partial lifetime for this decay channel from Ref.
[32] τ > 8.2 × 1033, we can set a bound on MX ,
MX > 2.3 × 1015 GeV. (7.13)
In this decay channel, the proton lifetime bound is not enough to rule out the SUSY SU(5)
GUT with these parameters.
However, unlike in the SU(5) GUT, in the minimal SUSY SU(5) GUT, the dominant decay
mode is expected to be the p → K+ ν̄i, via colour triplet Higgs exchange (see Figure 1.4(b)),
with i a generation label for the neutrino [17].
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For this decay there are two important form factors:
W (1) = WLL0;usd,
W (2) = WLL0;uds, (7.14)
and there are therefore two possible Wilson coefficients. In this case however they are both
equal [99], and given by:









(f(u, d) + f(u, e)) . (7.15)
These Wilson coefficients are functions of the CKM matrix elements V ∗udi , Vcd and Vcs, the mass
of the W boson MW , the quark masses m̄c and m̄di and the SU(2) coupling α2 = g2/4π at the
SUSY breaking scale.
AS is the short distance renormalisation constant, representing the short range renormal-
isation effects between the GUT scale and the SUSY breaking scale. AL is the long distance
renormalisation constant, representing the long range renormalisation effects between the SUSY
breaking scale and the hadronic scale ≈ 1GeV . βH , ytK , f(u, d) and f(u, e) are GUT parame-
ters, for a discussion of these parameters, see Ref. [99].
We therefore have several GUT–scale constants; and the parameter space is considerably
more complicated than for the minimal SU(5) GUT. However, we notice that as the Wilson
coefficients are equal, we can factor them out of the sum in the formula for the decay width
(Eq. 2.45), to give,






















and given an experimental bound on the proton lifetime, we can now rearrange this equation
to give a bound for the Wilson coefficient C(1). We can use the limit on the proton partial
lifetime τ(p→ ν̄K+) > 2.3× 1033 from [33], with the kaon and proton masses, mp = 940 MeV,




0;uds are chosen from the direct method results
for the weakest constraint on the Wilson coefficients, and further we choose the lower bound of
the error on these matrix elements, rather than the matrix element itself.
This gives a constraint on the Wilson coefficient of,
C(1) < 3.7 × 10−31. (7.17)
This constraint is valid for all GUTs where the dominant decay mode is p→ K+ ν̄i, and where
the Wilson coefficients for the two relevant form factors are equal.
The analysis in Ref. [35] uses a conservative choice of the low energy constant β = 0.003GeV3
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renormalised at a scale of 1 GeV, to constrain the mass of the colour triplet Higgs sufficiently
to rule out the minimal SUSY SU(5) GUT. The higher value calculated in this work (running
our value of β to a scale of 1 GeV gives β = 0.0109 ± 23 GeV3 if we use Eq. 6.35) gives an
even stronger constaint on the mass of the colour triplet Higgs and so confirms the fact that
the minimal SUSY SU(5) GUT has been ruled out.
7.5 Summary
We have calculated the set of form factors which contribute to proton decay in grand unified
theories using two different methods. The direct calculates the form factors directly from three–
point correlation functions, while the indirect method relies on chiral perturbation theory and
the calculation of two low energy constants from two–point correlation functions. Both of these
methods give results which are generally consistant within errors, but with a factor of up to 2
difference in the worst cases between the two methods. This discrepancy is due to the use of
leading order chiral perturbation theory.
The values of these form factors, together with fundamental QCD–scale constants can be
used to set bounds on the Wilson coefficients in GUTs, or even to set bounds on GUT param-
eters. In the case of the SU(5) and SUSY SU(5) GUTs, these constraints are enough to rule










(1 + γ4) 〈OPSudu(x)ŌPSudu(0)〉. (A.1)
The operator OPSudu(x) is that defined by Eq. 5.1,
OPSudu(x) = ǫabcuaα(x)(Cγ5)αβdbβ(x)ucγ(x), (A.2)
and the operator ŌPSudu(0) is given by,
ŌPSudu(0) = ǫdef ūdδ(0)d̄eǫ(0)(Cγ5)ǫζ ūfζ (0), (A.3)
where we have used the fact that
Cγ5 = Cγ5. (A.4)






(1 + γ4) 〈ǫabcuaα(x)(Cγ5)αβdbβ(x)ucγ(x)ǫdef ūdδ(0)d̄eǫ(0)(Cγ5)ǫζ ūfζ (0)〉. (A.5)
We now sum over all possible contractions of the quark and antiquark fields, where each






























































For the case of our three point proton decay matrix elements, we need to calculate
〈OPqiqj(y)O
A(x)ŌPSudu(0)〉. (B.1)







































































































































































































































































































































































































































































































































































We now need to specify the quark content of the meson and baryon number violating op-
erators. Many of the contractions will vanish for a particular flavour combination due to the
delta–functions in Eq. B.3. Further, for a specific flavour combination and with appropriate
relabelling of dummy spin and colour indices, some of the contractions may result in identical
expressions which may therefore be combined. We shall also write the final results in terms of
126
the sequential propagators,
Sabu;αβ(x− y)(γ5)βγSbcu;γδ(y) = Sacseq;u;αδ(x),
Sabs;αβ(x− y)(γ5)βγSbcu;γδ(y) = Sacseq,s;αδ(x), (B.4)
and then drop the position label from all propagators, as they will all be the same (x). This
gives expressions for the primary matrix elements,
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