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Abstract
We obtain the specialization of monomial symmetric functions on
the alphabet (a−b)/(1−q). This gives a remarkable algebraic identity,
and four new developments for the Macdonald polynomial associated
with a row. The proofs are given in the framework of λ-ring theory.
1 Introduction
Dans l’e´tude des fonctions syme´triques, la the´orie des λ-anneaux est une
me´thode particulie`rement efficace, et pourtant peu utilise´e. On trouvera une
illustration de cette the´orie dans [5]. Le but de cet article est d’en pre´senter
une nouvelle application.
Nous conside´rons le proble`me suivant : si f est une fonction syme´trique
et q une inde´termine´e, quelle est la valeur de f(1, q, q2, . . . , qN−1) ? Pour la
plupart des fonctions syme´triques classiques cette spe´cialisation est connue
depuis tre`s longtemps [1, 7, 8].
C’est le cas par exemple pour les fonctions de Schur, les sommes de puis-
sances, les fonctions comple`tes ou les fonctions e´le´mentaires. Dans ces deux
derniers cas cette spe´cialisation est classique : ce sont les polynoˆmes de
Gauss.
Le but de cet article est de donner la spe´cialisation f(1, q, q2, . . . , qN−1)
lorsque f est une fonction syme´trique monomiale. Ce re´sultat n’e´tait pas
encore connu. Plus ge´ne´ralement nous donnons la spe´cialisation des fonctions
syme´triques monomiales sur l’alphabet (a− b)/(1− q).
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Il faut souligner que nous pouvons donner deux formulations distinctes
pour cette spe´cialisation. L’e´quivalence de ces deux expressions produit une
identite´ alge´brique multivarie´e qui est difficile a` de´montrer directement. On
a ainsi un nouvel exemple d’une situation ou` la the´orie des λ-anneaux permet
de de´montrer rapidement une identite´ alge´brique remarquable.
Nos deux re´sultats et leurs de´monstrations s’expriment uniquement en
termes de λ-anneaux. Mais ils posse`dent des rapports e´troits avec la the´orie
des polynoˆmes de Macdonald [8].
Soient q et t deux inde´termine´es, et conside´rons l’alge`bre des fonctions
syme´triques a` coefficients rationnels en q et t. Les polynoˆmes de Macdonald
forment une base de cette alge`bre, indexe´e par les partitions.
Notre re´sultat principal permet d’obtenir quatre nouveaux de´veloppements
explicites pour le polynoˆme de Macdonald P(n)(q, t) associe´ a une partition-
ligne (n). Pour cela nous introduisons deux bases naturelles de fonctions
syme´triques “de´forme´es”, qui sont reste´es jusqu’ici peu e´tudie´es.
Enfin nous montrons que la spe´cialisation d’une fonction syme´trique mono-
miale sur l’alphabet (1− t)/(1− q) est essentiellement un polynoˆme en q et t
a` coefficients entiers positifs. Il est possible que ce re´sultat “a` la Macdonald”
ait d’inte´ressantes conse´quences.
Donnons maintenant le plan de cet article. La Section 2 pre´sente nos
notations, et la Section 3 les e´le´ments de the´orie des λ-anneaux dont nous
aurons besoin. Ces sections sont presque inte´gralement reprises de [5]. La
Section 4 e´nonce la premie`re formulation de notre re´sultat principal, qui est
de´montre´e a` la Section 5. La Section 6 donne et de´montre la seconde for-
mulation. La Section 7 met en e´vidence une identite´ alge´brique remarquable
et pre´sente quelques unes de ses conse´quences. La Section 8 explicite un
polynoˆme en q et t a` coefficients entiers positifs. La Section 9 introduit les
polynoˆmes de Macdonald en mettant l’accent sur une pre´sentation en ter-
mes de λ-anneaux. La Section 10 donne les nouveaux de´veloppements de
P(n)(q, t) annonce´s.
L’auteur remercie Alain Lascoux pour son aide amicale.
2 Notations
Une partition λ est une suite de´croissante finie d’entiers positifs. On dit que
le nombre n d’entiers non nuls est la longueur de λ. On note λ = (λ1, . . . , λn)
et n = l(λ). On dit que |λ| =
∑n
i=1 λi est le poids de λ, et pour tout entier
i ≥ 1 que mi(λ) = card{j : λj = i} est la multiplicite´ de i dans λ. On appelle
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part de λ tout entier i tel que mi(λ) 6= 0. On pose
zλ =
∏
i≥1
imi(λ)mi(λ)!.
Soit Sym l’alge`bre des fonctions syme´triques. Nous choisissons les nota-
tions les plus re´pandues, c’est-a`-dire celles de [8], et non celles de [6], bien
que celles de [6] soient plus adapte´es aux λ-anneaux.
Soit A = {a1, a2, a3, . . . } un ensemble de variables, qui peut eˆtre infini
(nous dirons que A est un alphabet). On introduit les fonctions ge´ne´ratrices
Eu(A) =
∏
a∈A
(1 + ua) , Hu(A) =
∏
a∈A
1
1− ua
, Pu(A) =
∑
a∈A
a
1− ua
dont le de´veloppement de´finit les fonctions syme´triques e´le´mentaires ek(A),
les fonctions comple`tes hk(A) et les sommes de puissances pk(A):
Eu(A) =
∑
k≥0
uk ek(A) , Hu(A) =
∑
k≥0
uk hk(A) , Pu(A) =
∑
k≥1
uk−1pk(A).
Lorsque l’alphabet A est infini, chacun de ces trois ensembles de fonctions
forme une base alge´brique de Sym[A], l’alge`bre des fonctions syme´triques sur
A (c’est-a`-dire que ses e´le´ments sont alge´briquement inde´pendants).
On peut donc de´finir l’alge`bre Sym des fonctions syme´triques, sans re´fe´rence
a` l’alphabet A, comme l’alge`bre sur Q engendre´e par les fonctions ek, hk ou
pk.
Pour toute partition µ, on de´finit les fonctions eµ, hµ ou pµ en posant
fµ =
l(µ)∏
i=1
fµi =
∏
k≥1
f
mk(µ)
k ,
ou` fi de´signe respectivement ei, hi ou pi. Les fonctions eµ, hµ, pµ forment
une base line´aire de l’alge`bre Sym.
On a la formule de Cauchy
en =
∑
|µ|=n
(−1)n−l(µ)
pµ
zµ
soit encore
hn =
∑
|µ|=n
pµ
zµ
.
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Pour toute partition µ, on peut de´finir les fonctions syme´triques monomi-
ales mµ et les fonctions de Schur sµ, qui forment e´galement une base line´aire
de l’alge`bre Sym. La fonction syme´trique monomiale mµ est la somme de
tous les monoˆmes diffe´rents ayant pour exposant une permutation de µ.
Si A et B sont deux alphabets, on de´finit la somme A+B et la diffe´rence
A−B de ces deux alphabets en posant
Hu(A+B) = Hu(A)Hu(B) , Eu(A+B) = Eu(A)Eu(B)
Hu(A− B) = Hu(A)Hu(B)
−1 , Eu(A− B) = Eu(A)Eu(B)
−1.
(1)
3 λ-anneaux
Nous allons utiliser le fait que l’anneau des polynoˆmes posse`de une struc-
ture de λ-anneau. Un λ-anneau est un anneau commutatif avec unite´ muni
d’ope´rateurs qui ve´rifient certains axiomes. Nous renvoyons le lecteur a`
[2] pour la the´orie ge´ne´rale, et au chapitre 2 de [9] pour son application
a` l’analyse multivarie´e.
Nous n’utiliserons cette the´orie que dans le cadre e´le´mentaire suivant.
Soit A = {a1, a2, a3, . . . } un alphabet quelconque. On conside`re l’anneau
R[A] des polynoˆmes en A a` coefficients re´els. La structure de λ-anneau de
R[A] consiste a` de´finir une action de Sym sur R[A].
3.1 Action de Sym
Les fonctions pk formant un syste`me de ge´ne´rateurs alge´briques de Sym,
e´crivant tout polynoˆme sous la forme
∑
c,U c U , avec c constante re´elle et U
un monoˆme en (a1, a2, a3, . . . ), on de´finit une action de Sym sur R[A], note´e
[ . ], en posant
pk[
∑
c,U
c U ] =
∑
c,U
c Uk.
Pour tous polynoˆmes P,Q ∈ R[A] on en de´duit imme´diatement pk[PQ] =
pk[P ]pk[Q] et pµ[PQ] = pµ[P ]pµ[Q].
L’action ainsi de´finie s’e´tend a` tout e´le´ment de Sym. Ainsi on a
Eu [
∑
c,U
c U ] =
∏
c,U
(1 + uU)c , Hu [
∑
c,U
c U ] =
∏
c,U
(1− uU)−c,
et aussi
hk[P ] = (−1)
kek[−P ]. (2)
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On notera le comportement diffe´rent des constantes c ∈ R et des monoˆmes
U :
pk[c] = c , hk[c] =
(
c+ k − 1
k
)
, ek[c] =
(
c
k
)
pk[U ] = U
k = hk[U ] , ek[U ] = 0, i > 1 , e1[U ] = U.
(3)
Il est plus correct de caracte´riser les “monoˆmes” U comme e´le´ments de
rang 1 (i.e. les U 6= 0, 1 tels que ek[U ] = 0 ∀k > 1), et les “constantes”
c ∈ R comme les e´le´ments invariants par les pk (on dira aussi e´le´ment de
type binomial).
Lorsqu’on utilise la the´orie des λ-anneaux pour de´montrer une identite´
alge´brique, il est donc toujours ne´cessaire de pre´ciser le statut de chaque
e´le´ment. Dans cet article nous n’utiliserons que des e´le´ments de rang 1.
3.2 Extension aux se´ries formelles
On remarquera que si a1, a2, . . . , aN sont des e´le´ments de rang 1, alors
pk[a1 + a2 + . . .+ aN ] = a
k
1 + a
k
2 + . . .+ a
k
N
est la valeur de la somme de puissances pk(a1, a2, . . . , aN).
Pour tout alphabet A = {a1, a2, a3, . . . }, on note A
† =
∑
i ai la somme
de ses e´le´ments. Lorsque A est forme´ d’e´le´ments de rang 1, on a ainsi pour
toute fonction syme´trique f ,
f [A†] = f(A). (4)
En particulier si q est de rang 1, on a
pk(1, q, q
2, q3, . . . , qN−1) = pk [
N−1∑
i=0
qi].
Il est naturel de vouloir e´crire
N−1∑
i=0
qi =
1− qN
1− q
,
et d’e´tendre ainsi l’action de Sym aux fonctions rationnelles. Il est e´galement
naturel de conside´rer un alphabet infini (1, q, q2, q3, . . . ), de vouloir sommer
la se´rie ∑
i≥0
qi =
1
1− q
,
5
et d’e´tendre ainsi l’action de Sym aux se´ries formelles a` coefficients re´els.
Pour cela on pose
pk
(∑
c U∑
d V
)
=
∑
c Uk∑
d V k
,
avec c, d constantes re´elles et U, V des monoˆmes en (a1, a2, a3, . . . ).
L’action ainsi de´finie s’e´tend a` tout e´le´ment de Sym. On munit ainsi
l’anneau des se´ries formelles a` coefficients re´els d’une structure de λ-anneau.
3.3 Formulaire
Les relations fondamentales suivantes sont des conse´quences directes des re-
lations (3). Pour tous P,Q on a d’abord
hn[P +Q] =
n∑
k=0
hn−k[P ] hk[Q]
en[P +Q] =
n∑
k=0
en−k[P ] ek[Q].
Soit de manie`re e´quivalente
Hu[P +Q] = Hu[P ]Hu[Q] , Eu[P +Q] = Eu[P ]Eu[Q]
Hu[P −Q] = Hu[P ]Hu[Q]
−1 , Eu[P −Q] = Eu[P ]Eu[Q]
−1.
(5)
Ces relations ge´ne´ralisent les de´finitions (1).
Si P est de rang 1 et Q arbitraire, on a
en[PQ] = P
nen[Q].
Si P et Q sont de rang 1, PQ est donc de rang 1, et on a
Eu[PQ] = 1 + uPQ. (6)
Pour tous P,Q on a les formules de Cauchy suivantes
hn[PQ] =
∑
|µ|=n
1
zµ
pµ[P ] pµ[Q]
=
∑
|µ|=n
mµ[P ] hµ[Q]
=
∑
|µ|=n
sµ[P ] sµ[Q].
(7)
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Ou de manie`re e´quivalente :
en[PQ] =
∑
|µ|=n
(−1)n−l(µ)
zµ
pµ[P ] pµ[Q]
=
∑
|µ|=n
mµ[P ] eµ[Q]
=
∑
|µ|=n
sµ[P ] sµ′[Q],
(8)
ou` µ′ de´signe la partition transpose´e de µ.
3.4 q-calcul
Pour toute inde´termine´e a on note
(a; q)n =
n−1∏
i=0
(1− aqi) , (a; q)∞ =
∏
i≥0
(1− aqi)
qu’on conside`re comme se´rie formelle en a et q.
Soient trois e´le´ments a, b, q et un alphabet X = {x1, x2, . . . , xN}. On
suppose tous ces ele´ments de rang 1. Les relation (5) et (6) impliquent
Eu
[
aX†
1− q
]
=
∏
i≥0
Eu [aq
iX†] =
N∏
k=1
∏
i≥0
Eu [aq
ixk]
=
N∏
k=1
∏
i≥0
(1 + uaqixk) =
N∏
k=1
(−uaxk; q)∞.
De meˆme on a
Hu
[
aX†
1− q
]
=
∏
i≥0
Hu [aq
iX†] =
N∏
k=1
∏
i≥0
Hu [aq
ixk]
=
N∏
k=1
∏
i≥0
1
1− uaqixk
=
N∏
k=1
1
(uaxk; q)∞
.
On en de´duit
H1
[
a− b
1− q
X†
]
= H1
[
aX†
1− q
](
H1
[
bX†
1− q
])−1
=
N∏
k=1
(bxk; q)∞
(axk; q)∞
.
7
Pour tout entier n ≥ 0 on note de´sormais
gn(X ; q, t) = hn
[
1− t
1− q
X†
]
. (9)
On a la se´rie ge´ne´ratrice
H1
[
1− t
1− q
X†
]
=
∑
n≥0
gn(X ; q, t) =
N∏
i=1
(txi; q)∞
(xi; q)∞
. (10)
Les deux proprie´te´s suivantes sont des conse´quences imme´diates de ce qui
pre´ce`de. Cependant nous en donnons une de´monstration directe a` titre
d’exemple.
Proposition 1. On a
∑
n≥0
qngn(X ; q, t) = H1
[
q
1− t
1− q
X†
]
=
(
N∏
i=1
1− xi
1− txi
)
H1
[
1− t
1− q
X†
]
.
Preuve. On peut e´crire
H1
[
q
1− t
1− q
X†
]
= H1
[
1− t
1− q
X† + (t− 1)X†
]
.
En appliquant (4) ceci devient
H1
[
q
1− t
1− q
X†
]
= H1[(t− 1)X
†]H1
[
1− t
1− q
X†
]
.
Mais on a
H1[(t− 1)X
†] = H1[tX
†]H1[X
†]
−1
=
N∏
i=1
1− xi
1− txi
.
Proposition 2. On a
H1
[
q − t
1− q
X†
]
=
N∏
i=1
(1− xi)H1
[
1− t
1− q
X†
]
.
Preuve. On peut e´crire
H1
[
q − t
1− q
X†
]
= H1
[
1− t
1− q
X† −X†
]
En appliquant (4) ceci devient
H1
[
q − t
1− q
X†
]
= H1
[
1− t
1− q
X†
]
H1[X
†]
−1
.
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4 Notre re´sultat principal
Etant donne´e une partition µ, on note Cµ l’ensemble des multi-entiers dis-
tincts obtenus par permutation des parts de µ. On dit e´galement que c ∈ Cµ
est un “de´rangement” de µ. Pour tout multi-entier c = (c1, . . . , cl(µ)) ∈ Cµ,
on note [ci] =
∑
k≤i ck la somme partielle d’ordre i.
Soient a, b, q trois e´le´ments de rang 1. Nous conside´rons l’alphabet A tel
que
A† =
a− b
1− q
.
L’alphabet A est la diffe´rence, au sens de (1), des deux alphabets infinis
{a, aq, aq2, . . . } et {b, bq, bq2, . . . }.
Soit mµ la fonction syme´trique monomiale associe´e a` la partition µ. Nous
explicitons la valeur de mµ[A
†]. En particulier pour a = 1 et b = qN , compte-
tenu de (4), notre re´sultat donne la valeur de
mµ
[
1− qN
1− q
]
= mµ(1, q, . . . , q
N−1).
Et pour a = 1 et b = 0 celle de
mµ
[
1
1− q
]
= mµ(1, q, q
2, q3, . . . ).
The´ore`me 1. Soient a, b, q trois e´le´ments de rang 1. Pour toute partition
µ on a
mµ
[
a− b
1− q
]
=
∑
c∈Cµ
l(µ)∏
i=1
aciq[ci−1] − bci
1− q[ci]
. (11)
Le corollaire suivant e´tait connu : voir [1], chapitre 2, et l’exemple 1.2.5
de [8]. Compte-tenu de (10), il s’agit du “the´ore`me de Heine” classique
H1
[
1− t
1− q
x
]
=
(tx; q)∞
(x; q)∞
=
∑
n≥0
(t; q)n
(q; q)n
xn.
Corollaire. Pour tout entier n on a
en
[
a− b
1− q
]
=
n∏
i=1
aqi−1 − b
1− qi
hn
[
a− b
1− q
]
=
n∏
i=1
a− bqi−1
1− qi
.
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Preuve du corollaire. La premie`re relation est la transcription du the´ore`me
pour la partition-colonne µ = 1n. On a alors m1n = en . Il n’y a qu’un seul
de´rangement de µ, avec ci = 1 et [ci] = i. La seconde relation s’en de´duit
par (2), en e´changeant a et b.
On remarquera que le The´ore`me 1 est ve´rifie´ lorsque µ est une partition-
ligne (n). On a alors m(n) = pn. Il n’y a qu’un seul de´rangement de µ, avec
c1 = [c1] = n. Le The´ore`me 1 redonne dans ce cas la relation
pn
[
a− b
1− q
]
=
an − bn
1− qn
,
ce qui est pre´cise´ment la de´finition de l’action de pn.
On note de´sormais
Zµ(a, b, q) =
∑
c∈Cµ
l(µ)∏
i=1
aciq[ci−1] − bci
1− q[ci]
.
Pour toute part i de µ, on note µ\{i} la partition de longueur l(µ)−1 obtenue
de µ par soustraction de i.
Proposition 3. Pour toute partition µ on a
(1− q|µ|)Zµ(a, b, q) =
∑
i
mi(µ)6=0
(aiq|µ|−i − bi)Zµ\{i}(a, b, q). (12)
Preuve. On conside`re tous les de´rangements de µ dont la dernie`re com-
posante est cl(µ) = i. On a alors [cl(µ)−1] = |µ| − i et [cl(µ)] = |µ|. Par
construction la somme de toutes ces contributions est exactement
Zµ\{i}(a, b, q)
(aiq|µ|−i − bi)
1− q|µ|
.
Partant du cas initial µ = (n) la relation (12) de´termine uniquement Zµ
par re´currence sur la longueur l(µ). Le The´ore`me 1 sera donc de´montre´ si
l’on e´tablit que le membre de gauche de (11) satisfait la meˆme relation de
re´currence.
Les deux membres de (11) e´tant clairement homoge`nes de degre´ |µ|, il
suffit de de´montrer le the´ore`me dans le cas particulier a = 1, ce que nous
supposerons de´sormais.
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5 De´monstration
Nous sommes ainsi conduits a` de´montrer le The´ore`me 1 sous la forme suiv-
ante.
The´ore`me 2. Soient q et t deux e´le´ments de rang 1. Pour toute partition
µ on a
(1− q|µ|)mµ
[
1− t
1− q
]
=
∑
i
mi(µ)6=0
(q|µ|−i − ti)mµ\{i}
[
1− t
1− q
]
.
Preuve. Soit X = {x1, x2, . . . , xN} un alphabet de cardinal N dont les
e´le´ments sont de rang 1. Compte-tenu de la relation (4), de la de´finition
(9) et de la formule de Cauchy (7), on a imme´diatement
gn(X ; q, t) = hn
[
1− t
1− q
X†
]
=
∑
|µ|=n
mµ
[
1− t
1− q
]
hµ(X).
En identifiant les parties homoge`nes de chaque membre, le The´ore`me 2
est donc e´quivalent a` la relation suivante∑
n≥0
(1− qn) gn(X ; q, t) =
(∑
r≥1
hr(X)
)(∑
n≥0
qngn(X ; q, t)
)
−
(∑
r≥1
trhr(X)
)(∑
n≥0
gn(X ; q, t)
)
.
Soit encore∑
n≥0
(1− qn) gn(X ; q, t) =
(
N∏
i=1
1
1− xi
− 1
)(∑
n≥0
qngn(X ; q, t)
)
−
(
N∏
i=1
1
1− txi
− 1
)(∑
n≥0
gn(X ; q, t)
)
.
On applique alors la Proposition 1. Le membre de gauche peut s’e´crire(
1−
N∏
i=1
1− xi
1− txi
)
H1
[
1− t
1− q
X†
]
.
Et le membre de droite s’e´crit[(
N∏
i=1
1
1− xi
− 1
)(
N∏
i=1
1− xi
1− txi
)
−
(
N∏
i=1
1
1− txi
− 1
)]
H1
[
1− t
1− q
X†
]
.
D’ou` l’assertion.
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6 Seconde formulation
Il est remarquable que nous puissions donner une seconde formulation de
notre re´sultat principal.
The´ore`me 3. Soient a, b, q trois e´le´ments de rang 1. Pour toute partition
µ on a
mµ
[
a− b
1− q
]
=
∑
c∈Cµ
l(µ)∏
i=1
aciq(l(µ)−i)ci − bci
1− q[ci]
.
Notre de´monstration du The´ore`me 3 est exactement paralle`le a` celle du
The´ore`me 1. On note
Wµ(a, b, q) =
∑
c∈Cµ
l(µ)∏
i=1
aciq(l(µ)−i)ci − bci
1− q[ci]
.
Proposition 4. Pour toute partition µ on a
(1− q|µ|)Wµ(a, b, q) =
∑
i
mi(µ)6=0
(ai − bi)Wµ\{i}(qa, b, q).
Preuve. On conside`re tous les de´rangements de µ dont la dernie`re com-
posante est cl(µ) = i. On a alors [cl(µ)] = |µ|. Par construction la somme
de toutes ces contributions est exactement
Wµ\{i}(qa, b, q)
(ai − bi)
1− q|µ|
.
Partant du cas initial e´vident µ = (n), la Proposition 4 de´termine unique-
ment Wµ par re´currence sur la longueur l(µ). Le The´ore`me 3 sera donc
de´montre´ si l’on e´tablit que mµ[(a− b)/(1− q)] satisfait la meˆme relation de
re´currence. Par homoge´neite´ il suffit de le de´montrer dans le cas particulier
a = 1, ce que nous supposerons de´sormais.
Nous pouvons donc de´montrer le The´ore`me 3 sous la forme suivante.
The´ore`me 4. Soient q et t deux e´le´ments de rang 1. Pour toute partition
µ on a
(1− q|µ|)mµ
[
1− t
1− q
]
=
∑
i
mi(µ)6=0
(1− ti)mµ\{i}
[
q − t
1− q
]
.
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Preuve. Soit X = {x1, x2, . . . , xN} un alphabet de cardinal N dont les
e´le´ments sont de rang 1. Compte-tenu de (4) la formule de Cauchy (7)
s’e´crit
hn
[
u− t
1− q
X†
]
=
∑
|µ|=n
mµ
[
u− t
1− q
]
hµ(X).
On va choisir u = 1 et u = q.
En identifiant les parties homoge`nes de chaque membre, le The´ore`me 3
est e´quivalent a` la relation suivante
∑
n≥0
(1− qn) hn
[
1− t
1− q
X†
]
=
(∑
r≥1
hr(X)−
∑
r≥1
trhr(X)
)(∑
n≥0
hn
[
q − t
1− q
X†
])
.
Soit encore
∑
n≥0
(1− qn) gn(X ; q, t) =
(
N∏
i=1
1
1− xi
−
N∏
i=1
1
1− txi
)(∑
n≥0
hn
[
q − t
1− q
X†
])
.
Par la Proposition 1 le membre de gauche peut s’e´crire(
1−
N∏
i=1
1− xi
1− txi
)
H1
[
1− t
1− q
X†
]
.
Et par la Proposition 2 le membre de droite peut s’e´crire(
N∏
i=1
1
1− xi
−
N∏
i=1
1
1− txi
)
N∏
i=1
(1− xi)H1
[
1− t
1− q
X†
]
.
D’ou` l’assertion.
7 Une identite´ remarquable
La comparaison des The´ore`mes 1 et 3 produit l’identite´ remarquable suivante.
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The´ore`me 5. Pour toute partition µ on a
∑
c∈Cµ
l(µ)∏
i=1
aciq[ci−1] − bci
1− q[ci]
=
∑
c∈Cµ
l(µ)∏
i=1
aciq(l(µ)−i)ci − bci
1− q[ci]
.
Un cas particulier inte´ressant est obtenu en faisant a = q et b = 1.
Proposition 5. Pour toute partition µ on a
∑
c∈Cµ
l(µ)∏
i=1
1− q(l(µ)−i+1)ci
1− q[ci]
=
l(µ)!∏
imi(µ)!
.
On peut prendre la limite de ce re´sultat lorsque q tend vers 1.
Proposition 6. Pour toute partition µ on a
1
zµ
=
∑
c∈Cµ
l(µ)∏
i=1
1
[ci]
.
Nous retrouvons ainsi un e´nonce´ de Littlewood ([7], p. 85) qui l’a de´montre´
par re´currence.
Soient X = {x1, x2, . . . , xn} et Y = {y1, y2, . . . , yn} deux alphabets de
cardinal n. On note Sn le groupe des permutations de n lettres. Le groupe
Sn ope`re sur les fonctions rationnelles en X et Y par l’action diagonale
fσ(x1, . . . , xn, y1, . . . , yn) = f(xσ(1), . . . , xσ(n), yσ(1), . . . , yσ(n)).
Par homoge´ne´ite´ et parce que les inde´termine´es xi = q
µi, yi = (bq/a)
µi
sont inde´pendantes, l’e´galite´ du The´ore`me 5 est en fait e´quivalente a` l’identite´
multivarie´e suivante, qui est une proprie´te´ des fonctions rationnelles.
The´ore`me 6. On a
∑
σ∈Sn
(
y1 − x1
1− x1
y2 − x1x2
1− x1x2
y3 − x1x2x3
1− x1x2x3
· · ·
yn − x1x2 · · ·xn
1− x1x2 · · ·xn
)σ
=
∑
σ∈Sn
(
y1 − x1
n
1− x1
y2 − x2
n−1
1− x1x2
y3 − x3
n−2
1− x1x2x3
· · ·
yn − xn
1− x1x2 · · ·xn
)σ
.
Le caracte`re remarquable de cette identite´ est de´ja` apparent sur le cas
particulier Y = (1, 1, . . . , 1).
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Proposition 7. Pour tout alphabet X = {x1, x2, . . . , xn} on a
∑
σ∈Sn
(
1− x1
n
1− x1
1− x2
n−1
1− x1x2
1− x3
n−2
1− x1x2x3
· · ·
1− xn
1− x1x2 · · ·xn
)σ
= n!.
On en de´duit la proprie´te´ suivante.
Proposition 8. Pour tout alphabet X = {x1, x2, . . . , xn} on a
∑
σ∈Sn
(
1
x1(x1 + x2) · · · (x1 + x2 + · · ·+ xn)
)σ
=
n∏
i=1
1
xi
.
Preuve. On conside`re l’identite´ de la Proposition 7, dans laquelle on substi-
tute qxi a` xi. Elle devient
∑
σ∈Sn
(
1− qnx1
1− qx1
1− q(n−1)x2
1− qx1+x2
1− q(n−2)x3
1− qx1+x2+x3
· · ·
1− qxn
1− qx1+x2···+xn
)σ
= n!.
On obtient l’e´nonce´ en prenant la limite q → 1.
Alain Lascoux a obtenu une preuve directe de cette identite´ multivarie´e,
en utilisant les diffe´rences divise´es. Il nous a e´galement montre´ que le The´ore`me
6 e´nonce l’e´galite´ de deux statistiques sur le groupe des permutations. Nous
pre´sentons maintenant l’essentiel de ses remarques.
Etant donne´e une permutation de n lettres σ ∈ Sn, soit Γ(σ) l’ensemble
de ses cycles. Pour tout cycle γ = (γ1, . . . , γk) ⊂ {1, 2, . . . , n}, notons
|γ| =
∑k
i=1 γi. Alors on sait ([6], §1.2.7) que pour toute partition µ on a
(
∏
i≥1
mi(µ)!) mµ =
∑
σ∈Sl(µ)
(−1)l(µ)−card(Γ(σ))
∏
γ∈Γ(σ)
p|γ|.
Par exemple on a mkl = pkpl − pk+l, chacun des termes correspondant aux
deux cycles {k}, {l} de {k, l} et au cycle {k, l} de {l, k}. On en de´duit
imme´diatement
(
∏
i≥1
mi(µ)!) mµ
[
a− b
1− q
]
=
∑
σ∈Sl(µ)
(−1)l(µ)−card(Γ(σ))
∏
γ∈Γ(σ)
a|γ| − b|γ|
1− q|γ|
.
Par homoge´ne´ite´ et parce que les inde´termine´es xi = q
µi, yi = (bq/a)
µi
sont inde´pendantes, ceci implique imme´diatement le re´sultat suivant.
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The´ore`me 7. Soient X = {x1, x2, . . . , xn} et Y = {y1, y2, . . . , yn} deux
alphabets de cardinal n. On a
∑
σ∈Sn
(
y1 − x1
1− x1
y2 − x1x2
1− x1x2
y3 − x1x2x3
1− x1x2x3
· · ·
yn − x1x2 · · ·xn
1− x1x2 · · ·xn
)σ
=
∑
σ∈Sn
∏
γ∈Γ(σ)
γ=(γ1,... ,γk)
yγ1yγ2 · · · yγk − xγ1xγ2 · · ·xγk
1− xγ1xγ2 · · ·xγk
.
Tandis que le The´ore`me 6 concerne la syme´trisation de deux fonctions
rationnelles, le The´ore`me 7 fait intervenir la structure des cycles d’une per-
mutation, ce qui est une information non imme´diate sur cette permutation.
Nous donnons en Appendice une preuve directe du The´ore`me 7, par
re´currence sur l’entier n. Nous ne connaissons pas de preuve directe du
The´ore`me 6.
Exemple : Le cas n = 1 est trivial. Dans le cas n = 2, les deux identite´s
des The´ore`mes 6 et 7 s’e´crivent
y1 − x1
1− x1
y2 − x1x2
1− x1x2
+
y2 − x2
1− x2
y1 − x1x2
1− x1x2
=
y1 − x1
2
1− x1
y2 − x2
1− x1x2
+
y2 − x2
2
1− x2
y1 − x1
1− x1x2
=
y1 − x1
1− x1
y2 − x2
1− x2
+
y1y2 − x1x2
1− x1x2
.
8 Coefficients entiers positifs
Nous allons voir que dans l’e´nonce´ du The´ore`me 3,
mµ
[
1− t
1− q
]
==
∑
c∈Cµ
l(µ)∏
i=1
q(l(µ)−i)ci − tci
1− q[ci]
le membre de droite met en e´vidence un polynoˆme en q et t a` coefficients
entiers positifs.
The´ore`me 8. Pour toute partition µ on a
mµ
[
1− t
1− q
]
=
l(µ)!∏
imi(µ)!

l(µ)∏
i=1
qi−1 − t
1− qi

 Hµ(q, t)
q|µ|−l(µ)Hµ (q, 1/q)
.
ou` Hµ(q, t) est un polynoˆme en q et t, et q
|µ|−l(µ)Hµ(q, 1/q) un polynoˆme en
q. Les coefficients de Hµ(q, t) sont entiers positifs.
16
Preuve. Conside´rons le polynoˆme Pµ(q) de´fini par
Pµ(q) =
l(µ)∏
k=1
∏
1≤i1<i2<...<ik≤l(µ)
1− q
∑
µij
1− q
.
C’est e´videmment un polynoˆme en q a` coefficients entiers positifs. Posons
Hµ(q, t) = Pµ(q)
∑
c∈Cµ
l(µ)∏
i=1
q(l(µ)−i)ci − tci
ql(µ)−i − t
1− q
1− q[ci]
.
Il est clair qu’on de´finit ainsi un polynoˆme en q et t a` coefficients entiers
positifs. On a imme´diatement
q|µ|−l(µ)Hµ(q, 1/q) = Pµ(q)
∑
c∈Cµ
l(µ)∏
i=1
1− q(l(µ)−i+1)ci
1− ql(µ)−i+1
1− q
1− q[ci]
.
On en de´duit que q|µ|−l(µ)Hµ(q, 1/q) est un polynoˆme en q. D’autre part on
a
Hµ(q, t) = Pµ(q)

l(µ)∏
i=1
1− q
qi−1 − t

∑
c∈Cµ
l(µ)∏
i=1
q(l(µ)−i)ci − tci
1− q[ci]
.
Mais en appliquant la Proposition 5 on a aussi
l(µ)!∏
imi(µ)!
Pµ(q) = q
|µ|−l(µ)

l(µ)∏
i=1
1− qi
1− q

 Hµ(q, 1/q).
D’ou` l’e´nonce´.
Exemple : Dans le cas particulier d’une partition µ = (n, k), avec deux
parts distinctes n 6= k, on a
Pn,k(q) =
1− qn
1− q
1− qk
1− q
1− qn+k
1− q
.
Le polynoˆme Hn,k(q, t) est donne´ par
Hn,k(q, t) =
qn − tn
q − t
1− tk
1− t
1− qk
1− q
+
qk − tk
q − t
1− tn
1− t
1− qn
1− q
.
Dans le cas ge´ne´ral, il serait inte´ressant de disposer d’une interpre´tation
combinatoire de Hµ(q, t).
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9 Polynoˆmes de Macdonald
La re´fe´rence pour les polynoˆmes de Macdonald est le Chapitre 6 de [8]. Nous
rappelons seulement ici les e´le´ments dont nous aurons besoin, en mettant
l’accent sur une pre´sentation en termes de λ-anneaux.
Soient deux e´le´ments q, t et un alphabet X = {x1, x2, . . . , xN}. On sup-
pose tous ces e´le´ments de rang 1. Pour tout 1 ≤ i ≤ N , on pose
Ai(X ; t) =
N∏
j=1
j 6=i
txi − xj
xi − xj
.
On note Txi l’ope´rateur de q-de´formation de´fini par
Txif(x1, . . . , xN) = f(x1, . . . , qxi, . . . , xN).
Les polynoˆmes de Macdonald Pλ(X ; q, t) sont les vecteurs propres de l’ope´rateur
aux diffe´rences
D(X ; q, t) =
N∑
i=1
Ai(X ; t) Txi.
On a
D(X ; q, t)Pλ(X ; q, t) =
(
N∑
i=1
qλi tN−i
)
Pλ(X ; q, t).
On peut munir l’alge`bre des fonctions syme´triques a` coefficients rationnels
en q et t d’un produit scalaire < , >q,t de´fini par
< pλ, pµ >q,t= δλµ zλ pλ
[
1− q
1− t
]
.
Les polynoˆmes de Macdonald Pλ(X ; q, t) forment une base orthogonale pour
ce produit scalaire. Si on note Qλ(X ; q, t) la base duale on a
H1
[
1− t
1− q
X† Y †
]
=
∑
λ
Pλ(X ; q, t)Qλ(Y ; q, t)
=
∑
λ
hλ
[
1− t
1− q
X†
]
mλ(Y )
=
∑
λ
sλ[(1− t)X
†] sλ
[
Y †
1− q
]
.
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ou` les deux dernie`res relations re´sultent de la formule de Cauchy (7).
On sait ([8], relation (4.9), p. 323) que le polynoˆme de Macdonald
P(n)(X ; q, t) est proportionnel a` gn(X ; q, t). Cependant dans [8] ce re´sultat
n’est pas de´montre´ directement. Il nous parait inte´ressant d’en pre´senter une
de´monstration directe dans le cadre des λ-anneaux.
The´ore`me 9. On a
D(X ; q, t) gn(X ; q, t) =
(
qntN−1 +
1− tN−1
1− t
)
gn(X ; q, t).
Preuve. Nous donnons une preuve e´le´mentaire, mais il s’agit d’un cas parti-
culier du The´ore`me 2.1 de [3], qui est beaucoup plus ge´ne´ral. Compte-tenu
de la de´finition (9), il faut prouver
D(X ; q, t)H1
[
1− t
1− q
X†
]
= tN−1
∑
n≥0
qngn(X ; q, t) +
1− tN−1
1− t
H1
[
1− t
1− q
X†
]
.
Compte-tenu de la Proposition 1, ceci est e´quivalent a`
D(X ; q, t)H1
[
1− t
1− q
X†
]
=
(
tN−1
N∏
i=1
1− xi
1− txi
+
1− tN−1
1− t
)
H1
[
1− t
1− q
X†
]
.
Mais on voit facilement que
Txi hn
[
1− t
1− q
X†
]
= hn
[
1− t
1− q
(X† + (q − 1)xi)
]
= hn
[
1− t
1− q
X† + (t− 1)xi
]
.
En appliquant (5) ceci s’e´crit
Txi H1
[
1− t
1− q
X†
]
= H1
[
1− t
1− q
X† + (t− 1)xi
]
= H1
[
1− t
1− q
X†
]
H1[(t− 1)xi]
= H1
[
1− t
1− q
X†
]
1− xi
1− txi
.
L’assertion est alors une conse´quence imme´diate de la proposition suivante.
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Proposition 9. On a
N∑
i=1
Ai(X ; t) =
1− tN
1− t
N∑
i=1
xi
1− txi
Ai(X ; t) =
tN−1
1− t
(
1−
N∏
i=1
1− xi
1− txi
)
.
Preuve. Le principe est celui donne´ dans l’exemple 6.3.2 (a) de [8]. Il suffit
de choisir u = 0 et u = 1/t dans l’identite´ de de´composition en e´le´ments
simples suivante
N∏
i=1
tu− xi
u− xi
= (t− 1)
N∑
i=1
xiAi(X ; t)
u− xi
+ tN .
Cette relation est une interpolation de Lagrange. De´finissons le re´sultant de
deux alphabets A et B par
R(A,B) =
∏
a∈A,b∈B
(a− b).
On rappelle [4] que si f(a) est un polynoˆme ayant aN comme terme de plus
haut degre´, on a
∑
a∈A
f(a)
R(a, A− a)
= 1
pour tout alphabet A de cardinal N + 1. La relation pre´ce´dente n’est autre
que cette identite´ e´crite pour A = X + u et f(a) = R(a,X/t), c’est-a`-dire
N∑
i=1
xi − xi/t
xi − u
N∏
j=1
j 6=i
xi − xj/t
xi − xj
+
N∏
i=1
u− xi/t
u− xi
= 1.
10 De´veloppements
Les The´ore`mes 1 et 3 permettent d’e´crire plusieurs de´veloppements explicites
pour le polynoˆme de Macdonald gn(X ; q, t). A chaque fois, il s’agit d’une
application e´le´mentaire de la relation (4), de la de´finition (9) et des formules
de Cauchy (7–8).
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10.1 Bases classiques
Nous redonnons d’abord deux re´sultats connus. Le premier est l’exemple
6.8.8(a) de [8]. On a
gn(X ; q, t) =
∑
|µ|=n
1
zµ
pµ
[
1− t
1− q
]
pµ[X
†]
=
∑
|µ|=n
1
zµ
l(µ)∏
i=1
1− tµi
1− qµi
pµ(X).
Le second est l’exemple 6.2.1 de [8]. On a
gn(X ; q, t) =
∑
|µ|=n
hµ
[
1− t
1− q
]
mµ[X
†]
=
∑
|µ|=n
l(µ)∏
i=1
(t; q)µi
(q; q)µi
mµ(X)
ou` la dernie`re e´galite´ re´sulte du Corollaire du The´ore`me 1.
Les relations suivantes sont nouvelles. On a
gn(X ; q, t) =
∑
|µ|=n
mµ
[
1− t
1− q
]
hµ[X
†]
=
∑
|µ|=n
Zµ(1, t, q) hµ(X).
Et de meˆme
gn(X ; q, t) = (−1)
n
∑
|µ|=n
mµ
[
t− 1
1− q
]
eµ[X
†]
= (−1)n
∑
|µ|=n
Zµ(t, 1, q) eµ(X).
10.2 Bases “de´forme´es”
Pour toute partition µ on pose
Eµ(X ; t) = eµ[(1− t)X
†] , Hµ(X ; t) = hµ[(1− t)X
†].
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En appliquant les formules de Cauchy (7–8), nous obtenons le de´veloppement
explicite de gn(X ; q, t) sur ces bases
gn(X ; q, t) =
∑
|µ|=n
mµ
[
1
1− q
]
hµ[(1− t)X
†]
=
∑
|µ|=n
Zµ(1, 0, q)Hµ(X ; t)
gn(X ; q, t) = (−1)
n
∑
|µ|=n
mµ
[
1
q − 1
]
eµ[(1− t)X
†]
= (−1)n
∑
|µ|=n
Zµ(0, 1, q)Eµ(X ; t).
Conside´rons l’endomorphisme ωq,t : f → ωq,t(f) de´fini sur toute fonction
syme´trique homoge`ne par
ωq,t(f)[X ] = (−1)
deg(f)f
[
q − 1
1− t
X
]
.
Compte-tenu de (2) on a imme´diatement
ωq,t(gn(X ; q, t)) = en(X)
ωq,t(Eµ(X ; t)) = Hµ(X ; q) , ωq,t(Hµ(X ; t)) = Eµ(X ; q).
10.3 Formulaire
Les fonctions En(X ; t) et Hn(X ; t), et donc les bases Eµ(X ; t) et Hµ(X ; t),
sont explicitement connues.
Proposition 10. Pour tout entier n ≥ 1 on a
En(X ; t) = (−t)
ngn(X ; 0, 1/t) = (−1)
ntn−N (t− 1)
N∑
i=1
Ai(X ; t)x
n
i
Hn(X ; t) = gn(X ; 0, t) = t
N−1(1− t)
N∑
i=1
Ai(X ; 1/t)x
n
i .
Preuve. Les premie`res e´galite´s sont e´videntes. Les secondes re´sultent de
l’exemple 6.3.2 (a) de [8], qui se de´montre comme la Proposition 9.
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On en de´duit le de´veloppement des fonctions En(X ; t) ou Hn(X ; t) sur les
bases classiques. En effet les formules de Cauchy de la Section 10.1 impliquent
imme´diatement
En(X ; t) =
∑
|µ|=n
(−1)n−l(µ)
zµ
l(µ)∏
i=1
(1− tµi) pµ(X)
= (−1)n
∑
|µ|=n
Zµ(t, 1, 0) hµ(X)
=
∑
|µ|=n
Zµ(1, t, 0) eµ(X)
=
∑
|µ|=n
(−t)n−l(µ)(1− t)l(µ)mµ(X).
Et de meˆme
Hn(X ; t) =
∑
|µ|=n
1
zµ
l(µ)∏
i=1
(1− tµi) pµ(X)
=
∑
|µ|=n
Zµ(1, t, 0) hµ(X)
= (−1)n
∑
|µ|=n
Zµ(t, 1, 0) eµ(X)
=
∑
|µ|=n
(1− t)l(µ)mµ(X).
Inversement on a
hn(X) = gn(X ; q, q)
=
∑
|µ|=n
Zµ(1, 0, q)Hµ(X ; q)
= (−1)n
∑
|µ|=n
Zµ(0, 1, q)Eµ(X ; q).
Et de meˆme
en(X) =
∑
|µ|=n
Zµ(1, 0, q)Eµ(X ; q)
= (−1)n
∑
|µ|=n
Zµ(0, 1, q)Hµ(X ; q).
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11 Appendice
Nous donnons ici une preuve directe du The´ore`me 7.
The´ore`me. Soient X = {x1, x2, . . . , xn} et Y = {y1, y2, . . . , yn} deux al-
phabets de cardinal n. On a
∑
σ∈Sn
(
y1 − x1
1− x1
y2 − x1x2
1− x1x2
y3 − x1x2x3
1− x1x2x3
· · ·
yn − x1x2 · · ·xn
1− x1x2 · · ·xn
)σ
=
∑
σ∈Sn
∏
γ∈Γ(σ)
γ=(γ1,... ,γk)
yγ1yγ2 · · · yγk − xγ1xγ2 · · ·xγk
1− xγ1xγ2 · · ·xγk
.
Preuve. Les deux membres de l’identite´ sont line´aires en yn. Il suffit donc de
la de´montrer pour yn = 1 et yn = xn.
Soit Ln (resp. Rn) le membre de gauche (resp. de droite). Par re´currence
sur l’entier n, il suffit de de´montrer que pour fn = Ln et fn = Rn, on a les
deux relations
fn(x1, . . . , xn; y1, . . . , yn−1, xn) =
n−1∑
i=1
fn−1(x1, . . . , xixn, . . . , xn−1; y1, . . . , yixn, . . . , yn−1) (13)
fn(x1, . . . , xn; y1, . . . , yn−1, 1) = fn−1(x1, . . . , xn−1; y1, . . . , yn−1) +
n−1∑
i=1
fn−1(x1, . . . , xixn, . . . , xn−1; y1, . . . , yi, . . . , yn−1). (14)
A titre d’exemple, nous montrons (13) pour Ln et (14) pour Rn. La
ve´rification de (13) pour Rn et (14) pour Ln est exactement identique. Nous
la laissons au lecteur.
Pour yn = xn seules les permutations avec σ(1) 6= n contribuent au
membre de gauche. Supposons qu’on a σ(i) = n avec i 6= 1. Le terme
yσ(i−1) − xσ(1) · · ·xσ(i−1)
1− xσ(1) · · ·xσ(i−1)
yσ(i) − xσ(1) · · ·xσ(i)
1− xσ(1) · · ·xσ(i)
devient
yσ(i−1) − xσ(1) · · ·xσ(i−1)
1− xσ(1) · · ·xσ(i−1)
xn(1− xσ(1) · · ·xσ(i−1))
1− xσ(1) · · ·xσ(i)
=
yσ(i−1)xn − xσ(1) · · ·xσ(i−1)xn
1− xσ(1) · · ·xσ(i−1)xn
.
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Ce qui prouve (13) pour le membre de gauche.
Pour yn = 1 toutes les permutations contenant le cycle (n) contribuent
au terme Rn−1(x1, . . . , xn−1; y1, . . . , yn−1). Toutes les autres permutations
ont un cycle γ = (γ1, . . . , γk) de la forme (δn), avec δ = (γ1, . . . , γk−1). La
contribution de ce cycle est
yγ1yγ2 · · · yγk − xγ1xγ2 · · ·xγk
1− xγ1xγ2 · · ·xγk
=
yγ1yγ2 · · · yγk−1 − xγ1xγ2 · · ·xγk−1xn
1− xγ1xγ2 · · ·xγk−1xn
.
Ce qui de´montre (14) pour le membre de droite.
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