Abstract: Aiming at the problem of anomalous and non-independent distribution of the image errors in the feature-based visual pose estimation, a method of monocular visual pose estimation based on the uncertainty of noise error established by projection vector is proposed. First, by using the covariance matrix to describe the uncertainty of the feature point direction and integrating the uncertainty of the feature point direction into the pose estimation, characteristic point measurement error with different degrees of directional uncertainty can be adapted that can makes the algorithm robust. Then, by introducing the projection vector and combining the depth information of each feature point to represent the collinearity error, the model nonlinear problem caused by the camera perspective projection can be eliminated that can make the algorithm have global convergence. Finally, we use global convergence theorem to prove the global convergence of the proposed algorithm. The results show that the proposed method has good robustness and convergence while adapting to different degrees of error uncertainty, which can meet practical engineering applications.
Introduction
In the field of three-dimensional vision measurement, optical measurement sensors use the acquired moving target features to estimate the three-dimensional pose of the target to obtain its attitude parameters in space [1] - [3] , which is of great significance. Vision-based pose estimation mainly obtains the relative motion state, which can be attributed to the parameter solving problem of n-point perspective motion, that is the PnP (Perspective-n-Point) problem [4] - [7] .
Position and pose estimation based on monocular vision uses a single camera to photograph the trajectory of a moving object according to the characteristics of the moving object, and obtains the relative motion state of the moving object by using the position changes of the moving object features in the sequence images [8] - [10] . Kelsey [11] et al, have completed feature matching based on the known feature model of the matching target on the moving target, and have established a model to estimate the relative motion state of the moving target. In the process of docking the space moving target, Oumer [12] have completed the pose estimation of the moving target and track its motion by identifying and matching the shape features of the moving target after processing the obtained moving target image. In the aspect of autonomous rendezvous, Tweddle [13] used sight angle constraint information of the vision sensor relative to the target spacecraft to establish a mathematical model of relative pose estimation, used the Monte Carlo method to solve the optimal solution, and determined the exact relative motion state by filtering the motion trajectory. Kellnhofer [14] have conducted in-depth research on the nonlinear problems in the motion state solution model of moving targets established by monocular vision. Chen [15] used the EKF method to achieve the optimal solution of the pose estimation nonlinear model. Literature [16] systematically studied the related theories involved in the pose estimation process of monocular vision, and conducted indepth research on feature matching and the solving methods of motion state model parameter. Literature [17] studied a pose estimation algorithm based on feature matching with target matching by installing the matching target on the moving target. By using the sight angle constraint space flight information, Literature [18] used the correlation optimization algorithm to achieve the matching of the moving target features, and then completed the estimation of the aircraft motion state. In order to improve the estimation accuracy, the Kalman filtering algorithm is used to filter the aircraft's motion pose to improve the estimation accuracy.
The object function of the current vision pose estimation problem is usually constructed by minimizing the collinearity of the camera center of light with the characteristic target and the imaging point [19] - [22] . Generally, the Gaussian uniform distribution of imaging error is considered when establishing the objective function, so the optimal pose solution can be obtained in the optimization process. This solution is a maximum likelihood optimal solution under the assumption of Gaussian uniform distribution of error, which is statistically significant but not the optimal solution in practical application. For the practical application of vision-based pose measurement, while considering the global convergence of the algorithm, this paper analyse the noise distribution at the image feature points intensively, and a weighted pose estimation method based on projection vector for image error uncertainty is proposed. By introducing the projection vector and combining the depth information of each feature point to represent the collinearity error, the model nonlinearity problem caused by the camera perspective projection is eliminated, which makes the algorithm have global convergence. By using the covariance matrix to describe the uncertainty of the feature point direction, the uncertainty of the measurement error of the feature point is integrated into the collinear equation, which makes the method adapt to the different degree of directional uncertainty of the feature point measurement error.
The remainder of this paper is organized as follows: In Section 2 propose the pose estimation algorithm based on feature points and incorporated the feature uncertainty into the objective function of the iterative algorithm. In Section 3 analyses the convergence of the pose estimation algorithm. Section 4 provides the experiments to examine the method and the last Section gives the conclusion.
Feature-Based Pose Estimation Algorithm With Noise Uncertainty

Description of the Problem
In the visual measurement, the pose estimation problem is called the absolute orientation problem, which refers to the problem of the coordinates of the moving target feature points in the relevant coordinate system and the coordinate transformation in the camera coordinate system. This problem exists in many fields such as moving target tracking, bionic robots, rendezvous and docking. In general, the minimum error objective function is established by the coordinates of multiple identical target points in different coordinate systems, which maximizes the coincidence of the two sets of points after rotation and translation. Iterative optimization is used to solve the optimal transformation parameters, and multiple points can be used to increase the amount of redundant information and improve the accuracy. As shown in Fig. 1 , the coordinates of the feature points on the moving body in its body coordinate system are {P
The coordinates in the camera coordinate system are {P
T of the feature point on the camera plane is located on the line connecting the optical center and the feature point. It is known from the equation of rigid body motion
Where R represents the relative attitude rotation matrix between the moving body coordinate system phase and the camera coordinate system; t represents the translation vector of the moving body relative to the camera coordinate system. The relationship between the image point
T of the feature point and its coordinate C c i (x i , y i , 1) in the camera coordinate system and the coordinate E in the camera coordinate system is as follows
Where X = (P t i , 1) T is the homogeneous coordinate of the feature point in the camera coordinate system, H is the transformation matrix of the image physical coordinate system and the image coordinate system, A is the transformation matrix from the camera coordinate system to the image physical coordinate system, and (u 0 , v 0 ) is the optical center of the camera, 1/dx and 1/dy represent the physical length of the unit pixel, f is the focal length of the camera lens, and γ is the non-vertical factor in the u and v axis directions. The general tilt factor is small and negligible.
Ideally, all target feature points correspond to a ray emitted by the optical center through the target feature point image point O c P c i . As shown in Fig. 1 , the unit vector of the projection line can be expressed as
Therefore, there is n i n T i = I . The coordinates of the feature points in the camera coordinate system can be expressed as
Where s i is the length of O c P c i , that is, the depth information of the feature point. Then the collinear equation of the optical center-image point-feature point is
Due to camera lens distortion and image processing errors, P c i is not on the ideal imaging line of sight O c C i , there is an error
Meet the following constraints
Then, using the monocular vision to solve the relative pose, it can be expressed as: the feature points and their image coordinates on the moving body are known, and the attitude matrix, translation vector and depth information need to be solved to minimize the equation (6) . In this way, the relative pose solving problem is transformed into a nonlinear optimization problem that solves the minimum value.
Uncertainty of Characteristic Measurement Error
In practical applications, the distribution of the grayscale patterns of the target feature points at different imaging feature points is different in the image point extraction. when extracting image points, the directionality of the gray scale distribution is introduced, which is reflected in the u direction and the v direction on the image plane. This anisotropic and non-independently identical distribution of image point extraction errors can be described by the uncertainty of the measurement error of the imaging feature points. Different image point errors are different in size, and their directional distribution and uncertainty are different.
In order to qualitatively describe the uncertainty of image point measurement error in visual pose estimation, in reference [23] , [24] , the covariance inverse matrix of image point measurement error is used to model the image point measurement error uncertainty, as described below
Where Q is the covariance matrix of the image point measurement error, I u is the gradient value in the u direction of the image, I v is the gradient value in the v direction of the image, ℵ is a (circular or elliptical) region centered on the imaging feature point in the image I , and ω is the sum of the pixel gradations in the elliptical region ℵ. The geometric description of the point measurement error uncertainty are shown in Fig. 2 .
In Fig. 2 , the inverse matrix Q −1 of the image point error covariance matrix determines the uncertainty ellipse of a center at
T . The size of the long axes a and short axes b of the the feature point uncertainty has directivity and is related in the direction u and the direction v. The uncertainty is smaller in the gradient direction and larger in the vertical direction. The covariance matrix is a symmetric matrix of Q = 3 × 3. When constructing the objective function in the conventional way, if the image point extraction error is (II), then the iterative optimization can obtain the global optimal pose solution. If the image extraction error is all in (I) and (III), the objective function cannot be constructed in the traditional way, and the uncertainty of the image point measurement error in the actual situation needs to be considered.
Pose Estimation of Feature Measurement of Weighted Error
The method described in the previous section has been able to calculate the uncertainty of the image point measurement error. The uncertainty of the image point error at different locations on the imaging plane is reflected in the re-projected image point error. The uncertainty of image re-projection errors at different locations is different. When the objective function is optimized, the degree of constraint and contribution to the solution are also different.
In order to integrate the measurement error uncertainty of the imaging feature points into the pose estimation, the imaging feature points and the re-projection points are transformed into the uncertainty weighted covariance data space by the affine transformation matrix F. The re-projection error is determined based on the feature points in the transformed data space, which incorporates the image point measurement error uncertainty into the objective function constructed with the re-projection error.
It can be seen from the structure of the error covariance matrix Q measured by the image point that it is semi-positively symmetric and can be decomposed by SVD 2 are the standard deviation of the image point measurement error uncertainty along the two directions in the image coordinate system, and the size is the long axis and the short axis of the elliptical area. U is a 3 × 3 real orthogonal rotation matrix. The inverse matrix of the image point error covariance matrix is
Where,
, using the covariance matrix Q to define F.
The rotation matrix U T rotates the uncertainty oblique ellipse to obtain the same positive ellipse as the image plane direction u and direction v, and combines σ 1 and σ 2 in −1/2 to inversely transform the ellipse into a unit circle, that is, the case of (II) in Fig. 2 . The errors are uncorrelated in the direction u and the direction v, isotropic and independently distributed. F is a 3 × 3 affine transformation matrix, determined by σ 1 , σ 2 . The imaging feature points and the re-projected image point coordinates can be transformed into the uncertainty weighted covariance data space by the F matrix. Let the coordinates of the imaged feature points on the image plane be C i , the coordinates of the re-projected image points be C i , and the points obtained after F-transformation areĈ i and C i , respectively. The transformation process is as follows
After the image feature points are F-transformed, their uncertainty is passed to the re-projection coordinates. The mathematical description of the imaging feature point uncertainty weighting process is as (10) which σ 1 , σ 2 are the imaging feature point uncertainty. It can be seen that the uncertainty of the imaging feature points is inversely proportional to its weight in the error function, that is, the greater the uncertainty, the smaller the weight, and the smaller the contribution to the objective function. Conversely, the smaller the uncertainty, the larger the weight and the greater the contribution to the objective function.
The anisotropic and non-independent identically distributed image point noise in the image plane raw data space is transformed into isotropic and independently distributed weighted covariance data. The transformed image point error uncertainty covariance inverse matrix is unitized [25] to obtain the form of the unit matrix Q −1 = di ag (1, 1, 1) . After the pixel error uncertainty is unitized, the image point error noise conforms to a Gaussian uniform distribution. Therefore, after the above affine transformation, a statistically significant weighted uncertainty reprojection error can be established
The above equation (13) indicates that after the transformation by the matrix F, the weighted uncertainty of the image plane raw data weights the reprojection error in the weighted covariance data space. The iterative optimization objective function is constructed by weighted uncertainty affine reprojection error. The weight contribution of each imaging feature point is incorporated into the objective function to make it fit the actual situation. The objective function established in this paper is as follows:
Due to the uncertainty of the imaging feature point error, the objective function established in the original image plane space is not statistically significant. After the affine transformation, the uncertainty of the imaging feature point error in the original data space is correspondingly converted into the weighted covariance data space. The established objective function contains the weighted uncertainty of the original image point. The optimized pose solution is the global optimal solution weighted by the feature point error.
We convert the error equation of image space into Euclidean space and perform camera imaging correlation transformation on equation (14) . There is a projection matrix from image coordinates to camera coordinates. According to equation (2) and (6), the following conversion can be obtained
Equation (15) is a function of R and t. The information of the point error uncertainty can be integrated into the collinear error equation by the matrix F i . If the rotation matrix R of the camera coordinate system relative to the world coordinate system is known, the error equation (15) is a function of t. Find the partial derivative of the error equation
Known by equation (16) nI
Where I is a third-order unit matrix, and there is any non-zero vector v ∈ R 3 which satisfies (18) is equal to zero if and only if v is parallel to n i . Therefore,
and there is an inverse matrix. The translation vector can be expressed as
The depth information can also be expressed as a function of the pose matrix R
By calculating the optimal translation vector to update the depth information of each feature point, and combine the equation (3) projection vector, the coordinate P c i of the feature point in the camera coordinate system can be reconstructed The objective function can be expressed as
Where the matrix satisfies the constraint of equation (7). In summary, the flow of the monocular visual relative pose estimation algorithm is as follows: It is assumed that the value of the kth solution of the attitude matrix is R (k) and the translation vector t (k) (R) is calculated by the equation (19) of each feature point. The depth information s 
The specific steps of the algorithm in this paper are as follows and as shown in Fig. 3 . 1) Initialize the rotation matrix R (0) and calculate the projection vector n i ; 2) Calculate an affine transformation matrix F = −1/2 U T according to the image point error covariance matrix Q; 3) Calculate the optimal evaluation vector 
If the error is determined to be less than the predetermined threshold ε, the algorithm ends; otherwise, k = k + 1; 8) If k is less than the preset number of iterations k max , then the 3th step is performed, otherwise the algorithm ends and the result is output.
Convergence Analysis
The global convergence of the proposed algorithm is analyzed below, that is, the algorithm can converge for any given set of target feature points and any initial value. The following definitions and global convergence theorems are given [26] . Theorem: Suppose R is an algorithm on P = {p (k) }, is a solution set. p (0) ∈ P is the initial value, then the following iteration will be made: if p (k) ∈ , the iteration stops. Otherwise, let p (k+1) = R(p (k) ) and repeat the above process to produce a sequence {p (k) }, in case: 1) Mapping R is closed on the complement of ; 2) Sequence {p (k) } is contained in the tight subset of P ; 3) There is a continuous function, which is a descending function of and R. Then, the limit of any convergence subsequence of sequence {p (k) } belongs to . Proof: First, it is proved that the condition that the mapping R on the complement is closed.
be non-empty closed sets in spaces p and q , respectively, and R : P → Q be a point-to-set mapping. If:
. contains q ∈ R(p ), then the mapping R is closed in p ∈ P . If the mapping R is closed at every point in the set M ⊂ P , then the mapping R is said to be closed within the set M .
Both the 3th step and the 4th step in this algorithm are continuous point-to-point mappings, so they are a closed point to set mapping. And the pose matrix solution in the 5th step is also a closed map. Therefore, the first condition of the convergence of the algorithm is satisfied.
The second condition will be proved next. Note that the output of this algorithm is essentially the solution of the pose matrix R. The pose matrix is an orthogonal matrix that satisfies RR T = I. Using the SVD algorithm, each iteration output satisfies this constraint, that is R (k+1) (R (k+1) )
is an orthogonal matrix. The orthogonal matrix is bounded and the closed set meets the compact set and satisfies the second condition. Finally prove the third condition. The objective function error of the iterative algorithm after the (k+1)th iteration is as follows
As can be seen from equation (23) 
Bring equations (23) and (26) into equation (24) 
It can be seen that equation (27) can take the equal sign if and only if (
. So in the algorithm iteration process is always
Equation (28) shows that the objective function is strictly decremented before the algorithm converges to stability.
Experiment and Analysis of Results
Simulation Experiment and Result Analysis
In order to verify the effectiveness of the proposed method, a large number of simulation comparison experiments were done in this paper.
1) Conventional Pose Solving Method(CPSM):this method considers the error type as a uniform and co-directional Gauss noise error. Table 1 . The direction uncertainty noise projected by the three-dimensional reference point onto the image plane is represented by elliptical Gaussian noise. The uncertainty is measured by the ellipticity r = σ 1 /σ 2 , where σ 1 and σ 2 represent the major and minor axes of the elliptical uncertainty region. The direction of the elliptical noise for each feature point is randomly selected from 0 o to 180 o . In order to make the experimental results more statistically significant, all experiments in this section were run 100 times for each parameter condition. Then take the average as the experimental result.
Accuracy and Convergence Assessment:
By using the simulation parameters and initial values given in the previous section and the noise error uncertainty pose estimation model based on the projection vector proposed in this paper, simulation analysis can be performed with the L-M optimization algorithm. The result is shown in Fig. 4 .
It can be seen from Fig. 4 that the three-axis attitude angle and relative position reach convergence after 8 iterations, and the convergence speed is faster, which verifies the fastness of the algorithm. After 15 iterations, it can converge to the error tolerance, which also verifies the effectiveness and global convergence of the algorithm.
To analyze the influence of the number of feature points on the accuracy of the algorithm. The above 5∼20 feature points are used in turn. Elliptic noise r = 10, other simulation conditions are unchanged. The calculation accuracy is measured by the absolute value of the pose error. The simulation results are shown in Fig. 5 .
It can be seen from Fig. 5 that the pose error of the four algorithms is large and unstable when the number of feature points is small and the sampling error is large. As the number of feature points increases, the pose error of the four algorithms decreases overall. The accuracy of CPSM is the worst. The accuracy of DWPSM and SWPSM is second and the difference is not big. The accuracy of UWPSM is the highest, which shows the superiority of the proposed algorithm.
In order to further analyze the adaptability of the proposed algorithm to different noise uncertainties, four types of errors are injected into the data: 1) Type1:uniform and co-directional:All feature points are injected with Gauss noise with a mean of 0 and a covariance of (0. and is independent of each other. After 100 simulations, the mean and mean square error of the error of various pose estimation algorithms under four error types are obtained. The result is shown in Fig. 6 .
It can be seen that when the error types are uniform and co-directional, the results given by the four methods are not much different. When the error types are non-uniform and co-directional, the SWPSM and UWPSM methods give more accurate results than the other two methods. When the error type is uniform and non-codirectional, the UWPSM method gives the most accurate result, followed by DWPSM. When the error type is non-uniform and non-codirectional, the UWPSM method gives the most accurate results. The pose estimation results are basically consistent with the assumptions of the types of errors made for the various methods.
In order to measure whether the noise error uncertainty pose estimation model based on the projection vector proposed in this paper will significantly increase the computational burden, the running time of the method is increased. As shown in Fig. 7 , the relationship between the running time (convergence time) of the four algorithms and the number of reference points is given. The ellipticity r = 10 of the noise remains unchanged, and the number of reference points varies from 5 to 20.
It can be seen from Fig. 7 that as the number of feature points increases, the running time of each algorithm increases. The algorithm proposed in this paper has a longer running time than the other three algorithms but has little difference. This is mainly because the algorithm proposed in this paper comprehensively considers the uncertainty of noise error, which leads to a slightly longer running time of the algorithm. A slight difference in runtime is not an issue and is acceptable for an iterative approach. Although the running time is slightly longer, the advantages that UWPSM shows in other aspects cannot be ignored. The UWPSM algorithm can continue to be optimized in subsequent work.
Robust Analysis:
In the experiment, R tr ue and t tr ue are used to represent the true value of the pose, and R est and t est are used to represent the pose estimate. The pose error r ot er r and the position error p os er r are expressed by the following equation: p os er r (%) = R tr ue − R est / R tr ue , r ot er r (%) = t tr ue − t est /t tr ue .
In order to make the experimental results more statistically significant, all experiments in this section were run 100 times for each parameter condition. Then the average value was taken as the experimental result.
The purpose of this experiment is to investigate the effects of different degrees of noise uncertainty on the pose estimation results. Let σ 2 = 0.01 not change, meanwhile σ 1 varies from 0.01 to 0.3. The direction of the ellipse changes randomly. The noise uncertainty magnitude r gradually changes from 1 to 30. The number of fixed control points is 33. When the ellipticity is r = 1, the noise is isotropic and independent and identical, and the pixel error has the same weight for the objective function. When the ellipticity is r = 1, the noise becomes anisotropic and non-independently distributed, and the weight of the image point error to the objective function is determined according to σ 1 and σ 2 .
It can be seen from Fig. 8 that as the ellipticity increases, the estimation error of various pose estimation algorithms also gradually increases. Compared with the other three methods, the proposed algorithm has smaller precision pose estimation error and stronger stability, which indicates that the proposed algorithm can adapt to different degrees of error uncertainty. Even in the case of relatively large sampling error, the algorithm can maintain high computational accuracy, which is a huge advantage of the algorithm.
Actual Experiment and Result Analysis
High-speed, high-sensitivity cameras from Mikrotron's EoSens 3CL series. The camera model is MC3010, the resolution is 1280 × 1024 pixel, and the pixel size is 0.00 8mm/pixel. The lens model is AF Zoom-Nikkor 24-85 mm/1:2.8-4D. The cooperation target is randomly installed on the posture given device. The attitude motion is simulated by the attitude given device. The attitude given device angle given error is less than 20 , which shown in Fig. 9 .
The initial values of the experimental camera model parameters were obtained by Tsai two-step method. At the time of the test, the attitude angles of the attitude giving device are changed in a sinusoidal curve. The range of variation is [−90
• , +90 • ]. The positional parameters remain unchanged. First, the camera captures the cooperative target moving image data. Then the parameters of the attitude given device are solved by the algorithm of the present invention. The solution result is compared with the given reference data, and the motion parameter measurement error statistics are obtained as shown in Fig. 10 . As can be seen from Fig. 10 , the attitude error corresponds to the corresponding position error. For example, the measurement error of the roll angle in the test is less than 1°, and the measurement error of the yaw angle is less than 0.8°. Correspondingly, the Z-direction position measurement error is less than 1.2 mm, and the X-direction position measurement error is less than 0.8 mm. In the experimental test, the angle and position measurement errors are significantly larger than the simulation results (shown in Fig. 4 ). This is because the experimental measurement error also includes the coordinate system conversion error, which is the next step to consider. Overall, the proposed algorithm can satisfy the measurement requirements of the attitude parameter measurement error less than 1.2°and the position parameter measurement error less than 1.2 mm. Experimental results show that the proposed algorithm has good practical application.
Conclusions
Aiming at the practical application, based on the visual pose estimation of feature points to estimate the non-uniformity of the feature image error, this paper proposes a monocular visual pose estimation method based on the uncertainty of noise error established by the projection vector. This method incorporates the uncertainty of the feature point direction into the pose estimation. Firstly, the covariance matrix is used to describe the uncertainty of the feature point direction, and the covariance matrix is used to construct the affine transformation matrix to transform the original measurement data into the weighted covariance data space. The projection vector is then introduced and the depth information of each feature point is combined to represent the collinearity error.
By introducing the depth information, the model nonlinear problem caused by camera perspective projection can be effectively eliminated, which ensure the global convergence of the algorithm, improve the robustness and rapidity of the algorithm. And the global convergence can be proved by using the global convergence theorem. Compared with UWPSM, SWPSM and DWPSM, the overall accuracy of this method is improved by about 40%, 30% and 20% respectively. Finally, the proposed algorithm is verified by simulation experiments and actual experiments. The results show that the algorithm has better robustness and good convergence under the influence of non-uniform distribution of feature point extraction errors.
