We study equations on RN,
1. INTRODUCTION We consider the equations on RN, (-A+ V-E)u= W(x) IuI"-2u (1.1)
where VE L."(RN), E a real value not in the spectrum of -A + I/ (denoted by 0(-A+ V)). In (l.l), W(X)EL~(UV"), H'(x)-+0 as (xJ+co, and 2<p<2N/(N-2), if N>2; 2<p< +cc if N=2. In (1.2),f(u) is odd, strictly increasing, continuous, and satisfies certain superlinear but sub-critical bounds. Equation (1.1) may be viewed as a stationary solution $(x, t) = e-%(x) of the time-dependent nonlinear Schrbdinger equation which has been introduced in connection with phenomena in nonlinear optics [RW] .
Existence and multiplicity results for (1.1) and (1.2) have been proven for the case where Ed inf u( -d + V) for a large class of weight functions W(x). (See, e.g., [BaL, BeL, Li, Ln] ). Analysis of these problems has typically involved studying critical points of the energy functionals (here F(U) = JG f(s) ds). If, however, E were chosen to lie in a spectral gap of -d + V, then the above functionals are indefinite near u = 0. In fact, if E lies in a gap in the essential spectrum of -A + V, u = 0 is a saddle point of E,, E2 with an infinite dimensional negative subspace. Such spectra occur, for example, for potentials V(x) which are periodic (see [ RS] ). For such I', E it is not clear that any type of Palais-Smale condition holds for the functionals El, EZ; in fact, it is not clear that Palais-Smale sequences for El are even H1(IWN)-bounded.
Our method is to invert Eqs. (l.l), (1.2) in the spirit of the work of Brezis, Coron, and Nirenberg [BCN] on periodic solutions for nonlinear wave equations (see also [El) . Thus we replace, for example, (1.2) with Ku = g(u) , (1.3) where K= (-A + V-E)-' and g = f -I. For (1.1) the inversion is more subtle: we use a modification of the "Birman-Schwinger Principle" [RS] used in counting bound states (point spectra) of Schrijdinger operators arising in quantum mechanics. In particular, to perform this inversion we must assume W(x) > 0 for all x. For (1.1) we obtain a variational problem in Lq(lRN), q = p/(p -1); Eq. (1.2) yields a variational problem on the space of functions u which are controlled by jlWN G(o) dx, for G(u) = j; g(t) dt, namely the Orlicz space L, (see [KR] for various properties of Orlicz spaces). The Palais-Smale condition holds for the inverted problem (l.l), and solutions to the inverted problem are produced via the Mountain Pass Theorem [R] . Compactness for the inverted (1.2) is more dif-licult: we show that a Palais-Smale sequence tending to a min-max value "concentrates" in some ball, using ideas similar to P.L. Lions' Concentration Compactness principle [Ln] . The paper is organized as follows: Section 2 introduces some basic facts about the operator ( -A + V-E) on Lp spaces, and uses these to prove the existence of solutions to the "dual" problem for Eq. (1.1). In Section 3, these basic estimates are extended to the Orlicz space L, and Eq. (1.2) is solved via a min-max procedure. Finally, in Section 4 the solutions of the "dual" variational problems are used to construct H'(R"') solutions of (l.l), (1.2).
Notation. We denote the Lp([WN) norm of a function u by IIuJI,. a(A) denotes the spectrum of the linear operator A. xs is the characteristic function of the set S. We write BR(x) for the open ball of radius R centered at x; B, = BR(0). Throughout the paper, the letter C will denote various constants whose exact value may change from line to line, but are not essential to the analysis of the problem.
THEEQUATION(-A++-~Z)U= &W~U[~-~U
Consider for VE L"(IWN), WE L"([WN) with 0 6 W(x) --t 0 as 1x1 -+ co, and E E (w -g( -A + V) given, the equation for u E H'( KY"'),
where 2<p<2N/(N-2) if N>2; 2<p< +oo if N=2. We prove the following existence result: THEOREM 2.1. Let V, H, W(x), p be as above, and suppose that E lies in a spectral gap for the operator -A + V; i.e., E > inf Q( -A + V). Then
possesses a nontrivial H2(WN) solution. In addition, the equation
also possesses a nontrivial H2(IWN) solution if and only if the operator
defined on L2(RN) has at least one negative eigenvalue.
Remarks. (i) If E < inf a( -A + V), then the existence of a nontrivial solution of (2.1) with positive right-hand side follows from standard methods, as the quadratic form of -d + V-E is equivalent to the standard norm on H'(RN). Of course, in this case, Eq. (2.1) with the negative sign in front of W has no nontrivial solution.
(ii) The spectrum of the operator We'd (-A + V-E)-' W(x)"" for W(x) + 0 as (xl --f cc has been studied extensively in [DH, Hl, H2, A, ADH] ; in particular, if supp W is small, then there may be no negative eigenvalues at all [Hl, H2] and the operator W(x) 'lp ( -A + V-E)--' W(x)"P will be positive. If, however, W(x) satisfies certain asymptotic lower bounds, then the number of negative eigenvalues will be infinite, and the asymptotic distribution of eigenvalues is known [Hl, H2, ADH] .
(iii) Under the hypotheses of Theorem 2.1, there are actually infinitely many nontrivial H2(RN) solutions to the equation
On the other hand, the equation
possesses as many nontrivial H2(lRN) solutions as the dimension of the negative eigenspaces of the operator W(x)'Ip ( -A + V-E) -' W(x)'lp. This follows from the proof of Theorem 2.1 and some standard min-max argument [RI.
To deal with the highly indefinite nature of the operator -A + V-E we introduce a "dual" formulation of (2.1), and apply the Mountain Pass Theorem to find critical points of this "dual" functional. In this procedure we follow the method of Brezis-Coron-Nirenberg [BCN] for the analysis of nonlinear wave equations. In particular, we define the operator We defer the proof of Theorem 2.2 until a later section. We now state the fundamental estimate which we will use throughout this paper, concerning the operator ( -A f V-E) -': THEOREM 2.3 [S] . Suppose VEL"(IR~), N> 3 and dist(E, a( -A + V)) > 0. Then ( -A + V -E) -' is an integral operator with kernel k(x, y) which satisfies:
(1) k is continuous away from x = y and untformly bounded in every region {(x, y): Ix-y( >d}, d>O; Proof. Suppose fn -0, weakly in Ly( RN). We must show that K, f, -+ 0 strongly in Lp( W"). Now, let E > 0 be given, and let R > 0.
Choosing R sufficiently large, we have
But, by Lemma 2.5, xeR( -d + I/--E) ) ' is compact, so we are done. 1
We are now ready to prove Theorem 2.1. By Theorem 2.2, it suftices to show that (2.2) possesses nontrivial solutions. Taking the negative sign in (2.1) and (2.2), (which corresponds to the plus sign in J(u)) we have already remarked that there can be nontrivial solution unless Kp possesses at least one negative eigenvalue. So suppose that K, has a negative eigenvalue. (K, always has infinitely many positive eigenvalues.) We will apply the following Mountain Pass Theorem of Ambrosetti-Rabinowitz (see, e.g., [R] ) to our functional J:
Suppose J E C '(X) satisfies the Palais-Smale condition, (PS) Every sequence u,, in X such that J(v,) is bounded and J'(u,) -+ 0 strongly in the dual space X' has a subsequence which converges strongly in X. Verz$cation of (2.3). We have by the boundedness of the operator (-d + V--E)-' the estimate J(u)> -c llull;+~ lbll",.
As q < 2, the function f(t) = -Ct* + tY attains a positive maximum p for some t = t,,,. Choose r = t,,,, and (2.3) is satisfied.
Verijkation of (2.4). Consider first the case where the functional J appears with the plus sign in front of the quadratic term. By hypothesis, KP has a negative eigenvalue, so. there exists a v, E Cr( RN) so that (v,, K,v,)<O. Let vO=~vI. Then for CI chosen large enough,
For the case where the quadratic term carried a minus sign, choose instead v2 E C,"(RN) with (u2, K,v,) > 0, and v,,= CUI~, and the same argument yields (2.4).
Verz$cation of (PS). Consider only the case of the plus sign in the definition of J; the other case is identical. We assume that {vi} c Lq(RN) satisfies ) J(vj)l < M and J'(vj) -+ 0 in Lp(RN); we must show that vj has an L4( RN)-convergent subsequence.
Let w~=K~v~+~v~~~-~v~EL~([W~); by hypothesis IJwjllp+O as j-00. Now, and ; (vj, K,u,) Thus we may extract a weakly convergent subsequence (which we will still denote by ai), vi -v E L4( W"). As the function 1 tI 4 is convex, we have And hence,
But v -vj -0 weakly, by Lemma 2.6 we know that Kp: L4( W") + Lp(R"') is compact, and (( w(I p -+O as j+ oo, so we obtain lim SUP llvjllq6 IIfJlI, j-00 and thus vi + v strongly in Ly(lR"). Thus the proof of Theorem 2.2 is complete. 1
In this section we consider the equation
Here H= -A + V(x) for V(X) > 0 is a periodic function on RN (Na 2, E lies in the spectrum gap of H, and f(u) a continuous, odd, strictly increasing function which satisfies
forsomey,,y,,6,,6,>Oand2<p,~p,<2N/(N-2),ifN>2;2<p,~ p2 < + co if N = 2. We also define F(u) = i'" f(s) ds 0 and note that there exist positive constants a,, a2, /?, , p2 > 0 that Finally, we define g -f-'; (i.e., u = g(v) for u = f(u)), and
Then, from (HO) we have these bounds in G,
where a,, a,, bl, b2 > 0 are constant and qi = p,/(p, -1) satisfy 2N/(N + 2) -C q2 < q, < 2. We shall assume in addition that there exists 8, 1~ 8 -C 2 so that g(v)v < 0G(u) for all v E R (H3)
there exists z, 1 < T -C 8 so that g(v) u 3 TG(u) for all u E R. (H4)
Remark. If, contrary to (HO), p, 2 p2, the existence results still hold and the analysis is simpler, using the space L4' n Lq2. However, the nonlinearity which satisfies (HO) is more natural from the point of view of the original f(u), as it includes the case f(u) = ) U) P1 -2 u + 1 u I P2 -' U.
Remark. (H3) and (H4) will be satisfied iff satisfies there exists 8, 1 < 0 < 2 so that f(u) 6 (0 -1) Z&(U) for all u 2 0 (H3)' there exists 7, 1~ r < 0 so that f(u) 2 (T -1) us'(u) for all u > 0.
(H4)'
Formally our strategy is the following: we "invert" problem (l), setting K= -(H-E)-', to obtain an equation for u=f (u) +Ku+g(u)=o.
(3.2)
Then, we seek critical points of the energy functional
In doing this, we see that the natural quantity to control is 1 G We will show that (3.1) may be solved by variational analysis of the "dual functional" Z(u) on the Orlicz space Lo: THEOREM 3.1. Z(u) has a nontrivial critical point u E Lo, which is a solution of (3.2). THEOREM 3.2. Suppose u E L, solves (3.2); then u = g(u) is an ZZ2(RN) solution of (3.1).
Theorem 3.1 will be proven below; Theorem 3.2 we defer until a later section.
We will only prove these results when N> 3. When N= 2, the proof is very similar. In the rest of the paper, we assume N> 3.
Information LEMMA 3.4. F and G both satisfy a A, condition; namely,
for some 1, m > 0, and for all u E R.
This follows easily from hypothesis (Hl ), (H2) above. As a consequence of Lemma 3.4, we conclude that L, is a reflexive Banach Space whose dual space is exactly L,. We also have: Since (ur( <u, it follows that l/u1 II Ccj < Ilull cc) = 1. As we have ll~llIql~a~ 'lq'. Apply the same argument to u2, uI, v2 we have (i= 1, 2) (i= 1,2). For R > 2 . dist(O, I~B), We are now prepared to prove Theorem 3.1. Henceforth, we shall drop the "k" in the definition of I(u); for the "-" case, repeat the steps with K= +(H-E))'.
The argument is a variation of the Mountain Pass Theorem of Ambrosetti-Rabinowitz. In particular, by (3.9), (3.12) we may choose IIuII(~) = p small enough that II~III~:7 lb211q, 42 < 1, and (as q2 < q1 < 2) we obtain from (3.10) (3.11), (3.12) that But, by (3.9) and Corollary 3.6, with 0 <E(P) = inf ,,",, (c,=P j G(u) dx,
Ilull~,~, so as t -t21q1 > 0 for t > 0 sufficiently small, it follows that Z(u) 2 p > 0 for Ilull (Gj = p for p chosen sufficiently small. 1 LEMMA 3.12. There exists u,, E LG with llu,-l\ ccJ > 1 so that Z(u,) < 0.
Proof. Choose any fiOe CF(R") with However, it is not clear that Palais-Smale holds for Z, as sequences {un} which tend to apparent critical points may lose compactness due to the splitting and subsequent loss of mass at infinity. Nevertheless, we are able to find a subsequence of any Palais-Smale sequence {u,} for which a fixed quantity of mass remains concentrated in balls of constant size. Using the translation invariance of K (recall V(x) is periodic), we "pull back" the mass to obtain a nontrivial critical point for I.
Proof of Theorem 3.1. Suppose I has no nontrivial critical points.
Step 1 
(iii) h(t, .) is a homeomorphism for all t E [0, 11; (iv) Denoting AC= {oeL,:Z(u)<c), h(l,A,+,)cA,-,.
Let E > 0 be given, and choose G E C so that max Z(u) <m + E. "EC (3.15)
Set 5 = h( 1, (r); as Z (0) for all s E [0, 11, so by (iv) we have r?(s) E A,,-, for ail s E [0, 11; thus maxZ(u)<m-8 ved which contradicts (3.16). Therefore, (3.13) and (3.14) must hold.
Step 2. Boundedness of the sequence {u,,}.
Let 6 > 0 be given. Note first that
II~nllKT, / >v>o (3.17) as if ((u,(( (Gj --f 0, it would imply Z(u,) + 0 which contradicts (3.13). From (3.13), (3.14), and (H3) we have
Suppose that (for some subsequence) IIu,JJ(~) -+ co. Choose no large enough so that )I u,II (GJ > 1 for all n > no. Then which contradicts the supposition that (lv,l) (cJ -+ co, as q2 > 1. Therefore, bn/l (G) is uniformly bounded, as is 1 G(v,) dx (whose boundedness follows from (3.18)). Passing to a subsequence, v, -v E L, (weakly).
Step 3. v,(x) -+ u(x) a.e.
Let rp E C,"(B,). Then,
Go ( Step 4. v solves I'(v) = 0.
Let cp E Cr( RN), supp cp = S. By Egorov's Theorem, for any given E > 0, there is a set CT G S with 1 S -UJ < E so that v, -+ u uniformly on U. Thus, G Ilg(vn)-g(~)ll(F, IIws,c/llcc,+4l). Then, kc l/G-'(IS\U -'), so we have the same inequality for )jxS,Jcc,, which is the inf of all such k.
Applying ( But, cp E C~(W) is arbitrary, so Z'(u) = 0.
Step 5. There exists R > 0 and r > 0 so that for a subsequence {u,} and a sequence of points {xm} c RN we have and Il$s\l 2 = o( 1) as 6 + 0. Let E > 0 be given and choose 6 so that It remains to show that u E H '( RN). Let s0 = q and apply Lemma 2.4 to (4.2): UEL" for any s0 d r, < Ns,/(N-2s,), provided N-2q > 0. If N-2q < 0, then rl may be chosen arbitrarily. By (4.3) we have u E L"' for s, = r,(q -l), i.e., s, may be any value s,(q-l)<s,<Ns,(q-l)/ (N-2s,) =Nq(q-l)/(N-2q).
If n-2q<O, or if Ns,(q-l)/(N-2s,)>2, choose s1 = 2; then by (4.2) u E H2(R") and we are done. If not, then note that in any case s1 > sO, and apply Lemma 2.4 again to obtain r2 > r,, s2 = r,(q -1) > sI with v E LSZ(RN). Iterating, we obtain a sequence q E s0 < s,< ~~~<s,withv~L~~([W~).IfN,~,(q-1)/(N-2~~)>2orN-2s~~O,we are done, as we may take sk+, = 2 as above. We claim that this must happen for k finite. Suppose not; then sk -+ S-C 2, which implies with N-2S>O. Thus NS(q-1) -
which contradicts the construction of the Sk. 1 THEOREM 3.2. Suppose v EL, solves (3.2). Then u = g(v) is an H2(RN) solution of (3.1).
We will first prove a lemma which will enable us to apply the idea of the above proof of Theorem 2.2 to (3.2).
LEMMA 4.1. Suppose VEL '+L~, l<r<p<cc (i.e., v=v, +v2, v, cL', v2 E LP) . By Lemma 2.4 we may choose Ye, 1, r2,, with i Ku, EL",' for q1 G rl,l 6 &MN-2qA Ku, E Lr2.1 for q2 e r2, t 6 Nq21 (N -29,) and thus, u EL",' + Lr2.*. Now, let (4.4) Then, u1= g(h) = g(u) x (,",~1}=(~~1+~~2)x:,",~l) u2 = g(u2) = g(u) x {jul>1}=(~~,+~~2)x~,",>,~.
~o,u~~g(l)andu,~L"~';u~~g(l)andu~~~~~~+~~*~*.ByLemma4.lwe have u1 E L"J and u2 E LQI. Now, as u1 =f(ul) and u2=f(u2), the bounds (HO) imply that u1 E Lsl.I, u2 E LQ1 with N?1(q1-1) q1<s1,1< N-*ql 42 < s2, I < W2(92 -1) N-2q, '
Now, do the same iteration argument as in the proof of Theorem 2.2, until s1 and s2 both equal 2. Then, by (4.4) u E H2(RN). 1
