Introduction
Bird song is an important model for study the ontogeny and evolution of signals and sexual selection (Catchpole & Slater 2008 , Vellema et al. 2019 , therefore it attracts great interest from behavioural ecologists. Furthermore, many faunistic, applied and conservational researches are based on bird song (Laiolo 2010 , Borker et al. 2015 , Zachar et al. 2019 . Many of these investigations need to collect large amount of acoustic data, where the processing of the recordings may be challenging. Usually, the main steps of the processing are the search of the vocalization of the focal species on the recording, the segmentation of the signals, the extraction of the acoustic features of interest, and the clustering or classification of the elements (Hopp et al. 1998) . To find automatic processing for all these steps are at the centre of the interest of current research programs (Priyadarshani et al. 2018 ).
One of the most time-consuming steps is the search for the signals in long recordings. Several computer programs were developed to help the researchers to make the manual search easier (Bioacoustics Research Program 2014 , Zsebők et al. 2018a . Also, several automatic solutions were published based on amplitude or combined amplitude and other acoustic variables like Sound Analysis Pro (Tchernichovski et al. 2000) developed for laboratory studies or Luscinia (e.g. Lachlan et al. 2018) used in many field studies. Other direction is to use one example of targeted sound and use spectrographic cross-correlation e.g. monitoR package in R (Hafner & Katz 2017) . A more sophisticated solution is to build models based on many samples of the targeted vocalization. One of the most promising directions is the deep-learning method based on artificial neural networks, used successfully to detect bat sounds (Mac Aodha et al. 2018) , identify individuals by their vocalization (Stowell et al. 2018) , and many models were published in the framework of Bird song Detection Challenge (Stowell et al. 2019) to recognize the bird song independently of the species. However, several studies focus only on one species where all the signals have to be found, therefore researchers have to develop a one-species detection method. It can be especially challenging when the vocalization is largely variable like in bird species with large repertoire.
Here, we show how a deep-learning framework can be easily used and tailored by the researchers for one-species detection with complex signals. We chose a ready-made object detection program called 'You Only Look Once' (YOLO) that is developed for object detection in images and videos (Redmon et al. 2016 , Redmon & Farhadi 2018 . YOLO uses deep-convolutional network method, where the dimensions of the input layers can be tailored to the input image size and the characteristics of the network layers can be adjusted to the difficulty of the object detection problem. The idea behind the framework is that the acoustic recordings can be represented as spectrogram images and these images can be fed into the input of YOLO.
Our model species is the Collared Flycatcher (Ficedula albicollis) of which vocalization is intensively studied (Haavie et al. 2004 , Garamszegi et al. 2007 , 2008 , 2012 , 2018 , Zsebők et al. 2017 , 2018b . The song is diverse and variable, constitutes of small elements called syllables ( Figure 1) . Males express 20-90 syllable types (based on 20 songs sampled), and there are large individual differences in the repertoire of syllables (Garamszegi et al. 2012) . Finding both the songs in the recordings and segmenting the syllables within the songs are time-consuming processes that demand the search for automatic solutions for these steps.
In this study, our objectives were to build separate models with the YOLO object detection method to identify (1) the songs in the raw acoustic recordings and (2) the syllables within the songs, and evaluate the performance of the two models. We also provide the computer programs that ease the use of YOLO: scripts transforming the sound into images for teaching and testing, extracting the results from the output of the YOLO, and an interactive segmentation tool to verify and correct the mistakes.
Materials and methods
Recordings were obtained in the Pilis-Visegrádi Mountains, Hungary (47 o 43' N 19 o 01' E), during the mating period (April-May) between 1999 and 2015. For detailed protocol, see Garamszegi et al. (2012) . We manually cut the songs out from the recordings and segmented the syllables with the Ficedula Toolbox (Zsebők et al. 2018a) . We stored the start and end time positions of the songs in the recording file, and the start and end position, minimum frequency and maximum frequency of the syllables within the song file. Altogether we used 3275 songs from 146 recordings for the song database, and 9200 syllables from 9342 songs for the syllable database from our Collared Flycatcher sound library.
We also included sound recordings to our song and syllable database from different bird species frequently appeared during sampling: Poecile palustris, Cyanistes caeruleus, Parus S. Zsebők, M. F. Nagy-Egri, G. G. Barnaföldi, M. Laczi, G. Nagy, É. Vaskuti & L. Zs. Garamszegi Figure 1 . Spectrograms of Collared Flycatcher songs from four different individuals 1. ábra Az örvös légykapó négy különböző egyedétől származó énekének spektrogramja major, Phylloscopus collybita, Sylvia atricapilla, Certhia familiaris, Certhia brachydactyla, Turdus philomelos, Turdus merula, Erithacus rubecula, Fringilla coelebs, Emberiza citrinella. These recordings were originated from the online sound library of Xeno-canto (xeno-canto.org). The list of sound files and their recorders are provided in the Supplementary (Table S1 ). Altogether, 390 recordings were used 30 recordings by species. We built two image libraries, one for the song and another one for the syllable segmentation. For both image libraries, we calculated the spectrograms with 512 FFT (Fast Fourier Transformation) window and 50% overlap. The images contained the spectrograms between 1.5 kHz and 10 kHz frequency, and the resulted images were 300 pixels wide and 150 pixels high.
For the song image library, the images contained 5 s long parts from the recordings. The flycatcher recordings were sampled in a way that the images contained at least 0.1 sec long part of song. The xeno-canto recordings were sampled continuously from the beginning of the recordings by 5 seconds (maximum 10 samples per recordings) without knowing the time information when the given species was vocalized but serving as negative samples without Collared Flycatcher songs. The song image library contained 6831 images, 56% of them contained Collared Flycatcher songs.
The syllable image library contained 1 s parts of the recordings. The images of the flycatcher songs contained at least 1 syllable. The xeno-canto recordings were sampled continuously from the recordings by 1 sec (maximum 50 samples per recording). The syllable image library contained 41229 images, 56% of them contained Collared Flycatcher syllables.
The time information of syllables and songs were provided only for the Collared Flycatcher images. 90% of the images were used as training and 10% as test samples. For the song detection, YOLO model contained 15 layers, and for syllable detection, 31 layers. The learning rate was 0.001 for both models. For the detailed description of the models, see the supplementary files. The models were trained on a GPU (Nvidia GeForce GTX 1080 Ti) in a cluster housed in Wigner GPU Laboratory in the Wigner Research Centre for Physics, Hungarian Academy of Sciences.
The performance of the models was evaluated based on the cross-validation output of the YOLO program, well-known measures in machine learning: recall, average loss and the intersection over union (IOU) (Redmon et al. 2016) . The calculation of the final mean and standard deviation (SD) of these measures were based on the last 1000 epochs.
All the programs for generating the image library and evaluating the models were written in R environment (R Core Team 2018) with the help of the Seewave package (Sueur et al. 2008) . The source codes are freely available on GitHub (https://github.com/zsebok/YOLO).
Results
Both the song and the syllable detection models showed fast learning based on the curves of loss function and IOU (Figure 2) . In song detection, in 40,000 epochs, the average loss reached 0.050 ± 0.005 (mean ± SD), the recall was 0.978 ± 0.024, and the IOU was 0.809 ± 0.020. In syllable detection, after 80,000 epochs, the average loss was 0.287 ± 0.019, the 63 S. Zsebők, M. F. Nagy-Egri, G. G. Barnaföldi, M. Laczi, G. Nagy, É. Vaskuti & L. Zs. Garamszegi recall was 0.906 ± 0.035, and the IOU was 0.722 ± 0.025. After the training, the visual inspection of the segmentation rectangular seemed acceptable at both the detected songs and syllables on test sounds (Figure 3, 4) .
Discussion
According to the visual inspection of the object detection results, the song and syllable segmentation looks promising showing no large error. However, in the syllable segmentation, the mean IOU that is lower than the human inter-observer IOU (0.84 ± 0.17, unpublished results) seems sufficient to identify the syllables and perform automatic measurements on them. In general, IOU over 70% is taken as good performance in object detection (Rahman & Wang 2016 , Redmon et al. 2016 , and both song and syllable detection reached that limit.
In line with the previous publications (Mac Aodha et al. 2018 , Stowell et al. 2019 , we also found that the deep-learning technique with convolutional layers can cope with the highly variable acoustic signals and indicate a promising method for segmenting the acoustic recordings to significantly decrease the processing time by the human observers. The disadvantage of using deep-learning method is the need of huge amount of previously segmented recordings to train and test the models. It can be feasible, like in our research program, where long-term or broad-scale investigations can already provide such data. However, large acoustic libraries (like xeno-canto.org) can be a great help in the start of building such datasets.
Here, we showed that for a one-species recognition, a free and open-source object detection program like YOLO developed for image and video processing can be used effectively. With the scripts written in R and provided as a supplementary to this paper, a user without much knowledge is able to build acoustic bird detector for specific species. It is worth to mention that YOLO is able to detect objects belongs to multiple classes (Redmon et al. 2016) , thus our suggested framework can be broaden to multiple species in birds and other animals.
To further increase the general usefulness of our models for the detection of Collared Flycatcher and other bird species' songs and syllables, it is worth to apply data augmentation technique by using artificially prepared recordings with different background noises (Stowell et al. 2018) . Also, to use such models on more broad geographical range, further recordings from other populations are needed in the training phase of the process. 
