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Abstract. We compute the curvature of the determinant line bundle on a
family of Dirac operators for a noncommutative two torus. Following Quillen’s
original construction for Riemann surfaces and using zeta regularized determi-
nant of Laplacians, one can endow the determinant line bundle with a natural
Hermitian metric. By using an analogue of Kontsevich-Vishik canonical trace,
defined on Connes’ algebra of classical pseudodifferential symbols for the non-
commutative two torus, we compute the curvature form of the determinant
line bundle by computing the second variation δwδw¯ log det(∆).
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1. Introduction
In this paper we compute the curvature of the determinant line bundle associ-
ated to a family of Dirac operators on the noncommutative two torus. Following
Quillen’s pioneering work [23], and using zeta regularized determinants, one can
endow the determinant line bundle over the space of Dirac operators on the non-
commutative two torus with a natural Hermitian metric. Our result computes the
curvature of the associated Chern connection on this holomorphic line bundle. In
the noncommutative case the method of proof applied in [23] does not work and
we had to use a different strategy. To this end we found it very useful to extend
1E-mail addresses: afathiba@uwo.ca, aghorba@uwo.ca, masoud@uwo.ca
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the canonical trace of Kontsevich-Vishik [16] to the algebra of pseudodifferential
operators on the noncommutative two torus.
This paper is organized as follows. In Section 2 we review some standard facts
about Quillen’s determinant line bundle on the space of Fredholm operators from
[23], and about noncommutative two torus that we need in this paper. In Section
3 we develop the tools that are needed in our computation of the curvature of the
determinant line bundle in the noncommutative case. We recall Connes’ pseudodif-
ferential calculus and define an analogue of the Kontsevich-Vishik trace for classical
pseudodifferential symbols on the noncommutative torus. A similar construction
of the canonical trace can be found in [20], where one works with the algebra of
toroidal symbols. Section 4 is devoted to Cauchy-Riemann operators on Aθ with
a fixed complex structure. This is the family of elliptic operators that we want to
study its determinant line bundle. In Section 5 using the calculus of symbols and
the canonical trace we compute the curvature of determinant line bundle. Calculus
of symbols and the canonical trace allow us to bypass local calculations involving
Green functions in [23], which is not applicable in our noncommutative case.
The study of the conformal and complex geometry of the noncommutative two
torus started with the seminal work [7] (cf. also [5] for a preliminary version)
where a Gauss-Bonnet theorem is proved for a noncommutative two torus equipped
with a conformally perturbed metric. This result was refined and extended in [10]
where the Gauss-Bonnet theorem was proved for metrics in all translation invariant
conformal structures. The problem of computing the scalar curvature of the curved
noncommutative two torus was fully settled in [6], and, independently, in [11], and
in [12] for the four dimensional case. Other related works include [1, 15, 8, 9, 24, 18].
2. Preliminaries
In this section we recall the definition of Quillen’s determinant line bundle over
the space of Fredholm operators. We also recall some basic notions about noncom-
mutative torus that we need in this paper.
2.1. The determinant line bundle. Unless otherwise stated, in this paper by a
Hilbert space we mean a separable infinite dimensional Hilbert space over the field
of complex numbers. Let F = Fred(H0,H1) denote the set of Fredholm operators
between Hilbert spaces H0 and H1. It is an open subset, with respect to norm
topology, in the complex Banach space of all bounded linear operators between H0
and H1. The index map index : F → Z is a homotopy invariant and in fact defines
a bijection between connected components of F and the set of integers Z.
It is well known that F is a classifying space for K-theory: for any compact
space X we have a natural ring isomorphism
K0(X) = [X,F ]
between the K-theory of X and the set of homotopy classes of continuous maps
from X to F . In other words, homotopy classes of continuous families of Fredholm
operators parametrized by X determine the K-theory of X . It thus follows that
F is homotopy equivalent to Z × BU , the latter being also a classifying space
for K-theory. Let F0 denote the set of Fredholm operators with index zero. By
Bott periodicity, π2j(F) ∼= Z and π2j+1(F) = {0} for j ≥ 0. So by Hurewicz’s
theorem, H2(F0, Z) ∼= Z. Now the determinant line bundle DET defined below has
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the property that its first Chern class, c1(DET), is a generator of H
2(F0,Z) ∼= Z.
We refer to [25, 2] and references therein for details.
In [23] Quillen defines a line bundle DET→ F such that for any T ∈ F
DETT = Λ
max(ker(T ))∗ ⊗ Λmax(coker(T )).
This is remarkable if we notice that ker(T ) and coker(T ) are not vector bundles
due to discontinuities in their dimensions as T varies within F . Let us briefly recall
the construction of this determinant line bundle DET. For each finite dimensional
subspace F of H1 let UF = {T ∈ F1 : Im(T )+F = H1} denote the set of Fredholm
operators whose range is transversal to F . It is an open subset of F and we have
an open cover F = ⋃UF .
For T ∈ UF , the exact sequence
(1) 0→ ker(T )→ T−1F T→ F → coker(T )→ 0
shows that the rank of T−1F is constant when T varies within a continuous family
in UF . Thus we can define a vector bundle EF → UF by setting EFT = T−1F. We
can then define a line bundle DETF → UF by setting
DETFT = Λ
max(T−1F )∗ ⊗ ΛmaxF.
We can use the inner products on H0 and H1 to split the above exact sequence
(1) canonically and get a canonical isomorphism ker(T ) ⊕ F ∼= T−1F ⊕ coker(T ).
Therefore
Λmax(ker(T ))∗ ⊗ Λmax(coker(T )) ∼= Λmax(T−1F )∗ ⊗ ΛmaxF.
Now over each member of the cover UF a line bundle DET
F → UF is defined. Next
one shows that over intersections UF1 ∩ UF2 there is an isomorphism DETF1 →
DETF2 and moreover the isomorphisms satisfy a cocycle condition over triple in-
tersections UF1 ∩ UF2 ∩ UF3 . This shows that the line bundles DETF → UF glue
together to define a line bundle over F . It is further shown in [23] that this line
bundle is holomorphic as a bundle over an open subset of a complex Banach space.
It is tempting to think that since c1(DET) is the generator of H
2(F0,Z) ∼= Z,
there might exits a natural Hermitian metric on DET whose curvature 2-form would
be a representative of this generator. One problem is that the induced metric from
ker(T ) and ker(T ∗) on DET is not even continuous. In [23] Quillen shows that
for families of Cauchy-Riemann operators on a Riemann surface one can correct
the Hilbert space metric by multiplying it by zeta regularized determinant and in
this way one obtains a smooth Hermitian metric on the induced determinant line
bundle. In Section 5 we describe a similar construction for noncommutative two
torus.
2.2. Noncommutative two torus. For θ ∈ R, the noncommutative two torus
Aθ is by definition the universal unital C
∗-algebra generated by two unitaries U, V
satisfying
V U = e2πiθUV.
There is a continuous action of T2, T = R/2πZ, on Aθ by C
∗-algebra automor-
phisms {αs}, s ∈ R2, defined by
αs(U
mV n) = eis.(m,n)UmV n.
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The space of smooth elements for this action will be denoted by A∞θ . It is a dense
subalgebra of Aθ which can be alternatively described as the algebra of elements in
Aθ whose (noncommutative) Fourier expansion has rapidly decreasing coefficients:
A∞θ =


∑
m,n∈Z
am,nU
mV n : am,n ∈ S(Z2)

 .
There is a normalized, faithful and positive, trace ϕ0 on Aθ whose restriction on
smooth elements is given by
ϕ0(
∑
m,n∈Z
am,nU
mV n) = a0,0.
The algebra A∞θ is equipped with the derivations δ1, δ2 : A
∞
θ → A∞θ , uniquely
defined by the relations
δ1(U) = U, δ1(V ) = 0, δ2(U) = 0, δ2(V ) = V.
We have δj(a
∗) = −δj(a)∗ for j = 1, 2 and all a ∈ A∞θ . Moreover, the analogue of
the integration by parts formula in this setting is given by:
ϕ0(aδj(b)) = −ϕ0(δj(a)b), ∀a, b ∈ A∞θ .
We apply the GNS construction to Aθ. The state ϕ0 defines an inner product
〈a, b〉 = ϕ0(b∗a), a, b ∈ Aθ,
and a pre-Hilbert structure on Aθ. After completion we obtain a Hilbert space
denoted H0. The derivations δ1, δ2, as densely defined unbounded operators on H0,
are formally selfadjoint and have unique extensions to selfadjoint operators.
We introduce a complex structure associated with a complex number τ = τ1 +
iτ2, τ2 > 0, by defining
∂¯ = δ1 + τδ2, ∂¯
∗ = δ1 + τδ2.
Note that ∂¯ is an unbounded operator on H0 and ∂¯∗ is its formal adjoint. The
analogue of the space of anti-holomorphic 1-forms on the ordinary two torus is
defined to be
Ω0,1θ =
{∑
a∂¯b , a, b ∈ A∞θ
}
.
Using the induced inner product from ψ, one can turn Ω0,1θ into a Hilbert space
which we denote by H0,1.
3. The canonical trace and noncommutative residue
In this section we define an analogue of the canonical trace of Kontsevich and
Vishik [16] for the noncommutative torus. Let us first recall the algebra of pseudo-
differential symbols on the noncommutative torus [3, 7].
3.1. Pseudodifferential calculus on Aθ. Using operator valued symbols, one
can define an algebra of pseudodifferential operators on A∞θ . We shall use the
notation ∂α = ∂
α1
∂ξ
α1
1
∂α2
∂ξ
α2
2
, and δα = δα11 δ
α2
2 , for a multi-index α = (α1, α2).
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Definition 3.1. For a real number m, a smooth map σ : R2 → A∞θ is said to be a
symbol of order m, if for all non-negative integers i1, i2, j1, j2,
||δ(i1,i2)∂(j1,j2)σ(ξ)|| ≤ c(1 + |ξ|)m−j1−j2 ,
where c is a constant, and if there exists a smooth map k : R2 → A∞θ such that
lim
λ→∞
λ−mσ(λξ1, λξ2) = k(ξ1, ξ2).
The space of symbols of order m is denoted by Sm(Aθ).
Definition 3.2. To a symbol σ of order m, one can associate an operator on A∞θ ,
denoted by Pσ, given by
Pσ(a) =
∫ ∫
e−is·ξσ(ξ)αs(a) ds dξ.
Here, dξ = (2π)−2dLξ where dLξ is the Lebesgue measure on R
2. The operator Pσ
is said to be a pseudodifferential operator of order m.
For example, the differential operator
∑
j1+j2≤m
aj1,j2δ
(j1,j2) is associated with
the symbol
∑
j1+j2≤m
aj1,j2ξ
j1
1 ξ
j2
2 via the above formula.
Two symbols σ, σ′ ∈ Sm(Aθ) are said to be equivalent if and only if σ − σ′ ∈
Sn(Aθ) for all integers n. The equivalence of the symbols will be denoted by σ ∼ σ′.
Let P and Q be pseudodifferential operators with the symbols σ and σ′ respec-
tively. Then the adjoint P ∗ and the product PQ are pseudodifferential operators
with the following symbols
σ(P ∗) ∼
∑
ℓ=(ℓ1,ℓ2)≥0
1
ℓ!
∂ℓδℓ(σ(ξ))∗,
σ(PQ) ∼
∑
ℓ=(ℓ1,ℓ2)≥0
1
ℓ!
∂ℓ(σ(ξ))δℓ(σ′(ξ)).
Definition 3.3. A symbol σ ∈ Sm(Aθ) is called elliptic if σ(ξ) is invertible for
ξ 6= 0, and for some c
||σ(ξ)−1|| ≤ c(1 + |ξ|)−m,
for large enough |ξ|.
A smooth map σ : R2 → Aθ is called a classical symbol of order α ∈ C if for any
N and each 0 ≤ j ≤ N there exist σα−j : R2\{0} → Aθ positive homogeneous of
degree α− j, and a symbol σN ∈ Sℜ(α)−N−1(Aθ), such that
(2) σ(ξ) =
N∑
j=0
χ(ξ)σα−j(ξ) + σ
N (ξ) ξ ∈ R2.
Here χ is a smooth cut off function on R2 which is equal to zero on a small ball
around the origin, and is equal to one outside the unit ball. It can be shown
that the homogeneous terms in the expansion are uniquely determined by σ. We
denote the set of classical symbols of order α by Sαcl(Aθ) and the associated classical
pseudodifferential operators by Ψαcl(Aθ).
The space of classical symbols Scl(Aθ) is equipped with a Fre´chet topology in-
duced by the semi-norms
(3) pα,β(σ) = sup
ξ∈R2
(1 + |ξ|)−m+|β|||δα∂βσ(ξ)||.
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The analogue of the Wodzicki residue for classical pseudodifferential operators
on the noncommutative torus is defined in [13].
Definition 3.4. The Wodzicki residue of a classical pseudodifferential operator Pσ
is defined as
Res(Pσ) = ϕ0 (res(Pσ)) ,
where res(Pσ) :=
∫
|ξ|=1 σ−2(ξ)dξ.
It is evident from its definition that Wodzicki residue vanishes on differential
operators and on non-integer order classical pseudodifferential operators.
3.2. The canonical trace. In what follows, we define the analogue of Kontsevich-
Vishik trace [16] on non-integer order pseudodifferential operators on the noncom-
mutative torus. For an alternative approach based on toroidal noncommutative
symbols see [20]. For a thorough review of the theory in the classical case we refer
to [19, 22]. First we show the existence of the so called cut-off integral for classical
symbols.
Proposition 3.1. Let σ ∈ Sαcl(Aθ) and B(R) be the ball of radius R around the
origin. One has the following asymptotic expansion∫
B(R)
σ(ξ)dξ ∼R→∞
∞∑
j=0,α−j+26=0
αj(σ)R
α−j+2 + β(σ) logR+ c(σ),
where β(σ) =
∫
|ξ|=1 σ−2(ξ)dξ and the constant term in the expansion, c(σ), is given
by
(4)
∫
Rn
σN +
N∑
j=0
∫
B(1)
χ(ξ)σα−j(ξ)dξ −
N∑
j=0,α−j+26=0
1
α− j + 2
∫
|ξ|=1
σα−j(ω)dω.
Here we have used the notation of (2).
Proof. First, we write σ(ξ) =
∑N
j=0 χ(ξ)σα−j(ξ) + σ
N (ξ) with large enough N , so
that σN is integrable. Then we have,
(5)
∫
B(R)
σ(ξ)dξ =
N∑
j=0
∫
B(R)
χ(ξ)σα−j(ξ)dξ +
∫
B(R)
σN (ξ)dξ.
For N > α+ 1, σN ∈ L1(R2,Aθ), so∫
B(R)
σN (ξ)dξ →
∫
R2
σN (ξ)dξ, R→∞.
Now for each j ≤ N we have∫
B(R)
χ(ξ)σα−j(ξ)dξ =
∫
B(1)
χ(ξ)σα−j(ξ)dξ +
∫
B(R)\B(1)
χ(ξ)σα−j(ξ)dξ.
Obviously
∫
B(1)
χ(ξ)σα−j(ξ)dξ < ∞ and by using polar coordinates ξ = rω, and
homogeneity of σα−j , we have
(6)
∫
B(R)\B(1)
χ(ξ)σα−j(ξ)dξ =
∫ R
1
rα−j+2−1dr
∫
|ξ|=1
σα−j(ξ)dξ.
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Note that the cut-off function is equal to one on the set R2\B(1). For the term
with α− j = −2 one has∫
B(R)\B(1)
χ(ξ)σα−j(ξ)dξ = logR
∫
|ξ|=1
σα−j(ξ)dξ.
The terms with α− j 6= −2 will give us the following:∫
B(R)\B(1)
χ(ξ)σα−j(ξ)dξ =(7)
Rα−j+2
m− j + 2
∫
|ξ|=1
σα−j(ξ)dξ − 1
α− j + 2
∫
|ξ|=1
σα−j(ξ)dξ.
Adding all the constant terms in (5)-(7), we get the constant term given in (4). 
Definition 3.5. The cut-off integral of a symbol σ ∈ Sαcl(Aθ) is defined to be the
constant term in the above asymptotic expansion, and we denote it by
∫− σ(ξ)dξ.
Remark 3.1. Two remarks are in order here. First note that the cut-off integral
of a symbol is independent of the choice of N . Second, it is also independent of the
choice of the cut-off function χ.
We now give the definition of the canonical trace for classical pseudodifferential
operators on Aθ.
Definition 3.6. The canonical trace of a classical pseudodifferential operator P ∈
Ψαcl(Aθ) of non-integral order α is defined as
TR(P ) := ϕ0
(∫
−σP (ξ)dξ
)
.
In the following, we establish the relation between the TR-functional and the
usual trace on trace-class pseudodifferential operators. Note that any pseudodif-
ferential operator P of order less that −2, is a trace-class operator on H0 and its
trace is given by
Tr(P ) = ϕ0
(∫
R2
σP (ξ)dξ
)
.
On the other hand, for such operator the symbol is integrable and we have
(8)
∫
− σP (ξ) =
∫
R2
σP (ξ)dξ.
Therefore, the TR-functional and operator trace coincide on classical pseudodiffer-
ential operators of order less than −2.
Next, we show that the TR-functional is in fact an analytic continuation of the
operator trace and using this fact we can prove that it is actually a trace.
Definition 3.7. A family of symbols σ(z) ∈ Sα(z)cl (Aθ), parametrized by z ∈ W ⊂
C, is called a holomorphic family if
i) The map z 7→ α(z) is holomorphic.
ii) The map z 7→ σ(z) ∈ Sα(z)cl (Aθ) is a holomorphic map from W to the
Fre´chet space Scl(Anθ ).
iii) The map z 7→ σ(z)α(z)−j is holomorphic for any j, where
(9) σ(z)(ξ) ∼
∑
j
χ(ξ)σ(z)α(z)−j(ξ) ∈ Sα(z)cl (Aθ).
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iv) The bounds of the asymptotic expansion of σ(z) are locally uniform with
respect to z, i.e, for any N ≥ 1 and compact subset K ⊂W , there exists a
constant CN,K,α,β such that for all multi-indices α, β we have∣∣∣∣∣∣
∣∣∣∣∣∣δ
α∂β

σ(z)− ∑
j<N
χσ(z)α(z)−j

 (ξ)
∣∣∣∣∣∣
∣∣∣∣∣∣ < CN,K,α,β|ξ|
ℜ(α(z))−N−|β|.
A family {Pz} ∈ Ψcl(Aθ) is called holomorphic if Pz = Pσ(z) for a holomorphic
family of symbols {σ(z)}.
The following Proposition is an analogue of a result of Kontsevich and Vishik[16],
for pseudodifferential calculus on noncommutative tori.
Proposition 3.2. Given a holomorphic family σ(z) ∈ Sα(z)cl (Aθ), z ∈ W ⊂ C, the
map
z 7→
∫
− σ(z)(ξ)dξ,
is meromorphic with at most simple poles located in
P = {z0 ∈ W ; α(z0) ∈ Z ∩ [−2,+∞]} .
The residues at poles are given by
Resz=z0
∫
−σ(z)(ξ)dξ = − 1
α′(z0)
∫
|ξ|=1
σ(z0)−2dξ.
Proof. By definition, one can write σ(z) =
∑N
j=0 χ(ξ)σ(z)α(z)−i(ξ)+σ(z)
N (ξ), and
by Proposition 3.1 we have,
∫
−σ(z)(ξ)dξ =
∫
R2
σ(z)N (ξ)dξ +
N∑
j=0
∫
B(1)
χ(ξ)σ(z)α(z)−j(ξ)
−
N∑
j=0
1
α(z) + 2− j
∫
|ξ|=1
σ(z)α(z)−j(ξ)dξ.
Now suppose α(z0)+2−j0 = 0. By holomorphicity of σ(z), we have α(z)−α(z0) =
α′(z0)(z − z0) + o(z − z0). Hence
Resz=z0
∫
−σ(z) = −1
α′(z0)
∫
|ξ|=1
σ(z0)−2(ξ)dξ.

Corollary 3.1. The functional TR is the analytic continuation of the ordinary
trace on trace-class pseudodifferential operators.
Proof. First observe that, by the above result, for a non-integer order holomorphic
family of symbols σ(z), the map z 7→ ∫− σ(z)(ξ)dξ is holomorphic. Hence, the map
σ 7→ ∫− σ(ξ)dξ is the unique analytic continuation of the map σ 7→ ∫
R2
σ(ξ)dξ from
S<−2cl (Aθ) to S /∈Zcl (Aθ). By (8) we have the result. 
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Let Q ∈ Ψqcl(Aθ) be a positive elliptic pseudodifferential operator of order q > 0.
The complex power of such an operator, Qzφ, for ℜ(z) < 0 can be defined by the
following Cauchy integral formula.
(10) Qzφ =
i
2π
∫
Cφ
λzφ(Q− λ)−1dλ.
Here λzφ is the complex power with branch cut Lφ = {reiφ, r ≥ 0} and Cφ is a
contour around the spectrum of Q such that
Cφ ∩ spec(Q)\{0} = ∅, Lφ ∩ Cφ = ∅,
Cφ ∩ {spec(σ(Q)L(ξ)), ξ 6= 0} = ∅.
In general an operator for which one can find a ray Lφ with the above property, is
called an admissible operator with the spectral cut Lφ. Positive elliptic operators
are admissible and we take the ray Lπ as the spectral cut, and in this case we drop
the index φ and write Qz.
To extend (10) to ℜ(z) > 0 we choose a positive integer such that ℜ(z) < k and
define
Qzφ := Q
kQz−kφ .
It can be proved that this definition is independent of the choice of k.
Corollary 3.2. Let A ∈ Ψαcl(Aθ) be of order α ∈ Z and let Q be a positive elliptic
classical pseudodifferential operator of positive order q. We have
Resz=0TR(AQ
−z) =
1
q
Res(A).
Proof. For the holomorphic family σ(z) = σ(AQ−z), z = 0 is a pole for the map
z 7→ ∫−σ(z)(ξ)dξ whose residue is given by
Resz=0
(
z 7→
∫
−σ(z)(ξ)dξ
)
= − 1
α′(0)
∫
|ξ|=1
σ−2(0)dξ = − 1
α′(0)
res(A).
Taking trace on both sides gives the result. 
Now we can prove the trace property of TR-functional.
Proposition 3.3. We have TR(AB) = TR(BA) for any A,B ∈ Ψcl(Aθ), provided
that ord(A) + ord(B) /∈ Z.
Proof. Consider the families Az = AQ
z and Bz = BQ
z where Q is an injective
positive elliptic classical operator of order q > 0. For ℜ(z) << 0, the two families
are trace class and Tr(AzBz) = Tr(BzAz). By the uniqueness of the analytic
continuation, we have
TR(AzBz) = TR(BzAz),
for those z for which 2qz + ord(A) + ord(B) 6∈ Z. At z = 0, we obtain Tr(AB) =
TR(BA). 
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3.3. Log-polyhomogeneous symbols. Proposition 3.2 can be extended and one
can explicitly write down the Laurent expansion of the cut-off integral around
each of the poles. The terms of the Laurent expansion involve residue densities
of z-derivatives of the holomorphic family. In general, z-derivatives of a classical
holomorphic family of symbols is not classical anymore and therefore we introduce
log-polyhomogeneous symbols which include the z-derivatives of the symbols of the
holomorphic family σ(AQ−z).
Definition 3.8. A symbol σ is called a log-polyhomogeneous symbol if it has the
following form
(11) σ(ξ) ∼
∑
j≥0
∞∑
l=0
σα−j,l(ξ) log
l |ξ| |ξ| > 0,
with σα−j,l positively homogeneous in ξ of degree α− j.
An important example of an operator with such a symbol is logQ where Q ∈
Ψqcl(Aθ) is a positive elliptic pseudodifferential operator of order q > 0. The loga-
rithm of Q can be defined by
logQ = Q
d
dz
∣∣∣∣
z=0
Qz−1 = Q
d
dz
∣∣∣∣
z=0
i
2π
∫
C
λz−1(Q− λ)−1dλ.
It is a pseudodifferential operator with symbol
(12) σ(logQ) ∼ σ(Q) ⋆ σ
( d
dz
∣∣∣∣
z=0
Qz−1
)
,
where ⋆ denotes the products of the pseudodifferential symbols. Using symbol
calculus and homogeneity properties, we can show that (12) is a log-homogeneous
symbol of the form
σ(logQ)(ξ) = 2 log |ξ|I + σcl(logQ)(ξ),
where σcl(logQ) is a classical symbol of order zero. This symbol can be computed
using the homogeneous parts of the classical symbol σ(Qz) =
∑∞
j=0 b(z)2z−j(ξ) and
it is given by the following formula (see e.g. [19]).
σcl(logQ)(ξ) =(13)
∞∑
k=0
∑
i+j+|α|=k
1
α!
∂ασ2−i(Q)δ
α
[
|ξ|−2−j d
dz
∣∣∣∣
z=0
b(z − 1)2z−2−j (ξ/|ξ|)
]
.
The Wodzicki residue can also be extended to this class of pseudodifferential
operators [17]. For an operator A with log-polyhomogeneous symbol as (11) it can
be defined by
res(A) =
∫
|ξ|=1
σ−2,0(ξ)dξ.
By adapting the proof of Theorem 1.13 in [22] to the noncommutative case,
we have the following theorem which is written only for the families of the form
σ(AQ−z) which we will use in Section 5.
Proposition 3.4. Let A ∈ Ψαcl(Aθ) and Q be a positive , in general an admissible,
elliptic pseudodifferential operator of positive order q. If α ∈ P then 0 is a possible
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simple pole for the function z 7→ TR(AQ−z) with the following Laurent expansion
around zero.
TR(AQ−z) =
1
q
Res(A)
1
z
+ ϕ0
(∫
− σ(A) − 1
q
res(A logQ)
)
− Tr(AΠQ)
+
K∑
k=1
(−1)k (z)
k
k!
×
(
ϕ0
(∫
−σ(A(logQ)k)dξ − 1
q(k + 1)
res(A(logQ)k+1)
)
− Tr(A logk QΠQ)
)
+ o(zK).
Where ΠQ is the projection on the kernel of Q.
For operators A and Q as in the previous Proposition, we define a zeta function
by
(14) ζ(A,Q, z) = TR(AQ−z).
By Corollary 3.1, it is obvious that ζ(A,Q, z) is the analytic continuation of the
zeta function Tr(AQ−z) defined by the regular trace only for ℜ(z) >> 0.
Remark 3.2. If A is a differential operator, the zeta function (14) is holomorphic
at z = 0 with the value equal to
ϕ0
(∫
−σ(A) − 1
q
res(A logQ)
)
− Tr(AΠQ).
4. Cauchy-Riemann operators on noncommutative tori
In [23], Quillen studies the geometry of the determinant line bundle on the space
of all Cauchy-Riemann operators on a smooth vector bundle on a closed Riemann
surface. To investigate the same notion on noncommutative tori, we first briefly
recall some basic facts in the classical case on how Cauchy-Riemann operators
are related to Dirac operators and spectral triples. Then by analogy we define our
Cauchy-Riemann operator on Aθ, and consider the spectral triples defined by them.
LetM be a compact complex manifold and V be a smooth complex vector bundle
on M . Let Ωp,q(M,V ) denote the space of (p, q) forms on M with coefficients in
V . A ∂¯-flat connection on V is a C-linear map D : Ω0,0(M,V )→ Ω0,1(M,V ), such
that for any f ∈ C∞(M) and u ∈ Ω0,0(M,V ),
(15) D(fu) = (∂¯f)⊗ u+ fDu,
and D2 = 0. Here to define D2, note that any ∂¯-connection as above has a unique
extension to an operator D : Ωp,q(M,V )→ Ωp,q+1(M,V ), defined by
D(α ⊗ β) = ∂¯α⊗ u+ (−1)p+qα ∧Du, α ∈ Ωp,q(M), u ∈ C∞(V ).
We refer to ∂¯-flat connections as Cauchy-Riemann operators. A holomorphic
vector bundle V has a canonical Cauchy-Riemann operator ∂¯V : Ω
0(M,V ) →
Ω0,1(M,V ), whose extension to Ω0,∗(M,V ) forms the Dolbeault complex of M
with coefficients in V . In fact there is a one-one correspondence between Cauchy-
Riemann operators on V up to (gauge) equivalence, and holomorphic structures on
V . We denote by A the set of all Cauchy-Riemann operators on V .
11
Any holomorphic structure on a Hermitian vector bundle V determines a unique
Hermitian connection, called the Chern connection, whose projection on (0, 1)-
forms, ∇0,1(M,V ), is the Cauchy-Riemann operator coming from the holomorphic
structure.
Now, ifM is a Ka¨hler manifold, the tensor product of the Levi-Civita connection
forM with the Chern connection on V defines a Clifford connection on the Clifford
module (Λ0,+ ⊕ Λ0,−) ⊗ V and the operator D0 =
√
2(∂¯V + ∂¯
∗
V ) is the associated
Dirac operator (see e.g. [14]). Any other Dirac operator on the Clifford module
(Λ0,+ ⊕ Λ0,−) ⊗ V is of the form D0 +A where A is the connection one form of a
Hermitian connection. This connection need not be a Chern connection. However,
on a Riemann surface (with a Riemannian metric compatible with its complex
structure) any Hermitian connection on a smooth Hermitian vector bundle is the
Chern connection of a holomorphic structure on V . Therefore, the positive part of
any Dirac operator on (Λ0,0 ⊕ Λ0,1) ⊗ V is a Cauchy-Riemann operator, and this
gives a one to one correspondence between all Dirac operators and the set of all
Cauchy-Riemann operators.
Next we define the analogue of Cauchy-Riemann operators for the noncommuta-
tive torus. First, following [7, 10], we fix a complex structure on Aθ by a complex
number τ in the upper half plane and construct the spectral triple
(16) (Aθ,H0 ⊕H0,1, D0 =
(
0 ∂¯∗
∂¯ 0
)
),
where ∂¯ : Aθ → Aθ is given by ∂¯ = δ1 + τδ2. The Hilbert space H0 is obtained by
GNS construction from Aθ using the trace ϕ0 and ∂¯∗ is the adjoint of the operator
∂¯.
As in the classical case, we define our Cauchy-Riemann operators on Aθ as the
positive part of twisted Dirac operators. All such operators define spectral triples
of the form
(Aθ,H0 ⊕H0,1, DA =
(
0 ∂¯∗ + α∗
∂¯ + α 0
)
),
where α ∈ Aθ is the positive part of a selfadjoint element
A =
(
0 α∗
α 0
)
∈ Ω1D0(Aθ).
We recall that Ω1D0(Aθ) is the space of quantized one forms consisting of the ele-
ments
∑
ai[D0, bi] where ai, bi ∈ Aθ [4]. Note that the in this case, the space A of
Cauchy-Riemann operators is the space of (0, 1)-forms on Aθ.
We should mention that in the noncommutative case, in the work of Chakraborty
and Mathai [2] a general family of spectral triples is considered and, under suitable
regularity conditions, a determinant line bundle is defined for such families. The
curvature of the determinant line bundle however is not computed and that is the
main object of study in the present paper, as well as in [23].
5. The curvature of the determinant line bundle for Aθ
For any α ∈ A, the Cauchy-Riemann operator
∂¯α = ∂¯ + α : H0 → H0,1
is a Fredholm operator. We pull back the determinant line bundle DET on the
space of Fredholm operators Fred(H0,H0,1), to get a line bundle L on A. Following
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Quillen [23], we define a Hermitian metric on L and compute its curvature in this
section. Let us define a metric on the fiber
Lα = Λmax(ker ∂¯α)∗ ⊗ Λmax(ker ∂¯∗α).
as the product of the induced metrics on Λmax(ker ∂¯α)
∗, Λmax(ker ∂¯∗α), with the zeta
regularized determinant e−ζ
′
∆α
(0). Here we define the Laplacian as ∆α = ∂¯
∗
α∂¯α :
H0 → H0, and its zeta function by
ζ(z) = TR(∆−zα ).
It is a meromorphic function and by Remark 3.2 it is regular at z = 0 . Similar
proof as in [23] shows that this defines a smooth Hermitian metric on L.
On the open set of invertible operators each fiber of L is canonically isomorphic to
C and the nonzero holomorphic section σ = 1 gives a trivialization. Also, according
to the definition of the Hermitian metric, the norm of this section is given by
(17) ‖σ‖2 = e−ζ′∆α (0).
5.1. Variations of LogDet and curvature form. We begin by explaining the
motivation behind the computations of Quillen in [23]. Recall that a holomorphic
line bundle equipped with a Hermitian inner product has a canonical connection
compatible with the two structures. This is also known as the Chern connection.
The curvature form of this connection is computed by ∂¯∂ log ‖σ‖2, where σ is any
non-zero local holomorphic section.
In our case we will proceed by analogy and compute the second variation ∂¯∂ log ‖σ‖2
on the open set of invertible index zero Cauchy-Riemann operators. Let us con-
sider a holomorphic family of invertible index zero Cauchy-Riemann operators
Dw = ∂¯ + αw, where αw depends holomorphically on the complex variable w and
compute
δw¯δwζ
′
∆(0).
One has the following first variational formula,
δwζ(z) = δwTR(∆
−z) = TR(δw∆
−z) = −zTR(δw∆∆−z−1),
where in the second equality we were able to change the order of δw and TR because
of the uniformity condition in the definition of holomorphic families (cf. [21]).
Note that, although TR(∆−z) is regular at z = 0, TR(δw∆∆
−z−1) might have
a pole at z = 0 since δw∆∆
−z−1|z=0 = δw∆∆−1 is not a differential operator any
more and may have non-zero residue. Around z = 0 one has the following Laurent
expansion:
−zTR(δw∆∆−z−1) = −z(a−1
z
+ a0 + a1z + · · · ).
Hence,
δwζ(z)|z=0 = −a−1,
d
dz
δwζ(z)
∣∣∣∣
z=0
= −a0.
Using Proposition 3.4 we have
δwζ
′(0) =
d
dz
δwζ(z)
∣∣∣∣
z=0
= −ϕ0
(∫
−σ(δw∆∆−1)− 1
2
resx(δw∆∆
−1 log∆)
)
.
To compute the right hand side of the above equality, we need to note that since
Dw depends holomorphically on w, δwD
∗ = 0 and hence
δw∆ = δwD
∗D +D∗δwD = D
∗δwD.
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Since δwD is a zero order differential operator, we have
δwζ
′(0) = −ϕ0
(∫
−σ(D∗δwD∆−1)− 1
2
res(D∗δwD∆
−1 log∆)
)
= −ϕ0
(∫
−σ(δwD∆−1D∗)− 1
2
res(δwD log∆∆
−1D∗)
)
= −ϕ0
(
δwD
(∫
−σ(D−1)− 1
2
res(log∆D−1)
))
= −ϕ0 (δwDJ) ,
where
J =
∫
−σ(D−1)− 1
2
res(log(∆)D−1).
The reader can compare this to the term J in Quillen’s computations [23].
Now we compute the second variation δw¯δwζ
′(0). Since Dw is holomorphic we
have
δw¯δwζ
′(0) = −ϕ0 (δwDδw¯J) .
Next we compute the variation δw¯J . Note that since Dw is invertible, D
−1
w is also
holomorphic and hence δw¯
∫−σ(D−1) = 0. Therefore
δw¯J = δw¯
(∫
−σ(D−1)− 1
2
res(log∆D−1)
)
= −1
2
δw¯res(log∆D
−1).
Thus, we have shown that
Lemma 5.1. For the holomorphic family of Cauchy-Riemann operators Dw, the
second variation of ζ′(0) reads:
δw¯δwζ
′(0) =
1
2
ϕ0
(
δwDδw¯res(log∆D
−1)
)
.

Our next goal is to compute δw¯res(log∆D
−1). This combined with the above
lemma shows that the curvature form of the determinant line bundle equals the
Ka¨hler form on the space of connections.
Lemma 5.2. With above definitions and notations, we have
σ−2,0(log∆D
−1) =
(α+ α∗)ξ1 + (τ¯α+ τα
∗)ξ2
(ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22)(ξ1 + τξ2)
− log
(
ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22
|ξ|2
)
α
ξ1 + τξ2
,
and
δw¯res(log(∆)D
−1) =
1
2πℑ(τ) (δwD)
∗.
Proof. By writing down the homogeneous terms in the expansion of σ•,0(log∆) and
σ(D−1) and using the product formula of the symbols we see that
σ−2,0(log∆D
−1) ∼ σ−1,0(log∆)σ−1(D−1) + σ0,0(log∆)σ−2(D−1).
Starting with the symbol of ∆, we have
σ(∆) = ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22 + (α+ α∗)ξ1 + (τ¯α+ τα∗)ξ2 + ∂¯∗(α).
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Then, the homogeneous parts of σ((λ−∆)−1) =∑j b−2−j is given by the following
recursive formula
b−2 = (λ− σ2(∆))−1,
b−2−j = −b−2
∑
k+l+|γ|=j, l<j
∂γσ2−k(∆)δ
γb−2−l/γ!,
which gives us
b−2 =
1
λ− (ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22)
,
and
b−3 =
1
(λ− (ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22))2
((α+ α∗)ξ1 + (τ¯α+ τα
∗)ξ2) .
Also, ∆z is a classical operator defined by
∆z =
1
2πi
∫
C
λz(λ−∆)−1dλ,
with the homogeneous parts of the symbol given by
b(z)2z−j := σ2z−j(∆
z) =
1
2πi
∫
C
λzb−2−jdλ.
Hence we have
b(z)2z =
1
2πi
∫
C
λz
1
λ− (ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22)
dλ
= (ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22)z
b(z)2z−1 =
1
2πi
∫
C
λz
((α+ α∗)ξ1 + (τ¯α+ τα
∗)ξ2)
(λ− (ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22))2
dλ
= z(ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22))z−1 ((α+ α∗)ξ1 + (τ¯α+ τα∗)ξ2) .
Using (13) and what we have computed up to here, it is clear that
σ0,0(log∆)(ξ) = σ2(∆)|ξ|−2 d
dz
∣∣∣∣
z=0
b(z − 1)2z−2 (ξ/|ξ|)
= σ2(∆)|ξ|−2 d
dz
∣∣∣∣
z=0
((ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22)/|ξ|2)z−1
= log((ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22)/|ξ|2).
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Note that the above term is homogeneous of order zero in ξ.
σ−1,0(log∆)(ξ)
=
∑
i+j+|α|=1
1
α!
∂ασ2−i(∆)δ
α|ξ|−2−j d
dz
∣∣∣∣
z=0
b(z − 1)2z−2−j (ξ/|ξ|)
= σ2(∆)|ξ|−3 d
dz
∣∣∣∣
z=0
b(z − 1)2z−3 (ξ/|ξ|)
+ σ1(∆)|ξ|−2 d
dz
∣∣∣∣
z=0
b(z − 1)2z−2 (ξ/|ξ|)
=
1− log(ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22)/|ξ|2)
(ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22)
[(α+ α∗)ξ1 + (τ¯α+ τα
∗)ξ2]
+
log(ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22)/|ξ|2)
ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22
[(α+ α∗)ξ1 + (τ¯α+ τα
∗)ξ2]
= (ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22)−1 [(α+ α∗)ξ1 + (τ¯α+ τα∗)ξ2] .
Next we compute the symbol of D−1. The symbol of D reads
σ(D) = ξ1 + τξ2 + α.
We need to compute the homogeneous parts of order -1 and -2 of D−1. By using
recursive formula for the symbol of the inverse we get:
σ−1(D
−1) = σ1(D)
−1 = (ξ1 + τξ2)
−1
σ−2(D
−1) = −σ−1(D−1)
∑
k+|γ|=1
∂γσ1−k(D)δ
γσ−1(D
−1)/γ!
= −σ−1(D−1)2σ0(D)
= −(ξ1 + τξ2)−2α.
Finally, we have
σ−2,0(log∆D
−1) = σ−1,0(log∆)σ−1(D
−1) + σ0,0(log∆)σ−2(D
−1)
= (ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22)−1(ξ1 + τξ2)−1 [(α+ α∗)ξ1 + (τ¯α+ τα∗)ξ2]
− log((ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22)/|ξ|2)(ξ1 + τξ2)−2α.
Therefore, we compute the variation:
δw¯σ−2,0(log∆D
−1) = (ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22)−1 [(δw¯α∗)ξ1 + (τδw¯α∗)ξ2] (ξ1 + τξ2)−1
= (ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22)−1(δw¯α∗)
= (ξ21 + 2ℜ(τ)ξ1ξ2 + |τ |2ξ22)−1(δwD)∗.(18)
In order to compute the variation of the residue density, we need to integrate (18)
with respect to ξ variable:
δw¯res(log(∆)D
−1) =
∫
|ξ|=1
(ξ21 +2ℜ(τ)ξ1ξ2 + |τ |2ξ22)−1(δwD)∗dξ =
1
2πℑ(τ) (δwD)
∗.
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Note that we have used the normalized Lebesgue measure in the last integral (see
(3.2)). 
We record the main result of this paper in the following theorem. It computes
the curvature of the determinant line bundle in terms of the natural Ka¨hler form
on the space of connections.
Theorem 5.1. The curvature of the determinant line bundle for the noncommu-
tative two torus is given by
(19) δw¯δwζ
′(0) =
1
4πℑ(τ)ϕ0 (δwD(δwD)
∗) .

Remark 5.1. In order to recover the classical result of Quillen for θ = 0, we have
to take into account the change of the volume form due to a change of the metric.
This means we have to multiply the above result by ℑ(τ).
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