Abstract
Introduction
The MPI message-passing interface standard [7] holds great promise in providing both portability and, through a very rich model for interprocess communication, performance efficiency for application, library, and compiler developers. The active participation of numerous vendors in the standardization process and the early appearance of both portable and platform-specific implementations of the library bode well for its success. In this paper, we evaluate the current status of the vendor-supplied implementations of MPI on the Intel Paragon, the IBM SP2, and the Cray Research T3D in terms of the following performance issues: A typical approach to evaluating interprocessor communication and communication libraries is to measure the performance of individual commands in isolation or in small kernels representing common communication functions [2] , [6] . While these types of experiments are a necessary step in an evaluation, the communication protocols and the controlled measurement environment used in the experiments may not be typical of how the commands are used in practice, and it can be difficult for an application developer to interpret the results.
This study is meant to complement the "low level" studies of MPI commands by providing a qualitative evaluation based on quantitative measurements of MPI performance in a specific application code. The study is qualitative in that the results reflect the peculiarities of the application code, but the overall conclusions as to MPI performance should be more generally applicable.
In this study we use the ParkBench [6] compact application code PSTSWM [lo] , [ll] . PSTSWM is a parallel algorithm testbed and benchmark code that solves the nonlinear shallow water equations on a rotating sphere using the spectral transform method. PSTSWM was developed to evaluate strategies for parallelizing spectral global atmospheric circulation models [3] , [4] , and has imbedded a large number of parallel algorithm options. Among these options are numerous choices for the communication protocols used to implement the different parallel algorithms and numerous choices of message-passing layer, including MPI.
The version of PSTSWM used here differs from that currently used in the ParkBench benchmark suite. First, this new version uses FTT and BLAS math library routines when available on a given platform. This improves computational performance, thus increasing sensitivity to communication performance. The new version also includes the "double transpose" parallel FFT, a new parallel al-gorithm that is used in the !study. Finally, the new version includes calls to the lLlPI collective commands MPIALLTOALLV and MPIALLREDUCE as two of the parallel algorithm implementation optioins and includes the command MPI-SENDRECV as one of the communication protocol options.
Methodology
PSTSWM is a spectral timestepping code. During each timestep of the model simulation, the state variables of the problem are transformed between thle physical domain, where most of the physical forces are calculated, and the spectral domain, where the terms of the differential eqnations are evaluated. The physical domain is a tensor product longitude-latitude-vertical grid, and transforming from physical coordinates to spectral coordinates involves performing a fast real Fourier transform (FFT) for each line of constant latitude, followed by ]integration over latitude using Gaussian quadrature, approxiimating 1 he Legendre transform (LT). The inverse transform involves evaluating sums of spectral coefficients ("inverse LT") ancl inverse real FFlk
The parallel algorithms in PSTSWM are based on decompositions of the physical and spectral computational domains over a logical two-dimensional processor mesh of size PX x PY. For the FFT and LT, there are two general families of parallel algorithms: distributed algorithms, using a fixed data decomposition and computing results where they are assigned, and transpose algorithms, remapping the domains to allow the transforms to be calculated sequentially.
In this study we examine MPI perfonnance for two diifferent parallel algorithms: DP, a (D)istributed FFT with a (P)ipelined distributed LT, and TN, a (T)I-anspose FFT with a (N)onpipelined distributed LT. Neither of these are necessarily optimal for the underlying problem or for the given platforms, although they are reasonable, nor are they necessarily appropriate for comparing performance between platforms. (In other studies we have investigated choosing appropriate algorithms for each platform and problem size to allow for fair intermachine benchmarking [3] .) Instead, these parallel algorithm were chosen because they have significantly different message-passing characteristics and exercise different aspects of message-passing perforrnance, and because the second parallel algorithm can be irnplemented using MPI collective communication routines. Communication for the distributed FFT in algorithm DP consists of (1 + log, PX) swaps of equal size messages in a butterfly pattern, with some overlap of communication and computation possible at the cost of doubling the number of messages. Communication for the distributed LT in adgorithm DP consists of (PY -1) send/receive pars of equal size messages to/from neighbors in a logiical ring, and is arranged to allow significant overllap of communication and computation (without any additional cost).
The transpose FFT used in algorithm TN is a "double transpose'' in which a transpose is performed both before and after the FFT, returning the data decomposition to a similar state. (The rationale behind the double transpose is that it minimizes the load imbalance.) Communication for each transpose consists of (PX -1) swaps or sendheceive pairs (depending on the oridering of the communication) of equal size messages in an all-to-all pattern. Each transpose is functionally equivalent to MPIALLTOALLV. The distributed LT used in algorithm TN completes all local cornputation before invoking a parallel vector sum routine. The vector sum is, implemented using a variant of the algoriithm proposed in l [8] . Communication for the vector sum consists of log, PI! swaps of decreasing size, each half the size of the previous swap, done twice for the forward transform but with no communication during the inverse. Thie vector sum is equivalent to MPIALLREDUCE using the predefined operator MPISUM.
With the: excteption of the tuning runs mentioned in the next section, all experiments involved five day simulations of the staind.ard benchmarking problem specified in 
PY) linear
encoding was used to map the logical mesh to the physical processors, and the same t'opology and processor ordering were used for both MPI and native implementations. On the Paragon and T31D, the logical meshes were "mapped" onto physical processor meshes with the same aspect ratio, treating the second and third mesh dimensions on the T3D as a single dinnension. No information was available on the layout of the physical processors used in the SP2 experiments, and the row major encoding was used in all experiments.
FFT and BLAS routines from the KAI and ESSL libraries were usedl on the Paragon and SP2, respectively. The corresponding routine:; are missing from the T3D math libraries, and T3D results reported hlere use PSTSWM-specific Fortran subroutines for these fimctions.
Seinsitivity and Robustness
All interprocessor comlmunications in PSTSWM are based on the SWAP or SEIVDRECV functions. These can 3.71 be implemented using MPI-SENDRECV, or they can be implemented "by hand" using combinations of the many other MPI point-to-point commands. Moreover, the different stages of the hand-implemented SWAP and SENDRECV functions can be separated, allowing, for example, receiveahead algorithms in which nonblocking receive requests for multiple SWAPS are posted together, or overlap algorithms in which computation is interleaved with the send and receive requests [ 111.
In order to evaluate the performance sensitivity of MPI to these types of optimizations, we first conducted thousands of short "tuning" experiments to identify a subset of good communication protocols. We then compared PSTSWM performance when using the optimal MPI communication protocol (determined over the subset) with performance when using the "default" MPI-SENDRECV protocol. Note that the tuning experiments were also a rigorous test of the robustness of the MPI point-to-point communication routines.
Comparison with Native Libraries
Vendor-supplied MPI is still relatively new on most platforms, and often there exist alternative proprietary ("native") communication libraries. In time, we expect MPI to be the high performance communication layer on most MPPs, but currently there may be a discrepancy in performance between the native libraries and MPI that can be exploited for applications with critical performance requirements.
In order to examine this possibility, we repeated the tuning exercises described above to identify optimal cornmunication protocols for the native libraries and compared PSTSWM performance between the "optimal" MPI implementations and the "optimal" native implementations. We also examined whether the optimal MPI protocols are system-specific (reflecting the optimal protocols of the native library), MPI-specific (common across the different platforms), or implementation-specific (different for each MPI on each platform).
On the Paragon, the native library is NX. On the SP2, the native library is MPL. On the T3D, we implemented an application-specific message-passing layer on top of SHMEM, the low level library supporting direct read and write f r o d t o the memory of other processors. The SHMEM implementation takes advantage of the fact that, in PSTSWM, tagged message passing is not needed. Selection by source is sufficient. This allows us to implement a very efficient SWAP and SENDRECV. This is a fair comparison in that, while the native library here is not a traditional message-passing library, using MPI for SWAP and SENDRECV may show reduced performance over an application-specific implementation. The new MPI-2 standard will include one-way reads and writes (like SHMEM), When this is introduced, one-way reads and writes can be incorporated into the MPI communication protocol sensitivity studies.
Collective Communication
The collective communication routines (should) represent highly optimized implementations comparable to math library functions. In consequence, we compared the performance of parallel algorithm TN implemented using MPI collective routines with that of the best (native or MPI) implementation using the equivalent PSTSWM Fortran routines. Timings using the MPI collective routines were made both with the "default" mapping and with the process numbering resulting from a call to MPI-CART-CREATE with the reorder option specified, allowing the system to pick a better mapping if possible. The timings for the Fortran implementations were all made using the default mapping.
We also present data from instrumented runs to identify how much time is spent in the transpose and reduction routines. While much care was taken to ensure the accuracy of these measurements, they are only approximate in that load imbalances show up as communication cost and contaminate the comparison. Fortunately, TN has the best load balance of all the parallel algorithm options.
Results
The following data was collected in March and April of 1996 on the 1024 processors Paragon XP/S 150 MP at Oak Ridge National Laboratory, on the 160 processor SP2 at NASA Ames Research Center, and on a 128 processor T3D at Cray Research in Eagen, MN. The Paragon was running OSF/1 Paragon Release 1.4, which includes a version of both MPI and NX communication libraries. The SP2 was running version 4.1.3.3 of the AIX operating system and version 2.1.0.8 of the parallel operating environment (poe) and parallel and switch software (pssp). The T3D was running version IS-9.0 of the operating system and version 1.4a of the CRUEPCC MPI communication library. Note that the SP2 at NASA Ames is a homogeneous system in which timesharing of individual processors is not allowed, and thus is a good site for performance measurements.
Application Characterization
We begin by presenting a characterization of the communication cost in PSTSWM for all three platforms. Figure 1 contains graphs of the runtime of the fastest implementations as a function of the number of processors. The "Ideal" curves were generated by subtracting the measured communication time from the fastest 16 processor run to get an estimate of the computational time, then plotting this compu- tational time estimate for larger numbers of processors by assuming perfect scaling. Figure 2 contains graphs of the percentage of time spent in communication routines for the fastest implementations as a function of the number of processors. As with the direct measurements of time spent in collective communication routines, the percentage of communication is difficult to measure. We believe the estimates to be reasonably accurate, having taken great care in the experimental design, and if anything, are an underestimate.
Note that the T3D and the Paragon have similar communication percentages up to 128 processors. The SP2 has a much higher communication percentage, which is a consequence of the relatively faster computation and the relatively slower communication capabilities of the SP2. Thus, the SP2 will be more sensitive to communication performance than the Paragon or the T3D. However, the results of the sensitivity analysis are still comparable across the platforms in that the difference in communicatiodcomputation ratio between the SP2 and the others affects all codes. Finally, note that algorithm DP has a lower communication percentage than algorithm TN even though it is the slower algorithm for these problem cases. This is because the computational rate for algorithm DP is lower, due to the distributed nature of the transform, and because the attempt to overlap communication and computation can cause the instrumentation logic to mislabel some communication cost as computational cost.
Robustness
All three of the vendor-supplied MPI libraries are very robust with respect to the point-to-point communication routines exercised by the tuning experiments. Figure 3 contains graphs of the percentage degradation from using the default protocol (using MPISENDRECV) instead of the optimal MPI protocol: 100 * (default-time -optimal-time)/optimal-time This is degradation in the runtime of the entire code from a change in the communication protocol. To infer the absolute difference in the communication cost, these results should be compared with communication percentage graphs in Fig. 2 .
Protocol Sensitivity
MPI on the T3D is not sensitive to the communication protocol by this measure, simply indicating that the default protocol is an optimal or near optimal communication protocol. This is either an asset, indicating that no performance is being lost by using the generic command, or an indication that the other MPI point-to-point commands are not implemented efficiently. It is not possible to determine which On the Paragon, the utility of ~~r o t o c o l ,~ that overlap communication and computation is clearly shown by the improvement in algorithm DP performance when optimizing the communication protocol. The TN results indicate thnt the optimal protocols allow some latencly to be hidden, but it is not a significant effect until the communication percentage is quite large.
The SP2 results are more difficult to interpret, although the trends appear clear for larger numbers of processors.
(These results are reproducible.) Apparently, the optimal communication protocols are very effective at hiding latency, as evidenced by the small problem size runs, but that performance for the more bandwidth-limited l xger problem size is less sensitive to the communication protocol. Note that DP and TN show similar trends, so the SP2 implementation is not exploitingsignificant communicationkomputation overlap. Figure 4 contains graphs of the percentage degradation from using the optimal MPI implementation instead of the optimal native implementation. As before, this is degradation in the runtime of the entire code from using the vendorsupplied MPI instead of an alternative proprietary communication layer.
On the SP2, the optimal MPL impleimentations have a slight advantage, but when compared to the communication percentage on the SP2, these differences (are not significant. What is not indicated here is that we found MPI to be more robust than MPL, which hung when using a few protocoils that should have worked. Also, MPL wzi relatively insensitive to the choice of communication protocol, with the default (MPBSENDRECV) being optimal or near optimal a large percentage of the time. This is in distinct contrast to MPI on the SP2, indicating that the performance of these communication libraries is more strongly a function of the implementation than of the performance characteristics of the underlying hardware and sysl em software.
On the Paragon, the degradation in performance tracks the increase in communication percentage very well for algorithm TN, indicating a consistent difference between the performance of the NX and MlPI message passing. The degradation in the performance of algorithm DP increases faster than the increase in communication percentage fix large numbers of processors, p0s:jibly implying that overlap is not as efficiently exploited when using the MPI library. all runtime is not significant until at least 128 processors are used. Note that the optimal communication protocols are nearly the same for NX and MPI, indicating that performance is strongly a function of the underlying system performance characteristics.
On the T3D, there is a distinct advantage to using application-specific message passing implemented using SHMEM. The CRIEPCCimplementation of MPI is built on the SHMEM-GET command, which has half the performance of the SHMEMYUT command used in the optimal communication protocols in PSTSWM. This performance difference between SHMEM-PUT and SHMEM-GET explains about half of the measured performance degradation shown in Fig. 4 . The rest may be attributable to inefficient implementations of the nonblocking MPI commands, preventing computation/communication overlap and latency hiding that are exploited more effectively in the SHMEM implementation of PSTSWM. The Paragon results are peculiar. The percentage of degradation is approximately constant with respect to the number of processors for the total runtime, with the performance of the collective routines being very poor for smaII numbers of processors and relatively good for large numbers of processors. Using the processor ordering generated by MPI-CART-CREATE has little effect on the performance results.
Collective Communication
The SP2 results show uniformly mediocre performance for the collective routines. The "up and down" behavior of in the graphs reflects that, for example, going from 32 to 64 processors changes the aspect ratio from 4 x 8 to 8 x 8, thus increasing the parallelism in the transposeFFT but not in the distributedLT. Apparently, the two collective commands are not equally poor performers. Unfortunately, the interactions between the two make it difficult to separate their performance differences in these experiments. Using the processor ordering generated by MPI-CART-CREATE has no consistent or significant effect on the performance results. comparison with the optimal SHMEM Fortran implementation, the collective communication routines perform poorly for all numbers of processors. Looking at the profile data in more detail, it is clear that the ]problem is primarily in the MPIALLREDUCE command, which is three to five times slower than the SHMEM implementation, and scales poorly. Note that improvement is also possible in MPIALLTOTALLV, which is always slower than the SHMEM implementation, Using the processor ordering generated by MPI-CART-CREATE improves performance somewhat over using the default mapping, and the gain appears to increase slightly with thle number ofprocessors, but the qualitative performance behavior does not change.
Conclusions
As with any benchmarking exercise, performance will undoubtedly change with time, hopefully for the better. We expect the vendor-supplied implementations of MPI to continue to improve and hope that our results will be useful in accelerating this process.
In summary, we found all three vendor-supplied implementations of MPI to be robust, at least with respect to the standard point-to-point communication iroutines and to the two collective communication routines used in PSTSWM.
The three machines showed different sensitivities to communication protocol optimization and different optimal communication protocols. This result is unlikely to disappear in the future, and users may want to consider writing wrappers around the communication routines to make it simpler to "retune" codes when porting between platfornis.
Overall, MPI performance was reasonable compared to the alternative proprietary message-passing layers, and performance should continue to improve over time. MPT on the T3D should probably be implemented on top of SHMEMPUT for performance reasons. MPICH [5] is implemented in this fashion, but it does not work currently for this code on the T3D (due to a known problem in the implementation of MPICH) so it is unclear how difficult a SHMEMPUT implementation will be.
The MPI collective communication routine performance was disappointing on all platfonms. While we consider our codes to contain good implemeintations of these collective functions, we would hope that the vendor-supplied collective routines could be optimized far more than our "generic" Fortran routines. The results on the Paragon may simply i ndicate that the underlyingiCC library [ 11 needs to be retuned for the ORNL Paragon. 
