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В РФ идея цифровизации экономики стала чрезвычайно популярна в последние два года (2016–2017 гг.). На го-сударственном уровне курс на развитие цифровой эко-
номики в России закреплен в Программе «Цифровая экономика 
Российской Федерации», целью которой является создание экоси-
стемы цифровой экономики страны, в которой данные в цифровом 
виде будут являться ключевым фактором производства во всех сфе-
рах социально-экономической деятельности. При этом речь идет не 
просто о возрождении производств на базе сокращения энерге-
тических затрат, привлечения высококвалифицированной рабочей 
силы, дающей преимущество в создании более высокой добав-
ленной стоимости и экономии на логистических издержках через 
приближение производств к потребителю, а о новой концепции 
индустриального развития с использованием цифровых технологий 
[1]. Согласно прогнозу аналитиков McKinsey, цифровизация эко-
номики увеличит ВВП России к 2025 г. на 4,1–8,9 трлн. руб. [2].
Одним из ключевых факторов глобальной цифровизации эконо-
мики, по мнению экспертов, станет развитие искусственного интел-
лекта. Согласно оценкам, сделанным Минэкономразвития России 
совместно с компанией Яндекс, именно переход к дистанционной 
работе и использование технологий искусственного интеллекта 
должны стать причиной прорывных изменений и позволят полу-
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чить максимальный положительный эффект от 
цифровизации в таких отраслях, как торговля, 
транспорт, ЖКХ, банковский сектор, а также 
образование и здравоохранение.
Искусственный интеллект (ИИ, англ. – 
аrtificial intelligence, AI) относят к разряду, 
так называемых, «подрывных» технологий, 
составляющих основу Четвертой промыш-
ленной революции, развитие которых может 
способствовать технологическому прорыву 
любой страны сразу в нескольких отраслях. 
К разработкам в области ИИ уже не первый 
год приковано внимание не только ученых, 
но и крупного бизнеса, однако промышленно 
применимые результаты в этой области появи-
лись только в последние несколько лет.
Наиболее существенный прорыв в раз-
витии технологий, касающихся разработки 
ИИ, произошёл к середине 2010-х гг. и был 
обусловлен сразу несколькими факторами. 
Прежде всего, это –  значительный прогресс 
в производительности алгоритмов обработки 
информации в следствие развития технологий 
глубокого обучения. Этот скачек сопрово-
ждался широким распространением быстрых 
компьютеров на основе графических процес-
соров, позволяющих ускорить и удешевить 
параллельные вычисления. Технологическому 
прорыву в этой области также способствовал 
лавинообразный рост данных самых разных 
типов (изображений, текста, картографиче-
ских данных и др.) и появление технологий, 
обеспечивающих почти неограниченные воз-
можности для хранения и доступа к таким 
данным [3].
Перспективы использования ИИ огромны: 
алгоритмы, позволяющие ежечасно обрабаты-
вать колоссальные объемы информации, смогут 
выявить связи и построить решения, которые не 
под силу человеку, а значит, сделать прогнозы 
более точными. Не случайно ИИ стал одной из 
ключевых технологических тем на Всемирном 
экономическом форуме 2016 г. [4].
Прототипы искусственного интеллекта ис-
пользуются уже сейчас. В качестве примера 
можно привести электронный помощник Siri, 
который понимает голосовые команды. В те-
стовом режиме уже работают беспилотные 
автомобили. Еще один яркий пример практи-
ческого использования технологий ИИ –  так 
называемый, «умный дом».
ИИ –  это зонтичное понятие, которое вклю-
чает в себя множество направлений, не имеет 
чёткого единого определения и может рас-
сматриваться в различных контекстах. Одно 
из определений ИИ –  это область компьютер-
ной науки (раздел информатики), занимающа-
яся автоматизацией разумного поведения [5]. 
К ИИ относят ряд алгоритмов и программных 
систем, способных решать так называемые 
«интеллектуальные задачи» так, как это де-
лал бы человек. Основные свойства ИИ –  это 
понимание естественного языка, способность 
к обучению, а также способность мыслить 
и, что немаловажно, действовать [6].
Среди задач, которые ставятся при про-
ектировании систем ИИ, наибольший интерес 
вызывают задачи классификации, распозна-
вания образов, задачи логического вывода, 
обучение, целеполагание и принятие реше-
ний, распознавание естественных языков.
Набор технологий, которые обычно сопро-
вождают понятие ИИ и классифицируются как 
ИИ, включает машинное обучение, глубокое 
обучение, нейроморфные вычисления (или 
нейронные сети), обработку естественного 
языка, алгоритм логического вывода, рекомен-
дательные системы, когнитивные вычисления.
Развитие технологий  
глубокого обучения
Термин «глубокое обучение» (англ. –  Deep 
Learning) описывает алгоритмический подход 
к построению и обучению многослойных ис-
кусственных нейронных сетей, основанный на 
принципе работы нейронных сетей челове-
ческого мозга. Характерной чертой методов 
глубокого обучения является не прямое реше-
ние задачи, а обучение в процессе приме-
нения множества сходных задач. С помощью 
технологий глубокого обучения компьютеры 
могут «понимать» и анализировать информа-
цию из огромных наборов данных различных 
типов (в форме изображений, звуков, текста). 
С развитием технологий глубокого обучения 
сегодня связывают дальнейшие достижения 
в области ИИ и будущее технологической ре-
волюции [7].
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Искусственные нейронные сети стали од-
ним из алгоритмических подходов еще на ран-
нем этапе развития машинного обучения, од-
нако до недавнего времени ученые не видели 
реальных подходов к их внедрению в техноло-
гии ИИ, поскольку низкая скорость обучения 
существенно ограничивала применение этого 
метода. Активно развиваться глубокое обуче-
ние начало только в начале 2000-х гг. Прорыв 
в направлении стал возможен в 2006 г., когда 
в опубликованной научной статье Джеффри 
Хинтона (Geoffrey E. Hinton) и Руслана Сала-
хутдинова (Ruslan Salakhutdinov) «Reducing the 
Dimensionality of Data with Neural Networks» 
[8] был описан более эффективный способ 
предварительного обучения многослойной 
нейронной сети. Эта работа фактически по-
ложила начало направлению, названному 
«глубокое обучение». Разработанная ими на 
базе глубокого обучения система позволяла 
провести нужные расчеты и исследования на 
основании крайне малого набора исходных 
данных, тогда как ранее для обучения ней-
ронных сетей требовалась загрузка в систему 
огромного массива информации.
Новые подходы глубокого обучения произ-
вели настоящую революцию в сфере машин-
ного обучения, значительно превзойдя другие 
модели в задачах распознавания различных 
типов информации, включая изображения, 
видео и аудиоданные. Используя многоуров-
невые нейронные сети, компьютеры способны 
учиться, видеть и реагировать на сложные си-
туации так же хорошо, или даже лучше, чем 
человек. Это ведет к совершенно иному вос-
приятию данных, технологий, продуктов и ус-
луг, поставляемых пользователям.
Сегодня большинство технологий, демон-
стрирующих прорыв в области ИИ, в той или 
иной мере опираются на методы глубокого 
обучения. Системы глубокого обучения лежат 
в основе разработок многих технологических 
гигантов. Технологии глубокого обучения ак-
тивно применяют для решения задач компью-
терного зрения. Например, разработчиками 
компании Prisma был создан сервис, позволяю-
щий обрабатывать фотоизображения в стиле 
определенного художника. Разработка алго-
ритмов компьютерного зрения имеет огром-
ное значение для создания устройств, кото-
рые должны распознавать предметы вокруг, 
анализировать среду и принимать решения, 
например, беспилотных автомобилей, дронов, 
робототехнических устройств. Компьютерное 
зрение также используется для автоматизации 
анализа рентгеновских и МРТ снимков, под-
становки лиц на Facebook, распознавании лиц 
камерами [9]. Еще одна сфера применения 
технологий глубокого обучения –  интеллекту-
альные системы управления, разработанные 
с использованием алгоритмов глубокого об-
учения с подкреплением. Пример успешного 
применения этих технологий –  эмуляция игр 
Atari компании Deepmind. Использование 
в этой разработке техники Deep Reinforcement 
Learning позволяет системе обучится играть 
«с нуля», поняв правила игры. Робототехни-
ческие компании используют технологии deep 
learning для обучения мобильных роботов об-
ходить препятствия, самостоятельно рассчиты-
вать и строить маршрут при передвижении по 
сложному рельефу. Применение разработан-
ных DeepMind технологий глубокого обучения 
позволили компании Google на 15% повысить 
энергоэффективность дата-центров.
Самые большие вызовы для использования 
deep learning лежат в области понимания язы-
ка и ведения диалогов –  системы должны на-
учиться оперировать абстрактными смыслами, 
описанными семантически. Уже разработан 
ряд продуктов распознавания естественного 
языка с применением технологий глубокого 
обучения. Компания IBM разработала одну 
из первых в мире систем, позволяющих ана-
лизировать сложные смысловые конструкции, 
с учетом эмоций и прочих факторов (IBM 
Watson). Эта система способна находить 
связи между определенными высказываниями 
на естественном языке и давать прямые кор-
ректные ответы на вопросы оператора. При 
этом, в большинстве случаев система справ-
ляется с задачей лучше человека [10].
Искусственные нейронные сети применяют-
ся для построения нейро-морфных, т. е. подоб-
ных мозгу систем. Один из наиболее крупных 
проектов SyNAPSE (Systems of Neuromorphic 
Adaptive Plastic Scalable Electronics) выпол-
няется фирмой IBM и рядом ведущих уни-
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верситетов США по заказу DARPA (Defense 
Advanced Research Projects Agency –  Управ-
ление перспективных исследовательских про-
ектов Министерства обороны США). Цель 
проекта –  создание «когнитивного компью-
тера», способного обучаться в процессе по-
знания окружающего мира, делать самосто-
ятельные выводы и принимать на их основе 
самостоятельные решения [11].
Среди направлений, на которые прогресс 
в области ИИ и машинного обучения окажет 
наиболее значительное влияние, аналитики 
McKinsey Global Institute выделяют передовую 
робототехнику, автономные транспортные 
средства, а также автоматизацию умственно-
го труда. Сильно зависит от улучшения вы-
числительной мощности и аналитики больших 
данных разработка новых технологий секве-
нирования генома следующего поколения, 
процессов изучения и освоения новых источ-
ников нефти и природного газа, 3D-печати, 
а также мобильный Интернет, Интернет ве-
щей, и облачные технологии, которые сами 
по себе являются информационно-коммуника-
ционными технологиями и развиваются очень 
быстро, часто показывая экспоненциальную 
траекторию в улучшении соотношения цена/
производительность и характеризующиеся 
сильными сетевыми эффектами [12].
Технологии глубокого обучения все чаще 
используются в сфере здравоохранения, по-
зволяя извлечь полезные закономерности из 
астрономического по объему и слабострук-
турированного входного потока медицинских 
данных [13,14]. Наиболее известным случаем 
применения технологий ИИ, основанных на 
технологиях глубокого обучения, в медицине 
является начало использования системы IBM 
Watson для поддержки принятия решений 
при диагностике и назначении лечения он-
кологических больных в онкологическом цен-
тре Memorial Sloan Kettering Cancer Center 
(MSKCC) в Нью-Йорке в 2013 г. (проект IBM 
Watson Health). Предназначенный изначально 
для диагностики и лечения рака груди и рака 
легких, проект IBM Watson Health позднее 
был распространен на случаи рака прямой 
кишки, простаты, поджелудочной железы, пе-
чени, а также меланомы и лимфомы. Точность 
работы системы Watson постоянно повыша-
ется, поскольку в результате непрерывного 
обучения с каждым новым пациентом ее ког-
нитивные функции продолжают улучшаться. 
Система Watson позволяет анализировать 
200 млн. цифровых документов всего за 3 се-
кунды. В будущем разработчики планируют 
добавить функцию анализа генома каждого 
пациента, что позволит назначать основан-
ное на ДНК-профиле лечение [15].
В результате проведенного в 2016 г. со-
вместного исследования Harvard Medical 
School, Massachusetts Institute of Technology 
и Beth Israel Deaconess Medical Center, посвя-
щенного диагностике метастатического рака 
груди, было показано, что ошибка диагно-
стики с помощью искусственных нейросетей 
составляет 7,5%, специалистом-онкологом – 
3,5%, а при их взаимодействии ошибка сни-
жается до 0,5%, т. е. количественное улучше-
ние составляет 85%.
Рынок высокотехнологичных 
продуктов и услуг,  
основанных на технологиях 
глубокого обучения
Аналитики прогнозируют стремительный 
рост глобального рынка высокотехнологичных 
продуктов и услуг, основанных на технологиях 
глубокого обучения. Так, согласно прогнозам 
экспертов Gartner, к 2020 г. около 40% всех 
взаимодействий с виртуальными помощника-
ми будет опираться на данные, обработанные 
нейронными сетями [16]. По данным аналити-
ческого отчета компании MarketsandMarkets 
[17], рынок высокотехнологичных продуктов 
и услуг, основанных на технологиях глубокого 
обучения, достигнет к 2020 г. 1722,9 млн. долл., 
при прогнозируемом среднегодовом темпе ро-
ста в период между 2016 и 2022 гг. на уровне 
65,3%. Наиболее высокие скорости роста на 
глобальном рынке ожидаются у приложений 
для интеллектуального анализа данных, что об-
условлено увеличением использования техно-
логий глубокого обучения для анализа данных, 
кибер-безопасности, выявления случаев мо-
шенничества, а также в системах управления 
базами данных. Огромное количество масси-
вов данных генерируют медицинские отрасли.
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По оценкам MarketsandMarkets [17], ли-
дирующие позиции на рынке технологий глу-
бокого обучения в ближайшие несколько лет 
будут принадлежать странам Северной Аме-
рики (США и Канаде). Рост рынка глубокого 
обучения в Северной Америке объясняется вы-
соким уровнем государственного финансиро-
вания, присутствием ведущих игроков, а также 
сильной технической базой. Поскольку США 
вкладывает значительные средства в оборон-
ный сектор, а технологии глубокого обучения 
занимают основную долю в аэрокосмической 
и оборонной промышленности, ожидается, что 
они будут существенно стимулировать рост 
рынка технологий глубокого обучения. Суще-
ственным движущим фактором развития рын-
ка глубокого обучения в Северной Америке 
является восприимчивость организаций этого 
региона к внедрению технологий глубокого 
обучения для защиты контента от пиратства 
и нарушений при передаче данных, для предот-
вращения веб-угроз, кибер-атак и серьезных 
потерь данных, а также тот факт, что именно 
на территории США сосредоточены наиболее 
крупные поставщики этих технологий.
Однако, как показывают данные прогноза 
аналитической компании Tractica [18], темпы 
роста объемов рынка высокотехнологичных 
товаров и услуг, основанных на технологиях 
глубокого обучения, в странах азиатско-тихо-
океанского региона достаточно велики, чтобы 
в ближайшие 7 лет именно они захватили лиди-
рующие позиции на этом перспективном рынке.
Ключевые инвесторы 
развития технологий  
глубокого обучения
В качестве ключевых игроков на глобаль-
ном рынке технологий глубокого обучения 
аналитики MarketsandMarkets выделяют такие 
компании как Google Inc. (США) и её подраз-
деление Google DeepMind, создавшее сеть 
AlphaGo, и Google Brain, IBM Corporation 
(США), Intel Corporation (США), Microsoft 
Corporation (США), NVIDIA Corporation (США), 
Hewlett Packard Enterprise (США), Baidu Inc. 
(Китай) (Baidu Institute of Deep Learning), ком-
пания Qualcomm Technologies Inc. (США), 
Sensory Inc. (США), General Vision Inc. (США), 
Skymind (США), Facebook Inc. (США) (подраз-
деление Facebook AI Research). Множество 
разработок ведётся в технических университе-
тах по всему миру [17].
Уверенность бизнеса в перспективности 
технологий глубокого обучения подтвержда-
ет и тот факт такие гиганты IT-индустрии, как 
Apple, Google, Facebook скупают специали-
стов (а иногда и целые коллективы), занимаю-
щихся глубокими нейросетями.
Например, компаниями Google и Facebook, 
были рекрутированы Джеффри Хинтон (Geoffrey 
E. Hinton) и его коллега Руслан Салахутдинов 
(Ruslan Salakhutdinov) практически сразу же по-
сле того, как в 2006 г. им удалось существенно 
продвинуться в развитии глубокого обучения. 
Уже в 2012 г. компания Google, вскоре после 
того, как Джеффри Хинтон стал ее сотрудни-
ком, провела эксперимент, доказывающий 
правильность подхода Хинтона к машинному 
обучению и высокий потенциал для коммерци-
ализации технологии. В ходе испытаний нейро-
сеть проанализировала 10 млн. скриншотов 
различных случайных видео из YouTube, среди 
которых с высокой степенью точности смогла 
определить изображения кошек. В настоящий 
момент Google реализует более 1000 проек-
тов на основе технологий глубокого обучения 
во всех его основных продуктовых секторах 
включая поиск, Android, Gmail, в сентябре 
2016 г. Google интегрировал глубокое обуче-
ние в Google Translate, карты, YouTube. Техно-
логия глубокого обучения посредством анализа 
большого количества изображений положена 
в основу успешной реализации проекта самоу-
правляемого автомобиля Google [19].
Значительный прогресс в сфере глубоко-
го обучения вызвал всплеск инвестиционной 
активности в мире. Уровень финансирова-
ния ИИ-ориентированных стартапов, по дан-
ным исследовательской компании CB Insights, 
в 2016 г. достиг рекордно высокого уровня – 
1 млрд. долл. Во втором квартале 2016 г. 
было проведено 121 раундов финансирова-
ния для подобных стартапов (для сравнения 
во втором квартале в 2011 г. был проведен 
только 21 раунд). В конце сентября 2016 г. 
пять корпоративных лидеров ИИ –  Amazon, 
Facebook, Google, IBM и Microsoft –  создали 
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некоммерческое партнерство по ИИ чтобы 
адаптировать общество к пониманию этой 
проблемы и проводить исследования по во-
просам этики и передовой практики [20].
Как отметил журнал Forbes, немалый ин-
терес ко всему, что связано с технологиями 
deep learning проявляет известный американ-
ский венчурный капиталист и один из первых 
инвесторов Facebook Джим Брейер. В своей 
речи на Всемирном экономическом форуме 
в Давосе в январе 2016 г. Джим Брейер от-
метил, что ближайшие десять лет именно эти 
технологии перевернут привычные нам инду-
стрии –  от медицины до развлечений [9].
Google, IBM, Intel, Baidu, Samsung, Apple 
и другие технологические гиганты активно по-
полняют свои бизнес портфели, приобретая 
стартапы ИИ.
Одним из лидеров гонки за рынок това-
ров и услуг, основанных на технологиях глу-
бокого обучения, стала Google. Чтобы рас-
ширить свое присутствие на рынке глубокого 
обучения, Google в качестве главной приняла 
стратегию разработки новых продуктов, со-
трудничества и поглощений. В 2014 г. компа-
ния Google приобрела 4 стартапа, ориенти-
рованныех на технологии глубокого обучения: 
DeepMind, Vision Factory, Dark Blue Labs, 
и DNNresearch [21]. Сумма сделки только 
с DeepMind Technologies (Великобритания) 
составила за 600 млн. долл.
Подобной стратегии придерживается и кор-
порация Intel. С января 2015 г. корпорация 
приобрела около 5 стартапов, ведущих раз-
работки в области ИИ, в том числе связан-
ных с технологиями глубокого обучения. Так 
в 2016 г. Intel подписала соглашение о покуп-
ке стартапов Nervana System (на сумму более 
400 млн. долл.) и Movidius (сумма сделки не 
разглашаются), которые разрабатывают техно-
логию специально для различных этапов вычис-
лений глубокого обучения [20].
Apple, которая присоединилась к гонке 
в 2015 г., инвестировала в последние годы 
в технологии ИИ, особенно в покупку ИИ – 
ориентированных компаний, значительные 
средства. Осенью 2015 г. эта компания при-
обрела Perceptio и VocalIQ, а также Faceshift 
Рис. 1. Динамика патентной активности по направлению «глубокое обучение»
Источник: БД Орбит, данные на 02.12.2016 г.
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(швейцарскую компанию –  разработчика 
технологии захвата мимики лица и Emollient). 
Совсем недавно (в конце 2016 г.) приобрела 
компанию Turi, которая среди других решений, 
основанных на ИИ, разработала инструмен-
тарий, позволяющий использовать в програм-
мах технологии глубокого обучения. Сумма 
этой сделки близка к 200 млн. долл. [22].
Эти инвестиции показывают, что, несмотря 
на разницу между ожидаемыми будущими пер-
спективами ИИ и его текущим потенциалом, 
компании готовы платить огромные суммы за 
приобретение этих технологий и пополнение 
своего банка интеллектуальных идей путем 
привлечения относительно редких талантов 
в этой сфере, чтобы получить долю на рынке.
Патентная активность 
в области технологий 
глубокого обучения
Технологический прорыв в области глубо-
кого обучения отразился в экспоненциаль-
ном росте патентной активности по направ-
лению во всем мире (рис. 1). По данным БД 
Орбит, только за последние 5 лет (с 2012 г. 
по 2016 г.) количество подаваемых заявок на 
патенты, связанных с этими технологиями, вы-
росло на порядок (в 11,9 раз). Столь высокая 
динамика роста числа предлагаемых техноло-
гических решений свидетельствует о высоком 
потенциале коммерческой реализации про-
дуктов и услуг, основанных на методах глубо-
кого обучения.
Данные патентного анализа подтверждают 
лидирующие позиции США в данном сегмен-
те технологического рынка, на втором месте 
по объемам патентования находится Китай.
Анализ динамики патентования в странах, 
занимающих первые 30 позиций в мире по па-
тентной активности, ярко демонстрирует, что 
темпы патентования в области глубокого обу-
чения наиболее активно наращивают резиден-
ты США и Китая, что, несомненно, позволит 
этим странам удерживать лидерство в данном 
сегменте формирующегося рынка (рис. 2).
Наибольшая часть патентных документов 
сосредоточена в портфелях транснациональ-
ных корпораций. Рейтинг правообладателей 
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Рис. 2. Динамика патентования по странам приоритета  
по направлению «глубокое обучение»
Источник: БД Орбит, данные на 02.12.2016 г.
ЭКОНОМИКА НАУКИ 2017, Т. 3, № 2
ЭНтренды
133
патентов возглавляют крупнейшие корпора-
ции США –  Microsoft, IBM, Google, Yahoo 
(всего 11 компаний США). Среди лидеров-па-
тентообладателей 5 корпораций Японии, 
4 корпорации Республики Корея. В топ-30 
правообладателей патентов по направлению 
«глубокое машинное обучение» вошли 7 уни-
верситетов и 2 компании Китая, что свиде-
тельствует об интенсивной исследовательской 
деятельности в области глубокого обучения 
в стране, стремящейся к лидерству в данном 
сегменте технологического рынка (табл. 1).
Проведенный анализ активности основных 
игроков на глобальном рынке интеллекту-
альной собственности технологий, связанных 
с методами глубокого обучения, позволяет 
сделать заключение, что в мире развернулась 
жесткая конкуренция место в данном сегменте 
Таблица 1
Топ-30 патентообладателей мира по направлению «глубокое обучение»
Компания Страна Количество патентов
1. MICROSOFT TECHNOLOGY LICENSING США 526
2. IBM США 273
3. GOOGLE США 175
4. YAHOO США 154
5. SIEMENS Южная Корея 99
6. MICROSOFT США 95
7. ZHEJIANG UNIVERSITY Китай 90
8. FACEBOOK США 82
9. SAMSUNG ELECTRONICS Южная Корея 80
10. STATE GRID CORPORATION OF CHINA (SGCC) Китай 79
11. HEWLETT PACKARD США 79
12. SIEMENS HEALTHCARE Южная Корея 74
13. AMAZON TECHNOLOGIES США 65
14. TSINGHUA UNIVERSITY Китай 63
15. NEC Япония 63
16. KOREA ELECTRONICS TELECOMM Южная Корея 62
17. SONY Япония 61
18. NIPPON TELEGRAPH & TELEPHONE Япония 59
19. PHILIPS Нидерланды 57
20. SHANGHAI JIAO TONG UNIVERSITY Китай 55
21.  INSTITUTE OF AUTOMATION OF THE CHINESE ACADEMY  
OF SCIENCES Китай 54
22. INTEL США 54
23. QUALCOMM США 52
24. GENERAL ELECTRIC США 51
25. BAIDU ONLINE NETWORK TECHNOLOGY Китай 49
26. FUJIFILM Япония 47
27. BEIJING UNIVERSITY OF TECHNOLOGY Китай 47
28. TOKYO ELECTRON Япония 44
29. CHONGQING UNIVERSITY Китай 43
30. UNIVERSITY OF ELECTRONIC SCIENCE & TECHNOLOGY OF CHINA Китай 42
Источник: БД Орбит, данные на 02.12.2016 г.
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рынка интеллектуальной собственности среди 
крупнейших корпораций мира.
Перспективы развития 
технологий ИИ и глубокого 
обучения в России
Оценка перспектив развития технологий 
глубокого машинного обучения на внутрен-
нем рынке России дана в Дорожной карте 
«Нейронет» Национальной технологической 
инициативы (ДК НТИ «Нейронет») [23], раз-
работанной Рабочей группой по реализации 
ДК НТИ «Нейронет» и Отраслевым союзом 
Нейронет при участии АО «РВК» и Агентства 
стратегических инициатив по продвижению 
новых проектов Министерства образования 
и науки Российской Федерации. Этот доку-
мент был одобрен 24 ноября 2016 г. Пре-
зидиумом Совета при Президенте Россий-
ской Федерации по модернизации экономики 
и инновационному развитию России и полу-
чил статус документа целеполагания, высту-
пающего основой для разработки проектов 
Национальной технологической инициативы. 
По оценкам разработчиков ДК НТИ «Нейро-
нет», объем глобального рынка технологий, 
связанных с ИИ и, в частности, с глубоким 
машинным обучением к 2035 г. достигнет 
360 млрд. долл. Прогнозируемая в дорожной 
карте доля России в сегменте НейроАсси-
стенты к этому периоду должна составить 2% 
(т. е. 7.2 млрд. долл.).
Объем российского внутреннего рынка 
в ДК НТИ «Нейронет» на 2016 г. оценивался 
в 4 млрд. руб. и, по прогнозам разработчи-
ков дорожной карты, к 2020 г. увеличится на 
порядок достигнув 44 млрд. руб.
По мнению экспертов, Россия обладает 
немалым потенциалом в сфере развития тех-
нологий ИИ [9, 24]. Конкурентным преимуще-
ством для России, прежде всего, должно стать 
наличие большого количества сильных специ-
алистов в machine learning в целом и в обла-
сти глубокого обучения в частности.
На то, что особенно перспективной сре-
ди европейских стран является РФ, указывает 
рейтинг пользователей Kaggle. Kaggle.com – 
интернет-платформа для специалистов в об-
ласти больших данных и машинного обучения 
разных уровней, где они могут опробовать 
свои модели анализа данных на серьезных 
и актуальных задачах. По состоянию на 
май 2016 г., в Kaggle насчитывалось более 
536000 зарегистрированных пользователей 
из 194 стран [25]. Цель проекта –  свести вме-
сте исследователей и компании, заинтересо-
ванные в решении задач, связанных с анали-
зом и обработкой больших массивов данных. 
Компания формулирует задачу, где решение 
или оптимизация подразумевает анализ дан-
ных, определяет приз для победителя и сро-
ки. Победители отбираются на конкурсной 
основе среди отдельных аналитиков или ко-
манд, предлагающих свои идеи и разработ-
ки. Стоимость проектов составляет от не-
скольких долларов до нескольких миллионов 
долларов. По данным Kaggle, Россия входит 
в топ-5 стран, наиболее активно участвую-
щих в ИИ проектах. Среди 75 тыс. участников 
Kaggle специалисты из России занимают по 
своей доле 4-е место.
Kaggle регулярно проводит соревнования 
по анализу данных, и именно выходцы из Рос-
сии и СНГ постоянно берут призовые места. 
Илья Суцкевер, выходец из России и выпуск-
ник университета Торонто, сегодня является 
руководителем исследовательских программ 
в широко известном некоммерческом проекте 
по искусственному интеллекту Open.AI Илона 
Маска и прочих титанов Кремниевой доли-
ны. Руслан Салахутдинов перешел в один из 
лучших в мире вузов для ИТ-специалистов – 
Карнеги-Меллон, стал профессором в депар-
таменте machine learning. Андрей Карпаты 
работает в Стэнфорде и тоже присоединился 
к исследовательской группе Open.AI. Все это 
легенды среди исследователей в области тех-
нологий глубокого обучения.
В России создана лаборатория 
DeepHackLab в МФТИ, которая проводит 
международные научные хакатоны с участием 
специалистов из Deepmind и других компа-
ний. DeepHackLab единственная в СНГ и Вос-
точной Европе получила серверный грант от 
Facebook за исследования в области ИИ. 
И в СНГ, и за рубежом появляются компа-
нии в области технологий глубокого обучения, 
опирающиеся на российские корни [9].
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Разработками в области нейронных се-
тей в России занимаются не только старта-
пы, но и крупные технологические компании. 
Например, холдинг Mail.Ru Group применяет 
нейросети для обработки и классификации 
текстов в «Поиске», анализа изображений. 
Компания также ведёт экспериментальные 
разработки, связанные с ботами и диалого-
выми системами [27].
Созданием собственных нейросетей за-
нимается и компания Яндекс. Например, 
Яндекс разработал новый алгоритм «Па-
лех», который использует нейронные сети 
для формирования поисковой выдачи. Ме-
тоды позволят лучше воспринимать запросы 
пользователей, основываясь не только на 
использовании ключевых слов, но и их смыс-
ловых аналогов. Среди наиболее известных 
разработок компании сервис онлайн-заказа 
такси «Яндекс.Такси» с технологией интел-
лектуального распределения заказов, уче-
том дорожной ситуации и специальных по-
желаний пользователей [27].
ПАО «КамАЗ» разрабатывает систему 
полуавтономного управления автомобилем, 
которая будет строиться на комплексе техно-
логий ИИ –  компьютерного зрения, машин-
ного обучения, речевых технологий. В сотруд-
ничестве с российской компании Cognitive 
Technologies автопроизводитель готовится 
к выпуску предпромышленной версии систе-
мы помощи водителю ADAS (Advanced Driver 
Assistance System) первого уровня [6].
Пионер в сфере использования чат-ботов 
мессенджер Telegram стал локомотивом раз-
вития индустрии в России с таким ярким рос-
сийским стартапом, как Chatfuel, в который 
вложились крупнейшие зарубежные венчур-
ные компании [6].
Робот «Вера», созданный петербургской 
компанией Stafory, проводит собеседование 
с потенциальными кандидатами на открытые 
вакансии, делая за полчаса ту работу, кото-
рую три-четыре человека делают неделю [6].
Примеры внедрения сервисов машинного 
обучения отмечены и в финансовой сфере. 
Так, в конце 2016 г. Сбербанк анонсировал 
запуск робота-юриста, а годом ранее банк 
запустил систему искусственного интеллекта 
Iron Lady, которая обзванивает должников [6].
К тому же, российские технологические ги-
ганты, активно использующие ИИ технологии, 
остро нуждаются в профильных специалистах. 
Например, в конце июня 2016 г. на сайте од-
ного из крупнейших рекрутиноговых агентств 
HH.ru 26% от 120 вакансий по машинному 
обучению, были размещены компаниями Ян-
декс, Mail.ru и Лаборатория Касперскогого 
(табл. 2).
Однако, как отмечено экспертами, участву-
ющими в разработке ДК НТИ «Нейронет», 
только 20% объема выполняемых в России 
исследований и разработок в области ней-
ротехнологий осуществляется коммерческими 
компаниями. Основная часть исследований 
в данной сфере реализуется в государствен-
ных научно-исследовательских институтах 
и университетах. В ДК НТИ «Нейронет» пред-
ставлен обширный перечень университетов, 
научных центров и институтов РАН, проводя-
щих исследования по направлению базовых 
биоморфных нейросетевых архитектур искус-
ственных когнитивных систем, и которые, по 
мнению экспертов, «представляют собой ре-
Таблица 2
Вакансии для специалистов в области машинного обучения
Компания Количество вакансий Доля от общего  количества вакансий,%
Неизвестный работодатель 15 13
Яндекс 14 12
Mail.ru 9 8
Лаборатория Касперскогого 8 7
Другие 51 компании 74 62
Источник: [24], данные на июнь 2016 г.
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зерв, на который можно опереться при уча-
стии России в развертывании сети центров 
по технологиям Нейронета мирового уровня» 
[23]. Среди них Научный Центр Неврологии 
РАН, Отдел нейронаук Научно-исследова-
тельского центра «Курчатовский институт», 
биологические факультеты Московского госу-
дарственного университета имени М. В. Ло-
моносова и Нижегородского государствен-
ный университета имени Н. И. Лобачевского, 
биолого-почвенный факультет Санкт-Петер-
бургского государственного университета, 
Научно-исследовательский институт нейроки-
бернетики им. А. Б. Когана Южного федераль-
ного университета, Центр нейрокогнитивных 
исследований Московского городского пси-
холого-педагогического университета, НИИ 
нейрохирургии имени Н. Н. Бурденко, Инсти-
тут высшей нервной деятельности и нейрофи-
зиологии РАН, НИИ нормальной физиологии 
им. П. К. Анохина, Институт цитологии РАН, 
Институт биофизики клетки РАН, Институт 
мозга человека РАН, Институт теоретической 
и экспериментальной биофизики РАН, Физи-
ко-технический институт им. А. Ф. Иоффе РАН, 
Казанский институт биохимии и биофизики 
КазНЦ РАН. Нейросетевые модели обработ-
ки информации в структурах мозга создаются 
в Институте математических проблем биоло-
гии РАН, Институте прикладной математики 
имени М. В. Келдыша РАН, Институте проблем 
передачи информации имени А. А. Харкевича 
РАН, НИИ нейрокибернетики имени А. Б. Ко-
гана Южного федерального университета.
Инвестиции в разработки 
в области ИИ и глубокого 
машинного обучения в России
В ДК НТИ «Нейронет» нет сведений об 
объемах финансирования в России направ-
ления ИИ и глубокого машинного обучения, 
однако приводятся данные о том, что общее 
бюджетное финансирование проектов в об-
ласти нейронаук и нейротехнологий, которое 
обеспечили органы исполнительной власти 
и институты развития в 2013–2015 гг., со-
ставило порядка 3,6 млрд. руб. Наибольший 
объем поддержки предоставлен в рамках 
ФЦП «Развитие фармацевтической и меди-
цинской промышленности Российской Феде-
рации на период до 2020 года и дальнейшую 
перспективу» (1,2 млрд. руб.), Российским 
научным фондом (1 млрд. руб.) и ФЦП «Ис-
следования и разработки по приоритетным 
направлениям развития научно-технологиче-
ского комплекса России на 2014–2020 годы» 
(0,9 млрд. руб. в рамках текущей и предше-
ствующей программ).
Анализ бюджетного финансирования ис-
следований различных стадий показывает, 
что на прикладные исследования приходит-
ся существенно меньшее финансирование 
(0,6 млрд. руб.), чем на фундаментальные 
и поисковые исследования (1,35 млрд. руб.) 
и НИОКР (1,5 млрд. руб.).
К проектам, касающимся технологий ИИ, 
проявляют интерес и российские венчурные ин-
весторы [23]. Так, в 2016 г. Russian Technology 
Partners инвестировали в американско-бело-
русский стартап WorkFusion, специализирую-
щийся на разработке смарт-платформ авто-
матизации технологических процессов.
Российский венчурный фонд Flint Capital 
поддержал стартап по машинному обуче-
нию YouAppi (Израиль) и интеллектуальную 
систему поиска Findo российской компании 
Abbyy. В конце 2016 г. Flint Capital стал ве-
дущим инвестором раунда финансирования 
на 13 млн. долл. американского стартапа 
Socure, который занимается разработкой 
технологии идентификации личности для фи-
нансовых организаций, инвестировав в этот 
стартап 2,5 млн. долл. Также Flint Capital 
и фонд Юрия Гурского Haxus Venture ин-
вестировали 1 млн. долл. в сервис Flo, ко-
торый использует нейронные сети для про-
гнозов менструального цикла у женщин. 
Проект разработан американским старта-
пом OWHealth, основанным предпринима-
телями из Белоруссии –  Дмитрием Гурским 
(брат Юрия Гурского), Максимом Скробовым 
и Андреем Ковзелем. Компания намерена 
потратить средства на развитие технологии 
машинного обучения, чтобы создать персо-
нального ассистента по вопросам здоровья, 
который будет помогать женщинам вести 
здоровый образ жизни, а также готовиться 
к беременности и родам [28].
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Следует отметить, что российские венчур-
ные фонды в основном сосредоточили свое 
внимание на иностранных компаниях. Эту 
закономерность отмечают и аналитики Wall 
Street Journal. По мнению экспертов, несмо-
тря на некоторую инвестиционную актив-
ность, рынок когнитивных технологий в России 
находится еще в зачаточном состоянии [24].
Представленные на рис. 3 данные показы-
вают, что количество российских стартапов, 
занимающихся разработкой технологий ИИ 
и получивших внешнее финансирование за 
период с 2011 по 2015 гг. остается на преж-
нем уровне, в то время как количество сделок 
по ИИ во всем мире за тот же период вырос-
ло почти на 500%.
Наиболее активными инвесторами 
в ИИ-стартапы на ранних этапах развития яв-
ляются Фонд Сколково (Skolkovo Foundation) 
и Фонд развития интернет-инициатив в Рос-
сии (IIDF) на долю которых приходится более 
60% сделок (табл. 3).
Рис. 3. Динамика количества профинансированных ИИ-стартапов в России  
(только внешнее финансирование) и в мире за период с 2011 по 2015 гг.
Источник: Data-Flint Capital [24]
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Таблица 3
Инвесторы по крайней мере 2-х сделок  
в сегменте когнитивных технологий на российском рынке
Компания Количество сделок
Skolkovo Foundation 18
IIDF 5
Plug and Play 2
iDealMachine 2
GenerationS Accelerator 2
12BF 2
Moscow Seed Found 2
Ashmanov & Partners 2
Источник: Data-Flint Capital [24]
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Негативное влияние на потенциальные пер-
спективы технологий ИИ в России оказывает 
низкий уровень интернационализации. По 
данным аналитической компании CBInsights 
из 38 проанализированных отечественных 
компаний, только 8 привлекли иностранные 
инвестиции. В то же время, в 2010–2014 гг. 
в сфере российской интернет-торговли, од-
ной из самых инвестиционно привлекательных 
областей, более половины сделок было про-
ведено с участием иностранных инвесторов. 
По мнению экспертов, российские компании 
упускают возможности, связанные с разра-
боткой технологий ИИ, сосредоточив свои 
усилия на ограниченном числе приложений, 
в частности, на производстве потребитель-
ских товаров и робототехники, уделяя меньше 
внимания одним из самых горячих тем данно-
го технологического направления, таким как 
кибербезопасность, финансы и здравоохра-
нение. Наиболее популярными технологиче-
скими сегментами ИИ технологий в России 
на сегодняшний день являются компьютерное 
зрение и робототехника [24].
Место России  
на патентном ландшафте 
в области технологий  
глубокого обучения
В табл. 4 представлен перечень правооб-
ладателей патентов РФ, защищающих реше-
ния резидентов страны в области технологий 
ИИ. Этот перечень не велик и количество па-
тентов, принадлежащих этим правообладате-
лям, исчисляется единицами. Самая большая 
коллекция патентов РФ у компании Яндекс, 
которая уже на протяжении нескольких лет 
применяет технологии ИИ в своих поисковых 
механизмах. Однако объем ее патентного 
портфеля значительно уступает компаниям, 
вошедшим в рейтинг топ 30-и крупнейших 
патентообладателей мира. Напомним, что 
в рейтинг топ-30 вошли 7 университетов и 
2 компании Китая, минимальный портфель па-
тентов которых составил, по нашим данным, 
42 патента, а максимальный –  90. Возможно 
нам не удалось идентифицировать все рос-
сийские компании, имеющие патентные доку-
менты, охраняющие решения в области глу-
Таблица 4
Правообладатели патентов с российским приоритетом  
по направлению «Глубокое обучение»
Правообладатель Количество  патентов
YANDEX EUROPE 8
YANDEX 3
SAMSUNG ELECTRONICS 2
ЗАКРЫТОЕ АКЦИОНЕРНОЕ ОБЩЕСТВО «ИМПУЛЬС» 2
ФГУП ПЕНЗЕНСКИЙ ЭЛЕКТРОТЕХНИЧЕСКИЙ НИИ 1
ИНСТИТУТ СИСТЕМНОГО ПРОГРАММИРОВАНИЯ РОССИЙСКОЙ  
АКАДЕМИИ НАУК 1
ЗАО «КОМПАНИЯ «РУССКИЙ СТАНДАРТ». 1
МОСКОВСКИЙ ГОСУДАРСТВЕННЫЙ МЕДИКО-СТОМАТОЛОГИЧЕСКИЙ 
УНИВЕРСИТЕТ (МГМСУ) 1
S1 Corporation (KR) 1
SIEMENS 1
ЦЕНТРАЛЬНОЕ НАУЧНО-ПРОИЗВОДСТВЕННОЕ ОБЪЕДИНЕНИЕ (ЦНПО)  
«ЛЕНИНЕЦ» 1
РЯЗАНСКИЙ МЕДИЦИНСКИЙ ИНСТИТУТ ИМ. АКАД. И.П. ПАВЛОВА 1
ЗАКРЫТОЕ АКЦИОНЕРНОЕ ОБЩЕСТВО ТОКССОФТ 1
Источник: БД Орбит, данные на 01.12.2016 г.
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Рис. 4. Распределение патентов РФ по странам приоритета  
по направлению «глубокое обучение»
Источник: БД Орбит, данные на 02.12.2016 г.
Рис. 5. Динамика патентования российских изобретателей  
по направлению «глубокое обучение»
Источник: БД Орбит, данные на 02.12.2016 г.
0
1
3
4
6
8
9
10
12
Год публикации
Действующие патенты
1
3 3
44
8 8
111 1
1
1
1
1
3
2
1
1
6 4
19
96
19
97
19
98
19
99
20
00
20
01
20
02
20
03
20
04
20
05
20
06
20
07
20
08
20
09
20
10
20
11
20
12
20
13
20
14
20
15
20
16
2
5
7
11
Заявки на изобретения Недействующие патенты
ЭКОНОМИКА НАУКИ 2017, Т. 3, № 2
ЭН тренды
140
бокого машинного обучения и отраженные 
в БД Орбит, однако полученные результаты 
достаточно красноречиво демонстрируют 
критическое отставание России от компаний 
и университетов –  лидеров патентования.
В целом, по уровню патентования техниче-
ских решений в области глубокого обучения, 
РФ занимает очень слабые позиции и не отно-
сится к странам, которые вступили в борьбу за 
перспективные рынки товаров и услуг, создан-
ных на базе этих технологий. Из 104-х патентов 
РФ по этой теме только 40 имеют российский 
приоритет (рис.  4) и только 7 патентов полу-
чены российскими разработчиками в зарубеж-
ных патентных ведомствах. Такие показатели 
совершенно не соотносятся с амбициозными 
планами «сформировать глобально конкурен-
тоспособный российский сегмент рынка Ней-
ронет», обозначенными в ДК НТИ «Нейронет».
Следует отметить, что 57 патентов из 
140 выданных Роспатентом имеют приори-
тет США, что свидетельствует об активном 
стремлении США к лидерству и на внутрен-
нем рынке РФ.
О низкой патентной активности россий-
ских изобретателей свидетельствует и ди-
намика патентной активности (рис.  5). Нам 
удалось идентифицировать всего 5 заявок, 
поданных резидентами России за последние 
2 года (2015–2016 гг.).
Полученные данные иллюстрируют недоста-
точную готовность российских патентооблада-
телей конкурировать в отдельных нишах гло-
бального рынка технологий глубокого обучения.
Проведенный анализ российских участ-
ников рынка технологий ИИ и технологий 
глубокого обучения выявил наличие доста-
точно развитой технологической экосистемы 
в России, которая способна обеспечить эту 
отрасль высококвалифицированными специа-
листами и разработками ранних стадий. Од-
нако, несмотря на проявление некоторой ин-
вестиционной активности, рынок технологий 
ИИ в России только начинает формироваться.
ЗАКЛЮЧЕНИЕ
Результаты выполненного обзора и патент-
ного анализа позволяют отнести технологии 
ИИ и глубокого машинного обучения к числу 
четко оформленных и восходящих трендов гло-
бальной научно-технологической сферы. Анали-
тики прогнозируют стремительный рост рынка 
применения таких технологий уже в ближайшие 
годы. Активность основных игроков на глобаль-
ном рынке технологий глубокого машинного 
обучения позволяет сделать заключение, что 
на сегодняшний день основной очаг формиру-
ющейся отрасли – это США, которые являются 
правообладателями крупнейшего портфеля па-
тентов, касающихся технологий глубокого ма-
шинного обучения. В этой же стране отмечена 
и самая высокая концентрация финансируемых 
стартапов в области развития технологий ИИ. 
Высокие темпы роста объемов финансирования 
разработок и инвестиций в стартапы в области 
технологий ИИ и технологий глубокого машин-
ного обучения в странах  азиатско-тихоокеан-
ского региона и, в частности, в Китае, также, по 
мнению экспертов, приведут к захвату лидирую-
щих позиций на формирующемся рынке.
Анализ потенциала российских участников 
перспективного рынка товаров и услуг, свя-
занных с технологиями ИИ, достаточно вы-
сок. Конкурентным преимуществом России, 
является наличие большого количества высо-
коквалифицированных специалистов в сфере 
машинного обучения в целом и в области 
технологий глубокого машинного обучения, 
в частности, которые, по мнению экспертов, 
способны внести значительный вклад в разви-
тие не только российской, но и мировой циф-
ровой экономики [29].
Среди факторов, негативно влияющих на 
развитие направления в России, аналитики от-
мечают низкий уровень интернационализации 
и диверсификации данного технологического 
сектора. Сдерживающим фактором развития 
направления может служить и крайне низкий 
уровень активности патентования российски-
ми организациями, ведущими исследования 
и разработки в этой области.
Тем не менее, стабильно возрастающий 
спрос на услуги и приложения с использова-
нием технологий ИИ и, в частности, техноло-
гий глубокого машинного обучения оправды-
вает риск инвестиций в данное направление.
На фоне жесткой конкуренции за зарожда-
ющемся рынке технологий ИИ планы России 
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по завоеванию даже отдельных сегментов это-
го рынка, отраженные в ДК НТИ «Нейронет», 
выглядят мало достижимыми, при сохранении 
определенных документом темпов развития 
этого технологического направления:
- 2016–2018 гг. –  развитие Нейронет 
в сегментах-предшественниках рынка Ней-
ронет и создание инновационной информа-
ционно-аналитической инфраструктуры для 
обеспечения потока патентоспособных раз-
работок и технологий;
- 2019–2025 гг. –  формирование рынка 
предшественника для рынка Нейронет (про-
то-Нейронет) и возникновение сотен стартапов;
- 2025–2035 гг. –  формирование полно-
ценного рынка Нейронет и появление нацио-
нальных компаний-чемпионов.
В ДК НТИ «Нейронет» одним из целевых 
показателей, который позволит достигнуть 
к 2020 г. увеличения объемов внутренне-
го рынка в данном направлении в 11 раз, 
а доли России на мировом рынке до 0,25%, 
является «количество малых предприятий на 
рынке Нейронет», которое, по прогнозам 
разработчиков дорожной карты, вырастет 
с 30-и в 2016 г. до 120 к 2020 г. Однако, по 
мнению экспертов, применение искусственных 
нейросетей пока могут позволить себе, глав-
ным образом, крупные компании, ввиду нали-
чия существенных ограничений для предприя-
тий малого бизнеса, среди которых сложность 
и дороговизна аппаратного обеспечения, не-
обходимого для самостоятельного обучения 
нейронной сети [27, 30, 31].
Представляется, что заявленные индикато-
ры и сроки их достижения обрекают РФ на 
роль технологического аутсайдера в области 
ИИ. Кроме того, обращает на себя внимание 
тот факт, что до сих пор в РФ нет ни одной 
крупной компании, способной выступить в ка-
честве драйвера развития новой индустрии.
Эксперты также отмечают, что построение 
цифровой экономики –  это не только разви-
тие национального ИТ-сектора, но и интегра-
ция новейших технологий в реальный сектор 
экономики, а принятая в июне 2017 г. про-
грамма «Цифровая экономика РФ», соглас-
но которой страна к 2025 г. должна будет 
достичь целевых показателей, существенно 
улучшающих качество жизни населения, не 
должна сводиться к строительству центров 
обработки данных. Цифровая экономика не 
может существовать сама по себе, без реаль-
ного и сырьевого секторов [29].
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О ПРЕДОСТАВЛЕНИИ СУБСИДИЙ 
РОССИЙСКИМ ОРГАНИЗАЦИЯМ 
НА ЗАРУБЕЖНОЕ ПАТЕНТОВАНИЕ
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is carried out in public research institutes and universities, while in the countries – technological leaders the driver 
of development of the direction is the business sector.
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