Most recent approaches to monocular 3D human pose estimation rely on Deep Learning. They typically involve training a network to regress from an image to either 3D joint coordinates directly, or 2D joint locations from which the 3D coordinates are inferred by a model-fitting procedure. The former takes advantage of 3D cues present in the images but rarely models uncertainty. By contrast, the latter often models 2D uncertainty, for example in the form of joint location heatmaps, but discards all the image information, such as texture, shading and depth cues, in the fitting step.
Introduction
Monocular 3D human pose estimation is a longstanding Computer Vision problem. Over the years, two main classes of approaches have been proposed: Discriminative ones, that directly regress 3D pose from image data [2, 7, 32, 51, 62] , and generative ones that search the pose space for a plausible skeleton configuration that aligns with the image data [20, 54, 63] .
Recently, with the advent of ever larger datasets [28] , models have evolved towards deep architectures, but the story remains largely unchanged. The state-of-the art approaches can be roughly grouped into those that directly predict a 3D pose from images [28, 36, 59, 60] , and those that first predict a 2D pose and then fit a 3D model to this 2D Figure 1 . Overview of our approach. One stream of our network accounts for uncertainty by making use of probability maps of 2D joint locations. The second stream leverages all 3D cues in the input image by directly acting on it. The outputs of these two streams are then fused to obtain the final 3D human pose estimate. We study different fusion strategies ranging from early to late ones.
prediction [8, 67, 70] . While methods of the first kind leverage all the image information, such as texture, shading, and depth cues, they do not explicitly model body joint location uncertainty, which is critical to account for the ambiguities of 3D human pose estimation.
By contrast, methods of the second kind explicitly account for this uncertainty, for example by producing heatmaps for the expected 2D positions. However, they rarely use image information, such as depth cues, to guide the fitting process. The method of [37] is the only exception we know of. It searches for a 3D pose that best matches an embedding of the input image, previously learned with a Deep Network. In doing so, it does not rely on 2D pose, and can thus retain the relevant image cues. However, searching is done over the training data, which is slow and not particularly accurate.
In this paper, we introduce a discriminative approach that jointly leverages uncertainty, represented by 2D probability maps, along with all the cues present in the image, including 3D ones. To this end, we develop a two-stream Convolutional Neural Network (CNN) such as the one depicted by Fig. 1 . Its first branch takes as input a probability map encoding the probable 2D joint locations and corresponding uncertainties. The probability map is itself computed using a U-shaped CNN [49] of the kind often used for semantic segmentation. The network's second branch takes the original image as input. The outputs of the two streams are combined by a fusion module that weighs their respective contributions and outputs a 3D pose. In short, our approach leverages the ability of one network to model 2D uncertainty and of the second to exploit 3D cues. Furthermore, it does not involve an expensive fitting procedure.
Ultimately, our key contribution is a general deep fusion framework to exploit both joint location uncertainty and 3D cues in the image. Here, we investigate several instances of this framework, corresponding to different fusion strategies ranging from early to late ones. To demonstrate the effectiveness of our approach, we evaluate these strategies on standard 3D human pose estimation benchmarks. Our experiments evidence the benefits of our approach over stateof-the-art methods, including both discriminative and generative ones. In particular, our late fusion strategy achieves significantly better accuracy than the state-of-the-art.
Related Work
Over the years, monocular 3D human pose estimation has received much attention in Computer Vision. The existing approaches can be roughly categorized into discriminative and generative ones. Here, we review both types of approaches, with a particular focus on the state-of-the-art.
Discriminative methods aim at predicting 3D pose directly from the input data, may it be single images [26, 27, 35, 36, 37, 47, 50, 59, 68] , depth images [22, 45, 53] , or short image sequences [60] . Early approaches falling into this category typically worked by extracting hand-crafted features and learning a mapping from these features to 3D poses [2, 7, 26, 27, 35, 51, 62] . Unsurprisingly, the more recent methods tend to rely on Deep Networks [36, 59, 60] . In particular, [36, 60] rely on 2D poses to pretrain the network, thus exploiting the commonalities between 2D and 3D pose estimation. In fact, [36] even proposes to jointly predict 2D and 3D poses. However, the two predictions are not coupled. More importantly, while these methods exploit all the available 3D image cues, they fail to model joint location uncertainty, which matters when addressing a problem as ambiguous as monocular 3D pose estimation.
Since pose estimation is much better-posed in 2D than in 3D, a popular way to model uncertainty is to use a generative model to find a 3D pose whose projection aligns with the 2D image data. In the past, this usually involved inferring a 3D human pose either by optimizing an energy function derived from image information, such as silhouettes [5, 13, 20, 21, 24, 29, 44, 54] , feature trajectories [69] and 2D joint locations [3, 4, 19, 34, 46, 52, 63, 64] , or 2D recognition-based pose retrieval approaches such as [17, 25, 39, 40] . In some algorithms [56, 57] , the uncertainty was represented directly in the 3D pose space. With the growing availability of large datasets and the advent of Deep Learning, the emphasis has shifted towards using discriminative 2D pose regressors [10, 12, 14, 15, 23, 30, 41, 42, 43, 61, 65, 66] to extract the 2D pose and infer a 3D one from it [8, 18, 67, 70] . The uncertainty is represented by heatmaps that encode the confidence of observing a particular joint at any given image location. A human body representation, such as a skeleton [70] , or a more detailed model [8] can then be fitted to these predictions. While this takes uncertainty into account, it ignores image information during the fitting process. It therefore discards potentially important 3D cues that could help resolve ambiguities.
Among the methods that fit a 3D pose to the image data, the one of [37] is the only exception to this we know of. It relies on learning an image embedding whose inner product with the corresponding 3D pose is higher than with an unrelated one. The embedding does not rely on 2D pose, and can thus preserve 3D image cues. However, in the end, the 3D pose is obtained by searching over the training set for the pose that best matches the input image, which essentially amounts to a fitting procedure. This process is slow and relatively inaccurate, since it cannot generalize beyond the training data. Furthermore, while preserving image cues, the embedding does not explicitly model uncertainty.
Here, in contrast to earlier approaches, we propose to make the best of both worlds. We introduce a two-stream network that models both uncertainty, via a 2D probability map stream, and 3D image cues, via an image stream. Our experiments clearly demonstrate the importance of accounting for both these information sources.
Approach
Our goal is to increase the robustness and accuracy of 3D pose estimation from a single image by exploiting 3D image cues to the full while also accounting for joint location uncertainty. To this end, we rely on the two-stream architecture depicted by Fig. 1 . The first stream operates on 2D probability maps that encode both the 2D joint locations and the corresponding uncertainties. The second extracts information directly from the original image. Their outputs are fused to predict a 3D pose. In the remainder of this section, we first formalize this general architecture. We then propose four different instances corresponding to different fusion strategies. Finally, we discuss how we compute the probability maps from the original image.
Formalization
] the probability maps encoding the probability of observing each one of J body joints at any given image location, and y ∈ R 3J the vector of 3D joint locations. Our two-stream architecture, as depicted by Fig. 1 , comprises three main building blocks. Fig. 1 . They combine 2D joint location probability maps with 3D cues directly extracted from the input image. In these four networks, we denote by C the convolutional layers and by F C the fully-connected ones. The numbers below each layer represent the corresponding size of the feature map for convolutional layers and the number of neurons for fully connected ones.
Probability map stream. It takes the probability map X as input and returns
where the behavior of function h(·) is controlled by θ h . Here, z X denotes the output feature map. The probability map X itself is estimated by a fully-convolutional network. Image stream. It takes the image I as input and returns
where the behavior of function g(·) is controlled by θ g and z I denotes the output feature map.
Fusion Network. It combines the outputs of h and g to predict the 3D pose. It can thus be expressed aŝ
where the behavior of function f (·) is controlled by θ f . Altogether, our two-stream network is therefore a composition of the functions h, g and f that predicts a 3D pose from an image and corresponding probability maps given the parameters θ = (θ h , θ g , θ f ). The output of this network can thus be written aŝ
For training purposes, given a set of N training triplets (I i , X i , y i ), we learn the parameters θ by minimizing the square loss, which can be expressed as
We use the ADAM [33] gradient update method with a learning rate of 10 −3 to guide the optimization procedure. We rely on dropout with a probability of 0.5 after each fullyconnected layer of the network and augment the training data by randomly cropping or rescaling 112 × 112 patches from the 128 × 128 input images to prevent overfitting and achieve translation invariance.
There are many ways to formulate the components h, g and f either in terms of Deep Networks or of simple algebraic formulas so that the whole network can be trained end-to-end. We describe four of them below.
Two-Stream Architecture and Fusion
The goal of our two-stream network is to combine a notion of uncertainty on the 2D joint locations, coming from probability maps, with image cues providing information about 3D. Here, we propose four different strategies to fuse this information, which range from early to late fusion, and all fall into the formalism introduced above.
The four architectures corresponding to these strategies are shown in Fig. 2 . They all use the same building blocks, that is, a CNN with three convolutional layers followed by three fully connected ones. The corresponding numbers of channels and feature map sizes are given in the figure. The filter sizes for the convolutional layers are 9×9, 5×5 and 5× 5, respectively. We use a 2 × 2 max-pooling layer after each convolutional layer. The activation function is the ReLU in all layers, except for the last one which has no nonlinearity.
The four architectures of Fig. 2 differ in the way the outputs of the two streams are fused. We describe these four approaches to fusion below.
Early Fusion. Since the image I and the probability map X have the same resolution W ×H, but different number of channels, the simplest approach to fusion is to concatenate them into a single W × H × (J + 3) volume that acts as input to a CNN trained to predict the 3D pose. In this case, the functions h(·) and g(·) of Eqs. 1 and 2 are simply identity maps. The fusion function f (·) of Eq. 3 performs the concatenation and forward propagation through the CNN. Fig. 2 (a) illustrates this strategy.
Average Fusion. At the other extreme, fusion can be performed by averaging 3D pose predictions from each stream. To this end, we implemented the model illustrated by Fig. 2(b) . In this case, h(·) represents the forward propagation of the probability map through a CNN that predicts the vector z X of Eq. 1, which here is a 3J-dimensional vector representing a 3D pose. Similarly, g(·) is implemented by another CNN that also predicts a 3J-dimensional vector, but directly from the input image. The two CNNs have the same architecture but different weights. Fusion reduces to averaging these two pose estimates, that is,
Note that this is similar in spirit to the approach of [58] for action recognition, where the scores coming from an image stream and an optical-flow stream were averaged.
Linear Fusion. Average fusion, as described above, implicitly assumes the predictions from both streams to be equally reliable for all joints. In practice, there is no reason for this be true. In fact, one expects the probability map stream, while possibly quite accurate in terms of 2D locations, to suffer from 3D ambiguities, which the image stream should help disambiguate, thanks to its access to subtle 3D image cues.
To account for this, we propose to weigh the respective contributions of each stream to the final pose prediction. To this end, we take the vectors z X and z I to be 4096-dimensional feature maps produced by the last fullyconnected layers of the two streams that implement g and Figure 3 . Network architecture for 2D probability map prediction. It consists of a contracting and expanding path where the features from the former are combined with the latter in order to exploit the context and localize joint positions. The network predicts probability maps, which encode the probability of a specific joint being observed at a given image location.
h, and define f as
where the parameters θ f now include the 3J × 8192 matrix W and the bias b. Fig. 2 (c) illustrates this fusion strategy.
Late Fusion. Finally, we can go beyond the linear fusion of the vectors z X and z I described above and combine them in a nonlinear way. As shown in Fig. 2(d) , we do this by introducing two additional fully-connected layers in the fusion function f (·). We use ReLU as the activation function to introduce nonlinearities. We will see in the results section that, in practice, this is the most effective approach.
2D Joint Location Probability Map Prediction
Our approach depends on generating probabilistic maps of the 2D joint locations that we can feed as input to the probability map stream. To do so, we rely on a modified version of the U-Net of [49] , which was initially developed for semantic segmentation in biomedical images and enables precise localization while capturing contextual information.
As shown in Fig. 3 , it is a fully-convolutional architecture that includes links between non-consecutive layers. Given a W × H × 3 RGB image I as input, it performs a series of convolutions and pooling operations to reduce its spatial resolution, followed by upconvolutions to produce an output of the same resolution as the input image. In our case, this output is a W × H probability map X with J channels, each one of which encodes the probability of a specific joint to be observed at a given image location. In other words, X(r, c, j) corresponds to the probability of finding the j th joint at pixel (r, c). We modified slightly the original architecture [49] . First, for computational efficiency, we use a single convolution at every level, instead of two. Second, we doubled the number of channels of the hidden feature maps to account for the larger number of channels of the output layer.
In its original formulation, the U-Net was designed to compute a separate probability distribution for every pixel over different channels, encoding the probability of a pixel to belong to one among several classes. Since we aim to compute a probability distribution per joint over the entire image, we modified the final softmax operation to reflect our goal. This yields a channel-wise softmax defined as
where L is the output of the last linear layer of the U-Net. This forces every channel of the output X to be a probability distribution, meaning that r,c X(r, c, j) = 1, ∀j. During training, we leverage this property by using the average cross-entropy between every channel of X and the ground-truth 2D positions y 2D as our loss function. More specifically, given N training pairs (I i , y 2D i ), the parameters of the network θ u are learned by minimizing the loss
where we omitted the explicit dependency of X on the parameters θ u to simplify the notation. N (y 
During training, we fix the standard deviation of the normal distribution to σ = 5 pixels and use ADAM for parameter updates with a learning rate of 10 −3 . In our experiments, we pretrained the U-Net for 2D probability map estimation as a preliminary step to training our two-stream network, using the training data specific to each experiment. Its parameters are then fixed, and we use it to generate the input to our two-stream network.
Results
In this section, we first describe the datasets we tested our approach on and the corresponding evaluation protocols. We then compare our approach against the state-ofthe-art methods and provide a detailed analysis of our general framework.
Datasets
We evaluate our approach on the Human3.6m [28] and KTH Multiview Football II [9] datasets described below. Human3.6m is a larger and more diverse motion capture dataset than its predecessors, such as HumanEva [55] and the CMU Motion Capture Dataset [1]. It includes 3.6 million images with their corresponding 2D and 3D poses. The poses are viewed from 4 different camera angles. The subjects carry out complex motions corresponding to daily human activities. As in [36, 37, 70] , we obtain the input images by extracting a square region around the subject using the bounding boxes that are part of the dataset and resize it to 128 × 128. We use the standard 17 joint skeleton from Human3.6m as our pose representation. KTH Multiview Football II provides a benchmark to evaluate the performance of pose estimation algorithms in unconstrained outdoor settings. The camera follows a soccer player moving around the pitch. The videos are captured from 3 different camera viewpoints. As in Human3.6m, we resize the input images to 128 × 128. The output pose is a vector of 14 3D joint coordinates.
Evaluation Protocol
On Human3.6m, we used the same data partition as in earlier work [36, 37, 38, 60, 70] for a fair comparison. The data from 5 subjects (S1, S5, S6, S7, S8) was used for training and the data from 2 different subjects (S9, S11) was used for testing. We evaluate the accuracy of 3D human pose estimation in terms of average Euclidean distance between the predicted and ground-truth 3D joint positions, as in [36, 37, 38, 60, 70] . Training and testing were carried out monocularly in all camera views for each separate action.
In [8] , the authors used a different protocol. Testing was carried out only in the frontal camera ("cam3") from trial 1 using the sequences from S9 and S11. The estimated skeleton was then further aligned to the ground-truth one by a rigid transformation. For completeness, we also evaluate our approach in this way.
On the KTH Multiview Football II dataset, we evaluate our method on the sequence containing Player 2, as in [6, 9, 60] . Following [60] , the first half of the sequence from camera 1 is used for training and the second half for testing. To compare our results to those of [6, 9, 60], we report accuracy using the percentage of correctly estimated parts (PCP) score. Since the training set is quite small, we propose to pretrain our network on the recently released synthetic dataset [11] , which contains images of sports players with their corresponding 3D poses. We then fine-tuned it using the actual training data from KTH Multiview Football II. We report results with and without this pretraining.
Comparison to the State-of-the-Art
We first compare our approach with state-of-the-art baselines on both datasets. Here, Ours refer to our late fusion strategy, which, as shown in Section 4.4, yields the best results among our four different strategies. Human3.6m. In Table 1 , we compare our results with those of the following state-of-the-art single-image based approaches: KDE regression from HOG features to 3D poses [28] , jointly training a 2D body part detector and a 3D pose regressor [36] , the maximum-margin structured learning framework of [37, 38] , the deep structured prediction approach of [59] and 3D pose estimation with mocap guided data augmentation [48] . For completeness, we also compare our approach to the following methods that rely on either multiple consecutive images or impose temporal consistency: regression from short image sequences to 3D poses [60] , fitting a sparse 3D pose model to 2D heatmap predictions across frames [70] , and fitting a 3D pose sequence to the 2D joints predicted by images and heightmaps that encode the height of each pixel in the image with respect to a reference plane. [16] . As can be seen from the results in Table 1 , our approach outperforms all the single-image baselines on all the action categories. In particular, it outperforms the imagebased regression methods of [28, 36, 37, 38, 59] , as well as the model-fitting strategy of [37, 38] . This, we believe, clearly evidences the benefits of fusing 2D uncertainty and 3D image cues, as achieved by our approach. Furthermore, we also achieve lower error than the method of [48] , de- spite the fact that it relies on additional training data. Interestingly, even though our algorithm uses only individual images, it also outperforms the methods that rely on sequences [16, 60, 70] on most action categories. The fact that the methods of [60] and [70] are more accurate on a small subset of actions suggests that we could further improve our results by also enforcing consistency across frames, as they do. Fig. 5 depicts qualitatively some of our results.
As explained in Section 4.2, [8] reports pose estimation results only on the frontal camera. We carried out the same experiment and obtained an average 3D joint position error of 79.30 mm vs. 82.30 mm for [8] . Our approach therefore also outperforms [8] , despite the fact that it fits a detailed 3D body model to 2D joint locations predicted with the stateof-the-art method of [43] .
KTH Multiview Football II. In Table 2 , we compare our approach on the KTH Multiview Football II dataset with the following state-of-the art methods: 3D pictorial structures [6, 9] and direct regression from image sequences [60] . Note that [6] and [9] rely on multiple views, and [60] makes use of video data. As discussed in Section 4.1, we report the results of two instances of our model: one trained on the standard KTH training data, and one pretrained on the synthetic 3D human pose dataset of [11] and fine-tuned on the KTH dataset. Note that, while working Table 2 . On KTH Multiview Football II we compare our method that uses a single image to those of [9, 60] that use either one or two, the one of [6] that uses two, and the one of [60] that operates on a sequence. We rely on the percentage of correctly estimated parts (PCP) score to evaluate performance as in [6, 9, 60] . Higher PCP score corresponds to better 3D pose estimation accuracy.
with a single input image, both instances outperform all the baselines. Note also that pretraining on synthetic data yields the highest accuracy. We believe that this further demonstrates the generalization ability of our method. In Fig. 6 , we provide a few representative poses predicted by our approach.
Detailed Analysis
We now analyze two different aspects of our approach. First, we compare the different fusion strategies introduced in Section 3. In addition to these strategies, we also report Figure 6 . Pose estimation results on KTH Multiview Football II. In the first two columns, we show the input image and the predicted probability maps. First skeleton depicts our prediction and the second one depicts the ground-truth 3D pose. Best viewed in color.
the results of the following model-fitting baseline that enforces consistency of the projections of 3D poses and 2D joint uncertainties via an Expectation-Maximization (EM) framework similar to that of [70] : It consists of two different Deep Networks, one to predict 2D probability maps and one to predict 3D pose. The former is the same as our U-Net approach discussed in Section 3.3. The second one is a CNN with the same architecture as the image stream in Fig. 2(b) , from which we estimate a density in 3D using Gaussian distributions around the predicted joint locations. Given these two predictions, we estimate the 3D pose by using an EM algorithm that couples 2D uncertainties and projection of 3D joint distributions. We will refer to this baseline as EM-Optimization.
The second aspect of our approach we analyze is the benefits of leveraging both 2D uncertainty and 3D cues. To this end, we make use of two additional baselines. The first one consists of a direct CNN regressor operating on the image only, as depicted in Fig. 4(a) . We refer to this baseline as Image-Only. By contrast, the second baseline corresponds to a CNN trained to predict 3D pose from only the 2D probability maps (PM) obtained with our U-Net method, as shown in Fig. 4(b) . We refer to this baseline as PM-Only.
In Table 3 , we report the average pose estimation errors on Human3.6m for all these different methods. As mentioned before, our late fusion strategy yields the best results. Note, however, that all our fusion strategies outperform the state-of-the-art methods in Table 1 . They also outperform the EM-Optimization baseline, thus demonstrating the advantage of our approach over model-fitting. Importantly, the Image-Only and PM-Only baselines perform worse than our approach, and all fusion-based methods. This evidences the importance of fusing 2D uncertainty and 3D cues for Table 4 . Average Euclidean distance in milimeters with different 2D and 3D prediction methods. We evaluate the influence of 2D probability map prediction in the 3D pose accuracy by comparing the different stages of the method of [70] to those of our method. We evaluated on the first 1966 frames of the sequence corresponding to Subject 9 performing Posing action on camera 1 in trial 1 as was done in the online test code of [70] . monocular pose estimation.
During our experiments, we have observed that our UNet-based 2D prediction network, depicted in Fig. 3 , yields very accurate probability maps. Specifically, it achieves a localization error of 7.14 pixel on average over all actions, which outperforms the 10.85 error reported in [70] . To verify that our better 3D results are not only due to these better 2D results, we evaluated the method of [70] using our probability maps as input with their publicly available code. In Table 4 , we compare these results with ours. Note that we still outperform this approach even when it relies on our 2D probability maps. This demonstrates that our better 3D predictions are truly the results of our fusion strategy.
Conclusion
In this paper, we have proposed to fuse 2D uncertainty and 3D image cues for monocular 3D human pose estimation. To this end, we have introduced a two-stream Deep Network that computes representations of 2D joint probability maps and RGB images, and fuses them to predict 3D pose. Our experiments have demonstrated that our late fusion strategy significantly outperforms the state-of-theart methods on standard 3D human pose estimation benchmarks. Our framework is general, and can be extended to incorporate other modalities. In the future, we therefore intend to study the influence of part segmentations and optical flow on human pose estimation, along with temporal consistency when working with image sequences. 
A. Appendix
Below, we present quantitative results on the HumanEva-I dataset. Furthermore, in Figs. 7, 8 and 9, we provide additional qualitative results for the Human3.6m, HumanEva and KTH Multiview Football II datasets. Finally, in Fig. 10 , we further demonstrate that our regressor trained on the recently released synthetic dataset of [11] generalizes well to real images obtained from the Leeds Sports Pose dataset [31] . Additional qualitative results can be found in the accompanying videos.
B. Evaluation on the HumanEva Dataset
In Table 5 , we present the performance of our late-fusion approach on the HumanEva-I dataset [55] . We adopted the evaluation protocol described in [8, 56, 70] for a fair comparison. We trained our regressors on the training sequences of Subject 1, 2 and 3. The training and testing were carried out only on Camera 1. The 2D probability map estimation network and the late-fusion network are pretrained on Human3.6m and fine-tuned on HumanEva. As in [8, 56, 70] , we measure 3D pose error as the average joint-to-joint distance after alignment by a rigid transformation. Table 5 . Quantitative results of our late-fusion approach on Walking sequences of the HumanEva-I dataset [55] . S1, S2 and S3 correspond to Subject 1, 2, and 3, respectively. The accuracy is reported in terms of average Euclidean distance (in mm) between the predicted and ground-truth 3D joint positions. We trained our network on the recently released synthetic dataset of [11] and tested it on the LSP dataset. The images were padded so as to be 128 × 128 pixels. The quality of the 3D pose predictions demonstrates the generalization of our method. In the last row, we show failure cases due to background clutter and foreshortening. Best viewed in color.
