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A polar molecule experiences a force in an inhomogeneous electric field. Using this force, neutral molecules
can be decelerated and trapped. It is shown here that this can in principle be done without loss in phase-space
density. Using a series of 64 pulsed inhomogeneous electric fields a supersonic beam of ammonia molecules
(14NH3 , 14ND3 , 15ND3) is decelerated. Subsequently, the decelerated molecules are loaded into an electro-
static quadrupole trap. Densities on the order of 107 molecules/cm3 at a temperature of 25 mK are obtained for
14ND3 and 15ND3 separately and simultaneously. This corresponds to a phase-space density in the trap of
2310213, 50 times less than the initial phase-space density in the beam.
DOI: 10.1103/PhysRevA.65.053416 PACS number~s!: 33.80.Ps, 33.55.Be, 39.10.1j
I. INTRODUCTION
Currently there is great interest in the physics of cold
molecules @1–5#. There are now three techniques that have
been able to produce samples of trapped cold molecules. In
the first technique, homonuclear diatomic molecules are
formed by photoassociation of cold atoms @6,7#. In this way
ultracold H2 @8#, He2* @9#, Li2 @10#, Na2 @11#, K2 @12,13#, Ca2
@14#, Rb2 @15,16#, and Cs2 @17# have been formed. The trans-
lational temperature of the molecules can be as low as that of
the atoms from which they are formed. Recently, photoasso-
ciation of atoms has been demonstrated in a Bose-Einstein
condensate @18,19#. In most cases, the formation of mol-
ecules is deduced from an observed reduction in the number
of trapped atoms as a function of the wavelength of the pho-
toassociation laser. In some cases, the produced molecules
have also been detected directly @13,16,17#. Formation of
mixed-alkali species is also being pursued @20,21#, but has
turned out to be considerably more difficult. Once formed,
the molecules can be trapped in the focus of an intense laser
beam @22#. In their triplet state, the molecules can also be
trapped in an inhomogeneous magnetic field. Recently, mag-
netic trapping of 23105 Cs2 molecules at a temperature of
50 mK has been reported @23#.
In the second technique molecules are cooled via colli-
sions with a helium buffer gas in a cryogenic cell. For 3He,
temperatures down to 250 mK can be reached at buffer gas
densities that are still sufficiently high to allow for efficient
cooling. In this way, about 108 CaH molecules have been
cooled and magnetically trapped at a temperature of 400 mK
@24#. This method is applicable to any paramagnetic mol-
ecule ~or atom! provided that a method is available to bring
the molecule into the cryogenic cell. In the case of CaH,
laser ablation of a solid precursor mounted in the cell is used.
In order to obtain a truly isolated sample of cold molecules,
the buffer gas needs to be rapidly pumped out. This has
already been demonstrated to work for atoms @25#.
In this paper the third technique, in which time-varying
electric fields are used to decelerate and trap polar molecules,
is described in detail. Static electric fields have been used to
deflect and focus polar molecules since the 1920s. Already in
the 1950s it was realized that time-varying electric fields can
be used to change the longitudinal velocity of polar mol-
ecules @26–30#. Molecules having their dipole-moment ori-
ented antiparallel to an electric field will gain Stark energy
upon entering this field. The gain in Stark energy ~‘‘poten-
tial’’ energy! is compensated by a loss in kinetic energy. If
the electric field is greatly reduced before the molecule has
left the electric field the molecule will not fully regain the
lost kinetic energy. This process may be repeated by letting
the molecules pass through multiple pulsed electric fields.
Molecules can thus be slowed down and eventually brought
to a standstill. In Ref. @31# it was first experimentally dem-
onstrated that the longitudinal velocity of polar molecules
can be changed using time-varying electric fields. A beam of
metastable CO was decelerated from 225 m/s to 98 m/s using
an array of 63 pulsed electric fields. In Ref. @32# time-
varying electric fields were used to manipulate the velocity
of Cs atoms in a fountain via the dipole polarizability. In Ref.
@33# a theoretical model was presented to describe the mo-
tion of molecules in an array of time-varying electric fields.
In particular, it was shown that the phase-space density is
constant during the deceleration process. This is nontrivial
since this is not generally true when a Hamiltonian is explic-
itly dependent on time @34#. In Ref @35# 14ND3 molecules
were decelerated and loaded in an electrostatic quadrupole
trap at a density of 106 molecules/cm3 and a temperature
below 350 mK. In Ref. @36# a prototype electrostatic storage
ring for neutral molecules has been demonstrated; bunches
of deuterated ammonia molecules with a forward velocity of
around 100 m/s at a translational temperature of 10 mK were
trapped in a hexapole torus. Here we report trapping of
14ND3 and 15ND3 molecules in a quadrupole trap at a den-
sity on the order of 107 molecules/cm3. The temperature is
measured to be 25 mK. The phase-space density in the trap
corresponds to 2310213, about 50 times less than the phase-
space density of the initial beam.
This paper is organized as follows. In Sec. II a model
describing the longitudinal and transverse motion in the de-
celerator is outlined. From this model, the distribution of
molecules in phase-space that is transmitted by the decelera-
tor is derived. In Sec. III matching of the phase-space distri-
bution throughout the apparatus is described. Experiments on
the deceleration of a beam of 14ND3 molecules are presented
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in Sec. IV, supporting the model. In Sec. V simultaneous
deceleration of different molecules is discussed and experi-
ments on simultaneous deceleration of the 14NH3 , 14ND3,
and 15ND3 ammonia isotopomers are presented. The proper-
ties of the electrostatic trap and the method used to load the
trap, are discussed in Sec. VI. In Sec. VII experimental re-
sults on the loading of the decelerated beam of ammonia
molecules into the trap are presented. The actual trapping of
the molecules, including the experimental study of oscilla-
tions in the trap, is described in Sec. VIII. Conclusions and
future prospects are given in Sec. IX.
II. MOTION IN THE STARK DECELERATOR
A. Longitudinal motion
There is a strong similarity between deceleration of polar
molecules in a Stark decelerator and the acceleration of
charged particles in a linear accelerator. In a charged particle
accelerator an electric field acts on the charge of a particle,
whereas in a neutral particle accelerator an electric field gra-
dient acts on the dipole moment of a particle. With a suitable
translation all concepts that are used throughout for charged
particle accelerators can be used for neutral particle accelera-
tors as well. In particular, the principle of ‘‘phase-stability,’’
i.e., the principle that is used to keep a bunch of particles
together throughout the acceleration process, can be ex-
ploited. Phase stability was independently discovered by
Veksler @37# and McMillan @38# and forms the basis of all
modern charged particle accelerators. In this section it will
be shown how phase stability can be applied to the decelera-
tion of polar molecules.
Consider an array of electric field stages separated by a
distance L, as shown in Fig. 1. Each stage consists of two
parallel cylindrical metal rods with radius r, centered a dis-
tance 2r1d apart. One of the rods is connected to a positive
and the other to a negative switchable high-voltage power
supply. Alternating stages are connected to each other. When
a molecule in a quantum state with a positive Stark effect ~a
so-called low-field seeker! moves through the array of elec-
tric field stages as indicated in Fig. 1, it will gain Stark
energy. This gain in potential energy is compensated by a
loss in kinetic energy. If the electric field is abruptly
switched off, the molecule will keep its instantaneous veloc-
ity. If, simultaneously, the electric field of the next stage is
switched on, the process will repeat itself. In Fig. 1 the po-
tential energy of the molecule, W(z), is depicted as a func-
tion of its position z along the beam axis. The energy a mol-
ecule loses per stage depends on its position at the time that
the fields are being switched. In analogy with concepts used
in charged particle accelerators, this position is expressed in
terms of a ‘‘phase-angle’’ f that has a periodicity of 2L .
Molecules that are in maximum electric field just prior to the
time at which the fields are being switched are assigned a
phase angle of f590°.
First the situation where the electric fields are switched at
equal time intervals DT , is discussed. Let us consider a mol-
ecule at a phase f50° and with a velocity that matches the
frequency of the electric fields, i.e., a molecule that travels
exactly the distance L in a time interval DT . This molecule
will be referred to as the ‘‘synchronous’’ molecule. Its phase
and velocity are indicated as the equilibrium phase f0 and
the equilibrium velocity v0, respectively. It is readily seen
that ~i! the phase and velocity of the synchronous molecule
remains unchanged, and ~ii! that molecules with a slightly
different phase or velocity will experience an automatic cor-
rection towards these equilibrium values. A molecule with a
phase slightly larger than f0 and a velocity equal to v0, for
instance, will lose more energy per stage than the synchro-
nous molecule. It will thus be slowed down relative to the
synchronous molecule and consequently its phase will get
smaller, until it lags behind. At this point, the situation is
reversed and it will lose less energy than the synchronous
molecule will, etc. This argument shows that molecules with
a slightly different phase from f0 and/or a slightly different
velocity from v0 will oscillate with both phase and velocity
around the equilibrium values; the molecules are trapped in a
potential well travelling at the velocity of the synchronous
molecule.
In order to decelerate the molecules one has to lower the
velocity of the potential well, by gradually increasing the
time intervals DT after which the electric fields are being
switched. The synchronous molecule will still travel a dis-
tance L in the interval DT , but f0 will now be different from
zero. By definition, the synchronous molecule is always at
the same position when the fields are being switched (f0
remains constant!; it will achieve this by losing exactly the
required kinetic energy per stage. Again, the phase and ve-
locity of a nonsynchronous molecule will oscillate around
those of the decelerated synchronous molecule.
The kinetic energy lost by the synchronous molecule per
stage DK(f0), is given by W(f0)2W(f01p). It is conve-
nient to express W(f) as a Fourier series. In the expression
for DK(f0) all the even terms cancel, yielding
DK~f0!52a1sin~f0!12a3sin~3f0!1 . ~1!
When adjacent electric field stages are not too far apart,
i.e., L;2r1d , DK(f0) is predominantly determined by the
first term. As mentioned above, the phase is only defined at
the moment at which the fields are being switched. To be
able to mathematically describe the motion of the molecules
through the Stark decelerator, a description in terms of con-
tinuous variables is needed. For a description of the motion
FIG. 1. Scheme of the Stark decelerator, together with the Stark
energy of a molecule as a function of position z along the molecular
beam axis.
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of a nonsynchronous molecule relative to the motion of the
synchronous molecule, the instantaneous difference in phase,
Df5f2f0, and velocity, Dv5v2v0, is introduced. One
can regard the lost kinetic energy per stage of the synchro-
nous molecule to originate from a continuously acting aver-
age force F¯ (f0)52DK(f0)/L . This approximation can be
made provided that the deceleration rate, i.e., the amount by
which the velocity of the synchronous molecule is reduced in
a given stage relative to v0, is small. When Dv!v0, the
average force on a nonsynchronous molecule can be written
as F¯ (f01Df).2DK(f01Df)/L . The equation describ-
ing the motion of the nonsynchronous molecule relative to
the motion of the synchronous molecule is thus given by
mL
p
d2Df
dt2
1
2a1
L @sin~f01Df!2sin~f0!#50, ~2!
with m the mass of the molecule. This is analogous to the
equation for a pendulum driven by a constant torque. When
Df is small, sin(f01Df).sin f01Df cos f0 and the equa-
tion of motion becomes
mL
p
d2Df
dt2
1
2a1
L ~Df cos f0!50. ~3!
In Fig. 2 a numerical integration of Eq. ~2! is shown for
various equilibrium phases f0, with parameters as used in
the experiment on 14ND3, to be described later. The solid
curves are lines of constant energy, and indicate trajectories
that molecules will follow. The inner curves are nearly ellip-
tical, corresponding to a nearly linear restoring force on the
molecules, as can be seen from Eq. ~3!. For 14ND3 the lon-
gitudinal oscillation frequency, given by
vz/2p5A a12pmL2 cos f0, ~4!
is approximately 1 kHz for f0570°. Further outward, the
restoring force is less than linear and the oscillation fre-
quency is lowered, approaching zero on the separatrix ~thick
curve!. Beyond the separatrix the total energy of the mol-
ecules will be larger than the effective potential well and the
trajectories of the molecules are unbound. The area inside the
separatrix ~‘‘bucket’’! is the longitudinal acceptance of the
decelerator. It is seen that this area is larger for smaller val-
ues of f0. The deceleration per stage is given by Eq. ~1! and
increases when f0 is increased from 0 to 12 p . Since both a
large acceptance and efficient deceleration are desirable there
is a trade-off between the two.
The phase-stability diagrams showing the longitudinal ac-
ceptance of the Stark decelerator are very similar to those
used to describe charged particle accelerators ~see, for in-
stance, Fig. 2.20 of Ref. @39#!. There is an important differ-
ence, however. In a charged particle accelerator energy is
added to the particles at a certain position, while the amount
of energy that is added depends on the time at which they
arrive at this position. In the Stark decelerator energy is
added to the molecules at a certain time, while the amount of
energy that is added depends on their position at that time.
Therefore, while in charged particle accelerators energy and
time are conjugate variables, in the Stark decelerator this role
is played by velocity ~energy divided by velocity! and posi-
tion ~time multiplied by velocity!. As a consequence, while
the energy spread in the laboratory frame remains constant in
a charged particle accelerator, the velocity spread in the labo-
ratory frame remains constant in the Stark decelerator.
Phase stability ensures that the phase-space density re-
mains constant during the deceleration process. In addition,
it makes the deceleration insensitive to small deviations from
the designed electric field in the decelerator, caused by, for
instance, misalignments of the electrodes or fluctuations in
the applied voltages. Small deviations from the anticipated
electric field will make the phase f0, assumed to be constant
throughout the decelerator, differ per stage. This will lead to
a slightly modified acceptance area, with some blurring in
the region of the separatrix. The final velocity, however, is
determined by the time sequence only and will not be
altered.
In Ref. @33# this model was tested using metastable CO
molecules. In this experiment the molecules were decelerated
to 200 m/s, such that the deceleration rate and the relative
velocity spread (Dvz /vz) was kept low. The model was
found to accurately describe the deceleration process. In this
article data are presented where a beam of ammonia mol-
ecules is decelerated to much lower velocities, where these
approximations no longer hold. In addition, these experi-
FIG. 2. Phase-stability diagrams for various values of f0, ob-
tained via numerical integration of Eq. ~2! with parameters as used
in the experiment for 14ND3. In the experiment, a difference in the
phase angle of 2p corresponds to a distance of 11 mm.
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ments are sensitive to the effects of the transverse motion in
the decelerator.
B. Transverse motion
For the array of electrodes schematically depicted in Fig.
1 the electric field close to the electrodes is higher than that
on the molecular beam axis. Therefore, molecules in low-
field seeking states will experience a force focusing them
towards the molecular beam axis. This focusing occurs only
in the plane perpendicular to the electrodes, i.e., in the plane
of the figure. In order to focus the molecules in both trans-
verse directions, the electrode pairs that make up one decel-
eration stage are alternately positioned horizontally and ver-
tically.
In Fig. 3 the electric field in the decelerator is shown for
two mutually perpendicular planes. Both planes that are
shown have the molecular beam axis in common. The elec-
tric fields are calculated using a finite-element program @40#,
with parameters as in the experiment. The two opposing rods
that make up one deceleration stage have a radius r of 1.5
mm and are spaced a distance d of 2 mm apart. Two adjacent
deceleration stages are spaced a distance L of 5.5 mm apart.
With a maximum voltage of 110 kV and 210 kV on the
electrodes the maximum electric field on the molecular beam
axis is 90 kV/cm. Close to the electrodes at high voltage the
electric field is 120 kV/cm. The electric fields shown in Fig.
3 are calculated for the situation with the vertical electrodes
~front part! at ground potential and with the horizontal elec-
trodes ~partly hidden! at high voltage. Therefore, molecules
in low-field-seeking states are focused in the plane perpen-
dicular to the electrodes at high voltage, as shown in the
upper part of the figure. In the other direction the electric
field is ~nearly! constant and therefore there will be no fo-
cusing or defocusing in this direction. During the decelera-
tion process the molecules pass through electric field stages
that are alternately positioned horizontally and vertically, and
are therefore focused in either direction.
As can be seen from Fig. 3, the force experienced by a
molecule depends on its position z in the decelerator. In ad-
dition, it depends on the time sequence of the high-voltage
pulses that are applied. The molecule is strongly focused
when in between the electrodes at high voltage but much less
so further away from these electrodes. Therefore, the trajec-
tories will generally be complicated. When the focusing is
not too strong the z dependence of this force can be elimi-
nated by introducing an averaged force. The transverse mo-
tion throughout the decelerator can then be described using
this averaged force, which will now depend on the phase
angle f only. The motion of the molecules in the transverse
potential well is characterized by a transverse angular oscil-
lation frequency v t(f). The condition that the focusing is
not too strong can be formulated as 2p/v t@2L/vz , i.e., that
the time of transverse oscillation is much larger than the time
it takes for the molecules to traverse one period ~two stages!
of the decelerator. Molecules with a longitudinal velocity
close to the velocity of the synchronous molecules will
traverse a distance L during DT , the time interval after which
the voltages are being switched. The force needs to be aver-
aged over 2L
F¯ t~f!5E
fL/p
(f12p)L/pFt~z !
2L dz . ~5!
Close to the molecular beam axis, the average force is
linearly dependent on the displacement from this axis. The
solid curve in Fig. 4 shows the resulting force constant for
14ND3 (1 aN/m.0.05 cm21/mm2). The dashed curve
shows the maximum depth of the transverse potential well,
i.e., the depth 1 mm away from the molecular beam axis.
Since the linear dependence of the force on the displacement
holds rather well throughout, the curves are almost identical.
For f570° the transverse well is ;0.014 cm21, or
;20 mK, deep. Molecules with a maximum transverse ve-
locity of 4 m/s will, therefore, still be accepted in the decel-
eration process. The frequency of transverse oscillation,
v t/2p , is approximately 800 Hz.
Generally a molecule will oscillate between a minimum
and a maximum phase and it will, therefore, experience a
FIG. 3. The electric field in two mutually perpendicular planes
that have the molecular beam axis in common, together with a
schematic view of two adjacent electric field stages. The two verti-
cal rods are at ground potential, while the horizontal rods are at
110 kV and 210 kV.
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different ~averaged! transverse force along its path. The cou-
pling between the longitudinal motion and the transverse
motion may result in parametric amplification of the trans-
verse oscillation. This effect might be expected to be strong,
as the frequencies involved are rather similar. On the other
hand, as the deceleration process only lasts 2–3 oscillation
periods, parametric amplification is not expected to be im-
portant, as confirmed by Monte Carlo simulations. The maxi-
mum transverse velocity that will be accepted is determined
by the minimum depth of the transverse potential well that
the molecules pass through. This implies that the maximum
transverse acceptance is obtained for molecules with a phase
around that of the synchronous molecule.
Since a maximum of the electric field strength cannot be
produced in free space @41#, molecules in high-field-seeking
states cannot be simultaneously focused in both transverse
directions. It is possible, however, to produce a field that has
a maximum in one direction and a minimum in the other
direction. By alternating the orientation of these fields it is
possible to obtain net focusing ~‘‘alternate gradient focus-
ing’’! for molecules in high-field-seeking states in either di-
rection @28#. When combined with the use of time varying
electric fields, an alternate gradient decelerator can be con-
structed @42#.
III. PHASE-SPACE MATCHING
As shown in the preceding sections the area in phase
space remains constant throughout the deceleration process.
This in itself is not enough. When the phase-space distribu-
tion of the molecular beam ~‘‘emittance’’! does not match the
phase-space acceptance of the decelerator ~where acceptance
is used to designate the shape of the curves of constant en-
ergy rather than the maximum curve of constant energy! the
area in phase-space sampled by the molecules will be much
larger. ~see for instance Fig. 3 in Ref. @33#!. Although the
area remains constant in this case, the original distribution is
in practice irretrievable, and the effective area in phase space
is increased, i.e., the effective ~time-averaged! phase-space
density is decreased. In order to avoid this, one needs to
shape the emittance properly, a process known as ‘‘phase-
space matching’’ @34#. The setup required to decelerate and
trap a molecular beam therefore consists of essentially five
parts; ~i! the molecular beam source, ~ii! a device to match
the beam to the input of the decelerator, ~iii! the decelerator,
~iv! a device to match the beam exiting the decelerator to the
trap, and, ~v! the trap itself. In this way a 6D area in phase
space is imaged from the source region of the molecular
beam onto the trap.
IV. DECELERATION EXPERIMENTS
The experimental setup, schematically depicted in Fig. 5,
consists of a compact molecular beam machine, with two
differentially pumped vacuum chambers. The source cham-
ber and decelerator chamber are pumped by a 300 l/s and a
240 l/s turbo pump, respectively. A pulsed beam of ammonia
is formed by expanding a mixture of less than 1% ammonia
in xenon through a modified solenoid valve with a 0.8 mm
diameter opening into vacuum. The solenoid valve ~General
Valves series 9! is modified such that it can be operated
down to liquid nitrogen temperatures. In these experiments
the valve housing is cooled to 200 K, such that the vapor
pressure of ammonia remains sufficiently high. The stagna-
tion pressure is typically about 1.5 atm. The valve opens for
a duration of 80 ms. The experiments run at 10 Hz, and
under operating conditions the pressure in the source cham-
ber and the decelerator chamber is typically 431026 and 2
31028 Torr, respectively. The peak intensity of the beam is
limited by the pumping capacity; at higher pressures in the
source chamber the beam collapses.
The various ammonia isotopomers have different possible
symmetries for the nuclear spin wave functions of the iden-
tical H/D nuclei. For each rovibrational level of the ammonia
molecule a combination with a nuclear spin wave function of
one specific symmetry is allowed. In the expansion, the mol-
ecules are adiabatically cooled, and only the lowest rota-
tional levels in the vibrational and electronic ground state are
populated in the beam. In this cooling process the symmetry
of the nuclear spin wave function is preserved. Therefore, the
ratio of the populations in the levels having different sym-
metries of the nuclear spin wave function is the same in the
molecular beam as in the original sample. For NH3 and ND3
this implies that roughly 60% of the molecules in the beam
reside in the uJ ,K&5u1,1& level, the ground-state level for
molecules having a nuclear spin wave function of E symme-
try. For historical reasons, levels of E symmetry in NH3 and
FIG. 4. The average force constant ~close to the molecular beam
axis! for 14ND3 as a function of f ~solid curve! together with the
maximum depth of the transverse potential well ~dashed curve!, i.e.,
the depth 1 mm away from the molecular beam axis.
FIG. 5. Schematic view of the experimental setup. A beam of
ammonia molecules is decelerated in a 35-cm-long decelerator and
loaded into an electrostatic trap. In order to detect the ammonia
molecules a pulsed laser is focused inside the trap. The resulting
ions are extracted and counted using an ion detector.
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ND3 are denoted as para levels. The only other possible sym-
metry of the nuclear spin wave function in NH3 is A1 sym-
metry, and levels having this symmetry are denoted as ortho
levels. For ND3 both A1 and A2 symmetry is possible; levels
having either one of this symmetry are denoted as ortho
levels.
In zero electric field, the uJ ,K&5u1,1& level of NH3 and
ND3 is split due to tunneling in a symmetric and in an anti-
symmetric component. Each of these components is further
split due to hyperfine interactions. The hyperfine splitting is
less than 2 MHz for 14ND3 and less than 0.5 MHz for 15ND3
@43#, and will be neglected in the following. Upon applying
an electric field, the symmetric and the antisymmetric com-
ponents interact and repel each other, leading to four levels,
as shown in Fig. 6. Throughout this work molecules in the
uJ ,MK&5u1,21& state are used, which is the only low-field-
seeking state populated in the molecular beam; roughly 20%
of the ammonia molecules in the beam are in this state. At
low electric fields the Stark shift of this state is quadratic.
When the Stark interaction becomes large relative to the
zero-field splitting, the Stark shift is linear.
It is essential that the molecules remain in the low-field-
seeking state throughout the decelerator. If the molecules
would come in zero electric field, they might project onto the
uJ ,MK&5u1,0& state, and they would be lost for the decel-
eration process. These so-called Majorana transitions are
avoided by assuring that the electric field never drops below
a certain minimum value @44#. Furthermore, the rapid
switching of the electric fields generates rf radiation that can
induce transitions between these states in nonzero fields. To
avoid these transitions, the minimum electric field needs to
be kept sufficiently high that the Stark splitting is larger than
that in the highest-frequency component of the rf radiation.
Molecules moving through the decelerator never experience
an electric field below 300 V/cm, and no sign of ~loss due to!
these transitions has been observed. It should be noted, how-
ever, that the rapid switching of electric fields is expected to
scramble the various hyperfine levels of the low-field-
seeking component.
The average velocity of the molecular beam is around 285
m/s (Ekin568 cm21). This is slightly higher than expected
@45#, indicating that the translational velocity of the ammonia
molecules is not fully equilibrated with the carrier gas. The
velocity spread of the beam @full width at half maximum
~FWHM!# is 20%, corresponding to a translational tempera-
ture of 1.6 K. The average velocity and the translational tem-
perature are averages over the 80 ms duration of the gas
pulse. The beam passes through a 1.0-mm-diameter skimmer
into a second vacuum chamber and then flies into a 5-cm-
long pulsed hexapole that acts as a positive lens for mol-
ecules in low-field-seeking states. After exiting the hexapole
the molecules enter the 35-cm-long decelerator. The decel-
erator consists of an array of 64 deceleration stages. Each
deceleration stage is formed by two parallel 3-mm-diameter
cylindrical rods, spaced 2 mm apart. The rods are made from
hardened steel and are highly polished. The two opposing
rods are simultaneously switched by two independent high-
voltage switches to a maximum of 110 kV and 210 kV.
All horizontal and vertical stages are electronically con-
nected requiring a total of four independent high-voltage
switches ~Behlke Electronic GmbH, HTS-151-03-GSM!.
The switches are triggered by a programmable delay genera-
tor running at a clock frequency of 100 MHz. The time se-
quences that are used are generated by the same program that
is used for the Monte Carlo simulations ~vide infra!.
It is advantageous to operate the decelerator at the highest
possible electric fields, since this will increase the acceptance
of the decelerator. The maximum obtainable electric field
strength is limited by field electron emission at the electrode
surfaces. It is assumed that this will take place at field
strengths over ;104kV/cm @46#, in principle allowing a volt-
age difference of 2000 kV over the 2 mm gap between the
electrodes. In practice, however, electrical breakdown will
take place at much lower voltage differences due to field
enhancement at microfeatures associated with the intrinsic
microscopic roughness of the electrode surfaces. Breakdown
events need not be disastrous as long as the energy that is
dissipated in the gap is kept low. In fact, since discharges
will locally melt the surface, these events will reduce the
roughness of the surface, allowing the gap to withstand a
higher voltage difference after the event. Since in the decel-
erator the electric fields are switched rapidly ~within 200 ns!,
the resistance between the switches and the electrodes needs
to be small (1 kV). Under these conditions it is likely that a
discharge will permanently damage the surface, instead of
improving it. Therefore, before operating the decelerator
with time varying electric fields, a constant electric field is
used for high-voltage conditioning. The voltage difference is
slowly increased while the current of the induced discharges
is being limited. This procedure allows for an increase of the
maximum attainable voltage difference between the elec-
trodes without sparking. Typically, the voltage difference is
increased by 5 kV/h while the current is limited to 1 mA.
This procedure is repeated every time the decelerator has
been exposed to air. After this treatment, the decelerator is
operated at a voltage difference 25% below the maximum
voltage difference sustainable during the high-voltage condi-
tioning. In this way the decelerator could be operated rou-
tinely at 110 kV and 210 kV, corresponding to a maxi-
mum electric field of 120 kV/cm. It is believed that at
FIG. 6. Stark shift of the uJ ,K&5u1,1& level of 14NH3 and
14ND3 ammonia molecules in an electric field of up to 150 kV/cm.
On this scale the Stark shifts of 14ND3 and 15ND3 ~not shown! are
identical.
HENDRICK L. BETHLEM et al. PHYSICAL REVIEW A 65 053416
053416-6
present the maximum electric field is limited by currents
running over the surface of the aluminum-oxide rings that
are used for suspension of the decelerator. By improving the
mounting of the decelerator, it is expected that the electric
fields can be increased to 200 kV/cm or more.
In all experiments presented here, the decelerator is oper-
ated at voltages of 110 kV and 210 kV, leading to a
maximum electric field on the molecular beam axis of 90
kV/cm. In this field, the uJ ,KM &5u1,21& state is shifted by
1.1 cm21 relative to zero electric field for 14ND3 and
15ND3, and by 0.8 cm21 for 14NH3 ~see Fig. 6!. In most of
the experiments, a phase angle f0570° is used. With 64
deceleration stages 14ND3 and 15ND3 are then slowed down
to 15 m/s, while 14NH3 is decelerated to ;100 m/s, when
starting from 255 m/s. With these settings, the 6D acceptance
area of the decelerator is approximately @1.5 mm38 m/s#
3@2 mm38 m/s#2. The longitudinal emittance of the
beam, typically @25 mm360 m/s# , is much larger than the
longitudinal acceptance of the decelerator, and there is noth-
ing to be gained by changing the shape of the emittance in
this direction. The transverse emittance of the beam, typi-
cally @1 mm320 m/s#2, is better matched to the transverse
acceptance of the decelerator when it is expanded spatially
while the velocity distribution is compressed. This is
achieved by using a short hexapole to make a 1:2 image of
the beam exiting the skimmer onto the entrance of the decel-
erator.
The hexapole consists of 3-mm-diameter rods placed
equidistantly on the outside of a circle with a 3 mm radius.
The rods of the hexapole are alternatingly at ground potential
and at 10 kV, creating an electric field that is cylindrically
symmetric close to the molecular beam axis. Generally, the
field in an n pole is proportional to r (n/2)21 @47#, yielding a
quadratic dependence of the electric field on r in our case.
Molecules with a linear positive Stark effect will thus expe-
rience a linear force towards the molecular beam axis. In free
flight from the skimmer to the hexapole the beam spreads out
in the transverse spatial direction, while the transverse veloc-
ity remains unchanged. This creates an elongated distribution
in the corresponding phase space, tilted with respect to the
spatial coordinate. When switching on the field of the hexa-
pole, this distribution will start to rotate in phase space.
When the hexapole is switched off at the appropriate time,
the beam will refocus in free flight from the hexapole to the
decelerator, forming an image of the beam ~at the skimmer!
onto ~the entrance of! the decelerator. By placing the hexa-
pole at the right position, or, alternatively, by using a long
hexapole that is pulsed at the right time, a 1:2 image of the
beam can be formed. Due to the zero-field splitting, mol-
ecules close to the molecular beam axis will be less well
focused, and the image will not be perfect @48#. Almost a
factor of 4 increase in phase-space density is expected at the
exit of the decelerator compared to the situation where the
hexapole is not used. A clear increase has indeed been ob-
served. In most of the data presented here the hexapole could
not be used, however, due to problems with electrical dis-
charges. In Fig. 7 the density of 14ND3 molecules 24.5 mm
behind the decelerator, i.e., at the center of the trap, is shown
as a function of time after the start of the time sequence.
Using a pulsed tunable UV laser, 14ND3 molecules in the
uJ ,K&5u1,1& upper component of the inversion doublet are
selectively ionized in a (211) resonance-enhanced multi-
photon ionization ~REMPI! scheme. The laser radiation,
about 10 mJ of energy around 317 nm in a 5-ns-duration
pulse, is focused inside the trap using a lens with a focal
length of 75 cm. Mass-selective detection of the parent ions
is performed using the trap electrodes as extraction elec-
trodes in a Wiley-McLaren-type mass spectrometer setup.
For this, a voltage of 2300 V is applied to the exit endcap.
The field-free flight tube is kept at 21.2 kV and the ion
signal is recorded using a microchannel plate detector placed
further downstream. The ion signal is proportional to the
density of neutral ammonia molecules at the center of the
trap, and amounts to approximately 125 ion counts per laser
pulse for the decelerated molecular beam. The lower curve in
Fig. 7 shows the time of flight ~TOF! profile of the original
beam. The beam has an average velocity of 285 m/s and a
velocity spread of 60 m/s. The upper curve ~bold! shows the
TOF profile when the decelerator is used to slow down the
molecules from 271.5 m/s to 91.8 m/s. At the entrance of the
decelerator the beam has an extension along z of around 25
mm ~FWHM!. This is more than twice as long as the peri-
odicity 2L of the decelerator, and thus more than one bucket
will be filled ~see Fig. 2!. Three peaks are clearly observed in
the TOF profile around 2.5 ms. The central peak originates
from molecules that were at the right position near the en-
trance of the decelerator at the start of the time sequence, and
FIG. 7. TOF profiles for 14ND3 molecules recorded 24.5 mm
behind the decelerator as a function of time after the start of the
time sequence. Using (211)-REMPI with a pulsed laser around
317 nm, 14ND3 molecules in the uJ ,K&5u1,1& upper inversion level
are selectively detected. The lower curve ~bold! shows the original
beam when the decelerator is off. The upper curve ~bold! shows the
time-of-flight ~TOF! profile when the beam is decelerated from
271.5 m/s to 91.8 m/s. Bunches of slow molecules exit the decel-
erator at later times, arriving in the detection region around 2.5 ms
after the start of the time sequence. The gray curves are the result of
a Monte Carlo simulation of the experiment. The signal intensity
typically increases with a factor of 14 due to transverse focusing
when the decelerator is switched on; the signal of the slow mol-
ecules is larger than that of the original beam.
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that passed through all 64 deceleration stages. These mol-
ecules entered the decelerator with a velocity of 271.5 m/s
and exit the decelerator with a velocity of 91.8 m/s. The
earlier peak originates from molecules that were already one
period further inside the decelerator at the start of the time
sequence. These molecules also entered the decelerator with
a velocity of 271.5 m/s, but since they missed the last two
deceleration stages they exit the decelerator with a slightly
higher velocity of 102 m/s. The peak appearing at a later
time in the TOF distribution originates from molecules en-
tering the decelerator with a lower initial velocity of 268 m/s,
catching up with the time sequence one period later.
Throughout the decelerator they trail the central group of
molecules by 11 mm, exiting the decelerator with the same
final velocity of 91.8 m/s. Due to transverse focusing of the
beam, the signal intensity typically increases with a factor of
14 when the decelerator is switched on; the signal of the
decelerated beam is 1.4 times as large as the signal of the
original beam. It should be noted that the signal of the origi-
nal beam is the signal to which all hyperfine structure levels
of the upper inversion component contribute whereas only
2/3 of the levels ~48 of the 72 hyperfine levels, including m
degeneracy! contribute to the signal when the decelerator is
switched on. The gray curves show the result of a 3D Monte
Carlo simulation of the experiment using the calculated elec-
tric field and the Stark effect of 14ND3 as input. The Gauss-
ian velocity distribution that has been used as input for the
Monte Carlo simulation has been adjusted to match the ob-
served TOF profile of the original beam. With this input, the
simulations are seen to quantitatively reproduce the TOF
profiles recorded with the decelerator on.
In Fig. 8 the density of 14ND3 molecules 24.5 mm behind
the decelerator is shown as a function of time after the start
of the time sequence. The TOF profiles are all recorded using
a time sequence corresponding to a phase angle f0570°.
Lower final velocities are obtained by starting from lower
initial velocities; final velocities of 91.8 m/s, 73.5 m/s, 57.9
m/s, 36 m/s, and 15 m/s are obtained by starting from initial
velocities of 271.5 m/s, 265.9 m/s, 261.9 m/s, 258 m/s, and
256 m/s, respectively. The gray curves show the result of a
one-dimensional Monte Carlo simulation of the TOF pro-
files. For each TOF profile, the results from the Monte Carlo
simulation are shown as dots in a phase-space diagram, to-
gether with some trajectories calculated using the model pre-
sented in Sec. II A. The dots represent the position and ve-
locity of individual molecules along the molecular beam axis
at the exit of the decelerator, relative to those of the synchro-
nous molecule. In the lower graph, the initial velocity and
position at the entrance of the decelerator of the molecules
that are decelerated from 256 m/s to 15 m/s are shown as
well. The final kinetic energies of the bunches of molecules
for which the TOF profiles are shown are separated by ~mul-
tiples of! 0.8 cm21. The phase-space distributions can there-
fore be interpreted as the phase-space distribution inside the
decelerator at the 56th, 59th, 61st, 63rd, and 64th stage, for a
beam that is decelerated from an initial velocity of 256 m/s
to a final velocity of 15 m/s. It is seen that the shape of the
phase-space distribution of the beam at low final velocities
starts to deviate from the model. The trajectories of the mol-
ecules in phase space are no longer closed and the phase-
space area changes ‘‘from a fishlike to a golf-club-like
shape.’’ This is known to occur also in charged particle ac-
celerators when the acceleration rate is high ~see, for in-
stance, Ref. @49#, p. 222!. The phase-space distribution of the
beam at vz5 15 m/s resembles a tilted ellipse, which cov-
ers the same area in phase space as the phase fish originating
from the model.
Each data point in the measurements shown in Fig. 8
represents the density of ammonia molecules at the laser fo-
cus at a certain time. This signal decreases with lower for-
ward velocity due to spreading of the package both in longi-
tudinal and transverse directions. To eliminate the effect of
FIG. 8. TOF profiles for 14ND3 molecules recorded 24.5 mm
behind the decelerator as a function of time after the start of the
time sequence. The TOF profiles are all recorded using a time se-
quence for a phase angle f0570°, but starting from different initial
velocities. The gray curves show the result of a one-dimensional
Monte Carlo simulation of the TOF profiles. For each TOF profile,
the results from the Monte Carlo simulation are shown as dots in a
phase-space diagram, together with some trajectories calculated us-
ing the model presented in Sec. II A. The full scale of the phase-
space diagrams is 22 mm to 2 mm for the z axis and 28 m/s to
8 m/s for the vz axis.
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the spreading in the longitudinal direction, the signal is inte-
grated over time. The time integrated signal is proportional
to the number of molecules passing through the laser focus,
divided by their velocity; slow molecules contribute more to
this signal than fast molecules. In Fig. 9, the time-integrated
signal times the forward velocity is shown as a function of
the forward velocity. The measurements are corrected for the
intensity of the molecular beam at the initial velocity. Under
the assumption that the transverse temperature is indepen-
dent of the longitudinal velocity ~see Sec. II B!, the observed
decrease in these measurements is modeled. The solid curves
shown in Fig. 9 are the result of a simulation for transverse
velocity distributions with different widths. The observed de-
crease is best described by a transverse velocity distribution
with a width of around 5 m/s ~FWHM! in good agreement
with the 3D Monte Carlo simulations. The measurements are
very sensitive to the average velocity of the molecular beam
that is used for correction. The transverse velocity distribu-
tion that is found can therefore be considered as a consis-
tency check only. However, the fact that the measured points
follow the calculated curves ~irrespectively of the average
velocity that is taken! indicates that the transverse velocity
distribution is indeed independent of the final velocity of the
decelerated beam.
From the simulations the emittance of the decelerated
beam is found to be @1.1 mm36.5 m/s#3@1 mm
35 m/s#2, where the position and velocity spread indicate
the FWHM of the fitted Gaussian distributions. These veloc-
ity distributions correspond to a translational temperature of
18 mK and 11 mK in the longitudinal and transverse direc-
tion, respectively. The ion signal is proportional to the den-
sity at the center of the trap. Typically, 125 ions/pulse are
detected for the decelerated beam with a velocity of 91.8
m/s. As both the strength of the transition used for detection,
and the exact size of the laser focus is not known, it is not
possible to calculate a reliable number for the absolute den-
sity. However, a rough estimate can be made. The
diffraction-limited waist of the laser focus is 35 mm. Using
10 mJ/pulse of laser radiation the transition is seen to satu-
rate. It is assumed that all molecules within a cylinder with a
diameter of two times the waist of the laser focus and a
length of 2 mm ~determined by the holes in the end cap of
the trap! are ionized. Assuming a unit ion detection effi-
ciency, a density of 23107 molecules/cm3 results. This is
the density 24.5 mm behind the decelerator, the density just
behind the decelerator is approximately five times higher.
The total number of molecules in the decelerated bunch is
105. These numbers can be assumed to be a lower limit. By
combining the density in the beam with the emittance of the
beam, the phase-space density is found. The definition for
the phase-space density used here is n0L3 where L is the
thermal de Broglie wavelength, L5A2p\2/mkT and n0 is
the peak density @50#. The phase-space density for the decel-
erated beam is then found to be 4310212. Similarly, the
phase-space density of the ammonia molecules in uJ ,MK&
5u1,21& state in the source region of the beam is calculated
to be 2310211. This is the phase-space density at the peak
velocity of the beam, the space density at the velocity of
271.5 m/s selected by the decelerator, will be slightly lower.
Therefore, the phase-space density in the decelerator de-
creases by about a factor of 4, attributed to the fact that the
hexapole has not been used during these experiments.
V. SIMULTANEOUS DECELERATION OF AMMONIA
ISOTOPOMERS
The deceleration process as employed here depends on
the Stark shift that the molecules experience in the applied
electric fields. In the model used to describe this process, as
presented in Sec. II A, the dependence on the exact shape of
the electric field along the molecular beam axis is removed,
and the motion is determined only by the difference in Stark
energy before and after switching of the field. One can won-
der, therefore, if it would be possible to simultaneously de-
celerate bunches of molecules having different masses and/or
different Stark shifts. Let us consider the situation where
molecules with a mass m and experiencing a Stark shift
W(z) are decelerated using a time sequence for a phase angle
f0. The question now is whether for molecules with a dif-
ferent mass m8 and/or a different Stark shift W8(z) a syn-
chronous molecule exists for this time sequence, i.e.,
whether a molecule with a phase angle f08 that is constant
throughout the decelerator exists. If this synchronous mol-
ecule with mass m8 exists, it will, by definition, traverse a
distance L in the time interval between subsequent switching
times of the time sequence, just as the synchronous molecule
with mass m does. Therefore, the synchronous molecules
with mass m and m8 will have the same average velocity and
the same change in average velocity per deceleration stage.
This implies that
DK8~f08!
m8
5
DK~f0!
m
. ~6!
A synchronous molecule with mass m8 can therefore be
found, provided that @DK8(f08)#max>(m8/m)DK(f0),
which is always fulfilled when the time sequence used is
calculated for the molecule that can be least well decelerated.
FIG. 9. Time-integrated signal of the slow molecules exiting the
decelerator times their forward velocity as a function of their for-
ward velocity, using the TOF profiles shown in Fig. 8. The mea-
surements are normalized to the signal at 91.8 m/s. The solid curves
show the expected dependence of the number of molecules passing
through the laser focus on the forward velocity using transverse
velocity distributions with different widths, as indicated.
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Obviously, molecules with different masses and/or different
Stark shifts will have different values of the phase angle f0
and will thus have a different acceptance.
In Fig. 10, DK(f0)/m is shown as a function of the phase
angle for 14NH3 , 15ND3, and 14ND3 molecules. The hori-
zontal line shows DK(f0)/m50.032 cm21/amu corre-
sponding to a phase angle of f0570°, 56°, and 53° for
14NH3 , 15ND3, and 14ND3, respectively.
In Fig. 11, TOF profiles recorded 24.5 mm behind the
decelerator as a function of time after the start of the time
sequence are shown for three different isotopomers of am-
monia. The measurements are performed using a time se-
quence that has been calculated for 14NH3 at a phase angle
f0570°. The various ammonia isotopomers are decelerated
from 256 m/s to 96 m/s. It is evident from the measurements
that the time integrated signal is larger for 14ND3 and 15ND3
than for 14NH3. This is the combined effect of a larger spa-
tial extent together with a larger longitudinal velocity spread
of the decelerated beam, as indicated in the phase-space dia-
gram in the inset. The small (;0.5 mm) shift in the average
position of the decelerated beam as seen in the phase-space
diagram results in a small (;5 ms) increase in the overall
time of flight for the deuterated ammonia molecules. The
peculiar TOF profile observed for 14ND3 and 15ND3 reflects
the phase-angle dependence of the transverse acceptance.
Molecules contributing to the signal in the wings of the TOF
profile have experienced large excursions in phase angle
while traversing the decelerator. These molecules have,
therefore, experienced widely varying transverse focusing
forces ~see Fig. 4!. As explained in Sec. II B, this leads to a
reduced transverse acceptance for these molecules. The re-
sults of 3D Monte Carlo simulations, shown underneath the
experimental TOF profiles, are seen to reproduce the obser-
vations. The TOF profile for 14NH3 is more symmetric, and
effects due to transverse focusing are almost absent; the ob-
served TOF profile can be reproduced equally well in a 1D
Monte Carlo simulation.
Experiments have been performed on other ammonia iso-
topomers like 14NHD2 and 14NDH2 as well. For these iso-
topomers the molecular symmetry is reduced, allowing these
molecules to cool down to the absolute ground state. No
low-field-seeking states were found to be populated in the
beam.
VI. ELECTROSTATIC TRAP
Electrostatic trapping of atoms and molecules was first
considered by Wing @51#. The trap used here is very similar
to the trap proposed in that original work. A cut through the
trap along the z axis is shown in Fig. 12. The geometry of the
trap is the same as that of a Paul trap for charged particles
@52#. However, instead of using rf fields as used for trapping
charged particles, static electric fields are used for trapping
neutral molecules. The trap consists of two end caps and a
ring electrode. The inner radius R of the ring electrode is 5
mm. The end cap half-spacing is R/A2. In the end caps 2
mm diameter holes are made to enable the molecular beam
to pass through. In the ring electrode 2 mm diameter holes
are made to allow for laser detection of the trapped mol-
ecules at the center of the trap. The electric field in the trap
has a quadrupole symmetry and is given by
E5V~x21y214z2!1/2/R2, ~7!
with V the voltage difference applied between the ring elec-
trode and the end caps and with the (x ,y ,z) coordinates rela-
tive to the center of the trap. The absolute value of the elec-
tric field in the center is zero, and larger elsewhere. In weak
electric fields the Stark shift of 14ND3 and 15ND3 is qua-
FIG. 10. The kinetic energy lost per stage divided by the mass
for 14NH3 , 15ND3, and 14ND3 molecules in the uJ ,MK&5u1,21&
state, as a function of the phase angle f0. The horizontal line shows
DK(f0)/m50.032 cm21/amu.
FIG. 11. Time-of-flight profiles for 14NH3 , 15ND3, and 14ND3
molecules recorded 24.5 mm behind the decelerator as a function of
time after the start of the time sequence. All TOF profiles are re-
corded using the time sequence calculated for 14NH3 at a phase
angle f0570°. The gray curves show the results of 3D Monte
Carlo simulations of the deceleration process. The area in phase
space at the exit of the decelerator is indicated in the inset for
14NH3 ~inner curve!, 15ND3 ~middle curve!, and 14ND3 ~outer
curve!.
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dratic and the restoring force close to the center is linear in
the displacement. In higher electric fields the Stark shift be-
comes linear, and the force becomes constant. With a voltage
difference of 12 kV between the ring electrode and the end
caps the maximum electric field of a closed contour of equal
electric field is approximately 20 kV/cm. The maximum
electric field that occurs on the electrodes, which limits the
voltage difference that can be applied, is about three times as
high. For ND3 the trap depth is about 0.24 cm21, or 350
mK, as can be seen in the lower curve of Fig. 12. Near the
center of the trap the motion is harmonic with an oscillation
frequency Vz/2p52Vx/2p52Vy/2p52 kHz.
The maximum velocity of 14ND3 molecules, which can
be confined in the trap with these settings, is approximately
17 m/s. In Fig. 13 lines of equal energy for 14ND3 molecules
are shown in phase space, representing the acceptance of the
trap along the molecular beam direction. The phase-space
diagrams of the trap in the x and y direction are the same as
that in the z direction, but with a two-times larger spatial
acceptance in x and y. In order to load the molecules into the
trap without loss in phase-space density, the emittance of the
beam must be matched to the acceptance of the trap. This is
done in two steps. First, the molecules are focused both in
the transverse and longitudinal directions onto the entrance
of the trap. Second, the molecules are decelerated upon en-
tering the trap by applying the voltages asymmetrically to the
trap electrodes. The average velocity of the beam is thereby
reduced to zero at the center of the trap.
By using a phase angle of f0570° to decelerate 14ND3
molecules, the emittance of the beam exiting the decelerator
is @1.1 mm36.5 m/s#3@1 mm35 m/s#2. The absolute
velocity spread of the beam remains constant throughout the
decelerator. Therefore, by decelerating the beam the relative
velocity spread and the divergence of the beam increase. To
load the trap, the beam is decelerated down to 15 m/s. Over
the 24.5 mm flight path from the decelerator to the trap, the
density will decrease by more than two orders of magnitude.
In order to focus the beam both in the longitudinal and trans-
verse directions, a ring electrode with an inner diameter of 4
mm is mounted in front of the entrance end cap of the trap.
By applying a voltage difference between this ring electrode
and the entrance end cap, an electric field is generated with a
minimum on the molecular beam axis, focusing molecules in
low-field-seeking states in the transverse direction. Unlike in
a hexapole, this minimum electric field will be nonzero. This
nonzero field on the molecular beam axis can be used to
focus the molecules in the longitudinal direction ~‘‘bunch-
ing’’!.
In Fig. 14 a cut through the trap with the ring electrode in
front is shown. Contours of equal electric field are drawn for
an applied voltage difference of 10 kV between the ring elec-
trode and the entrance end cap of the trap. In the lower part
of Fig. 14 the potential energy of 14ND3 molecules in the
uJ ,K&5u1,1& low-field-seeking state along the molecular
beam axis is shown. For the transverse and longitudinal fo-
cusing of the beam, the electric field distribution near the exit
of the ring electrode, particularly the rising edge of the field
in the z5216 mm to 211 mm region, is important. In this
FIG. 12. Configuration of the electrostatic trap with the voltages
as applied during trapping. In the trap, lines of equal electric field
strength are shown. The lower curve shows the potential energy
along the molecular beam axis (z axis! for 14ND3 molecules in the
uJK&5u11& low-field-seeking state.
FIG. 13. Phase-space diagram for 14ND3 molecules in the
uJK&5u11& low-field-seeking state. Lines of equal energy, repre-
senting the acceptance of the trap along the z axis, are shown.
FIG. 14. A cut through the trap with the ring electrode, with
voltages as applied for bunching and loading of the trap. The solid
curves are lines of equal electric field. In the lower part of the figure
the potential energy along the molecular beam axis for 14ND3 in the
uJ ,K&5u1,1& low-field-seeking state is shown.
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region the potential energy along the molecular beam axis is
nearly quadratically dependent on z. The molecules will ex-
perience a linear force F52k(z2z0) with z0 the position
where the quadratic potential starts (z05216 mm) and k
the force constant. This force can be written in terms of the
position zs of the synchronous molecule as F52k(z2zs)
2k(zs2z0). The force is thereby separated in a restoring
force towards the synchronous molecules and a force that
lowers the velocity of the synchronous molecule. The restor-
ing force leads to a rotation of the longitudinal phase-space
distribution of the beam around the position of the synchro-
nous molecule in phase space. In order for the molecules to
rotate over the same angle in phase space, the potential must
be switched on ~and off! when all molecules are in the qua-
dratic part of the potential. In our case, the range over which
the potential is quadratic allows only the central part of the
beam to be focused. When the potential is on during the
appropriate time interval, this central part of the beam will
refocus in free flight from the buncher to the trap, forming an
image of the beam exiting the decelerator onto the entrance
of the trap. The magnification of the image is determined by
the ratio of the time of flight from the decelerator to the ring
electrode to the time of flight from the ring electrode to the
trap.
VII. TRAP-LOADING EXPERIMENTS
In the upper part of Fig. 15, the TOF profiles for 14ND3
molecules recorded in the trap are shown for four different
times, indicated by arrows, at which the electric field of the
buncher is switched off. The time intervals DT given in the
figure are the intervals between the time at which the syn-
chronous molecule exits the decelerator ~2.830 ms after start
of the time sequence! and the times at which the buncher is
switched off. The lower curve shows the TOF profile when
the buncher is not used. These measurements reflect the spa-
tial distribution of the beam inside the trap, which is consid-
erably narrowed by using the buncher. When the electric
field of the buncher is switched off at later times, the mol-
ecules are decelerated more and are seen to arrive later at the
center of the trap. In addition, the signal is increased due to
transverse focusing of the beam, which is optimal at later
times. The gray curves underneath the measurements show
the results of 3D Monte Carlo simulations of the experiment.
The simulations are seen to qualitatively reproduce both the
longitudinal and transverse focusing of the beam. Since the
outer shape of the entrance end cap electrode, and thus the
electric field in front of the electrostatic trap, is rather poorly
defined in our case, a better agreement would not be ex-
pected. In the lower part of Fig. 15, the evolution of the
beam in phase space is shown for the situation where the
buncher is switched off 800 ms after the synchronous mol-
ecule exits the decelerator. In this case the central part of the
beam is spatially bunched at the entrance of the trap. The
bunched part of the beam occupies a phase-space area of
@2 mm34 m/s# in the forward direction, and has an aver-
age velocity of 12 m/s. In the transverse direction the image
is less well-defined and is in practice determined by the size
of the hole in the entrance end cap of the trap.
In order to bring the average velocity of the beam down to
zero, the voltages to the trap electrodes are applied asym-
metrically, as shown in Fig. 14. With a voltage of 10 kV on
the entrance end cap and 12 kV on the ring electrode, the
electric field will be small at the entrance of the trap and will
increase towards the center of the trap. The potential energy
of 14ND3 molecules in the uJK&5u11& low-field-seeking
state along the molecular beam axis is shown in the lower
part of Fig. 14. The synchronous molecule entering the trap
with a velocity of 12 m/s (Ekin50.12 cm21) will come to a
standstill at the center of the trap. The potential energy is
nearly quadratically dependent on the position along the mo-
lecular beam axis. Therefore, in the time that the synchro-
nous molecule is slowed down to zero the whole beam is
rotated over an angle of 12 p in phase space. This is identical
FIG. 15. Time-of-flight profiles for 14ND3 molecules recorded at
the center of the trap for four different times, indicated by arrows, at
which the buncher is switched off. The time intervals DT between
the time at which the synchronous molecule exits the decelerator
~2.830 ms on the horizontal axis! and the times at which the
buncher is switched off, are given. The lower curve shows the time-
of-flight profile of the beam when the buncher is not used. The gray
curves show the results of 3D Monte Carlo simulations of the ex-
periment. In the lower part of the figure the phase-space diagrams
of the beam are shown for different times after exiting the decel-
erator, together with the potential energy W(z) ~right axis! along the
molecular beam axis for 14ND3 in the uJ ,K&5u1,1& low-field-
seeking state.
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to keeping the original phase-space distribution and simply
interchanging the velocity and position axes, with the appro-
priate scaling.
In Fig. 16 the TOF profiles for 14ND3 molecules are re-
corded at the center of the trap with the buncher switched off
800 ms after the synchronous molecule has exited the decel-
erator. The lower curve is recorded without deceleration of
the molecules inside the trap, and is the same as the curve
shown in Fig. 15. In the upper curve, the molecules are de-
celerated upon entering the trap. When the voltages on the
trap electrodes are kept on, the trap will act as a concave
mirror for the ammonia molecules. The upper curve shows
the density of ammonia molecules at the center of the trap
while the molecules are reflected from the electrostatic mir-
ror. The increased signal of the upper curve relative to the
lower one is due to bunching and transverse focusing when
the electric field is on. The gray curves show the results of
3D Monte Carlo simulations of the experiment. In the lower
part of Fig. 16 the phase-space diagrams of the beam are
shown for different times after exiting the decelerator, to-
gether with the potential energy W(z) ~right axis! along the
molecular beam axis for 14ND3 in the uJ ,K&5u1,1& low-
field-seeking state. The phase-space diagram at 1.830 ms
shows the beam when the synchronous molecule, entering
the trap with 12 m/s, has come to a standstill. The central
part of the beam occupies a phase-space area of @0.8mm
10m/s# in the forward direction. This phase-space distribu-
tion is shown enlarged in Fig. 17, with the longitudinal ac-
ceptance diagram of the trap as an overlay.
VIII. TRAPPING EXPERIMENTS
In order to trap the molecules the voltage on the entrance
end cap is switched off once the synchronous molecule has
come to a standstill. In Fig. 18 the density of 14ND3 mol-
ecules at the center of the trap is shown as a function of time.
The trap is switched on 1.830 ms after the synchronous mol-
ecule exits the decelerator, i.e., 4.660 ms after the start of the
time sequence. Shortly after the trap is switched on the den-
sity at the center of the trap is seen to oscillate. These oscil-
lations have faded away after several milliseconds and a
steady signal from the trapped ammonia molecules remains.
The inset in the figure shows the ammonia density on a
longer time scale. The ammonia signal intensity is seen to
exponentially decay with a 1/e time of 0.3 s, although at
FIG. 16. Time-of-flight profiles for 14ND3 molecules recorded at
the center of the trap with the buncher switched off at DT
5 800 ms. The upper curve is recorded with voltages applied
asymmetrically to the trap electrodes. The lower curve is recorded
without deceleration of the molecules upon entering the trap. The
gray curves show the results of 3D Monte Carlo simulations of the
experiment. In the lower part of the figure the phase-space diagrams
of the beam are shown, together with the potential energy W(z)
~right axis! along the molecular beam axis for 14ND3 in the uJ ,K&
5u1,1& low-field-seeking state.
FIG. 17. The phase-space distribution of the beam at DT
51830 ms at the position of the trap together with the acceptance
diagram of the trap.
FIG. 18. Density of 14ND3 molecules recorded at the center of
the trap as a function of time. The time at which the trap is switched
on is indicated with an arrow. The inset shows the density of 14ND3
molecules on a longer time scale, and an exponential fit to the data
~solid line! with a 1/e decay time of 0.3 s.
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short times the decay appears to be slightly faster. The ob-
served trap loss is attributed to collisions with background
gas in the vacuum chamber; the background pressure of typi-
cally 231028 Torr is consistent with the observed trap loss
rate.
The oscillations that are observed shortly after the trap is
switched on, indicate that the emittance of the beam is not
perfectly matched to the acceptance of the trap. Two situa-
tions can be distinguished: ~i! the emittance and the accep-
tance are not centered around the same point in phase space,
i.e., the average position of the beam is not at the center of
the trap and/or the average velocity of the beam is nonzero
when the trap is switched on, and ~ii! the emittance of the
beam and the acceptance of the trap do not have the same
shape in phase space, i.e., the ratio of the spatial distribution
to the velocity distribution of the beam is different from that
of the acceptance diagram of the trap. These two situations
lead to different types of oscillations. In the first situation,
the whole beam will oscillate back and forth in the trap. In
the second situation, the beam will perform a breathing mo-
tion in the trap. The oscillations will decay due to the anhar-
monicity of the trap potential.
In order to experimentally study these oscillations, the
density of 14ND3 molecules is measured at two positions on
the molecular beam axis, symmetrically located around the
center of the trap. In the observed oscillation pattern at these
two positions, the two types of oscillation will appear in a
different manner. The oscillation of the whole beam back and
forth in the trap results in an oscillation at the longitudinal
trap frequency of 2 kHz; the measurements at the two posi-
tions will have a phase difference of 180°. The breathing
motion in the trap results in an oscillation at twice the lon-
gitudinal trap frequency, with the same phase at both loca-
tions.
In Fig. 19 the density of 14ND3 molecules in the trap is
shown as a function of time. Pairs of measurements are taken
under identical experimental conditions but with the detec-
tion laser focused at z5 10.35 mm and z520.35 mm.
The middle set of measurements are recorded when the trap
is switched on at 1.830 ms after the synchronous molecule
has exited the decelerator. This is the time at which, accord-
ing to the calculations, the synchronous molecule has come
to a standstill at the center of the trap ~see Fig. 17!. The
upper and lower measurements are recorded when the trap is
switched on 80 ms later and earlier, respectively. Although
oscillations can be recognized in all three sets of measure-
ments, it is evident that these oscillations are least pro-
nounced when the trap is switched on at 1.830 ms, which
thus experimentally appears to be the right time indeed. In
this case the signal intensity away from the center of the trap
is slightly less than in the other measurements, as expected.
Under these conditions, the signal intensity at the center of
the trap, shown in Fig. 18, is optimal. When the trap is
switched on too late, as for the upper curves, the molecules
are already reflected by the mirror and the signal intensity is
minimum ~maximum! downstream ~upstream! from the cen-
ter of the trap. In the upper curve taken at z510.35 mm,
the oscillation back and forth in the trap with a period of
approximately 0.5 ms is clearly visible. Although still vis-
ible, the oscillation back and forth is less pronounced in the
curve recorded at z520.35 mm. This indicates that also a
breathing motion is present, which can be recognized as such
at twice the longitudinal trap frequency. The measurements
that are taken when the trap is switched on 80 ms too early,
are similar to the ones that are taken when the trap is
switched on too late; the measurements taken at z5
20.35 mm (z510.35 mm) when the trap is switched on
too early have to be compared to the measurements taken at
z510.35 mm (z520.35 mm) when the trap is switched
on too late. In the measurements taken at 1.830 ms the os-
cillation back and forth in the trap is largely absent. The only
oscillation expected to be present in this case is due to the
breathing motion in the trap. Although frequencies around
twice the trap frequency are observed in both curves, the
curves are less similar than expected. This is probably caused
by the anisotropic phase-space distribution of the beam when
the trap is switched on, as seen in Fig. 17.
The transverse oscillations back and forth and the trans-
verse breathing motion in the trap are expected at 1 kHz and
2 kHz, respectively. In order to study these oscillations mea-
surements need to be performed with the laser beam focused
symmetrically above and below the molecular beam axis.
Such measurements are more complicated in the current set-
up, as the detection efficiency is strongly position dependent
off axis, and have not been performed. In the measurements
shown in Fig. 19 it is not clear if transverse oscillations are
present at all. However, it might be that the remaining 2 kHz
FIG. 19. Density of 14ND3 molecules recorded in the trap as a
function of time, at two different positions on the z axis. The three
sets of measurements show the dependence of the oscillation pat-
tern on the time at which the trap is switched on.
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oscillation in the measurement shown in Fig. 18, taken at the
center of the trap when the trap is switched on at the right
time, is due to the transverse breathing motion in the trap.
The longitudinal and transverse distributions generally do
not have the same temperature, even when the phase-space
distribution of the decelerated beam perfectly matches the
acceptance of the trap. In the absence of collisions, redistri-
bution of molecules in the trap will lead to a change in tem-
perature due to a coupling of the longitudinal and transverse
motion. This can be an alternative explanation for the ob-
served faster trap loss during the first 20 ms of trapping, as
seen in Fig. 18.
In order to determine the temperature of the trapped am-
monia molecules, the spatial distribution of the molecules in
the trap is measured along the z axis. This is done by scan-
ning the position of the focused detection laser through the 2
mm diameter holes in the ring electrode of the trap. For this
measurement the trap is switched on at 1.830 ms. The detec-
tion laser is fired after the molecules have been trapped for
50 ms, long compared to the oscillation periods in the trap.
Since the density in the trap is low, no collisions between
trapped molecules will take place during this time interval.
Strictly speaking, temperature is not defined in this case; it is
used here as a measure of the average energy of the mol-
ecules in the trap. Knowing the trapping potential for 14ND3
molecules in the uJ ,K&5u1,1& low-field-seeking state, the
spatial and velocity distributions can be calculated assuming
a certain temperature @50#. To make sure that ion detection is
not disturbed by residual electric fields, the detection laser is
actually fired 20 ms after the voltages on the trap electrodes
are switched off. During this 20 ms time interval the mo-
lecular cloud will slightly expand, which is included in the
simulations.
In Fig. 20 the density of trapped 14ND3 molecules is
shown as a function of the position along the z axis. The
detection efficiency is constant over the range in z covered in
these measurements. Each data point is averaged over ten
trapping cycles. The error bar indicates the statistical spread
in the measurements. The solid curves are the results of a
Monte Carlo simulation, assuming a thermal distribution of
molecules in the trapping potential. Detection of molecules
in a 70-mm-diameter, 2-mm-long cylinder is assumed. The
measurements are best described using a thermal distribution
with a temperature of 25 mK. In principle, similar measure-
ments could be performed to determine the spatial distribu-
tion in the transverse direction as well. As discussed, these
measurements are more complicated and have not been per-
formed.
The maximum number of ammonia ions detected per laser
pulse is approximately 45. Assuming a unit ionization effi-
ciency of the ammonia molecules in a 2-mm-long,
70-mm-diameter volume of the laser focus and with a unit
ion detection efficiency, a lower limit for the peak density of
trapped 14ND3 of n051.33107 molecules/cm3 results. The
total number of molecules in the trap is then approximately
104—a factor of 10 less than the number of molecules that
exited the decelerator. Together with the measured tempera-
ture of 25 mK, corresponding to a thermal de Broglie wave-
length of L52.5 nm, this yields a phase-space density n0L3
of 2310213. This can be compared to the phase-space den-
sity of the original beam, which is calculated to be 2
310211. For the trapping experiment the beam is decelerated
starting from an initial velocity of 256 m/s, where the phase-
space density is about a factor of 2 lower than at the peak
velocity. The overall loss in phase-space density from the
beam to the trap is therefore approximately 50. As discussed
earlier, there is a factor of 4 loss in phase-space density from
the matching of the molecular beam onto the decelerator. The
remaining factor of 12 loss results from the ~nonideal! load-
ing of the decelerated beam into the trap.
In Fig. 21 the ion signal resulting from the trapped sample
of 14ND3 molecules is shown together with the signal ob-
tained at the center of the trap for ammonia molecules in the
original molecular beam at the central velocity of 285 m/s,
and in the decelerated beam at a velocity of 92 m/s.
Identical measurements have been performed on 15ND3
using the same time sequence as in the experiment on
14ND3. Although it has been detailed in Sec. V that the same
time sequence can be used for deceleration of both the iso-
topomers, it is not a priori clear that this holds for bunching
and trap loading as well. One might expect that in the present
setup an optimum is found for 15ND3 at different settings
FIG. 20. Density of trapped 14ND3 molecules recorded as a
function of the position along the z axis. The solid curves show the
results of a Monte Carlo simulation for thermal distributions with
different temperatures.
FIG. 21. The density of 14ND3 molecules recorded at the center
of the trap for the original molecular beam at the central velocity of
285 m/s, for the decelerated beam at a velocity of 92 m/s and for the
trapped molecules. Each data point is averaged over 20 laser shots.
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than used for 14ND3. This has not been investigated further.
The measurements for the spatial extent of 15ND3 in the trap
is shown in Fig. 22. The measurements are well reproduced
when a temperature of 25 mK is assumed. Within the experi-
mental accuracy the absolute signal is the same for both the
isotopomers of ammonia. Both isotopomers have also been
trapped simultaneously at a factor of 2 lower peak density
for each species.
In Fig. 23, (211)-REMPI spectra of 14ND3 are shown,
recorded via intermediate states of different vibrational sym-
metry. The spectra are recorded under conditions close to
saturation, and the width of the lines is determined by power
broadening. All spectra are recorded on the same intensity
scale, and are averaged over 40 shots. In the upper panel, the
n2854 vibrational level in the B˜ 1E9 state is used as interme-
diate. Via this level, only molecules in the lower inversion
doublet levels ~vibrational s symmetry! in the electronic and
vibrational ground state are detected. Measurements are
shown for the molecular beam ~upper trace! and for trapped
molecules ~lower trace!. The JK rotational quantum numbers
of the ground-state levels are indicated in the figure @53#. In
the lower panel, the n2855 vibrational level is used as inter-
mediate, only allowing detection of molecules in the upper
inversion doublet levels ~vibrational a symmetry!.
In the beam, both s and a components of the 00 , 10, and
11 levels are observed. The 10 and 11 level are located
10 cm21 and 8 cm21 above the rotational ground-state
level, respectively. The 11 level is the only para level that is
populated in the beam, indicating a rotational temperature
below 3 K. The spectra recorded on the trapped molecules
only show the five allowed transitions originating from the
upper inversion doublet level of the 11 state.
IX. CONCLUSIONS AND FUTURE PROSPECTS
In this paper a method to decelerate and trap polar mol-
ecules using time varying electric fields is demonstrated. It is
shown that the high phase-space density of molecules that is
present in the moving frame of a pulsed molecular beam can,
in principle, be transferred to the laboratory frame without
loss. Different molecules and isotopomers can be trapped
simultaneously. On the order of 104, 14ND3 molecules are
trapped at a density of over 107 molecules/cm3 and at a
temperature of 25 mK. The corresponding phase-space den-
sity in the trap is 2310213, 50 times less than the initial
phase-space density in the beam. This loss can be reduced
with a better matching of the decelerated beam to the trap.
Ultimately, the phase-space density in the trap is limited
by the phase-space density that can be obtained in the beam.
In a pulsed supersonic expansion, densities of
1013 molecules/cm3 at a translational temperature of 1 K are
routinely obtained @45#. Phase-space densities on the order of
1028 appear feasible. Compared to this, the measured phase-
space density in our beam is rather low, apparently due to the
small pumping capacity in the current setup. Furthermore,
Xe is used as a carrier gas to start with a low velocity of the
initial beam. Due to its large polarizability, Xe readily forms
clusters and is therefore not considered to be the ideal carrier
gas. The use of Kr or Ar as a carrier gas may lead to a more
intense initial beam, requiring a longer decelerator, however.
To increase the number of trapped molecules the area in
phase space that is imaged from the beam source to the trap
should be increased. Currently, the area in phase space that
can be imaged is limited by the buncher. By using a buncher
consisting out of multiple ring electrodes and a hexapole
focuser, this can be largely improved. The acceptance of the
FIG. 22. Density of trapped 15ND3 molecules as a function of
the position along the z axis. The solid curves show the results of a
Monte Carlo simulation for thermal distributions with different tem-
peratures.
FIG. 23. (211)-REMPI spectra recorded via the B˜ 1E9, n28
54 ~upper panel! and n2855 ~lower panel! state in 14ND3. In each
panel, the upper curves are from measurements on the molecular
beam, whereas the lower curves are recorded on the trapped mol-
ecules.
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decelerator can be increased by using higher electric fields or
by using a larger spacing between the electrodes, at the same
value of the electric field. By using more deceleration stages,
the decelerator can be operated at a lower phase angle. Op-
timization of the overall deceleration and trapping process
will be performed via feedback control optimization of the
time sequence, using genetic learning algorithms. For a
given experimental geometry and molecule, this optimization
needs to be performed only once.
Another possibility to increase the number of trapped
molecules would be to accumulate molecules from succes-
sive deceleration cycles in the trap. An increase of phase-
space density via this accumulation is only possible in spe-
cific cases, e.g., for the NH radical, where laser-induced
spontaneous decay provides a unidirectional path to reload a
trap @54#. It is always possible to increase the total number of
molecules while keeping the phase-space density constant.
This process is known as phase-space stacking in accelerator
physics @49#.
With the scheme outlined in this article, any polar mol-
ecule can be decelerated and trapped provided that it has a
sufficiently large positive Stark shift in experimentally at-
tainable electric fields. In Table I a selection of polar mol-
ecules suited for deceleration and trapping is given. The ac-
celeration experienced by the molecules in the beam depends
on the ratio of their ~positive! Stark shift to their mass. This
is given as a ‘‘figure of merit’’ in Table I, scaled relative to
14ND3. Unless noted otherwise the Stark shift has been cal-
culated at an electric field of 200 kV/cm. The number of
stages that would be required to bring the molecules to a
standstill in the present setup, i.e., with electric fields on the
axis of the decelerator of 90 kV/cm, is given. For this, the
molecules are assumed to have an initial velocity determined
by the Xe carrier gas at a temperature determined by the
vapor pressure of the molecules. For stable molecules, the
temperature at which the vapor pressure is 0.1 atm is taken;
for radicals a room-temperature expansion is assumed. Most
of the molecules that have been listed have been used exten-
sively in hexapole focusing experiments, in which case a
reference to these experiments is given. Both the production
~in a molecular beam! and the detection methods for the
molecules listed in Table I are well known. For radicals such
as OH, production of intense pulsed beams with densities
above 1011 molecules/cm3 per quantum state have been re-
ported @70#.
The use of electrostatic fields to trap molecules, offers
many possibilities. Electric fields can be made in a wide
variety of shapes, and can be ramped and switched rapidly.
Molecules can be trapped around a charged wire @71–74#.
With a hexapole bent into a torus, a storage ring for polar
molecules can be constructed @36,75#. ac traps can be con-
structed to trap molecules in high-field-seeking states
@76,77#. It should be possible to produce microcircuits to
manipulate and trap molecules on a chip. Electrostatic trap-
ping fields can easily be superimposed with magnetic traps
@54#, optical traps @22#, or high-Q optical cavities @78#.
Ultrahigh resolution spectroscopy will greatly benefit
from the increased interaction time and the reduced thermal
broadening offered by cold molecules. Molecules are used in
the search for violation of time reversal symmetry @79# and
in the study of weak interactions in chiral molecules @80#. By
accurately measuring the ratio of the transition frequencies of
various types of optical transitions in molecules, the tempo-
ral variation of the fine-structure constant might be deter-
mined in a laboratory experiment @81#. The use of cold mol-
ecules is expected to increase the precision of these studies
by orders of magnitude.
The long storage time in traps makes it possible to study
the lifetimes of vibrationally or electronically excited meta-
stable states. Molecules can be prepared in these states either
in the trap or prior to deceleration. Closed rovibrational tran-
sitions might actually be used to cool the trapped molecules
further via laser cooling.
The study of ultracold collisions and reactions forms an
interesting research topic. At low temperatures the associated
de Broglie wavelength of the molecules becomes of the same
size as the collision complexes, dramatically changing the
interactions at these temperatures @2#. Besides studying col-
lisions among trapped species, interesting effects are pre-
dicted for collisions at nonzero collision energies. Calcula-
tions show that elastic and inelastic cross-sections show
sharp resonances at low collision energies, increasing by two
orders of magnitude at these energies @82#. Measuring the
width and position of these resonances can be performed by
sending a velocity tuneable molecular beam through the
sample of trapped molecules loaded from a previous cycle.
Scattering resonances occur, for instance, when colliding
molecules begin to rotate, leaving them with insufficient
translational kinetic energy to overcome their van der Waals
attraction. The formation of long-lived, transiently bound,
molecular complexes might enable reactions to occur via
tunneling through reaction barriers, opening up novel routes
for low-temperature chemistry.
With a sufficiently high density of trapped molecules, the
regime of evaporative cooling might be reached @83#. The
success of evaporative cooling depends on the ratio of the
elastic to inelastic collision rate of the trapped molecules.
This ratio depends critically on molecular properties such as
the magnitude of the dipole moment and of the zero-field
splitting @84#. As the trapping scheme presented here can be
used for a large number of different molecules, one can hope
to find a suitable candidate molecule. Alternatively, polar
molecules can be trapped in their lowest-energy quantum
state in an ac trap, by which inelastic collisions can be
avoided. In this case additional heating due to the rf fields
will take place. It is expected, however, that under certain
conditions evaporative cooling will dominate over this heat-
ing @85#.
Another viable method to cool the molecules further
might be sympathetic cooling with laser-cooled atoms. Re-
cently, Bose-Einstein condensation of 41K atoms has been
achieved via sympathetic cooling with a 87Rb gas @86#.
When further cooling of the trapped molecules proves to
be feasible, collective effects can be studied in these
samples. If a molecular Bose-Einstein condensate is formed,
there is the possibility to study its behavior for molecules in
selected vibrational and ~end-over-end! rotational states. Ar-
guably the most interesting aspect of molecules compared to
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atoms is that many molecules have a permanent electric di-
pole moment. The anisotropic interaction between the di-
poles will give rise to rich and new physics in the cold di-
polar gases @87#. The mean-field interparticle interaction, and
hence the occurrence of molecular Bose-Einstein condensa-
tion, will depend strongly on, and can therefore be manipu-
lated by, the trapping geometry @88#. This offers new possi-
bilities for controlling and engineering macroscopic quantum
states. It has been predicted that cold dipolar gases of fermi-
ons are excellent candidates for achieving the superfluid tran-
sition @89#. At ultracold temperatures dipolar molecules are
expected to form crystalline structures, similar to the forma-
tion of Wigner crystals in ion traps @90#. Another challenging
prospect is that trapped polar molecules might be used for
quantum computation; in this design, the qubits would be the
electric dipole moments of ultracold molecules, oriented
TABLE I. A selection of polar molecules suited for deceleration and trapping experiments, with their relevant properties.
Molecule State Number Stark shift at Shift/mass
Number
of stages Dipole
of hyperfine 200 kV/cm ~relative required in moment
levelsa (cm21)b to ND3) present ~D!
setup
CH @56,55# uX 2P1/2 ,J51/2,MV521/4& 4 1.54 1.03 90 ma51.46
uX 2P3/2 ,J53/2,MV529/4& 4 1.88 1.50 71
CF @57# uX 2P1/2 ,J51/2,MV521/4& 4 0.44 0.13 533 ma50.65
uX 2P1/2 ,J53/2,MV523/4& 4 0.32 0.09 845
CH2F2 @58# uJtM &5u2220& 1.52 ~184 kV/cm! 0.25 168 mb51.96
CH3F @44,59# uJKM &5u100& 0.54 ~128 kV/cm! 0.13 217 ma51.86
uJKM &5u16171& 1.05 ~118 kV/cm! 0.27 99
CO @48# ua 3PV51 ,J51,MV521& 2 1.71 0.53 89 ma51.37
ua 3PV52 ,J52,MV524& 2 2.87 0.89 63
H2CO @61,58,60# uJtM &5u111& 6 1.44 ~144 kV/cm! 0.42 130 ma52.34
D2CO @61# uJtM &5u111& 6 1.11 ~112 kV/cm! 0.30 155 ma52.34
H2O uJtM &5u111& 6 0.45 0.22 1081 mb51.82
D2O uJtM &5u111& 6 0.72 0.31 667 mb51.85
HDO uJtM &5u111& 12 0.73 0.36 558 ma50.66
mb51.73
HCN u(v1 ,v2l ,v3),J ,M &5u(0,00,0),1,0& 6 0.92 ~144 kV/cm! 0.29 177 ma53.01
u(v1 ,v2l ,v3),J ,Ml&5u(0,11,0),1,21& 12 1.80 ~136 kV/cm! 0.59 79
u(v1 ,v2l ,v3),J ,Ml&5u(0,11,0),2,21& 12 2.58 0.83 150
u(v1 ,v2l ,v3),J ,Ml&5u(0,11,0),2,22& 12 1.66 ~200 kV/cm! 0.53 109
LiH uX 1S1,J51,M50& 8 3.11 3.42 45 ma55.88
LiD uX 1S1,J51,M50& 12 2.67 2.62 34
NH ua 1D ,J52,M52& 12 3.34 1.94 48 ma51.49
14NH3 @62,63# uJKM &5u16171& 12 2.11 1.09 79 mc51.47
15NH3 uJKM &5u16171& 8 2.11 1.03 84 mc51.47
14ND3 @62# uJKM &5u16171& 48 2.29 1.00 65 mc51.50
15ND3 uJKM &5u16171& 32 2.29 0.95 68 mc51.50
NO @59,64# uX 2P1/2 ,J51/2,MV521/4& 6 0.17 0.05 1179 ma50.16
N2O @59,65# u(v1 ,v2l ,v3),J ,Ml&5u(0,11,0),1,21& 18 0.26 0.05 1041 ma50.17
OCS @63,66# u(v1 ,v2l ,v3),J ,M &5u(0,00,0),1,0& 1 0.13 ~82 kV/cm! 0.02 1172 ma50.72
u(v1 ,v2l ,v3),J ,M &5u(0,00,0),2,0& 1 0.43 0.06 1407
u(v1 ,v2l ,v3),J ,Ml&5u(0,11,0),1,21& 2 0.25 ~84 kV/cm! 0.04 647 ma50.70
u(v1 ,v2l ,v3),J ,Ml&5u(0,11,0),2,21& 2 0.56 0.08 759
u(v1 ,v2l ,v3),J ,Ml&5u(0,11,0),2,22& 2 0.24 ~120 kV/cm! 0.04 779
OH @67,68# uX 2P3/2 ,J53/2,MV529/4& 4 3.22 1.66 56 ma51.67
OD @68# uX 2P3/2 ,J53/2,MV529/4& 6 3.22 1.57 58 ma51.65
SH @57,69# uX 2P3/2 ,J53/2,MV529/4& 4 1.51 0.40 227 ma50.76
SD uX 2P3/2 ,J53/2,MV529/4& 6 1.49 0.38 235 ma50.76
SO2 @60,62# uJt M &5u100& 1 1.47 0.21 343 mb51.59
aIncluding m degeneracy.
bWhen the Stark shift reaches a maximum at lower values of the electric field, this maximum shift is given, together with the value of the
electric field ~in brackets!.
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along or against an external electric field, with coupling be-
tween bits via the electric dipole-dipole interaction @91#.
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