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Os senhores todos conhecem a
pergunta famosa universalmente
repetida: "que livro escolheria para
levar consigo, se tivesse de partir
para uma ilha deserta?". Vêm os
que acreditam em exemplos céle-
bres e dizem naturalmente: "uma
história de Napoleão". Mas uma
ilha deserta nem sempre é um exílio.
Pode ser um passatempo.
O Livro da Solidão, Cecília Meireles.
Aos meus pais, Mairon e Socorro.
Resumo
Neste trabalho mostramos a existência de subgrupos livres em grupos finita-
mente apresentados com mais geradores do que relações, e cujo posto coincide
com a deficiência da apresentação correspondente. Apresentamos a demons-
tração no caso abstrato utilizando a imersão de Magnus e imersões de anéis
de grupos em anéis com divisão, e no caso pro-p, indicando as modificações
e introduzindo o conceito de filtração. Também mostramos como o primeiro
caso pode ser deduzido a partir do segundo utilizando completamento pro-p.
Palavras-Chave: grupos finitamente apresentados, grupos livres, grupos
pro-p.
Abstract
In this work we show the existence of free subgroups in finitely presented
groups with more generators than relations, and such that its rank is equal
to the deficiency of the corresponding presentation. We present the proof
in the abstract case using the Magnus embedding and embedding of group
rings in skew-fields, and in the pro-p case, indicating the modifications and
introducing the concept of filtration. We also show as the first case can be
deduced from second case using the pro-p completion.
Keywords: finitely presented groups, free groups, pro-p groups.
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Na Teoria de Grupos, a ferramenta clássica que permite definir um grupo
de modo breve e inteligível é chamada apresentação, que identifica-o a partir
do conjunto de seus geradores e de um outro conjunto que descreve igual-
dades entre seus elementos, ditas relações. Por esta razão, investigações têm
sido desenvolvidas tendo hipóteses relacionadas à cardinalidade destes dois
conjuntos, quando finitos.
Não obstante, ressaltamos que, quando interpretados adequadamente,
estes apontamentos também inspiram investigações em um universo
particular na Teoria de Grupos, chamado de Grupos Profinitos, os quais
foram concebidos originalmente como grupos de Galois de extensões algébri-
cas de corpos. Equivalentemente, eles podem ser definidos como limites in-
versos de grupos finitos. Assim, estas investigações surgem como tentativa
de reproduzir propriedades de uma classe conveniente de grupos finitos por
"passagem ao limite", como o caso especial dos grupos pro-p (definidos como
limite inverso de p-grupos finitos).
O objetivo principal desta dissertação é apresentar as demonstrações dos
seguintes resultados dados por John S. Wilson em [15]:
Teorema Principal (Caso Abstrato) Seja G um grupo que tem uma
apresentação com n geradores x1, x2, . . . , xn e m relações r1, r2, . . . , rm, onde
n > m, e seja Y um conjunto qualquer de geradores de G. Então existem
n−m elementos de Y que geram livremente um subgrupo livre de G.
Teorema Principal (Caso Pro-p) Seja G um grupo pro-p que tem a-
presentação (como grupo pro-p) com n geradores x1, x2, . . . , xn e m relações
r1, r2, . . . , rm, onde n > m, e seja Y um conjunto qualquer de geradores
topológicos de G. Então existem n − m elementos de Y que geram livre-
mente um subgrupo pro-p livre de G.
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As suas demonstrações ancoram-se
i) na Álgebra Linear, considerando-se espaços vetoriais sobre anéis com di-
visão (à direita);
ii) na imersão de Magnus.
A linha do tempo destes resultados tem início por volta de 1930, quando
Magnus [5] publicou seu Freiheitssatz, que é essencialmente o Teorema Prin-
cipal (Caso Abstrato) onde Y = {x1, x2, . . . , xn} e m = 1. Em 1978, Ro-
manovskii [10] generalizou a hipótese de Magnus onde Y = {x1, x2, . . . , xn}
e m é qualquer inteiro menor do que n, e em 1986 obteve em [11] o Teorema
Principal (Caso Pro-p) de modo independente e utilizando um complicado
argumento indutivo.
A partir das contribuições de Romanovskii, em 2004, Wilson [14] deduziu
o Caso Abstrato do Teorema Principal do Caso Pro-p utilizando completa-
mento pro-p. Apresentamos esta demonstração na Seção 4.1. O desfecho
desta cronologia dá-se conforme uma publicação de Wilson [15], onde as
provas do Caso Abstrato e do Caso Pro-p do Teorema Principal foram ela-
boradas de modo direto e correlacionado. Apresentamos estas demonstrações
na Seção 2.3 e na Seção 4.3, respectivamente.
Dispusemos esta dissertação em 4 capítulos.
No Capítulo 1, definimos grupos livres e grupos abelianos livres, e sele-
cionamos alguns resultados que descrevem suas propriedades básicas. Defini-
mos também a apresentação de um grupo por meio de geradores e de relações
e selecionamos alguns resultados sobre grupos que têm uma apresentação
finita. Além disso, encerramos o capítulo apresentando um resultado dado
por Magnus que tem correlação com o Teorema Principal (Caso Abstrato).
Seguimos [3], [9] e [12] como referências.
No Capítulo 2, introduzimos alguns resultados sobre derivações, sobre
a imersão de Magnus para grupos abstratos e sobre a imersão de anéis de
grupos em anéis com divisão. Além disso, apresentamos a demonstração do
Teorema Principal (Caso Abstrato). Seguimos [15] como referência.
No Capítulo 3, selecionamos algumas definições da Topologia Geral e
destacamos alguns resultados que descrevem propriedades básicas de es-
paços topológicos. Definimos também grupos pro-p via limite inverso e sele-
cionamos resultados sobre o completamento pro-p, sobre grupos pro-p livres
e sobre grupos pro-p que têm uma apresentação finita. Por fim, encerramos
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o capítulo definindo módulos profinitos, módulos profinitos livres e álgebras
de grupo completas e comentando alguns resultados que descrevem suas pro-
priedades. Seguimos [6], [8] e [13] como referências.
No Capítulo 4, apresentamos uma nova demonstração para o Teorema
Principal (Caso Abstrato) via completamento pro-p. Introduzimos também
alguns resultados sobre a imersão de Magnus para grupos pro-p e sobre fil-
trações. Além disso, apresentamos a demonstração do Teorema Principal
(Caso Pro-p). Seguimos [14] e [15] como referências.
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Capítulo 1
Grupos Livres e Apresentação de
Grupos
O objetivo deste capítulo é conduzir o leitor ao entendimento de especifici-
dades importantes dos grupos livres e da apresentação de um grupo, os quais
ambientam o estudo pretendido neste documento.
O tratamento empregado tem inclinação preliminar, sobretudo, referente
ao Capítulo 2. Entretanto, além deste viés, introduziremos também alguns
apontamentos inerentes aos conceitos supracitados que julgamos serem opor-
tunos para fermentar nossa discussão, apesar de não mencioná-los posterior-
mente. Dentre eles, destacamos um limitante para a deficiência de um grupo
(dado em função do Multiplicador de Schur) e os Teoremas de Hall (que
ajudam a responder a questão se grupos finitamente gerados são finitamente
apresentados) e de Magnus (que comporta-se como um caso especial do nosso
principal resultado).
Este capítulo foi elaborado a partir da leitura de Johnson [3], Robinson [9]
e Rotman [12], e é assumido o conhecimento básico da Teoria de Grupos por
parte do leitor. Para consultar estes conceitos e resultados básicos, indicamos
a referência Isaacs [2].
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1.1 Grupos Livres e Grupos Abelianos Livres
1.1.1 Grupos Livres
Sejam X um subconjunto não vazio de um grupo F e δ : X −→ F uma
função. Então F é dito livre sobre X se a seguinte propriedade universal
é satisfeita: para qualquer grupo G e qualquer função α : X −→ G, vista
como aplicação entre conjuntos, existe um único homomorfismo de grupos








Com a notação acima, a função δ : X −→ F é necessariamente injetiva.
De fato, suponha que δ(x1) = δ(x2), mas x1 6= x2. Vamos considerar agora
um grupo G, com |G| > 2, e g1, g2 ∈ G distintos e tais que α(x1) = g1 e
α(x2) = g2. Então (βδ)(x1) = (βδ)(x2). Portanto, α(x1) = α(x2), ou seja,
g1 = g2; uma contradição com a hipótese.
Além disso, a existência de grupos livres não é um fato óbvio. De modo
geral, a sua construção se dá conforme a definição de uma relação de equi-
valência sobre o conjunto cujos elementos são escritos como uma justaposição
finita de elementos de X, que é a ideia por trás da demonstração do teorema
abaixo.
Teorema 1.1.1 Se X é um conjunto não vazio, então existem um grupo F
e uma função δ : X −→ F tais que F é livre sobre X e F = 〈Imδ〉.
Demonstração: Consultar Robinson [9], Teorema 2.1.1.
Sendo δ injetiva, podemos considerá-la sem perda de generalidade como
sendo a inclusão. Neste caso, identificaremos X com sua imagem δ(X), e
portanto assumiremos que F = 〈X〉. Diremos também que X é uma base
livre (ou conjunto de geradores livres) de F .
Corolário 1.1.2 Todo grupo é quociente de algum grupo livre.
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Demonstração: Sejam G um grupo e X = {xg | g ∈ G} um conjunto.
Assim, α : X −→ G dada por xg 7→ g é bijeção. Neste caso, considerando
F o grupo livre sobre X, temos que existe um homomorfismo sobrejetivo
φ : F −→ G (estendendo α), e assim G ∼= F/kerφ.
Conforme o Teorema 1.1.1, estabelecemos a existência dos grupos livres.
A seguir, mostraremos no Teorema 1.1.3 que eles são determinados pela car-
dinalidade do seu conjunto de geradores livres. Para tanto, é oportuno es-
clarecermos que se F é livre sobre X, então podemos realizar a associação
biunívoca abaixo, para qualquer grupo G.{
Homomorfismos





de X em G
}
Com efeito, dado um homomorfismo de F em G, podemos exibir uma
aplicação de X em G tomando-se, por exemplo, a sua restrição. A recíproca
deste fato e a injetividade da associação acima decorrem imediatamente da
propriedade universal na definição de grupo livre.
Teorema 1.1.3 Sejam F1 livre sobre X1 e F2 livre sobre X2. Então F1 ∼= F2
se, e somente se, X1 e X2 têm a mesma cardinalidade.
Demonstração: Suponha ϕ : X1 −→ X2 uma bijeção. Então ϕ determina
uma aplicação de X1 em F2 (que por simplicidade também será indicada por
ϕ). Assim, existe um único homomorfismo φ : F1 −→ F2 estendendo ϕ.
Analogamente, a inversa ϕ−1 : X2 −→ X1 de ϕ também determina um único
homomorfismo φ∗ : F2 −→ F1 estendendo ϕ−1 : X2 −→ F1.
F1










A composição φ∗φ : F1 −→ F1 é um homomorfismo tal que
φ∗φ(x) = φ∗(ϕ(x)) = ϕ−1ϕ(x) = IdF1(x)
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para todo x ∈ X1. Neste caso, φ∗φ estende a inclusão de X1 em F1. Uma vez
que esta extensão é única, temos que φ∗φ = IdF1 . Analogamente, φφ∗ = IdF2 ,
donde concluímos que φ é isomorfismo e F1 ∼= F2.
Reciprocamente, suponha F1 ∼= F2. Conforme foi discutido, os homomor-
fismos de F1 em G estão em correspondência biunívoca com as aplicações
de X1 em G, para todo grupo G. Em particular, para G = Z2 tem-se 2|X1|
homomorfismos de F1 em Z2. Agora, denotando por Hom(Fi,Z2) o conjunto
de todos os homomorfismos de Fi em Z2, para i = 1, 2, ressaltamos a seguinte
igualdade
| Hom(F1,Z2) |=| Hom(F2,Z2) |
pois F1 ∼= F2. Assim, este número é invariante por isomorfismos de F1. Neste
caso, temos em especial 2|X1| = 2|X2|, e portanto | X1 |=| X2 |.
Definimos o posto de um grupo livre como sendo a cardinalidade de uma
base livre. Assim, o teorema anterior além de determinar a unicidade dos
grupos livres sobre um conjunto, a menos de isomorfismo, esclarece também
que o seu posto não depende da escolha da base, e portanto está bem definido.
Teorema 1.1.4 (Nielsen-Schreier) Todo subgrupo de um grupo livre é livre.
Demonstração: Consultar Rotman [12], Teorema 11.44.
Se F é um grupo livre e H 6 F , em geral, não podemos garantir que
o posto de H é menor do que o posto de F . Na verdade, muitas vezes
ele se comporta de maneira completamente inesperada. Por exemplo, se
F tem posto 2, o seu subgrupo comutador F ′ tem posto infinito (Rotman
[12], Teorema 11.48). O teorema abaixo nos dá condições em que podemos
determiná-lo.
Teorema 1.1.5 Se F é um grupo livre de posto finito n, e H é um subgrupo
de índice finito m, então H tem posto igual a m(n− 1) + 1.
Demonstração: Consultar Rotman [12], Teorema 11.45.
Um grupo G é dito ser projetivo se dados um epimorfismo β : B −→ C
e um homomorfismo α : G −→ C, para quaisquer grupos B e C, existe um
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Apesar de ser concebido como uma propriedade básica dos grupos livres
(que é evidenciado na proposição a seguir), este fato terá lugar sutil, mas
esclarecedor, durante a demonstração do nosso principal resultado.
Proposição 1.1.6 (Propriedade Projetiva dos Grupos Livres) Todo
grupo livre é projetivo.
Demonstração: Sejam F,B e C grupos, com F livre sobre um conjunto
X, α : F −→ C e β : B −→ C homomorfismos, com β sobrejetivo. Dado
x ∈ X, podemos encontrar bx ∈ B tal que α(x) = β(bx). Assim, defina um
homomorfismo γ : F −→ B por meio da relação γ(x) = bx, e observe que
está bem definida. Então (βγ)(x) = β(bx) = α(x), e portanto βγ = α.
1.1.2 Grupos Abelianos Livres
Um grupo abeliano F é um grupo abeliano livre se F é uma soma direta
de grupos cíclicos infinitos, ou seja, se existe um subconjunto X ⊂ F de
elementos de ordem infinita, chamado de base livre, com F =
⊕
x∈X〈x〉. Se
X = ∅, definimos F = 0.
Observe que se F é um grupo abeliano livre sobre X, então cada elemento





commx ∈ Z emx 6= 0 apenas para um número finito de índices de x. Observe
também que 〈X〉 = ⊕x∈X〈x〉 = F . Ademais, grupos cíclicos infinitos estão
na interseção dos grupos abelianos livres com os grupos livres.
Teorema 1.1.7 Sejam F um grupo abeliano livre com base X, G um grupo
abeliano arbitrário e f : X −→ G uma função. Então existe um único
homomorfismo φ : F −→ G estendendo f .
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Demonstração: Se g ∈ F , então a unicidade da expressão g = ∑x∈X mxx,
onde mx 6= 0 somente para um número finito de índices de X, mostra que
φ : F −→ G dada por φ(g) = ∑x∈X mxf(x) está bem definida. Ademais,
é homomorfismo e estende f . Agora, se φ : F −→ G é um homomorfismo
com as mesmas propriedades de φ, então eles são iguais pois coincidem numa
base de F .
O teorema anterior esclarece que os grupos abelianos livres são os grupos
livres na categoria dos grupos abelianos. Portanto, convidamos o leitor a
interpretar o conceito de posto e enunciar o Corolário 1.1.2 (Rotman [12],
Corolário 10.12) e o Teorema 1.1.3 (Rotman [12], Teorema 10.14) no con-
texto desta categoria. De modo especial, aqui podemos provar que o posto
respeita a hierarquia na estrutura de grupo (isto é, subgrupos têm posto
menor ou igual ao posto do correspondente grupo), representando portanto
uma particularidade do Teorema de Nielsen-Schreier para grupos abelianos
livres (Rotman [12], Teorema 10.18).
Proposição 1.1.8 Se F é um grupo livre sobre X, então F/F ′ é um grupo
abeliano livre sobre X = {xF ′ | x ∈ X}.
Demonstração: Considere A um grupo abeliano e f : X −→ A uma função.
Defina agora f : X −→ A por x 7−→ f(xF ′). Como F é livre sobre X, então
existe um homomorfismo ϕ : F −→ A estendendo f . Uma vez que F/kerϕ
é isomorfo a um subgrupo de A, que é abeliano, então F ′ 6 kerϕ e assim o
homomorfismo ϕ : F/F ′ −→ A dado por wF ′ 7−→ ϕ(w) está bem definido, e
estende f . De fato, tem-se
ϕ(xF ′) = ϕ(x) = f(x) = f(xF ′)
para todo x ∈ X.
Vamos mostrar agora que ϕ é único com esta propriedade.
Suponha θ : F/F ′ −→ A um homomorfismo satisfazendo θ(xF ′) =
f(xF ′). Se pi : F −→ F/F ′ é o epimorfismo natural, então a composição
θpi : F −→ A é tal que
θ(pi(x)) = θ(xF ′) = f(xF ′) = ϕ(pi(x)).
Portanto, θ e ϕ coincidem em pi(X) = X; e como pi é sobrejetiva e X é uma
base livre de F , então θ = ϕ.
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O Lema abaixo caracteriza os grupos abelianos livres de acordo com a
propriedade projetiva.
Lema 1.1.9 Um grupo abeliano é projetivo se, e somente se, é abeliano livre.
Demonstração: Suponha G projetivo e considere um epimorfismo
α : F −→ G, onde F é um grupo abeliano livre. Aplicando a propriedade
projetiva, obtemos um homomorfismo β : G −→ F tal que αβ = IdG. Se
g ∈ Kerβ, então g = α(β(g)) = α(1) = 1, e portanto Kerβ = {1}. Assim,
G ∼= Imβ 6 F , donde concluímos que G é abeliano livre.
A recíproca é idêntica a Proposição 1.1.6.
Proposição 1.1.10 Se G é um grupo abeliano e H é um subgrupo tal que
G/H é abeliano livre, então G = H ⊕K para algum subgrupo K.
Demonstração: É conveniente utilizarmos aqui a notação aditiva. Sejam
F = G/H e α : G −→ F o homomorfismo canônico. Como F é projetivo,
existe um homomorfismo β : F −→ G de sorte que αβ = IdF . Se g ∈ G, então
α(g − β(α(g))) = α(g) − α(g) = 0, e portanto g − β(α(g)) ∈ kerα. Logo,
g = g − β(α(g)) + β(α(g)) ∈ kerα + Imβ, e assim G = kerα + Imβ. Além
disso, se g ∈ kerα ∩ Imβ, então g = β(x) para algum x ∈ F . Portanto,
x = α(β(x)) = 0, donde g = 0, e assim kerα ∩ Imβ = {0}. Então G =
kerα⊕ Imβ. Por fim, H = kerα.
Proposição 1.1.11 Todo grupo abeliano finitamente gerado livre de torção
é abeliano livre.
Demonstração: Consultar Rotman [12], Teorema 10.19.
Teorema 1.1.12 (Teorema Fundamental) Se A é um grupo abeliano fini-
tamente gerado, então A ∼= T ⊕ B, onde T é finito e B é abeliano livre de
posto finito.
Demonstração: Consultar Rotman [12], Teorema 10.20.
Vamos denotar por
d(A)
o número mínimo de geradores de A, e por
ρ(A)
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o posto de B (considerando a notação do teorema anterior).
As observações a seguir exprimem propriedades básicas destes números.
Faremos menção a elas durante a Seção 1.2.3.
Observação 1.1.13 Se A é um grupo abeliano finitamente gerado (como
acima), então um conjunto de geradores para A contém um subconjunto que
gera uma cópia isomorfa de B. Portanto, tem-se ρ(A) 6 d(A). Ademais,
ρ(A) = d(A) se, e somente se, A é livre; e ρ(A) = 0 se, e somente se, A é
de torção.
Sejam G1, G2, . . . , Gn grupos cíclicos. Para cada i ∈ {1, 2, . . . , n}, denote
por 1i o elemento neutro de Gi e considere gi ∈ Gi tal que Gi = 〈gi〉. Então
G = G1×G2×· · ·×Gn é um grupo abeliano finitamente gerado e os elementos
(g1, 12, 13, . . . , 1n), (11, g2, 13, . . . , 1n), . . . , (11, 12, 13, . . . , gn)
constituem um conjunto gerador para G.
Sejam agora m ∈ N, com m > 2, e Gi = Cm um grupo cíclico finito de
ordem m, para todo i ∈ {1, 2, . . . , n}, isto é, G = Cm × · · · × Cm︸ ︷︷ ︸
n
. Observe
que | G |= mn. Pelo que observamos acima, devemos ter d(G) 6 n. Supondo
agora d(G) = k < n, tomemos {h1, h2, . . . , hk} um conjunto gerador de G
com exatamente k elementos. Como o(hi) 6 m para todo i ∈ {1, 2, . . . , k},
temos
| G |6 o(h1)o(h2) · · · o(hk) 6 mk < mn,
um absurdo. Assim, devemos ter d(G) = n.
Por analogia, denotando por Zn o produto direto Z× · · · × Z︸ ︷︷ ︸
n
de n cópias
do grupo aditivo dos inteiros Z, temos que d(Zn) 6 n. Suponhamos agora
que d(Zn) < n. Tomando o subgrupo N = (2Z)n de Zn, temos Zn/N ∼= Zn2 e
assim d(Zn2 ) 6 d(Zn) < n. Mas pelo que mostramos, deveríamos ter d(Zn2 ) =
n, o que nos dá uma contradição. Logo, d(Zn) = n.
Observação 1.1.14 Se A e B são grupos abelianos finitamente gerados,
com B livre, então d(A⊕B) = d(A) + d(B).
Temos que A⊕B = Zd1 ×Zd2 × · · · ×Zdn ×Zm, onde n,m > 0, di divide
di+1 para todo i ∈ {1, 2, . . . , n− 1}, e d1 > 2. Temos que d(A⊕B) = n+m.
De fato, é imediato que d(A ⊕ B) 6 n + m. Considerando agora p um
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divisor primo de d1 e Hi o subgrupo de Zdi tal que | Zdi : Hi |= p, para
i ∈ {1, 2, . . . , n}, temos
Zd1 × Zd2 × · · · × Zdn × Zm
H1 ×H2 × · · · ×Hn × pZm
∼= Zn+mp .
Assim, se N = H1×H2×· · ·×Hn×pZm, então d(A⊕B/N) = n+m. Logo,
n+m = d(A⊕B/N) 6 d(A⊕B) 6 n+m,
e portanto d(A⊕B) = n+m.
Observação 1.1.15 Se A é um grupo abeliano finitamente gerado e H 6 A,
então ρ(A) = ρ(A/H) + ρ(H).
Se A é de torção, então identifica-se ρ(A) = ρ(A/H) = ρ(H) = 0. Neste
caso, suponhamos que A tem uma parte livre. Nos resta então analisar a
estrutura de H. Se H é de torção, então ρ(H) = 0 e ρ(A/H) = ρ(A). Se H
tem uma parte livre é imediato que ρ(A/H) = ρ(A)− ρ(H).
1.2 A Apresentação de um Grupo
1.2.1 Geradores e Relações
Mostramos anteriormente que todo grupo G pode ser obtido como imagem
de um grupo livre F sobre um epimorfismo δ : F −→ G, ou seja, G ∼= F/R
com R = kerδ. Neste contexto, dizemos que δ é uma apresentação de G, e
utilizamos a notação
G = (X | S)
onde X é um conjunto de geradores livres de F e S ⊂ F é tal que SF = R
(isto é, R é gerado como subgrupo normal por S). Quando for conveniente,
por razão de organização observacional, utilizaremos a notação
R F  G.
Os elementos de X são ditos geradores e os elementos de R são ditos
relações definidoras (ou simplesmente relações) da apresentação.
Neste sentido, cometemos o abuso de notação de nos referirmos aos ele-
mentos de X e de S como elementos de G (subentendendo-se a sua identifi-
cação). Observe que as relações de G são os elementos de F que determinam
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de modo não trivial a identidade de G. Observe também que a apresentação
de um grupo não é única pois depende da escolha dos conjuntos X e S. Ape-
sar disso, ela pode ser entendida como uma maneira breve de especificar um
grupo. Vejamos alguns exemplos.
Se F é livre sobre X, então F não possui relações definidoras, e por este
motivo usamos a notação F = (X | ∅).
Os grupos cíclicos infinitos (os quais são cópias isomorfas de Z) coincidem
com os grupos abelianos livres de posto 1. Portanto, uma apresentação para
Z6 ∼= Z/6Z é (x | x6). Observe também que Z6 ∼= Z2 × Z3, e assim podemos
apresentá-lo por (a, b | a2, b3, [a, b]), onde o comutador de a e b foi introduzido
no conjunto de relações para exprimir o fato de que suas imagens comutam.
O grupo dos quatérnios tem geradores x e y e relações definidoras x4 = 1,
x2 = y2 e y−1xy = x−1. Para maior aprofundamento e outros exemplos,
indicamos consultar Johnson [3].
Observe que se um grupo é finitamente gerado, então ele pode ser visto
como um quociente de um grupo livre de posto finito. Contudo, esta infor-
mação não determina por si sobre a cardinalidade do conjunto de relações.
Com este espírito, introduziremos na próxima seção alguns apontamentos
acerca desta questão.
1.2.2 Grupos Finitamente Gerados e Grupos Finitamente
Apresentados
Dizemos que um grupo G é finitamente apresentável se existe uma apresen-
tação com um número finito de geradores e de relações.
Claramente, exemplos de grupos finitamente apresentados incluem gru-
pos cíclicos e grupos livres de posto finito. O próximo resultado ampliará
sobremaneira o horizonte de nossos exemplos.
Proposição 1.2.1 Todo grupo finito admite uma apresentação finita.
Demonstração: Sejam G um grupo finito, digamos de ordem n, X ⊆ G um
conjunto de geradores (podemos tomar X = G, por exemplo) e θ′ : F −→ G,
o homomorfismo do grupo livre F sobre X que estende a inclusão. Pelo Teo-
rema 1.1.5, temos que kerθ′ é gerado por um conjunto B de cardinalidade
n(r − 1) + 1, onde | X |= r. Como 〈B〉 = kerθ′ C F , então G = (X | B).
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Fatalmente, todo grupo finitamente apresentado é finitamente gerado.
Entretanto, a recíproca é falsa. Mostraremos adiante que o produto entre-
laçado de dois grupos cíclicos infinitos, denotado por Z o Z, é 2-gerado e no
entanto não possui uma apresentação finita.
O produto entrelaçado de dois grupos é definido da seguinte forma.
Sejam D e Q grupos, Ω um Q-conjunto finito, e seja {Dω | ω ∈ Ω} uma
família de cópias isomorfas deD indexada por Ω. Então o produto entrelaçado
de D por Q, denotado por D oQ, é o produto semidireto de K por Q, onde
K =
∏
ω∈Ω Dω e Q age em K por q · (dω) = (dq·ω), para quaisquer q ∈ Q e
(dω) ∈ K.
Um caso especial da construção do produto entrelaçado é quando consi-
deramos Ω = Q visto como Q-conjunto agindo sobre si por multiplicação à
esquerda. Assim, K =
∏
x∈QDx é o produto direto de | Q | cópias de D, e
q ∈ Q envia uma | Q |-upla (dx) ∈
∏
x∈QDx em (dq·x).
Agora, para estendermos esta ideia ao caso geral onde podemos considerar
inclusive grupos infinitos, a construção do produto entrelaçado é feita da
seguinte forma. Sejam N e G grupos quaisquer. Para cada x ∈ G, seja Nx
uma cópia isomorfa de N via a aplicação a 7−→ ax e consideremos o produto
cartesiano B =
∏
x∈GNx. Se b ∈ B e g ∈ G, defina bg pela correspondência
(bg)x = bxg−1 . Assim, esta ação de G em B define o produto semidireto
GnB, o qual chamamos de produto entrelaçado de G por N .
A fim de introduzir os Teoremas 1.2.6 e 1.2.7, devidos a P. Hall, é conve-
niente destacarmos agora os seguintes pontos.
Teorema 1.2.2 (von Dick) Sejam G e H grupos com apresentações
ε : F −→ G e δ : F −→ H tais que Kerε 6 Kerδ. Então a função
ε(f) 7−→ δ(f) está bem definida e é um epimorfismo de G em H.
Demonstração: Se g ∈ G, então g = ε(f) para algum f ∈ F . Além disso,
δ(f) é unicamente determinado por g. De fato, se g = ε(f1), então f = f1k,
onde k ∈ Kerε. Logo, k ∈ Kerδ, e portanto δ(f) = δ(f1). Ademais,
claramente ε(f) 7−→ δ(f) é um epimorfismo.
Teorema 1.2.3 (B. H. Neumann) Sejam G um grupo finitamente apre-
sentável e X um conjunto qualquer de geradores de G. Então G tem uma
apresentação finita da forma (X0 | r1 = r2 = · · · = rl = 1), onde X0 ⊆ X.
Demonstração: Seja (y1, y2, . . . , ym | s1 = s2 = · · · = sl = 1) uma apresen-
tação finita de G. Se G = 〈X〉, então G = 〈X0〉, onde X0 = {x1, x2, . . . , xn}
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é um subconjunto finito de X. Existem, portanto, expressões para os termos
yi’s em termos dos xj’s, e também existem expressões para os termos xj’s
em termos dos yi’s, digamos yi = wi(x) e xj = vj(y). Assim, as seguintes
relações em termos dos xj’s são válidas:
sk(w1(x), . . . , wm(x)) = 1 e xj = vj(w1(x), . . . , wm(x))
onde k = 1, . . . , l e j = 1, . . . , n. Observe também que existem apenas uma
quantidade finita dessas relações.
Agora sejaG um grupo com geradores x1, x2, . . . , xn e com relações definido-
ras como acima em termos dos xj’s. Pelo Teorema 1.2.2, existe um epimor-
fismo de G em G dado por xj 7−→ xj. Defina yi = wi(x). Então o segundo
conjunto de relações definidoras acimas mostram que G = 〈y1, y2, . . . , ym〉.
Uma vez que sk(y) = 1, então novamente pelo Teorema 1.2.2, existe um
epimorfismo de G em G dado por yi 7−→ yi. Observe também que estes epi-
morfismos são mutuamente inversos, então eles são isomorfismos. Assim, G
é gerado pelos elementos x1, x2, . . . , xn sujeito apenas as relações definidoras
nos xj’s listadas acima.
Observação 1.2.4 Se F é um grupo livre sobre o conjunto {x1, x2, . . . , xn},
então F ′/γ3F é abeliano livre e os elementos [xi, xj]γ3F formam um conjunto
de geradores livres, com i < j = 2, . . . , n.
Primeiramente, lembre que γiF é o i-ésimo termo da série central inferior
de F . Note que o subgrupo γ3F não impõe torção ao quociente F/γ3F ,
e portanto este último é livre de torção. Neste caso, F ′/γ3F é abeliano
finitamente gerado livre de torção, isto é, abeliano livre (Proposição 1.1.11).
Ademais, qualquer elemento tem expressão única em termos de [xi, xj]γ3F .
Observação 1.2.5 Sejam R F  G uma apresentação de um grupo G.
Se A é o grupo de todos os automorfismos α de F tais que α(R) = R, então
existe um homomorfismo canônico A −→ Aut(G).
Dado α ∈ A, podemos induzir um homomorfismo α : F/R −→ F/R
definido por α(xR) = α(x)R. Para x1, x2 ∈ F , note que x1R = x2R implica
x1x
−1
2 ∈ R, donde α(x1x−12 ) ∈ R, e portanto α(x1R) = α(x2R), isto é, α está
bem definida. Além disso, observe que α ∈ Aut(G).
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No próximo teorema, trabalharemos com os grupos nilpotentes livres que
podem ser entendidos como grupos livres na categoria dos grupos nilpotentes.
Outra menção importante sobre a classe dos grupos finitamente gerados é o
seguinte Teorema de B. H. Neumann: existem 2ℵ0 grupos 2-gerados não iso-
morfos. Assim, quando construirmos um grupo 2-gerado dado por um quo-
ciente G/H de um grupo livre G de posto finito, saberemos que certamente
existem, no máximo, 2ℵ0 maneiras de escolher o subgrupo H.
Teorema 1.2.6 (P. Hall) Se A é um grupo abeliano enumerável, então ex-
istem 2ℵ0 grupos 2-gerados não isomorfos G tais que [G′′, G] = 1, Z(G) ∼= A
e G/Z(G) tem centro trivial.
Demonstração: Sejam Y um grupo nilpotente livre de classe 2 sobre
{yi | i ∈ Z}. Então Y ∼= F/γ3F , onde F é um grupo livre de posto in-
finito enumerável. Assim Y ′ = F ′/γ3F , e portanto Y ′ é um grupo abeliano
livre cuja base é formada pelos elementos cij = [yi, yj], com i < j (Observação
1.2.4).
Agora, vamos considerar K o subgrupo de Y ′ gerado pelos elementos da
forma c−1ij ci+1,j+1. Temos [Y ′, Y ] = 1 (pois Y é de classe 2), donde [K,Y ] = 1,
ou seja, K ⊆ Z(Y ). Logo, K E Y , e assim podemos definir o quociente
X = Y/K. Escrevendo xi = yiK, temos que {xi | i ∈ Z} é um conjunto
gerador de X sujeito as relações
[xi, xj, xk] = 1 e [xi+k, xj+k] = [xi, xj], (1.1)
pois c−1ij ci+1j+1 = 1 em X.
Suponha por absurdo que X é abeliano. Então Y ′ 6 K, e portanto











Mas como os elementos cij’s formam uma base livre de Y ′, então existe
l ∈ {1, 2, . . . , k} para o qual
ciljl = 1,
o que é um absurdo. Portanto, X é um grupo nilpotente livre de torção (pois
K não impõe finitude às ordens dos elementos em Y ) de classe 2. Além disso,
temos que X ′ = Y ′/K é abeliano livre.
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Por (1.1), vem [xi+k, x(j+k)+r] = [xi+k, x(j+r)+k] = [xi, xj+r]. Logo, os
elementos da forma
dr = [xi, xi+r]
(com i = 1, 2, . . . ) independem de i e com isto formam uma base livre para
X ′.
Agora, note que a aplicação xi 7−→ xi+1 preserva o conjunto de relações
(1.1). Assim, da Observação 1.2.5, existe um automorfismo α de X tal que
α(xi) = xi+1, e α tem ordem infinita. Com isto, podemos definir o produto
semidireto
H = T nX,
onde T = 〈t〉 e t age sobre X conforme α (isto é, xti = xi+1). Então
dtr = [x0, xr]
t = [xt0, x
t
r] = [x1, xr+1] = dr
donde X ′ 6 Z(H), e assim podemos tomar o quociente H = H/X ′. Uma
vez que H é metabeliano (pois não é comutativo e qualquer comutador de
tamanho 3 é trivial), então H ′′ 6 X ′, e daí [H ′′, H] = 1. Além disso, fica
estabelecido que H pode ser gerado por t e x0 pois xti = xi+1.
Em H temos que os comutadores em xi são suprimidos. Em virtude disto,
denotando agora tX ′ = t e xiX ′ = xi, concluímos que os elementos t e x0
geram H são tais que
[xi, xj] = 1 e xit = xi+1.
Vem,




Logo, H ∼= Z o Z, donde Z(H) = 1. Consequentemente, Z(H) = X ′.
Como X ′ é um grupo abeliano livre de posto infinito enumerável e A é
abeliano enumerável, então A ∼= X ′/M para algum M 6 X ′. Temos M CH





Pelo que já foi discutido, devemos ter [G′′M , GM ] = 1 e GM é 2-gerado


















Assim, Z(GM/Z(GM)) = 1.
Finalmente, nos resta mostrar que 2ℵ0 grupos não isomorfos podem ser
obtidos variando M em X ′, sempre respeitando a condição X ′/M ∼= A.
Em primeiro lugar, observamos que existem 2ℵ0 candidatos a M disponíveis.
Assim, suponha por absurdo que os correspondentes GM determinem uma
quantidade enumerável de classes de isomorfismo. Então para algum M
existe uma quantidade não enumerável de isomorfismos θλ : GMλ −→ GM .
Se αλ : H −→ GMλ é o homomorfismo natural, com kerαλ = Mλ, então
vamos considerar a composição θλαλ : H −→ GM . Se θλαλ = θµαµ, então
Mλ = ker(θλαλ) = ker(θµαµ) = Mµ. Assim, o conjunto dos homomorfismos
θλαλ (do grupo 2-gerado H no grupo enumerável GM) é não enumerável o
que é um absurdo.
Teorema 1.2.7 (P. Hall) Sejam G um grupo finitamente gerado, N CG e
suponha que G/N é finitamente apresentado. Então N é o fecho normal em
G de um subconjunto finito.
Demonstração: Sejam θ : F −→ G uma apresentação de G, onde F é um
grupo livre de posto finito, e S a pré-imagem de N com respeito a θ, isto
é, S = θ−1(N). Então S  F  G/N é uma apresentação para o grupo
finitamente gerado G/N . Portanto, pelo Teorema 1.2.3, S é o fecho normal
em F de algum subconjunto finito. Consequentemente, N = θ(S) é o fecho
normal em G de algum subconjunto finito, como queríamos.
Vamos conectar agora os Teoremas 1.2.6 e 1.2.7 para mostrar um co-
nhecido exemplo que encerrará nossa discussão sobre grupos finitamente ge-
rados e grupos finitamente apresentados.
Teorema 1.2.8 O produto entrelaçado de dois grupos cíclicos infinitos Z oZ
é um grupo metabeliano 2-gerado que não é finitamente apresentado.
Demonstração: Seja H o grupo construído durante a prova do Teorema
1.2.6, para o qual tínhamos H/X ′ ∼= Z o Z. Se este grupo fosse finitamente
apresentado, pelo Teorema 1.2.7 teríamos X ′ finitamente gerado pois X ′ =
Z(H), e portanto
X ′H = X ′,
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isto é, o conceito de ser gerado como subgrupo normal e de ser gerado como
subgrupo coincidem. Todavia, isto é um absurdo.
Para uma leitura complementar, indicamos consultar a referência De Cor-
nulier [1], na qual o autor estabelece condições necessárias e suficientes para
que o produto entrelaçado de dois grupos seja finitamente apresentável.
1.2.3 A Deficiência de um Grupo
Seja G um grupo finitamente apresentado e suponha que exista uma apresen-
tação de G com n geradores e r relações. O inteiro n− r é chamado de defi-
ciência da apresentação. Neste contexto, sabemos que é possível introduzir
novas relações em G como consequências das anteriores. Com isso, obtemos
novas apresentações com deficiências menores do que as antecedentes. Com
este espírito, surge a ideia de investigarmos apresentações com deficiência
tão grande quanto possível. Definimos então a deficiência de um grupo G,
denotada por
def(G)
como sendo o máximo entre as deficiências das apresentações finitas.
Mostraremos adiante que é possível determinar um limitante superior
para a deficiência de um grupo. Para tanto, utilizaremos o multiplicador de
Schur de G, denotado por M(G), e definido por
M(G) =
R ∩ F ′
[F,R]
onde F é livre e F/R ∼= G. O multiplicador de Schur depende apenas de G,
e não da escolha de F e R (Robinson [9], Teorema 11.4.15). Observe que se
G e H são grupos isomorfos, então indubitavelmente eles têm a mesma apre-
sentação. Por esta razão, devemos terM(G) = M(H), isto é, o multiplicador
de Schur é invariante por isomorfismos.
Vamos destacar agora duas definições que serão fortemente úteis durante
esta seção.
Por uma sequência exata de grupos entende-se uma sequência de grupos
e homomorfismos de grupos
G1
ϕ1 // G2
ϕ2 // · · · ϕn−1 // Gn
tais que Imϕi = kerϕi+1 para todo i.
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Com respeito a esta notação, vamos ressaltar os seguintes pontos. Quando
ϕ1 for injetiva, poderemos escrever a sequência como
1 // G1
ϕ1 // G2
ϕ2 // · · · ϕn−1 // Gn
e quando ϕn for sobrejetiva, poderemos escrever a sequência como
G1
ϕ1 // G2
ϕ2 // · · · ϕn−1 // Gn // 1.
Ademais, se E é uma extensão de G por N , então indicaremos por
N  E  G como já feito anteriormente. Neste caso, por simplicidade,
fixaremos sem perda de generalidade a imersão N  E como sendo a in-
clusão.
Por um morfismo entre sequências exatas, entende-se um conjunto de















ϕ2 // · · · ϕn−1 // Gn
Limitando a Deficiência de um Grupo
Lema 1.2.9 Seja G um grupo finitamente apresentado, digamos
(x1, x2, . . . , xn | y1, y2, . . . , yr). Vamos considerar G ∼= F/R, onde F é livre
sobre {x1, x2, . . . , xn} e R é o subgrupo normal de F gerado por {y1, y2, . . . yr}.
Então R/[F,R] é um grupo abeliano finitamente gerado e d(R/[F,R]) 6 r.
Demonstração: Como R C F , observe que [F,R] é um subgrupo normal
de R contendo [R,R] = R′. Portanto, R/[F,R] é um grupo abeliano. É su-
ficiente mostrar que R/[F,R] pode ser gerado pelas classes dos yi’s. Todo
elemento de R é um produto de elementos da forma fsf−1, onde s pertence
ao subgrupo gerado pelos yi’s. Mas fsf−1s−1 ∈ [F,R], e assim fsf−1 ≡ s
mod[F,R].
Usaremos a notação Gab para indicar o quociente G/G′.
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Teorema 1.2.10 Seja G um grupo finitamente apresentado, digamos
(x1, x2, . . . , xn | y1, y2, . . . , yr). Então
n− r 6 ρ(Gab)− d(M(G)).
Demonstração: Seja F um grupo livre sobre {x1, x2, . . . , xn} e R o seu
subgrupo normal gerado por {y1, y2, . . . , yr}. Temos a seguinte cadeia de
subgrupos normais de F
[F,R] C R ∩ F ′ C R C F ′R C F.
Pelo Lema 1.2.9, R/[F,R] é um grupo abeliano finitamente gerado com, no
máximo, r geradores. Existe uma sequência exata de grupos abelianos
0 −→ (R ∩ F ′)/[F,R] −→ R/[F,R] −→ R/R ∩ F ′ −→ 0.
Logo, d(M(G)) = d((R ∩ F ′)/[F,R]) 6 r. Uma vez que R/R ∩ F ′ ∼=
F ′R/F ′ ⊂ Fab, então o grupo R/R ∩ F ′ é abeliano livre pois Fab é abeliano
livre (Proposição 1.1.8). Daí,
R
R ∩ F ′
∼= R/[R,F ]
R ∩ F ′/[R,F ] =
R/[R,F ]
M(G)
é abeliano livre e M(G) é um somando direto de R/[R,F ] (Teorema 1.1.10),
isto é, R/[R,F ] ∼= M(G)⊕ (R/R ∩ F ′). Pela Observação 1.1.14, vem
d(R/[R,F ]) = d(M(G)) + d(R/R ∩ F ′).
Considerando agora a seguinte sequência exata
0 −→ F ′R/F ′ −→ Fab −→ F/F ′R −→ 0,
a Observação 1.1.15 esclarece que ρ(Fab) = ρ(F ′R/F ′) + ρ(F/F ′R). Recor-
dando agora que Fab e seu subgrupo F ′R/F ′ são abelianos livres e pela Ob-
servação 1.1.13 temos
d(F ′R/F ′) = d(Fab)− ρ(F/F ′R) = n− ρ(F/F ′R).
Concluímos assim a desigualdade
r > d(R/[F,R]) = n− ρ(F/F ′R) + d(M(G)).
Note que Gab ∼= F/F ′R.
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Teorema de Magnus - Um Caso Especial
O objetivo desta seção é apresentar um fecundo teorema creditado a Magnus,
o qual tem forte interseção com o Caso Abstrato do Teorena Principal. De
modo breve, lembre que este atesta sobre a existência de um subgrupo livre
em um grupo finitamente apresentado com mais geradores do que relações,
dado qualquer conjunto de geradores, e cujo posto coincide com a deficiência
da apresentação.
Na verdade, sob certo ponto de vista, este Teorema de Magnus (Teorema
1.2.13) trata-se de um caso especial, onde fixamos o conjunto de geradores e
usamos mão da comutatividade, como veremos a seguir.
Antes disso, vamos mostrar que podemos relacionar qualquer extensão
de grupos com uma determinada sequência exata, conhecida na literatura
como Sequência de Homologia Cinco Termos. Ratificamos que esta impor-
tante ferramenta, que surgiu no contexto da Cohomologia, será decisiva na
demonstração do Teorema de Magnus adiante.
Teorema 1.2.11 (Sequência de Homologia Cinco Termos) Dada uma
extensão de grupos N  E  G, existe uma sequência exata
M(E) //M(G) // N/[E,N ] // Eab // Gab // 1.
Esta sequência é natural no seguinte sentido: dado um morfismo (α, β, γ)
de N  E  G em N  E  G, existem homomorfismos induzidos

















M(E) //M(G) // N/[E,N ] // Eab
// Gab
// 1
Demonstração: Dada a extensão
1 // N // E
ε // G // 1
vamos verificar a existência da sequência exata abaixo.
M(E)
ξ4 //M(G)
ξ3 // N/[E,N ]
ξ2 // Eab
ξ1 // Gab // 1.
As aplicações
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ξ2 : N/[E,N ] −→ Eab e ξ1 : Eab −→ Gab
x[E,N ] 7−→ xE ′ xE ′ 7−→ ε(x)G′
são definidas de modo natural e são tais que Imξ2 = NE ′/E ′ = Kerξ1.
Assim, a sequência é exata em Eab. Ademais, como ε é sobrejetiva, segue
que ξ2 também é sobrejetiva, e portanto a sequência é exata em Gab.
Agora, nossa meta será construir as aplicações ξ3 e ξ4.
Seja pi : F −→ E uma apresentação de E com núcleo R. Então a com-
posição εpi : F −→ G é uma apresentação de G. Denotando kerεpi = S,
temos
M(E) ∼= F ′ ∩R/[F,R] e M(G) ∼= F ′ ∩ S/[F, S].
Além disso, pi(S) = N . Logo, R ≤ S e S/R ∼= N . Note que os subgrupos em













































ξ3 : M(G) −→ N/[E,N ]
x[F, S] 7−→ pi(x)[E,N ]
verifica-se que Imξ3 = E ′∩N/[E,N ] = kerξ2, estabelecendo assim a exatidão
em N/[E,N ].
Finalmente, considerando ξ4 : M(E) −→ M(G) como o homomorfismo
natural, temos Imξ4 = (F ′ ∩ R)[F, S]/[F, S] = kerξ3, donde concluímos que
a sequência é exata em M(G), como queríamos.
Vamos estabelecer agora sua naturalidade.
Seja (α, β, γ) um morfismo de N  E  G em N  E  G. Nosso
objetivo é construir aplicações convenientes entre as sequências de homologia
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cinco termos dessas extensões de modo que o diagrama resultante comute.
Para tanto, vamos considerar inicialmente pi : F −→ E e pi : F −→ E
apresentações de E e E com núcleos R e R, respectivamente. Segue então o
seguinte diagrama.








1 // R // F
pi // E // 1
Dado x ∈ F , podemos encontrar yx ∈ F tal que βpi(x) = pi(yx). Assim,
vamos induzir um homomorfismo β : F −→ F por meio da relação β(x) = yx.
Neste caso, temos que β(R) 6 R, e assim podemos definir
β∗ : M(E) −→ M(E)
x[F,R] 7−→ yx[F ,R].
De modo análogo, como ε : E −→ G e ε : E −→ G são sobrejeções, então
εpi : F −→ E e εpi : F −→ E são apresentações de G e G com núcleos S e
S, respectivamente. Segue então o seguinte diagrama:








1 // S // F
εpi // G // 1
Dado x ∈ F , podemos encontrar zx ∈ F tal que γεpi(x) = εpi(zx). Assim,
vamos induzir um homomorfismo γ : F −→ F por meio da relação γ(x) = zx.
Neste caso, temos que γ(S) 6 S, e assim podemos definir
γ∗ : M(G) −→ M(G)
x[F,R] 7−→ zx[F , S].
Ademais, como foi estabelecido que a aplicação injetiva N  E é a inclusão,
observe que α torna-se a restrição de β a N . Portanto, definimos simples-
mente
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α∗ : N/[E,N ] −→ N/[E,N ]
x[E,N ] 7−→ α(x)[E,N ],
β∗ : Eab −→ Eab
xE ′ 7−→ β(x)E ′
e por fim
γ∗ : Gab −→ Gab
x[E,N ] 7−→ γ(x)G′.
A comutatividade do diagrama decorre da maneira como estas funções foram
definidas pois a terna (α, β, γ) é um morfismo.

















// H3 // 1
Se θ1 e θ3 são isomorfismos, então θ2 também é um isomorfismo.
Demonstração: Primeiramente, vamos mostrar a injetividade. Se x ∈
ker θ2 então 1 = β′(θ2(x)) = θ3(β(x)), e assim β(x) = 1 pois o diagrama é
comutativo e θ3 é isomorfismo. Logo, x ∈ ker β = Imα, e então x = α(y)
para algum y ∈ G1. Logo, 1 = θ2(x) = θ2(α(y)) = α′(θ1(y)), donde θ1(y) = 1
pois a sequência é exata. Logo, y = 1 pois θ1 também é isomorfismo, e
portanto x = 1.
Agora a sobrejetividade. Seja a ∈ H2. Então β′(a) = θ3(b) para algum
b ∈ G3, pois θ3 é isomorfismo. Assim, β′(a) = θ3(β(c)), para algum c ∈ G2
pois a sequência é exata. Portanto, β′(a) = β′(θ2(c)) e assim a ≡ θ2(c)
mod(kerβ′ = Imα′). Neste caso, a = θ(c)α′(d), para algum d ∈ H1. Por sua
vez, d = θ1(e) para algum e ∈ G1, pois θ1 é isomorfismo. Logo,
a = θ2(c)α
′(d) = θ2(c)α′(θ1(e)) = θ2(c)θ2(α(e)),
isto é, a = θ2(cα(e)).
Citamos agora um fato amplamente conhecido sobre a série central infe-
rior de um grupo livre que será introduzido na demonstração do Teorema de
Magnus sem maiores comentários: se F é um grupo livre, então a interseção
de todos os termos da série central inferior de F é trivial.
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Teorema 1.2.13 (Magnus) Seja G um grupo tendo uma apresentação finita
com n+ r geradores e r relações. Se Gab pode ser gerado por n elementos
x1G
′, x2G′, . . . , xnG′
então x1, x2, . . . , xn geram um subgrupo livre de posto n e eles formam um
conjunto de geradores livres.
Demonstração: Pelo Teorema 1.2.10, temos as seguintes desigualdades
n = n+ r − r 6 def(G) 6 ρ(Gab)− d(M(G)) 6 n− d(M(G)).
Assim, d(M(G)) = 0 e ρ0(Gab) = n. Portanto, M(G) = 0 e Gab é grupo
abeliano finitamente gerado e livre de torção, uma vez que
ρ(Gab) = n 6 d(Gab) 6 n implica ρ(Gab) = d(Gab) = n.
Então Gab abeliano livre de posto n.
Sejam agora F um grupo livre sobre {y1, y2, . . . , yn} e θ : F −→ G o
homomorfismo definido por θ(yi) = xi. Assim, é suficiente mostrar que θ é
injetiva.
Como os elementos xiG′ geram Gab, então θ induz um isomorfismo de Fab








vamos supor, por hipótese de indução, que θ determina um isomorfismo de
Fi em Gi (para i = 1 recaímos no caso comentado acima). Considere o
diagrama comutativo abaixo.










1 // γi+1G // G // Gi // 1
Aqui, as aplicações para baixo à esquerda e à direita são induzidas por θ
(e serão igualmente denotadas por θ, por simplicidade). Aplicando agora a
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sequência de homologia cinco termos (Teorema 1.2.11), obtemos o correspon-
dente diagrama comutativo abaixo:
























γ′ // (Gi)ab // 1
Temos que M(F ) = 1, pois F é livre. Como θ : Fi −→ Gi é isomorfismo,
podemos induzir um isomorfismo θ∗ : M(Fi) −→ M(Gi). Observe também
que θ∗ : (Fi)ab −→ (Gi)ab é isomorfismo.
Pelo Lema 1.2.12, deduzimos que θ : γi+1F/γi+2F −→ γi+1G/γi+2G é


























o Lema 1.2.12 nos esclarece novamente que θ∗ : Fi+1 −→ Gi+1 é bijetiva.
Segue por indução em i que θ∗ : Fi+1 −→ Gi+1 é isomorfismo, como
queríamos. Observe agora que kerθ 6 γi+1F para todo i, donde
ker θ 6
⋂
i∈N γi+1F , e assim kerθ = 1 e θ : F −→ G é injetiva, como
queríamos.
Corolário 1.2.14 Seja G um grupo que admite uma apresentação finita com
n + r geradores e r relações. Se G pode ser gerado com n elementos, então
G é um grupo livre de posto n.
O Corolário anterior indica que é plausível imaginar que as relações do
grupo podem ser usadas para eliminar r dos seus n+ r geradores, e que os n
geradores restantes não estão sujeitos a quaisquer relações.
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Capítulo 2
O Teorema Principal - Caso
Abstrato
Neste capítulo, apresentamos a demonstração do Teorema Principal (Caso
Abstrato) dada por John S. Wilson em [15].
Teorema Principal (Caso Abstrato) Seja G um grupo que tem uma
apresentação com n geradores x1, x2, . . . , xn e m relações r1, r2, . . . , rm, onde
n > m, e seja Y um conjunto qualquer de geradores de G. Então existem
n−m elementos de Y que geram livremente um subgrupo livre de G.
A demonstração tem como pilares a imersão de Magnus, que é uma apli-
cação injetiva de um determinado quociente de um grupo livre em uma ex-
tensão split, e a imersão de anéis de grupos ordenáveis em anéis com divisão
(à direita).
2.1 A Imersão de Magnus e Derivações
Seja H um grupo, M um ZH-módulo (à direita) e considere a extensão
split G = H nM . Por refinamento estético, vamos introduzir uma notação



















reflete de modo conveniente o fato de que (h1m1)(h2m2) = (h1h2)(mh21 m2)
em G. Neste contexto, podemos considerar também M como sendo um ZG-
módulo, onde a ação de G em M é dada por mhm1 = mh1 , onde hm ∈ G =
H nM e m1 ∈M .
De forma geral, uma derivação de G emM é qualquer aplicação d : G −→
M tal que
d(xy) = d(x)y + d(y),
onde a adição denota a operação de M , e o produto d(x)y denota a ação de
y em d(x).
Observe que a aplicação δ que leva g ∈ G na sua componente em M é


















Portanto, δ(g1g2) = m1h2 +m2. Além disso, temos de modo claro δ(g1) = m1






pois M é abeliano (como grupo aditivo), e assim m2 age em m1 de modo
trivial. Logo, δ(g1g2) = δ(g1)g2 + δ(g2), e portanto δ é um derivação, como
foi afirmado.
Vamos introduzir no lema a seguir uma propriedade importante das deri-
vações.
Lema 2.1.1 Seja δ : H −→ W uma derivação de um grupo H em um
ZH-módulo W . Se H = 〈Z〉 então o subconjunto δH está contido no ZH-
submódulo W1 gerado por δZ.
Demonstração: Note que δ(1) = δ(1)1+ δ(1) = 2δ(1), e assim δ1 = 0. Daí,
1 = δ(hh−1) = δ(h)h−1 + δh−1, e portanto δ(h−1) = −(δ(h))h−1. Neste caso,
para h1, h2 ∈ Z, vem δ(h1h−12 ) = δ(h1)h−12 + δ(h−12 ) = δ(h1)h−12 − δ(h2)h−12 ∈
W1. Generalizando esta ideia, temos que se h = h11 h
2
2 . . . h
n
n ∈ H, com
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hi ∈ Z, i = ±1, e i = 1, 2, . . . , n, a sua imagem com respeito a δ é uma
H-combinação linear de δh1, δh2, . . . δhn, e que pertence a W1.
A imersão de Magnus para grupos abstratos é o homomorfismo j de F/R′
em H nM dado pelo lema a seguir.
Lema 2.1.2 Sejam F um grupo livre sobre {x1, x2, . . . , xn}, R um subgrupo














(b) R′ 6 kerµ 6 R.





induzida por µ. Se M é o
ZH-módulo livre sobre {t1, t2, . . . , tn}, então j é injetiva.
Demonstração: O ítem (a) é claro, pois F é livre sobre {x1, x2, . . . , xn}.











implica em especial f ∈ R. Além disso, a imagem de R com respeito a µ é






































Portanto temos R′ 6 Kerµ, o que completa a prova do item (b).
Nota A prova do item (c) a seguir é apresentada no artigo de John S. Wilson
[15] onde ele cita Romanovskii como autor.
Para verificarmos o item (c), vamos primeiro construir uma imersão θ





. Para isso, considere o grupo
abeliano N constituído de todas as funções b : H −→ R/R′ (com respeito a
operação ponto a ponto).
Afirmação 1 Dada a correspondência
N ×H −→ N
(b, h) 7−→ bh
definida por (bh)(x) = b(xh−1) para todo x ∈ H, temos que N é um ZH-
módulo.





1 ) = (bh1)(xh
−1
2 ) = (bh1)(h2)(x) para todo b ∈ N
e quaisquer h1, h2, x ∈ H. Logo, a correspondência definida acima é uma
ação (à direita) de H em N , e assim podemos considerar a extensão split
H nN , a qual induz em N a estrutura de ZH-módulo.
Neste contexto, note também que a ação de H em N induz uma ação
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N × F/R′ −→ N
(b, g) 7−→ bg
onde bg(x) = (bq(g))(x), para todo x ∈ H, e q : F/R′ −→ H é o epimorfismo
fR′ 7−→ fR.
Agora, para construir a imersão θ : F/R′ −→ H n N considere uma
função σ : F/R −→ F/R′ cuja composta com q : F/R′ −→ F/R é a aplicação
identidade de F/R. Para cada fR′ ∈ F/R′, defina δ(fR′) ∈ N por
(δ(fR′))(uR) = σ(uf−1R) · fR′ · (σ(uR))−1
para todo uR ∈ H.
Afirmação 2 Temos δ(f1f2) = (δf1)f2(δf2) para quaisquer f1, f2 ∈ F/R′.
Além disso, se f ∈ R/R′ é tal que δf é o elemento identidade de N , então f





2 R) = σ(u(f1f2)
−1R) · f1R′ · (σ(uf−12 R))−1
e também
(δ(f2R




−1R) · f1f2R′ · (σ(uR))−1 = δ(f1f2)(uR)
para todo uR ∈ F/R. Além disso, se δf é o elemento identidade de N ,
com f ∈ R/R′, então (δfδf1)(uR) = δf1(uR) para todo uR ∈ F/R. Logo,
δf(uR) = R′, isto é,
R′ = σ(uf−1R) · fR′ · (σ(uR))−1 = σ(uR) · fR′ · (σ(uR))−1 = fR′
donde concluímos que f é o elemento identidade em R/R′, como queríamos.
Defina













































então f ∈ R e δ(fR′) = 1, e assim pela Afirmação 2 tem-se f ∈ R′. Portanto,
θ é um homomorfismo injetivo, como queríamos.
















pode ser completado com uma aplicação θ de tal forma que θj = θ. Como
θ é injetiva, segue que j também é injetiva, o que completa a prova do item
(c).








Como M é ZH-módulo livre com base t1, t2, . . . , tn, seja κ : M −→ N o

































donde concluímos θj = θ.






do item (c) segue também do Teorema de Kaloujnine-Krasner (consultar
[4]), onde determina-se que a extensão split H nN é o produto entrelaçado
R/R′ o F/R, isto é, o produto semidireto F/R n B, onde B é o produto de
| F/R | cópias de R/R′ (e que também pode ser deduzida de Wilson [13],
Teorema 4.4.1).
2.2 Imersão de Anéis de Grupos em Anéis com
Divisão
Um grupo G é dito ordenável se ele tem uma ordem total 6 tal que se a, b ∈ G
e a 6 b então xay 6 xby para quaisquer x, y ∈ G. Neste caso, o par (G,6)
é dito ser um grupo ordenado.
Podemos encontrar com facilidade na literatura exemplos de grupos orde-
nados. Por exemplo, podemos citar o grupo numérico dos reais R (visto adi-
tivamente), com sua ordem usual, como exemplo trivial de grupos ordenados.
Além disso, subgrupos de grupos ordenados são ordenados (indutivamente).
O nosso horizonte de exemplos pode ser ampliado com a seguinte ideia.
Dado um grupo ordenado G e X um conjunto bem ordenado qualquer, então
o conjunto de todas as funções de X em G é também um grupo ordenado,
considerando a operação ponto-a-ponto. Utilizaremos esta ideia de modo
mais específico no Lema 2.2.4.
O lema a seguir indica condições em que podemos definir uma ordem em
uma extensão split que seja compatível com sua operação.
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Lema 2.2.1 Se G = H n A é uma extensão split dos grupos ordenados
(H,6H) e (A,6A), e se, para a ∈ A e h ∈ H,
1 6A a implica 1 6A ah,
então podemos definir em G uma ordem total da seguinte forma: h1a1 6 h2a2
quando h1 <H h2 ou h1 = h2 e a1 6A a2. Munido desta ordem, (G,6) é um
grupo ordenado.
Demonstração: É claro que a relação 6 definida em G é uma relação de
ordem. Vamos mostrar que ela é compatível com a sua operação. Sejam
hiai ∈ G, com i = 1, 2, 3, tais que h1a1 6 h2a2. Logo, temos duas possibili-
dades: h1 <H h2 ou h1 = h2 e a1 6A a2. Se h1 <H h2, então h3h1 <H h3h2
pois (H,6H) é ordenado, e assim
h3a3h1a1 = h3h1a
h1
3 a1 6 h3h2ah23 a2 = h3a3h2a2.
Caso contrário, devemos ter h1 = h2 e a1 <A a2, donde ah13 = a
h2
3 , e portanto
ah13 a1 <A a
h2
3 a2, pois (A,6A) é ordenado. Assim, h3a3h1a1 6 h3a2h1a2.
Resta-nos agora verificar que o produto à direita também preserva 6.
Observe que se h1 <H h2, então o argumento é análogo ao que foi apresen-
tado acima. Para a segunda situação, devemos ter 1 6A a−11 a2. Agora, por
hipótese, tem-se 1 6A (a−11 a2)h3 , e assim ah31 6A ah32 , o que nos dá
h1a1h3a3 = h1h3a
h3
1 a3 6 h2h3ah32 a3 = h2a2h3a3.
Lema 2.2.2 Todo grupo G tem um único subgrupo normal minimal K tal
que G/K é ordenável.
Demonstração: Sejam (Kλ)λ∈Λ a família dos núcleos dos homomorfismos
de G em grupos ordenados e K = ∩λ∈ΛKλ. Note que, para cada λ ∈ Λ,
G/Kλ é isomorfo a um subgrupo de um grupo ordenado. Vamos então fixar
uma ordem em cada grupo G/Kλ e vamos considerar Λ como sendo bem
ordenado. Agora, podemos definir uma ordem em G/K da seguinte forma:
aK < bK se para algum µ ∈ Λ temos aKµ < bKµ e aKλ = bKλ para todo
λ < µ.
Um anel com divisão ordenado é um anel com divisão Q junto com uma
ordem 6 tais que Q com a adição e o conjunto U+(Q) = {h ∈ Q | h > 0}
com a multiplicação são grupos ordenados com respeito a 6.
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Proposição 2.2.3 Seja H um grupo ordenado. Então ZH pode ser mergul-
hado em um anel com divisão ordenado Q de modo que a ordem em Q induz
uma imersão de H (como grupo ordenado) em U+(Q).
Demonstração: A prova desta proposição pode ser encontrada em Neu-
mann [7]. Em linhas gerais, um candidato a Q é o anel com divisão consti-
tuído das séries formais q =
∑
h∈H λhh (munido das operações usuais de
soma e multiplicação), com λh ∈ Q para todo h ∈ H, e com suporte
{h ∈ H | λh 6= 0} inversamente bem-ordenado. Então U+(Q) é o con-
junto dos elementos q tal que λm > 0, onde m ∈ H é o maior elemento do
suporte de q.
Para finalizar a seção, conectamos o Lema 2.2.1 e a Proposição 2.2.3
conforme abaixo.
Lema 2.2.4 Sejam H um grupo ordenado, Q um anel com divisão ordenado
contendo ZH e V um Q-espaço vetorial (à direita) de dimensão finita; assim,
V é naturalmente um ZH-módulo. Então a extensão split HnV é ordenável.
Demonstração: Primeiramente, podemos considerar V como sendo o es-
paço Q(n) cujos elementos são n-uplas de elementos de Q. Vamos definir
uma ordem 6V em V da seguinte forma: (x1, x2, . . . , xn) 6V (y1, y2, . . . , yn)
se 0 < yi − xi para a primeira diferença yi − xi não nula. Assim, se 0 <V v,
com v = (v1, v2, . . . , vn) ∈ V e h ∈ H, seja vi a primeira entrada não nula, a
qual satisfaz 0 < vi em Q. Então 0 < vih, pois Q é ordenado. Logo, 0 < vh.
Portanto, pelo Lema 2.2.1 H n V é ordenável.
2.3 Prova do Teorema
Teorema Principal (Caso Abstrato) Seja G um grupo que tem uma a-
presentação com n geradores x1, x2, . . . , xn e m relações r1, r2, . . . , rm, onde
n > m, e seja Y um conjunto qualquer de geradores de G. Então existem
n−m elementos de Y que geram livremente um subgrupo livre de G.
Demonstração: Considere F/R ∼= G uma apresentação de G, onde F é
um grupo livre gerado livremente por x1, x2, . . . , xn, e cujo núcleo R pode
ser gerado como subgrupo normal pelo conjunto constituído dos elementos
r1, r2, . . . , rm, onde m < n.
46
Pelo Lema 2.2.2, existe um menor subgrupo normal S de F contendo R
para o qual G = F/S é ordenável.
Aplicando a Proposição 2.2.3, seja Q um anel com divisão ordenável
contendo ZG. Sejam V o espaço vetorial (à direita) sobre Q com base
{t1, t2, . . . , tn} e M o ZG-módulo gerado por t1, t2, . . . , tn. Uma vez que
existe uma imersão natural de M em V , então todo elemento de M é escrito
de maneira única em termos de t1, t2, . . . , tn. Portanto, M é um ZG-módulo
livre com base livre {t1, t2, . . . , tn}.
Considere o homomorfismo dado pelo Lema 2.1.2










e considere a derivação δ : F −→ M que leva f ∈ F na componente em M







Seja U o subespaço de V gerado por δ(r1), δ(r2), . . . , δ(rm) e considere o
espaço quociente W = V/U . Temos que dimW = r ≥ n −m. Além disso,
considere
δ : F −→ (M + U)/U
f 7−→ δ(f) + U
uma derivação induzida por δ. Como {t1, t2, . . . , tn} é uma base de V , e
δ(xi) = ti para todo i = 1, 2, . . . , n, então {δ(x1), δ(x2), . . . , δ(xn)} gera W .





















como sendo a composição ψ = ϕµ.
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Pelo Lema 2.2.4, temos que Gn (M +U)/U é ordenável. Assim, F/kerψ
é ordenável. Por um lado, temos claramente kerψ ≤ S. Por outro lado,
para todo i = 1, 2, . . . ,m, temos riS = S (pois R ≤ S) e δri = 0 (pois U
é gerado por {δ(r1), δ(r2), . . . , δ(rn)}). Logo, R ≤ kerψ. Pela minimalidade
de S, segue que S = kerψ. Portanto, ψ induz uma imersão






Seja Y ⊆ F um conjunto gerador de F/R. Por simplicidade, vamos
escrever F/R = 〈Y 〉, identificando Y com sua imagem em F/R. Vamos
induzir também a derivação δ : F −→ W ao quociente F/R. Aplicando o
Lema 2.1.1, temos que
δ(F/R) ⊆ 〈δ(Y )〉 ⊆ δ(F/R).
Portanto, δ(F/R) = 〈δ(Y )〉 6 W . Observe também que δ(xi) ∈ δY . De fato,
se algum xi ∈ R, então δ(xi) = 0 pois R 6 Kerψ. Caso contrário, xi ∈ 〈Y 〉
e assim δ(xi) ∈ 〈δ(Y )〉. Um vez que W = 〈δ(xi), δ(x2), . . . , δ(xn)〉 temos que
W = 〈δ(Y )〉.
Considere então {δy1, δy2, . . . , δyr} uma base de W e E o grupo livre
com base livre {y1, y2, . . . , yr}. Defina o homomorfismo α : E −→ G por
yi 7−→ yiS e seja N = kerα.
Pelo Lema 2.1.2, o homomorfismo





definido como sendo a composição β = jα tem núcleo N ′. Mas j é injetiva,
e portanto obtemos N = N ′. Todavia, N é subgrupo de um grupo livre;
logo, N é livre e, como N = N ′, segue que N = 1. Assim, o subgrupo
〈y1, y2, . . . , yn〉 de F é livre módulo S. Pela propriedade projetiva dos grupos
livres (Proposição 1.1.6), existe uma aplicação i : E −→ G tal que o seguinte
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O objetivo deste capítulo é apresentar um arcabouço de definições e resul-
tados conhecidos sobre Grupos Profinitos com caráter preliminar referente
ao Capítulo 4. Consciente ao Teorema Principal (Caso Pro-p), consideramos
por conveniência restringir nosso estudo a classe dos p-grupos finitos.
Apresentamos um prelúdio topológico e introduzimos a definição de grupo
pro-p baseando-se no conceito de limite inverso. Destacamos propriedades
importantes do completamento pro-p, dos grupos pro-p livres e dos grupos
pro-p finitamente apresentados. Apresentamos também especificidades dos
módulos profinitos, dos módulos profinitos livres e das álgebras de grupo
completas.
Este capítulo foi elaborado a partir da leitura Munkres [6], Ribes-Zalesskii
[8] e Wilson [13].
3.1 Preliminares Topológicas
Nesta seção, selecionamos com síntese alguns conceitos elementares associa-
dos aos espaços topológicos, e introduzimos as definições de grupos e anéis
topológicos, objetos matemáticos que reúnem características tanto topoló-
gicas quanto algébricas e que são o alicerce do estudo que apresentaremos a
partir deste ponto. Cabe ressaltar que esta seção não tem caráter didático
e não objetiva explorar com profundidade os assuntos tratados, mas deve
preencher eventuais lacunas.
Para maior aprofundamento, indicamos consultar Munkres [6].
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3.1.1 Espaços Topológicos e Aplicações Contínuas
Espaços Topológicos
Definimos um espaço topológico (ou simplesmente espaço) como sendo um
conjunto X com uma família de subconjuntos, ditos conjuntos abertos (ou
simplesmente abertos), satisfazendo as seguintes condições:
i) Os conjuntos vazio ∅ e X são abertos;
ii) A interseção de quaisquer dois abertos (e portanto a interseção de uma
quantidade finita de abertos) é um aberto;
iii) a união de qualquer coleção de abertos é um aberto.
O conjunto dos abertos de X é dito uma topologia.
Qualquer conjunto pode ser visto como espaço topológico, por exemplo,
com respeito à topologia em que cada subconjunto é um aberto. Esta topolo-
gia é dita topologia discreta, e neste caso X é dito ser um espaço discreto.
Todavia, é oportuno observar que nem toda coleção de subconjuntos repre-
senta uma topologia (pois esta coleção arbitrária pode não conter uma união
de seus subconjuntos).
Um subconjunto Y de X é dito ser conjunto fechado (ou simplesmente
fechado) se o seu complementar em X é aberto. A interseção de todos os
subconjuntos fechados de X contendo Y é dito o fecho de Y , e denotado por
Y . Se X = Y , então Y é dito ser denso em X .
Aplicando as identidades de DeMorgan nos itens (i), (ii) e (iii) na definição
de topologia acima, temos que em um espaço topológico X o conjunto vazio
∅ e o próprio X são fechados, a união de quaisquer dois fechados (e portanto
a união de uma quantidade finita de fechados) é um fechado, e a interseção
de qualquer coleção de fechados é um fechado. Em especial, temos que Y é
fechado.
Uma base de uma topologia em X é uma coleção (Uλ | λ ∈ Λ) de abertos
de X de sorte que se Y ⊆ X é um aberto, então Y = ∪λ∈Λ∗Uλ, onde Λ∗ ⊆ Λ.
Uma vizinhança aberta (ou simplesmente vizinhança) de um elemento
x ∈ X é um aberto de X que contém x. Um sistema fundamental de vizin-
hanças de um ponto x ∈ X é um conjunto V de vizinhanças de x de sorte
que se x ∈ V ⊆ X e V é um aberto em X, então existe W ∈ V tal que
W ⊆ V .
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Aplicações Contínuas
Sejam X e Y espaços topológicos e f : X −→ Y uma aplicação. Então f é
dita ser contínua se para todo aberto U de Y a sua imagem inversa
f−1(U) = {x ∈ X | f(x) ∈ U}
é um aberto em X. f é dita ser um homeomorfismo se f é uma bijeção
contínua com inversa f−1 contínua.
3.1.2 Espaços Compactos, Conexos e Hausdorff
Seja X um espaço topológico. X é dito ser compacto se para qualquer família
de abertos {Uλ | λ ∈ Λ} de X tal que X = ∪λ∈ΛUλ (dita cobertura aberta
de X), existe uma quantidade finita de índices λ1, λ2, . . . , λn ∈ Λ tais que
X = ∪ni=1Uλi .
X é dito ser Hausdorff se para quaisquer elementos x, y ∈ X existem
vizinhanças V e W de x e y, respectivamente, tais que V ∩W = ∅.
X é dito ser conexo se não pode ser decomposto como uma união dis-
junta de dois abertos não vazios. X é dito ser totalmente desconexo se todo
subespaço conexo tem no máximo um elemento.
Os conceitos de compacidade, conexidade e Hausdorff têm destaque nesta
dissertação. Um espaço topológico compacto Hausdorff totalmente desconexo
é dito um espaço profinito.
Proposição 3.1.1 Seja X um espaço topológico compacto. Então todo sub-
conjunto fechado é compacto.
Demonstração: Seja Y um subconjunto fechado de X. Dada uma cober-
tura aberta A de Y , temos que B = A ∪ {X − Y } é uma cobertura aberta
de X. Assim, existe alguma subcoleção finita de abertos em B que cobre
X. Se esta subcoleção contém X − Y , descarte-o. Com isto, obtemos uma
subcoleção finita de A que cobre Y .
Proposição 3.1.2 Sejam f, g : X −→ Y aplicações entre espaços topológi-
cos. Se f e g são contínuas e Y é Hausdorff, então {x ∈ X | f(x) = g(x)}
é fechado em X.
Demonstração: Escreva N = {x ∈ X | f(x) 6= g(x)}. Sejam y ∈ N e U, V
vizinhanças disjuntas de f(y) e g(y) em Y , respectivamente. Claramente,
Ny = f
−1(U) ∩ g−1(V ) é um aberto contido em N e contendo y. Portanto,
N = ∪y∈NNy é um aberto.
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3.1.3 Subespaço Topológico, Topologia Quociente e To-
pologia Produto
Ao longo do texto, será recorrente o uso de alguns tipos de topologias. Vamos
descrevê-las abaixo.
Subespaço Topológico
Se Y é um subconjunto de um espaço topológico X, então a coleção de todos
os subconjuntos da forma Y ∩U , onde U é um aberto em X, é uma topologia
em Y , chamada de topologia induzida. Neste caso, Y é dito ser um subespaço
de X.
Topologia Quociente
Seja ρ uma relação de equivalência em um espaço topológico X, e escreva
X/ρ para o conjunto quociente e q : X −→ X/ρ para a aplicação quociente
que leva cada elemento na sua classe de equivalência. A topologia quociente
em X/ρ é a topologia cujos abertos são os subconjuntos V de X/ρ tais que
q−1(V ) é um aberto em X. Portanto, se consideramos em X/ρ a topologia
quociente, temos que q é naturalmente contínua.
Produto Topológico
O produto cartesiano (ou simplesmente produto) de uma família (Xλ | λ ∈ Λ)
é o conjunto
∏
λ∈ΛXλ cujos elementos x são aplicações de Λ em ∪λ∈ΛXλ de
sorte que x(λ) ∈ Xλ para todo λ ∈ Λ. Assim, um elemento em
∏
λ∈Λ Xλ será
escrito como (xλ) o qual corresponde à função que associa λ a xλ.
A aplicação piλ :
∏
λ∈ΛXλ −→ Xλ dada por (xλ) 7−→ xλ para cada
x(λ) ∈ Xλ é dita projeção.
Se cada Xλ é um espaço topológico, então o produto
∏
λ∈ΛXλ pode ser
considerado como um espaço topológico com respeito à topologia cujos aber-
tos são todas as uniões de conjuntos da forma
pi−1λ1 (U1) ∩ pi−1λ2 (U2) ∩ · · · ∩ pi−1λn (Un)
com n ∈ N e Uλi aberto em Xλi para cada λi ∈ Λ.
Proposição 3.1.3 Seja (Xλ | λ ∈ Λ) uma família de espaços topológicos.
Se cada Xλ é compacto Hausdorff totalmente desconexo, então o produto∏
λ∈ΛXλ é compacto Hausdorff totalmente desconexo.
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Demonstração: Consultar Wilson [13]. Teorema 0.2.1.
3.1.4 Grupos e Anéis Topológicos
Grupos Topológicos
Um grupo topológico é um conjunto G que possui ambas as estruturas de
grupo e de espaço topológico, e cuja aplicação (x, y) 7−→ xy−1 de G × G
(com a topologia produto) em G é contínua.
Proposição 3.1.4 Sejam G um grupo topológico e H 6 G.
(a) H é um grupo topológico com respeito à topologia induzida.
(b) Se H C G, então G/H é um grupo topológico com respeito à topologia
quociente.
Demonstração: Consultar Wilson [13], Lema 0.3.1(e).
Seja (Gλ | λ ∈ Λ) uma família de grupos topológicos. Defina no pro-
duto
∏
λ∈ΛGλ a operação ponto-a-ponto (xλ)(yλ) = (xλyλ). Assim,
∏
λ∈Λ Gλ
munido desta operação e da topologia produto, é um grupo topológico.
Anéis Topológicos
Um anel topológico é um anelR que, visto aditivamente, é um grupo topológico,
e cuja multiplicação dada por (x, y) 7−→ xy de R×R (com a topologia pro-
duto) em R é uma aplicação contínua.
3.2 Limite Inverso
Um conjunto I munido de uma relação de ordem parcial  é dito ser dirigido
se para quaisquer i, j ∈ I existe algum k ∈ I tal que i, j  k.
Um sistema inverso de espaços topológicos sobre um conjunto dirigido I
consiste de uma coleção de espaços topológicos {Xi | i ∈ I} e de uma coleção
de aplicações contínuas ϕij : Xi −→ Xj, definidas quando i  j e tais que o
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Vamos denotar um sistema inverso, como acima, por {Xi, ϕij, I}. Se
cada aplicação ϕij é sobrejetora, então {Xi, ϕij, I} é dito sistema inverso
sobrejetor.
Sejam Y um espaço topológico, {Xi, ϕij, I} um sistema inverso de es-
paços topológicos sobre um conjunto dirigido I, e ψi : Y −→ Xi aplicações
contínuas para cada i ∈ I. Então as aplicações ψi são ditas compatíveis se















Dizemos que um par (X,ϕi) constituído de um espaço topológico X junto
com uma família de aplicações contínuas compatíveis ϕi : X −→ Xi é um
limite inverso de um sistema inverso {Xi, ϕij, I} se a seguinte propriedade
universal é satisfeita: para qualquer espaço topológico Y e qualquer família
de aplicações contínuas compatíveis ψi : Y −→ Xi (i ∈ I), existe uma única
aplicação contínua ψ : Y −→ X tal que ϕiψ = ψi, para todo i ∈ I, isto é, se






















Neste contexto, dizemos então que ψ é induzida ou determinada pela
família (ψi)i∈I . Dizemos também que as aplicações ϕi : X −→ Xi são pro-
jeções.
Proposição 3.2.1 Seja {Xi, ϕij, I} um sistema inverso de espaços topológi-
cos. Então existe um limite inverso de {Xi, ϕij, I}. Além disso, este limite
é único no seguinte sentido: se (X,ϕi) e (Y, ψi) são dois limites inversos
de {Xi, ϕij, I}, então existe um único homeomorfismo ϕ : X −→ Y tal que
ψiϕ = ϕi, para todo i ∈ I.
Demonstração: Defina X como o subespaço de
∏
i∈I Xi formado pelos
elementos (xi)i∈I que satisfazem
ϕij(xi) = xj
para i  j.
Seja ϕi : X −→ Xi a restrição da projeção canônica pii :
∏
i∈I Xi −→ Xi.
Então ϕi é uma aplicação contínua compatível para todo i ∈ I e (X,ϕi) é
um limite inverso. De fato, suponha que {ψi : Y −→ Xi} é uma família de
aplicações compatíveis. Defina
ψ : Y −→ ∏i∈I Xi
y 7−→ ψ(y) = (ψi(y)).
Assim, piiψ = ψi para cada i, e ψ é contínua (pois a sua composta com
cada projeção é contínua). Além disso, se i  j, então
pijψ = ψi = ϕijψi = ϕijpiiψ
e portanto ψ : Y −→ X.

























Como as aplicações ψi : Y −→ Xi são compatíveis, a propriedade univer-
sal do limite inverso (X,ϕi) mostra que existe uma única aplicação contínua
ψ : Y −→ X tal que ϕiψ = ψi para todo i ∈ I. Analogamente, como as
aplicações ϕi : X −→ Xi são compatíveis e (Y, ψi) é um limite inverso, existe
uma única aplicação contínua ϕ : X −→ Y tal que ψiϕ = ϕi para todo i ∈ I.























Por definição, existe uma única aplicação satisfazendo esta propriedade,
e portanto ψϕ = IdX . Analogamente, tem-se ϕψ = IdY . Assim, ϕ é um
homeomorfismo.
Se {Xi, ϕij, I} é um sistema inverso de espaços topológicos, denotaremos
seu limite inverso por
lim←−i∈IXi.
Observação 3.2.2 Sejam {Xi, ϕij, I} um sistema inverso e X = lim←−i∈IXi.
Considerando αi : X → Xi projeções, e ϕij a restrição de ϕij a αi(X), então
obtemos um sistema inverso sobrejetor {αi(X), ϕij, I} com o mesmo limite
inverso.
Proposição 3.2.3 Seja {Xi, ϕij, I} um sistema inverso de espaços topológi-
cos compactos Hausdorff totalmente desconexos. Então lim←−i∈IXi é compacto
Hausdorff totalmente desconexo.
Demonstração: Pela Proposição 3.1.3, temos que
∏
i∈I Xi é compacto
Hausdorff totalmente desconexo. Além disso, dos argumentos apresentados
na Proposição 3.2.1 podemos identificar o limite inverso de {Xi, ϕij, I} com
um subconjunto do produto
∏






onde Dij = {c ∈
∏
i∈I Xi | ϕijpij(c) = pii(c)} (i  j) e pii são projeções
(para quaisquer i, j ∈ I). Agora, pela Proposição 3.1.2, observamos que
cada conjunto Dij é fechado, e portanto lim←−i∈IXi é fechado. Assim, segue da
Proposição 3.1.1 que lim←−i∈IXi é compacto. As proriedades de ser Hausdorff
e totalmente desconexo são induzidas do produto
∏
i∈I Xi.
Admitindo as hipóteses da proposição acima, enfatizamos que o limite
inverso lim←−i∈IXi é um subespaço fechado de
∏
i∈I Xi. A proposição a seguir
esclarece que podemos enfraquecer estas hipóteses sobre o sistema inverso
{Xi, ϕij, I} e ainda assim termos lim←−i∈IXi fechado em
∏
i∈I Xi.
Proposição 3.2.4 Se {Xi, ϕij, I} é um sistema inverso de espaços topológi-
cos Hausdorff, então lim←−i∈IXi é um subespaço fechado de
∏
i∈I Xi.
Demonstração: Seja (xi) ∈ (
∏
i∈I Xi)− (lim←−i∈IXi). Então existem índices
r, s ∈ I, com r  s e ϕrs(xr) 6= xs. Neste caso, podemos escolher vizinhanças
abertas disjuntas U e V de ϕrs(xr) e xs em Xs, respectivamente. Seja U ′





i∈I Xi, onde Vr = U
′, Vs = V e Ui = Xi para




Proposição 3.2.5 Seja {Xi, ϕij, I} um sistema inverso de espaços topológi-
cos compactos Hausdorff não vazios. Então lim←−i∈IXi é não vazio.
Demonstração: Para i  j, temos que Dij é fechado (Proposição 3.1.2) e∏
i∈I Xi é compacto (Proposição 3.1.3). Se lim←−Xi = ∅, então ∩nr=1Dirjr = ∅,
n ∈ N. Como I é dirigido, existe k ∈ I tal que k  ir para todo r. Escolha
xk ∈ Xk, defina xl = ϕkl(xk), para l  k, e defina xl arbitrariamente para






Convidamos o leitor a definir sistema inverso e limite inverso para gru-
pos topológicos e anéis topológicos. Nestes casos, aplicações contínuas são
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substituídas por homomorfismos contínuos de grupos e por homomorfismos
contínuos de anéis, respectivamente. Esclarecemos também que os resultados
apresentados nesta seção continuam sendo válidos nestes casos, uma vez que
dependem apenas da topologia das estruturas referidas.
Por exemplo, sejam I = N, p um primo e Gi = Z/piZ para cada i; e para
i > j, as aplicações ϕij : Gi −→ Gj definidas por
ϕij(n+ p
iZ) = n+ pjZ
para cada n ∈ Z. Então (Gi, ϕij, I) é um sistema inverso.
De modo mais geral, sejam G um grupo e I uma família de subgrupos
normais com a propriedade de que para quaisquer U1, U2 ∈ I, existe V ∈ I tal
que V 6 U1∩U2. Neste caso, podemos considerar I como sendo um conjunto
dirigido com respeito a ordem U 6′ V se V é subgrupo de U . Assim, defina
qV U : G/V −→ G/U por
qV U(V g) = Ug
para todo g ∈ G. Então (G/V, qV U , I) é um sistema inverso de grupos.
3.3 Grupos Pro-p
Seja C uma classe não vazia de grupos finitos com a propriedade de ser
fechada com respeito a imagens isomórficas (isto é, se G1 ∈ C e G1 ∼= G2,
então G2 ∈ C ). G é dito C -grupo se G ∈ C . G é dito grupo pro-C se
G = lim←−Gi, onde {Gi, ϕij, I} é um sistema inverso sobrejetor de C -grupos
(munidos da topologia discreta).
Observe que um grupo pro-C , como acima, é um grupo topológico, cuja
topologia é induzida da topologia produto em
∏
i∈I Gi. Observe também que
C -grupos são grupos pro-C decorrentes de sistemas inversos sobre conjuntos
dirigidos com apenas um elemento.
Claramente, as propriedades dos grupos pro-C dependem do tipo de classe
de grupos finitos que estamos considerando. Em especial, assumiremos a
partir deste ponto C como sendo a classe dos p-grupos finitos em virtude da
finalidade do nosso estudo. Neste caso, um grupo pro-C será chamado de
grupo pro-p.
Temos, neste caso, que C é fechada para quocientes (isto é, se G ∈ C
e K C G, então G/K ∈ C ) e fechada para produtos finitos (isto é, se G é
um grupo finito com subgrupos normais N1 e N2 tais que G/N1, G/N2 ∈ C ,
então G/(N1 ∩N2) ∈ C ).
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Os grupos pro-p podem ser caracterizado de várias maneiras, elencadas
segundo a proposição a seguir.
Proposição 3.3.1 Seja C a classe dos p-grupos finitos. Então as seguintes
condições para um grupo topológico G são equivalentes.
(a) G é um grupo pro-p.
(b) G é compacto Hausdorff totalmente desconexo, e para cada subgrupo nor-
mal aberto U de G, tem-se G/U ∈ C .
(c) G é compacto e o elemento identidade 1 de G admite um sistema fun-
damental U de vizinhanças abertas U tais que ∩U∈U U = 1 e cada U é um
subgrupo normal aberto de G com G/U ∈ C .
(d) O elemento identidade 1 de G admite um sistema fundamental U de
vizinhanças abertas U tais que cada U é um subgrupo normal de G, com
G/U ∈ C e
G = lim←−U∈UG/U.
Demonstração: Consultar Ribes-Zalesskii [8], Teorema 2.1.3.
Proposição 3.3.2 Seja C a classe dos p-grupos finitos.
(a) Todo grupo quociente G/K de um grupo pro-p, onde K C G é fechado, é
um grupo pro-p. Além disso, todo subgrupo fechado de G é um grupo pro-p.
(b) O produto direto
∏
i∈I Gi de qualquer coleção {Gi | i ∈ I} de grupos pro-p
com a topologia produto é um grupo pro-p.
(c) O limite inverso lim←−i∈IGi de um sistema inverso sobrejetivo {Gi, ϕij, I}
de grupos pro-p é um grupo pro-p.
Demonstração: Consultar Ribes-Zalesskii [8], Proposição 2.2.1.
Sejam G um grupo pro-p e X um subconjunto de G. Dizemos que X gera
G como grupo topológico se o subgrupo abstrato 〈X〉 de G gerado por X é
denso em G. Neste caso, X é dito um conjunto de geradores (topológicos)
de G, e escrevemos G = 〈X〉. Se X é finito, G é dito (topologicamente)
finitamente gerado, e denotamos por
d(G) = min{| X |; X ⊆ G, X gera G topologicamente}
para o número mínimo de elementos (possivelmente infinito) necessários para
gerar G topologicamente. Temos que d(G) = dimFpG/Φp(G), onde Φp(G) =
Gp[G,G] é o subgrupo de Frattini de G.
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3.4 Completamento Pro-p
Sejam G um grupo, C a classe dos p-grupos finitos e N = NC (G) uma
coleção não vazia de subgrupos de G dada por
N = {N Cf G | G/N ∈ C },
onde N Cf G denota o fato de N ser subgrupo normal de G de índice finito.
Temos que N é não vazia (pois G ∈ N ) e possui a seguinte propriedade:
para quaisquer N1, N2 ∈ N , existe N ∈ N tal que N 6 N1 ∩ N2 (pois
podemos escolher N = N1 ∩ N2). Assim, G pode ser interpretado como
um espaço topológico se considerarmos N como um sistema fundamental de
vizinhanças da identidade de G.
Definindo agora a relação  em N dada por N  M se M é subgrupo
de N , temos que N torna-se um conjunto dirigido. Neste contexto, se con-
siderarmos ϕMN : G/N −→ G/M como o epimorfismo natural (definido
para M  N), então {G/M,ϕMN ,N } é um sistema inverso sobrejetor de
C -grupos, e
lim←−N∈N G/N
é dito o completamento pro-p de G, o qual será denotado por Gp̂.
Observe que a existência e unicidade do completamento pro-p decorrem da
existência e unicidade do limite inverso. Observe também que, naturalmente,
existe um homomorfismo de grupos contínuo j : G −→ Gp̂ induzido pelos
epimorfismos G −→ G/N (N ∈ N ) e definido por g 7−→ gN para todo
g ∈ G. Ademais, Gp̂ definido como acima, possui a seguinte propriedade
universal: para qualquer homomorfismo de grupos contínuo ϕ : G −→ H
em um grupo pro-p H, existe um único homomorfismo de grupos contínuo








É suficiente verificar a propriedade universal acima apenas para p-grupos,
e assim seguirá automaticamente para grupos pro-p (uma vez que são limites
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inversos de p-grupos). Para maiores esclarecimentos, indicamos consultar
Ribes-Zalesskii [8], Lema 3.2.1.
Um caso especial é quando consideramos o grupo Z dos inteiros. O com-
pletamento pro-p de Z é denotado por Zp e expresso por
Zp = lim←−n∈NZ/p
nZ = {(xn) | xn ∈ Z, xn ≡ xm(mod pm),m 6 n}.
Este completamento é conhecido na literatura como anel dos inteiros p-ádicos.
Proposição 3.4.1 Sejam Gp̂ = lim←−N∈N G/N o completamento pro-p de um
grupo G e j : G −→ Gp̂ definido por g 7−→ gN (com N ∈ N ).
(a) Imj é denso em Gp̂.
(b) kerj = ∩N∈N N .
Demonstração: Consultar Wilson [13], Proposição 1.4.4.
Observe que podemos generalizar naturalmente o conceito de completa-
mento pro-p e a proposição acima à coleção de todos os subgrupos normais
de índice finito de um grupo G.
3.5 Grupos Pro-p Livres
Sejam F um grupo pro-p, C a classe dos p-grupos finitos, X um espaço
profinito e σ : X −→ F uma aplicação contínua tal que F = 〈Imσ〉. O
par (F, σ) é dito um grupo pro-p livre sobre X se a seguinte propriedade
universal é satisfeita: para qualquer aplicação contínua ϕ : X −→ G em um
grupo pro-p G tal que ϕ(X) gera G, existe um único homomorfismo contínuo








Observe que é suficiente testar a propriedade universal na definição acima
apenas para p-grupos finitos, e assim seguirá automaticamente para grupos
pro-p (uma vez que são limites inversos de p-grupos).
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A função σ : X −→ F é necessariamente injetiva (Ribes-Zalesskii [8],
Lema 3.3.1). Assim, podemos considerá-la sem perda de generalidade como
sendo a inclusão. Neste caso, identificaremos X com sua imagem σ(X), e
portanto assumiremos que F = 〈X〉 no contexto da definição acima.
Proposição 3.5.1 Para todo espaço profinito X existe um único grupo pro-p
livre sobre X.
Demonstração: Consultar Ribes-Zalesskii, [8] Teorema 3.3.2.
Dizemos que um subconjunto X de um grupo pro-p G converge a 1 se
todo subgrupo aberto U de G contém todos a menos uma quantidade finita
de elementos de X.
Proposição 3.5.2 Seja F o grupo pro-p livre sobre um conjunto X con-
vergindo a 1.
(a) Se F é também pro-p livre sobre um conjunto Y convergindo a 1, então
X e Y têm a mesma cardinalidade.
(b) Se X = {x1, x2, . . . , xn} é finito, então qualquer conjunto de geradores
{y1, y2, . . . , yn} de n elementos converge a 1.
Demonstração: Consultar Ribes-Zalesskii [8], Lema 3.3.5.
Se F é um grupo pro-p livre sobre um conjunto X convergindo a 1, defi-
nimos o posto de F como sendo a cardinalidade de X. Assim, a proposição
anterior esclarece que o seu posto (como grupo pro-p livre) não depende da
escolha da base, e portanto está bem definido e o denotamos por
d(F ).
Particularmente, como o nosso Teorema Principal (Caso Pro-p) está im-
pondo hipótese de ser finitamente gerado, não precisaremos nos preocupar
com a existência de um conjunto convergindo a 1 pois um conjunto de ger-
adores finito naturalmente já possui esta propriedade.
Um grupo pro-p G é dito p-projetivo se dado um epimorfismo β : B −→ C
e um homomorfismo α : G −→ C, para quaisquer grupos pro-p B e C, existe
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Assim como mostramos no caso abstrato que a propriedade projetiva é
verificada nos grupos livres, o próximo resultado atesta que o seu análogo
para grupos pro-p também é verdadeiro.
Proposição 3.5.3 Todo grupo pro-p livre é p-projetivo.
Demonstração: Consultar Wilson [13]. Proposição 5.2.2.
Proposição 3.5.4 Seja F um grupo abstrato livre sobre um conjunto finito
X. Então o completamento pro-p Fp̂ de F é um grupo pro-p livre sobre X.
Demonstração: Consultar Ribes-Zalesskii [8], Proposição 3.3.6.
Proposição 3.5.5 Para todo conjunto X, a aplicação canônica j : F −→ Fp̂
do grupo abstrato livre F sobre X no grupo pro-p livre Fp̂ sobre X é injetiva.
Demonstração: Consultar Wilson [13], Proposição 5.4.2.
Sejam F é um grupo abstrato livre de posto finito e j : F −→ Fpˆ a
aplicação natural. A Proposição 3.4.1 estabeleceu que
kerj = ∩N∈N N,
onde N é a coleção de todos os subgrupos normais de índice finito de F
que determinam quocientes que são p-grupos. Assim, a proposição anterior
esclarece que esta interseção é trivial. Neste caso, dizemos que F é residual-
mente p.
Observe também que Zp é o grupo pro-p livre gerado por um elemento e
Z mergulha em Zp.
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3.6 Grupos Pro-p Finitamente Apresentados
Sejam G um grupo pro-p e R C G. Dizemos que R é gerado como sub-
grupo normal por um conjunto X se R é o menor subgrupo normal (fechado)
contendo X, e denotamos por
dG(R)
a cardinalidade de X.
Uma apresentação de um grupo pro-p G é um epimorfismo contínuo
pi : F −→ G de um grupo pro-p livre F em G. A apresentação é dita
finita se ambos d(F ) e dF (kerpi) são finitos. Neste caso, G é dito finita-
mente apresentado. Claramente, grupos pro-p livres finitamente gerados têm
apresentações finitas.
Proposição 3.6.1 Seja G um grupo pro-p.
(a) Suponha que pi : F −→ G é uma apresentação finita. Então o número
d(F )− dF (kerpi) é independente de pi e portanto é um invariante de G.
(b) Se d(G) = d e G tem uma apresentação como grupo pro-p com r + d
geradores e r relações, então G é livre.
Demonstração: Consultar Wilson [13], Corolário 12.1.6.
Uma questão em aberto sobre este tema é se podemos reproduzir o
resultado acima para apresentações de p-grupos finitos considerados como
grupos abstratos. Seja G um grupo abstrato finitamente apresentado e
pi : Fa −→ G uma apresentação, onde Fa é um grupo livre (abstrato) de
posto npi e dFa(kerpi) = rpi, digamos. Como vimos, a deficiência de G é dada
por
defG = max{npi − rpi},
isto é, o máximo entre todas as deficiências das apresentações. Entretanto,
não se sabe se um p-grupo finito G tem uma apresentação pi : Fa −→ G que
alcança esse máximo e d(G) = npi.
Além disso, destacamos que o Teorema Principal (Caso Pro-p) é uma
generalização do item (b) da Proposição 3.6.1.
Proposição 3.6.2 Seja C a classe dos p-grupos finitos (que é fechada para
quocientes, para produtos diretos finitos e para subgrupos normais). Se
1 −→ K −→ G −→ H −→ 1
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é uma sequência exata de grupos, então
Kp̂ −→ Gp̂ −→ Hp̂ −→ 1
é uma sequência exata de grupos pro-p.
Demonstração: Consultar Ribes-Zalesskii [8], Proposição 3.2.5.
Seja G um grupo (abstrato) finitamente apresentado e pi : F  G uma
apresentação finita de G. Então, pela Proposição 3.6.2, pi induz um epimor-
fismo (contínuo) pip̂ : Fp̂ −→ Gp̂ entre os complementos pro-p de F e G. Pela
Proposição 3.5.4, Fp̂ é um grupo pro-p livre de posto finito. Então pip̂ é uma
apresentação de Gp̂ com um número finito de geradores. Mais ainda, o núcleo
de pip̂ é o fecho da imagem de Kerpi via a aplicação canônica F −→ Fp̂. Com
isto, vemos que uma apresentação finita para G também é uma apresentação
finita para o seu completamento pro-p Gp̂, como destacamos na proposição
a seguir.
Proposição 3.6.3 Seja G um grupo abstrato. Se G tem uma apresentação
como grupo abstrato com n geradores e r relações, então o completamento
pro-p Gp̂ de G tem tal apresentação como grupo pro-p. Consequentemente,
a deficiência de G como grupo abstrato não é maior do que a deficiência de
Gp̂ como grupo pro-p
Demonstração: Consultar Wilson [13], Proposição 12.1.7.
Observe que se G é um p-grupo finito, então G = Gp̂. Entretanto, não é
conhecido se suas deficiências como grupo abstrato e grupo pro-p coincidem.
3.7 Módulos Profinitos e Módulos Profinitos
Livres
Anéis e Módulos Profinitos
Um anel profinito é um limite inverso de um sistema inverso de anéis finitos
{Ri, ϕij, I}. Assumiremos que os anéis possuem um elemento identidade, de-
notado por 1, e que os homomorfismos de anéis enviam elementos identidade
em elementos identidade.
Os anéis profinitos possuem caracterizações análogas às de grupos profini-
tos (preconizados na Proposição 3.3.1) em termos dos seus ideais abertos.
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Proposição 3.7.1 Seja R um anel topológico. Então as seguintes condições
são equivalentes.
(a) R é um anel profinito.
(b) R é compacto Hausdorff totalmente desconexo.
(c) R é compacto e o elemento 0 de R admite um sistema fundamental de
vizinhanças formado pelos ideais abertos de R.
(d) O elemento identidade 1 de R admite um sistema fundamental {Ti | i ∈ I}
de vizinhanças abertas tais que cada Ti é um ideal aberto de R e
R = lim←−i∈IR/Ti.
Demonstração: Consultar Ribes-Zalesskii [8], Proposição 5.1.2.
A partir deste ponto, R denota um anel profinito.
Um R-módulo profinito à direita é um grupo profinito abeliano M com
uma aplicação contínua M × R −→ M que satisfaz as propriedades usuais
de R-módulo abstrato.
Todo R-módulo profinito M tem uma base de vizinhanças abertas de 0
formada pelos subgrupos abertos de M que são invariantes sob a ação de R,
ou seja, formada pelos R-submódulos abertos. Na categoria de R-módulos
profinitos todos os morfismos f : M −→ N entre R-módulos profinitos são
homomorfismos contínuos com imagens fechadas, aos quais vamos nos referir
apenas como homomorfismos. Convidamos também o leitor a definir os con-
ceitos naturais de submódulos, núcleo e imagem de R-homomorfismos de
R-módulos profinitos. Eles são análogos quando R é um anel abstrato.
Seja X um subconjunto de um R-módulo M . O R-submódulo fechado
N topologicamente gerado por X é o fecho do R-submódulo abstrato gerado
por X, ou seja, a interseção de todos os R-submódulos fechados de M que
contêmX. SeX é um conjunto finito, N é dito (topologicamente) finitamente
gerado. Neste caso, o lema a seguir diz que as definições de módulos profinitos
topologicamente e abstratamente finitamente gerado coincidem.
Lema 3.7.2 Sejam R um anel profinito, M um R-módulo profinito e
{a1, a2, . . . , an} um subconjunto finito de M .
(a) O conjunto M1 = {
∑n
i=1 aiui | u1, u2, . . . , un ∈ R} é um submódulo
fechado.
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(b) Suponha que M é finitamente gerado, e seja N um R-módulo profinito.
Então todo R-homomorfismo θ : M −→ N é contínuo.
Demonstração: Consultar Wilson [13], Lema 7.2.2.
Módulos Profinitos Livres
Uma aplicação f de um conjunto X em um módulo profinito M é dita 0-
convergente se para cada submódulo aberto N de M o conjunto
{x ∈ X | f(x) /∈ N }
é finito.
Sejam F um R-módulo profinito, X um subconjunto de F e i : X −→ F
a aplicação inclusão. Então F é dito um R-módulo profinito livre sobre X
se a aplicação inclusão i é 0-convergente e se satisfaz a seguinte propriedade
universal: para qualquer aplicação 0-convergente ϕ : X −→ M em um R-
módulo profinitoM , existe um único homomorfismo de R-módulos profinitos








Observe que é suficiente verificar a propriedade universal na definição
acima apenas para R-módulos finitos, e assim seguirá automaticamente para
R-módulos profinitos (uma vez que são o limite inverso de R-módulos finitos).
O R-módulo profinito livre sobre X existe e é único a menos de isomor-
fismo, podendo também ser construído como o completamento do R-módulo
abstrato livre sobre X (com respeito à família de submódulos U de índice
finito tais que X − U é finito) ou como o produto cartesiano de cópias de R
indexadas pelos elementos de X. Para maiores esclarecimentos, indicamos
consultar Wilson [13], Proposição 7.4.1.
Um R-módulo profinito P é dito ser projetivo se dado um homomorfismo
sobrejetivo β : M −→ N e um homomorfismo α : P −→ N , para quaisquer
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R-módulos M e N , existe um homomorfismo γ : M −→ N tal que βγ = α,








// N // 0
Todo módulo profinito livre é projetivo (Wilson [13], Proposição 7.4.2).
Os módulos profinitos projetivos são precisamente os "somando diretos" dos
módulos profinitos livres (Wilson [13], Proposição 7.4.7). Quando o anel
profinito é local, ou seja, se possui um único ideal à direita aberto maxi-
mal, temos que módulos profinitos livres e projetivos coincidem (Wilson [13],
Proposição 7.5.1).
3.8 A Álgebra de Grupo Completa
Álgebra de Grupo Completa
Seja R um anel comutativo. Uma R-álgebra é um anel Λ com um homo-
morfismo de anéis de R no centro de Λ. Escreveremos rλ para o produto da
imagem de r ∈ R e λ ∈ Λ.
Uma aplicação θ : Λ −→ E, onde E é umaR-álgebra, é dita um homomor-
fismo de R-álgebras se é um homomorfismo de anéis e satisfaz θ(rλ) = rθ(λ),
para todo r ∈ R e λ ∈ Λ. Qualquer anel contendo R no seu centro pode ser
considerado como uma R-álgebra.
Seja G um grupo. Denotamos por RG a álgebra de grupo de G sobre R,
ou seja, RG é o conjunto formado por todas as somas formais
∑
g∈G rgg, tais
que rg ∈ R e rg 6= 0 somente para um número finito de elementos de g ∈ G,
munido da soma usual e produto induzido pela operação de G. Identificamos
R e G com suas imagens naturais em RG. A álgebra de grupo é caracterizada
pela seguinte propriedade universal: cada homomorfismo de grupos de G no
grupo das unidades EX de uma R-álgebra E estende-se unicamente a um
homomorfismo de R-álgebras de RG em E.
Suponha agora que R é um anel profinito comutativo. Uma R-álgebra
profinita é um anel profinito Λ com um homomorfismo contínuo de R no
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centro de Λ. Note que o centro de Λ é um subanel fechado de Λ, já que é a
interseção dos núcleos de homomorfismos da forma ϕλ : x 7−→ xλ− λx, para
todo λ ∈ Λ.
Vamos destacar agora a seguinte definição.
Seja G um grupo profinito. A álgebra de grupo completa [[RG]] de G sobre
R é uma R-álgebra profinita que contém G no seu grupo de unidades e que
satisfaz a seguinte propriedade universal: qualquer homomorfismo contínuo
de G no grupo das unidades EX de uma R-álgebra profinita E estende-se a
um único homomorfismo contínuo de R-álgebras de [[RG]] em E.
Temos que EX é um grupo profinito com a topologia subespaço em E
(Wilson [13], Proposição 7.1.1). A álgebra de grupo completa [[RG]] também
pode ser dada segundo o limite inverso
[[RG]] = lim←−N∈UR(G/N)
onde U é a coleção de todos os subgrupos normais abertos de G. Temos que
G mergulha em [[RG]] via a aplicação g 7−→ ∏N∈U gN que estende-se a um
mergulho de RG em [[RG]] como uma subálgebra densa em [[RG]] (Wilson
[13], Proposição 7.1.2).
Módulos Profinitos Topologicamente Livres
Consideremos agora a álgebra de grupo abstrata RG de um grupo G sobre
um anel comutativo R (que é um R-módulo abstrato livre no conjunto G).
Temos que a correspondente propriedade universal não vale para a álgebra
de grupo completa [[RG]] de um grupo profinito G sobre um anel comutativo
R. De fato, em geral a inclusão de G em [[RG]] não é 0-convergente. Isto
ocorre apenas se G é finito. Para contornar este problema, apresentaremos
agora a seguinte definição.
Sejam R um anel profinito, X um subconjunto fechado de um R-módulo
profinito L e i : X −→ L a aplicação inclusão. Então L é dito um R-
modulo profinito topologicamente livre com base X se a seguinte propriedade
universal é satisfeita: para qualquer aplicação contínua ϕ de X em um R-
módulo profinito M existe um único homomorfismo contínuo de R-módulos









Observe que se X é finito, então as definições de módulo profinito livre
e de módulo profinito topologicamente livre coincidem. Observe também
que X é o limite inverso de suas imagens nos quocientes de L módulo
os submódulos abertos. Portanto, X é um espaço profinito. Neste caso,
seja X = lim←−Xi, onde cada Xi é um conjunto finito. Se as aplicações
ψi : X −→ Xi são sobrejetivas, então o R-módulo profinito topologicamente
livre [[RX]] pode também ser construído, a menos de isomorfismo, como o
limite inverso
[[RX]] = lim←−RXi
dos R-módulos profinitos livres RXi, e a aplicação canônica de [[RX]] em
RXi é o único homomorfismo de R-módulos estendendo ψi.
G-Módulos
Seja G um grupo pro-p. Um G-módulo pro-p (à direita) é um grupo pro-p
abeliano M com uma ação contínua Zp-linear M ×G −→M que satisfaz as
propriedades de um módulo abstrato com coeficientes em G.
Proposição 3.8.1 Seja M um grupo pro-p abeliano e considere Z identi-
ficado com sua imagem no seu completamento pro-p Zp. Fixe m ∈ M .
A aplicação n 7−→ mn = m+ · · ·+m︸ ︷︷ ︸
n
de Z em M é um homomorfismo
contínuo. Logo, pela propriedade universal do completamento pro-p, ela se
estende a um único homomorfismo contínuo θm : Zp −→ M . Então a apli-
cação θ : M ×Zp −→M definida por (m, z) 7−→ mz = θm(z) é contínua. Se
m,m′ ∈ M e z, z′ ∈ Zp, então m(z + z′) = mz + mz′, mz(z′) = m(zz′) e
(m+m′)z = mz +m′z.
Demonstração: Consultar Wilson [13], Proposição 1.5.3.
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A proposição anterior esclarece que todo grupo pro-p abeliano M tem
uma ação natural contínua e linear de Zp.
Se M é um [[ZpG]]-módulo pro-p, então M é um G-módulo pro-p, já que
ZpGmergulha em [[ZpG]]. Reciprocamente, seM é umG-módulo pro-p, então
M tem uma estrutura natural de [[ZpG]]-módulo pro-p, em que a aplicação
M × [[ZpG]] −→ M estende MG −→ M e os [[ZpG]]-submódulos fechados
de M são exatamente os G-submódulos fechados de M . Para maiores infor-
mações, indicamos consultar Wilson [13], Proposição 7.2.4. Assim, a catego-
ria dos [[ZpG]]-módulos pro-p e a categoria dos G-módulos pro-p coincidem.
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Capítulo 4
O Teorema Principal - Caso Pro-p
Neste capítulo, apresentamos a demonstração do Teorema Principal (Caso
Pro-p) dada por John S. Wilson em [15].
Teorema Principal (Caso Pro-p) Seja G um grupo pro-p que tem a-
presentação (como grupo pro-p) com n geradores x1, x2, . . . , xn e m relações
r1, r2, . . . , rm, onde n > m, e seja Y um conjunto qualquer de geradores
topológicos de G. Então existem n − m elementos de Y que geram livre-
mente um subgrupo pro-p livre de G.
Essencialmente, a estrutura da prova vista no Teorema Principal (Caso
Abstrato) será preservada. Todavia, lançamos nova luz sobre alguns argu-
mentos. Agora, todos os subgrupos serão entendidos como subgrupos fecha-
dos, todas as aplicações deverão ser aplicações contínuas, e os módulos serão
módulos sobre a álgebra de grupo completa [[ZpG]] de G sobre Zp. Essas
modificações fazem-se necessárias pois precisamos garantir que, do ponto de
vista topológico, ocorra o fechamento das estruturas aqui citadas.
Antes disso, apresentamos outra demonstração do Teorema Principal
(Caso Abstrato) dada por John S. Wilson em [14], onde é assumido o Caso
Pro-p dado originalmente por Romanovskii em [11]. Utilizamos também o
Completamento Pro-p, introduzido na Seção 3.4.
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4.1 Prova do Teorema Via Completamento Pro-
p
Teorema Principal (Caso Abstrato) Seja G um grupo que tem apresen-
tação com n geradores x1, x2, . . . , xn e m relações r1, r2, . . . , rm, onde n > m,
e seja Y um conjunto qualquer de geradores de G. Então existem n − m
elementos de Y que geram livremente um subgrupo livre de G.
Demonstração: Considere (x1, x2, . . . , xn | r1, r2, . . . , rm) uma apresentação
de G, onde m > n. Então (x1, x2, . . . , xn | r1, r2, . . . , rm) é também uma
apresentação na categoria dos grupos pro-p para o complemento pro-p Gp̂ de
G, conforme a Proposição 3.6.2.
Seja Y um conjunto qualquer de geradores de G. Considerando a apli-
cação j : G −→ Gp̂ dada na Proposição 3.4.1, temos que Γ = j(Y ) gera Gp̂
como grupo pro-p. Assim, como Gp̂ é um grupo pro-p com n geradores m
relações, onde m < n, pelo Caso Pro-p do Teorema Principal, Γ contém um
subconjunto Γ1 com | Γ1 |= n −m que gera livremente um subgrupo pro-p
livre EΓ de Gp̂.
Considere em Y um subconjunto Y1 satisfazendo | Y1 |=| Γ1 | e j(Y1) =
Γ1. Neste caso, temos que EΓ é o complemento pro-p do grupo livre abstrato
E sobre Y1, isto é, EΓ = Ep̂.
Uma vez que a aplicação do grupo livre abstrato E com base Y1 no grupo
pro-p livre com base Y1 (que coincide com Ep̂) é injetiva (Proposição 3.5.5),
segue que Y1 gera um subgrupo livre abstrato de G. De fato, seja i : E −→ Ep̂
a aplicação canônica, e considere j−1(Ep̂) 6 G. Pela propriedade projetiva











Neste contexto, como i é injetiva, temos que θ também é injetiva, e isto
conclui a demonstração.
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4.2 Modificações Para o Caso Pro-p
Para introduzir as modificações com respeito à prova do Teorema Principal
(Caso Abstrato) dada na Seção 2.3, vamos mostrar, de acordo com o lema a
seguir, que um grupo pro-p pode ser mergulhado em uma extensão split. Para
tanto, a nossa principal ferramenta será o Teorema de Kaloujnine-Krasner
(consultar Rotman [12], Teorema 7.37) para grupos finitos, o qual atesta que
se um grupo G é uma extensão de grupos, digamos H e K, então G é um
subgrupo do produto entrelaçado H o K (isto é, um subgrupo do produto
semidireto K nB, onde B é o produto direto de | K | cópias de H).
Lema 4.2.1 Sejam G um grupo pro-p, A um subgrupo abeliano normal (fe-
chado) de G e H = G/A. Então G pode ser imerso em um grupo pro-p
HnB, com B abeliano, de modo que a composta da imersão com a aplicação
H nB −→ H é a aplicação quociente G −→ H.
Demonstração: Seja (Nλ)λ∈Λ uma família de subgrupos normais abertos
de G tal que
⋂
λ∈ΛNλ = 1. Para cada λ ∈ Λ, G/Nλ é uma extensão finita de
G/ANλ por ANλ/Nλ. Logo, o Teorema de Kaloujnine-Krasner para grupos
finitos nos dá imersões
jλ : G/Nλ −→ (G/ANλ) o (ANλ/Nλ).
Observe que o produto entrelaçado dado acima é o produto semidireto
(G/ANλ) n Bλ, onde Bλ é o produto de | G/ANλ | cópias de ANλ/Nλ.
Observe também que Bλ é um p-grupo abeliano.
Assim, é suficiente considerar o subgrupo de
∏
λ∈Λ(G/ANλ nBλ) gerado
pelo subgrupo normal abeliano
∏
λ∈ΛBλ e pela imagem de G via a aplicação
ϕ : g 7−→ (jλ(gNλ)).
Estabelecemos o análogo pro-p do Lema 2.1.2 conforme o lema a seguir.
Lema 4.2.2 Sejam F um grupo pro-p livre sobre {x1, x2, . . . , xn}, R um
subgrupo normal (fechado) de F e H = F/R. Seja M um [[ZpH]]-módulo








determina um homomorfismo contínuo






(b) R′ 6 kerµ 6 R.





induzida por µ. Se M é um
[[ZpH]]-módulo pro-p livre sobre {t1, t2, . . . , tn}, então j é injetiva.
Demonstração: Os ítens (a) e (b) seguem por analogia ao que foi apresen-
tado no contexto dos grupos abstratos (Lema 2.1.2).
Para provar (c), utilizaremos a imersão dada no Lema 4.2.1, que será
denotada por θ, mantendo-nos atentos às seguintes modificações com respeito
à notação: por G vamos considerar F/R′, por A vamos considerar R/R′, e
por H vamos considerar então F/R. Assim, F/R′ está imerso no grupo pro-p

















Neste ponto, nossa estratégia é completar o diagrama acima com uma
aplicação θ : H n M −→ H n N de tal forma que θj = θ. Como θ é
injetiva, segue que j também é injetiva, o que completa a prova do item (c).








e considere κ : M −→ N como sendo o único [[ZpH]]-homomorfismo definido























é um homomorfismo contínuo e possui a propriedade que desejamos.
Consoante a um profundo resultado dado por Romanovskii em [11], e
que enunciaremos conforme a Proposição 4.2.4 a seguir, o leitor será capaz
de perceber que não podemos usar simplesmente grupos ordenáveis como foi
feito na Seção 2.3 pois precisamos, por exemplo, garantir que U∩M é fechado
no [[ZpG]]-módulo M . Para contornar este problema, apresentaremos agora
a seguinte definição.
Uma filtração
A = A(1) > · · · > A(n) > · · ·
de subgrupos normais de um grupo profinito com
⋂
A(i) = 1 é dita conver-
gente se cada vizinhança de 1 contém algum subgrupo A(i). Denotaremos por
N a classe de todos os grupos pro-p finitamente gerados com uma filtração
convergente com fatores centrais livres de torção.
Observação 4.2.3 Seja G um grupo pro-p finitamente gerado, e considere
K como sendo a interseção dos núcleos de todos os homomorfismos ϕλ de G
em grupos pro-p nilpotentes livres de torção Gλ, isto é, K = kerϕ, onde
ϕ : G −→
∏
Gλ
g 7−→ ϕ(g) = (ϕλ(g)).
Então G/K ∈ N .
O próximo resultado, devido à Romanovskii, é o ponto central para es-
tabelecer a analogia entre a demonstração apresentada na Seção 2.3 e a que
apresentaremos na próximo seção. Utilizando a classe de grupos pro-p N
definida acima, a proposição a seguir determina que se H ∈ N , então existe
um anel com divisão Q contendo a álgebra de grupo completa [[ZpH]] e a
extensão H nM ∈ N , onde M é o Zp-módulo como descrito abaixo.
Proposição 4.2.4 Seja H um grupo pro-p emN e seja L a álgebra de grupo
completa [[ZpH]]. Então existe uma filtração (H(i))i>1 com fatores centrais
livres de torção e um anel com divisão Q > L tais que as seguintes afirmações
ocorrem: se n > 1 e U é um subespaço do espaço vetorial Q(n), então
(i) U ∩ L(n) é fechado em L(n).
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(ii) O Zp-módulo M = L(n)/(U ∩ L(n)) tem uma filtração (Mj)j>1 de sub-
módulos fechados tais que [Mj, Hi] 6 Mi+j e Mj/Mj+1 é um grupo livre de
torção para todo i, j.
(iii) (HiMi)i>1 é uma filtração de HnM com fatores centrais livres de torção,
e então H nM ∈ N .
Demonstração: Consultar Romanovskii [11], Proposição 7.
4.3 Prova do Teorema
Nesta seção, apresentamos a demonstração do Teorema Principal (Caso Pro-
p) dada por John S. Wilson em [15], reproduzindo os argumentos que foram
utilizados na demonstração dada na Seção 2.3 e acrescentando as modifi-
cações sugeridas na Seção 4.2.
Teorema Principal (Caso Pro-p) Seja G um grupo pro-p que tem a-
presentação (como grupo pro-p) com n geradores x1, x2, . . . , xn e m relações
r1, r2, . . . , rm, onde n > m, e seja Y um conjunto qualquer de geradores
topológicos de G. Então existem n − m elementos de Y que geram livre-
mente um subgrupo pro-p livre de G.
Demonstração: Considere F/R ∼= G uma apresentação de G, onde F é um
grupo pro-p livre gerado livremente por x1, x2, . . . , xn, e cujo núcleo R pode
ser gerado como subgrupo normal pelo conjunto R constituído dos elementos
r1, r2, . . . , rm, onde m < n.
Seja S/R a interseção dos núcleos de todos os homomorfismos de F/R
em grupos pro-p nilpotentes livres de torção (como na Observação 4.2.3).
Assim, F/S ∈ N e S é o menor subgrupo normal de F contendo R com esta
propriedade. Vamos denotar G = F/S.
Sejam agora Q um anel com divisão contendo [[ZpG]] (como na Proposição
4.2.4), V o espaço vetorial (à direita) sobre Q com base {t1, t2, . . . , tn} e M
o [[ZpG]]-módulo pro-p gerado por t1, t2, . . . , tn. Temos que M é um [[ZpG]]-
módulo pro-p livre com base livre {t1, t2, . . . , tn}.
Aplicando o Lema 4.2.2, defina o homomorfismo (contínuo)











e considere a derivação δ : F −→ M que leva f ∈ F na componente em M







Seja U o subespaço de V gerado por δr1, δr2, . . . , δrm e considere o espaço
quociente W = V/U . Temos que dimW = r ≥ n−m. Além disso, considere
δ : F −→ (M + U)/U
uma derivação (contínua) induzida por δ. Como {t1, t2, . . . , tn} é uma base
de V e δ(xi) = ti para todo i = 1, 2, . . . , n, então {δx1, δx2, . . . , δxn} gera W .


























ϕ // Gn (M + U)/U
Pela Proposição 4.2.4, temos que G n (M + U)/U ∈ N , e portanto
F/kerψ ∈ N . Por um lado, observando agora que kerψ 6 S e que, por
outro lado, para todo i = 1, 2, . . . ,m, temos riS = S (pois R 6 S) e δri = 0
(pois U = 〈δr1, δr2, . . . , δrn〉), então R 6 kerψ. Pela minimalidade de S,
vem S = kerψ. Neste caso, ψ induz uma imersão






Seja Y um conjunto gerador de F/R. Com argumento análogo ao que foi
apresentado na Seção 2.3, temos que W = 〈δY 〉.
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Considere então {δy1, δy2, . . . , δyr} uma base de W , e E o grupo pro-p
livre com base livre {y1, y2, . . . , yr}. Defina o homomorfismo α : E −→ G
por yi 7−→ yiS e seja N = kerα.
Pelo Lema 4.2.2, o homomorfismo





definido como sendo a composição β = jα tem núcleo N ′. Mas j é injetiva,
e portanto devemos ter N = N ′. Todavia, N é subgrupo de um grupo pro-p
livre; logo, N é pro-p livre e devemos ter N = 1. Assim, E é livre módulo
S. Pela propriedade p-projetiva dos grupos pro-p livres (Proposiçao 3.5.3),
existe uma aplicação i : E −→ G tal que o seguinte diagrama comuta, onde








// G // 1
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