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Une des caractéristiques essentielles partagées par l'ensemble des systèmes de 
transmission numénque peut s'exprimer par l'existence d'une dépendance entre le débit 
maximum des données qu'il est possible de transporter et les contraintes physiques 
auxquelles ils sont soumis, les trois principales formes de contraintes étant d'ordre spatial. 
temporel et fréquentiel. Afin d'évaluer simultanément l'impact et les interactions 
respectives de ces trois types de contraintes. il est possible d'utiliser le modèle générai du 
canal multivariable gaussien coloré où M entrées sont transmises au récepteur par 
l'intermédiaire d'un canal mukivariable linéaire muni de 1V sorties affectées de bruit 
coloré de distribution gaussienne. 
Cette thèse propose une méthode permettant d'évaluer l'impact de la diversité spatiale et 
temporelle. ainsi que des contraintes fréquentielles sur les taux de transmission 
admissibles dans un contexte pragmatique d'égalisation linéaire et idéale basée sur la 
bome du filtre adapté pour le canal multivariable gaussien et de comparer les résultats 
obtenus à ceux de la capacité de Shannon. Pour arriver à nos fins, nous présentons 
l'expression d'une borne supérieure sur le taux d'erreur dans le cas d'un égaliseur linéaire 
B combinaison optimale. Une dépendance explicite entre cette bome et les paramètres du 
système, ainsi que son comportement en regard des bornes supérieures obtenues avec un 
filtre adapté (matched filter) ou correspondant à la capacité (au sens de la Théorie de 
l'Information) est dors obtenue. 
Cette méthode sert à évaluer les performances du canal radiomobile numérique soumis à 
des évanouissements sélectifs en fréquence et reliant N mobiles à un récepteur muni de M 
antennes déployées en diversité d'espace. Du fait des caractéristiques du canal variable 
dans le temps, la bome est utilisée de pair avec des simulations numériques permettant 
d'émuler les réalisations du canal et d'évaluer le taux de coupure correspondant. Nos 
vii 
résultats montrent qu'en général l'égalisation seule ne réussit pas à exploiter le plein 
potentiel du gain de codage disponible sur un canal caractérisé par des évanouissements 
de type sélectif en fréquence. ce qui est particulièrement marqué pour l'égaliseur linéaire. 
Dans ce dernier cas cependant, nos résultats suggèrent également que toute augmentation 
de la largeur de bande du transmetteur égale au taux de transmission des symboles permet 
de supprimer les interférences d'un mobile cocmal supplémentaire, ce qui tend 2 
confirmer l'extension de résultats précédents au cas des canaux radiomobiles numériques 
caractérisés par des évanouissements sélectifs en fréquence. 
Le second type de canal de communication considére est celui du système 
d'enregistrement magnétique multivariable où les données binaires sont enregistrées par 
saturation longitudinale des N pistes d'un médium magnétique plan (e.g. ruban 
magnétique, disque dur, etc.), la lecture s'effectuant par le biais de M têtes de lecture 
magnéto-inductives. Nos résultats tendent à confirmer l'existence de configurations 
géométriques (têtes-pistes) optimales qui maximisent la valeur de la capacité lorsque les 
pistes et les têtes sont suffisamment rapprochées pour engendrer d'importantes 
interférences entre les symboles des pistes adjacentes. Dans les mêmes conditions 
d'utilisation, l'égaliseur linéaire et le filtre adapté voient cependant leurs performances 
réduites de façon significative. Les interférences entre symboles peuvent alors 
s'interpréter comme le rksultat d'une redondance implicite au canal qui améliore la valeur 
de la capacité mais dégrade les performances des égaliseurs qui semblent incapables 
d'exploiter le gain de codage disponible. 
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ABSTRACT 
One of the main characteristics shared by ail communication channeis is the dependence 
between the maximum data rate they c m  support and the physicd constraints to which 
they are subjected, the main constraints being of spatial, temporal and frequential order. A 
general mode1 allowing for the simultaneous evaiuation of the impact and respective 
interactions of these constraints is the multivariable gaussian channel where N inputs are 
transmitted through a rnuitivariate linear channel having M outputs affected by colored 
gaussian noise sources. 
This thesis proposes a method to evaluate the impact of spatial and temporal diversity and 
of frequency constraints on the admissible data rate in the context of linear equalization 
and matched filter bounds for the multivariable gaussian channel and to compare the 
corresponding results to the Shannon capacity of the channel. To achieve these objectives. 
we present the expression of an upper bound on the bit error rate for a linear equalizer 
using optimum combining. An explicit dependency of the performance bound on the 
system parameters is then obtained together with its relationship with the so-called 
"optimum" bounds corresponding to the matchrd filter and the information theoretic 
Shannon's capacity. 
These analyticd results are used to evaluate the performance of the digital radiomobile 
th channel operating on a frequency selective channel linking N mobiles to an M order 
space diversity receiver. Because of the time varying nature of this channel. the bound is 
used in conjunction with a Monte-Carlo simulation to emulate the time varying 
realizations of the channel and evaluate the corresponding outage rate. Our results seem to 
indicate that. in generai, equalization done falls short of exploiting the hi11 potential of the 
time diversity coding gain available with such time dispersive channels, which is 
particularly me for the linear equalizer. In this case however, Our results tend to show that 
every transmitter bandwidth increment equal to the symbol transmission rate allows the 
interference suppression of one additional cochannel mobile, which is an extension of 
previous results to the frequency selective fading case. 
The second application considered is the multivariable magnetic recording system where 
the N binary input data sueams are longitudinaily recorded by saturation over the 
corresponding number of tracks of a planar magnetic recording medium (e.g. magnetic 
tape. hard disk, etc.), the output streams being taken as the output of M magneto-inductive 
read heads. Our results tend to confirm the existence of optimal geometric configurations 
(heads-tracks) maximizing the capacity when the heads and tracks are sufficiently close to 
generate substantial intersymbol interferences frorn adjacent tracks. In the sarne operating 
conditions however. a significant performance degradation is seen for the linear equalizer 
and the matched filter bound. In this context, the interferences cm be interpreted as the 
result of implicit redundancy within the channel which improve the value of the capacity 
but also shows the inability of the equalizers to exploit the available coding gain. 
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Variable aikatoire représentant la phase de la ri*me raie pour la 
liaison reliant le mobile n à 1' antenne m 
Multiplicateur de Lagrange ou variable d'optimisation de la 
borne de Chernoff 
Taux moyen d'arrivée des raies (processus de poisson) 
Multiplicateur de Lagrange 
Exemples 
Exemples 
(Pages) Symbole grec 
Suite des valeurs du multiplicateur de Lagrange h lors d'une 156 
évaluation itérative 
Nombre de raies par unité de retard efficace pour la simulation 67 
du modèle à profil continu 
Valeur minimale sur n et z des valeurs propres 1, (z) 155 
ikme 
n valeur propre du canal de communication 17 
ikme 
n valeur propre du canal de communication 61 
Valeur propre associé au canai d'enregistrement magnétique 128 
utilisant une tête de lecture unique 
Un réel, p > 1 215 
Variable aléatoire représentant l'amplitude non-normalisée de 57 
la ieme raie pour la liaison reliant le mobile n à l'antenne rn 
Rapport signal sur bruit moyen au récepteur 60, 170 
Rapport signai sur bruit moyen au récepteur pour le système de 98,99 
réference à tête unique 
Rapport signai sur bruit moyen au récepteur pour la sortie j 98 
Rappon signal sur bruit moyen totale 170 
Variance des données d'entrée 15 
Variance des composantes en quadrature (a, et P, )des don- 15 
nées d'entrée 
Variance des sources de bruit coIorées 16 
Variance du bruit ramené à la sortie de I'égaiiseur 16 
Variance de la partie réelle du bruit ramené à la sortie de l'égaii- 16,23 
seur 
Variance de l'interférence entre symboles 32 
Délai associé à la kitme raie du canal radiomobile 53 
Valeur efficace du retard 53 
Valeur moyenne du retard 53 




Délai d'arrivée de la 1 raie de la tme salve du modèle de 55 
Saleh et Valenzuela 
Variable aléatoire représentant le délai de la rième raie pour In 56 
liaison reliant le mobile n à l'antenne rn 
Petite valeur arbitraire u > O 156 
Petite valeur arbitraire. cpi 2 O 2 16 
Réel quelconque utilisé dans la borne de Saltzberg 23 
Variable fréquentielle exprimée en radsec o = 2nf 26 
Constante de temps de l'enveloppe des salves du modèle de 54 
Saleh et Valenzuela 
Taux moyen d'arrivée des salves (processus de Poisson) du 54 
modèle de Saleh et Valenzuela 
Constante associée au spectre du bruit magnétique 96 
Densité spectrale de puissance du bruit blanc (W/(radm)) 97 
Densité spectrale de puissance I le  normalisée 100 
Intervalle d'intégration 19 1 




Cette fin de siècle a vue la demande en moyens de transport et de stockage des données 
numériques croître de façon accélérée et rien n'indique que la tendance actuelle ira en 
s'amenuisant. Selon le type de système considéré, l'implantation des techniques visant à 
accroître le débit numérique présentera un degré de difficulté variable mais dans tous les 
cas, des contraintes physiques de natures diverses viendront toujours limiter l'utilisation 
qu'on peut faire des équipements ou configurations existantes. 
Par exemple, dans le cas des communications numériques par modem sur un canal 
téléphonique conventionnel, l'accroissement du débit d'information est limité par le bruit 
et la largeur de bande de fréquence fixe du canal. La contrainte fréqueniiellz engendre des 
interférences entre les symboles lorsque le débit d'information numérique dépasse un 
certain seuil1 ce qui, de pair avec le bruit, limite éventuellement le taux de transmission 
ultime et oblige le récepteur à se munir d'une forme quelconque d'égalisation. 
Évidemment l'utilisation de la fibre optique jusqu'au foyer des usagers permettrait le 
transport d'un débit d'information numérique très supérieur à celui supporté par les lignes 
téléphoniques conventionnelles mais les impératifs économiques rendent cette perspective 
peu réaliste dans un avenir rapproché. On cherchera plutôt dans ce cas à utiliser le canal 
existant aux limites de ses possibilités (Humphrey et Freeman, 1997)' les contraintes 
majeures demeurant dans ce cas la largeur restreinte de la bande de fréquence disponible 
et le passage 2-fils/4-fils nécessaire à la transmission bidirectionnelle simultanée. 
Dans le cas des cornmunications radiomobiles où l'on considère N mobiles qui 
transmettent simultanément dans une bande de fréquence commune vers un récepteur 
1 .  Réciproquement, l'augmentation du nombre de symboles dans un intervalle de temps donné force le rap- 
prochement des signaux correspondants et éventuellement leur superposition partielle (L cause de la largeur 
de bande de fréquence limitée. 
supposé muni de M antennes déployées en diversité d'espace. le problème d'interférence 
entre les symboles s'accroit par rapport au cas où il n'y a qu'un mobile puisque le signal 
reçu par les antennes de la base est alors formé de la superposition des signaux de tous les 
mobiles. Dans ce cas, l'interférence entre les symboles trouve son origine non seulement 
dans la contrainte de largeur de bande mais aussi dans la contrainte spatiale qui est à 
l'origine des interférences entre les signaux des mobiles qui  évoluent alors dans une 
région géographique commune. Par surcroît, du fait de la mobilité des émetteurs, les 
caractéristiques du canal évoluent dans le temps et donnent naissance au phénomène 
d'Çvanouissement. De ce fait, le débit d'information ultime du canal évolue dans le temps 
et devient alors une fonction aléatoire. 
Un second exemple de canal multivariable dont on cherche à augmenter le débit 
d'information est le canal d'enregistrement magnétique où les données numériques sont 
enregistrées sur les N pistes d'un médium plan tel qu'un ruban magnétique ou un disque 
magnétique dur ou souple, les données itant éventuellement lues par l'intermédiaire d'un 
réseau de M têtes de lectures magnéto-inductives. Alors que par le passé, les informations 
étaient enregistrées sur des pistes suffisamment éloignées les unes des autres pour éviter 
les interférences entre les pistes adjacentes, il est maintenant envisageable à l'aide des 
techniques d'égalisation et de traitement numérique des signaux (Goodenough, 1993), de 
les rapprocher et d'augmenter ainsi la densité d'information par unité de surface (e.g. en 
7 
bitslcm" , le débit d'information par seconde augmentant aussi via la vitesse de défilement 
du médium). Dans ce cas, la densité ultime d'information est en partie fonction de la 
contrainte spatiale imposée par la surface du médium et de la contrainte fréquentielle qui 
dépend des caractéristiques du médium magnétique et du type des têtes de lecture/écriture 
employées. 
II est possible de ramener ces divers types de canaux de communications numériques en 
apparence très différents au cas général d'un canal de communication multivariable 
gaussien muni de N entrées et M sorties affectées par diverses sources de bruit, coloré ou 
non, la réponse en fréquence du canal étant de fason générale variable dans le temps (à 
condition qu'une approche quasi-statique soit adéquate pour représenter les variations du 
canai de communication), le canal invariant n'étant qu'un cas particulier de ce dernier. 
L'objectif de cette recherche est de déterminer la capacité informationnelle de Shannon de 
ces canaux et de comparer les résultats numériques ainsi obtenus aux taux de 
transmissions, en bits/sec/Hz ou en bits/cm2, que peuvent engendrer l'utilisation de divers 
types d'tgaliseurs pour un système utilisant la modulation d'amplitude en quadrature 
(MAQ). Les résultats obtenus permettront éventuellement d'étudier l'impact et les 
interactions des contraintes d'ordre fréquentielle, spatiale et temporelle auxquelles les 
canaux sont soumis. 
Nous limiterons notre recherche aux 2 types principaux de canaux de communications 
mentionnés prkcédemment: le canal radiomobile à évanouissements sélectifs en fréquence 
de type Rayleigh et le canal d'enregistrement magnétique multi-pistes/multi-têtes 
magnéto-inductives. Dans les deux cas, nous évaluerons les performances d'un égaliseur 
linéaire et d'un filtre adapté1 (Le. un égaliseur fournissant la performance ultime de tout 
détecteur de type symbole par symbole) et comparerons ces rksultats à la capacité 
correspondante du canal. Notons que puisque le canai radiomobile est variable dans le 
temps, la capacité et de façon générale les taux de transmissions sont des variables 
aléatoires. Dans ce cas. nous utiliserons le taux de coupure2 comme indicateur statistique 
des taux de tnnsrnissions pour l'évaluation des performances. Notons également que nous 
ne nous préoccupons pas dans ce travail de l'implantation physique des égaliseurs ni des 
aigorithmes utilisés pour en effectuer l'adaptation dynamique aux caractéristiques du 
canal, nous nous intéressons plutôt aux performances ultimes qu'ils peuvent occasionner. 
1. Aussi appel6 "matched filter bound" 
2. Le taux de coupure il x%. O 5 x dl00 dénote R x, correspond au taux de transmission 
minimal en bitslsecMz supporté par le canal (1 ! x/ld)l du temps. Dans le cas des égaliseurs, 
ce taux assure également une probabilitd d'erreur maximum donnde. Par exemple, en supposant 
que l'on desire un taux d'erreur maximum sur les bits de 0.1%, un taux de coupure à 1% de 3.5 
signifie qu'il est possible de transmetne sur le canal 3.5 bits/sec/Hz tout en ayant l'assurance 
qu'en moyenne le taux d'erreur sur les bits sera inferieur à O. 1% et ce, 99% du temps. 
La section suivante donne une brève revue des travaux sur lesquelles se base notre 
recherche en plus de fournir de plus amples détails quant à la façon dont la capacité et les 
bomes de performance des égaliseun seront ultérieurement obtenues. 
1.2 Revue de la littérature 
Les fondements mathématiques de la théorie de l'information sont évidemment dus à 
Shannon (1948). De nombreux chercheurs ont par la suite contribué au développement de 
cette théorie dont Holsinger (1964) qui est à l'origine des équations de la capacité du canal 
filtré et affecté de bruit gaussien et Gallager (1968) qui en a fourni une preuve analytique 
plus explicite. L'extension de ce rksultat au cas du canal multivviable (i.e. un canal muni 
de N entrées et M sorties) filtré et affecté de bruit gaussien est due à Brandenburg et 
Wyner (1974). Une méthode numérique efficace permettant l'évaluation de la capacité 
dans le cas particulier d'une matrice de canal 2 x 2 et d'un bruit blanc a par la suite été 
proposée par Arnitay et Salz (1984) qui ont pour ce faire utilisé une dérivation analytique 
de la capacité différente de leurs prédécesseurs. Une extension de cette méthode au cas 
général d'une matrice de canal M x N et d'un bruit blanc gaussien est donnée par Conan, 
Despins. Loundu (1997) qui ont également démontré de façon formelle la convergence du 
calcul itératif numérique. 
Le calcul des bomes sur les taux de transmissions de I'égaliseur linéaire et du filtre adapté 
dans le cas de la modulation d'amplitude en quadrature (MAQ) se base en partie sur 
l'extension au cas multivariable des travaux originaux de Foschini et Salz (1983). Les 
auteurs donnent dans ce travail l'expression d'une borne supérieure sur la probabilité 
d'erreur pour un canal radiomobile muni d'une entrée et d'une sortie (N  = M = 1 ) et 
caractérisé par des évanouissements sélectifs en fréquence pour divers types d'égalisation 
(e.g. les égaliseurs linéaire et r6cursif ainsi que le filtre adapté). Cette borne permet de 
relier explicitement l'erreur quadratique moyenne minimum (EQMM) à la probabilité 
d'erreur et elle trouve son origine dans les des travaux de Saltzberg (1968) dans le cadre 
général du calcul de probabilité d'erreur en présence d'interférences entre symboles. 
Foschini et Salz utilisent la dépendance explicite ainsi obtenue afin de calculer une bome 
sur le taux de transmission maximum (qu'ils dénomment l'indice d'efficacité, "efficiency 
index") en bits/sec/Hz que supporte le canal égalisé tout en garantissant une valeur de 
probabilité d'erreur maximale donnée. En se basant sur ces travaux, Arnitay et Salz (1984) 
ont procédé à l'extension au cas des communications radio-numériques à double 
polarisation (i.e. IV = hl = 2 )  tandis que Salz (1985) en perniet une extension partielle 
pour l'égaliseur linéaire grâce à la détermination de l'expression de I'EQMM dans le cas 
d'un canal N x N .  Baiaban et Salz (1992) ont finalement étudié le cas où le signal d'un 
seul émetteur est reçu par M antennes déployées en diversité d'espace (Le. N = 1, M 2 1 ). 
Dans ce cas. les auteurs évaluent les performances des égaiiseurs linéaire, récursif et 
adapté pour un canal radiomobile à évanouissements sélectifs composé de 2 raies1 
Rayleigh. Notons que les performances des égaliseurs linéaire et non-linéaire ainsi que la 
capacité du canal radiomobile ont été étudiées par Winters (1987) dans le cas d'un 
système muni de M transmetteurs et M antennes réceptrices déployées en diversité 
d'espace. Le modèle étudié ne tenait toutefois compte que des évanouissements non- 
sélectifs en fréquence (fi at fading). 
Notre travail ayant pour objectif d'évaluer la capacité et les performances des égaliseurs 
dans le cadre général des canaux de communications multivariables gaussiens, nous 
procéderons à l'extension de la bome de Saltzberg et des travaux de Arnitay, Balaban 
Foschini et Salz au cas du cmal multivariable général N x M affecté de bruit coloré de 
distribution gaussienne. 
Nous étudierons le comportement de la capacité de Shannon ainsi que des bornes 
d'égalisation dans le cas du canal radiomobile N x M caractérisé par des évanouissements 
sélectifs en fréquence et composé d'un nombre variable de raies dont la distribution 
statistique dépendra des modèles utilisés. Nous comptons également comparer nos 
1. Une raie dans ce contexte fait réfikence à la réponse impulsionnelle du canal, cette dernitre &nt 
souvent définie dans le cas des communications radiomobiles comme une série de R raies de 
Dirac à intervalles fixes ou aleatoires dont l'amplitude suit une distribution de Rayleigh et ta 
phase une distribution uniforme. 
résultats à ceux de travaux antérieurs notamment ceux de Falconer et Petersen (1994) sur 
les canaux sans évanouissement et qui démontrent la possibilité de supprimer 
partiellement l'interférence des mobiles cocanaux dans le cas de l'égalisation linéaire sur 
une large bande. 
Nous appliquerons ensuite les mêmes mZthodes ii I'itude du canai d'enregistrement 
magnétique multivariable. Dans ce cas, nous utiliserons le modèle de canal relativement 
simplifié proposé par Voois et Cioffi (1994) où l'enregistrement des bits sur les N pistes 
s'effectue par saturation longitudinale du milieu magnétique et la lecture par le biais de M 
têtes magnéto-inductives. Le modèle de Lindholm (1978) y est utilisé pour la 
modélisation des têtes tandis que le modèle de Baugh (1983) y approxime le spectre du 
bruit d'enregistrement magnétique. Dans ce travail, Voois et Cioffi évaluent les 
performances de I'égaliseur récursif et du filtre adapté par le biais de I'EQMM pour 
diverses configurations simples de pistes et de têtes de lecture en vue de déterminer dans 
quelle mesure l'égalisation permet de réduire les interférences entre pistes adjacentes. 
La capacité du cmal d'enregistrement magnétique a été étudiée par plusieurs auteurs dont 
Howell et Feig (1986)' French et Wolf (1988), Bar-David et Shamai (1989). Feig (1989)' 
Shamai, Ozarow et Wyner (199 1)' Heegard et Ozarow (1992), OTSullivan et al. (1992), 
McLaughlin et Neuhoff (1993) et Voois et Cioffi (1997). Aucun ne s'est toutefois penché 
sur le cas du canal d'enregistrement magnétique muni de N pistes et de M têtes magnéto- 
inductives; la plupart des auteurs s'attachent à évaluer soit la capacité du médium sans 
égard aux méthodes d'enregistrement et de lecture soit la capacité d'un système muni 
d'une piste unique et d'une seule tête de lecture. Comme nous le verrons lors de la 
discussion, l'expression de la capacité du canal d'enregistrement magnétique que nous 
proposons peut s'interpréter comme une borne soit inférieure soit supérieure sur la valeur 
exacte qui n'est d'ailleurs pas définie au sens mathématique strict. Elle nous permettra 
cependant d'évaluer numériquement et analytiquement dans certains cas des 
configurations géométriques de têtes et de pistes permettant d'atteindre l'optimum estimé. 
1.3 Organisation de la thèse 
L'organisation générale de la thèse peut se résumer comme il suit. Nous présentons en 
première partie du chapitre II un bref résumé des notations et conventions qui seront 
utilisées ainsi qu'une description du modèle de canal multivariable gaussien B la base de 
notre travail de recherche. Par la suite, nous évaluons la capacité, au sens de la Théorie de 
l'Information de Shannon, associée à ce modèle général et présentons la méthode de 
dérivation de deux bornes de performance, l'une basée sur l'utilisation d'un égdiseur de 
type linéaire et l'autre sur celle du filtre adapté ("matched filter"). Nous spécialisons par la 
suite ces résultats généraux à deux systèmes d'importance dans le contexte technique 
actuel; les chapitres III et IV considèrent d'une part l'étude du canal radiomobile soumis 
aux évanouissements sélectifs en fréquence et d'autre part le canal d'enregistrement 
magnétique. Dans les deux cas nous discutons abondamment de l'impact des résultats 
obtenus en fonction des paramètres de ces canaux. Enfin. au chapitre V nous concluons la 
thèse en explicitant clairement les contributions qu'elle apporte et en présentant nos 
remarques finales ainsi que les extensions envisageables dans un futur proche. 
CHAPITRE II 
LE CAS GÉNÉRAL DU CANAL MULTIVARIABLE GAUSSIEN COLORÉ 
Nous présentons dans ce chapitre le modèle de canal multivariable gaussien coloré à la 
base de la thèse et en déterminons la capacité, au sens de Shannon, ainsi que deux bornes 
de performance correspondant à I'utilisation d'une égaliseur linéaire et d'un filtre adapte. 
De façon à alléger le texte, nous utiliserons par la suite l'expression "canal gaussien" pour 
désigner le canai multivariable affecté de bruit coloré additif de distribution gaussienne. 
L'organisation spécifique du chapitre est la suivante: À la section 2.1, nous présentons en 
préambule les diverses notations mathématiques et conventions qui seront utilisées par la 
suite. Nous abordons le sujet principal à la section 2.2 où nous introduisons le modèle 
général du canal de communication gaussien. Son utilisation effective dans le cadre des 
problèmes de communications numériques considérées dans cette thèse fait l'objet de la 
section 2.3. L'expression de la capacité du canai. au sens de Shannon, est présentée à la 
section 2.4 et finalement des bomes supérieures sur le taux d'erreur (BER, bit error rate) et 
sur le taux de transmission R (en bits/sec/Hz) qui s'expriment en fonction de l'erreur 
quadratique moyenne entre l'entrée et la sortie du système sont développées à la section 
1.5. Nous discuterons également dans cette section du resserrement possible des 
différentes bomes intermédiaires utilisées dans les dtveloppements. 
2.1 Notations mathématiques et conventions 
Cette section présente un résumé des principales notations et permettra au lecteur de s'y 
référer le cas échéant1. De façon générale, les variables seront en caractères italiques et 
nous différencierons les scalaires (réels ou complexes) des vecteurs et matrices par 
l'utilisation de caractères gras pour ces derniers (le scalaire a ,  le vecteur x et la matrice 
H). Les vecteurs seront identifiés par des lettres minuscules alors que les matrices le 
seront par des majuscules. La itme composante d'un vecteur x de dimension N x  1 est 
notée xi et l'élément i, j de la matrice H de dimension M x N s'écrit H i j ,  les indices 
1. Une liste exhaustive des notations utilisdes peut être consultée en page xxii. 
i = 1 ... M. et  j = 1.. .N représentant respectivement les indices de lignes et de colonnes, 
les vecteurs étant par convention des colonnes. 
Dans le cas générai, les variables scalaires et les composantes des vecteurs et matrices 
prendront leur valeur dans le corps des nombres complexes. Nous utiliserons les notations 
Ht et H* pour représenter respectivement les matrices complexe conjuguée-transposée et 
complexe conjuguée de H.  Rappelons la notation matricielle suivante qui exprime "le 
carré du module" de la matrice H . 
où en général W H  # Hm. En plus des opérateurs habituels sur les vecteurs et matrices. 
nous utiliserons l'opérateur convolution matricielle @ défini comme 
où H ( r )  et G ( t )  sont des matrices (vecteurs) de dimensions compatibles et où 
l'opérateur d'intégration s'applique individuellement sur les composantes de la matrice 
résultante. Les formes 
représentent l'élément i, j de la matrice H évalué à l'instant r = kT où T est la période 
entre les symboles. Lorsqu'il sera nécessaire d'exprimer une variable dans le domaine des 
fréquences plutôt que dans celui du temps, nous la surmonterons du symbole "tilde" 
H ( 1 )  tt H ( O )  (2.3) 
Notons que dans les figures nous utiliserons de façon interchangeable ces deux 
représentations, Le. H ( r )  et H (a) (ou H y) ), les deux étant reliées par la transformée 
(transformée inverse) de Fourier et le contexte indiquant laquelle utiliser dans les 
équations. Rappelons finalement que la transformée de Fourier d'une mavice est définie 
comme la mavice des transformées de Fourier de ses composantes. 
2.2 Modèle du canal gaussien 
Le modèle du canal gaussien utilisé dans nos recherches est représenté à la figure 2.1. On 
y voit que le vecteur x ( t )  de dimension N des signaux d'entrées est transmis par 
l'intermédiaire du canal H ( t )  (ou fi ) de dimensions M x  N dont la sortie est un 
vecteur m ( t )  de dimension M. La relation unissant ces variables peut s'écrire comme 
m ( t )  = H ( t )  @ x ( t )  ( 2 . 3  
où O est l'opérateur de convolution matricielle. Nous supposons ici que x ( r )  et H ( t )  
sont limitées en fréquence par une largeur de bande de fréquence Wf Hz finie. Nous 
supposons de plus que les composantes de x ( t )  et H ( r )  sont des fonctions appartenant à 
L., . l'espace Hilbertien des fonctions complexes dont l'intégrale du c m é  du module est - 
finie (Le. les fonctions complexes d'énergie finie). 
Figure 2.1 Modèle du canal gaussien multivariable 
Un vecteur bruit complexe n ( t )  de dimension M vient ensuite modifier de façon additive 
le vecteur signal avant sa saisie au récepteur. Chacune des composantes du vecteur bruit 
est supposée indépendante des autres, ce qui doit être vkrifié individuellement pour ses 
parties réelle et imaginaire. Toutes les distributions de ces sources de bruit sont 
gaussiennes de valeur moyenne nulle et les densités spectrales correspondantes pourront 
être de façon générale colorées. Nous supposons cependant que l'ensemble des fréquences 
où elles sont nulles est de mesure de Lebesgue zéro*. Le signal de sortie observé peut donc 
s'exprimer comme 
Il est possible de transformer ce modèle en un modèle équivalent utilisant des sources de 
bruit additif blanc généralement plus facile à étudier. Pour ce faire. on remplace les M 
sources de bruit coloré par M sources indépendantes de bruit blanc w i  0,  i = 1 . . . M de 
- 1/2 
densité spectrale unitaire et une matrice filtre diagonale N V) dont chacune des 
composantes non-nulles Ni, y), i = 1.. .M est égale au spectre S 0 de la tme source de " i 
bruit coloré ni y) (Gallager, 1968). La représentation iquivalente est illusuée à la figure 
7.2a où il est possible de constater que la relation entrée-sortie du système peut dès lors 
s'écrire comme 
Cette transformation est primordiale puisqu'elle facilite la conversion éventuelle de 
résultats développés dans le contexte d'utilisation de sources de bruit blanc. La 
--1/2 
transformation finale la plus versatile est obtenue en prémultipliant (2.7) par N 0 
En définissant le nouveau canal comme H' V) = N-"' y) H V) et la nouvelle sortie 
--1/2 
comme y' V) = N m j  V) on obtient 
dont la représentation équivalente apparaît sur la figure 2.2b. On vérifie aisément 
l'équivalence d'un point de vue mathématique entre la relation entrée-sortie du canal de la 
figure 2.2b et celles des figures 2.2a et 2.1. 
1. Cette supposition est en fait une condition imposée par les transformations et manipulations que 
nous effectuerons ultérieurement. D'un point de vue intuitif cependant, on comprendra que si la 
densite spectrale du bruit est nulle sur certains intervalles, il est possible d'utiliser cette portion 
du spectre pour transmettre un signal sans aucun bruit, ce qui théoriquement permet de transmet- 
tre une quantité infinie d'information. 
Figure 2.2 Modèles équivalents du canal gaussien multivariable avec sources 
de bruit blanc 
2.3 Le canal multivariable gaussien dans le cadre des communications numériques 
La figure 2.3 illustre l'utilisation du canal gaussien comme modèle des cornmunicalions 
numériques considérées dans cette thèse. En comparant ce système à celui de la figure 2.1, 
on note la présence de la matrice de I'égaliseudrécepteur w V) (suivie d'un système 
d'échantillonnage) à la sortie ainsi que la présence dans l'organe de transmission du filtre 
de mise en forme des signaux V) . 
Tansmetteur Canal Récepteur 
a ,qbw ~ ( i j  2- s,&V 
I 1 Canal I 
Entrde I I 
1 1 &O 1 ndt)  Sortie Matrice MxN ' 
aNqb- am - s d k q  + 
Figure 2.3 Modèle du système de communication numérique gaussien 
Les sources de bruit ni ( t )  étant de façon générale colorées, il est préférable de procéder 
comme précédemment en transformant ce modèle en un équivalent mathématique (au sens 
de la relation entrée-sortie) faisant intervenir des sources de bruit blanc. Les modèles 
résultants sont montrés aux figures 2.4a et 2.4b où nous avons utilisé les définitions 
suivantes. 
On constate que le système de communication obtenu à la figure 2.4b est analogue à celui 
de la figure 2.3 à l'exception de la présence de sources de bruit blanc de densité spectrale 
m t 








Figure 2.4 Modèles équivalents du système de communication numérique 
gaussien avec sources de bruit blanc 
bilatérale unitaire. La relation entrée-sortie des deux systèmes étant identique, l'erreur 
quadratique moyenne (EQM) entre l'entrée et la sortie, telle que nous la calculerons 
ultérieurement. est préservée. Il s'ensuit que si l'on dispose des expressions donnant 
I'EQM et w ÿ) relatives à un système de communication perturbé par des sources de 
bruit blanc de densité spectrale bilatérale unitaire, il est possible de calculer I'EQM et 
w V) pour un système affecté de sources de bruit coloré en substituant N"' y) ay) 
pour la matrice de canal et en calculant 
Pour pouvoir poursuivre dans un cadre assez général, nous sommes amenés à limiter notre 
étude aux systèmes importants de communications numériques utilisant la modulation 
d'amplitude en quadrature (MAQ). Le vecteur de dimension N relatifs aux signaux 
d'entrée s'écrira donc en bande de base comme (voir la figure 2.3) 
où g ( t )  est le filtre de mise en forme des impulsions élémentaires, T l'intervalle de 
signalisation et a' ' )  le vecteur des séquences complexes de données au temps r = 1T. 
Chacun des éléments 
est un symbole 
différentes, i.e. 
(0 complexe où cin et p l r )  peuvent prendre L (supposée paire) valeurs 
(0  an = t1, k3, ..., k ( L -  1 )  , pn = +1. k3, ..., t ( L -  1 ) .  La variable an 
CI 
définit donc une constellation de L~ signaux telle que si l'on suppose que les symboles 
d'entrée sont équiprobables et indépendants, le taux de transmission respectif de chacune 
des entrées est 
où Wf est la largeur de bande en Hz utilisée par le système ( Wf = 1 /T correspondant à la 
bande minimale de Nyquistl). On définira la variance des données par 
En MAQ, la valeur de a: est 
alors que la puissance moyenne totale à l'entrée du système est donnée par 
En se rapportant à la figure 2.3, le vecteur a'') de dimension N est transmis par le canai 
équivalent H ( r )  obtenu par la cascade du filtre de mise en forme g ( r )  et de la matrice de 
canal C ( r) pour produire le vecteur m ( r )  selon la relation 
où le canal équivalent H ( t )  est défini comme 
Un vecteur bruit complexe n (1) de dimension M est par la suite ajout6 à ce signal avant 
sa saisie par le récepteur. Chaque élément du vecteur bruit est supposé indépendant, de 
distribution gaussienne à moyenne nulle et de variance 
Le signal m ( t)  additionné de bruit est ensuite traité par la matrice M x  N du récepteur 
W ( t )  pour fournir le signal de sortie s ( t )  donné par 
s ( 1 )  = W ( t )  @ [m ( t )  + n ( t )  ] (2.22) 
1. En génénl. la bande minimale de Nyquist définie comme Wf = 1/ (27') fait rdférence à l'inter- 
valle de fréquence unilatérd [O, 1/ (2T) ] et correspond i l'utilisation de signaux réels. Comme 
nous utiliserons plutôt un modele cornpIexe en bande de base, nous définirons la largeur de bande 
de façon bilatdrale. i.e. la largeur de bande Wi = 1/T correspond ik l'intervalle de fréquences 
[ - 1 / ( 2 T ) ,  1/(2T)1 . 
et qu'on peut récrire comme 
où nous définissons le canal équivalent global W ( t )  entre l'entrée et la sortie comme la 
cascade de H ( t )  et de W ( r )  
U ( t )  = W (- t )  @ H ( - t )  (2.24) 
(le signe dgat i f  devant la variable t simplifiera la notation lors de l'évaluation de 
I'EQMM à l'annexe B) et où le bruit équivalent à la sortie de l'égaliseur ainsi que sa 
variance sont donnés par 
2 2 
~ [ l l m  [vn1 lZ] = E [ I R ~  [ v a l  12] = o,, = a,/2 
Le signal s ( t )  est finalement échantillonné à r = kT et passé dans un détecteur qui 
détermine les symboles de sortie. L'échantillon à la sortie de l'égaliseur au temps t = kT 
est 
2.4 Évaluation de la capacité du canal gaussien 
La capacité que nous considérons ici est la capacité informationnelle de Shannon 
considérée en "Théorie de l'Information". Elle est définie comme la quantité maximale 
d'information qui peut être transmise sans erreur sur un canal par unité de temps, la 
maximisation s'effectuant sur le contenu fréquentiel des signaux à l'entrée du canai. Dans 
le cas qui nous intéresse, la capacité normalisée par la largeur de bande du canal' de la 
figure 2.3 peut être calculée à l'aide de l'expression suivante donnée par Amitay et Salz 
(1984) et qui est une généralisation au cas multivariable de l'expression donnte à l'origine 
par Holsinger ( 1964) et Gallager (1 968) 
avec les contraintes 
2 
Ici, An@, n = 1 . ..N sont les N valeurs propres de la matrice IN Cn -"% 1 , sn est la 
puissance moyenne du signal de l'entrée n . k C/ )  est la matrice de la densité spectrale du 
bruit (gaussien, additif et de moyenne nulle), W est la bande de fréquence en Hz, P,v) est f 
le filtre de mise en forme du coté du transmetteur1 pour l'entrée n et S est la puissance 
moyenne totale à l'entrée. Dans ces expressions, les variables sn ainsi que les filtres P,(B 
sont des inconnues dont la valeur reste à déterminer. Aux fins de calculs numériques, cette 
expression peut être simplifiée sous la forme (Bradenburg et Wyner 1974; Arnitay et Salz, 
1984; Loundu, 1994) 
1. Notons qu'aux fins de l'évaluation de !a capacitd, le filtre de mise en forme du transmetteur 
g (f) ainsi que le filtre de rdception W (f) de la figure 2.3 ne sont pas pris en compte puisque 
nous désirons uniquement évaluer la capacité C du canal, sans égard aux cmctéristiques 
d'émission et de récepgon. 
1. Notons que les filtres PnV) ainsi que les variables s correspondent au calcu'de la capacité 
d'un canai équivalent constitut des valeurs propres f n ( z )  . Dans ce contexte, Pnÿ) et s, ne 
correspondent donc pas directement aux valeurs qui devraient être utilisées ?i l'entrée du système 
pour atteindre la capacite mais à celles d'un canai équivdent. 
où on utilise la variable de fréquence normalisée z = fl et où N est le nombre d'entrées, 
S est la puissance moyenne totale des signaux d'entrée, A$) sont les N valeurs propres 
-1/2 - 2 
de la matrice hermitienne IN (z) H ( z )  1 , h est un multiplicateur de Lagrange, W. est 
la bande de fréquence1 (en unité de Z) et Zn sont les intervalles d'intégration à l'intérieur 
de W- et définis par - 
La figure 2.5 donne une interprétation des équations (2.3 1) à (2.33) lorsque W- = 1 .. 
(bande de Nyquist) comme un problème d'optimisation qui se réduit au remplissage au 
même niveau (i.e. les réservoirs sont communicants) de N réservoirs distincts à l'aide 
d'une quantité d'eau déterminée S. L'inconnue est alors la hauteur l / h  qui sera atteinte 
par l'eau dans tous les réservoirs une fois le remplissage terminé. 
Figure 2.5 Problème du remplissage de N réservoirs 
On voit que la forme du fond des N réservoirs correspond aux N fonctions des valeurs 
propres i/)c,(z) et que les parties hachurées correspondent à l'intégrale de (2.32) là où la 
condition (2.33) est remplie. Une fois ce problème résolu, la valeur de la capacité (2.3 1) 
est proportionnelle à l'intégrale (sur les parties hachurées) du logarithme du rapport entre 
le niveau atteint par l'eau et le fond des différents réservoirs. 
À l'aide de cette interprétation, il est possible de déterminer la valeur du multiplicateur de 
Lagrange )c par la méthode des intervalles. 11 suffit de fixer premièrement le niveau d'eau 
1. On suppose en génkrai une largeur de bande Iegèrernent supSrieure à la bande de  Nyquist pour 
tenir compte du facteur de mise en forme des impulsions. 
1 /7c à une valeur quelconque. On détermine ensuite les intervalles où il y a présence d'eau 
(2.33) ce qui permet d'en calculer la quantité (2.32). Si cette dernière est trop élevée, il 
faut diminuer le niveau l / h  et vice-versa. En procédant de la sorte de façon itérative, on 
obtient éventuellement la valeur optimale de 1 /Â. recherchée. La procédure itérative 
similaire que nous utiliserons est reproduite à l'annexe A (Conan, Despins et Loundu, 
1997). Elle a l'avantage de fonctionner avec un taux de convergence plus rapide. 
Remarquons que dans le cas général, toutes le valeurs propres sont positives (Le. 
Ln(:) > O )  puisqu'elles proviennent d'une matfice bermitienne (Strang, 1980). LI pourra 
toutefois arriver qu'une ou plusieurs d'entre elles soient nulles (e.g. si M c N ou si le rang 
de I I I ~ - ' ' ' ~ ~ ~ ~  est inférieur à N ) .  En utilisant l'analogie précédente, ces valeurs 
propres nulles correspondent à des réservoirs dont le fond est à un niveau 1 /L,(Z) = 00, ce 
qui empêche l'eau d'y pénétrer. La valeur de la capacité est alors indépendante des valeurs 
propres nulles qui peuvent donc être ignorées lors de son évaluation. 
2.5 Dérivation des bornes de performance 
Cette section est consacrée à la dérivation d'un certain nombre de bomes portant sur les 
paramètres de performance liés au modèle de canal gaussien multivarié. Nous considérons 
tout d'abord une borne supérieure sur le taux d'erreur (BER, bit error rate) exprimée en 
fonction de l'erreur quadratique moyenne entre l'entrée et la sortie du système. Cette 
bome, évaluée en considérant en premier lieu l'utilisation d'un égdiseur linéaire et ensuite 
celle d'un filtre adapté, nous permettra de déterminer ensuite la valeur correspondante 
d'une bome supérieure sur le taux de transmission en bitslsecRIz que supporte le canal 
lorsqu'une limite sur la probabilité d'erreur maximale admissible est imposée. 
L'utilisation de bomes intermédiaires dans ces développements nous conduira finalement 
à en étudier le resserrement, ce qui permettra d'estimer la précision des résultats qui en 
dépendent. 
2.5.1 Borne de Saltzberg sur le taux d'erreur 
Dans cette section nous dérivons une borne sur la probabilité d'erreur à la sortie de 
l'égaliseur du système de communication de la figure 2.3. Remarquons qu'il s'agit d'une 
généralisation au cas de N entrées et M sorties de la borne introduite par Saltzberg (1968) 
et reliée à l'expression de I'EQMM par Balaban et Salz (1992). Considérons d'après 
(2.28) pour un echantillon représentatif à la sortie de l'égaliseur au temps r = O (sans 
perte de généralité) 
qu'on peut récrire comme 
Ici, nous nous interessons uniquement à la probabilité d'erreur associée à une seule des N 
entrées. Afin de simplifier la notation. nous définissons le vecteur u comme équivalent à 
la rangée de la matrice (I correspondant B une entrée quelconque n (sans perte de 
généralité). i.e. 
À l'aide de cette notation et en effectuant explicitement le produit matriciel de (2.35), le 
signal s associé à l'entrée n peut s'écrire 
j t n  1 ~ 0  j 
où le terme .Ao) correspond au ni"' éIément de la diagonale de do). En séparant les 
parties réelle et imaginaire (voir (2.13)), et en sachant que uno) est réelle', on trouve 
1. Nous verrons dans la suite a l'annexe B) que la preuve de cette affirmation dc!coule de (B.30) r donnant l'expression de LI' ) . Dans cette é uation. R (o) est une matrice h e y i y  et&s ce 
cas les ~ ~ r n p ~ s a n l e s  de la diagonrk de Li" apparûennçnr aux rd& (Le. - un est 
réel). 
(0) (0) 1m[sn'"] = u~')p~O)+ C u j  pi + c CR~[U,!')]$'+ ~ ~ m [ u i ( ~ ] a i ( ~ + ~ r n [ v ~ ( ~ ) ]  
jrn 1 # 0  j !*O j (2.39) 
Posons 
j t n  /$O J / # O  j 
(0) (0) (0 ( 0  
:? = C u j  P, + ~ c R ~ [ u ~  ] p j  + ~ ~ ~ m [ u ~ ~ ] ~ ~ ~ ) + ~ m [ v , ~ ~ ~ ) ]  
j r n  t g 0  j 1 # 0  j (2.40) 
où la distribution des variables aléatoires 2 ,  et z2 est symétrique puisque Re [vn(')] et 
lm [v,")] sont gaussiens de moyenne nulle et les variables a. et p. sont distribuées 
I 1 
symétriquement autour d'une moyenne nulle. À l'aide de ces définitions, les signaux 
peuvent s'icrire comme 
Dans le but de déterminer la probabilité d'erreur par symbole à la sortie de l'égaliseur, 
nous définissons respectivement e ,  et E comme les événements "la lettre ano) est en P 
erreur" et "la lettre pio) est en erreur9'. La probabilité d'erreur par symbole P ,  peut alors 
s'écrire comme 
Il reste maintenant à déterminer les expressions de P [ E ~ ]  et P [ E ~ ]  . Lorsque aio) prend ' 0) la valeur - L + I , il y aura erreur sur cette lettre si zl > t r io) .  De fqon similaire, si an 
prend la valeur L-  1 , il y aura erreur si 2, < -uiO). Comme la distribution de z est 
symétrique, la probabilité de ces événements est identique. Pour toutes les autres valeurs 
de ai0), il y aura erreur dans les deux cas. En supposant que les valeurs de aio) sont 
équiprobables, la probabilité d'erreur sur .Ao) est 
( 0) Par symétrie, le même raisonnement s'applique pour le calcul de Bn 
En substituant ces expressions dans (2.42) et en constatant que z I  et z2 ont chacun une 
distribution de probabilité identique (en effet. dans (2.40) aj et Pi ainsi que Re [v,")] et 
Irn [vn(0)] sont distribuées respectivement de facon identique) on obtient finalement 
Le calcul numérique exact de l'expression de droite est possible. Cependant pour les cas 
réalistes l'effort de calcul devient exorbitant compte tenu des ressources disponibles à ce 
jour. Nous aurons donc recours à l'utilisation de bornes aux fins d'estimation. En 
appliquant la borne de Chemoff (Gailager, 1968) à (2.45) où 2 ,  est donnée par (2.40)' on 
obtient 
pour toutes les valeurs de h satisfaisant 
h>O 
Cette condition découle de la bome de Chemoff qui peut prendre deux formes différentes 
dépendant de la valeur de )c (une bome supérieure ou inférieure). La valeur exacte de h 
sera choisie ultérieurement de façon à resserrer la bome. On évalue l'espérance 
mathématique l'aide des distributions de ai et Pi et on regroupe les termes exponentiels 
deux à deux afin de les remplacer par la fonction cosh ( ) . U vient 
où yk = 2k - L - 1. k = 1 ... L sont les différentes valeurs que peuvent prendre aj et P j ,  h 
7 
est la variable de resserrement de la bome que nous kvaluerons ultérieurement et air est la 
variance de la partie réelle du bruit Çquivalent à la sortie de l'égdiseur donnée en (2.27). 
Pour simpiifier davantage nous utilisons une seconde borne donnée par Saltzberg ( 1968). 
Cette dernière s'exprime par la forme générale suivante: 
L -0- 1 "  x-y? 
2 3 a - cosh (hyyk)  < e- 
L 
3 
où a, est la variance des données définie en (2.16) et y un réel. Nous discuterons plus en 
détails de cette bome dans une section subséquente. En appliquant cette dernière à (2.18) 
et en regroupant les termes exponentiels, on obtient 
La valeur de h se calcule alors en annulant la dérivée de (2.50) par rapport à h et s'obtient 
comme 
On vérifie que cette expression de )c est toujours strictement positive. En effet, son 
dénominateur est strictement positif alors que uno) qui représente un des éléments de la 
diagonale de ~1:) est également toujours strictement positif'. La substitution de cette 
expression dans (MO), donne 
Rapportons-nous maintenant à la figure 2.3 afin de faire le lien entre cette expression et 
celle de l'erreur quadratique moyenne (EQM) entre l'entrée et la sortie du système. 
L'erreur quadratique moyenne entre do) et a") est 
EQM = E [ d e ]  = ~ [ l e l ' ]  
où (voir (2.34)) 
En évaluant (2.53) pour l'entrée n , on obtient (voir également (2.36) et (2.37)) 
7 
où O; est la variance du bruit vn{" à la sortie de l'égaliseur, i.e. o: = E [ l v n ( ~ ) l 2 ]  .
Remarquons que nous l'avons précédemment définie de façon différente en (2.26) (i.e. 
1. La note au bas de la page 20 indique que u::) est une matrice hennitienne. Dans ce cas les élé- 
ments de sa diagonale seront positifs et non-nuls si au moins un des élements de la rangée n de 
la matrice de canal H' (7 - 17') (voir (B.24)) est non-nul. Ceci revient A dire que la sortie n du 
canai doit être reliée à au moins une des entrées, ce que nous supposerons. 
a: = E [ I V ,  ( I )  1'1 ). Ces deux définitions sont cependant compatibles puisque vn ( t )  est 
un processus gaussien relié à n ( t )  par la relation (2.25). Dans ce cas vn (t) est ergodique 
(pour la variance1) et on a 
a: = E [ lvn (r)  1' = E [ l ~ ~ ' ~ ) ' ]  
3 
3 2 2 Puisque O, = 20, et que aV = 2 0 , ~  (voir (2.16) et (2.27)), il est possible de récrire 
(2.55) comme 
qui, substituée dans (2.52)- donne 
Afin de simplifier davantage cette expression, nous devons faire appel au calcul de I'EQM 
minimale (EQMM) du canal. Le. la minimisation de (2.53) à l'aide du filtre de réception 
W ( t )  . Le détail de ces calculs est présenté à l'annexe B~ où I'EQMM du canal est 
déterminée pour un égaliseur linéaire et un filtre adapté. Nous en présentons maintenant 
les principaux résultats: L'EQMM totale (i.e. la somme des EQMM associées à chacune 
des entrées) pour les N mobiles est donnée par 
dont l'évaluation donne respectivement pour l'égaliseur linéaire et le filtre adapti 
1. Pour que ce soit le cas. il suffit que le spectre de v, ( t )  ne contienne aucune impulsion de Dirac 
(Papoulis, 199 1). ce que nous supposerons dans la suite. 
2. Cette annexe presente egalement le calcul de Ia matrice de l'egaliseur B partir des paramètres du 
système dans le cas de l'égaliseur linéaire et celui du filtre adapté. 
EQMM 
lindaire = O*-- 1 t r [ ~ + a : ~ ( o ) l - l d o  
'32n 
L'EQMM individuelle associée à l'entrée n s'identifie en isolant 1 
de la trace dans (2.59), (2.60) et (2.61) 
'élément correspondant 
Mentionnons que dans le cas particulier où les sources de bruit sont identiques et de 
densité spectrale bilatérale No, on a fi (/) = N,I et (2.62) se simplifie comme 
Si nous revenons à la simplification de la borne de l'équation (2.58), on constate qu'il 
suffit maintenant de remplacer uno) par son expression donnée par (2.63) (voir Çgalernent 
(2.36)), Le. 
ce qui donne finalement 
Pour obtenir la probabilité d'erreur par bit, on supposera un codage de Gray (qui assure 
que les symboles codés associés à des niveaux adjacents ne different que par un seul bit) et 
on négligera les transitions de plus d'un bit, i.e. les erreurs produites lorsque le bruit et 
l'interférence entre symboles font en sorte que deux bits ou plus soient en erreur, ce qui 
correspond à des cas relativement rares lorsque le taux d'erreur est raisonnablement faible 
(Bic, Duponteil et Imbeaux, 1991). Il suffit alors de diviser (2.68) par le nombre de bits 
par symbole de la MAQ 210g2 (L)  pour obtenir finaiement la bome désirée sur le taux 
d'erreur (BER, bit error rate) 
oii I'EQMM est donnée par (2.64) et (2.65) dans le cas respectivement de l'égalisation 
linéaire et du filtrage adapté. Nous mentionnerons cependant que la bome de Saltzberg 
donnée par (2.49) fait en sorte que (2.69) n'est valable que lorsque le taux d'erreur est 
suff isment  faible (voir la section 2.5.3 pour une discussion plus élaborée sur le domaine 
d'application de la bome de Saltzberg). Nous contournerons toutefois cette difficulté 
puisque nous n'évaluerons pas directement le taux d'erreur mais plutôt le fixerons et 
évaluerons ensuite le taux de transmission admissible. La réponse à cette question fait 
d'ailleurs l'objet de la section qui suit. 
2.5.2 Estimation du taux de transmission admissible pour un taux d'erreur fixé 
Dans cette section, nous désirons estimer les taux de transmission de l'égaliseur linéaire et 
du filtre adapté compatibles avec un taux d'erreur fixé. Pour ce faire, revenons à la bome 
sur la probabilité d'erreur donnée en (2.69) 
BER < 
où I'EQMM s'exprime par les équations (2.64) et (2.65) respectivement pour l'égaliseur 
7 
linéaire et le filtre adapté. En divisant I'EQMM par ai, on constate que ces équations 
3 
deviennent indépendantes du nombre de niveaux L et de la valeur de a, et ne sont alors 
fonction que des caractéristiques du canal. Posons 
où K,, est une constante liée à une réalisation particulière du canal. En substituant cette 
valeur dans (2.70), on a 
7 
où il est maintenant possible remplacer O: par sa valeur donnée en (2.17) pour obtenir 
Cette expression démontre que la probabilité d'erreur est une fonction du nombre L de 
niveaux utilisés. Si on fixe le taux d'erreur BER, il devient alors possible de déterminer la 
valeur de L (qui n'est pas nécessairement entière) satisfaisant l'équation à la frontière. En 
insérant cette valeur dans (2.14), on trouvera le taux de transmission R que supporte le 
canal tout en garantissant une valeur maximum BER. Un examen plus approfondi de 
(2.73) permet de conclure que le taux de transmission calculé de cette façon sera un 
maximum puisque la pente de la fonction BER en fonction de L est positive dans la 
région de validité de l'équation, cette région étant délimitée par les conditions Kn 5 1 et 
BER < 1 . La première condition découle de (2.7 1) où la valeur maximum de E Q M M n  est 
atteinte lorsque la sortie de I'égaliseur est constamment en erreur et dans ce cas EQMM, 
2 
est égale à la variance des données d'entrée, i.e. EQMM, = O,. La seconde, Le. BER S 1, 
découle du fait que BER est apparentée à une mesure de probabilité dont la valeur 
maximum ne peut dépasser l'unité. La figure 2.6 illustre la valeur de BER en fonction du 
nombre de niveaux L lorsque K,< l . On y voit que pour une valeur déterminée de 
BER c 1, il existe deux valeurs de L satisfaisant I'Çquation. Comme nous avons suppose 
que la valeur du taux d'erreur est faible, nous utiliserons la valeur la plus faible de L ,  la 
valeur supérieure devenant astronomique lorsque BER est faible (ceci peut s'interpréter 
comme un effet secondaire dû aux bornes intermédiaires utilisées dans les 
développements). Une procédure itérative permettant de calculer la valeur de L 
satisfaisant (2.73) est développée à l'annexe C. 
Figure 2.6 Borne sur le taux d'erreur BER en fonction du nombre de niveaux L 
lorsque K,, c 1 
2.5.3 Discussion sur le resserrement possible des bornes 
La borne supérieure sur la probabilité d'erreur de l'équation (2.68) provient de 1' utilisation 
successive des bornes de Chemoff et de Saltzberg. La borne de Chemoff est efficace sur 
les queues d'une distribution de probabilité et s'applique donc à des événements rares. 
Dans notre cas elle s'applique aux variables Z, et z ,  - de l'équation (2.40). Comme la 
queue de la distribution correspond à la présence d'un bruit élevé (peu probable) où d'une 
grande interférence entre symboles elle est donc assez bien représentative des 
phénomènes que l'on veut étudier (Le. des systèmes de communications fiables 
caractérisés par de faibles taux d'erreur) 
La borne de Saltzbeg, apparaissant à l'équation (2.49), est illustrée à la figure 2.7 pour 
différentes valeurs du nombre L de niveaux utilisés par la MAQ. Comme on le voit, cette 
borne est plus serrée pour de faibles valeurs de L et lhyl où h. est la variable 
d'optimisation de la borne de Chernoff et y représente les variables aléatoires u*') . 
On peut égaiement rapprocher la borne (2.52) de la borne classique sur la queue de la 
distribution gaussienne. Si on pose L = 2 (Le. pour un signal binaire). on obtient pour la 
partie réelle du signal (voir les équations (2.42) à (2.45)) 
On voit que cette borne correspond à la partie exponentielle d'une distribution normale où 
l'interférence entre symboles a été considérée comme un bruit additionnel. En effet, pour 
un canai affecté seulement par du bruit blanc gaussien additif de moyenne nulle tel que 
celui de la figure 2.8, la probabilité d'erreur pour un signal (binaire équiprobabie 
d'amplitude t u o  ) reçu par un récepteur à maximum de vraisemblance est donnée par 
où la fonction Q (.r) est définie comme 
Figure 2.7 Illustration de la borne de Saltzberg 
il est bien connu (Wozencraft et lacobs, 1965) qu'on peut borner la fonction Q (r) par les 
Bruit 
I 
fonctions exponentielles suivantes illustrées à la figure 2.9 
Transmetteur 
Figure 2.8 Canal affecté par un bruit additif 
s = +uO n + s  - Récepteur 
L 
Figure 2.9 Fonction Q(x) et deux bornes supérieures 
En utilisant ia seconde bome de droite. l'équation (2.75) devient 
En comparant cette dernière avec (2.74), on constate qu'il y a équivalence si on néglige 
pour l'instant l'interférence entre symboles (ES) représentée par les termes au temps 
[#O 
Si on associe maintenant l 'ES à on bruit additif, on peut dors l'ajouter au bruit gaussien 
7 
représenté par on et ii y a alors équivalence complète. La borne que nous avons trouvée 
peut donc s' interpré ter comme une approximation de 1' interférence entre symboles par 
une distribution normale dont la variance est donnée par (2.79) et l'utilisation de la bome 
exponentielle pour évaluer la queue de la distribution gaussienne. 
CHAPITRE III 
APPLICATION AU CANAL RADIOMOBILE NUMÉRIQUE 
Dans ce chapitre nous utilisons les résultats généraux dérivés précédernent pour évaluer 
les performances associées au canai radiomobile numérique telles que mesurées par la 
capacité et les valeurs admissibles de taux de transmission en égalisation linéaire ou 
filtrage adapté. Comme nous le verrons une des principales caractéristiques du canal 
radiomobile est la variation temporelle de ses paramètres caractéristiques. Par conséquent, 
la capacité du canal mesurée sur un intervalle de temps relativement court par rapport au 
taux de variation évoluera également dans le temps. Dans ce contexte, la capacité peut 
s'interpréter comme une variable aléatoire, tout comme d'ailleurs les taux de 
transmissions associés aux différents types d'égaliseurs. En utilisant une approche quasi- 
statique1, nous évaluerons par conséquent la capacité et les bornes d'égalisation pour les 
réalisations individuelles du canai et présenterons comme indice de performance 
statistique, le taux de coupure du canal (la définition en est donnée à la note de bas de page 
2 qui apparait sur la page 3). 
Pour situer la modélisation des canaux radiomobiles dans un cadre plus général, nous 
débuterons le chapitre par la section 3.1 qui introduit le concept du système linéaire à 
variations temporelles (systèmes LTV). Cette introduction nous conduira à définir le canal 
WSSUS et le profil multivoies et le lecteur déjà familier avec ces concepts pourra donc 
l'omettre en première lecture. Ayant introduit ces concepts de base, nous aborderons à la 
section 3.2 la modélisation effective du canal (variable dans le temps) qui nous permettra 
éventuellement d'effectuer des simulations sur ses réalisations individuelles. Nous y 
verrons que le concept de profil multivoies est en général insuffisant pour permettre de 
simuler les réalisations du canal radiomobile puisqu'il n'en reflète que l'espérance 
mathématique et non les réalisation individuelles. Trois modèles particuliers basés sur un 
1. L'approche quasi-statique consiste à découper l'horizon temporel en fenêtres successives disjoin- 
tes stationnaires balayant les variations temporelles du milieu. Les valeurs calculées dans cha- 
cune des fenêtres sont donc des réalisations de la variable aléatoire qui permettent d'~va1uer sa 
distribution. 
profil rnultivoies donné mais modélisant également les réalisations individuelles du canai 
seront présentés (les modèles à profil continu. à arrivées discrètes à intervalles aléatoires et 
à arrivées en salves de Saleh et Valenzuela). Une représentation mathématique suffisante 
pour englober les trois modèles précédents sera enfin introduite à la section 3.2.4. Munis 
de cette représentation, nous verrons aux sections 3.3 et 3.4 comment les méthodes 
dlÇvaluation de la capacid et des bornes d'igalisation diveloppCes dans le cadre giflerai 
des chapitres 2.5 et 2.4 s'appliquent au cas du canal radiomobile. Nous présentons 
finalement à la section 3.5 les paramètres qui seront utilisés lors des simulations et 
concluons sur la section 3.6 où nous présentons et discutons un ensemble de résultats 
numériques. 
3.1 Introduction aux systèmes linéaires à variations temporelles (systèmes LTV) 
Les canaux radiomobiles sont utilisés de plus en plus fréquemment pour transmettre des 
signaux numériques de voix ou de données quelconques. Malheureusement, en se 
rapportant au schéma de principe d'un lien radiomobile représenté dans la figure 3.1, ils 
sont souvent perçus comme peu fiables à cause des perturbations importantes dues aux 
multiples réflexions, diffractions et diffusions que subit le signal avant d'arriver au 
récepteur. Cette figure illustre de façon conceptuelle l'ensemble des phénomènes 
physiques à la source des évanouissements dits sélectifs en fréquence qui caractérisent de 
tels canaux. Le système qui y est représenté est formé de N émetteurs mobiles se 
déplaçant chacun selon une direction et une vitesse propres. Chacun de ces mobiles est 
muni d'une antenne émettant vers une base fixe formée de M antennes réceptrices 
déployées en diversité d'espace. Le déplacement relatif combiné des mobiles et des 
obstacles fait en sorte que les ondes radioélectriques échangées sont réfléchies ou 
diffractées à de multiples reprises en plus d'être affectées par l'effet Doppler avant 
d'atteindre les antennes de la base. Les variations temporelles aléatoires de l'amplitude du 
signal reçu constituent le phénomène d'évanouissement. De façon plus générale ces effets 
sont sensibles à la fréquence du signai de sorte qu'on qualifie de sélectifs en fréquence les 
évanouissements affectant de façon variable le contenu fréquentiel du signai. 
"N\&, Mobile N 




Figure 3.1 Illustration des sources physiques d'évanouissements radioélectriques 
Les canaux radiomobiles se prêtent bien à une modélisation linéaire dont les paramètres 
sont variables dans le temps. Dans ce contexte. nous présenterons donc les diverses 
fonctions descriptives (la réponse impulsionnelle en est un exemple) des systèmes LTV 
ainsi que leurs inter-relations. Nous développerons par la suite les propridtés du second 
ordre et les diverses fonctions d'autocorrélation qui leur correspondent. Ces fonctions sont 
importantes puisqu'il est possible de les utiliser pour définir des paramètres physiques. 
Nous spécialisons ensuite notre présentation au cas important des canaux dits stationnaires 
au sens large (Wide Sense Stationary) et à diffusions non-corrélées (Uncorrelated 
Scattering) ce qui nous amènera au concept du profil multivoies. 
Afin de simplifier la notation, nous omettrons systématiquement de spécifier les bornes 
d'intégration sous les intégrales qui correspondront implicitement à l'intervalle [a, -1 ,
le domaine spécifique des variables sous l'intégrale venant éventuellement le réduire. 
Nous utiliserons également la convention F (F-l ) pour désigner l'opérateur de Fourier 
(son inverse). 
De façon générale et en se limitant volontairement au cas scalaire1. on peut uniquement 
caractériser un système LTV par sa réponse impulsionnelie (ou percussionnelle) h ( t ,  r) 
que nous définirons comme la valeur de la réponse du système à l'instant t lorsqu'on lui 
applique à l'entrée une impulsion à l'instant t - z (Le. h (t. t - r) = H ( 6  ( t  - r) ) . Dans ces 
conditions, la relation dite "entrée-sortie" du domaine temporel qui relie l'entrée x ( t )  et 
la sortie y ( 1 )  peut s'écrire comme une convolution. 
La représentation précédente fait appel à la réponse impulsionnelle h ( t ,  s) du canal. une 
fonction doublement temporelle. U est également possible de représenter le canal sous 
forme fréquentielle en appliquant la uansformée de Fourier à h ( t ,  r) . Comme il y a deux 
paramètres temporels. t  et r ,  on peut appliquer la transformée une fois ou deux fois, ce 
qui donne naissance à trois autres fonctions descriptives (Bello, 1963). Ces dernières sont 
données dans la partie gauche de la figure 3.2 tandis que la partie droite illustre la dualite 
temps-fréquence des fonctions de la partie de gauche lorsqu'on pose 
et qu'on applique de nouveau les transformées de Fourier à deux reprises. 
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Figure 3.2 Relation entre les fonctions descriptives d'un système LTV 
Ces fonctions descriptives sont en général des processus stochastiques dans le cas des 
systèmes LTV à variations aléatoires. Pour les caractériser complètement, il faudrait 
connaître la densité de probabilité conjointe de toutes les fonctions entrant en ligne de 
compte échantillonées à des instants en nombre indéfini, ce qui est impossible en pratique. 
On peut toutefois contourner ce problème en utilisant le fait que, dans le cas des processus 
gaussiens, la connaissance de la fonction de corrélation et de la moyenne suffit à 
caractériser complètement le processus aléatoire. Sous cette hypothèse justifiable en 
pratique, nous étudierons donc les fonctions d'autocorrélation de chacune des fonctions 
descriptives développées précédemment. Nous supposerons que les moyennes d'ensemble 
de chacune de ces fonctions descriptives sont nulles, en les définissant comme I'écart par 
rapport à la valeur moyenne. Ceci simplifie la discussion et fait également ressortir le fait 
que nous ne nous intéressons qu'à la partie aléatoire des fonctions, la partie moyenne étant 
généralement déterministe. Dans le cas OU le processus n'est pas gaussien, l'utilisation 
seule des fonctions d'autocorrélation ne fournit bien sûr qu'une analyse de deuxième 
ordre des phénomènes. En général, tout signal radio x ( t) modulé peut s'exprimer comme 
un signal passe bande de la forme 
où f, est la fréquence de la porteuse et 
est l'enveloppe complexe de x ( t )  . Cette dernière expression nous permet de récrire (3.3) 
comme 
x ( t )  = Z, ( t )  COS (2xfc t )  - zi ( t )  sin (2rcfct) (3.5) 
où il est plus facile de reconnaître le processus de modulation à porteuses orthogonales. Si 
on calcule la fonction d'autocorrélation de ce signal vu comme un processus réel en bande 
passante, on obtient: 
Cette expression montre que I'on doit utiliser deux fonctions d'autocorrélation pour 
décrire le processus réel. i.e. 
Dans la plupart des cas il s'avère que les processus à bande étroite d'intérêt sont tels que 
leurs composantes en quadrature sont statistiquement indépendantes et caractérisées par 
des fonctions d'autocorrélation identiques. Dans ce cas nous avons 
de sorte que (3.8) devient 
Remarquons que la condition R', (t, S )  = O est également nécessaire pour que x (t) soit 
C 
stationnaire au sens large. En effet, ces processus sont tels qu'ils doivent vérifier 
E [X ( t )  x* (s) ] = R (S - r) , i.e. la fonction d'autocorrélation ne doit dépendre que de la 
différence s - r .  On vérifie aisément qu'en posant E [ z  (t)  z (s) ] = R ' ,  .. ) = O dans 
(3.6), le terme comportant l'expression s + t est éliminé et l'équation ne dépend plus alors 
que de s - r et RT (t, s) . Ceci justifiera dans les développements qui vont suivre que nous - 
n'utiliserons que les fonctions d'autocorrélation faisant intervenir le complexe-conjugé 
sous l'opérateur d'espérance mathématique. Dans ce cas les fonctions d'autocorrélation 
correspondant aux quatre fonctions descriptives de canai sont données par: 
On vérifie aisément que ces fonctions d'autocorrélation sont reliées entre elles par des 
transformées (transformées inverses) doubles de Fourier. Par exemple, en appliquant deux 
fois la transformée de Fourier à R,, (r, sir, q) par rapport à t et s on obtient Rs (u, F;T, q) . 
Les relations diverses existant entre les fonctions d'autocorrélation sont explicitées à la 
figure 3.3 où DF et DF-' représentent respectivement les opérateurs de transformée 
double et transforrnée inverse double de Fourier. 
Lorsqu'on suppose que le canal est stationnaire au sens large, les fonctions 
d'autocorrélation ne dépendent plus indépendamment des variables temporelles r et s 
mais plutôt de leur différence e = s - t (Le. la fonction d'autocorrélation ne change pas 
Ion d'une translation dans le temps). On obtient alors le modèle de canal stationnaire au 
sens large (WSS, wide sense stationary). 
Sous l'hypothèse supplémentaire que les contributions individuelles d'un continuum 
d'obstacles différentiels sont non-corrélées lorsque les délais de transmissions associés 
Figure 3.3 Relations entre les fonctions d' autocorrélation des fonctions 
descriptives des systèmes LTV 
sont différents. les fonctions d'autocorrélation ne dépendront plus indépendamment des 
fréquences f et rn mais plutôt de leur différence C! = m - f (ceci peut s'interpréter comme 
une condition duale de celle présentée au paragraphe précédent). On obtient alors le 
modèle de canal à diffusions non-corrélées (US, unconelated scattenng) souvent utilisé 
dans l'étude des transmissions troposphériques (Parsons, 1992). 
En combinant les propriétés des canaux WSS et US on obtient le canal WSSUS, largement 
rencontré dans le cadre de l'étude des canaux de communications stochastiques. Les 
fonctions d'autocorrélation (après l'évaluation et la simplification de (3.12)) pour un tel 
canai sont (Bello, 1963; Parsons, 1992) 
E = S - 1  
Q = m - f  
(3.15) 
sont les densités spectrales associ6es. La figure 3.4 spécifie l'équivalent de la figure 3.3 
pour le canai WSSUS et identifie 
les fonctions d'autocorrélation qui 
Scattering 
les nomenclatures couramment utilisées pour désigner 
lui sont associées. 
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Figure 3.4 Relations 
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entre les fonctions d'autocorrélation du canal WSSUS 
3.1.1 Variations à grande et petite échelle, le canal Quasi-WSSUS 
La discussion précédente sur les systèmes LTV en général nous a permis de développer 
plusieurs variantes qui nous ont mené en fin de parcours au canal WSSUS. Mentionnons 
le fait que l'hypothèse de stationnarité dans ce modèle de canal simplifie la caractérisation 
des canaux radiomobiles puisque par exemple, pour calculer la probabilité d'erreur lors de 
la transmission d'un signal numérique à travers un tel canai. il suffit de la calculer sur un 
intervalle de temps quelconque, la stationnarité assurant que le résultat sera 
statistiquement le même sur tout autre intervalle. La plupart des canaux radiomobiles ne 
sont malheureusement pas stationnaires. En effet, un obstacle important ( e g  le flanc 
d'une montagne) mais éloigné du mobile affectera ce dernier de façon différente lors de 
ses déplacements de sorte que la puissance moyenne du signal reçu, qui est relativement 
constante sur les intervalles de temps correspondant à de petits déplacements peut varier 
de façon importante entre deux instants correspondant à des positions du mobile très 
éloignées i'une de l'autre. Ce phénomène appel6 effet d'ombrage fait en sorte que le 
processus est non-stationnaire et qu'il n'est alors pas possible d'utiliser tel-quel le modtle 
de canal WSSUS. Le comportement des canaux radiomobiles peut cependant se visualiser 
suivant deux échelles temporelles distinctes. La première, relative à des instants 
relativement espacés, correspond à des variations lentes dues à l'effet d'ombrage ainsi 
qu'aux variations macroscopiques de la topographie du terrain conduisant à des 
fluctuations de l'affaiblissement de parcours. La seconde correspond quant à elle à des 
instants rapprochés où les variations beaucoup plus rapides apparaissent de façon quasi- 
stationnaire relativement aux intervalles de fréquence et de temps utilisés pour la 
signalisation numérique. Ces variations rapides appelées variations à petite échelle et 
provenant le plus souvent de sources indépendantes peuvent de façon générale se 
modéliser par le canal WSSUS vu précédemment. De plus elles sont souvent telles qu'il 
est possible de les décrire par un processus gaussien, ce qui permet dors de caractériser 
complètement le processus lorsque la fonction de corrélation est connue. 
Une telle décomposition de l'échelle du temps est primordiale en pratique puisqu'elle 
permet par exemple de calculer la probabilité d'erreur du canal (stationnaire) sur de petits 
intervalles de temps et ensuite d'en faire la moyenne à moyen terme selon les statistiques 
des variations à grande échelle pour obtenir une description globale probabiliste du taux 
d'erreur. Le canal Quasi-WSSUS (QWSSUS) définit sous quelles conditions cette 
décomposition est valable. Pour en comprendre les principes, nous devons retourner à la 
fonction de transfert variable dans le temps T ( t . f )  (voir la figure 3.3) qui représente 
l'enveloppe complexe de la réponse du canal au signal d'entrée cos ( 2 x  (Jc +fi r )  où fc est 
la fréquence de la porteuse. La fonction stochastique T ( t, f) met en évidence la sélectivité 
des évanouissements dans les domaine du temps et des fréquences; les évanouissements 
correspondent aux variations de T ( t , f )  selon la variable r et leur sélectivité en fréquence1 
correspond à ses variations selon la variable f. D'un point de vue statistique, la façon la 
plus simple de décrire la sensibilité de T ( t J  aux variations des variables t et f est 
d'utiliser la fonction d'autocorrélation correspondante R T ( t y  s,/. m )  (voir la figure 3.4). 
Pour des valeurs de r et f fixées, nous définissons R ,  (e, R) comme 
Dans ce contexte, i?&, R) décrit dans quelle mesure la fonction de transfert devient 
décorrélée 
on définit 
R,J( ' .  a) 
pour des intervalles de temps E et de fréquence $2 centrés autour de t et f .  Si 
OrnaHz et ymmsec comme les taux respectifs maximaux de fluctuation de 
selon les axes t  et f ,  i.e. 
1. Notons qu'il est possible d'interpréter la sélectivité comme l'équivalent d'évanouissements en 
fdquence, un concept dual des évanouissements conventionnels qui évoluent en fonction du 
temps. 
dors les inégalités suivantes fournissent les conditions nécessaires pour que l'approche 
QWSSUS soit valide (Bello, 1963) 
où w et T sont respectivement la largeur de bande et la durée du signal d'entrée et A est 
I'étalement du retard du canal défini comme la différence entre la durée du signai d'entrée 
et celui de sortie, i.e. A = T,  - T où T, est la durée du signal de sortie. Un canal dont les - - 
paramètres obéissent à ces conditions verra sa fonction d'autocorrélation R (E, R)  
1, f 
devenir indépendante des valeurs de r et f .  Dans ce cas on peut Çcnre 
R r , / ( ~ .  i2) = R  ( E .  R) et la fonction d'autocorrélation est alors égale à R ,  (E, R) , la 
fonction d'autocorrélation du canal WSSUS donnée en (3.13). Les inégalités (3.18) 
fournissent donc les conditions nécessaires pour qu'un canal quelconque approche le 
comportement d'un canal WSSUS, ce qui permet d'en faire la décomposition à petite et 
grande échelles énoncée plus haut. Dans la suite, nous ne considérerons que les variations 
à petite échelle, l'étude des modèles de propagation conduisant aux variations à grande 
échelle constitue en soit un sujet important qui sort du cadre de notre étude actuelle et la 
complète. 
3.1.2 Caractérisation du canal WSSUS 
Pour caractériser le canai WSSUS relativement aux variations B petite échelle, il est 
possible d'utiliser n'importe laquelle des fonctions de corrélation données en (3.13). En 
pratique cependant l'interprétation physique du phénomène d'évanouissements conduit à 
utiliser le plus souvent la fonction "Input delay spread" Rh ( t ,  s;r, q) = 6 (q - s) Ph (E;T) . 
Dans ce cas, la corrélation du signal de sortie y (t) peut s'écrire comme (Papoulis, 199 1) 
où x ( t )  est le signal d'entrée. Cette fonction de deux variables est en général difficile à 
évaluer en pratique. On lui préfere l'approximation où e = O (Le. la différence des temps 
d'observation est nulle). On peut d o n  définir 
d'où 
3 
Si lx ( t )  1- est une impulsion de Dirac alors 
3 
Pour que ce résultat soit valide il faut que In ( t )  1 -  apparaisse comme un impulsion par 
3 
rapport à P h  ( t )  (Parsons, 1992), Le. la durée de lx ( t )  1 - doit être beaucoup plus faible que 
celle de Ph ( t )  . On appelle Pi, ( t )  "le profil muItivoies" et il peut s'interpréter comme 
l'étalement temporel de la puissance du signal transmis dû aux différents délais de 
parcours associés aux obstacles. En général, on redéfinira l'origine de Pl, ( t )  de façon à ce 
que le temps d'arrivée ro du signal correspondant au trajet le plus court se retrouve à 
r = O où T est appelé "excess time delay" 
Un profil multivoies typique est montré à la figure 3.5. Notons qu'en normalisant la 
surface sous Ph (T) à l'unité, on peut interpréter le profil multivoies comme une densité 
de probabilité, i.e. la probabilité de recevoir une certaine puissance à un temps donné 
iorsqu'une impulsion est appliquée à l'entrée. En première approximation, on caractérise 
souvent le profil multivoies par ses deux premiers moments. Le premier moment est le 
délai moyen qui s'écrit 
Le second moment centré est appelé "valeur efficace du retard" et s'écrit 
L'étalement total du retard Tm correspond quant à lui à la valeur maximale de .r pour 
laquelle Ph (7) + O .Un grand nombre de travaux se sont attachés à étudier la modélisation 
du profil multivoies pour différents types d'environnement (immeubles, villes...). Un des 
modèles le plus souvent utilisé est le profil de forme exponentiel montré à la figure 3.6. 
Notons cependanr que plusieurs autres modèles existent. 
b 
Figure 3.5 Profil multivoies typique 
Figure 3.6 
T 
Profil multivoies de forme exponentielle 
En se basant sur le fait que les fonctions de corrélation du canal WSSUS sont reliées entre 
elles par des transformées de Fourier (voir la figure 3.4)' on peut caiculer la fonction 
d'autocorrélation R+, Q) de la fonction de transfert variable dans le temps à partir de la 
fonction d'autocorrélation Ph ( e ,  5 )  comme 
Lorsqu'on s'intéresse au cas plus simple précédent. on pose à nouveau E = O (i.e. la 
différence des temps d'observation est nulle) et la fonction 
est la corrélation d'enveloppe qui n'est que la transformée de Fourier de P,, (r)  . Elle 
indique dans quelle mesure les enveloppes de deux signaux sinusoïdaux aux fréquences 
o, et o, - (R = oz - ol ) sont corrélées. Cette fonction traduit mathématiquement le 
phénomène physique dû aux temps de parcours différents et qui fait en sorte que deux 
porteuses à des fréquences proches auront des comportements semblables tandis que plus 
ces fréquences seront éloignées l'une de l'autre plus leur comportement deviendra non 
corrélé. Une fonction de corrélation d'enveloppe typique est montrée iî la figure 3.7. 
Figure 3.7 
8, %i 
Fonction de corrélation d'enveloppe typique 
On définit la bande de cohérence Bc comme la valeur rninimaie de Q pour laquelle 
f?, (R)  est égaie à une valeur adéquatement choisie (typiquement la moitié de sa valeur 
maximale). Notons que les propriétés générales de la transformée de Fourier font en sorte 
que la bande de cohérence varie de façon inversement proportionnelle à la longueur du 
profil multivoies. i.e. 
Ainsi. plus la longueur du profil multivoies sera faible, plus la largeur de la bande de 
cohérence sera élevée. À la limite, si Tm tend vers zéro, la bande de cohérence tend vers 
l'infini et le profil multivoies correspondant est composé seulement d'une impulsion. 
Dans ce cas le canal ne possède qu'un seul trajet significatif et toutes les fréquences se 
comporteront de la même façon. II s'agit donc d'un canal à évanouissement non-sélectif 
en fréquence (flat fading). Dans le cas contraire. il y aura sélectivité fréquentielle des 
évanouissements et la figure 3.8 en démontre les effets sur un signal numérique. On y voit 
que lorsque les évanouissements ne sont pas sélectifs en fréquence (partie gauche de la 
figure 3.8.a)' l'amplitude de toutes les fréquences est modifiée de la même façon. Si on 
applique à l'entrée une impulsion dont la largeur de bande est inférieure à la bande de 
cohérence, la forme de l'impulsion est préservée et seul son facteur d'échelle est modifié 
(figure 3.8.b). Si on applique plutôt un train d'impulsions correspondant à un message 
quelconque. sa forme demeure inchangée et il est donc relativement facile de récupérer les 
composantes individuelles (i.e. il n'y a pas d'interférence entre symboles). 
Par contre, lorsque les évanouissements sont sélectifs en fréquence (partie droite de la 
figure 3 . 8 ~ ) ~  toutes les fréquences ne sont pas atténuées de la même façon et une 
impulsion appliquée à l'entrée du canal subira une déformation. Ceci entraîne en 
particulier un étalement dans le temps qui fait en sorte que si un train d'impulsions 
successives est envoyé, il y aura interférence entre les impulsions et il sera par conséquent 
plus difficile de récupérer le message original (figure 3.8.c). Ce phénomène 
d'interférences entre symboles (ou de brouillage entre symboies) est à la base de 
l'utilisation des égaliseurs dont l'objectif est d'en supprimer les effets pour récupérer le 
message original sans distorsion. 
Non-sélectifs en fréquence 
I I I 
Fréquence 
Selectif s en fréquence 
Amplitude 
Fréquence 
b) DÉFORMATION DES IMPULSIONS lNDlVlDUELLES 
c) INTERFÉRENCES ENTRE SYMBOLES 
Figure 3.8 Effets de la sélectivité des évanouissements sur une suite de symboles 
Nous avons étudié jusqu'à présent deux des quatre fonctions de corrélation de la figure 
3.4, à savoir: Pl, ( e ; ~ )  et R,(e. Q) dans le cas particulier où e = O .  La figure 3.9 illustre 
qu'en plus de ces cas particuliers, d'autres possibilités peuvent aussi être considérées, ce 
qui est le cas dans la littérature (Bello, 1963; Parsons. 1992). En posant par exemple 
i2 = O dans RT (E, R) on obtient la "Spaced-the correlation function" RT (e) qui 
indique l'échelle de temps où les paramètres du canal peuvent être considérés comme 
constants. Le temps de cohérence A t  est égal à la durée de RT(&) et plus sa valeur est 
grande plus les paramètres du canal varieront lentement. 
En prenant la transformée de Fourier de R T @ )  par rapport à E (R restant nulle), on 
trouve sur la figure 3.9 que la fonction correspondante est le spectre de puissance Doppler 
PH (u) qui traduit de quelle manière la fréquence d'un signal transmis dans le canai sera 
étalée à cause de l'effet Doppler. La valeur Bd pour laquelle la valeur de PH (u) reste 
supérieure à une valeur donnée (e.g. -40dB) porte le nom d'étalement Doppler. On note 
encore que les propriétés de la transformée de Fourier font en sorte que le temps de 
cohérence sera inversement proportionnel à l'étalement Doppler 
II est évidemment possible de définir d'autres fonctions correspondant aux autres cas 
particuliers. Nous nous limiterons toutefois à mentionner en conclusion que la fonction de 
diffusion Ps ( u ; ~ )  ("scattering function" ) est largement utilisée en radar. Cette fonction 
représente la puissance moyenne reçue en fonction de la fréquence Doppler u et du retard 
r . Elle correspond assez bien au modèle physique du phénomène de réflexion d'un signal 




Figure 3.9 Relations entre les fonctions de corrélation du canal WSSUS, quelques 
cas particuliers 
3.2 Modélisation d'un canal à évanouissements sélectifs en fréquence 
Conformément à la discussion au début du chapitre, le signal que reçoit une des antennes 
de la base en provenance d'un des mobiles est composé de la superposition d'un certain 
nombre de signaux dus à diverses réflexions, diffractions et diffusions causées par les 
obstacles entre le mobile émetteur et la base. Nous utiliserons dans cette recherche le 
modèle de canal faisant appel au profil multivoies. tel qu'il a été défini à la section 3.1.2. 
Ce dernier ne représentant que l'espérance des réalisations du canal. il ne fournit pas 
d'informations sur ses réalisations individuelles et il est donc nécessaire de raffiner le 
modèle aux fins de simulations numériques. Nous utiliserons ici les trois modèles 
fréquemment utilisés qui font de plus appel à la réponse impulsionnelle du canal que l'on 
approxirnera par une série de raies (représentées par des impulsions de Dirac) réparties sur 
l'axe du temps (voir la figure 3.10.). L'espérance quadratique de l'amplitude des raies 
correspond dans tous les cas à la forme du profil multivoies choisi, les caractéristiques 
statistiques de l'amplitude et de la phase de ces raies étant choisies de fason j. reproduire 
le plus fidèlement la réalité. 
Figure 3.10 Modélisation de !a réponse impulsionnelle 
Nous présentons aux sections suivantes les trois modèles qui seront utilisés dans les 
simulations conduisant aux résultats numériques: le modèle à profil continu, le modèle à 
arrivées discrètes à intervalles aléatoires et le modèle de Sdeh et Valenzuela, Une 
expression mathématique adéquate pour les représenter globalement et qui nous servira 
dans la suite du chapitre fera finalement l'objet de la dernière section traitant de la 
modélisation. 
3.2.1 Modèle à profil continu 
La réponse impulsionnelle du canal est dans ce cas formie d'une suite continue de raies, 
leur amplitude obéissant à la loi de Rayleigh et leur phase à une loi uniforme sur 
I'intervalle [-K. x ]  . Ce modèle peut s'expliquer physiquement en s'appuyant sur 
L'hypothèse que chacune des raies composant le signal est en fait la somme de raies 
distinctes ayant suivi des chemins distincts et donc soumises à des retards aléatoires. En 
invoquant le théorème de la limite centrale, on obtient un processus gaussien complexe 
qui conduit à une distribution de Rayleigh pour caractériser l'amplitude des raies et à une 
distribution uniforme pour caractériser la phase (Saleh et Valenmela, 1987). Un graphique 
illustrant la distribution de Rayleigh est donnée à la figure 3.11. 
a (Amplitude du signal reçu) 
Figure 3.1 1 Distribution de Rayleigh 
Notons que le taux d'arrivée des raiesi est déterminé par l'environnement; ce taux sera 
différent si le canal est dans un immeuble ou en milieu urbain. Le modèle continu n'est 
donc valide que pour certains types d'environnements (Le. où le taux d'arrivée des raies 
est élevé). 
Le modèle à profil continu se prête assez bien aux calculs analytiques ainsi qu'aux 
simulations qu'on peut réaliser en utilisant une approximation qui consiste à discrétiser le 
profil à l'aide de raies disposées à des intervalles de temps fixes mais suffisamment 
1. Le taux d'arrivée des raies est défini comme Ie nombre moyen de raies reçues dans un intervalle 
de temps correspondant à une seconde. 
rapprochés. L'écart maximum entre les raies étant en général fonction du système étudié, 
nous évaluerons l'effet de ce paramètre lors de la présentation des résultats. L'amplitude 
de chacune des raies est alors aléatoire et caractérisée par une distribution de Rayleigh 
dont la valeur quadratique moyenne correspond à l'amplitude du profil évaluée à la valeur 
du retard correspondant à celui des raies. 
3.2.2 Modèle à arrivées discrètes à intervalles aléatoires 
Lorsque le taux d'arrivée réel des raies est trop faible, le modèle précédent ne tient plus et 
on doit alors recourir à un modèle discret qui représente plus fidèlement la réalité mais qui 
s'avère souvent plus difficile à utiliser analytiquement (il est par contre relativement facile 
à simuler). Le plus simple des modèles discrets consiste à modéliser l'arrivée des raies par 
un processus de Poisson caractérisé par un taux moyen d'arrivée des raies arrivées/sec 
(Sexton et Pahlavan, 1989). L'amplitude des raies est encore ici caractérisée par une 
distribution de Rayleigh dont la valeur quadrÿtique moyenne correspondra à l'amplitude 
du profil évaluée à la valeur correspondante du retard des raies. La phase suit quant à elle 
une loi uniforme sur l'intervalle [-x, n] . Notons que dans le cas du modèle discret, la 
valeur efficace du retard rrm, est une variable aléatoire puisque pour chaque réalisation du 
canal, les raies sont distribuées aléatoirement sur l'axe du temps (dans le cas du modèle B 
profil continu, les raies étant retardées par valeur fixe, la valeur efficace du retard Çtait une 
constante). Pour une réalisation particulière du canal composée de L raies dont le retard 
est rk, k = O.. . L - 1 , la valeur efficace du retard est (Sexton et Pahlavan. 1989) 
Pour cette raison, lorsqu'il sera question de la valeur efficace du retard dans le cas du 
modèle discret, elle correspondra à celle de l'enveloppe du profil et non pas à la véritable 
valeur qui elle, est variable d'une réalisation à l'autre. Notons aussi que l'hypothèse qui 
consiste à faire tendre h vers l'infini conduit au modèle i profil continu. 
3.2.3 Modèle en salves de Saleh et Valenzuela 
Bien que plus fidèle à la réalité que le modèle à profil continu lorsque le taux d'arrivée des 
raies est faible, le modèle discret ne tient pas compte du phénomène observé en pratique 
voulant que les raies aient tendance à arriver regroupées en salves successives (Turin et 
al., 1972; Saleh et Valenzuela, 1987). Cette tendance s'explique physiquement par le fait 
que la première salve est formke des signaux ayant suivi un chemin diffus autour du 
chemin direct entre l'émetteur et le récepteur alors que les salves subséquentes 
proviennent des diffusions autour des chemins de réflexions et diffractions des signaux sur 
des obstacles majeurs formes par la structure des bâtiments, des portes métalliques, etc. 
Chacune des salves individuelles est composée d'un essaim plus ou moins diffus 
correspondant à des réflexions parasites provenant d'obstacles secondaires divers tels que 
les murs, l'ameublement, etc. Un des modèles proposé pour tenir compte de ces arrivées 
en salves consiste à utiliser une chaîne de Markov dans laquelle l'arrivée d'une raie et son 
amplitude dans un intervalle de temps dépendent de la présence ou de l'absence d'une raie 
et de son amplitude dans l'intervalle précédent (Suzuki, 1977). Bien que ce modèle 
semble correspondre assez bien à la réalité, il est relativement complexe et difficile à 
utiliser. Pour cette raison, Saleh et Valenzuela (1987) ont proposé un modèle plus simple 
pour lequel l'arrivée des salves de raies est contrôlée par un processus de Poisson de taux 
d'arrivée A alors que l'arrivée des raies individuelles dans chacune des salves est 
modélisée par un processus de Poisson de taux d'arrivée différent h .  L'amplitude 
moyenne de chacune des salves est déterminée par une enveloppe exponentielle 
décroissante de constante de temps r alors que l'amplitude moyenne des raies 
individuelles est modélisée par une enveloppe exponentielle de constante de temps 
différente y. L'amplitude des raies individuelles obéit à une loi de Rayleigh dont la valeur 
quadratique moyenne est égale à l'amplitude du produit des deux enveloppes et leur phase 
suit une loi uniforme sur 1' intervalle [-lr, x ]  Une illustration de ce modèle est donnée à la 
figure 3.12 pour une réalisation particulière du canai. Sur cette figure, les temps d'arrivées 
des salves sont notés Ti et les temps d'arrivées des raies individuelles sont notés si,. 
Remarquons que le temps d'arrivée de la première salve est toujours fixé à To = O et que 
la première raie de chaque salve possède un délai diffërentiel nul rio = 0. 
Enveloppe des salves pour une rdalisation Réalisation particulière du canal 
Figure 3.12 Réalisation du modèle de canai avec arrivées des raies en salves 
On peut remarquer qu'en prenani l'espérance des enveloppes des réalisations du canai par 
rapport aux temps d'arrivées des raies et des salves on obtient un profil multivoies de 
forme exponentielle dont la constante de temps est egale à la constante de temps des 
salves r (i.e. l'espérance de toutes les réalisations du canal donne un profil exponentiel de 
constante de temps ï'). Malgré cela, on ne peut relier directement le modèle discret (de 
profil exponentiel) au modèle à arrivées par salves car les statistiques reliant les raies entre 
elles sont différentes d'un à l'autre. 
Notons égaiement que si le taux d'arrivée des salves de raies tend vers l'infini. le modèle à 
arrivées par salves est équivalent au modèle continu de profil exponentiel. D'un autre coté. 
si on fait tendre le taux d'arrivée des raies individuelles dans les salves vers zéro, il n'y 
aura qu'une raie p u  salve (la première) et le modèle par salves est d o n  équivalent au 
modèle discret de profil exponentiel. En général par contre, lorsqu'on utilise des valeurs 
moyennes, le modèle par salves reflète mieux les conditions qu'on retrouve dans les 
immeubles et est par conséquent probablement plus fidèle que le modèle discret dans ces 
conditions, 
3.2.4 Modèle mathematique du canal de communication 
Conformément à ce qui a été proposé à la section 3.1.1, nous utiliserons une approche 
quasi-statique dans les caiculs numériques de sorte que les caractéristiques du canal C ( t)  
(ou C y) ) de la figure 2.3 varient suffisamment lentement dans le temps pour être 
invariantes lors d'une réalisation particulière. Cette hypothèse conduit à effectuer les 
calculs sur chacune des réalisations supposées stationnaires et B collecter les statistiques 
sur l'ensemble des réalisations. 
La matrice de canal C ( r )  représentée sur la figure 2.3 possède des composantes pour 
chacune des liaisons entre les mobiles et les antennes réceptrices. Comme nous supposons 
que les signaux reçus aux antennes sont indépendants et que les mobiles se déplacent de 
façon indépendante, chacune des composantes de cette matrice sera représentée par une 
réponse impulsionnelle Cm, ( r )  indépendante des autres composantes. L'environnement 
dans lequel se situe le système étant uniforme. chacune des réponses impulsionnelles de 
cette matrice sera identique et choisie parmi les modèles soit à profil continu, à arrivées 
discrètes à intervalles aléatoires ou à arrivées par salves. De façon générale, l'expression 
suivante permet de représenter la réponse impulsionnelle de chacun de ces modèles 
Ici, i? représente le nombre de raies de la réponse impulsionnelle et 11,. 5r et Or en 
représentent respectivement l'amplitude, le retard et la phase. Pour tous les modèles 
utilisés, la phase 0, est une variable aléatoire distribuée uniformément sur [-n, R] . 
L'amplitude q,, le retard rr et le nombre de raies R sont des variables aléatoires dont la 
distribution conjointe dépend du modèle utilisé (voir la section 3.2). Notons que toutes les 
variables aléatoires sont indépendantes d'une composante de la matrice à l'autre, ce que 
nous faisons ressortir par l'utilisation de la notation x ' ~ " )  . Pour fin de nonnaiisation, 
nous imposerons une contrainte d'énergie moyenne totale unitaire sur toutes les 
réaiisations du canal 
où l'espérance est prise par rapport à l'ensemble des variables aléatoires. Remarquons que 
le nombre de raies R peut varier d'une réalisation à l'autre en fonction du modèle utilisé' 
et pour cette raison, l'espérance doit être prise également en fonction de cette variable. 
Afin de normaliser à une énergie moyenne totale unitaire des canaux caractérisés par des 
raies d'amplitude v j m n )  , on peut utiliser la relation 
où K est un réel. En substituant ceci dans (3.33), on a 
d'où on tire 
Donc pour normaliser une réalisation de canal non-normalisée, il suffit d'appliquer la 
transformation (3.33) où K est donné par (3.35). 
Pour les modèles à temps continu et discret, l'amplitude des raies qr obéit à la loi de 
Rayleigh et la valeur quadratique moyenne est donnée par l'amplitude du profil évalué à la 
valeur du retard des raies par rapport à la référence. Dans le cas du modèle à profil 
1. La durée de la réponse impulsionnelle pouvant être infinie, on doit toujours procéder à sa tron- 
quation lors des simulations. D'autre part, le processus d'arrivée des raies est habituellement de 
type Poisson et de ce fait le nombre de raies dms un certain intervalle est une variable aléatoire. 
continu, les raies sont positionnées à des instants multiples d'une valeur fixée alors que 
d u s  le cas du modèle à arrivées discrètes à intervalles aléatoires, les raies sont distribuées 
sur l'axe du temps selon un processus de Poisson. Pour chacun des modèles, il existe 
plusieurs types caractéristiques de profils et nous étudierons plus particulièrement les 
performances du système en fonction de trois d'entre eux, à savoir: uniforme, exponentiel 
et gaussien. Ces derniers sont couramment employés en radiocommunications mobiles et 
ils sont définis comme il suit: 
Profil uniforme 
Dlot = Délai total du profil uniforme 
Profil exponentiel 
Profil gaussien 
La forme de ces profils pour T,, = 1 est illustrée à la figure 3.13. 
Profil exponentiel 
P ,  (7) 
Profil unifome 
5 6 
Figure 3.13 Forme des profils unifome, exponentiel et gaussien pour T, = 1 
Le détail des calculs relatifs à la détermination de la valeur de K pour les différents 
modèles à profils continu. à arrivees discrètes à intervalles aléatoires et à arrivées par 
salves en fonction des diverses formes de profils considérés est donné à l'annexe E. 
Notons que dans le modèle par salves de Saleh et Vaienzuela (19871, l'enveloppe du profil 
est de forme uniquement exponentielle. Rien du point de vue théorique ne semble 
empêcher I'utilisation d'autres formes de profil mais les résultats expérimentaux de Saleh 
et Valenzuela semblent privilégier ce dernier. Pour cette raison, nous avons décidé de 
limiter nos analyses pour ce modèle au profil de forme exponentielle. 
3.3 Expression de la capacité 
La capacité que nous considérons ici est la capacité de Shannon telle que définie en 
'Théorie de l'Information" et que nous avons étudiée dans le cadre général du canai 
multivarié gaussien considéré au chapitre 2.4. Le cas du canal radiomobile est cependant 
un peu différent puisque ses caractéristiques varient dans le temps. En utilisant une 
approche quasi-statique, il est toutefois possible d'en évaluer la capacité pour une 
réalisation particulière. En répétant ce calcul pour un grand nombre de réalisations du 
canal, un relevé statistique de la distribution de la capacité devient alors possible. Dans ce 
contexte il est relativement facile de spécialiser les équations du chapitre 2.4 au cas du 
canal radiomobile. La capacité du canal multivariable gaussien est donnée dans le cas 
général par (2.3 1). (2.32) et (2.33) où h,(z) sont les N valeurs propres de la matrice' 
c V) ttant la matrice de canal et N y) une matrice diagonale dont les éléments non nuls 
correspondent aux spectres des M sources de bruit gaussien. Dans le cas du canal 
radiomobile, eV) est définie par (3.31) et nous supposons que les bruits sont 
indépendants, gaussiens et blancs de densité spectrale bilatérale No. Dans ce cas, la 
matrice diagonale des spectres de bruit i? y) peut s'écrire 
où 1 est la matrice identité. 
représentant le rapport signal 
Les résultats seront exprimés en fonction du paramètre p 
sur bruit moyen par mobile mesuré à la sortie des antennes. 
Sa valeur s'obtient en divisant le rapport signal sur bruit total p,,, par le nombre de 
mobiles N (Le. p = pro,/N) où p,,, est définie comme le rapport entre l'espérance p 
(calculée par rapport aux paramètres aléatoires du canai variable dans le temps) de la 
puissance moyenne du signal utile reçu par une des antennes de la base et la puissance du 
bruit dans la bande de Nyquist W = I / T  Hz (correspondant à i l /  (27') en bande de 
base), i.e. 
Le détail des calculs relatifs à la détermination de p et pto, est donné à l'annexe D. On 
obtient. 
1. Mentionnons que nous utiliserons par la suite la fréquence normalisée z = fT, où T est la 
période de signalisation ( 1 /T la bande de Nyquist). 
3 
où ai est la variance des données d'entrée (voir (2.15)). Remarquons que le rapport signal 
sur bruit défini de cette façon peut également s'interpréter comme le rapport E / N o  où ES 
est l'énergie moyenne d'un symbole (l'énergie moyenne du signal dans un intervalle de 
temps T). En isolant No dans (3.42) et en substituant ensuite l'expression obtenue dans 
(3.40)' on obtient 
qu'il suffit de substituer dans (3.39)' (2.31). (2.32) et (2.33) pour obtenir la dépendance 
désirée de la capacité relativement à la variable p .  En utilisant finalement la relation 
7 
(2.18) ( e .  S = No,), on obtient après simplifications l'expression suivante pour la 
capacité d'une réalisation particulière du canal radiomobile 
où h' est un multiplicateur de Lagrange à déterminer (h' est reliée i A par la relation 
3 
h' = k;/p ), X,(Z), n = 1 ... N sont les N valeurs propres de la matrice V) 1 2 ,  N est le 
nombre d'entrées, p est le rapport signal sur bruit moyen par mobile, W7 est la largeur 
C 
bande de fréquence (en unité de : ) et Zn, n = 1 . . . N sont les intervalles d'intégration à 
l'intérieur de et définis par .. 
3.4 Expression des bornes de performances 
Les bornes de performance de l'égaliseur linéaire et du filtre adapté sont exprimées par 
(2.70) dans le cas générai du canai gaussien multivariable où L'EQMM est calculée au 
moyen des équations (2.64) et (2.65) respectivement pour l'égaliseur linéaire et le filtre 
adapté, Le. 
2 ( L -  1)  BER 
Llogz (L )  
LL -r/T J n n  
respectivement pour l'égaliseur linéaire et le filtre adapté et où R (a) est donné par 
Comme dans le cas de la capacité de la section précédente, nous utiliserons ici aussi une 
approche quasi-statique afin de calculer les bornes de performance pour les réalisations 
individuelles du canal radiomobile ce qui permettra éventuellement une étude statistique 
des performances. Pour spécialiser les équations donnant les bornes de performances et y 
introduire la notion de rapport signai sur bruit, nous procédons de façon similaire à la 
section précédente. En substituant (3.43) dans (3.50) et en simplifiant ensuite dans (3.48) 
et (3.49), on obtient que les bomes de performances sont données par (3.47) où I'EQMM 
est dévaluée comme 
LL -KIT  J J n n  
respectivement pour I'égaliseur linéaire et le filtre adapté et où 
H (a) étant définie comme le produit de la matrice de canal C 0 et du filtre de mise en 
forme V) (voir la figure 2.3). Dans le cas du cmal radiomobile, C V) est donnée par 
(3.3 1) dors que la forme particulière de 8 V) sera introduite à la section 3.5.2. 
3.5 Présentation des paramètres de simulation 
Pour déterminer le taux de coupure à 1% R , , ,  ainsi que la probabilité d'erreur sur 
l'ensemble des réalisations du canai, nous aurons recours à une méthode de Monte-Carlo 
(i.e. nous allons générer un grand nombre de réalisations du canal et évaluer les 
performances à partir de ces réalisations). À cet effet, nous prdsentons tout d'abord la 
définition du taux de coupure et ensuite les différents paramètres nécessaires à la 
caractdrisation des réalisations du canal. 
3.5.1 Caractérisation du taux de coupure 
La mesure statistique par laquelle sont exprimée la majorité de nos résultats de simulation 
est le taux de coupure à 1% R,,, qui est défini comme le taux de transmission admissible 
et tel que seulement 1% des canaux ne pourront supporter ce taux. Autrement dit, ceci 
signifie que pour une réalisation particulière de canal prise au hasard, 1% du temps le 
canai ne pourra supporter une telle valeur du taux de transmission (Le. le taux sera garanti 
99% du temps). Notons que dans les deux cas correspondant à I'égaliseur linkaire et au 
filtre adapté, une valeur maximum de BER (e.g. 10" ) doit être fixée pour la 
détermination du taux de transmission. Dans le cas de la capacité, la valeur du taux 
d'erreur n'intervient pas puisque la capacité correspond au taux de transmission maximal 
que supporte le canal avec une probabilité d'erreur aussi faible que désirée (qui peut être 
obtenue par codage). Ceci ne veut pas dire qu'on ne puisse pas transmettre plus 
rapidement sur le canal mais plutôt que si on le fait, alors le taux d'erreur ne pourra avoir 
une valeur aussi faible que désirée puisque bornée inférieurement par une valeur non 
nulle. C'est pour cette raison que dans nos résultats, il pourra arriver que les valeurs du 
taux de transmission de l'égaliseur linéaire ou du filtre adapté soient supérieures à la 
valeur de la capacité. indiquant qu'il est possible (car nous utilisons des bornes et non des 
valeurs exactes) que le codage ne puisse faire tendre cette probabilité vers zéro. Notons 
que les propriétés de la "capacité" ne s'applique qu'aux réalisations particulières des 
canaux et de ce fait doivent s'interpréter de façon plus circonspecte lorsqu'étendues au 
taux de coupure. Mathématiquement le taux de coupure A 1%' Ra,, , est défini comme 
Ro.oi = valeur de r telle que ( FR ( r )  = 0.0 1 ) (3.54) 
où FR (r) est la distribution de probabilité cumulative du taux de transmission R pour 
l'égaliseur linéaire, le filtre adapté ou la capacité (dans le cas de l'égaliseur linéaire et du 
filtre adapd, le taux d'erreur est fixé à BER = 1 0 - ~ ) .  Afin de s'assurer d'une certaine 
fiabilité en ce qui  a trait à la valeur des résultats obtenus par les différentes simulations, 
nous présentons à l'annexe F un estimé statistique de la précision sur Ro,, de façon à 
garantir qu'un nombre adéquat de réalisations à été utilisé pour assurer la précision 
désirée. 
3.5.2 Forme du filtre de mise en forme 
Dans l'étude des performances de l'égaliseur, nous utiliserons comme fonction de mise en 
fonne (voir la figure 2.3) une extension pour a >  l de la racine carrée d'une 
impulsion de Nyquist (Bic, Duponteil et Imbeaux, 199 1; Petersen et Fdconer, 1994). 
Cette impulsion répond au critère d'énergie unitaire et sa largeur de bande est donnée par 
Wi = ( 1 + a) /T Hz. Le paramètre a est le facteur d'expansion de largeur de bande et 
représente la fraction de la bande de fréquence qui excède la bande de Nyquist dont la 
valeur nominale est Wf = 1 /T.  Notons qu'en utilisant cette impulsion, nous supposons la 
présence d'un filtre identique au récepteur afin que la réponse combinée des deux filtres 
soit une impulsion de Nyquist (sans la présence de l'opérateur de racine carrée dans 
(3.56)). Le spectre correspondant B (3.56) est représenté à la figure 3.14 pour différentes 
valeurs de a. Rappelons que ce spectre obéit au premier critère de Nyquist qui assure que 
des impulsions individuelles transmises à chaque T secondes n'interféreront pas entre 
elles. 
Dans ce travail, nous utiliserons principalement la valeur a = 0.35, ce qui correspond à 
celle du standard américain pour l'AMRT (TIA/EIA interim standard IS-54-B, 1992). La 
portée de nos résultats ne se limitera toutefois pas B ce standard puisque nous étudierons 
l'influence particulière de ce paramètre de façon séparée. La forme de l'impulsion 
correspondant à cette valeur de a est montrée à la figure 3.15. On remarquera que 
puisqu'il s'agit de la racine carrée de l'impulsion totale, l'impulsion ne coupe pas l'axe du 
temps exactement au multiples de T .  Par contre, par convolution de l'impulsion avec elle 
même, on obtient une impulsion de forme très similaire mais coupant l'axe du temps 
exactement aux multiples de T, ce qui est le résultat désiré afin de supprimer le plus 
possible l'interférence entre les différents symboles. 
Figure 3.14 Spectre de l'impulsion élémentaire 
Figure 3.15 Forme de l'impulsion élémentaire, facteur d'expansion de 
bande a = 0.35 
Notons que la séparation en deux parties de la mise en forme des impulsions. une h la 
transmission et une à la réception, rend le système optimal (au sens de la minimisation de 
la probabilité d'erreur) lorsque le canal n'est perturbé que par du bruit blanc gaussien 
additif puisqu'elle correspond à la réception par filtre adapté ("rnatched filter") de 
l'impulsion transmise. Par analogie nous avons supposé que la mise en forme à l'émission 
était identique. Évidemment I'égaliseur tient compte de cette mise en forme préalable et 
l'ajout du filtre de mise en forme à la réception n'est pas nécessaire. 
3.5.3 Discussion sur la simulation du modèle à profil continu 
Afin de simuler le modèle à profil continu de façon adéquate, on doit utiliser un nombre 
suffisant de raies par unité de valeur efficace du retard. À la section traitant des résultats, 
nous démontrerons que pour les cas qui nous intéressent, un minimum de deux raies par 
unité de vdeur efficace du retard est suffisant pour assurer une approximation adéquate du 
modèle à profil continu. Partant de cette hypothèse, nous allons maintenant déterminer le 
nombre de raies nécessaire à la simulation des différentes formes de profil. Pour s'assurer 
d'un minimum de deux raies par unité de retard efficace, on doit avoir 
en utilisant (E. l), on obtient 
Pour le profil uniforme de (3.36). cette équation devient 
R 2 4J3 = 6.93 
R 2 7  
Dans nos simulations, nous avons choisit R = 10. Dans ce cas, le nombre de raies par 
unité de retard efficace hc est donné par 
=rms - h, = -- * 2 10 = -  = 2.88 nies par unité efficace du retard (3.60) 
't %*' 2& 
Afin d'assurer une certaine cohésion entre les résultats obtenus B l'aide des différents 
profils, on choisira b nombre de raies pour les profils exponentiel et gaussien de façon à 
avoir dgalement 2.88 raies par unité de valeur efficace du retard. Ainsi, on choisira le délai 
entre les raies pour ces deux profils de façon à ce que l'espacement entre les raies soit le 
même 
Le nombre de raies nécessaire dépend alors de D,,, selon la relation (E. 1). Trois exemples 
de profils continus simulés à l'aide du délai donné par (3.6 1) et dont la valeur efficace du 
retard est T~~~ = 1 sont montrés à la figure 3.16. 
a) Profil uniforme b) Profil exponentiel c) Profil gaussien 
Figure 3.16 Approximation des profils continus uniforme, exponentiel et 
gaussien pour T, = 1 
La valeur de Dtot pour les profils exponentiel et gaussien dépend de la précision désirée. 
Par exemple, si on utilise R = 20 et 2.88 raies par unité de retard efficace, la partie du 
profil négligée compte pour seulement environ 0.1% de l'énergie totale du profil 
exponentiel et environ 0.004% de l'énergie totale du profil gaussien. 
3.5.4 Modèle considérant la présence d'une liaison directe mobiles-base 
Le type de canal que nous avons utilisé jusqu'à maintenant considère un modèle de 
réception diffus qui conduit à une distribution de Rayleigh pour la représentation des 
phénomènes d'évanouissements. Ce modèle suppose implicitement un mobile "encaissé" 
tel que la puissance reçue provienne de réflexions et de diffractions multiples et dont le 
trajet direct entre le mobile et la base est bloqué. Si le mobile n'est pas encaissé alors une 
onde directe forte parviendra à la base et les performances du système de communication 
seront modifiées. Un tel type de canal est usuellement appel6 canai de Rice dans la 
littérature (Proakis, 1989; Parsons, 1992). C'est ce phénomène dont nous désirons tenir 
compte en ajoutant une raie d'amplitude constante D au temps t = O dans l'équation 
(3.3 1) 
Une illustration de la présence d'une liaison directe en plus d'un profil uniforme est 
montrée à la figure 3.17. Remarquons que la vue directe représente en général le trajet le 
plus court entre le mobile et la base. C'est pour cette raison que cette raie est reçue la 
première par la base, avant les raies indirectes. Notons aussi que la valeur des délais zr 
doit maintenant tenir compte de la présence de la raie directe. En effet, il faut maintenant 
tenir compte du délai T, entre la raie directe et la première raie indirecte (le début du 
profil). Auparavant, la première raie indirecte se produisait par convention à ro = 0. 
Figure 3.17 Profil de puissance multivoies uniforme avec raie directe 
Ici, nous négligerons aux fins de simplification ce retard initial et supposerons que la 
première raie indirecte arrive simultanément avec la raie directe à ro = O .  Ceci est une 
hypothèse raisonnable puisqu'il est improbable que les premières raies indirectes arrivent 
avec un retard de beaucoup supérieur à la raie directe puisque le début du profil multivoies 
correspond au temps minimum de propagation. La contrainte de normalisation à l'unité 
(3.33) de l'énergie devient dans ce cas 
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Puisque l'énergie ne peut être négative, le paramètre D- sera compris dans l'intervalle 
[0,1] et peut donc s'interpréter comme la fraction d'énergie reçue en direct. La fraction 
d'énergie indirecte (i.e. qui représente exclusivement le profil) s'écrit 
Lorsque la raie directe était absente, nous avions 
Pour tenir compte de l'addition de l'onde directe au profil multivoies, il suffit donc de 
multiplier simplement le second moment des variables de Rayleigh représentant les raies 
indirectes par un facteur 1 - D' et d'ajouter une raie d'amplitude D. O < D < 1 à r = 0. 
3.6 Résultats numériques 
Nous présentons dans cette section un échantillonnage des résultats de simulations 
effectuées en fonction des différents paramètres du système de communication considéré. 
Le lecteur trouvera à l'annexe 1 de nombreux résultats auxiliaires qui considèrent les 
différents types de modèles de canal présentés aux sections précédentes. Nous 
n'utiliserons ici que le modèle à profil continu uniforme et les résultats numériques seront 
exprimés sous la forme de taux de coupure à 1% dont la précision est d'environ 1%' 95% 
du temps (à ce propos, voir l'annexe F). Le profil uniforme est simulé à l'aide de R = 10 
raies à intervalles fixes dont le dtlai est donné par 
où T ~ ~ , ~ / T  est la valeur efficace du retard normalisé du profil uniforme. Tel que discuté à 
la section 3.5.2, le spectre du filtre de mise en forme correspondra à l'impulsion de 
Nyquist de facteur d'expansion de bande a. 
La figure 3.18 donne la valeur de la capacité et des taux de transmissions de i'égaliseur 
linéaire et du filtre adapté en fonction de la valeur efficace du retard normalisé pour un 
système muni de 3 antennes réceptrices où le rapport signal sur bruit est p = IOdB, le 
taux d'erreur sur les bits est BER = 10" et le facteur d'expansion de bande est a = 0.35. 
Les courbes sont présentées pour N = 1 et N = 3 mobiles. Tel qu'il est possible de le 
constater, la différence entre les taux de I'égaliseur linéaire et du filtre adapté augmente 
lorsque la valeur efficace du retard normalisé s ~ ~ ~ / T  croit et se stabilise 
assymptotiquement pour de grandes valeurs de T ~ ~ ~ / T .  Elle devient également plus 
importante lorsque le nombre de mobiles passe de 1 à 3. Ceci tend à confirmer le fait que 
l'égaiiseur linéaire est incapable de tirer avantage de la diversité temporelle intrinsèque tel 
que le démontre les courbes correspondantes du filtre adapté. Lorsque le nombre de 
mobiles augmente, la dégradation des performances de l'egaliseur liniaire vis à vis de 
celle du filtre adapté devient plus évidente i cause des interférences supplémentaires dans 
ce cas. 
Cripacitd . . . . . - . 5 mobiles 1 
Figure 3.18 Taux par mobile en fonction de la valeur efficace du retard normalisé 
pour 3 antennes réceptrices 
On remarque également sur cette figure que les courbes de la capcite pour un mobile et 
trois mobiles se croisent aux environs de i R M S / T  = 0.5 .  Évidemment ces courbes 
représentent le taux moyen par mobile et aucun croisement ne se produit lonqu'on utilise 
plutôt le taux total (i.e. le taux moyen multiplié par le nombre de mobiles). Le croisement 
des courbes fait toutefois ressortir que la diversité temporelle (Le. lorsque s ~ ~ ~ / T  
augmente) n'engendre pas des gains aussi importants pour le système à trois mobiles que 
pour celui n'en ayant qu'un. En effet, pour une diversité temporelle nulle (i.e. 
T ~ ~ ~ / T  = O ), le taux moyen par mobile est plus élevé pour le système à 3 mobiles, ce qui 
suggère que la diversité spatiale créée par la présence de plusieurs mobiles (le nombre de 
liens mobile-base augmente, d'où une diversité spatiale accrue) augmente la valeur de la 
capacité. Lorsque la diversité temporelle (i.e. T,,,/T) augmente cependant, la capacitk 
du système à un mobile augmente plus rapidement que celle correspondant aux mobiles de 
l'autre système. Il semble donc que l'augmentation du nombre de mobiles, et donc de la 
diversité spatiale, fasse en sorte de diminuer l'efficacité de la diversité temporelle dans ce 
cas. 
La figure 3.19 illustre l'influence du taux maximum d'erreur BER sur les performances du 
modèle précédent lorsque T ~ ~ ~ / T  = I . On constate que les courbes restent sensiblement 
parallèles entre elles, ce qui fait ressortir l'insensibilité des performances relatives des 
égaliseurs aux variation du BER ; la différence de performance entre I'égaliseur linéaire et 
le filtre adapté demeurant sensiblement égale lorsque BER varie. On remarque que la 
capacité est évidemment constante en fonction du BER puisqu'elle ne dépend en aucune 
manière de ce paramètre. 
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Figure 3.19 Taux par mobile en fonction du taux d'erreur sur les bits pour 3 
antennes réceptrices 
À la figure 3.20, nous faisons varier la valeur du rapport signal sur bruit SNR . Dans ce cas, 
lorsqu'il n'y a qu'un mobile, les taux de I'égaliseur linéaire et du filtre adapté restent 
pardlèles lorsque SNR varie. Cependant, lorsque le nombre de mobiles augmente à 3, il 
devient évident que le taux de l'égaliseur linéaire n'augmente plus aussi rapidement que 
celui du filtre adapté pour des valeurs croissantes de SNR. 11 apparait donc que les 
interférences supplémentaires causées par l'ajout de mobiles empêchent l'égaliseur 
linéaire de tirer avantage du gain potentiel engendré par l'augmentation du rapport SNR et 
donc par la diminution du bruit. 
"5 10 15 20 25 
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Figure 3.20 Taux par mobile en fonction du rapport signal sur bruit pour 3 antennes 
réceptrices 
Les figures 3.21 et 3.22 illustrent l'influence du facteur d'expansion de bande u sur les 
bornes d'égalisation et la capacité pour le modèle précédent lorsque xRMs = 1 
BER = 10-' et SNR = JOdB . Pour h figure 3.21, le nombre de mobiles est fixé à 3 tandis 
que le nombre d'antennes réceptrices varie de 1 à 3. On constate qu'une augmentation de 
la largeur de bande améliore dans certaines limites les performances de l'égaliseur 
linéaire. Un comportement similaire est observé à la figure 3.22 lorsque seulement 1 
antenne est disponible à la réception des signaux en provenance des mobile dont le 
nombre varie de 1 à 3. Il est important de souligner que dans ce cas nous utilisons le taux 
total (nous définissons le taux total comme le taux moyen par mobile multiplié par le 
nombre de mobiles N )  de façon à démontrer que toute augmentation approximativement 
unitaire du facteur d'expansion de bande permet d'éliminer les interférences produites par 
la présence d'un mobile supplémentaire dans le cas de l'égaliseur linéaire. Ces résultats 
sont en accord avec ceux obtenus par Petenen et Falconer (1994) dans le cas de canaux 
sans évanouissement. 
On remarquera aux figures 3.21 et 3.22 que la valeur de la capacité diminue en fonction 
d'un élargissement de la largeur de bande. Intuitivement on pourrait s'attendre à un 
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comportement inverse mais il faut cependant se souvenir que le rapport p = cr,/No en 
(3.42) demeure constant. Dans ce cas, la puissance (constante) du signal est distribuée 
dans une largeur de bande de plus en plus grande d o n  que la densité spectrale du bruit 
reste inchangée. U en résulte que la capacité exprimée en bits/sec augmente vers une 
valeur asymptotique (Gallager, 1968) alors que si on l'exprime plutôt en bitslseclHz, elle 
diminue. Autrement dit, la transmission des données devient de moins en moins efficace 
avec l'élargissement de la !argeur de bande. Une situation plus intéressante à étudier 
consiste à comparer la capacité totale en bits/sec pour deux systèmes utilisant une largeur 
de bande W. = 2 ,  une antenne réceptrice et deux mobiles. Dans un premier cas les deux . 
c- 
- 1 mobiles utilisent une largeur de bande individuelle WLI = W., 
(W. = W_, + Wz, = 2 )  alors que dans le second les deux mobiles partagent la même 
largeur de bande totale W = 2 .  À l'aide de la figure 3.22, on calcule que dans le premier 
C 
cas (cas (a) sur la figure) la capacité totde pour les deux mobiles est de C = 2 . 10 = 20 
bits/sec (ici 2 est le nombre de mobiles) alors que dans le second (cas (b)) on obtient 
C = 2 13 = 26 bitshec (ici 7 est la largeur de bande de fréquence W- = 1 +a). 11 
C 
semble donc que l'utilisation commune d'une bande de fréquence par plusieurs mobiles 
soit plus efficace que sa division en un nombre égal de bandes de fréquence plus étroites. 
O 
O 1 2 3 
a 
Figure 3.21 Taux par mobile en fonction du facteur d'expansion de bande pour trois 
mobiles, SNR=40dB 
Figure 3.22 Taux total en fonction du facteur d'expansion de bande pour une 
antenne réceptrice, S N R 4 d B  
Finalement la figure 3.23 présente finalement de quelle façon la valeur des taux de 
coupure évolue en fonction du nombre d'antennes M et de mobiles N lorsque a = 0.35, 
BER = 1 0 - ~  et SNR = 1OdB. On y voit que la valeur du taux de coupure de la capacité a 
tendance à augmenter premièrement en fonction du nombre d'antennes et ensuite en 
fonction du nombre de mobiles lorsque le retard efficace est faible. Par contre, lorsque le 
retard efficace devient plus important, la capacité augmente en fonction du nombre 
Figure 3.23 Taux de coupure vs. nombre d'antennes et de mobiles 
d'antennes mais diminue lorsque le nombre de mobiles augmente. Ceci indique 
simplement que l'ajout d'un mobile supplémentaire fait en sorte d'augmenter la capacité 
totale1 mais qu'il augmente également le brouillage (ce dernier étant plus important 
lorsque 1a valeur efficace du retard est grande) faisant en sorte de diminuer la capacité 
individuelle. Lorsque la valeur du retard efficace est faible, le brouillage supplementaire 
1. En effet, en supposant que la capacité totale diminue avec l'ajout d'un mobile, il suffirait de ne 
pas utiliser le nouveau mobile pour se retrouver dans Ie cas prdcédent et ainsi augmenter la capa- 
cité, ce qui contredit la définition même de la capacite comme étant la valeur maximale. Ce rai- 
sonnement s'applique évidemment il la valeur de la capacitéi pour une rddisation de canal et doit 
s'interpréter avec circonspection lorsqu'il est plutôt question du taux de coupure. 
n'est pas aussi important que l'augmentation de capacité engendrée par les nouvelles 
liaisons mobiles-antennes, ce qui se traduit globalement par une augmentation de la 
capacité en fonction du nombre de mobiles. 
Pour ce qui est du taux de coupure du filtrage adapté. on constate qu'il se comporte de 
façon similaire à la capacité pour de grandes valeurs du retard efficace. i.e. une 
augmentation en fonction du nombre d'antennes mais une diminution en fonction du 
nombre de mobiles. Ceci tend i démontrer que la valeur du taux de coupure du filtre 
adapté suit assez bien l'évolution de la celle de la capacité. Lorsque la valeur efficace du 
retard est par contre faible, le taux de coupure augmente surtout en fonction de la 
différence entre le nombre d'antennes et de mobiles ( M  - N). Le même comportement se 
rencontre également en égalisation linéaire mais cette fois pour toutes les valeurs du retard 
efficace. On remarque aussi qu'en fixant M .  le taux de coupure devient alors 
proportionnel à - N ,  ce qui explique la baisse importante du taux de coupure lonqu'on 
augmente le nombre de mobiles en égalisation linéaire. 
Ce comportement en fonction de M - N a déjà été remarqué par Winters, Salz et Gitlin 
(1992) pour un modèle de canal dispersif plus simple et démontre que la diversité 
d'espace h combinaison optimale des M signaux des antennes réussit à annuler l'effet de 
M - 1 brouilleurs, i.e. pour un système muni de K + N antennes, la combinaison optimale 
réussit à annuler l'effet de N- 1 brouilleurs en plus de fournir une diversité d'espace 
équivalente de K + 1 pour tous. 
3.7 Discussion du compromis entre diversités spatiale et temporelle 
Nous nous penchons dans cette section sur la valeur de la capacité de systèmes dont la 
caractéristique principale est d'être munis d'une diversité spatiale ou temporelle double 
(soit M = 2 ,  N = 2 ou R = 2 ). Nous débutons en démontrant qu'un canal muni de deux 
antennes réceptrices dont la réponse impulsionnelle est formée d'une seule raie (il n'y a 
toujours qu'un seul transmetteur) peut être transformé en un canal muni de deux raies et 
une seule antenne réceptrice, l'unique opération affectant la capacité lors de la 
transformation étant l'ajout d'un additionneur. Dans cette discussion, nous ne tenons pas 
compte des déphasages 0 associés aux raies ni du retard relatif .r entre elles. En effet, 
nous démontrerons dans ce qui suit que le capacité du canal muni de deux antennes est 
indépendante de ces paramètres alors que nous démontrons à l'annexe H que la capacité 
du canal muni de deux raies devient indépendante de ces paramètres lorsque r i -, ce 
que nous supposons pour la discussion. 
La figure 3.24-a illustre le modèle d'un canal de communication radiomobile muni de 
deux antennes réceptrices en présence d'un mobile et de liaisons radioélectriques formées 
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d'une seule raie (par liaison) et affectées par des bruit blancs, gaussiens et de variance 4.  
Les quantités A l ,  A ? ,  O 1  et 0, sont dans ce cas des variables aléatoires dont la - 
distribution dépend du modèle de canal considéré. La capacité entre l'entrée et la sortie du 
canal est dénotée C, et se calcule à l'aide des équations (3.44) à (3.46). Dans ce cas, la 
matrice de canal s'écrit comme 
et la valeur propre correspondante est (voir la section 3.3) 
Comme cette valeur propre est indépendante des déphasages 8 et fi2 et que le paramètre 
r n'intervient pas, la capacité du canal muni de deux antennes est donc indépendante de 
ces paramètres, ce que nous avions déjjà suggéré au début de la section. 
Effectuons à présent une série de transformations sur ce canal afin d'en permettre le 
rapprochement avec le canal muni de deux antennes. Nous ajoutons en premier lieu à la 
figure 3.24-b un délai t (i.e. S ( t  - r) ) à la deuxième branche du canal. Comme ce délai 
correspond à une opération mathématiquement réversible, la capacité du canal y est 
n ,  ( 1 )  E;q \ ;  * Sortie 
A , &  y2 
"2 ( 1 )  
0; 
Figure 3.24 Transformations du canal muni de 2 antennes 
insensible (Gallager, 1968) et sa valeur demeure donc C, . La seconde transformation est 
illustrée à la figure 3.24-c et il est facile de vérifier que ce canal est mathématiquement 
équivalent à celui de la figure 3.24-b. La valeur de la capacité y est donc également de Cl . 
Relions à présent la sortie des deux antennes, tel que montré à la figure 3.25-a. Comme 
cette opération est de façon générale non-réversible (Gallager, 1968), la capacité Cî du 
nouveau canal sera moindre, i.e. C2 S C l .  Or, en effectuant quelques transformations 
réversibles sur ce canal, on obtient l'équivalent mathématique de la figure 3.25-b qui 
représente le modèle d'un canal radiomobile muni d'une antenne, un mobile et deux raies, 
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affecté par un bruit blanc gaussien de variance 2an et dont la capacité est C, - 5 C, . 
Évaluons à présent le rapport signal sur bruit moyen pour les canaux des figures 3.24-a et 
3.25-c où nous supposons que E [ I A  ,12] = E [ I A ~ I ' ]  = 1 . Dans le premier cas nous avons 
alors que dans le cas de la figure 3.25-c on obtient 
C'est à dire que le rapport signal sur bruit moyen est le même dans les deux cas. Nous en 
concluons que pour un même rapport signal sur bruit, une réalisation du canal muni de 
deux antennes et une raie (figure 3.24) aura une capacité supérieure ou égale à une 
réalisation correspondante d'un canal muni d'une antenne et deux raies (figure 3.25). 11 est 
de plus possible d'isoler la cause de cette différence puisque la seule opération ayant 
affecté cette variable lors des transformation successives est l'ajout d'un additionneur à la 
sortie du canal (voir les figures 3.24-c et 3.25-a). 
Comme il est possible d'appliquer ce raisonnement à l'ensemble des réalisations du canal 
de la figure 3.24, il devient évident que la capacité du canal muni de deux raies sera 
toujours inférieure ou égale à celle du canai correspondant muni de deux antennes, lorsque 
le rapport signal sur bruit moyen est identique dans les deux cas. Comme à chacune des 
réalisations du canal muni de deux antennes correspond une réalisation du canal muni de 
dew raies dont la capacité est inférieure ou égale (et vice- versa), le taux de coupure 
associé au canal muni de deux raies sera aussi inférieur ou égal à celui du canal muni de 
deux antennes. 
¢-- Sortie 
Figure 3.25 Transformations du canal muni de deux raies 
Afin de compenser cette perte de capacité. il peut être tentant d'augmenter simplement le 
rapport signai sur bruit de ce dernier et espérer que toutes les réalisations aient dès lors une 
capacité identique à celle du canal muni de deux antennes. Commençons cependant par 
analyser quelques cas simples correspondant à des réalisations particulières des deux 
types de canaux. 
1) A, = O .  Dans ce cas, la deuxième branche du canai de la figure 3.24-a peut être 
éliminée et on retrouve le cas d'un canal muni d'une antenne et une raie avec 
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p,  = u;/ai. Dans le cas du canal de la figure 3.25-b, on retrouve également le cas d'un 
2 7 canal muni d'une antenne et une raie mais ici pl = us/2a; = p , /2 .  La capacité des deux 
canaux sera donc identique si nous doublons le rapport signal sur bruit du canal muni de 
deux raies (ce qui correspond à une augmentation de 3dB). Ce raisonnement conduit 
également à une bonne approximation lorsque l'amplitude d'une des deux raies est 
beaucoup plus importante que l'autre. 
2) A ,  = A, et A ,, A, sont très petits par rapport à p .  On calcule de façon numérique que 
la capacité des deux canaux est pratiquement identique pour un même rapport signai sur 
bruit. Si on applique cependant la correction de 3dB de l'exemple précédent au rapport 
signal sur bruit, la capacité du canal muni de deux antennes sera environ deux fois plus 
faible que celle du canal muni de deux raies (le comportement de 1s capacité étant 
pratiquement linéaire dans cette région). 
3) A ,  = A 2  et A *, A,  - sont très grands par rapport à p .  On calcule de façon numérique que 
la capacité des deux canaux est pratiquement identique si le rapport signal sur bruit du 
canal muni de deux raies est de 6 dB supérieur à celui du canal muni de deux antennes. Si 
on ne fait cependant que doubler le rapport signal sur bruit, la capacité du canal muni de 
deux antennes sera légèrement supérieure à la capacité du canal muni de deux raies. 
Il s'ensuit que si nous décidons de compenser les différences intrinsèques des deux types 
de canaux par une augmentation du rapport signal sur bruit de 3dB, l'effet se fera ressentir 
de façon différente selon les valeurs de A , .  A, et P .  La figure 3.26 illustre la 
Figure 3.26 Compensation requise au rapport signal sur bruit pour obtenir une capacité 
identique pour les canaux munis de deux antennes ou de deux raies 
compensation du rapport signal sur bruit requise à l'obtention de la même valeur de la 
capacité pour les deux canaux, en fonction de l'amplitude de A ,  et A,. - La partie hachurée 
de la figure est la zone où la compensation passe graduellement de OdB à 6d.B. Selon la 
valeur du rapport signal sur bruit moyen, cette région se déplacera vers l'infini (faible 
rapport signal sur bruit moyen) ou vers O (rapport signal sur bruit élevé). Il semble 
raisonnable de conclure que si la valeur du rapport signal sur bruit moyen est faible, la 
région se déplacera vers l'infini et la compensation moyenne devrait se situer entre OdB et 
3 dB (la région correspondant à une compensation de 6dB devenant extrêmement 
improbable). Au contraire, lorsque la valeur du rapport signal sur bruit moyen est élevée, 
la zone hachurée se déplacera vers O et la compensation de 6dB occupera tout l'espace. 
Dans ce cas, la compensation moyenne devrait se situer entre 3dB et 6dB. Notons que les 
zones intermédiaires pour lesquelles aucune compensation n'est indiquée sur la figure 
correspondent à des valeurs se situant entre 3 et 6dB. 
Afin d'illustrer numériquement ces conclusions, la figure 3.27 donne la densité de 
probabilité de la capacité pour les canaux muni de deux antennes ou de deux raies pour 
différentes valeurs du rapport signal sur bruit lorsqu'une compensation de 3dB est 
O 5 IO 1s 
C ( bits/sec/Hz) 
Figure 3.27 Densité de probabilité de la capacité des canaux munis de deux 
antennes ou de deux raies pour différentes valeur du rapport signal 
sur bruit p, avec compensation de 3dB 
appliquée, Le. le rapport signal sur bruit pour le canal muni de deux raies est de 3dB 
supérieur i celui du canai muni de deux antennes. On constate que pour de faibles valeurs 
du rapport signal sur bruit, les courbes pour les canaux munis de deux antennes ou deux 
raies sont relativement près les unes des autres. Pour de grandes valeurs du rapport signai 
sur bruit (e.g. 30dB) les courbes des deux types de canaux sont cependant décalées. On 
caîcule que pour obtenir une bonne superposition des courbes il faudrait augmenter le 
rapport signal sur bruit du canal muni de deux raies B environ 34.5dB. Ceci correspond à 
une compensation totale de 4.5dB se situant bien dans l'intervalle de 3 à 6dB que nous 
avions trouvé précedemment. 
La figure 3.28 illustre la densité de probabilité de la capacité pour des canaux munis de 1, 
2, 5 ou 10 raies (la valeur du déhi z entre les raies est infinie) et une seule antenne ainsi 
que pour des canaux munis de 1 '2 ,s  ou 10 antennes et une seule raie. Dans le cas du canai 
muni d'une antenne, on constate que lorsque le nombre de raies augmente, la densité de 
probabilité reste sensiblement centrée au même endroit (Le. la moyenne varie très peu), 
dors que la variance diminue. L'ajout de raies supplémentaires n'augmente donc pas la 
capacité moyenne du canal. Dans le cas du canai muni d'une raie cependant, l'ajout 
Figure 3.28 Densité de probabilité de la capacité des canaux munis de R raies ou M 
antennes, p = 20dB 
d'antennes supplémentaires augmente la capacité moyenne, comme le montre la figure 
lorsque M passe de 1 à 10. On calcule que la capacité moyenne augmente d'environ 1 bit/ 
secMz à chaque fois que le nombre d'antennes double. Il apparait donc que la diversité 
spatiale soit plus efficace que la diversité temporelle pour combatte les évanouissements. 
Intuitivement on comprend que la présence de M antennes réceptrices dans le cas de la 
diversité spatide permet de recevoir M signaux affectés de sources de bruit 
indépendantes. En prenant par exemple simplement la moyenne des signaux reçus, on 
obtient un signal moyen affecté d'un bruit dont la variance (et donc la puissance) est 
diminuée par un facteur M. Dans le cas de la diversité temporelle, les R signaux 
correspondants aux R raies ne sont disponibles au récepteur que sous la forme de leur 
somme additionnée d'une source unique de bruit. II n'est donc pas possible de diminuer la 
variance du bruit en fonction de R dans ce cas. Autrement dit, le fait de n'avoir accès qu'à 
la somme des signaux affectée d'une source unique de bruit plutôt que sur une base 
individuelle avec des sources de bruit indépendantes fait perdre M degrés de liberté, ce 
qui se traduit par une capacité moindre. Pour compenser cette différence, il serait 
nécessaire d'accéder aux signaux correspondants aux diverses raies sur une base 
individuelle, ce qui n'est évidemment pas le cas. 
3.7.1 Le cas du canal muni de deux mobiles, une antenne et une raie 
Dans la section précédente, nous avons comparé les deux situations où nous avions soit 
une diversité temporelle double (le nombre de raies est R = 2 et M = i , N = i ) soit une 
diversité spatiale double (le nombre d'antennes réceptrices est M = 2 et R = 1 , N = 1 ). 
Il existe cependant une autre configuration menant à une diversité spatiale double et qui 
consiste à ajouter un mobile supplémentaire au niveau de la transmission (le nombre de 
mobiies est dans ce cas N = 2 et R = 1 ,  M = 1 ). En considérant l'emetteur comme 
l'union des deux mobiles, on peut interpréter ce cas comme le réciproque de celui où nous 
avions deux antennes réceptrices et un mobile. Ici, les deux antennes sont simplement 
situées à l'émetteur plutôt qu'au récepteur. Procédons à l'évaluation comparative de la 
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capacité dans ces deux cas. Dans le cas du canai muni de deux antennes. la matrice de 
canal s'écrit (voir (3.3 1)) 
- 
HM2 ( O )  = 
Alors que dans le cas du canal muni de deux mobiles, nous avons 
Les valeurs propres correspondantes de ces deux matrices de canal sont (voir la section 
3.3) 
Le canal muni de deux mobiles possède donc deux valeurs propres, l'une étant égale à 
celle du canal muni de deux antennes et l'autre étant nulle. Dans ce cas, la capacité peut se 
calculer à l'aide de (3.44) mais en utilisant seulement la valeur propre non-nulle et en 
fixant N = 1 (voir la section 2.4). Comme cette valeur propre du canal muni de deux 
mobiles est égale à celle du canal muni de deux antennes, la capacité sen  identique dans 
les deux cas (à l'exception peut être d'une correction du rapport signal sur bruit moyen par 
mobile de 3dB). Du point de vue de la capacité, l'utilisation de deux antennes pour la 
transmission est donc équivalente à utiliser deux antennes réceptrices. 
Dans le contexte de la transmission des données numériques, les ingénieurs s'intéressent 
sunout à concevoir des systèmes à la fois fiables et performants dans le but de transporter 
l'information d'un point géographique à un autre. Dans le cas des systèmes 
d'enregistrement magnétique, c'est l'archivage de l'information sur une période de temps 
indéfinie qui devient le but principal. En évaluant de facon plus approfondie ces deux 
objectifs à priori distincts, il apparaît qu'une duaiité frappante existe entre les deux 
systèmes. Dans un cas on enregistre l'information sur un support magnétique pour une 
période de temps indéfinie avant de la récupérer à un instant donné à l'aide d'une unité de 
lecture tandis que dans l'autre. l'information est transmise avec un certain retard au 
récepteur par l'intermédiaire d'un médium de transport électromagnétique. Dans les deux 
cas cependant, le système est perturbé par des interférences déterministes et aléatoires 
liées à la nature physique du support (de stockage ou de transport) et responsables de la 
dégradation du contenu informationnel. Pour être plus précis on cherche avant tout, dans 
le cas des communications de données, à maximiser le débit de transmission tout en 
garantissant un taux de fiabilité donné. Par opposition, dans le cas d'enregistrement de 
données, l'objectif est surtout d'accroître la densité (par unité de surface ou de volume) 
des données sur le médium magnétique tout en garantissant leur intégrité lors de la lecture. 
Les premiers systèmes d'enregistrements numénques ont utilisé principalement des 
techniques analogiques faisant appel à l'utilisation de "détecteurs de crêtes" (Bertram. 
1986; Immink, 1991). De nos jours cependant, l'avènement des nouvelles techniques 
numénques qui amalgament des méthodes de traitement de signal et de codage, ont amené 
les techniques d'enregistrement à inclure simultanément les détecteurs de crêtes et à 
maximum de vraisemblance de séquences (Kobayashi, 197 1 ; Cioffi et al. 199 1 ; Marcellin 
et Weber. 1992; Orcutt et Marcellin, 1993a; Orcutt et Marcellin, 1993b) ce qui a permis 
d'améliorer considérablement l'efficacité d'enregistrement. Dans ce contexte particulier, 
il devient important d'évaluer les limites théoriques qui sont permises d'après les lois de la 
Théorie de l'Information et qui peuvent s'exprimer par la capacité d'un canal de 
triansmission équivalent. Il devient alors possible de comparer cette limite aux 
performances que l'on peut atteindre par de simples techniques d'égalisation. Dans ce 
chapitre nous nous attardons donc à spécialiser au cas du canal d'enregistrement 
magnétique les résultats généraux obtenus aux sections 2.4 et 2.5 et exprimant la capacité 
et les ciiffirentes bornes d'tgitlisation en fonction des pÿramktres du système. Ceci nous 
permettra par la suite de présenter des résultats numériques correspondant à différents 
scénarios d'utilisation. 
L'organisation de ce chapitre est la suivante: la section 4.1 présente un modèle de "canal" 
magnétique basé sur des travaux antérieurs (Voois et Cioffi. 1994; Lindholm. 1978) et 
adéquat pour décrire le mécanisme de lecture-écriture dans le cas des têtes de lecture 
magnéto-inductives. Nous étudions ensuite à la section 4.2 les sources de bruit affectant le 
système et définissons des paramètres permettant de les relier à la notion de rapport signal 
sur bruit. Aux sections 4.3 et 4.4, nous spécialisons les résultats des sections 2.1 et 2.5 en 
utilisant le modèle développé pour déterminer une borne supérieure (ou inférieure selon 
l'interprétation qu'on en fait) sur la capacité du système ainsi que des bornes supérieures 
sur les performances de divers dispositifs d'égalisation. Nous présentons ii la section 4.5 
un ensemble de résultats numériques correspondant à des scénarios multiples d'utilisation 
et finalement nous concluons par la présentation à la section 4.6 de développements 
analytiques permettant la détermination de la configuration géométrique des pistes menant 
à la valeur maximum de la capacité lorsqu'une seule tête de lecture surplombe l'ensemble 
des pistes d'enregistrement. 
4.1 Modélisation du canal d'enregistrement magnétique 
Nous considérons ici le schéma général d'un système à plusieurs têtes de lecture opérant 
sur un milieu d'enregistrement à pistes multiples tel qu'illustré à la figure 4.1. 
Remarquons que dans le cas génera.1, le nombre de pistes et de têtes n'est pas 
nécessairement identique et que nous ne tenons pas compte du délai relatif entre l'écriture 
et la lecture des données puisque ce facteur n'affecte pas la qualité du canal. Dans ce 
contexte le canal d'enregistrement magnétique peut être vu comme un système de 
communication à N entrées et M sorties qui amalgame à la fois les fonctions d'écriture et 
de lecture ainsi que les propriétés physiques du milieu d'enregistrement magnétique. 
Écritun: sur N pistes Lecture avec M têtes 
Figure 4.1 Système d'enregistrement magnétique à pistes et têtes multiples et 
modèle correspondant du système de communication multivarié 
Dans les sections qui suivent, nous présentons les principes de modélisation des processus 
d'écriture et de lecture qui sont à la base du modèle de canal de communication équivalent 
au système d'enregistrement magnétique. Ce modèle sera ensuite utilisé pour déterminer B 
partir des expressions développées au chapitre II dans le cadre générai du canal gaussien, 
la capacité et les bornes d'égalisation du processus d'enregistrement magnétique. 
4.1.1 Mécanisme d'écriture 
L'écriture des données sur le support magnétique peut s'effectuer soit au moyen d'une tête 
unique opérant sur une piste à la fois soit par un réseau de têtes écrivant simultanément sur 
plusieurs pistes. Nous supposons donc que l'écriture d'une piste n'intefere pas avec les 
données enregistrées sur les autres pistes. La figure 4.2 illustre les diverses 
transformations que subissent les données binaires (itl ) depuis l'entrée jusqu'à la sortie 
du canal d'enregistrement magnétique. Les bits sont enregistrés sur le médium par 
saturation longitudinale positive ou négative du support magnétique pour la durée de la 
période T d'enregistrement en secondes. Dans la suite nous utiliserons de préférence la 
longueur de médium T x correspondant à l'enregistrement d'un symbole où T = v T ,  v 
étant la vitesse de défilement du support magnétique. Nous supposons que la distance de 
séparation inter-symboles T est constante pour toutes les pistes. 
- 
T, = VT 
Airnentation de la zone de transition 
J (fonction uctluigrnte) 
Figure 4.1 Illustration du processus d'enregistrement magnétique numérique 
U est important de mentionner dès maintenant que nous utiliserons ici les variables x et k 
plutôt que t et o pour représenter les variables "temporelle" et "fréquentielle", s étant la 
position de la tête sur le milieu d'enregistrement (Le. la distance linéaire de la tête par 
rapport à une référence longitudinale fixe sur les pistes) et k la fréquence exprimie en rad/ 
ml. Ces deux systèmes de référence sont d'ailleurs liés par la vitesse de défilement du 
support magnétique selon les relations x = v t  et k = o h  . Notons que l'utilisation de ces 
nouvelles variables permet d'éliminer des équations la vitesse de défilement du support 
magnétique v lorsqu'on désire étudier uniquement les interactions entre les têtes de 
lecture et le médium, cette interaction étant de façon générale indépendante de la vitesse 
de défilement du support. Les transformées de Fourier dans le système x, k s'écrivent 
1. k dans ce contexte est gdn6ralement appelde le "numdro de Mquence" ('Yrequency number") ce 
qui fait reférence au nombre de radians d'une onde sinusoïdale de fréquence k sur une distance 
d'un mètre (le long d'une piste). 
Si on se reporte au schéma d'enregistrement des données numériques illustré à la figure 
4.2, on voit que la variation longitudinale de magnétisation entre deux bits consécutifs de 
signe opposé crée une zone de transition où la magnétisation passe graduellement de la 
polarité (+, -) à son inverse (-, +) (en effet, la physique du processus d'enregistrement 
magnétique ne permet pas les transitions abruptes de changement de polarité). On peut, en 
se basant sur le modèle le plus répandu pour représenter le processus d'écriture numérique 
(Voois et Cioffi, 1994)' utiliser la fonction arctangente illustrée sur la figure 4.2 pour 
approximer la fonction de magnétisation dans la zone de transition. Dans ce cas, la 
réponse irnpulsionnelle correspondant à l'écriture d'un "1" au temps x = O et sa 
transformée de Fourier s'écrivent (l'impulsion correspondant dans ce cas à la suite de bits 
où u , ~  est la longueur de la zone de transition définie comme la valeur correspondant au 
point Q ( ax )  = 0.5. Notons qu'afin de rendre négligeable les non-linéarités du processus 
d'enregistrement, il est préférable de maintenir ax > TJ3.5 (Barndt et Wolf, 1992). Il est 
cependant important de mentionner que malgré cette condition le processus 
d'enregistrement n'est généralement pas linéaire puisque nous supposons la saturation du 
milieu magnétique. Nous reviendrons ultérieurement sur les consequences théoriques de 
ce point important. 
L'allure générale de la réponse de la tête de lecture au changement de magnétisation 
longitudinale est illustrée sur la figure 4.2. Ceci conclut notre description du mécanisme 
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d'écriture. À la section suivante, nous abordons de façon systématique la modélisation du 
processus de lecture. 
4.1.2 Mécanisme de lecture 
Nous restreindrons notre étude au cas des têtes magnéto-inductives, excluant ainsi les 
autres systèmes magnéto-resistif ou magnéto-optiquei possibles. Dans ce cas, la tension 
induite dans chacune des têtes est la somme des tensions induites par l'aimantation de 
chacune des pistes. Nous utilisons les résultats de Lindholm (1978) pour modéliser le 
couplage entre les pistes et les têtes en fonction des paramètres g6oniétriques représentés 
sur la figure 4.3. Ce modèle suppose une distance infiniment petite entre la tête et la piste 
sans couplage par le biais d'un milieu intermédiaire, un milieu magnétique plan et 
d'epaisseur négligeable ainsi qu'une aimantation uniquement longitudinale des pistes. Ces 
suppositions et simplifications permettent d'effectuer des caiculs numériques relativement 
simples tout en restant proche de la réalité physique. 
Figure 4.3 Géométrie des têtes de lectures et des pistes 
1. De façon générale, les techniques développées dans ce travail sont appiicable à ces autres cas 
moyennant l'utilisation d'un modele physique approprie. 
Le modèle de Lindholm (Lindholm, 1978) utilise une fonction de transfert complexe pour 
relier l'aimantation d'une piste de largeur W (voir la figure 4.3) à la tension induite dans 
une tête de lecture de largeur H selon la relation 
L'expression de 6 (k )  donnée par Lindholm s'exprime comme la somme de deux termes 
Gd ( k )  et 6, (k )  représentant respectivement les couplages direct et de proximité. 
Le terme de couplage direct Gd (k) correspond au couplage provoqué par la partie de la 
piste se trouvant directement sous la tête de lecture alors que le terme de proximité 6, ( k )  , 
aussi appelé "side fnnging". correspond au couplage entre la tête et le reste de la piste. La 
figure 4.3 (a,b,c,d) illustre la relation géométrique existant entre une tête de largeur H et 
une piste de largeur W pour quelques cas typiques. La piste illustrée peut être soit celle 
qu'on désire lire, soit une piste adjacente agissant comme source d'interférence. Dans 
cette figure Wd est la largeur de piste produisant un couplage direct et ws, et WSZ sont les 
valeurs de la largeur des pistes éventuellement l'origine du couplage de proximité, g ,  et 
g, étant leur distance respective par rapport à la tête de lecture. Suivant les cas, on notera - 
que les termes de couplage direct ou de proximité pourront être nuls ou, qu'inversement, il 
pourra y avoir deux termes de couplage de proximité provenant d'une même piste. Nous 
définissons également dw comme le pas de répétition spatial des pistes et dH (non 
montré) comme le pas de répétition spatial des têtes. Remarquons que les paramètres dw 
et dH ne s'appliquent que lorsque les pistes et les têtes sont régulièrement espacées. Dans 
le cas contraire, il serait nécessaire d'utiliser un vecteur pour représenter leur position 
relative. À l'aide de ces paramètres, nous sommes à présent en mesure d'exprimer les 
termes dans (4.4) comme (Lindholm, 1978) 
où Vo est une constante de conception de la tête qui dépend de facteurs tels que 
l'épaisseur du médium. le nombre de tours de la bobine d'induction et la vitesse de 
défilement du support magnétique. La fonction A (7) de (4.5) s'exprime comme 
On vérifie que lorsque la tête est parfaitement dignée sur la piste et que W 5 H ,  le terme 
8 (k)  est nul et Gd (k)  représente l'action d'un différentiateur pur. Puisque la relation 
entrée-sortie entre la magnétisation du médium et la tension induite dans une tête de 
lecture est linéaire, la réponse de la tête de lecture j à une impulsion de longueur Tx sur la 
piste i est donnée par 
où F-' est l'opérateur de la transformée inverse de Fourier et Gij  ( k )  et Q ( k )  s'expriment 
respectivement par (4.4) et (4.2). La linéarité du processus de lecture nous permet 
d'exprimer la relation entrée-sortie du système à N entrées et M sorties par une 
application linéaire cN -f dM (Le. une matrice complexe) où chacun des éléments de la 
matrice est une fonction prenant la forme donnée par (4.4). Nous pouvons donc exprimer 
la réponse impuisionnelle du système multivariable ainsi que sa transformée de Fourier 
comme 
P ( x )  = 
P ( k )  = 
où G ( k )  est une matrice M x N dont 
de transfert reliant le signal à la sortie 
- 
chacun des éléments 6,  ( k )  représente la fonction 
de la tête de lecture i à la magnétisation de la piste 
j . Les fonctions eu (k) s'expriment par (4.4), (4.5) et (4.6) selon la position relative de la 
tête et de la piste. 
e l ,  ( k )  & ( k )  + +  GIN(k) Fonction de transfert reliant 
le signai à la sortie de la tète 
(,) = G2, ( k )  G i j ( k )  de  lecture i à  la magndtisation de la piste j. (4.9) 
La figure 4.4 illustre le modèle générai du système d'enregistrement magnétique 
comportant la matrice G (x) associée au processus de lecture ainsi que la fonction Q (x) 
vue à la section précédente et qui modélise le processus d'icriture-aimantation. La relation 
entrée-sortie de la figure 4.4 peut alors simplement s'écrire comme 
si x'') est le vecteur des séquences binaires des données d'entrée au "temps" x = [Tx 
(attention de ne pas confondre la variable "temporelle" x et le vecteur des données 
d'entrée x'') ). 
1 Lecture 
' G (x) 1 
Figure 4.4 Modèle mathématique du système d'enregistrement magnétique 
rnultivarié 
4.2 Modélisation des bruits 
Les processus de bruit associés au mécanisme physique d'enregistrement sont très 
complexes et comportent de façon générale des effets qui sont additifs et multiplicatifs. La 
nature granulaire des phénomènes magnétiques est la source principale de bruit. En effet, 
la réponse de la tête de lecture est formée par la superposition des effets individuels d'un 
très grand nombre de micro-cellules aimantées. Il s'ensuit que la nature granulaire de ce 
phénomène fait en sorte que, même en l'absence d'enregistrement particulier, il existe une 
aimantation désordonnée au sein du matériau qui cause des fluctuations aléatoires dans la 
tête de lecture dont l'effet macroscopique global est nul. Ce bruit de granulation 
magnétique est clairement additif bien que son spectre ne soit pas blanc. De façon 
générale. le bruit magnétique est le plus important aux voisinage des transitions de 
polarisation longitudinales. 11 en résulte que le bruit magnétique dépendra des données 
enregistrées et sera non-stationnaire, des conditions très difficiles à considérer en pratique. 
En forçant l'hypothèse de stationnarité à s'appliquer sur une plage suffisamment grande 
par rapport à la période des symboles, il est possible d'approximer son comportement par 
celui d'un bruit additif nmag, (x) dont le spectre est coloré. Baugh (Baugh, Murdock et 
Natarajan. 1983) donne l'expression simple suivante pour approximer le spectre du bruit 
magnétique 
où a est la longueur des transitions (voir (4.2)) et Il, une constante en W/(rad/m). Cette 
X 
expression représente le bruit à la surface du support magnétique. Comme nous nous 
intéressons plutôt à obtenir le bruit à la sortie de la tête magnétique, nous devons calculer 
le bruit équivalent en ce point. En se basant sur des résultats dus à Lindholm (1978)' le 
couplage tête magnétique - bruit magnétique pour une source de bruit filiforme 
longitudinale située à une distance y du centre de la tête de lecture se fait par le biais de la 
fonction de transfert 
où V,  est la même constante que celle qui apparaît en (4.5) et 
Le spectre totd s'obtient en sommant les carrés des contributions de chaque source 
filiforme selon 
Substituant (1.12) et évaluant de façon numérique on obtient finalement 
S ,,,, ( k .  H )  = im (k) ( k )  < [ k ' ~  + 0.6498(k[]  
Outre ce bruit d'aimantation additif, le bruit global capté par une tête de lecture comporte 
également une composante additive thermique due aux fluctuations d'induction dans la 
tête et aux bruits dans la chaine d'amplification. On modélise l'ensemble des bruits 
thermiques (ou électroniques) par une composante stationnaire additive neieclr (x) 
indépendante des autres têtes et des données. Sa densité spectrale de puissance s'écrit 
Combinant (4.1 1) (4.15) et (4.16), nous obtenons l'expression suivante pour la densité 
spectrale du bruit global n (x) capté par tête 
En définissant Hi' i = 1 . . . M comme la largeur de la tme tête de lecture, on peut 
finalement écrire 
Comme cette expression dépend de la largeur de tête Hi, ce spectre pourra être différent 
d'une tête de lecture à l'autre si leur largeur differe. Notons que le bruit de magnétisation 
tel que calculé en (4.14) s'évalue en intégrant sur une largeur de médium infinie. Comme 
notre système comporte plusieurs têtes de lecture en parallèle, ceci laisse sous-entendre 
que le bruit d'origine magnétique sen corrélé d'une tête à l'autre puisque provenant de 
sources communes de bruit granulaire, surtout au bord des têtes. Pour fins de 
simplifications nous avons négligé cette corrélation dans tous les calculs ultérieurs. 
4.2.1 Paramètres de bruit et rapport signal sur bruit équivalent 
Conformément aux discussions précédentes, le bruit de lecture est caractérisé par une 
composante électronique i l e ,  une composante magnétique Il,,, et une constante Vo qui 
dépend de la tête de lecture selon la relation (4.18). Cette description du bruit n'est 
malheureusement pas usuelle et nous lui substituerons plutôt une description au moyen de 
deux panmètres additionnels: po et Po. Le paramètre p, est défini comme le rapport 
signal sur bruit à la sortie d'un système de référence à tête de lecture unique (que nous 
définirons ultérieurement) tandis que Po mesure le rapport entre la puissance du bruit 
électronique et la puissance totale du bruit de ce même système. 
Considérons en premier lieu un système à tête de lectures multiples pour lequel nous 
définissons le rapport signal sur bruit pj comme le rapport entre la puissance moyenne du 
signal et la puissance moyenne du bruit mesurée à la sortie de la tête j, j = 1 ... M. Son 
expression, pour une largeur de bande de fréquence Wk, est donnée comme 
où in (k) est donnée par (4. la), m, ( x )  correspond au signal de sortie y. (r) mesuré avant 
i J 
le bruit (voir la figure 4.4) et où l'espérance est prise sur l'ensemble des symboles d'entrée 
do. Le paramètre pi sera défini pour sa part comme la contribution relative du bruit 
électronique à la valeur de pj. Ainsi, l'expression de 4 correspond au rapport entre la 
puissance du bruit électronique et la puissance totale du bruit utilisée lors de l'évaluation 
de (4.19) (le dénominateur de cette expression). On a alors 
Définissons à prisent un système d'enregistrement de référence utilisant une tête de 
lecture unique de largeur fi. Dans ce cas, nous avons M = 1 et les variables pi et P j  ne 
sont plus définies que pour j = i . Posons 
Les variables po et Bo correspondent donc respectivement au rapport signal sur bruit et à 
la contribution relative du bruit électronique pour un système de référence n'utilisant 
qu'une seule tête de lecture. À partir de (4.19) et (4.20), nous désirons à présent isoler les 
valeurs de ile et rim lorsque po et Bo sont fixées. Pour ce faire, évaiuons premièrement 
l'équation (4.19) dans le cas d'un système à tête de lecture unique. Les détails relatifs à 
cette évaluation sont fournis à l'annexe J qui donne la valeur de po comme 
Afin d'éliminer le paramètre Vo des équations, nous définissons les variables auxiliaires 
suivantes 
P y k )  = Pji ( k )  /Vo 
En substituant ces dernières dans (4.22) on obtient 
L'ivaluation du paramètre fio en (4.20) lorsque j = 1 et M = 1 donne de son coté 
À partir des équations de po et Po en (4.25) et (4.26). on trouve que Il', et il, 
s'expriment finalement comme 
Pour fins de calculs numériques nous fixerons donc les valeurs de po et P, pour un 
système de réfërence à tête de lecture unique (nous définirons ultérieurement les autres 
paramètres) et exprimerons les valeurs correspondantes de iIq, et l lm suivant (4.27) et 
(4.28). Ces valeurs de n'e et Ilm pourront ensuite être utilisées pour effectuer tous les 
calculs numériques où les paramètres de bruit sont constants. En effet, nte et ïïm doivent 
être vues comme des constantes physiques qui ne dépendent d'aucun des paramètres dont 
nous étudierons l'influence. Notons aussi qu'en utilisant les variables auxiliaires en (4.24), 
In constante Vo se simplifie dans toutes les équations et n'intervient plus dans les calculs 
(voir (4.5) et (4.15)). 
4.3 Expression de la capacité du modèle du canal d'enregistrement magnétique 
Dans le cas général du canal multivarié gaussien, le mode de calcul de la capacité de 
Shannon a été explicité à la section 2.4. Pour obtenir l'équivalent dans le cas du modèle 
multivarié du canal d'enregistrement magnétique, il suffit de substituer 
f = 0/ (Zn) = v k /  (2n) dans (2.3 l), (2.32) et (2.33). En exprimant ensuite la capacité en 
bitdm (la capacité linéique s'obtient en divisant la capacité en bitsfs par la vitesse de 
défilement du suppon magnétique v ), on obtient 
-1/2- 2 où hi sont les N valeurs propres de la matrice IN (k )  P (k) 1 (P (k) est obtenue de 
(4.8) alors que fi ( k )  est une matrice diagonale ayant pour composante kii ( k )  le spectre 
de puissmce de la source de bruit rii (k) exprimée par (4.18)) et où h est un multiplicateur 
de Lagrange, S est la puissance moyenne totale des signaux d'entrée et Ri, i = 1 ... N 
représentes les intervalles d'intégration à 1' intérieur d'une bande de fréquence Wk définis 
P U  
Remarquons que pour notre application, la valeur exacte de la puissance moyenne totale 
des signaux d'entrée S importe peu puisqu'il sera possible de contrôler ce paramètre 
indirectement par l'intermédiaire de la puissance des sources de bruits, ce que nous ferons. 
En effet, si nous définissons 
les équations (4.29) et (4.30) deviennent 
où h' = SA. est un multiplicateur de Lagrange et h', ( k )  = S h i ( k )  sont les N valeurs 
-1/2- 2 
propres de la matrice IN' ( k )  P (k)l . On voit donc qu'il est possible de contrôler la 
valeur de S par l'intermédiaire de la nouvelle matrice de bruit i' ( k )  . Pour cette raison 
nous choisirons arbitrairement et aux fins de simplifications ultérieures la valeur S = N .  
Celle-ci peut alors s'interpréter comme la puissance moyenne totale associée aux 
symboles d'entrée lorsque ces derniers sont binaires (i.e. k1) et que la forme des 
impulsions Blémentaires correspond à un échelon. 
Notons que dans ces équations nous utilisons comme matrice de canai j > ( k )  (équation 
(4.8)), cette dernière étant le produit de la matrice G (k )  , représentant la lecture et du filtre 
de mise en forme Q (k )  , représentant l'écriture. Ce dernier n'est habituellement pas utilisé 
lors du calcul de la capacité mais nous l'avons inclus ici parce qu'il fait partie intégrante 
du canal d'enregistrement magnétique. Nous discutons ci-dessous des implications de ces 
contraintes sur l'interprétation qu'on peut faire de la capacité dans ce cas. 
Les expressions précédentes supposent que les signaux d'entrée possèdent une puissance 
moyenne totale S et une énergie finie lorsque mesurée sur un intervalle de temps TT i.e. 
où on suppose que T -t = lors de l'évaluation de la capacité. De tels signaux font partie de 
l'espace fonctionnel Hilbertien et sont notés L2 (0,Q ou plus simplement L, lorsque 
T + m .  Dans le cas particulier du canal d'enregistrement magnétique, les signaux d'entrée 
correspondent à la magnétisation des pistes et dans ce cas, les contraintes sur le processus 
d'écriture (les champs de démagnétisation, la saturation du milieu, etc.) font en sorte qu'il 
forment plutôt une sous-classe des fonction L, - . Par surcroît, l'équation (4.18) exprimant 
le spectre du bruit dans le cas de la signalisation binaire fait ressortir que ce dernier est 
fonction de la forme de la signalisation (par le biais du paramètre ox). De fait. le calcul de 
la capacité présenté ci-haut ne tient pas compte de ces contraintes. On peut donc se 
demander à juste titre quelle est la signification de la capacité calculée à l'aide de (4.29)? 
La figure 4.5 jette un peu de lumière sur cette question. Lorsqu'on désire calculer la 
capacité d'un canal, on doit tout d'abord fixer les contraintes auxquelles le canai sera 
soumis. Plus elles sont serrées et plus la valeur de la capacité correspondante sera faible. 
La figure 4.5 illustre le comportement de la capacité en fonction des contraintes imposées 
au système. À la gauche (cas 1). la valeur la plus élevée correspond à un système dont 
l'espace admissible des signaux d'entrée est L, et leur puissance moyenne totale S. - 
Notons que dans le cas le plus général, le spectre du bruit associé à ce système pourra être 
fonction de la forme des signaux d'entrée1. La capacité calculée dans ces conditions 
représentera alors une borne sur la valeur correspondant au système d'enregistrement 
magnétique réel. Si maintenant on restreint la classe des signaux d'entrée aux seuls 
signaux qui puissent être admis par le support magnétique, la capacité diminuera, ce qui 
est représenté sur la figure par le cas 2. Ces signaux représenteront en effet seulement une 
sous-classe de l'espace L,, ce qui peut s'interpréter comme une contrainte 
C 
supplémentaire. Il est possible d'accroître encore plus les conditions de contrainte en 
forçant cette fois le signal d'entrée à ne prendre que la forme de la fonction de 
1. Dans ce cas, le calcul de la capacité consistera à optimiser la valeur de I'information mutuelle à 
l'aide des degrks de liberté disponibles sur la forme des signaux d'entree. Comme le bruit dépend 
de ces derniers, il sera donc variable lors de l'optimisation. D'un point de vue plus globai, la 
capacitii dans ce cas consiste à déterminer quelle paire "signal d'entrée + bruit correspondant" 
produira l'information mutuelle maximale. 
magnétisation donnée en (4.2). La capacité résultante sera alors encore plus faible, tel 
! a----------------------------- 
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Figure 4.5 Valeur de la capacité en fonction de différentes contraintes 
qu'indiqué par le cas 3 de la figure 4.5. Dans ce cas, le spectre du bruit est connu et fixe 
(voir (4.18)) et il est donc possible de calculer la capacité puisqu'il s'agit alors d'une 
optimisation dans l'espace de probabilité des signaux d'entrée. La complexité de ce calcul 
est toutefois exponentiellement complexe avec N et on ne peut 1' envisager que pour de 
faibles valeurs de cette variable; il fait effectivement intervenir des intégrales à N 
dimensions sur des régions complexes de l'espace des signaux. la frontière de ces régions 
étant variable lors de I'optimisation. Le dernier cas. numéroté 4 sur la figure, correspond 
au caicul de la capacité utilisant (4.29) et pour lequel le spectre du bruit est donné par 
(4.18). Ce cas peut s'interpréter comme une relaxation des contraintes imposées au cas 3 
puisque le spectre du bruit ainsi que le filtre (k )  correspondant à l'écriture sont 
préservés tandis que les signaux d'entrées ne sont plus contraints à suivre la forme donnée 
en (4.2). Les signaux font plutôt partie de la classe plus large des signaux de l'espace 
hilbertien L2. Le cas 4 représente donc une borne supérieure au cas 3. Une seconde 
interprétation à donner au cas 4 est de le percevoir comme une borne inférieure au cas 1 
puisque par rapport à ce dernier, une contrainte supplémentaire sur le spectre du bruit a été 
introduite et le filtre Q (k) a été ajouté. 
Remarquons finalement que les expressions (4.29)' (4.30) et (4.3 1) donnant la capacité du 
canai d'enregistrement magnétique ne tiennent aucunement compte de la saturation du 
milieu magnétique (si ce n'est qu'indirectement et incomplètement par l'intermédiaire du 
filtre Q (k )  ). De fait, ces équations supposent plutôt un canal linéaire, ce qui n'est 
évidemment pas le cas d'un canai fonctionnant à la saturation. C'est pourquoi la capacité 
calculée en (3.29) reste une approximation surtout valide lorsque le système 
d'enregistrement opère dans une région approchant le mode linéaire (Le. en mode non- 
saturé). 
4.4 Détermination des bornes d'égalisation 
Les bornes de performance dérivées à la section 2.5 dans le cadre de l'analyse de 
I'tgalisation et du filtrage adapté supposaient l'utilisation de la modulation d'amplitude en 
quadrature. Dans le cas du canal d'enregistrement magnétique. la signalisation s'effectue 
plutôt par l'intermédiaire d'une modulation binaire simple. Il est heureusement 
relativement facile d'adapter les résultats de la section 2.5 au cas présent puisque la 
signalisation binaire est en fait une modulation d'amplitude à 2 niveaux, sans signal en 
quadrature. 
Examinons tout d'abord I'impact de cette contrainte sur la bome de Saltzberg développée 
à. la section 2.5.1 et qui suppose la présence d'une composante d'entrée en quadrature. 
L'équation (2.45) à la base de l'évaluation de cette bome donne la probabilitk d'erreur par 
symbole comme 
où P LE,] et P sont respectivement les probabilités d'erreur sur les lettres a. et P,. 
J 
des symboles complexes d'entrée aj = aj+jpj. Si on élimine Ia composante en 
quadrature Pi, la probabilité d'erreur de (2.45) et (4.36) est simplement réduite de moitié. 
Il s'ensuit que la valeur de la bome de Saltzberg correspondant à une signalisation binaire 
est la moitié de celle correspondant à une signalisation avec signal en quadrature. 
L'équation (2.69) devient alors 
Il reste à déterminer l'expression de I'EQMM dans cette équation. L'annexe B donne les 
détails relatifs à l'évaluation de I'EQMM dans le cas général. Comme aucune supposition 
quant à la présence ou l'absence d'une composante en quadrature n'y est utilisée, les 
équations (2.64) et (2.65) donnant L'EQMM respectivement pour I'égaliseur linéaire et le 
filue adapté s'appliquent également ici. Évidemment, dans le cas de signaux binaires la 
2 
variance des symboles d'entrée de (2.17) est aa = 1 . 
Comme dans le cas de la capacité, nous devons substituer f = a/ (Zn) = v k /  (3) et 
exprimer ensuite le taux de transmission en bitslm (en divisant le taux de transmission en 
bits/s par la vitesse de défilement du support magnétique v ) .  On obtient finalement les 
expressions suivantes exprimant la borne supérieure sur le taux de transmission1 
où L est calculée à partir de l'équation 
selon la méthode élaborée à la section 2.5.2 et où I'EQMM est donnée pour 
linéaire et le filtre adapté par 
I'égaliseur 
1. Pour une signaikation sans signal en quadrature, le taux de transmission est R = log2 (L) /TI. Le 
fait d'utiliser plutôt (4.38) ne fait que multiplier cette valeur par 2 et n'affecte en rien le compor- 
tement du taux de transmission, sa valeur exacte n'ktant pas de prime importance dans ce travail. 
et P (k)  est donnée par (4.8) tandis que k(k) est une matrice diagonale ayant pour 
cornFosante Nii (k) le spectre de puissance de la source de bruit ni ( k )  dont I'expression 
se trouve en (4.18) 
AS Résultats numériques et discussion 
Nous présentons dans cette section un certain nombre de résultats numériques en fonction 
des différents paramètres du système d'enregistrement magnétique. Ces r6sultats ont été 
obtenus à l'aide de l'équation (4.29) donnant une borne sur la valeur de la capacité 
linéique en bitdm et de L'équation (4.38) donnant une borne supérieure sur le taux de 
transmission en bitdm de I'égaliseur linéaire et du filtre adapté. La majorité des résultats 
7 
seront cependant exprimés sous la forme de taux surfaciques en bits/rn2 (ou biis/crn-) qui 
s'obtiennent en divisant les taux en bitdm par la largeur totale occupée par l'ensemble des 
pistes. 
Conformément à la discussion de la section 4.2.1, nous devons au préalable déterminer la 
valeur des constantes physiques de bruit il,' et nm qui seront utilisées dans la suite, ce 
qui fait l'objet de la section suivante. 
4.5.1 Détermination des constantes de bruit 
En se reportant au développement de la section 4.2.1, l'évaluation des constantes 
physiques de bruits Il,' et i l m  passe par l'utilisation d'un système de référence à tête de 
lecture unique dont on fixe un certain nombre de paramètres en plus de fixer la valeur du 
rapport signal sur bruit po et de la contribution relative du bruit électronique Po 
correspondante. La valeur des param&es définissant le système de référence que nous 
utiliserons se base en partie sur le prototype de système d'enregistrement sur bande 
magnétique à haute densité et en partie sur le système utilisé par Cioffi et al. (1991). Le 
tableau suivant donne un résumé de la valeur de ces paramètres pour notre système de 
référence 
1 tête, 1 piste ( N =  l , M  = I )  
p, = 60 dB 
p, = 50 % 
a, = 50 prn 
Tx = 50 prn 
v = 3.1 cm/s 
dH = dw = 0.2mm 
H = W = O . h ~ m  
Wk = 2 .  ( 2 ~ t / T  ) radrn 
X 
€ = O  
La plupart d'entre eux ont été définis dans les sections précédentes à l'exception de E que 
nous définissons ici comme le facteur de désalignement entre les têtes et les pistes. Le 
paramètre E se caicule dans le cas général d'un système multivarié comme le rapport entre 
la distance latérale d ,  séparant le centre de la première tête (la tête d'indice i = 1 lorsque 
i = 1 . . .M)  du centre de la piste correspondante et le pas de répétition spatial des pistes 
d ,  (voir la figure 4.3), i.e. 
La valeur E = O représente un alignement parfait tandis que e = 1 indique que les tStes 
de lectures sont décalées latéralement d'une distance égale à la largeur de séparation des 
pistes dw . Chacune se retrouve alors à surplomber Ia piste qui lui était adjacente (pour un 
système où le pas de répétition spatial des pistes est constant). 
En évaluant (4.27) et (4.28) à l'aide de ces valeun, on obtient de façon numérique 
nef = 2.54647e- 15 W/(rad/m) et l7, = 7.65 19 1 e-22 W/(rad/m). À moins d'indications 
contraires, les résultats numériques des sections suivantes supposeront l'utilisation de ces 
valeurs. 
4.5.2 Présentation des valeurs des paramètres généraux de simulation 
Afin d'éviter les répétition, nous indiquons dans cette section la valeur de certains 
paramètres de base qui, à moins d'indications contraires, seront constants dans la plupart 
des scénarios de simulation que nous présenterons. 
Le système d'enregistrement magnétique à l'étude comportera le même nombre de pistes 
et de têtes (i.e. M = N )  de largeur uniforme et identique (i.e. H = W). Le pas de 
répétition spatial des pistes et des têtes sera égal à la largeur des pistes ( d H  = d, = W ,  ce 
qui sous-entend l'absence de bande de garde) et le facteur de désalignement sera nul (i.e. 
E = O ). Les autres paramètres du système seront comme il suit: 
p, = 60 dB 
+ ïï; = 2.54647e-15, nm = 7.65191e-22 
p, = 50 % 
amr = 50 pm 
T, = 50 prn 
v = 3.1 c d s  
W, = 1 ( 2 n / T x )  radlm 
BER = Se-7 
(4.45) 
où BER est le taux maximum d'erreur sur le bits utilisé dans I'évaluation des bornes 
d'égalisation. La valeur de W, représente la largeur de bande de frequence utile puisqu'il 
a été vérifié qu'une 
résultats (lorsque la 
valeur supérieure de Wk n'affecte pas de façon significative les 
longueur de la zone de transition des symboles binaires a, est 
constante, ce paramètre affectant éventuellement h largeur de bande utile W,). Notons 
qu'à la dernière sous-section traitant des résultats numériques nous étudions de façon plus 
précise l'influence que peut avoir l'utilisation de différefites configurations géométriques 
des têtes et des pistes. 
4.5.3 Influence de In distance de séparation entre les pistes 
La figure 4.6 illustre de quelle façon la capacité et les bornes d'égalisation varient en 
1 M = N = I O  p, = 60 dB v = 3.1 cm/s 
H = W = variable Po = 50 % BER = Se-7 
dH = dw = v"ab1e a, = 50 pm Wk = ( 2 x / T J  
& = O  T, = 50 pm 
Figure 4.6 Capacité et bornes d'égalisation en fonction de la distance inter-piste 
fonction du pas de répétition spatial des pistes d, = d ,  pour différentes vdeurs de la 
largeur des pistes (le système est muni de N = M = 10 pistes). Ce que nous désirons 
mettre en évidence à l'aide de ces figure est l'existence d'un pas de répétition spatial 
minimum en deçà duquel les phénomènes d'interférences entre pistes adjacentes se font 
ressentir. Lorsque les pistes sont suffisamment éloignées les unes des autres, i.e. la valeur 
de dw est élevée, les têtes de lecture ne sont sensibles qu'au signal provenant de la piste 
sous-jacente puisque les pistes adjacentes sont trop éloignées pour que leur effet soit 
perceptible. Chacun des sous-système formé d'une piste et de la tête correspondante est 
alors indépendant des autres de sorte que la valeur des taux de transmissions des 
égaliseurs et de la capacité en bitslm est constante et indépendante de d,. Notons par 
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contre que les mêmes taux d'égalisation et de capacité exprimés en bits/cmœ verront leur 
videur diminuer en fonction de d, puisque la largeur totale occupée par les pistes est 
proportionnelle à cette variable. 
Lorsqu'on diminue la valeur du pas de répétition spatial des pistes, ce qui correspond au 
rapprochement des pistes, il vient un point en deçà duquel la valeur des taux de 
transmissions n'est plus constante: la valeur de la capacité augmente alors que les taux de 
transmissions de I'égaliseur linéaire et du filtre adapté diminuent. Ce phénomène 
s'explique par l'augmentation des interférences induites dans les têtes de lecture par la 
magnétisation des pistes adjacentes lorsqu'on augmente leur proximité. On constate que la 
valeur de d, correspondant il ce point minimum dépend de la largeur des pistes W. Pour 
des pistes relativement larges W >  10-*rn, les taux sont très peu affectés par les 
interférences puisque même pour des pistes très rapprochées (dw = W), ils restent 
constants. Dans ce cas, le signal des pistes adjacentes n'est pas suffisant pour affecter le 
signal total reçu par les têtes, ce dernier étant d'autant plus fort que la piste est large. Cette 
figure suggère également que l'interférence entre les pistes a un effet bénéfique sur la 
valeur de la capacité (effet de redondance intrinsèque) alors qu'elle à plutôt un effet 
négatif sur les bornes d'égalisation de I'égaliseur linéaire et du filtre adapté, probablement 
à cause des l'interférences supplémentaires que ces derniers sont incapables de traiter 
convenablement. On constate finalement que I'égaliseur linéaire semble plus affecté par 
ce phénomène que le filtre adapté. 
4.5.4 Inlluence du nombre total de pistes et de têtes 
Si on augmente de façon considérable le nombre de pistes et de têtes de lecture du système 
d'enregistrement magnétique, on pourrait s'attendre à ce que la valeur de la capacité et des 
bomes d'égalisation associée à une tête particulière tende vers une valeur asymptotique, 
les effets de bord devenant de plus en plus négligeable (Le. les taux associés aux pistes et 
aux têtes se situant aux extrémités du système). C'est ce que confirme les résultats de la 
figure 4.7 où nous présentons les taux de transmissions en fonction du nombre de pistes, 
pour différentes largeur de pistes. On y observe que pour des pistes Iuge (i.e. W > 10-~rn), 
la valeur asymptotique des taux est atteinte pour un nombre restreint de pistes alors que 
dans le cas de pistes plus étroites (e.g. W =  IO-^^), 40 pistes semblent à peine suffire. 
Dans la suite nous utiliserons généralement des systèmes munis de 10 pistes, ce qui 
représente une limite acceptable en regard de la précision et du temps de calcul numérique 
et nous place le plus souvent dans la zone asymptotique pour W 2 10-~m. 
4.5.5 Influence de la largeur des pistes et des têtes 
La figure 4.8 illustre l'évolution de la valeur de la capacité en fonction de la largeur des 
pistes, pour un nombre variable de pistes. On y constate que la capacité (par unité de 
surface) est identique pour tous les systèmes lorsque la largeur des pistes est élevée (Le. 
W > 10%). Les interférences induites dans une tête de lecture par les pistes adjacentes 
M = N = variable po = 60 dB v = 3.1 cmls - - - - h W - -  w = 104m 
H = W = variable Po = 50 % BER = Se-7 -----------.-A----.-.. W = IO-Sm 
d ,  = d ,  = W aX = 50 pm Wk = (2ic/l,) W = tOdm 
/ € = O  5 = 5 0 p m  I - - -  W = 1 0 - ~ m  
Figure 4.7 Capacité et bomes d'égalisation en fonction du nombre de pistes et 
de têtes 
deviennent dans ce cris négligeables par rapport au signal induit par la piste sous-jacente, 
la zone d'influence des pistes adjacentes se limitant à une mince région se situant autour 
du bord des pistes. 11 s'ensuit que la valeur de la capacité exprimée en bits par unité de 
surface est constante. i.e. un système muni d'une tête et une piste résultant en une capacité 
30 fois plus faible qu'un système muni de 40 têtes et 40 pistes mais occupant également 
une surface 40 fois moindre. 
Lorsque la largeur des pistes est par contre plus faible, la valeur de la capacité pour les 
systèmes munis d'un nombre peu élevé de pistes décroît rapidement alors qu'au contraire 
elle s'accroit pour ceux munis d'un plus grand nombre de pistes. Les interférences 
supplémentaires causées par le rapprochement des pistesi peuvent alors s'interpréter 
comme une redondance (i.e. la magnétisation d'une même piste induit un signal dans 
plusieurs têtes de lecture) conduisant à une augmentation de la capacité du système. Cet 
Figure 4.8 Capacité par unité de surface en fonction de la largeur et du nombre 
de pistes 
1. Rappelons qu'en l'absence de bande de  garde, des pistes plus étroites sont également plus près 
les unes des autres. 
effet est surtout mis en évidence lorsque le nombre de pistes est élevé et que leur 
proximité est maximale puisque dans ces conditions, les interférences (et par voie de 
conséquence. la redondance implicite) sont les plus importantes. Cet effet bénéfique 
engendré par le rapprochement des pistes et la diminution de leur largeur est cependant 
tempéré par la diminution de l'amplitude du signal induit dans les têtes de lecture (la 
fonction de transfert (4.5) étant proportionnelle à la largeur des pistes). Comme de plus la 
composante électronique du bruit global demeure constante dans les mêmes conditionsL, 
on assiste à une diminution nette du rapport signal sur bruit, ce qui affecte de façon 
négative la valeur de la capacité. Il résulte de ces deux phénomènes antagonistes 
(augmentation de la redondance et diminution du rapport signal sur bruit), une largeur de 
piste optimale pour laquelle la valeur de la capacité exprimée en bits par unité de surface 
est maximale. La figure indique que pour un système muni de 40 pistes, ce maximum est 
atteint lorsque W = 3e-8 m .  De façon générale, il apparait que la valeur de W 
correspondant à ce maximum variera en fonction du nombre de têtes. 
La figure 4.9 montre qu'en traçant les mêmes courbes en fonction de la largeur totale 
occupée par l'ensemble des pistes N .  W plutôt qu'en fonction de W ,  l'abscisse 
correspondant à la valeur maximum de la capacité tend vers une valeur commune pour 
toutes les courbes lorsque le nombre de pistes N est élevé. Autrement dit, la valeur 
maximum de la capacité est atteinte pour une largeur de médium utilisé N .  W donnée, 
cette largeur étant de N .  W = lpm dans le cas présent. Ces résultats doivent cependant 
s'interpréter avec circonspection puisque dans cette région, les têtes de lecture sont de 
largeur extrêmement réduite et que les hypothèses formulées au début de ce chapitre ne 
tiennent peut-être plus. Nous avons en effet supposé une distance infiniment petite entre la 
tête de lecture et la piste ainsi qu'un médium magnétique d'épaisseur négligeable, ces 
deux conditions étant relatives à la largeur des têtes. II serait utile de refaire 
éventuellement ces calculs à l'aide d'un modèle plus complet (mais également plus 
1. Voir l'équation (4.18). Remarquons par contre que la composante magnétique du bruit diminue 
en fonction de la largeur des têtes. 
- 
- 
M = N = variable a ,  = 50 pni 
H = W = variable T, = 50 pm 
d ,  = d ,  = W v = 3.1 cm/s 
W, = ( 3 x / T , )  
p, = 60 dB 
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Figure 4.9 Capacité par unité de surface en foncrion de la largeur totale et du 
nombre de pistes 
difficile à évaluer) suggéré par Lindholm (1978) et tenant compte de la valeur exact de ces 
paramè ires. 
Les courbes correspondant aux bornes d'égalisation apparaissent sur les figures 4.10 et 
4.11 qui représentent respectivement les taux de transmissions en fonction de la largeur W 
et de la largeur totale NW occupée par les pistes. On y observe un phénomène semblable à 
celui observé dans le cas de la capacité, i.e. une légère augmentation des taux pour 
NW = 10-'rn lorsque le nombre de piste est élevé et que leur largeur est faible. Cet 
accroissement de valeur est cependant nettement insuffisant pour surpasser les taux de 
transmissions correspondant à des largeurs de pistes supérieures. On y observe de plus que 
les taux de transmissions correspondant à des systèmes munis d'un nombre restreint de 
pistes sont significativement plus élevés que ceux de systèmes munis d'un plus grand 
nombre de pistes. La redondance introduite par le rapprochement des pistes n'est donc pas 
exploitée par les égaiiseurs et semble même leur être nuisible. 
rM = N = var. 
H = W = var. 
d ,  = d ,  = W 
€ = O  
p, = 60 dB 
p, = 50 % 
ax = 50 pm 
W k  = ( 2 x / T x )  
T, = 50 pm 
v = 3.1 cm/s 
BER = Se-7 
(ml 
gure 4.10 Bornes d'égalisation en fonction de la largeur et du nombre de pistes 
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Figure 4.11 Bornes d'égalisation en fonction de la largeur totale occupée par les 
pistes et de leur nombre 
4.5.6 Influence de la valeur du rapport signal sur bruit po 
La figure 4.12 illustre de quelle façon la valeur de la capacité et des bomes d'égalisation 
varie en fonction du rapport signal sur bruit po du système de référence1. Comme il est 
possible de le constater, le logarithme des taux est une fonction pratiquement linéaire de 
po lorsque ce dernier est exprimé en dB et que sa valeur n'rsr pas trop élevée. Comme les 
courbes sont pratiquement toutes parallèle entre elles dans cette région, on pourrait 
s'attendre à ce que la forme des courbes des figures 4.8 et 4.10 soit préservée lorsqu'on 
fait varier po tout en restant dans une plage de valeurs relativement faibles. C'est ce que 
confirme la figure 4.13 où nous reproduisons les courbes des figures 4.8 et 4.10 pour 
N = 10 mais où le paramètre po est cette fois variable (pour les figures 4.8 et 4.10, nous 
avions po = 60dB). Notons qu'en raison de la grande dispersion des valeurs de la 
capacité, les courbes du graphique de gauche sur la figure 4.13 correspondent à la capacité 
normalisée par la valeur du rapport signal sur bruit po . 
M = N = I O  po = variable v = 3.1 cm/s 
H = W = variable Bo = 50 46 BER = Se-7 
d ,  = d ,  = W 
i 
a, = 50 pm W, = ( 2 i r / ~ J /  
€ = O T, = 50pm l 
Figure 4.12 Capacité et bomes d'égalisation en fonction du rapport signal sur bruit 
de référence 
1. Pour une valeur donnée de po , on calcule ne et ri, pour le système de réfkrence de (4.43) et 
les valeurs obtenues sont utilisées pour évaluer les perforn~ances du systkme considéré. 
Fait interessant à noter, lorsque le rapport signai sur bruit po est faible, la valeur de la 
capacité est maximum pour des valeurs élevées de \V alors que c'est l'inverse quand po 
est élevée (Le. la capacité est maximum pour de faibles valeurs de W).  
4.5.7 Influence du facteur de désalignernent entre les têtes et les pistes 
Jusqu'à présent, nous avons supposé que  le facteur de désalignernent entre les têtes et les 
pistes E était nul, ce qui se traduit par un alignement parfait des têtes et des pistes. Dans un 
système réel cependant l'alignement des têtes est rarement parfait et ceci est d'autant plus 
problématique que les pistes sont étroites. La figure 4.14 illustre la variation de la valeur 
de la capacité et des bornes d'égalisation en fonction du facteur de désdignement E (un 
désalignement de 100% indiquant que les têtes de lectures sont décalées latéralement 
d'une distance égale au pas de répétition spatial des pistes d ,  de sorte que chacune se 
retrouve alors à surplomber la piste qui lui était adjacente). 
Pour des pistes dont la largeur est W = IO%, la figure indique que la valeur de la 
capacité subit une baisse de l'ordre de 50% par rapport à un alignement parfait (i.e. 
M = N = 1 0  po =  able v = 3.1 c d s  1 
H = W = variable Bo = JO % BER = 5e-7 
dH = dw = W a x = 5 0 p m  W k = ( 2 ~ / T , )  
l e = 0  T, = 50 pm 1 
Figure 4.13 Capacité normalisée et bornes d'égalisation en fonction de la largeur 
des pistes et des têtes et du rapport signal sur bruit de référence 
E = O )  lorsque le désaiignement est d'environ E = 50%, chacune des têtes 
étant alors située à mi-chemin entre deux pistes. Les taux de l'égaliseur linéaire 
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de lecture 
et du filtre 
adapté subissent égaiement une baisse pour E = 50% mais on remarque que ces derniers 
semblent moins sensibles à de faibles pertes d'dignement comparativement à la capacité. 
La pente des courbes au voisinage de la valeur E = O est en effet presque nulle dans le cas 
Figure 4.14 Capacité et bornes d'égalisation en fonction du facteur de 
désalignement e 
M = N = I O  p, = 60 dB v = 3.1 cm/s 
H = W = variable Po = 50 % BER = 5e-7 
i d,, = d ,  = W ax = 50 pm Wk = (2n/T,) E = vririablc T c  = 50pm 
des égaliseurs dors que celle correspondant aux courbes de la capacité est relativement 
élevée dans les mêmes conditions. 
- - - - - - - -  W = lO%l 
..---.-.---..--.....--. W = iO'sm 
W = IO-6m 
- - -  W = 10-7m 
Il est intéressant de constater que lorsque la largeur des pistes et des têtes devient 
extrêmement faible (i.e. W = ~ r ~ r n ) ,  le désalignement n'a pratiquement plus d'effet sur 
la capacité et les bornes d'égalisation. Le signal total reçu par une tête de lecture est dans 
ce cas non-seulement composé du signal induit par la piste sous-jacente mais provient 
égaiement des pistes adjacentes qui fournissent un signal d'amplitude non-négligeable. 
Ainsi, lonqu'il y a désalignement et que Ia tête se retrouve entre deux pistes, le signal total 
reçu par une tête ne change pas de façon significative puisque cette dernière est toujours 
dans la zone d'influence des pistes. 
4.5.8 Influence de la fraction de bruit impartie au bruit électronique 
Jusqu'à maintenant, nous supposions que les sources de bruit du système de référence 
étaient composées à parts égales de bruit d'origine électronique et magnétique, i.e. 
Po = 50% I .  La figure 4.15 démontre que l'effet de ce paramètre est appréciable sur la 
valeur de la capacité et des bornes d'égalisation (dans ce dernier cas, on notera que les 
courbes sont tracées à l'échelle logarithmique). On y constate que lorsque le bruit est 
uniquement d'origine magnétique, i.e. Po = 0%. la capacité des systèmes munis de pistes 
de faible largeur est plus élevée que celle de ceux dont les pistes sont plus larges alors que 
l'inverse est vrai pour un bruit d'origine uniquement électronique, i.e.Po = 100%. Du 
cotd de I'égaliseur linéaire et du filtre adapté, on consrate une tendance similaire puisque 
les taux correspondant aux pistes étroites diminuent en fonction de Po alors que l'inverse 
Figure 4.15 Capacité et bornes d'égalisation en fonction du pourcentage de bruit 
électronique Po du système de référence, pp6OdB 
1 h l =  N =  IO p, = 60 dB v = 3.1 cm/s 
1. Rappelons que ce paramètre représente la contribution de puissance relative du bruit d'origine 
électronique à Ia puissance totale du bruit pour le système de réfdrence. 
- - - - - - - +  W = 104m 
H = W = variable Po = variable BER = 5e-7 A---A---. .------.--.--. W = IO-'rn 
d ,  = d ,  = w a X = s o p m  w k =  (2n/?)I w = IO-6m 
J & = O  T, = 50 pm I - - - W = 10-'rn 
se produit pour des pistes de largeur plus élevée. La figure 4.16 reproduit les mêmes 
courbes que celles de la figure 4.15 mais pour un rapport signal sur bruit po = 4OdB 
plutôt que po = 60dB. On y constate que les tendances relevées sur la figure 4.15 y sont 
présentes et même accentuées pour de grandes valeurs de Po. 
4.5.9 Influence de la configuration géométrique des têtes et des pistes 
Les résultats numériques présentés aux sections précédentes considèrent l'utilisation d'un 
système d'enregistrement magnétique où les têtes de lecture et les pistes sont en nombre 
égal et de même largeur. Évidemment, de telles configurations gçométriques ne 
représentent qu'un échantillonnage très restreint de toutes les possibilités disponibles. 
Nous nous attarderons donc dans cette section B évaluer de façon numérique les 
performances de systèmes d'enregistrement magnétique dont la configuration 
géométrique des têtes de lecture est différente. Par contraste, nous utiliserons à la section 
subséquente une approche analytique pour déterminer la configuration géométrique 
optimale des pistes dans un cas particulier. 
M = N =  IO p o = J O d B  v = 3 . 1 c d s  
H = W = variable $ = variable BER = 5e-7 
d ,  = d ,  = W a x = 5 0 p m  W k =  (2n/T,)  
E = O T, = 50 prn 
Figure 4.16 Capacité et bornes d'égalisation en fonction du pourcentage de bruit 
électronique Do du système de référence, po=40dB 
Alors que dans les sections précédentes toute l'information disponible (i.e. les signaux des 
M têtes de lecture) servait à l'évaluation de la capacité et des bornes d'égalisation, 
l'utilisation d'un nombre restreint de têtes pour la lecture d'une piste déterminée permet 
de réduire la complexité du détecteur/égaliseur en vue de sa mise en oeuvre éventuelle, un 
système complet de lecture utilisant plusieurs de ces systèmes simplifiés en parallèle. 
Nous présentons donc au tableau 1.1 les résultats numériques, par ordre croissant de 
capacité, correspondant à la lecture de la piste centrale suivant différentes configurations 
géométriques des têtes de lecture pour un système muni de 21 pistes de même largeur 
W = l p m  dont le pas de répétition spatial est dw = Ipm (il y a absence de bande de 
garde). Le rapport signal sur bruit du système de référence est po = 60 d B ,  la part de bruit 
Clectronique est Po = 50% et tous les autres paramètres sont identiques à ceux utilisés 
jusqu'à maintenant (voir (4.45)). 
Dans le cas de I'égdiseur linéaire et du filtre adapté, les valeurs présentées sont celles du 
taux R associé à la piste centrale (i.e. la 1 l'me piste du système muni de 21 pistes) tels 
qu'évaluées de façon numérique à l'aide de la valeur de I'EQMM donnée en (2.64) et 
(2.65) lorsque n = i 1 . On remarque qu'une augmentation du nombre de pistes au delà de 
21 n'affecte pas de façon significative les valeurs présentées puisque les pistes se situant 
aux extrémités ne contribuent pas de façon significative au signal induit dans les têtes de 
lecture se situant à proximité de la 1 ltme piste. Il s'ensuit que le taux de transmission total 
d'un système comportant un grand nombre de piste N, dont la lecture s'effectue par un - 
nombre équivalent de constellations indépendantes de têtes de lecture (les constellations 
étant identiques entre elles mais chacune étant centrée au-dessus d' une piste différente) se 
calcule approximativement comme N2R. 
Dans le cas de la capacité où nous n'avons pas accès sur une base individuelle à la valeur 
correspondant à la piste centrale, le tableau fournit plutôt la valeur de la capacité totale du 
système divisée par le nombre de pistes. i.e. la capacité moyenne par piste. Lorsque la 
distribution des têtes de lecture sur les pistes est cependant uniforme (les cas "n" à "t" du 
tableau) et que le nombre de pistes est élevé, la valeur de la capacité moyenne par piste 
Tableau 4.1 Capacité et bornes d'égalisation pour différentes configurations 
géométriques des têtes d'un système muni de 21 pistes 
~onfi~uration(' Taux par piste (bitslcrn) 
Largeur des teles 
- H=W/B - H = Wl4 
H = W E  
O H-WJl 
egaliseur linéaire( Filtre adapté 
r 
I I  1 I 
(1) Le positionnement longitudinal des tetes sur les 
pistes n'aifecte pas la capadth ou les taux de transmission 
tend vers celle de la capacité par piste, le grand nombre de pistes faisant en sorte 
d'éliminer Ies effets de bord. 
Un examen du tableau montre que dans le cas d'une tête de lecture unique centrée au- 
dessus de la piste centrale (i.e. les cas a), b) et c)), les bornes d'égalisation sont maximales 
lorsque la largeur de la tête correspond à environ 0.7 fois la largeur de la piste, une tête de 
largeur supérieure ou inférieure menant à des performances moindres. Dans ce cas, deux 
phénomènes antagonistes entrent en ligne de compte. L'équation (4.5) démontre dans un 
premier temps que l'amplitude du signal induit dans la tête de lecture par la piste sous- 
jacente est principalement tributaire de la largeur de contact directe Wd entre les deux. 
Comme la puissance du bruit blanc est constante dans tous les cas, la valeur du rapport 
signal sur bruit sera supérieure lorsque la tête de lecture sera la plus large possible. Notons 
à cet égard qu'il est inutile d'augmenter la largeur de la tête au delà de la largeur de la 
piste puisque Wd est maximum lorsque la tête et la piste sont de largeur identique. On 
remarque dans un deuxième temps qu'une augmentation de la largeur de la tête conduit à 
un accroissement de la puissance du bruit magnétique (voir (1.18)) et des interférences 
provenant des pistes adjacentes, ce qui tend à diminuer la valeur des bornes. La largeur 
optimale de la tête de lecture mentionnée précédemment représente donc le point 
d'équilibre entre ces deux phénomènes opposés. Pour ce qui est de la valeur de la capacité, 
le tableau indique simplement qu'elle augmente en fonction de la largeur de la tête, ce qui  
est mis en évidence par le cas O) où une seule tête de lecture surplombe l'ensemble des 
pistes. 
Le tableau démontre tgalement que l'ajout d'une tête supplémentaire de chaque coté de la 
tête centrale (i.e. les cas d), f), h) et i)), permet d'augmenter la valeur des bornes 
d'égalisation. Il semble donc que les interférences induites dans la tête centrale par les 
pistes adjacentes puissent être en partie éliminées grâce à l'information recueillie par les 
têtes adjacentes. Nos résultats montrent aussi que la valeur maximale des bornes 
d'égalisation est atteinte lorsque les têtes adjacentes sont centrées au-dessus des pistes et 
que leur largeur est de W/4 (i.e. le cas d)). Notons que le cas h) où les deux têtes de 
lecture périphériques sont directement adjacentes à la tête centraie (plutôt que centrées au- 
dessus des pistes) et de largeur W / 2  est celui étudié par Voois et Cioffi (1994). L'ajout de 
têtes supplémentaires de chaque coté des trois têtes existantes (i.e. les cas e), g) et n)) 
permet d'augmenter encore plus la valeur de la capacité et des bornes d'égalisation mais 
dans une moindre mesure. Notons que les résultats de nos simulations montrent qu'en 
général la largeur optimale (pour les bornes d'égalisation) des pistes adjacentes est une 
fonction complexe de leur nombre et de leur position par rapport aux pistes. On remarque 
cependant qu'elle tend vers la largeur des pistes lorsque le nombre de têtes adjacentes est 
élevé. 
Dans le cas des configuration présentées en j), k), 1) et q), nous avons dédoublé les 
constellations de têtes correspondant respectivement aux cas c), d), e) et n). Les signaux 
induits dans chacune des têtes sont ainsi échantillonnés à deux reprises et seules les source 
de bruit, supposées indépendantes d'une tête à l'autre, les différencient. Évidemment, le 
simple ajout de têtes supplémentaires ne peut entraîner la baisse des valeurs de la capacité 
et des bomes d'égalisation puisqu'il suffirait d'ignorer les signaux provenant des têtes 
supplémentaires pour atteindre les valeurs obtenues en leur absence. Les résultats 
indiquent cependant que le gain obtenu à l'aide de cet ajout est plus important dans le cas 
de la capacité que celui des bomes d'égalisation. Dans ce dernier cas, le gain semble 
également plus important pour des configurations munies d'un plus grand nombre de têtes 
de lecture adjacentes à la tête centrale. Le gain engendré par le dédoublement des 
constellations ne semble donc accessible aux égaliseurs que lorsque les interférences 
provenant des pistes adjacentes sont bien maîtrisées par la présence de têtes de lectures 
adjacentes. Les configurations m), p) et s) démontrent qu'une augmentation 
supplémentaire des taux est possible lorsque les constellations sont dédoublées à plusieurs 
reprises. Dans ce cas le gain supplémentaire est cependant moindre que précédemment. 
Notons que dans le cas p), les têtes de lecture appartenant à la constellation dédoublée sont 
de largeur différente de celle de la constellation originale. 
Nous présentons finalement en O) un système pour lequel une tête de lecture unique 
surplombe l'ensemble des pistes (i.e. la largeur de la tête de lecture est donnée par 
H = 21 W où W représente la largeur des pistes), les cas r) et t) étant respectivement 
munis de 2 et 2 1 de ces têtes de lecture. On constate que la valeur de la capacité augmente 
de façon importante par rapport au cas n) qui utilisait plutôt 21 têtes de lecture étroites 
pour couvrir l'ensemble des pistes. Évidemment, les interférences engendrées par la 
superposition des signaux induits dans la tête de lecture par les 21 pistes ne peuvent être 
traitées de façon convenable par I'égaliseur linéaire et le filtre adapté, ce qui se traduit par 
une chute dramatique de la valeur des taux pour ces derniers. On constate que l'ajout de 
constellations supplémentaires dans les cas r) et t) n'améliore guère la valeur des bornes 
d'égalisation mais contribue de façon remarquable i l'augmentation de la valeur de la 
capacité. 
Fait intéressant B remarquer pour ces systèmes (Le. des systèmes munis de têtes de lecture, 
unique ou multiple, de largeur H = NW où W représente la largeur des pistes), la valeur 
de la capacité ne dépend que de la largeur totale H occupée par les pistes. Ainsi, pour une 
largeur H donnée, la capacité d'un système muni de N i  pistes de largeur W l  sera la 
même que celle d'un système muni de N ,  - pistes de largeur LV, - lorsque l'égalité 
N I  WI = N2W2 = H est respectée. Nous nous attardons à la section suivante 21 prouver 
cette affirmation dans le cadre plus général de l'étude de la configuration géométrique 
optimale des pistes pour de tels systèmes. 
4.6 Analyse du cas de têtes de lecture surplombant l'ensemble des pistes 
Nous déterminons dans cette section la configuration géométrique des pistes menant à la 
valeur maximale de la capacité dans le cas particulier d'un système d'enregistrement 
magnétique muni d'une ou de plusieurs têtes de lecture surplombant l'ensemble des pistes 
(i.e. toutes les pistes se situent entièrement sous l'ensemble des têtes de lecture). Nous 
démontrons de plus que lorsque N pistes de largeur constante W occupent une largeur 
totale NW s H constante, la valeur de la capacité est indépendante de N et W. 
Pour le système considéré, les N pistes de largeur W1, 1 = 1 . . . N se retrouvent directement 
sous les M têtes de lecture de largeur H .  Le terme de couplage de proximité G, (k) dans 
(4.4) est dans ce cas nul pour toutes les composantes de la matrice de canal G ( k )  (voir 
(4.9))  qui peut alors s'écrire comme 
OU nous imposons la condition suivante sur la largeur totale occupée par les pistes 
Lors de l'évaluation de la capacité (voir (4.29)), le calcul 
nulle' de la matrice IN ( k )  -"'F ( k )  1 de dimensions 
P ( k )  = ~ ( k ) G ( k )  ) 
de l'unique valeur propre 
M x N donne (rappelons 
qu'on peut récrire à l'aide de (4.46) comme 
non 
que 
En substituant cette valeur dans les expressions (4.29) et (4.30) donnant la capacité, on 
obtient 
1 .  Comme toutes les lignes de G (k) sont identiques. le rang de cette matrice est unitaire et il n'y a 
alors qu'une seule valeur propre non-nulle. 
où. souvenons-nous, nous avions S = N .  Si on pose à présent 
h', (k) = (k) li) (k) 12k ?  =-  z Sn (k) 
on peut récrire (4.51) et (4.52) comme 
v z = -  1 1 , [- - ] d k  
2n k' Y, (k) 
Q l  
il est à présent possible d'interpréter cette paire d'équations comme l'expression 
permettant d'évaluer la capacité d'un système dont l'unique valeur propre htl (k) est 
indépendante de M ,  N ,  W1 et H ,  et où la contrainte de puissance moyenne totale est 
donnée par 2. La valeur maximale de la capacité que l'on cherche à déterminer sera 
évidemment atteinte lorsque la puissance moyenne totale Z sera maximale (Gallager, 
1968). On cherche donc 
N N 
Zmax = m a  [a = max W I S H  
(4.56) 
Les paramètres variables de cette équation étant M .  N ,  W, , 1 = 1 . . .N et H on peut écrire 
En effectuant la maximisation en premier lieu par rapport à la variable M ,  on peut récrire 
cette expression comme 
où Mm, est le nombre maximum de têtes de lecture disponibles. Notons que des 
contraintes physiques liées à la granulation du milieu magnétique font en sorte que la 
largeur des pistes ne peut tendre vers zéro. En pratique, le problème se réduit donc B 
trouver Z,, sous des conditions supplémentaires quant à la largeur minimale et 
maximale des pistes. La largeur maximale est déjlji bornée par W,, = H par 
l'intermédiaire de la condition (4.47), i.e. c:- , Wl < H . Si nous dt5finissons Wmin comme - 
la largeur minimale des pistes, (4.58) devient 
'ma = V ~ ' M ~ ,  max N C W; C wi s H , wmi, 5 W! .JI ,= ,  '1 ,=, 
Ii est possible d'effectuer la maximisation de cette équation en deux temps. Fixons en 
premier lieu la valeur de H et procédons à la maximisation en fonction des autres 
paramètres, Le. WI et N.  Le détail des calculs de cette maximisation est donné à l'annexe 
K et nous en reproduisons ci-après les principaux résultats. La valeur maximum de Z pour 
une valeur de H donnée est 
Cette valeur est atteinte lorsque le nombre de pistes ainsi que leur largeur respective sont 
donnés par 
Dans la réalité, la valeur de N ne peut être qu'entière et on choisira donc évidemment 
comme valeur pratique la partie entière conduisant à la valeur maximum de Z,, . En 
substituant (4.60) dans (4.55) on obtient 
Notons que lorsque Wmi, + O ,  la partie gauche de l'équation (qui correspond à la 
puissance moyenne totale lors du calcul de la capacité) tend vers l'infini et la valeur de la 
capacité est alors également infinie, ce cas correspondant à celui d'un système muni d'un 
nombre infini de pistes dont une est de largeur Z H / 3  et N-  1 sont de largeur 
infinitésimale. On constate également que la capacité tend vers l'infini lorsque le nombre 
de têtes Mm= + = , ce qui représente I'effet que produit l'échantillonnage multiple (la 
seule différence entre les signaux des têtes de lecture se réduisant à l'indépendance de leur 
source respective de bruit). 
Le tableau 4.2 confirme ces résultat alors qu'on y donne la valeur de la capacité et des 
bornes d'égalisation en fonction du nombre de pistes N d'un système dont les paramètres 
sont identiques à ceux utilisés au tableau 4.1 et dont l'unique tête de lecture est de largeur 
ff = IOe-5m, la largeur des pistes étant déterminée à l'aide de la seconde expression 
donnée en (4.61). On y constate que la valeur maximum de la capacité est atteinte lorsque 
N = 4 et WI = 7e-5m, ce qui correspond effectivement à ce qu'on calcule à l'aide de la 
première expression donnée en (4.6 1). 
Tableau 4.2 Capacité et bornes d'égalisation en fonction du nombre de pistes 
pour wmin= 10-Sm 
Si on pose plutôt Wmi, = 0.17e-Sm, (4.61) donne N = 20 et W, = 0.677e-Sm et la 
valeur correspondante de la capacité est C = 74 357 bitskm . Cet accroissement 
substantiel de la valeur optimale de la capacité lorsque Wmi, diminue et N augmente 
confirme la discussion précédente, à savoir: la valeur maximale de la capacité est atteinte 
pour un nombre de pistes N + - de largeur Wmi, + O. 
Rappelons que ces résultats supposent constante la largeur H de la tête de lecture. Afin de 
déterminer la valeur maximale de Z en fonction de cette variable, procédons à présent à la 
maximisation de l'équation (4.60) en fonction de H , i.e. 
La dérivée de cette expression par rapport à H est 
Comme nous avons H > Wmin > O ,  cette dérivée sera toujours strictement supérieure à zéro 
et il s'ensuit que Z,, est une fonction strictement croissante en fonction de ff . La valeur 
maximum de Z,, et de la capacité sera donc atteinte pour une valeur maximum Hm, de 
H .  
4.6.1 Le cas de pistes de même largeur 
Étudions à présent le cas où la largeur de toutes les pistes est la même, Le. 
W, = W = a H / N  où O < a  < 1 , la largeur totale occupée par les pistes étant de NW = aH 
(a représente donc la fraction de l'espace utilisé sous la tête de lecture). Sous ces 
conditions, I'équation (4.59) devient 
z m u  = v , ~ M , , , ( ~ H ) ~  
que l'on peut substituer dans (4.55) pour obtenir 
7 2 v 1 1 
V O - M , , ( a f f )  = - [---]dk 2 x  1' (k) 
R ,  
de sorte que la partie gauche de l'expression représente la puissance moyenne totale. Cette 
expression indique que la valeur de la capacité donnée en (4.51) est indépendante du 
nombre de pistes N mais dépend de la largeur totale aH qu'elles occupent. La valeur 
maximum de la capacité est atteinte pour a = 1 (i.e. pour des pistes de largeur H / N ) .  Le 
tableau 4.2 illustre ce résultat pour un système dont les paramètres sont identiques à ceux 
du tableau 4.2. On y constate que lorsque a = 1 , la valeur de la capacité est la même pour 
les systèmes munis de 1,4 ou 20 pistes à condition que la largeur totale occupée par ces 
dernières soit ajustée de telle façon que H = 1Oe-5rn. On y constate également que la 
valeur de la capacité diminue lorsque la fraction de l'espace utilisé sous la tête de lecture 
passe à a = 0.4, en accord avec (4.66), et reste constante pour différentes valeurs de N ,  
comme il se doit. 
Ce tableau démontre une fois de plus l'incapacité des égaliseur à traiter les interférences 
puisqu'on y constate une chute importante des taux lorsque le nombre de pistes hi est 
supérieur à 1. On peut se demander à juste titre si l'augmentation de la largeur de bande 
permettrait d'améliorer la performance des égaliseurs comme dans le cas du canal 
radiomobile. La largeur de bande est cependant dictée principalement par le type de 
signalisation utilisé et dans le cas présent, le spectre des impulsions élémentaires donné en 
(4.2) montre qu'un élargissement de la largeur de bande requiert un changement de la 
valeur du paramètre g. Nos résultats fiumériques montrent que ce paramètre n'affecte 
toutefois pas de façon substantielle la valeur des bornes d'égalisation. Contrairement au 
canal radiomobile, la largeur de bande du canal d'enregistrement magnétique est surtout 
limitée par les contraintes physiques imposées par le médium, ce qui n'est pas le cas du 
canal radiomobile dont la largeur de bande est pratiquement illimitée par rapport à la 
fréquence de la porteuse. 
Tableau 4.3 Capacité et bornes d'égaiisation en fonction du nombre de pistes 
et de a pour des pistes de largeur identique 
Cette discussion sur la configuration géométrique optimale des pistes dans le cas d'un 
système muni d'une seule tête de lecture laisse entrevoir que la recherche de la 
configuration optimale dans le cas général (i.e plusieurs têtes et pistes) est un problème 
ardu. Il peut s'énoncer comme suit. Étant donnée une largeur maximale de médium 
disponible et une condition sur les largeurs minimale et maximale des pistes et des têtes de 
lecture, quelle est la configuration géométrique menant à la valeur maximale de la 
capacité? Nous ne nous attarderons pas ici à résoudre ce problème général mais nous 
considérerons plutôt une approche intuitive simple faisant appel aux résultats précédents 
et qui s'avère malheureusement insuffisante. Cette approche consiste à choisir à partir de 
la figure 4.9 le nombre de têtes de lecture de largeur uniforme donnant la valeur maximde 
de la capacité lorsqu'on dispose d'une largeur donnée de médium. On choisit ensuite la 
configuration optimale des pistes sous chacune de ces têtes à l'aide de (4.61). Nous 
donnons ci-dessous un exemple des résultats qu'elle fournit en plus de démontrer que 
d'autres configurations mènent en fÿit à une valeur de capacité plus élevée. 
Si on se rapporte pour un instant à la figure 4.9, on constate qu'en fixant la largeur totale 
occupée par les pistes (e.g. N'N =  IO-^ rn ) et en cherchant le nombre N de têtes de lecture 
permettant d'atteindre la valeur maximale de la capacité, on obtient une valeur de N qui 
varie selon la valeur de N W  choisie. Par exemple. lorsque N W  = 10-~rn, la valeur 
maximale de la capacité est atteinte pour N = 40 (la largeur des pistes est alors 
-4 
(NW) /N = 2Se-7m). Lorsque NW = 10 m .  le maximum est cependant atteint pour 
N = 4 ( W  = 2Se-5m, notons que la courbe correspondant à N = 4 n'est pas montrée 
sur la figure, la courbe la plus près étant celle où N = 5 ). Ii est possible de mieux observer 
les variations en se reportant à la figure 4.17 où la valeur de la capacité est explicitée en 
fonction de la largeur des pistes pour différentes valeurs de la largeur totale NW occupée 
par ces dernières. 
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Figure 4.17 Capacité en fonction de la largeur des pistes pour différentes valeurs 
de la largeur totale occupée par les pistes 
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Si on reprend l'exemple précédent où NW = 10 m on constante que la valeur maximale 
de la capacité est atteinte lorsque W - 2.5e-Sm (N = NW/ W = 4 )  sur la courbe, ce qui 
confirme la valeur donnée précédemment. Notons que les courbes sont tracées uniquement 
pour des valeurs de N variant de 1 à 40 mais on peut anticiper qu'elles tendraient toutes à 
l'infini si elles étaient tracées pour des valeurs W -t O .  Dans ce cas la valeur maximale de 
1ü capaciiS pour NW donnée tend toujours vers l'infini. Ce résultat est en accord avec le 
précédent dans le cas d'un système d'enregistrement muni d'une tête de lecture unique. 
On se souviendra cependant que nous avions alors imposé des contraintes supplémentaires 
quant à la largeur minimum des pistes. En posant la même condition dans Le cas présent, la 
valeur maximum de la capacité dépendra dès lors de ia largeur minimum des pistes. Par 
4 
exemple, lorsque NW = 10 m ,  la valeur maximum de la capacité sans cette condition 
tend vers l'infini (en extrapolant la courbe pour \V + O petit) tandis qu'en ajoutant la 
condition Wmin = I o-jm , le maximum est atteint pour W = 2.k-5 m . 
Il peut être tentant d'utiliser le point optimum ainsi obtenu afin de déterminer le nombre 
de têtes d'un système utilisant une largeur donnée de médium et d'utiliser ensuite (4.61) 
individuellement pour chacune des têtes et trouver ainsi la configuration correspondante 
des pistes. Ce faisant, nous négligeons cependant les interférences produites entre pistes 
adjacentes. Le tableau 4.2 donne à la ligne N = 36, M = 4 la capacité d'un système 
construit de cette façon et pour lequel la largeur totale occupée par les pistes est 
-4 
W,, = 10 rn et leur largeur minimum est Wmin = 10%. Malheureusement, les autres 
lignes du tableau montrent que d'autres configurations approchent et même dépassent la 
valeur obtenue par cette approche intuitive, ce qui indique tout simplement que la 
configuration conduisant à la valeur maximale de la capacité doit être déterminée à l'aide 
d'une approche plus systématique. On remarque qu'elle permet neanmoins des gains 
appréciables par rapport à la configuration N = 4 ,  M = 4 où les pistes et les têtes sont 
régulièrement espacées et de largeur uniforme. 
Tableau 4.4 Capacité et bornes d'égalisation lorsque la largeur totale des pistes 
est wtOp lo4m pour différentes configurations géométriques des 
têtes et des pistes, w,~,=Lo% 
Commentaire 
j 
La pIus simple configuration, une piste et une tête de 
largeur W,, 
Configuration optimale de la figure 4.17 pour des têtes 
et pistes de la même largeur et espacées r6gulièrement 
Configuration optimale donnée par (4.6 1 )  pour L tête 
de largeur W,,, 
Nombre de têtes choisi à l'aide de la figure 4.17 et pis- 
tes optimisées pour chacune 3 l'aide de (4.6 1) 
2 têtes d'kgale largeur Wt,,/2 et pistes optimisées 
pour chacune à l'aide de (4.61) 
L'objectif du travail rapporté dans cette thèse était d'évaluer l'impact de la diversité 
spatiûle et temporelle ainsi que celui des contraintes fréquentieiles sur les taux de 
transmissions admissibles dans un contexte pragmatique d'égalisation linéaire et idéale 
basée sur la bome du filtre adaptée pour le canal multivariable gaussien coloré et de 
comparer les résultats obtenus à ceux de la capacité de Shannon. Pour atteindre cet 
objectif, nous avons présenté l'expression d'une bome supérieure sur le taux d'erreur dans 
le cas d'un égaliseur linéaire à combinaison optimale dont le critère d'optimisation est la 
minimisation de l'erreur quadratique moyenne entre l'entrée et la sortie d'un système 
utilisant la modulation d'amplitude en quadrature. Une dépendance explicite entre cette 
bome et les paramètres du système ainsi que son comportement en regard des bornes dites 
optimales du filtre adapté (matched filter) et de la capacité (au sens de la Théorie de 
l'information) de Shannon est alors obtenue. 
Ces résultats, dérivés dans le cadre général du canal gaussien coloré, ont ensuite été 
spécialisés à deux types distincts de systèmes de communications. Dans un premier temps, 
nous avons étudié le modèle du canal ndiomobile numérique caractérisé par des 
évanouissements sélectifs en fréquence reliant N mobiles à un récepteur muni de ikf 
antennes déployées en diversité d'espace. Comme ce canal est variable dans le temps, une 
approche quasi-statique a permis l'utilisation de simulations numériques afin d'émuler les 
réalisations du canal et d'évduer le taux de coupure correspondant. Dans un deuxième 
temps, nous avons spécialisé nos résultats généraux au cas du canal d'enregistrement 
magnétique rnulti-têtes multi-pistes et étudié l'influence des divers paramètres physiques 
et géométriques du système sur les taux d'égalisation et la capacité. Nous présentons 
maintenant un résumé des principaux résultats obtenus dans cette thèse. 
5.1 Contributions de ta thèse 
Les sections qui suivent présentent les principales contributions de cette thèse à 
l'avancement de nos connaissances selon les trois axes qui la composent. L'importance de 
ces contributions relève principalement de l'hypothèse voulant que les canaux de transport 
et de stockage des données numériques se révèlent êfre une ressource limitée dont 
l'utilisation efficace est primordiale pour le développement de systèmes à haute 
performance. Nous pensons que cette étude théorique qui concerne l'impact des 
techniques de diversité sur les performances ultimes que ces canaux sont en mesure de 
supporter contribue efficacement à cet important objectif technique. 
5.1.1 Le cas général du canal multivariable gaussien coloré 
Nous avons présenté une extension de la borne de Saltzberg (1968) au cas multivarié 
général et montré comment elle pouvait être utilisée pour extrapoler des résultats 
préliminaires dus à Foschini et Salz (1983). Nos résultats permettent de relier 
explicitement le taux de transmission maximum que supporte un canal multivariable 
gaussien coloré au taux d'erreur maximum imposé au système p u  l'intermédiaire de 
l'erreur quadratique moyenne minimum (EQMM) dans le contexte de l'égalisation 
linéaire et du filtrage adapté. L'évaluation de ces bornes supérieures et de la capacité, au 
sens de la théorie de l'information de Shannon, permet de mieux cerner les effets de 
contraintes diverses sur les performances de I'égalisation et de la capacité de systèmes qui 
peuvent être modélisés à l'aide de ce type de canal. 
5.1.2 Le cas du canal radiomobile 
Nous avons en premier spécialisé ces résultats généraux au cas du canai radiomobile 
numérique affecté par des évanouissements sélectifs en fréquence reliant N mobiles à un 
récepteur muni de M antennes déployées en diversité d'espace. Plusieurs résultats 
numériques ont été présentés (dans le texte principal et à l'annexe I) pour 3 types de 
modélisation statistique du canal variable dans le temps et pour 3 formes de profil 
multivoies. Ces simulations. auxquelles se sont ajouté quelques analyses mathématiques, 
ont permis de confirmer dans le cas général du canal multivariable soumis à des 
évanouissements sélectifs en fréquence les résultats suivants: 
La valeur de la capacité et celle des bornes d'égalisation semblent peu affectées par la 
forme du profil multivoies utilisé pour modéliser le canal, l'étalement efficace du retard se 
révélant être le facteur le plus important. 
-L'étude d'un cas particulier montre que lorsque le taux moyen d'arrivée des raies est le 
même pour les modèles à arrivées discrètes et par salves, les taux de coupure de la 
capacité, de l'égaliseur linéaire et du filtre adapté sont relativement semblables pour les 
deux modèles. 
r Lorsqu'on fait varier le nombre d'antennes et de mobiles, nos résultats numériques 
montrent que le taux de coupure de la capacité moyenne par mobile augmente selon le 
nombre d'antennes réceptrices M .  Ceci est également vérifié par la borne du filtre adapté 
lorsque la valeur efficace du retard T~~~ est grande. Lorsque .rrms est faible, le taux de 
coupure de ce filtre augmente plutôt en fonction de la différence entre le nombre 
d'antennes et de mobiles M - N. Ce comportement pour de faibles valeurs efficaces du 
retard se rencontre egalement pour I'égaliseur linéaire mais cette fois pour toutes les 
valeurs efficaces du retard. Dans ce contexte, on peut interpréter une augmentation de la 
valeur efficace du retard comme contribuant à l'amélioration des performances du filtre 
adapté qui passe d'un comportement en fonction de M - N iî un comportement en fonction 
de M. Cette augmentation de T ~ , , , ~  n'aide toutefois pas la cause de l'égaliseur linéaire. 
L'élargissement de la bande de fréquence influence cependant les performances de ce 
dernier, ce qui fait l'objet du point suivant. 
011 ressort de l'ensemble des résultats numériques que l'égalisation seule ne réussit pas à 
exploiter le plein potentiel du gain de codage disponible (telle que la valeur de la capacit6 
le démontre) sur un canal caractérisé par des évanouissements de type sélectif en 
fréquence, ce qui est particulièrement marqué pour l'égalisation linéaire qui voit ses 
performances réduites significativement lorsque les interférences augmentent. Le point 
suivant montre cependant qu'il est possible de compenser partiellement cette baisse par un 
élargissement de la largeur de bande. 
Lès résultats numiriques tendent 2 confirmer l'extension des risultats de Peiersen et 
Falconer (1994) au cas des canaux radiomobiles numériques à évanouissements sélectif en 
fréquence. Ces résultats suggèrent que toute augmentation de la largeur de bande à 
l'émission Cgale au taux de transmission des symboles permet dans le cas de l'égalisation 
linéaire de supprimer les interférences d'un mobile cocanal supplémentaire lorsque le 
nombre d'antennes réceptrices est inférieur au nombre de mobiles. On note cependant que 
dans le cas de la borne du filtre adapté, cet élargissement de la largeur de bande n'est pas 
nécessaire puisque par hypothèse, le filtre adapté réussit à éliminer totalement 
l'interférence entre symboles. 
m L'analyse du cas particulier d'un canal muni de deux raies et une antennes réceptrice 
(diversité temporelle) comparativement à un canal muni d'une raie et deux antennes 
(diversité d'espace) a demontré que la différence du point de vue de la capacité pouvait 
s'expliquer mathématiquement par la présence ou l'absence d'un additionneur à la sortie 
du canal opérant avec deux raies. Ce resultat montre clairement que toute mesure 
statistique de la capacité du canal utilisant la divenitk temporelle sera inférieure à la 
mesure correspondante du canal utilisant la diversité spatiale. 
L'analyse mathématique d'un canal muni de deux raies (diversité temporelle) a permis 
de démontrer que la capacité devient indépendante des dephasaga û impartis aux raies et 
du retard relatif 7 entre elles lorsque r + m. Ceci montre que la capacité tend vers une 
valeur asymptotique lorsque la séparation entre les raies devient suffisante (Le. lorsque la 
valeur efficace du retard est grande). L'extension de ce résultat au cas général du canal à N 
raies est anticipée mais reste à démontrer. 
5.1.3 Le cas du canal d'enregistrement magnétique 
Nous avons ensuite étendu les résultats généraux du canal gaussien rnultivarié au cas du 
canal d'enregistrement magnétique multi-entréeslmulti-sorties magnéto-inductif. Dans le 
cas de la capacité, nous démontrons que cette dernière représente une bome supérieure sur 
la capacité vraie du système utilisant la représentation binaire. 
Nos résultats suggèrent que les interférences supplémentaires engendrées par le 
rapprochement des pistes et des têtes de lecture peut s'interpréter comme une redondance 
implicite (Le. le signal d'une même piste est requ par plusieurs têtes de lecture) qui fait en 
sorte d'augmenter la capacité globale du système. ce qui est particulièrement marqué 
lorsque le nombre de pistes est grand et que ces dernières sont suffisamment près les unes 
des autres pour qu'une tête de lecture puisse en recevoir les signaux. Les bornes sur les 
taux de transmission de l'égaliseur linéaire et du filtre adapté dans des conditions 
similaires suggèrent que ces derniers sont incapables de tirer avantage de cette diversité 
intrinsèque qui leur est plutôt nuisible. 
L'étude de différentes configurations géométriques des têtes et des pistes a montré que 
dans les cas étudiés, une augmentation substantielle de la valeur de la capacité est possible 
lonqu'une tête de largeur suffisante pour couvrir un grand nombre de pistes est utilisée. 
Ceci nous a conduit à étudier analytiquement la configuration géométrique optimale des 
pistes en fonction d'une tête de lecture de largeur H donnée. Nous en présentons 
maintenant les principaux résultats: 
Pour un système d'enregistrement magnétique muni d'un nombre quelconque de pistes 
de largeur minimum Wmin surplombées de M têtes de lecture identiques et dont la largeur 
individuelle H est telle qu'elle suffit à couvrir l'ensemble des pistes, notre bome sur la 
capacité du canal d'enregistrement magnétique atteindra son maximum lorsque le nombre 
de pistes N et leur largeur respective W1, 1 = 1 . . . N sont donnés par 
Sous ces conditions, toute augmentation du nombre de tOtes da lecture M ou de leur 
largeur H aura pour effet d'augmenter la valeur de la capacité. 
*En imposant la condition supplémentaire suivante 23 cas précédant 
WI=aH/N, O < a S l  
(i.e. les pistes sont toutes de la mSme largeur), la borne sur la capacité devient 
indépendante du nombre de pistes N et ne dépend plus que de la largeur totale aH 
qu'elles occupent. Dans ce cas, la capacité sera maximale pour a = 1 (i.e. pour des pistes 
de largeur H/N). 
Mentionnons aussi que les taux d'égalisation correspondant à l'égaliseur linéaire et au 
filtre adapté chutent de façon dramatique lorsque le nombre de pistes sous une tête de 
lecture est supérieur à un. Ceci traduit l'incapacité des égaliseurs à éliminer les 
interférences produites par la réception sur une seule tête des signaux en provenance de 
plusieurs pistes. La borne sur la capacité montre cependant qu'un gain de codage 
imponant est disponible pour une telle configuration. 
5.2 Extensions et nouveiies voies de recherche 
Dans le cas du canai d'enregistrement magnétique, nous avons déterminé analytiquement 
la configuration géométrique des pistes et des têtes de lecture menant à la valeur 
maximum de la capacité dans le cas particulier de têtes de lecture surplombant 
individuellement l'ensemble des pistes. L'extension de ce résultat au cas général (Le. 
plusieurs têtes de lecture adjacentes) permettrait d'évaluer dans quelle mesure la capacité 
de la configuration optimale se démarque des configurations simples présentées dans cette 
thèse. Évidemment, le problème le plus général se résume à déterminer la configuration 
géométrique optimale des pistes et des têtes lorsque la largeur disponible du médium est 
fixée. 
Notre borne sur la capacité a permis l'étude de nombreux résultats numériques et 
analytiques dans le cas du système d'enregistrement magnétique multivarié. Il serait 
intéressant de les comparer B ceux de la capacité du médium indépendamment de la façon 
dont l'écriture et la lecture s'effectue (Voois et Cioffi, 1997). D'autre part, il pourrait 
s'avérer également intéressant de développer une expression plus précise de la capacité du 
système multivarié à l'aide de conditions supplémentaires quant à la saturation du milieu, 
au spectre du bruit magnétique et à des conditions supplémentaires sur les taux de 
variation maximum des signaux sur le médium magnétique (Shamai, Ozarow et Wyner, 
199 1 ; Heegard et Ozarow, 1992; Bar-David et Shamai, 1989). 
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ANNEXE A 
ÉVALUATION NUMÉRIQUE DE LA CAPACITÉ 
Cette annexe présente une méthode permettant l'évduation numérique de la capacité 
donnée aux équations (2.3 l), (2.32) et (2.33). Pour ce faire, déterminons en premier lieu la 
valeur minimum des valeurs propres dans i'intervalie de fréquence considéré W- 
L 
Ami, = min[ min [ k , ( z ) ] ]  n = l . . . N  
n Z E W .  
A cette valeur propre correspond le niveau minimum d'eau (voir la section 2.4) pour 
lequel tous les réservoir sont submergés et donc pour lequel les intervalles d'intégration 
sont 
Si la quantité d'eau est à ce moment inférieure à S .  la quantité totale désirée, on doit 
augmenter ie niveau l / l .  Comme tous les réservoir sont submergés, les intervalles 
d'intégration restent constants et sont donnés par Zn = W-. On trouve dans ce cas la - 





Dans le cas contraire, on doit diminuer le niveau d'eau 1 / h  et ajuster en conséquence les 
intervalles d'intégration. h peut alors s'6valuer comme la limite de la séquence {hi} 
définie comme (Conan, Despins et Loundu. 1997) 
avec comme videur initiale 
Aux fins du calcul numérique, la procédure itérative peut être interrompue lorsque pour 
une valeur arbitraire u (cg. IO-'), on a 
ANNEXE B 
ÉVALUATION DÉTAILLÉE DE L'EQM MINIMALE 
Cette annexe présente le détail des calculs de l'évaluation de l'erreur quadratique 
moyenne (EQM) entre l'entrée et la sortie du système de communications de la figure 2.3 
et sa minimisation à l'aide des coefficients de l'égaiiseur pour obtenir l'erreur quadratique 
moyenne minimum (EQMM) pour I'égaliseur linéaire. Le cas du filtre adapté ainsi que le 
calcul de la matrice de I'égaliseur sont aussi considérés. 
Afin de simplifier les calculs par l'utilisation d'un modèle faisant intervenir des sources de 
bruit blanc, nous calculerons en premier lieu I'EQMM de l'équivalent mathématique (du 
point de vue de la relation entrée-sortie) du système de communication donni à la figure 
2.4 et transformerons ensuite les résultats obtenus afin de les ramener au modèle de la 
figure 2.3. en accord avec la discussion de la section 2.3. 
B.l Le cas de I'égaliseur linéaire 
L'objectif est de minimiser I'EQM pour chacun des N signaux en provenance des entrées 
en ajustant les coefficients du filtre de réception W ' ( t )  de la figure 2.4. Comme il s'agit 
d'un filtre matriciel N x M , chacune des lignes { Wtnx ( I )  , x = 1 . . . M }  peut s'interpréter 
comme un filtre dédié à une des N entrées. Si on veut minimiser 1'EQM totale la sortie 
(la somme des hr EQM individuelles), il y aura N degrés de liberté (les N filtres) et donc, 
ceci revient à minimiser I'EQM individuellement pour chacune des entrées et à en faire 
ensuite la somme, Le. 
N N 
min( EQM,) = min (EQMJ 
W 
n =  1 n = i  
En conséquence nous pouvons limiter notre approche au cas global (minimiser la somme) 
et lorsque nous aurons besoin d'isoler 1'EQM correspondant à une seule des entrées, il 
suffira d'isoler le terme correspondant dans la solution finale, tel que nous le verrons 
ultérieurement. Procédant à l'analyse et sans perte de généralité puisqu'il y a stationnarité, 
l'échantillon à la sortie de I'égaliseur au temps t = O est (voir la figure 2.4) 
et le bruit à la sortie de I'égaliseur est 
L'erreur quadratique moyenne entre s'O' et do) est 
E Q M  = E [ETC] = tr [E [ ~ d ]  J 
En évaluant de façon explicite I'EQM, on obtient 
EQM = tr ] + E [ ~ ~ + ~ [ Y ~ I ~  
EQM = tr 1 
où nous wons utilisé l'indépendance des variables aléatoires de moyenne nulle a et v . En 
utilisant (B.3), (B.4), (2.15) ainsi que l'identité v (t)  = W' ( t )  8 w (r) , on peut écrire 
EQM = tr 1 (B. 10) 
où nous avons supposé que la densité spectrale bilatérale des sources de bruit blanc w (r) 
est unitaire (voir la section 2.2). En écrivant maintenant LI') au long à l'aide de (B.3) on 
obtient 
EQM = u[ot 5 W'(-5) H' (5 - 17') dr 1 H't (T - 17') W'? (-5) d.r 
I 
00 ce m 
2 3 9 2 + IW' (-T) 1 d7 + oii - ai W' (-r) H' (T) d~ ] - ua 1 H' (r) ~ ' t  (-T) dr ] 
4 -Q) -00 (B. 1 1) 
Comme on le voit, I'EQM est une fonction quadratique en WB (t) et il est bien connu que 
dans ce cas la minimisation de L'EQM par rapport à W' (z) possède une solution unique. 
Pour évaluer I'EQM minimale, nous pouvons utiliser le calcul des variations. Remplaçons 
en premier lieu W' (T) par une matrice dont les composantes sont données par 
où W,, (7) sont les composantes de la matrice WB (7) optimum, tinm sont des réels et 
fnm (T) sont des fonctions quelconques. La condition de minimisation devient 
(B. 13) 
où [O]  nm est une matrice N x M ayant la valeur zéro en position nm . 11 faut maintenant 
calculer la dérivée par rapport à tinm et la poser égale à zéro. 
(B. 14) 
I c i ,  ( s )  est une matrice contenant f,, (-T) en position n. m et zéro partout ailleurs. 
En évaluant ensuite explicitement la trace et en dérivant par rapport à s  , on obtient 
(B. 15) 
Cette équation doit être vérifiée pour toute fonction fnm (T) . Comme nous travaillons avec 
des fonctions complexes, elle doit être vérifiée pour la partie imaginaire et la partie réelle. 
Le. Re( ...) = O et Im( ...) = O .  Ilvient 
2 2 
2 a a ~ e  [z [H' (r - 17J dot],,] + ? ~ e ( @ , , *  (-7)) - 2o$e ( H t m n  (r) ) = O 
I 
2 H' (r - ln u'"'],, @,,,* (-il ) -?oaIm (H',, (r) ) = O 
ou plus simplement 
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(B. 17) 
et sous forme matricielle 
3 
o & d b ~ ' f  (T - 1T) + w (-r) - aiH'f (7) = O (B. 18) 
1 
En post-multipliant cette équation par îVt (-T) et en intégrant par rapport ii T, on obtient 
-00 -Cr0 
qui substitué dans (B. 1 1) donne 
EQM = rr 
En utilisant (B.3), on obtient finalement 
Remarquons que tel que discuté précédemment, la minimisation de I'EQM totale mène au 
même résultat que la somme des EQM minimisées individuellement. L'EQM associée à 
un canal particulier peut être trouvée en isolant les éléments de la trace (la diagonale, voir 
l'équation (B.5)). L'EQM associée au mobile n est par conséquent 
ll faut maintenant calculer la matrice do). Pour ce faire, post-multiplions l'équation 
(B. 1 8) par H' ( r - kT) et intégrons par rapport à T 
02 u(')H'' (r - ln H' (r - kn d r  + w (-r) H' (r - k7) dr-a: H'? (r) H' ( r  - k7') dr = O (B.23) 
en posant 
et en utilisant (B.3) on obtient 
Cette équation peut être résolue en U en utilisant La transformée de Fourier périodique. 
Posons 
En appliquant ces transformées à (B.25), on obtient 
d'où 
On trouve do) en intégrant Ü (a) sur un cycle 
(B.28) 
(B. 29) 
où on note que les composantes de la diagonale de do' sont réelles puisque R (a) est 
une matrice hermitienne (Papoulis, 1991). Ceci nous sera utile à la section 2.5. En 
substituant cette expression dans (B.21). on obtient finalement l'expression compacte de 
I'EQMM en fonction des paramètres du système 
2 T 
EQMM = c 0 3 ~  - 1 tr[l+o:k ( o ) ] - ' d o  
Comme nous avons utilisé la transformée périodique de Fourier, k (o) est le spectre 
repli6 de la matrice du canal k' (a) 
Comme précédemment, I'EQMM associée à un canal particulier peut être trouvée en 
isolant les éléments de la trace. L'EQMM associée au mobile n est par conséquent 
2 T E Q M M ~  = a - J [[i +a;i ( C O ) ] - ' ]  do 
ah nn 
Rappelons que cette expression de I'EQMM correspond au système de communication de 
la figure 2.4 où les sources de bruit sont blanches. Pour trouver I'EQMM associée au 
système de la figure 2.3, où les sources de bruit sont colorées, il suffit de substituer (2.10) 
dans (B .32), ce qui donne 
B.2 Le cas de la borne du filtre adapté 
Pour calculer 1'EQMM de la borne du filtre adapté, il suffit de supposer que I'égaliseur 
peut éliminer complètement l'interférence entre symboles. Ceci revient à poser 
da = O, i O dans l'équation (B.25). On obtient 
Dans ce cas, on peut isoler do) directement 
En substituant cette expression dans (B.2 l), on obtient l'expression de I'EQMM 
(0 )  - i  EQMM = o:tr[l+ G;R ] 
on peut trouver R'O)  en utilisant la transformée discrète inverse de Fourier (voir (8.26)) 
d'où on a 
Comme précédemment, I'EQMM associée à un mobile particulier peut être trouvée en 
isolant les éléments de la trace. L'EQMM associée au mobile n est par conséquent 
où R (0) est donné par (B.32) pour le système de la figure 2.4 et par (B.34) pour celui de 
la figure 2.3. 
B.3 Calcul de la matrice de l9égaliseur 
Pour calculer la matrice w (w) de I'égaliseur linéaire, retournons à l'équation (B.18) 
Cette équation, rappelons-le, est la condition faisant en sorte que I'EQM entre I'entrée et 
la sortie du système de communications sera minimum (critère d'optimisation). En isolant 
w (-T) et en posant t = -r , on obtient 
En passant au domaine fréquentiel par la transformée de Fourier, on a 
En utilisant (B.27) et (B.29), on obtient finalement 
où R (O) est donnée par (8.32). Cette équation est valide pour l'égaliseur linéaire. Dans 
le cas du filtre adapté, il faut éliminer l'interférence entre symboles en posant 
En utilisant ceci dans (B.43), on obtient 
( 0) w(o) = G:[I-U ]H'+(-o)  
On peut simplifier cette équation pour des fins de simulation en utilisant (B.30) 
et où R (m) est donnée par (B.32). 
ANNEXE C 
DÉTERMINATION DU NOMBRE DE NTVEAU?L L 
Cette annexe présente une méthode permettant l'évaluation numérique de la valeur de L 
de l'équation (2.73) lorsque le taux d'erreur sur les bits BER est fixé. Isolons en premier 
lieu la variable L dms l'exposant de (2.73) et écrivons l'expression obtenue sous la forme 
récurrente suivante: 
En remplaçant K par sa valeur donnée par (2.7 l) ,  on obtient 
où I'EQMM est donnée respectivement par les équations (2.64) et (2.65) pour !'égaliseur 
linéaire et la borne du filtre adapté. Notons que puisque Kn est une constante, on doit 
3 
maintenir les valeurs de EQMM et o, constantes lors des itérations successives (même si 
elles sont fonction de L).  Pour que cette équation converge, on doit utiliser une vaieur 
initiale Lo suffisamment Clevée. Dans nos simulations, nous avons fixé Lo = 100 de sone 
que la convergence est obtenue en environ 4 à 6 itérations pour une précision relative de 
Notons que cette méthode ne convergera pas si 
Dans ce cas, une méthode par bisection des intervalles (Vandergraft, L983) peut être 
utilisée mais le temps de convergence est plus long pour la même précision (environ 25 
itérations dans notre cas). Notons que ceci ne s'est produit que très rarement Ion de nos 
simulations (de l'ordre de quelques cas sur 10000). 
ANNEXE D 
DÉTERMINATION DU RAPPORT SNR POUR LE CANAL RADIOMOBILE 
Nous évaluons dans cette annexe le rapport signal sur bruit moyen mesuré au récepteur 
pour le système de communication radiomobile du chapitre III. En se rapportant à la figure 
7.3 décrivant le modèle général du système de communication, il apparait que la puissance 
conditionnelle moyenne reçue par l'antenne m pour une réalisation du cmal variable dans 
le temps est donnée par 
ce qui représente la moyenne temporelle de la puissance sur un 
correspondant à la durée de la réalisation. En supposant que 
intervalle de temps 2hT 
le nombre de symboles 
transmis est élevé par rapport à cet intervalle de temps (Le. T a  2 h T )  alors la moyenne 
temporelle peut être approximée par l'espérance prise sur l'ensemble des symboles 
d'entrée n i0  lorsqu'on fait tendre h à l'infini. On obtient alors 
En se faisant, nous supposons que les variations du canal sont relativement lentes par 
rapport au taux de transmission des symboles. En remplaçant m ( t )  par sa valeur donnée à 
l'équation (2.19) et en développant le produit vectoriel, on obtient 
2 2 En interchangeant l'espérance et les sommations et en utilisant (2.15), i.e. E [~n,l ] = O=, 
il vient 
Le canal étant variable dans le temps, nous allons maintenant calculer la puissance 
moyenne sur l'ensemble des réalisations, i.e. l'espérance de Pm par rapport aux variables 
aléatoires du canal. En écrivant explicitement l'expression de Hm, ( t  - 17') à partir de 
(2.20) et (3.3 1) et en calculant explicitement la convolution, on obtient 
Interchangeant espérance et sommations diverses, on obtient finalement 
qu'on peut récrire sous la forme 
Puisque h tend à l'infini, on peut appliquer le théorème de Parseval (l'énergie dans le 
domaine du temps est égale à l'énergie dans le domaine des fréquences) pour obtenir 
En évaluant l'espérance de cette équation par rapport au nombre de raies R et en utilisant 
la contrainte d'énergie unitaire (3.32), on obtient finalement la puissance moyenne qui est 
égale pour toutes les antennes: 
mit Pour des fins de simplification, nous imposons une contrainte d'énergie i 
filtre de mise en forme g (a) 
L'expression (D. 10) devient donc 
(D. 1 O) 
aire pour le 
(D. 12) 
Nous définissons maintenant le rapport signal sur bruit moyen pour l'ensemble des 
mobiles comme le rapport entre (D. 12) et la puissance du bruit dans la bande de fréquence 
de Nyquist W = 1 /T Hz (correspondant à 2 1 / (27') en bande de base) 
- N O ~ / T  Na, - P,,, - - - 
NoW No 
Le rapport signal sur bruit moyen par mobile s'obtient en divisant (D. 13) par le nombre de 
mobiles N,  c.-à-d. 
(D. 14) 
Notons que le rapport signal sur bruit défini de cette façon peut également s'interpréter 
comme le rapport E / N 0  où Es est l'énergie moyenne d'un symbole (l'énergie moyenne 
du signai sur un intervalle de temps T). 
ANNEXE E 
ÉVALUATION DES CONSTANTES DE NORMALISATION DE PUISSANCE 
Cette annexe présente les détails relatifs à l'évaluation de la constante de normalisation K 
de l'équation (3.35) pour les modèles à profil continu, à arrivées discrètes à intervalles 
déatoires et à arrivées par salves des sections 3.2.1, 3.2.2 et 3.2.3. L'organisation de cette 
annexe est comme il suit: Nous présentons à la section E. 1 un résumé donnant la valeur de 
K pour les trois types de modèles considérés dans le cas des formes de profil uniforme. 
exponentielle et gaussien. Les sections E.2 et E.3 présentent ensuite les preuves détaillées 
de l'évaluation de K dans le cas du modèle à arrivées discrètes à intervalles aléatoires et à 
arrivées par salves. le modèle à profil continu ne nécessitant pas de preuve distincte. 
E. 1 Résumé des résultats 
Avant de procider. nous devons remarquer que pour simuler les différents modèles à 
l'aide d'un nombre fini de raies, nous devrons tronquer la plupart des profils puisque ces 
derniers sont en général de durée infinie. Pour ce faire, nous définissons Dto, comme la 
valeur du délai au-delà duquel on ne tient plus compte des raies. Dans le cas du profil 
uniforme, Dl,, correspond à la fin du profil et la tronquation n'est donc pas nécessaire. 
E.1.1 Modèle à profil continu 
Le nombre de raies R qui constituent l'approximation doit être choisi de façon à avoir 
où r est le retard de base entre les raies. Le retard relatif de la raie r est donné par 
Le calcul de K pour les différents profils donnés aux équations (3.36) à (3.38) donne 
a) Profil uniforme 
b) Profil exponentiel 
C) Profil gaussien 
E.i.2 Modèle à arrivées discrètes à intervalles aléatoires 
Dans ce cas, l'aléa apparait dans l'amplitude des raies ainsi que dans l'instant d'arrivée 
que nous supposons modélisé par un processus de Poisson. 11 s'ensuit que les temps 
d'arrivée de chacune des raies sont des variables aléatoires ayant une distribution d'Erlang 
caractérisée par la densité de probabilité 
où h représente le taux d'arrivée moyen des raies. De façon équivalente, on peut exprimer 
sous forme récursive les temps d'arrivée des raies à l'aide de la relation 
où la variable aléatoire tir possède une distribution exponentielle caractérisée par la 
densité de probabilité 
Le calcul du coefficient K pour les différents profils donnés aux équations (3.36) à (3.38) 
conduit aux valeurs suivantes 
a) f rofil uniforme 
b) Profil exponentiel 
C)  Profil gaussien 
(E. 10) 
où la fonction Q (x) est définie par (2.76). 
E.1.3 Modèle à arrivées par salves 
Ce modèle est quelque peu compliqué par le fait que les raies sont générées à partir de 
deux processus d'arrivées de Poisson (i.e. celui des salves et celui des raies) et de deux 
constantes de temps des fonctions exponentielles caractérisant leur amplitude (voir la 
section 3.2). On doit donc cette fois calculer l'espérance par rapport au profil lui-même 
puisqu'il varie d'une réalisation à l'autre. De plus, on doit tenir compte du fait que la 
première salve et la première raie de chaque salve sont fixées respectivement à zéro et au 
début de chaque salve et ne sont donc pas placées aléatoirement. On obtient 
(E. 12) 
où Dl,,, et D2,,, sont respectivement les délais totaux pour les salves et les raies au-delà 
desquels on ne tient plus compte de ces dernières (relativement au début du profil et au 
début des salves). 
E.2 Preuve pour le modèle à arrivées discrètes à intervalles aléatoires 
La constante de normalisation K peut être évaluée à l'aide de l'équation (3.34) 
où vr est une variable aléatoire représentant l'amplitude de la raie r pour une réalisation 
du canal. Cette variable aléatoire est caractérisée par une distribution de Rayleigh dont la 
valeur quadratique moyenne correspond à l'amplitude du profil évaluée à la valeur du 
retard .rr correspondant (i.e. ~(7,) ). Le simple argument suivant permet d'obtenir 
l'expression recherchée pour la variable K .  
Lü puissance moyenne reçue dans un intervdle de temps [x, x +  dx]  est kgale à 
l'amplitude du profil p (x) mesurée à la valeur correspondante du délai multipliée par le 
nombre moyen de raies Adx dans cet intervalle. Ici h représente le taux d'arride moyen 
des raies. La puissance moyenne totale s'écrit dors comme 
(E. 14) 
où nous avons procédé à la tronquation du profil après un délai D,,, aux fins du calcul 
numérique. La variable K se calcul alors simplement comme 
(E. 15) 
Nous présentons dans ce qui suit une approche différente permettant de prouver ce résultat 
à partir de la distribution de probabilité de l'amplitude des raies. 
Sachant qu'une variable déatoire xi caractérisée par une distribution de probabilité de 
Rayleigh de valeur quadratique moyenne m, - peut être obtenue à l'aide de la 
transformation suivante (Papou1 is, 199 1 ) 
X .  i = p+Fi (E. 16) 
où u: est une variable aléatoire de distribution uniforme sur l'intervalle [O, 11, v r  peut être 
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définie comme 
Avec cette transformation, (E, 13) devient 
La variable aléatoire ur étant indépendante de .rr et distribuée identiquemeni 
on peut évaluer en premier lieu l'espérance par rapport à u r .  L'espérance 
(E. 17) 
pour tous r ,  
de -In ( i l , )  
lorsque u, est une variable aléatoire de distribution uniforme sur l'intervalle [O,I ] étant 
unitaire, cette équation devient 
(E. 19) 
où le nombre de raies R est une variable aléatoire représentant le nombre de raies dans 
l'intervalle [O,D,,,] où D,,, est le délai de tronquation du profil (i.e. les raies dont le retard 
est supérieur à Dm, sûnt ignorées). Notons que dans le cas général, le profil est de 
iongueur infinie et on doit procéder à sa tronquation lors de simulations numériques. Une 
façon équivalente d'effectuer cette tronquation est de faire tendre R à l'infini mais de 
multiplier l'amplitude des raies dont le retard est supérieur à LIro, par zéro. Pour ce faire, 
nous dt5finissons une variable auxiliaire 2 ( T ~ )  telle que 
En utilisant (E.20) il est possible de récrire (E. 19) comme 
où le nombre de raies est maintenant infini mais où celles se situant hors du délai de 
uonquation voient leur amplitude multipliée par r = O et sont par conséquent éliminées. 
On peut récrire cette équation comme 
il faut maintenant évaluer ['espérance à l'aide de la distribution des temps d'arrivées rr 
donnée par la distribution d'Erlang (lorsque l'arrivée des raies est modélisée par un 
processus de Poisson, les temps d'arrivée suivent une distribution d7Erlang (Papoulis, 
199 1)) donnée par 
où h représente le taux d'arrivée moyen des raies. On obtient alors 
(E. 24) 
La fonction z (x) étant unitaire pour O I x s illo, et nulle partout ailleurs, (E.24) devient 
En interchangeant l'ordre d'évaluation de la somme et de l'intégrale, il vient 
On reconnaît la somme I dans cette kquation comme étant l'expansion en série de la 
Ar fonction exponentielle e . Ceci nous permet d'écrire 
En isolant K ,  on trouve l'expression générale de K pour le modèle I ai-rivées discrètes à 
intervalles aléatoires de profil p (r) caractérisé par un taux d'arrivée moyen des raies 1 
On donne aux sections suivantes l'expression de K pour les trois profils que nous utilisons 
dans ce travail, i.e. les profils uniforme, exponentiel et gaussien. 
E.2.1 Le cas du profil uniforme 
L'évaluation de l'équation (E.28) dans le cas du profil uniforme de l'équation (3.36) donne 
E.2.2 Le cas du profil exponentiel 
L'évaluation de l'équation (E.28) dans le cas du profil exponentiel de l'équation (3.37) 
donne 
E.23 Le cas du profil gaussien 
L'évaluation de l'équation (E.28) dans le cas du profil gaussien de l'équation (3.38) donne 
où la fonction Q (x) est définie par (2.76). En utilisant la définition de la valeur efficace du 
retard donnée en (3.38), on obtient finaiement 
E.3 Preuve dans le cas du modèle à arrivées par salves 
Ce modèle est quelque peu compliqué du fait que les raies sont générées à partir de deux 
processus d'arrivées de Poisson (Le. celui des salves et celui des raies) et de deux 
constantes de temps des fonctions exponentielles caractérisant leur amplitude (voir la 
section 3.2.3 et la figure 3.12). On doit donc cette fois calculer l'espérance par rapport au 
profil lui-même puisqu'il varie d'une réalisation à l'autre. De plus, on doit tenir compte du 
fait que la première salve et la première raie de chaque salve sont fixées respectivement à 
zéro et au début de chaque salve et ne sont donc pas placées aiéatoirement comme dans le 
cas du modèle à arrivées discrètes à intervalles aléatoires. La constante de normalisation 
K peut tire évduke i l'aide de l'équation (3.34) 
où v r  est une variable aléatoire représentant I'arnplitude de la raie r pour une réalisation 
du canal. Nous présentons ci-dessous une preuve menant à l'expression de K selon un 
cheminement qui se veut le plus près possible de la réalité physique du modèle. Notons 
qu'un argument plus simple et similaire à celui présenté à la section E.2 permet d'obtenir 
le résultat final donné en (E.55). 
La somme pour toutes les raies r = O . . . R  - i dans (E.33) peut être subdivisée en 
effectuant premièrement la somme sur les raies pour une salve et ensuite la somme sur 
toutes les salves, i.e. 
où i = O.. . Q - 1 et j = O.. . Ri - I sont respectivement les indices des salves et des raies, 
Q étant le nombre de salves et Ri le nombre de raies dans la salve i .  Notons que dans le 
cas général, le profil est de longueur infinie et qu'il faut procéder à sa tronquation lors de 
simulations numériques. Pour cette raison, Q et Ri sont des variables aléatoires. En 
utilisant ceci dans (E.33), on obtient 
D'après la définition du modèle à arrivées par salves (voir la figure 3-12)? la valeur 
quadratique moyenne de l'amplitude d'une raie au temps 7 = Ti + ri, est donnée par 
où Ti est le temps d'arrivée de la sdve i et rij est le temps d'arrivée de la raie j pour cette 
salve (relativement au début de la salve). r et y sont les constantes de temps respectives 
des enveloppes des salves et des raies. En utilisant cette valeur dans (E. 16) pour rn, , on - 
obtient 
où ui, est une variable aléatoire distribuée uniformément 
condition (E.35) devient 
(E.37) 
dans l'intervalle [O, 11 . La 
La variable aléatoire uij étant indépendante de Ti et r . .  et distribuée identiquement pour 
II 
tous i et j ,  on peut évaluer en premier lieu l'espérance par rapport à uj,. Comme 
l'espérance de -In ( u i j )  est unitaire, on obtient 
où l'espérance doit être prise par rapport aux temps d'arrivées des salves Ti et des raies 
individuelles .ri, caractérisés respectivement par des taux moyens d'arrivées A et A. En 
isolant la première salve (Le. i = O ) et la première raie de toutes les salves (i.e. j = O), on 
peut récrire (E.39) comme 
Comme le temps d'arrivée de la première salve est fixé à To = O et que la première raie de 
chaque salve est fixée à to = O ,  cette équation peut être simplifiée comme 
En distribuant l'espérance sur les termes individuels, cette équation devient 
Calculons en premier lieu l'espérance suivante 
où I'espérance est prise par rapport au temps d'arrivée relatif des raies soi. On constate 
que cette équation correspond au cas du modèle à arrivées discrètes à intervalles aléatoires 
de profil exponentiel. En effet, le profil p ( T ~ ~ )  de l'équation (E.43) correspond au profil 
de forme exponentielle de l'équation (3.38) avec srmS = y. De plus, comme la raie fixée à 
Tao = O est absente (car j + O ) dans (E.43)), on obtient un processus d'arrivées de Poisson 
de taux moyen d'arrivée h ,  ce qui correspond exactement au cas du modèle à arrivées 
discrètes à intervalles aléatoires. Si on revient à ce modèle, nous avions à l'équation 
(E. I9) 
qu'on peut récrire comme 
En utilisant le résultat obtenu pour le profil exponentiel à l'équation (E.30), cette équation 
devient 
En remplaçant rrm, par 
oh D2,, est le délai de 
y ,  l'espérance (E.43) est donc 
tronquation des raies (Le. les raies dont le retard, relatif au début 
de la salve, est supérieur à D2,*, sont ignorées). En procédant de fason similaire pour la 
deuxième espérance dans (E.J2), on obtient 
où D i l o ,  est le delai de tronquation des salves (i.e. les salves dont le temps d'arrivée est 
supérieur à D 1 ,*, sont ignorées). Une illustration de l'effet des paramètres D l to,  et 02 ,0 ,  
est donnée à la figure E. 1. 
+ Enveloppe des s a h n  
P ( t )  
Enveloppe den raies dans tes salves 
. . -. . . .. -- -. .. -. --- . ._ - --.. 
. . a * * _  --.__ ----.__.__ * f 
Figure E. 1 Illustration de la tronquation dans le cas du modèle à arrivées par salves 
La troisième espérance dans (E.42) peut s'écrire 
Les variables aléatoires Ti et ri; étant indépendantes (puisque .ri, est le temps d'arrivée 
des raies par rapport au début des salves, elle peut être générée de façon indépendante du 
temps d'arrivée de ces dernières). on peut ecrire 
En utilisant (E.47) (['indice i dans ce 
qu'on peut récrire comme 
En utilisant (E.48)' on obtient 
cas est immatériel), cette équation devient 
Il faut maintenant substituer (E.47)' (E.48) et (E.53) dans (E.42), ce qui donne 
En isolant K ,  on obtient finalement 
ANNEXE F 
DÉTERMINATION D'UN INDICATEUR SUR LA PRÉCISION DES RÉSULTATS 
RELATIFS AU CANAL RADIOMOBILE 
Cette annexe présente une méthode permettant l'obtention d'un indicateur sur la précision 
des résultats numériques relatifs au canal radiomobile du chapitre III. L'utilisation d'un tel 
indicateur est indispensable car la précision des résultats numériques obtenus lors des 
simulations de type Monte-Carlo est a-prion inconnue. Dans le but d'obtenir des résultats 
fiables on aura tendance à effectuer un grand nombre de simulations, jusqu'à obtenir par 
exemple des valeurs qui semblent ne plus varier de façon perceptible. Cette méthode est 
loin d'être satisfaisante en ce qui a trait à la durée des simulations requises. Une autre 
méthode plus simple consiste à obtenir un nombre fixe de réalisations pour toutes les 
simulations. Dans ce cas, certains résultats seront d'une grande précision alors que 
d'autres pourront être peu précis. 
Afin de limiter les durées des simulations tout en garantissant une certaine précision sur 
les résultats, nous allons déterminer une borne sur la précision des résultats obtenus. Soit 
la distribution cumulative de probabilité FR ( r )  se rapportant soit sur le taux de 
transmission obtenu à l'aide de l'égaliseur linéaire ou de la borne du filtre adapté soit sur 
la capacité. La valeur du taux de coupure à 1% que nous cherchons à déterminer par 
simulation est définie comme 
Soit maintenant FR (r) un estimé de la distribution obtenu par simulation à l'aide de n 
réalisations. Selon (Papoulis, 199 1), la valeur FR ( r )  , pour r fixé, se situe dans l'intervalle 
avec un facteur de confiance 6 = 2u - 1 (i.e. la valeur trouvée sera dans cet intervalle 
avec probabilité 5 )  où u est le niveau de confiance, n le nombre de points de simulation 
sur lequel est basé FR (r) et Z, est définie par la relation 
Dans notre cas, nous désirons connaître non pas la précision sur FR ( r )  mais sur la valeur 
en abscisse r = Rosai qui correspond à FR (r)  = 0.01 . 11 suffit donc de fixer 
BR ( r )  = 0.01 , de calculer l'intervalle (F.2) et de projeter ce dernier sur l'axe r .  tel 
qu'illustré i la figure F. 1. La pente rn nécessaire à cette projection est inconnue mais on 
peut en obtenir une approximation en calculant la dérivée de FR ( r )  autour du point Ro.oi . 
Intervalle sur h ( r )  = 0.01 1 .L 
Intervalle sur î. = a,, r 
Figure F. I Projection de l'intervalle de confiance 
L'intervalle sur Ro., , est alors estimé à 
Notons que le fait d'utiliser un estimé de m introduit une incertitude supplémentaire sur la 
marge d'erreur mais, si n est suffisamment grand, cette incertitude sera petite par rapport à 
l'intervalle et modifiera le facteur de confiance de façon minime. 
Les résultats numériques (relatifs au canal radiomobiles) présentés dans cette thèse ont été 
obtenus en choisissant un facteur de confiance 6 = 95% (Le. :, = 1.96) et en fixant 
l'intervalle (F.4) à *1.0%. Ceci revient à dire que pour chaque résultat numérique, la 
simulation s'est poursuivie jusqu'à ce que la marge d'erreur sur Ro.O, soit d'environ 
t ( 1 .O%) , 95% du temps. L'intervalle en pourcentage s'écrit dors 
Notons qu'un minimum de 1Oûû réalisations est toujours imposé afin d'assurer une valeur 
de n suffisamment élevée pour éliminer les erreurs transitoires lorsque n est faible. De 
plus, les simulations sont arrêtées lorsque l'erreur absolue devient inférieure à 0.01, Le. 
lorsque 1 % x ko.oi < 0.0 1 . 
Tous les nombres aléatoires utilisés lors des simulations du canal radiomobile numérique 
du chapitre III ont été générés à l'aide de la formule récurrente suivante (Papoulis, 199 1) 
- = 16807% - rnod 2147483647 'n 
dont la période est z31 . I l  a été vérifié que pour chacune des simulations. cette période n'a 
jamais été atteinte (le générateur a par contre été remis à zéro pour chacune des 
simulations). On obtient une séquence de nombre dont la disuibution est uniforme dans 
l'intervalle [O, 1 ] en divisant zn par la période 
Dans les sections suivantes, la variable aléatoire ui est utilisée pour générer les différentes 
variables aléatoires nécessaires B nos simulation. Les méthodes utilisées (Papoulis, 199 1) 
font appel à la technique de transformation du pourcentage pour les distributions de 
Rayleigh et exponentielle et à celle de rejet et combinaison pour la distribution normde. 
Distribution de Rayleigh 
Une séquence de nombres pseudoaléatoires caractérisée par une distribution de probabilité 
de Rayleigh et dont la valeur quadratique moyenne est m2 est obtenue à l'aide de la 
transformation 
Distribution de phase 
Une séquence de nombres pseudoaléatoires caractérisée par une distribution de probabilité 
uniforme sur l'intervalle [-x,x] est obtenue à l'aide de la transformation 
Distribution de Rice 
Soit D l'amplitude de l'onde directe et rn, - la valeur quadratique moyenne d'une 
distribution de Rayleigh correspondant à l'onde diffuse. Une séquence de nombres 
pseudoaiéatoires dont l'amplitude Ai et la phase Bi suivent une distribution de probabilité 
de Rice est obtenue à l'aide des transformations 
où atan2 (x) est la fonction arctangente définie dans l'intervalle [-n, n] et où ai et Bi 
sont des variables aléatoires normales de variance ni , /2  pouvant être générées 
i A 
efficacement à l'aide de la procédure suivante 
Fin Tant que 
Distribution exponentielle 
Une séquence de nombres pseudoaléatoir es caractérisée par une distribu ition de probabilité 
exponentielle de paramètre h (voir (E.8)) est obtenue à l'aide de la transformation 
ANNEXE H 
EFFET DU PARAMÈTRE 7 SUR LA CAPACITÉ DU CANAL RADIOMOBILE 
MUNI DE DEUX RAIES 
Cette annexe étudie l'effet du paramètre t sur la capacité du canal ndiomobile muni de 
deux raies (il n'y a qu'un mobile et une antenne réceptrice) de la section 3.7 et démontre 
que lorsque T -t = , la valeur de la capacité devient indépendante des variables t , 0 et 8, - 
représentant respectivement le délai entre les deux raies et leur phase respective. Dans le 
cas général, la capacité ce calcule comme (voir la section (3.3)) 
où ni sont les ff valeurs propres de la matrice de canal IH (:) 1'. et où h est un 
multiplicateur de Lagrange, p est le rapport signal sur bruit moyen par mobile (lorsque le 
bruit est blanc et gaussien) et Ri sont les intervalles d'intégration à l'intérieur d'une bande 
de fréquence W- et définis par 
C 
Pour un système de communications radiomobile où un mobile transmet sur un canal 
muni de deux raies vers un récepteur muni d'une seule antenne réceptrice, la fonction de 
transfert du canai s'écrit comme (voir la figure 3.25-b) 
où A ,  , A*,  8, et 0, sont des variables dont la valeur dépend du modèle de canal choisi. - 
On calcule l'unique valeur propre de ce canal comme 
O En substituant z = fl = -T dans cette équation et en utilisant le résultat dans (H.1) et 
2x 
T (H.2) où on pose N = 1 , et T' = - on obtient 
T' 
On peut récrire (H.7) comme 
où K (R)  = In dz . En isolant I dans cette expression, on obtient 
La figure H.la illustre la fonction à intégrer dans cette équation dans le cas particulier où 
8, = 8, et T' = 1 don que la figure H. l b illustre le cas plus général où 8 t 0, et T' # 1 . - C 
Tel qu'illustré, cette intégrale (et par voie de conséquence h et C )  dépend en général des 
valeurs de 8,, 0, - et T. Nous allons cependant démontrer que lorsque T' -+-, ces 
variables n'interviennent plus dans le calcul de la capacité. Pour ce faire, examinons le 
scénario montré à la figure H. lc qui correspond au cas où T' » 1 . Dans ce cas, l'intégrale 
s'évalue sur un très grand nombre d'intervalles identiques de la fonction cyclique à 
intégrer, seules les intervalles correspondant aux deux extrémités de la fonction étant 
éventuellement incomplets. La valeur de l'intégrale pour ces deux extrémités étant 
négligeable par rapport au reste de l'intégrale, il est possible de ne pas en tenir compte 
lorsque 7' + m. L'intégrale étant identique sur tout les intervalles restant, il devient alors 
\ 
Infervrille d'intégration F 
Figure H. 1 Fonction à intégrer dans l'équation (H.9) 
possible d'intégrer sur un seul d'entre eux et de multiplier le résultat par le nombre 
d'intervalles. Ce dernier se calcule en divisant la largeur de bande par la longueur d'un 
cycle du cosinus dans (H.9), i.e. 
(H. IO) 
On a alors 
où F correspond à I'interva.De d'intégration d'un seule cycle. En substituant 
x = 8, - + 2nz.r' dans la partie droite de l'expression, on a finalement 
où F' est l'intervalle d'intégration à l'intérieur de [-r, n] (un cycle de la fonction 
cos (I) ). En substituant cette expression dans (H.9), on obtient 
(H. 13) 
il apparait donc que lorsque r' += (ou de façon équivalente r +=), h devient 
indépendante de T' (et donc de r ) ainsi que de 0 ,  et 8,. En procédant de façon similaire - 
avec l'expression (H.6) (où maintenant h est indépendant de r ,  0 ,  et 8, ) donnant la - 
capacité, il ressort que cette dernières devient également indépendante des variables r ,  0 ,  
et O, lorsque .r + m .  - 
ANNEXE 1 
AUTRES RÉSULTATS NUMÉRIQUES RELATIFS AU CANAL RADIOMOBILE 
Nous présentons dans cette annexe les résultats supplémentaires de simulations effectuées 
en fonction des différents paramètres du système de communication radiomobile du 
chapitre III. Nous débuterons par donner à la première section les résultats. sous la forme 
de taux de coupure à 1%, relatifs à l'utilisation du modèle à profil continu. Dans ce cas, 
nous foumiross en premier lieu un modèle de base et étudierons individuellement, dans 
les sous-sections, l'influence de la majorité des paramttres du système tels que la valeur 
efficace du retard. le rapport signai sur bruit, etc. Nous donnerons aux deux sections 
subséquentes quelques résultats relatifs aux modèles à arrivees discrètes et à arrivées par 
salves. Dans le cas du modèle à arrivées discrètes , nous ne présenterons que des résultats 
faisant état de l'influence du taux d'arrivée des raies h et de l'influence de la valeur 
efficace du retard alors que dans le cas du modèle à arrivées par salves. nous n'étudierons 
que l'influence de la valeur efficace du retard. Par la suite, une comparaison entre le 
modèle B arrivées discrètes et celui à arrivées par salves sera présentée afin de faire 
ressortir dans quelle mesure I'utilisarion d'un modèle plutôt que l'autre affecte les 
résultats lorsque la forme du profil et le taux d'arrivée moyen des raies sont les mêmes 
dans les deux cas. Notons que la précision des résultats présentés dans ce chapitre sur les 
taux de coupure à 1% est d'environ 1%, 95% du temps (à ce propos, voir l'annexe F). 
1.1 Résultats relatifs au modèle à profil continu 
Nous désirons étudier dans cette section l'influence des divers paramètres du système pour 
le modèle à profil continu. Pour ce faire. nous allons premièrement définir un système de 
base caractérisé par les paramètres suivants: 
Type de modèle: à profil continu 
Forme du profil: uniforme 
Nombre de raies R = 10 
Valeur efficace du retard normalisée 7rms /T  = 1 .O 
Taux d'arrivée des raies (à intervalles fixes) 1, = 2.88 1 
Rapport signal sur bruit p = lOdB 
Taux d'erreur maximal BER = 1 0 - ~  
Facteur d'expansion de bande a = 0.35 
Évanouissements de type Rayleigh (sans liaison directe) 
Nombre d'antennes M = 1 . . .3 
Nombre de mobiles N = 1 .. -3  
Nous étudierons aux sous-sections suivantes l'influence individuelle de chacun de ces 
paramètres sur les valeurs du taux de coupure de I'égdiseur linéaire, du filtre adapté et de 
la capacité. Puisque le modèle à profil continu suppose un taux d'arrivée des raies assez 
élevé (voir la section 3.2), nous débuterons p u  une étude du nombre de raies requises afin 
de simuler de façon adéquate le modèle B profil continu. Ayant ainsi démontré que le 
système de base simule de façon adéquate le modèle à profil continu, nous procéderons 
par la suite à l'étude de l'influence des autres paramètres. 
1.1.1 Évaluation de l'influence du taux d9arrivée des raies 
Nous étudions dans cette section l'impact du nombre de raies utilisées pour modélisx le 
modèle à profil continu ou plus spécifiquement du nombre de raies par unité de retard 
efficace (Le. le nombre de raies dans un intervalle de temps égal à la valeur efficace du 
retard) que nous désignerons dans ce qui suit comme le taux d'arrivée des raies et que 
nous définissons comme 
' rms 
)Cc = 5
où r est la valeur du retard entre les raies successives. La figure 1.1 présente les taux de 
coupure en fonction du nombre de raies par unité de retard efficace normalisé pour les 
I.  2-85 raies dans un intervalle de temps correspondant à la valeur efficace du retard. 
195 




Profil: unif., exp. 
R: variable 




Lien direct: ma. 
...-. *-**-.+-- Capacit6 
Filtre adapte 
----- Égaliseur lindaire 
Figure 1.1 Taux de coupure vs. taux d'arrivée, modèle à profil continu 
que les taux de coupure tendent vers une valeur asymptotique lorsque le taux d'arrivée est 
supérieur à environ 1.5 ou 2. On obtient alors une bonne approximation du profil continu 
puisque les taux de coupure ne varient plus de façon perceptible. Comme le système de 
base défini précédemment utilise un taux d'arrivée des raies de 2.88, nous pouvons en tirer 
la conclusion que ce dernier constitue une bonne approximation du modèle à profil 
continu. 
1.1.2 Évaluation de l'infiuence de la valeur efficace du retard 
La figure 1.2 illustre de quelle façon le taux de coupure varie en fonction de la valeur 










1 Modèle: continu 
I Profil: uniforme 
i R :  10 t,,,/T: variable 
I SNR: lOdB a: 0.35 
BER: 10-~ 
Figure 1.2 Taux de coupure vs. valeur efficace du retard, modèle 2 profil continu 
a qu'un mobile et une antenne, on voit que le taux de coupure augmente rapidement 
lorsque la valeur efficace du retard devient non négligeable et finit par se stabiliser lorsque 
cette valeur tend à l'infini. D'autre part, on voit que les taux de coupure pour la capacité, 
I'égaliseur linéaire et le filtre adapté évoluent de façon similaire en fonction de la valeur 
efficace du retard, ce qui laisse penser que I'égaiiseur lindaire réussit à prendre avantage 
de la capacité accrue du canal dans ce cas. 
Ceci reste valide lorsque le nombre d'antennes passe i deux puis à trois puisque les trois 
valeurs du taux de coupure augmentent de façon similaire. Par contre, lorsque le nombre 
de mobiles augmente. la capacité et la borne du filtre adapté restent relativement stables 
alors que le taux de I'égaliseur linéaire chute dramatiquement, ce qui tend à indiquer que 
ce dernier ne réussit pas à tirer avantage de la diversité implicite du canal. qui pourtant est 
présente, tel que démontré par les taux de coupure de la capacité et du filtre adapté. Ceci 
semble démontrer que la présence des autres mobiles agit comme un signal de brouillage 
que I'égaliseur Mai re  est incapable de traiter de façon convenable. 
L1.3 Évaluation de l'influence de la forme du profil 
Jusqu'à présent, nous avons présenté des résultats basés sur l'utilisation d'un profil de 
canal uniforme. La figure 1.3 démontre que les taux de coupure sont surtout fonction de la 
valeur efficace du retard, In forme spécifique du profil ayant peu d'influence. En effet. les 
taux de coupure calculés en utilisant un profil uniforme et un profil gaussien sont 
pratiquement identiques, leurs courbes respectives se confondant. On note par contre une 
très légère modification des performances lors de l'utilisation d'un profil exponentiel. 
Cette différence peut s'expliquer par le fait que le profil gaussien se rapproche plus du 
I 
profil uniforme du fait qu'il tend rapidement vers zéro en fonction de e-' 
comparativement à ed-' pour le profil exponentiel, le profil uniforme étant forcé 2t zéro 
instantanément après un certain délai. Ces résultats indiquant que la forme du profil a peu 
d'influence sur les performances des égaiiseurs correspondent à des travaux précédents 
pour des structures d'émetteurs-récepteurs bien définies (Chuang, 1987). 
1.1.4 Évaluation de 19in8uence du rapport signal sur bruit 
La figure 1.4 illustre l'évolution des taux de coupure en fonction du rapport signai sur bruit 
(Sm) p exprimé en dB (voir (3.42)). Comme on le constate, le taux de coupure du filtre 
Nombre d'antennes 
M=2 
profils uniforme et gauuien 
I 
1 Modele: continu 
[ 
O Profil: variable 
i R:  1 0 0 ~ 2 0  
sr,,/T: variable 1 9NR:lOdB 
a: 0.33 
BER: 10- 
1 Lien direct: n.a. 
Figure L3 Taux de coupure vs. forme du profil 
adapté suit assez bien l'évolution de la capacité lorsque SNR augmente. On constate par 
contre que bien que le taux de l'égaliseur linéaire augmente avec SNR , cette augmentation 
n'est pas aussi forte que celle de la capacité ou du filtre adapté, et ceci est encore plus 
évident lorsque le nombre de mobiles augmente. 
Ceci semble indiquer que lorsque le bruit devient négligeable, la susceptibilité de 
l'égaliseur linéaire à la présence de brouilleurs devient plus évidente. Lorsque par contre 
le bruit est grand (SNR est petit), c'est le bruit qui est le facteur d'importance et alors 
r 
Nombre d'antennes 
M=l M=2 M=3 
Taux 
.... 
-A-- -  
1 Lien direct: n.a. 
Modèle: continu 
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Figure L4 Taux de coupure vs. rapport signal sur bruit 
I'égaliseur linéaire est plus performant comparativement à la capacité et au filtre adapté. 
En fait, l'égaiiseur linéaire tend vers un filtre adapté lorsque le bruit est très grand 
comparativement au brouillage et c'est pourquoi ses performances se rapprochent de 
celles du filtre adapté. 
On constate également que l'ajout d'antennes supplémentaires, lorsqu'on maintient le 
nombre de mobiles fixe, tend à rendre le taux de I'egaliseur linéaire semblable au taux du 
filtre adapté, ce qui est plus évident pour de grande valeur de p .  La diversité spatiale des 
antennes compense donc pour l'inaptitude de I'égaliseur linéaire à contrer le brouillage 
alors que le filtre adapté n'en a pas vraiment besoin puisqu'il réussit à tirer avantage de la 
diversité temporelle implicite du canal, i.e. ses performances varient peu lorsque M 
augmente. 
1.1.5 Évaluation de ifinfluence du taw d'erreur maximal 
Jusqu'B maintenant, nous avions fixé le taux d'erreur BER = 10-' afin de calculer les taux 
de coupure de l'égaliseur linéaire et du filtre adapté. La figure 1.5 illustre les taux de 
coupure pour différentes valeurs de BER. Notons que la capacité est indépendante de ce 
paramètre. Évidemment, le taux de coupure augmente lorsqu'on accepte d'avoir plus 
d'erreurs (augmentation du BER) mais on voit que I'égaliseur linéaire et le filtre adapté 
répondent de façon similaire à ce paramètre puisque leurs courbes restent sensiblement 
parallèles. On voit tout de même que lorsque le nombre de mobiles augmente, surtout pour 
de grandes vdeurs de BER, la performance de I'égaliseur linéaire se dégrade 
comparativement à celle du filtre adapté. 
1.1.6 Évaluation de I'infiuence du facteur d'expansion de bonde 
Le système utilisé jusqu'à maintenant faisait appel à un facteur d'expansion de bande 
a = 0.35 (voir la section 3-52), ce qui signifie que la largeur de bande du filtre de mise en 
forme est de 35% supérieure à la largeur de bande de Nyquist qui est de W,,, = 1 /T Hz. 
La largeur de bande du filtre de mise en forme est donc de W = ( 1  +a) /T Hz. En 
générai, on essayera de diminuer autant que possible la valeur de a afin d'utiliser une 
largeur de bande la plus petite possible et ainsi permettre un plus grand nombre d'usagers 
pour une largeur de bande totale donnée. La figure 1.6 démontre que l'effet de ce facteur 
est minime sur les taux de coupure mais on constate une légère diminution avec une plus 
grande largeur de bande. Notons toutefois que nous avons limité la largeur de bande du 
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Figure 1.5 Taux de coupure vs. taux d'erreur maximal 
au delà de cette bande peuvent donc différées, tel que d'autres résultats semblent le 
suggérer dans le cas où il y a absence d'évanouissements (Petersen et Falconer, 1994). 
1.2 Évaluation de l'influence de la puissance relative de la raie directe 
iusqu'à maintenant, nous avons supposé l'absence d'une liaison directe entre les mobiles 
et les antennes réceptrices, i.e. D~ = O dans (3.62). La figure 1.7 présente les taux de 
coupure en fonction de la puissance relative dans la raie du trajet direct. Dans cette figure, 
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Figure L6 Taux de coupure vs. facteur d'expansion de bande 
unitaire indique l'absence de liaisons diffusent entre mobiles et antennes réceptrices (i.e. 
toutes les entrées de la matrice de canal sont alors unitaires). 
On constate une légère augmentation des valeurs du taux de coupure pour de faibles 
valeurs de la puissance de la raie directe, ce qui correspond à une diminution de l'effet des 
évanouissements, le canal devenant de plus en plus constant et fiable. Ceci est 
particulièrement évident Iorsqu'il n'y a qu'un seul mobile. Par contre, lorsque la raie 
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Figure 1.7 Taux de coupure vs. puissance relative de la raie directe 
en plus négligeable et les signaux reçus par les antennes deviennent corrélés entre eux. 
Ceci fait en sorte de diminuer les valeurs du taux de coupure lorsque le nombre de mobiles 
est supérieur à un. En effet, pour supporter plusieurs mobiles, les signaux reçus par les 
antennes doivent être décorrélés, ce qui n'est plus le cas. On constate également que les 
valeurs du taux de coupure pour l'égaliseur linéaire et le filtre adapté sont identiques 
9 
lorsque D^ = 1 .  Ceci correspond au fait que le canal étant constant, il y a absence 
d'interférence entre symboles et l'égaliseur linéaire devient alors un filtre adapté. Pour 
s'en convaincre, il suffit de comparer les équations (2.64) et (2.65) donnant 
respectivement I'EQM pour l'égaliseur linéaire et le filtre adapté; en supposant que R (a) 
(la matrice repliée de canal) soit constante, les équations sont identiques. 
On peut donc en venir à la conclusion que la présence d'une liaison directe entre les 
mobiles et la base n'a pas d'effet négatif tant que la puissance de la raie directe reste sous 
2 
un certain seuil qui.  dans notre cas se situe autour de D = 0.6 pour un maximum de 3 
mobiles et 3 antennes. 
1.3 Résultats relatifs au modèle à arrivées discrètes à intervalles aléatoires 
Dans cette section, nous présentons les résultats relatifs à l'utilisation du modèle à arrivées 
discrètes à intervalles aléatoires. Dans un premier temps nous étudierons l'impact du taux 
d'arrivée des raies 1 sur les valeurs du taux de coupure pour le système de base présenté 
précédemment et dont le nombre de nies ainsi que leur répartition temporelle obéissent à 
un processus de Poisson. Nous discutons dans un deuxième temps de l'intluence de la 
valeur efficace du retard sur les valeurs du taux de coupure pour ce même modèle. 
1.3.1 Évaluation de l'influence du taux d'arrivée des raies 
La figure L8 présente les valeurs du taux de coupure en fonction du taux d'arrivée 
normalisé Arrml des raies, qui caractérise le nombre moyen d'arrivées dans un intervalle 
de temps égal à la valeur efficace du retard, pour le système de base à arrivées par 
processus de Poisson. Notons que ces résultats sont présentes pour les formes de profils 
uniforme et exponentiel. Comme on peut le constater, les taux de coupure varient de façon 
relativement négligeable lorsque le taux d'arrivée normalisé est supérieur à environ 4. 
Comme nous l'avions mentionné à la section 3.2, le modèle à arrivées discrètes tend vers 
le modèle à profil continu lorsque le taux d'arrivée tend à l'infini. Pour s'en convaincre, il 
suffit de comparer les valeurs du taux de coupure pour de grande valeurs de ) C T , ~ ~  (i.e. 20 
dans notre cas) dans le cas d'un profil uniforme à celles obtenues pour le modèle à profil 
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Figure 1.8 Taux de coupure vs. taux d'arrivée, modèle à arrivées discrètes 
effectivement correspondance entre ces deux modèles dans ces conditions. Nous en 
venons donc à la conclusion que pour le système que nous étudions, si le taux d'arrivée 
des raies normalisé d'un canal à arrivées discrètes est supérieur à 4, il est possible 
d'utiliser l'approximation du modèle à profil continu avec un taux d'arrivée des raies 
supérieur à 2 pour évaluer les taux de coupure. 
Notons que (Sexton et Pahlavan, 1989) arrivaient à la concIusion que le taux d'arrivée 
normalisé des raies devait être seulement supérieur à 2 (comparativement à la valeur de 4 
suggérée par notre étude). Le système de communication que ces auteurs utilisaient était 
toutefois différent du nôtre puisqu'utilisant des modems à modulation de phase en 
quadrature et une valeur efficace du retard de irrs = 0.2, l'indice de performance utilisé 
étant la probabilité d'erreur moyenne. 
1.3.2 Évaluation de I'infiuence de la valeur efficace du retard 
La figure L9 illustre les taux de coupure pour le système de base à arrivées discrètes en 
fonction de la valeur efficace du retard. Dans ce cas, nous avons fixé le taux d'arrivée des - -- --- 
Nombre d'antennes 
M=2 
1 MadCle: discret 
! Profil: exp. 
I 
Figure L9 Taux de coupure vs. valeur eff. du retard, modèle à arrivées discrètes 
i 
x r ~ :  2-J 1 3 1 , variable 





I Lien direct: na. 
raies normalisé à AtrmS = 2.4. Comme on le constate, le comportement général des taux 
de coupure est semblable à celui qui est observé pour le modèle à profil continu. 
1.4 Résultats relatifs au modèle à arrivées par salves 
La figure 1.10 présente les taux de coupure pour le modèle de canal à arrivées par salves. 
Nous avons utilisé pour ces simulations les valeurs des paramètres suggérées par (Saleh et 
Valenzuela, 1987) et qui correspondent aux mesures expérimentales effectuées dans un 
immeuble moyen de deux étages. Les valeurs suggérées sont: 
Constante de temps de l'enveloppe des salves r = 6011s 
Constante de temps des salves y = 20ns 
Temps moyen entre les salves 1 /A = 300ns 
Temps moyen entre les raies 1 / h  = 511s 
Afin d'obtenir des valeurs normalisées, nous les avons simplement divisées par la durée 
des symboles T. Les valeurs en abscisse correspondent à la valeur normalisée de r qui 
rappelons-le est la valeur efficace du retard du profil moyen. Par exemple, une valeur de 
0.6 sur l'abscisse correspond à un délai entre symboles de T = 60nd0.6 = 100ns. 
Comme on le constate, le Comportement général des taux de coupure ressemble à celui 
observé pour les modèles â profil continu et à arrivées discrètes en fonction de la valeur 
efficace du retard. Notons que la variable r dans le modèle à arrivées par saives 
correspond effectivement à la valeur efficace du retard comme il en a été fait mention à la 
section 3.2. Notons également qu'en général, les taux de coupure semblent converger 
moins rapidement vers leur valeur asymptotique en fonction de que dans le cas des 
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Figure 1.10 Taux de coupure vs. valeur eff. duretard, modèle à arrivées par salve 
LS Comparaison entre les modèles à arrivées discrètes et par salves 
La figure 1.11 illustre une comparaison entre le modèle à arrivées discrètes avec profil de 
forme exponentielle et celui à arrivées par salves pour le système de base lorsque le taux 
moyen d'arrivée des raies est le même pour les deux modèles, i.e. 
hd = hpAs 
Ici, hd est le taux d'arrivée des raies pour le modèle à arrivées discrètes, et A, sont 
respectivement les taux d'arrivée des raies et des salves du modèle à arrivées par salves. 
Les figures 1.9 et 1.10 correspondant justement au cas où rrnishd = (Ths) (iXJ = 2.4, il 
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Figure 1.11 Comparaison entre le modèle à arrivées discrètes et par salves 
ANNEXE J 
DÉTERMINATION DU RAPPORT SNR POUR LE CANAL 
D9ENREGISTREMENT MAGNÉTIQWE 
Nous évaluons dans cette annexe le rapport signal sur bruit mesuré à la sortie des têtes de 
lecture dans le cas du système d'enregistrement magnétique du chapitre IV. L'expression 
du rapport signal sur bruit pour la jihme tête de lecture est donnee par (4.19). i.e. 
où in, ( k )  est donnée par (4.18), Wk est la largeur de la bande de fréquence considérée et 
I 
où I'espérance est prise sur l'ensemble des symboles d'entrées xi"). Ces derniers sont 
reliés à (J. 1) par l'intermédiaire du signal de sortie mi (x) (voir la figure 4.4) donné par 
où P (x) se calcule suivant (4.8) et x(' représente le vecteur des séquences des données 
d'entrée à l'instant x = lTx.  En substituant cette valeur dans (J.1) et en évaluant 
directement le dénominateur à l'aide de (4. 18)' on obtient 
En évaluant l'espérance sur l'ensemble des symboles d'entrées xi('), qu'on suppose 
2 binaires (dans ce cas nous avons E [ I X ~ ~  ] = 1 ), éguiprobables et indépendant d'un 
symbole à l'autre et d'une entrée à l'autre, on obtient 
Qu'on peut récrire comme 
Puisque k tend l'infini, on peut appliquer le théorème de Parseval (l'énergie dans le 
domaine du temps est égale à l'énergie dans le domaine des fréquences) à l'intégrale, ce 
qui donne 
En simplifiant cette expression on obtient finalement 
ANNEXE K 
MAXIMISATION DE LA FONCTION Z 
Cette annexe présente les détails relatifs à la maximisation de l'équation (4.59) en 
fonction des variables N et W1, 1 = 1.. .N. Nous supposons dans nos développements que 
la valeur de H est constante. On cherche 
où la fonction à optimiser peut se simplifier comme 
Nous procéderons à la maximisation en deux temps, premièrement en fonction de la 
largeur des pistes W1, 1 = 1 ... N et ensuite en fonction de N. Supposons N constant. et 
définissons 
Dans ce cas, le sous-problème se réduit à trouver la valeur maximum de r selon 
En comparant cette expression à celle d'une hypersphhe en N dimensions et de rayon 
3 
(Le. r = c;= W; ) centrée 3 l'origine, le problème se réduit à trouver le rayon maximum 
f i  de la sphère sous les conditions données en (K.4). La première condition. i.e. 
xv W < H. peut s'interpréter comme définissant une série d'hyperplans parallèles 1 = 1  1 
d'équation CI= , WI = h, h l H dans le premier quadrant (car par définition W1 2 O ) 
tandis que la seconde. i.e. W,, 5 WI, vient délimiter leurs frontières. Le rayon maximum 
de l'hypersphère est atteint lorsque cette dernière intersecte l'hyperplan le plus distant de 
N l'origine, i.r. - W1 = fi en ses N points les plus éloignés de sa nomale lorsque cette 
dernière passe par l'origine. Les coordonnées de ces N points sont de la forme 
{ "in ( N  - 1 ) des coordonnées w, = ( K . 3  
Li - (N - 1 ) V i n  une des coordonnées 
et peuvent s'interpréter comme les N "coins" de I'hyperplan. Nous démontrerons de façon 
analytique à la section suivante qu'il s'agit bien de la solution optimum. Sans perte de 
généralité, les N "coins" de (K.5) étant tous à la même distance de l'origine, on 
sélectionne le point de coordonnées w = H - ( N  - 1 ) Wmin et fil = WWn, in. ~f 1 . À l'aide 
de ces valeurs, (K.4) devient 
- .  
7 7 
rrnax 
= iv;? = [N- 11 ci,+ [H- (N- 1 )  Wmin]-  
qui substitué dans (K.2) donne 
Z',, = r n a x [ ~ [ [ ~ -  I ]  Cin+ [H- ( N -  1 )  Wmin]']] 
N W.7) 
Afin de déterminer le maximum de cette fonction du troisième degré en N ,  on évalue sa 
dérivée par rapport à cette variable et on la pose égale à zéro. On trouve que les valeurs de 
N correspondant aux extremums locaux sont 
Ces deux points sont illustrés sur la figure K. 1 où la fonction Z',Jx est tracée en fonction 
du paramètre N. Les points se trouvant à la droite de H/W, ,  sont inadmissibles 
puisqu'ils supposent qu'au moins une des pistes est de largeur % < W,n ce qui désobéit à 
la condition de largeur minimum. La dérivée seconde de (K.7) évaluée au point H/W, ,  
étant positive, il s'agit d'un minimum et par conséquent, le maximum recherché se situe 
en N = (H+2W,, ) / (3Wrnin)  . 
Figure K. 1 Fonction Z,, en fonction de N 
En résumé, la valeur maximum de Z est atteinte lorsque le nombre de pistes ainsi que leur 
largeur sont donnés respectivement par 
H- (N- 1) Wmin I =  1 
Wmin i +  1 
Dans la réalité, la valeur de N ne peut être qu'entière et on choisira donc évidemment 
comme valeur pratique la partie entière conduisant à la valeur maximum de Z', . En 
évaluant (K.7) 2 l'aide de ces valeurs, on obtient finalement 
K.l  Preuve de la solution donnée en (K.5) à la maximisation de (K.4) 
Lors de la maximisation de l'expression (K.4), nous avons fait appel au concept 
d'hypersphère pour arriver à la solution donnée en (K.5). Comme il ne s'agit pas d'une 
preuve à proprement dit, nous allons établir formellement dans cette section que cette 
solution mène bien à la valeur maximum de r donnée en (K.6). 
Débutons par examiner les conditions données en (K.4). La première, i.e. c:= Wl 2 if, 
peut s'interpréter comme définissant une série d'hyperplans parallèles d'équation 
~ f =  Wl = h, h 5 ff dans le premier quadrant (car par definition W1 >_ 0).  tandis que la 
seconde, i.e. Wmin S Wl, vient délimiter leurs frontières. Soit un point SI sur l'hyperplan 
h , d'équation 
et la valeur de r correspondante 
Si on multiplie cette équation par un réel p > 1 , on a 
En posant r, - = g r ,  et W i  = w1& on obtient 
et (K. 1 1) devient 







En posant h, = h ,  4 dans cette expression, on obtient finalement 
(K. L8) 
(K. 14) et (K. 18) montre qu'A tout point SI de l'hyperplan h l  de l'équation (K. 11) il est 
possible de faire correspondre un point S, - sur l'hyperplan h, + de L'équation (K.18) où 
h2 = h , f i  > h l  et pour lequel r2 = Frl > r i .  La solution sur I'hyperplan 1i2 est donc 
supérieure à celle se situant sur l'hyperplan h l  et par conséquent la valeur maximum de 
r , pour N donnée, trouve nécessairement sa solution sur l'hyperplan pour lequel h est 
maximum. Dans ce cas la condition donnée en (K.4) se simplifie comme 
1 =  1 l =  1 (K. 19) 
Notons finalement que le point S2 obéit 5 la condition Wi> Wmin puisque 
Afin de dimontrer que (K.5) est effectivement la solution optimum de (K.4) nous 
démontrerons que toute autre solution mène A une valeur égale ou inférieure de r .  Si on 
suppose que (K.5) n'est pas optimum, alors pour une vaieur de N donnée et des réels 
9 ,  i = 2 . .  .N, tp, > O il devrait exister une solution telle que 
w', = N \ w -  r = i  
pour laquelle rg 2 rm, (l'égalité indiquant que la solution alternative est équivalente, ceci 
nous servira ultérieurement) où r est donnée par 
cP 
Comparativement à (KA), l'expression (K.20) fait en sorte d'augmenter la largeur des 
pistes de largeur minimum et de diminuer en égale proportion la piste la plus large, 
préservant ainsi la condition c;= , Wl = H .  Comme on se doit de maintenir la condition 
de largeur minimum sur toutes les pistes, on doit toujours avoir 
En substituant W ,  par sa valeur donnée en (K.20), on obtient 
qu'on peut récrire comme 
En remplaç ant W ,  par valeur donnée en (K.91, on obti ent après ~implificati~ ons
Cette condition sur la somme des variables pi nous servira dans la suite de la preuve. 
Évaluons h présent (K.21) où nous remplaçons les variables W'! par leur valeur donnée en 
(K.20) 
En évaluant de façon explicite les termes de cette équation, on obtient 
2 2 
où on reconnaît l'expression rmax = W~ + zf= W[ (voir (K.6)). Ceci nous permet 
d' écrire 
qu'il est possible de récrire comme 
Comme nous avons supposé que la valeur de r itait égale ou supérieure à celle de rm, , 
cP 
on a r 2 r,, ' ce qui nous permet d'écrire 
cP 
Remplaçons à présent W~ et % par leur expression respective donnée en (K.9) 
qu'on peut récrire comme 
1. Rappelons que par définition, toute valeur de r est strictement supérieur h zéro. 
OU encore 
Puisque par définition pi 2 O ,  le terme à la droite du signe négatif est positif et il est dans 
ce cas possible d'écrire 
Hors la condition (KZ), i.e. xy= qi < H - N Wmin, est en contradiction avec cette 
inégalité, sauf si *qi = H - NWmin. En substituant cette dernière égalité dans (K.29), 
on constate que les deux solutions conduisent aux même valeurs puisque rP = r,, . En 
évaiuant W ,  à l'aide de (K.20) et (K.9) et de cette égalité, on a finalement 
Ainsi, la piste de largeur MI', précédemment la plus large du système optimum est à 
présent une des pistes de largeur minimum. Il appanit donc que toutes les solutions 
alternatives se situent aux coordonnées d'un des autres "coins" de l'hyperplan (voir 
(KS)), ces solutions conduisant toutes à la même valeur r,, de r .  
