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2. Sequences of quantitative values are of very general occurrence, and the sampling problems to which they give rise are consequently of considerable importance. Such sequences may be temporal, as in the case of economic time series, meteorological data, quality deter minations on material flowing through a delivery pipe, or articles coming off a production line, or they may be spatial, as in the case of the yields of successive plants in a row, diameters of a wire at different points along its length, or altitudes along a road.
The material itself may be continuous or discontinuous. Articles coming off a production line and plants in a row are examples of discontinuous'material. If every individual is assessed for some quantitative characteristic we shall obtain a finite sequence of values which may be called the 'parent s e q u e n c e In continuous material the quantitative characteristic has a value at every point (whether or not assessments at an indefinite number of points are practically possible), and is therefore mathematically definable as a function. Such a function may be called the 'parent function5. In many cases the methods of measurement generate a finite sequence from continuous material, often involving some form of integra tion of the basic material. Daily figures for rainfall, for example, are totals of the rainfall falling over the last 24 hr.
The distinction between sequences and functions, though not of great importance, must be preserved in any formal discussion of sampling theory, since the number of values in a finite sequence is itself finite, and if all are observed the sampling error (apart from errors of observation) will be zero. Errors of observation also require slightly different formal treatment in sequences and functions, though this will not enter into the present discussion.
In sampling a sequence of quantitative values, the sampling points may be located wholly at random, at random within subdivisions of the sequence, or at equal intervals along the sequence. Analogous procedures are available for material distributed spatially in two or three dimensions. These three types of sampling are known respectively as random, stratified random, and systematic. A one-dimensional systematic sample may either have a randomly located starting point, or a starting point distant half the sampling interval from the start of the sequence. The latter, which may be termed the centrally located systematic sample, is clearly in general only of advantage if the length of the sequence or function is a multiple of the sampling interval.
General considerations indicate that a one-dimensional systematic sample may be expected, except in certain special cases, to give a more accurate result than will be obtained from the same number of randomly located sampling points. This has also been demonstrated mathematically for certain types of sequence by Cochran (1946) , and Quenouille, following Cochran's general line of approach, has recently extended Cochran's results to the twodimensional case. Systematic sampling has also the considerable practical advantage of being simpler to execute. There are obvious advantages, for example, in being able to take samples at fixed time intervals in sampling of the quality control type, at fixed space intervals when sampling an agricultural crop or a forest area. The construction of a graph or map of the results is also considerably simplified and improved in accuracy when the sampling points are equally spaced.
There are, however, certain objections to systematic sampling. The most important is that very inaccurate results will be obtained if there are any periodicities in the parent sequence or function, and the sampling interval is a multiple of the basic period. Even damped periodic effects, subject to regeneration by random impulses, may considerably reduce the accuracy. Moreover, in periodic material the uniformity of the sampling results will give a false impression of precision. Systematic sampling must therefore not be used without thorough investigation on material which is liable to periodic effects.
There are two other disadvantages. First, there is no method, corresponding to that which is available for most types of random sampling, by which valid estimates of the sampling 43-2 348 F. YATES ON SYSTEMATIC SAMPLING errors can be obtained from the sampling results themselves; and secondly, in the case of randomly located systematic samples, any pronounced trend in the material will sub stantially reduce the accuracy of systematic relative to random sampling.
This last disadvantage, however, is not a serious one, since, as will be shown in the course of the present paper, the loss of accuracy can be avoided by the use of very simple endcorrections. Apart from this, the paper is mainly concerned with the investigation of the comparative accuracy of systematic and random sampling, and with the problem of the estimation of the errors of systematic sampling. There are two distinct aspects to the latter problem. The first is the determination of the 'expected' systematic sampling error in a sequence of which all the values are known. The second is the question of how far estimation of the error is possible from the sampling results themselves, and in so far as this is impossible, what is the best procedure (using supplementary observations) for obtaining a reliable estimate.
At first sight the former problem appears trivial, since it is always possible, when all the values of a sequence are known, to calculate the actual deviation of all systematic samples having a given sampling interval. The number of such samples, however, will be equal to the sampling interval and will therefore be small if the latter is small. Even if the interval is large the separate deviations, though more numerous, are by no means independent. Consequently the mean square deviation of the systematic samples, although an exact measure of the actual systematic sampling errors, will only provide a very rough estimate of the systematic sampling error which may be expected in similar sequences, and such questions as how the accuracy of systematic sampling compares with random sampling in such sequences, and how the accuracy changes with change of sampling interval, will be very sketchily answered.
. C o n c e p t s a n d n o t a t io n

{a) General
In the case of a sequence the number of terms in the parent sequence will be denoted by L The terms will be numbered consecutively, beginning at 1, the value of the rth term being denoted by yr. In the case of a function the value of the parent function at point x will be denoted b yf(x), with 0 The variance per term within blocks containing d terms (or of length d) will be denoted by Rd. If l is an integral multiple of d the sequence or function can be divided into blocks without any residue, but in other cases there will be some residue. In any case, apart from end-conditions, the location of the block divisions must be regarded as arbitrary, and a somewhat more accurate estimate of Rd (regarded as a feature of the material) will be obtained if (in a sequence) all possible block divisions are taken.
The mean square of differences of terms d units apart (divided by 2 to bring it to a 'per term ' basis) will be denoted by Dd. Again all possible differences of terms d units apart will provide the best estimate of Dd. This expression contains d-1 differences 1 unit apart, 2 differences 2 units apa Consequendy an estimate of Rd is given by jy {((/-1) Z>J + (rf-2) Z)2 + ... + Z)d_ J .
If all possible block divisions and all possible differences are used for estimating Rd and Ds, the two methods of estimation of Rd will give identical results except for end-disturbances.
The sampling variance of systematic samples at interval d (on a per term basis) will be denoted by Sd. Distinction must be made between the 'expected' systematic sampling variance, which can be evaluated in mathematical terms in certain types of function subject to known laws of variation, and estimates of this 'expected' variance which can be evaluated numerically by the use of partial systematic samples, in the manner explained below. To avoid unnecessary multiplication of symbols the same symbol Sd has been used for both these quantities, as no confusion is likely to arise once the distinction is recognized. There are also the further estimates of the ' expected ' variance which can be derived from the errors of the actual systematic samples of a complete sequence. These, as already ex plained, are subject to large sampling errors of estimation and have been allotted a separate set of symbols, which are given in the next subsection.
There is one further variance which is of importance. This is the variance (on a per term basis) derived from the sum of terms at interval d taken alternately plus and minus, for which the symbol Ed will be used. In this case also distinction must be made between the theoretical value and the values derived from numerical data by the use of partial samples. (Symbolic definitions of Sd and Ed appropriate to numerical data are given in subsection (2 (
b) Randomly located systematic samples
The sum of the terms of a systematic sample of every dth. term of a sequence, starting at term r (r^d ), will be denoted by rHd) and the corresponding mean by . The number of terms pnd in rHd will be the integral part of
The d values of the sums and means of all possible samples at spacing d will be collectively denoted by Hd and hd. If / is not an integral multiple of d it will be necessary to work with the means. Otherwise the choice of means or totals is a matter of convenience.
In considering the accuracy of systematic sampling we shall require some expression for the variance of the actual samples. The true errors of sampling will be given by the deviations of hd from the mean of all the terms of the sequence. It appears best, however, to adopt the convention that 1 d Vlhdl -(Jld~y)2>
remembering that, with this convention, a factor must be introduced into the final estimate of error of a sequence to allow for the fact that we are sampling from a finite popula tion. The corresponding variance of the sums Hd will be denoted by
If l is not a multiple of d, T[Ad] will not be exactly equal to the variance of hd, since the mean of hd will not be exactly equal to the mean of all the terms of the sequence, but for long sequences the difference will be trivial.
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It will often be more convenient to express these variances on a per term basis. These will be defined by
If the terms are randomly distributed uncorrelated variates with variance a2 the deviations of hd will provide an estimate of a2 based on d-1 degrees of free ** = Similar expressions hold for systematic samples of a function, d being taken to represent the sampling interval. In this case there are an infinite number of values in Hd, and the expression for the mean square deviation per term becomes
If l is an integral multiple of d and d is odd the centrally located sample will have each of its units at the centre of one of the Ijd blocks of length d into which the sequence can be divided. The mean of this sample will be denoted by Jid. If is even there is no centrally located systematic sample, but either of the two samples a half unit off centre can usually be taken as equivalent to a centrally located sample.
Since there is only one centrally located sample for a given sequence or function, no mean square deviation corresponding to V\hJ\ can be calculated for a single sequence or function. The sampling error can only be expressed in terms of the difference of the mean of the sample from the mean of the whole sequence or function.
(d) End-corrections
Instead of taking the ordinary mean Jid for,a randomly located systematic sample, allow ance can be made for the fact that the first and last terms are situated at distances from the ends of the sequence or function which in general differ from \d. The simplest form of adjustment, and the only one which is ordinarily worth considering, is to assign a weight to the first term of (\d + r -^)Jd in the case of a sequence and {\d-\-r) jd in the case of a function, and a similar weight of (\d+ r' -\)jd or (^d+r^/d to th or distance of the last term reckoned from the end of the sequence or function.
We will call such a mean the mean of a randomly located systematic sample with endcorrections and will denote it by Ji!d. If l is not a multiple of d the divisor rnd will be replaced by a non-integral divisor rnd. The mean square deviation y[/^] can be defined as before, retaining rnd. If the sequence is random, y[/^] will not be an exact estimate of a2, but with a sequence of any length the difference will be of no consequence.
(e) Supplementary observations at ends
The further the starting or end-points of a randomly located systematic sample from the beginning or end of the sequence the more inaccurately will the terminal regions be deter mined. This situation can be improved by introducing a supplementary sampling point or points. With a single initial supplementary point the best location (for a function) appears to be at | ( r -\ d )f rom the beginning, with a weight of (r -\d)jd and unit weight for the first ordinary term of the sample, no supplementary observations being taken if A similar procedure can be followed at the end of the sample. Such samples will be termed systematic samples with supplementary observations, and their means will be denoted symbolically by f r Centrally located systematic samples and samples with end-corrections or supplementary observations will be biased in the sense that the mean of all the sample means will not be exactly equal to the population mean. Such bias will only be of importance if the end-terms are exceptional in some way (e.g. the edges of a field or forest). If circumstances are such that this bias must be eliminated, some special treatment of the ends of the sequence must be introduced. Thus the central part of the sequence, comprising a length which is an integral multiple of d, might be sampled by means of a systematic sample with random starting point, the ends being sampled by means of one or more randomly located points at each end, with appropriate weighting.
( f) Partial systematic samples If a given sequence has been completely determined, v [hd], v[h'd] and will provide measures of the actual sampling errors in this particular sequence. As already pointed out, however, looked on as estimates of the probable sampling errors of similar material they will not be at all accurate5 since in each measure the differences of only d quantities are involved, and these quantities will not be by any means independent if the systematic components of the variation are at all marked.
Consequently, in order to arrive at any satisfactory estimates of the probable systematic sampling errors to which a given type of material is subject, a long sequence must be split up into segments so as to obtain an adequate number of independent comparisons and thus utilize the material to best advantage.
In the choice of the length of these segments two conflicting factors must be considered. The shorter the segments the more numerous will be the available differences, but if the segments are too short the more long-term compensating effects of systematic sampling will be lost.
The shorter the segments, also, the greater will be the disturbance due to end conditions. This disturbance, however, can in the main be removed by making end-adjustments. We will define such an adjusted partial sample containing or £ + 1 terms, and falling within the range 1 to c+
Usually it will not be necessary to specify k or the range, in which case rGd(k, c) may be abbreviated to rGd. In general, in the calculations carried out in this paper, the subdivision into segments will be made in such a manner that the d-1 terms involving fractional coefficients at the end of each segment will be used also in the next segment. Segments of 1 terms (or 4 d terms excluding overlap at one end, k -4) have been take reasonable compromise between utilization of material and the need for elimination of the long-term compensating effects.
If there are b segments, the estimate of the sampling error of systematic samples at spacing d, on a per term basis, may be taken to be
A being chosen so as to give an unbiased estimate of when the material is random. If a line is divided into sections of which the alternate ones possess a certain attribute, and we know the points of division, the determination of the proportion of the line which possesses the attribute is a simple matter, involving merely summation. In certain types of material, however, the location of the points o f division may be difficult, and sampling can then be resorted to, the presence or absence of the attribute being determined at the sampling points only.
If the proportion of the line possessing the attribute is small, or alternatively if the pro portion is nearly unity, the relative efficiency of systematic and random sampling can be easily determined.
Consider a single section of length a possessing the attribute. This can be represented by the function f(x ) _ j {0<x<a)> /(*) = 0 elsewhere.
In the case of systematic sampling at interval d randomly located with reference to the section, when a<d, rHd will have the value 1 in a proportion ajd of the samples and 0 in 1 -afdof the samples. The mean square deviation from the mean ajd is therefore where the dash indicates that the total variance, and not the variance per point, is implied. When kd< a< {k+ 1) dw e have similarly where c = {afd) -k, i.e. c is the fractional part of ajd.
In the case of random sampling with one sampling point per block of length if the section will lie wholly in one block in a proportion 1 -a/d of block locations, the variance of the mean being in this case a ( l-a/d)/d. In the remainder of the* block boundary will cut the section. If a part xo f will be
The mean value of this, is Hence When a > da similar integration over all possible block locations gives
The procedure for blocks of 2d each with two sampling points is similar. In this case we find .
Finally, we may note that if the sampling points are located entirely at random with a density of 1 / dp er unit length the number of points falling in the section will conform to a Poisson distribution with mean and variance equal to , so that R'x = a\d. These results are exhibited graphically in figure 1 . If the length of the section is small compared with d, all methods are of approximately the same accuracy, but as the section length increases the systematic sampling gains in relative efficiency. With a random dis tribution of section lengths systematic sampling has an average variance of -J, which is onehalf that of random sampling with one sampling point per block when the section length is Vol. 241. A. 44 
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greater than dy and one-quarter that of random sampling with two sampling points for block when the section length is greater than 2d.
If, therefore, the majority of sections are short relative to the sampling interval there will be little to choose between the various sampling methods, but if the majority of sections are greater than the sampling interval systematic sampling may be expected to be substantially more accurate than any form of random sampling.
The case in which the proportion of the line possessing the attribute is not small, or nearly unity, has not been investigated in detail, but the same general results may be expected to hold. The results established above for the limiting conditions will hold exactly when all section lengths are greater than 2d (or d if only systematic samples and randomly located samples of one per block are being considered) but are otherwise random.
It is of interest that under these conditions the relations between the errors of stratified random and systematic sampling, and between these errors and the mean square errors calculated from successive differences, and from terms taken alternatively positive and negative, are the same as those for an autoregressive function in the limiting case, when b-> 1. This function is discussed in § 5. In both cases
S a m p l in g m a t e r ia l o f w h ic h t h e d e n s it y d is t r ib u t io n is in THE FORM OF A NORMAL CURVE OF ERROR
(a) Sampling the whole curve The behaviour of systematic samples from a parent function whose form is a normal curve of error brings out a number of points of general interest, and is also of interest in itself, since the problem of sampling material distributed in the form of a normal curve is one that occurs from time to time. The analogous two-dimensional problem was met with during the war, for example, when it was desired to sample aerial photographs to determine bombing patterns, the amount of damage in a city, etc.
We will first consider the sampling errors which occur with systematic samples spaced a and 2 o',and with samples located at random in blocks of length < r and 2 Table 1 gives values of the integral of the function estimated from samples spaced at 2a. x represents the distance of the nearest sampling point from the centre of the distribution. It will be seen that even with these very widely spaced sampling points surprisingly high accuracy is attained, the error never being greater than T5 %. If a single randomly located sampling point had been taken in each block of 2<r, the variance of the estimated integral of the function, which can be obtained by direct integra tion, would vary between 0*10762 when the block boundaries are at 0, dz2or, etc., and 0*04863 when the block boundaries are at ± 3(7, etc., with corresponding standard errors of 32*8 and 22*1 %.
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The values of for systematic samples spaced at interval can be obtained from table 1 by taking the means of samples at a half interval apart, i.e. of the values for 0*0 and 1-0, 0*1 and 0*9, etc. All these values will be found to lie between 0*999 9999 and 1*000 0001. The sampling error has therefore been virtually eliminated by the reduction of the interval from 2 c rt o < r. The sampling error with randomly located sample points is still very large. If one point is taken in each block of a the variance will vary between 0*01120 and 0*01118, giving a standard error of 10*6 %, while with two sampling points in each block of 2 which would be necessary in order to provide data for an empirical estimate of sampling error, the variance varies between 0*05381 and 0*02432, giving a standard error between 23*2 and 15*6%.
(b) Effect of random errors of distribution
In the practical problem of sampling material with a density distribution of which the underlying form is a normal curve, there will be a further component of variation due to the divergence of the actual density distribution from the hypothetical infinite distribution. The nature of this divergence will depend on the material, but in the case in which the material is composed of separate units each of which is normally and independently dis tributed about a fixed point, the variance due to this cause can be easily assessed.
If there are N units in the material, and a fraction f of the whole range of the distribution is sampled, the variance of the number n falling in the sampled parts of the range will be made up of two parts, that due to the sampling variance of the total * normal ' probability P attributable to the sampled part of the range, and that due to the divergence of the actual density within the sampled part of the range from the c normal ' density. This latter will be given by a binomial distribution. We shall in fact have
The expectation of P is f and its variance for the various methods of sampling is given in percentage terms by the results already obtained. If 1000 and f = for example, taking mean value, we have N 2V{P) P ( l -P ) N = 90*0 Systematic sample at spacing a 0*0 Random sample, 1 from each block of =111*9 Random sample, 2 from each block of 2 -390*6
Thus in this case the use of a systematic sample, instead of a random sample with one point located in each block of a, about halves the variance of the estimate of the total number of units in the distribution. A random sample of two points from each block of 2(7 will have about five times the variance of the systematic sample. The advantage of a systematic sample will become progressively greater with increase in the number of units in the material.
The accuracy attained in the location of the centre point of the distribution can be calculated in a similar manner. With a single randomly located sampling point in each block of length a (block divisions at 0, ±<7, etc.) the variance of x due to variation in the location of the sampling points when
Ni s infinite will be 0*0173cr2.
-
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f -the additional variance due to divergence of the actual density from the 'norm al' density will be j J q a2.Thus in this case systematic sampling will be over twice a as random sampling.
These results show that the use of an evenly spaced sampling grid for the determination of the location and number of bombs in bomb distributions, and in analogous problems, is fully justified. The gains in accuracy over any system of random sampling, though probably not so large as in the one-dimensional case, are nevertheless likely to be appreciable. In addition, the work of locating the sampling points is considerably simplified.
(c)
Relation to general theory of sampling continuous differentiable functions The very high accuracy attained by systematic samples of the normal distribution function, and the rapidity with which the errors are reduced with reduction in the sampling interval, are somewhat surprising, and it is worth considering how far this is a special feature of this distribution.
Let f(x ) be a function which is continuous and differentiable, and let the range x0 to xx be sampled by r equally spaced points at interval d situated at points fj = xQ+ \d , £2 = #0+ ! d>... with xl -x0 = rd. Then by Taylor's theorem weiiave
. + i m z r)}+~T
he first term is evaluated by the sampling, while the subsequent terms represent the sampling error. As r is increased /"(Si) +/"(S2) + • •• + /"(£r) tends to
and similarly for the other terms. Thus the sampling error tends to zero as
Since the normal curve of error is asymptotic to -0 at both e n d s ,/ '^) -f '( x 0), etc., will all be zero in any sample covering the whole of the distribution. We may thus anticipate that the sampling error will tend to zero very rapidly in the final stages.
The convergence in the case of the normal curve is, however, somewhat exceptional. Aitken (1939) has pointed out (p. 45) that the error of numerical integration at unit interval (with central ordinate) is much smaller for the function f(x) = e~ix2 than for the function f ( x ) -1/(1 + x 2), the former being 0*52 x 10-8 proportionately, and the latter 0*37 x 10-2. D. G. Kendall (1942) has shown that, with suitable restrictions, it is necessary and sufficient for the truth of
for all A less than A1} that/(x) has a Fourier cosine-transform Fc(t) such that
He also shows that the ' approximate ' truth of the first of these equations is equivalent to the ' approximate * truth of the second. The Fourier cosine-transforms of the above functions are F c(t) -e~ifi and Fc(t) = e~l and the relative accuracy of numerical i in the two cases is thus connected with the relative smallness at infinity of their transforms.
(d) Sampling a part of the curve
is not zero the sampling error may be expected to tend to zero with d2. An example of this is given in table 2, which shows the effect of sampling the normal curve from + to + oo. The values shown in the ' predicted ' column are calculated by multiplying the previous error by the square of the ratio of the sampling intervals. Their agreement with the values in the error column indicates that the convergence is nearly proportional to d2.
The errors in this case are very much greater than those obtained when the whole curve is sampled. This is, indeed, tp be expected, since the curvature is continuously positive, so that the value at each sampling point must be less than the average of the range on which it is centred. Under such circumstances centrally located systematic samples will be biased, as will also randomly located systematic samples with end-corrections. The bias, however, will tend to zero as the square of the sampling interval, and is not likely to be of importance in the types of material to which systematic sampling is applied in practice.
Even in this case systematic sampling gives considerably smaller errors than random sampling. The ratio of the variance of a set of randomly located samples, one in each block of length a, for example, to the square of the true value is 0T2938, corresponding to a proportionate standard error o f0-3596. The actual proportionate error of the corresponding centrally located systematic sample is only one-fifth of this.
Moreover, as shown above, the square of the sampling error of a centrally located syste matic sample tends to zero as d4 . The variance of the ordinate of a point ran on a straight line with slope b and projected length d is ^ As the length of the blocks is reduced the part of the function lying within any one block will approximate to a straight line. The number of sampling points is proportional to 1 /d. Consequently the variance of the corresponding stratified random sample tends to zero as dz. For continuous functions, therefore, systematic sampling may be expected to become progressively more accurate relative to random sampling as the sampling interval is decreased.
The above theory is applicable only to centrally located systematic samples. If the function is asymptotic to zero in both directions all samples can be regarded as centrally located. In other cases a non-centrally located sample can be regarded as centrally located for the part of the function beginning at the point -if this is positive, and r-\-\d otherwise with similar conditions at the end.
If no end-corrections are applied the additional errors due to these end-conditions can be large relative to the sampling errors of the rest of the distribution. With the end-correc tions and supplementary observations described in § § 2 (d) and 2 (e), however, they can be reduced considerably. Table 3 shows the effect of applying these corrections when sampling a normal function from 0 to -|-oo. 1-000 0000 1-000 0000
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As is to be expected, the unadjusted set of samples with random starting point, is very inaccurate, having an error mean square of 0*0140 (calculated from the tabulated values with half-weight to 0*0 and 1*0). This is somewhat greater than the variance 0*0056 of a random sample with one sampling point in-each block of cr. Unadjusted randomly located systematic samples are necessarily inaccurate with any material which has a pronounced trend.
The use of end-corrections, without supplementary observations, considerably improves the accuracy, but the samples for which the starting point is widely separated from the beginning of the distribution are still rather unsatisfactory, owing to the rapid fall in value °f /M w th increasing
x. The error mean square of this set of samples, use of a supplementary sampling point at * = \ { r -\ d ) for samples for which removes the major part of this error, as shown in the column H*. The error mean square is now reduced to 0*000020.
If the half-normal curve is preceded by a section in which f{x) is constant we obtain the values shown in the last column of table 3. (The length of the constant section, -1*253 3141 has been chosen so as to give a total integral of unity.) In this case Ja n d are identical, since the adjustments are applied to the constant part of the function. The errors are appreci ably smaller than those for
Ha from the half-normal curve, indicatin satisfactorily compensate for the variation that would otherwise occur in systematic samples when the function starts at one more or less stable value b^t subsequently falls to another more or less stable value. If the adjustments were not used the errors would be quite large, the value at r = 0*7^ being 0*816 0974 and at r = 0*8<r being 1*174 7378. m p l in g m a t e r ia l v a r y in g q u a n t it a t iv e l y a c c o r d in g 
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TO THE AUTOREGRESSIVE LAW (a) Properties of autoregressive sequences
In an autoregressive sequence each term is in part determined by the preceding term or terms and in part by an independent random component. In the simplest case the auto regression may be expressed as a regression on the last preceding term only. The generating law may then be written _ hi. , _ !fr+ 1 -c'3'r"i ' " r+l> where b is the regression coefficient and ar+l is a random variate, with mean zero and variance a'2 say. In order that the total variance a2 of successive terms of the sequence shall be constant we must have 1 -1 and ^,/2
An autoregressive sequence has the property that the sequence formed by terms s units apart will itself be autoregressive with a coefficient bs. We. may therefore define an auto regressive process which will generate a function which has the property that any sequence of equally spaced points on it, distance s apart, forms an autoregressive sequence with coefficient bs. A function generated in this manner will be continuous but not differentiable. It therefore has certain properties which are essentially different from the continuous variate type of function.
The correlation between terms d apart in an autoregressive sequence is bd. Consequently the correlogram is of the exponential form pdwhere b -e~x. Cochran (1946) has established that with such a correlogram the sampling variance of a systematic sample with spacing do f a function sufficiently long relative for end-effects to be neglected is given on a per term basis by while that of a sample of the same density with one sampling point located at random in each block of length di s
The expression for the variance per term of a sample with two sampling points located at random in each block of length 2d can be obtained from the last expression by substituting 2d for d.
Cochran used these expressions to evaluate the relative efficiency of stratified random and systematic sampling. We reproduce his results (slighdy modified) in table 4, with the addition of values for random sampling in blocks of 2d. 
where rKs represents the sum of the terms s apart, t and beginning with the rth term.
(rKid)2> therefore, will contain ( 2 n -l) products of values \d apart, each with coefficient 
f-iL i-M i
In the case of a function, a subdivision in powers of 2 is possible for all values of since the function exists at all points. The process of subdivision can also be extended indefinitely, the value of Sd being given by the limits of the above expression as s tends to infinity. In this case 2S(1-bdl2s)-+-dlogeb and therefore
This agrees with Cochran's expression.
Finally we have E>dja2 = 1 Table 5 gives the values of D fa 2, E Ja 2 and SJa2 (for a function) for various values of bd. The values of bd> each of which is the square root of the preceding one, are chosen so as to exhibit the structure of Sd. Thus the value 0*96983 of Sd/cr2 for bd = 2-32 is equal to This may be compared with the value of 0*41199 for the corresponding autoregressive function. 
(b) Estimation of the sampling error without supplementary observations
We may now consider whether, in material of the autoregressive type, the sampling variance of a systematic sample can be calculated from the sample values, without any supplementary observations.
If the material is known to be truly autoregressive, the problem presents no difficulty. Dd and a2 may be estimated from the sample values (the latter, in a long sequence, being equal to the total variance of the individual values). Once these are determined bd and Sd may be obtained from the above formulae. This procedure is tentatively suggested by Cochran in the paper referred to above.
Unfortunately, in practice it is unlikely that there can be any certainty that the auto regressive law is followed exactly. The effect of applying the above procedure to material which is not truly autoregressive must therefore be investigated.
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Two simple types of departure from the autoregressive law may be considered: first, the case in which autoregressive variation is superimposed on a long-term variation, and secondly, the case in which the individual values of an autoregressive sequence are subject to a superimposed random variation.
In the first case, if the long-term variation is sufficiently gradual relative to the sampling • interval, neither
Sd nor Dd will be appreciably affected, but the overall v increased. If the overall variance is and the autoregressive variance is with erg = \<r2, denoting estimated values by the suffix e, we have The existence of long-term variation, therefore, though it markedly affects the correlation between neighbouring values, and therefore the estimate o f does not seriously affect the estimate of the systematic sampling variance, since there is a compensating increase in the overall variance.
In the second case, SdJ Dd) and the overall variance, will all be increased by the random variance cr\. In this case, if a\ = jutr2, If, for example, ju = J and ¥ = 0*5, (¥ )e = 0*4, and when is large In this case, therefore, there is a very serious underestimation of the systematic sampling variance, even when the random component of variance is quite small relative to the auto regressive component. Nor is it likely that such deviations from the true autoregressive law will be detected by examination of the correlogram, particularly as the two types of disturb ance produce effects which tend to mask each other in the correlogram.
An alternative approach would be to use the estimates of and Dd) instead of 0-2 and Dd, in order to determine bd and hence Sd. This eliminates disturbances due to long-term varia tion, but there is still substantial underestimation of Sd when there is a superimposed random component. Sd is also seriously affected by errors of estimation in Ed.
We therefore reach the conclusion, from the study of the effects of simple disturbances on the autoregressive type of variation, that no reliable estimate of the systematic sampling variance can be obtained from the values of a single systematic sample. The fact of the matter is that it is impossible to predict the behaviour of a sequence or function at inter mediate values from the known values at the equally spaced sampling points, unless the mathematical law of variation is already known. The best estimate that is available from the values of a single systematic sample appears to be Ed. The general relation already established
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indicates that, provided Ed, Eidi Eid J ... are a decreasing sequence, Ed will alw estimate of Sd. The degree of overestimation in the case of an autoregressive function can be seen from table 5, the ratio Ed/Sd being only slightly greater than unity when bd is small, but tending to the value of 3 as bd approaches 1. If, however, there is a superimposed random variation, the ratio E JSd will have a maximum at some intermediate value of bd, and will tend to unity as bd approaches 1, since the random component then becomes dominant. In the sampling of certain types of mathematical function, such as the normal curve, with no superimposed random variation, Ed will give an even greater degree of overestimation, but material of this type is not likely to occur very frequently.
It may be noted that, apart from errors of estimation, Ed will give a better estimate of the systematic sampling error than will Dd. In the autoregressive function, for example, the ratio Dd/Ed tends to 2 as bd tends to 1. If the ratio DdjEd is large it may be taken as prima facie evidence that Ed is itself likely to be a substantial overestimate of Sd, but any quanti tative assessment of the degree of overestimation based on the numerical value of E)djEd would be dangerous, as will be apparent from the numerical results reported in § 5 (c) .
(c) Use of supplementary partial systematic samples
If an accurate estimate of Sd is required supplementary sampling must be undertaken. Two types will be considered, namely, the location of supplementary partial systematic samples at random relative to the main sample (using the same sampling interval) and the location of such samples systematically at the mid and quarter points relative to the main sample. If the location is random then clearly an unbiased estimate of the systematic sampling variance will be obtained, apart from any errors introduced on account of the limited range of the partial samples. If the location is systematic the mid-point samples, in conjunction with the original sample, will provide an estimate of E y, and the quarter-point samples, if they are taken, will provide an estimate of Eid, together with additional information on Eid. In this case an unbiased estimate of Sd will not be availab sampling the estimate (for a function) * is not likely to be seriously in error, the actual error being i^id~ 8^id~ •••> i.e. less than \E±d. In the case of a sequence the error is slightly less. When 16, for example, the error will be 3 z? 2 z? 11? 15-^4 15^2 15^15 i.e. less than £E4. Even mid-point sampling will -often give an estimate which is sufficiently accurate for practical purposes.
Values of the above expressions for an autoregressive function can be immediately obtained from table 5. Comparison of E ifa 2 with Sd/a2 gives the error with mid-point sam pling. Where bd -0*5, for example, the true error is OT150-2 against the value of 0*1 given by E y. Over a wide range, therefore, the error is very close to the limiting value of 50 % in excess. With quarter-point sampling and bd = 0-5 the estimate is £(0-172 + 0-086) = 0-129<72, i.e. close to the limiting value of 12J % in excess. Any superimposed random component of variation will reduce the proportional error substantially. In a sequence with a\ = 0*25cr2 and d = 16 the corresponding excesses are 16 and 3 % respectively. From the point of view of providing unbiased estimates of systematic sampling error, therefore, random location of the supplementary partial systematic samples is preferable. On the other hand, systematic location has certain advantages, in that the location of the sampling points is easier, the additional information is of greater value for such purposes as mapping, and the results can be incorporated as part of an additional systematic sample if subsequent increase in accuracy is required. Moreover, with systematic location the accuracy to be expected with less intensive sampling is somewhat more easily judged-with a supplementary sample at half-spacing only, for example, a good estimate of the sampling error at spacing 2 dc an be made. Somewhat better use can also be made of the sup observations in that overlapping partial samples can be constructed. One of the practical difficulties in the determination of the systematic sampling error by randomly located supplementary partial samples is that, even with samples of only four points, each set of four observations only contributes one degree of freedom to sampling error. (This point will be discussed in more detail in § 5 (<?).)
-(^0
Effect off variation in length offpartial systematic samples off an autoregressive Junction
*n § 2 ( /) ^ was stated that it was considered that a range 4 for the partial samples represented a reasonable compromise between economy of material and elimination of the long-term compensatory effects from sampling error. In the case of an autoregressive function it is possible to evaluate the errors that arise from this source.
Consider the estimation of from contrasts between partial systematic samples of the type
rGd{ki c) ~r+idGffk, c).
The maximum and minimum errors will occur when r = and r = %d respectively, and it will therefore be sufficient to evaluate the expectations of the square of the above expression divided by the appropriate divisors, 2k-\and f, for th these expectations by A and A' respectively, and putting $ d = u, we find
Bd enotes the expectation of the square of
ldGd(k, c) -}dGd(k, c) + yG d(k, c) -dGd(k, c)
(for which the error of estimation of Eid is maximum), divided by the appropriate divisor, 4tk-and v = bld, we find
The last term in each case represents the bias. These biases are roughly inversely pro portional to k. Their values in percentage terms when = 4 are shown in table 6. T a b l e 6. P e r c e n t a g e biases in v a r ia n c e estim ates d e r iv e d fro m p a r t ia These biases are sufficiently small for practical purposes. In the case of certain mathe matical functions, such as the normal curves of error, the biases in percentage terms will be much larger, but it is unlikely that empirical estimates of error by means of partial systematic samples will be required in such cases. Any superimposed random component of variation will reduce the biases. It therefore appears that the use of partial systematic samples of four terms for the estimation of sampling error will be satisfactory.
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(e)
Use of overlapping partial samples When estimating such quantities as E^d from supplementary observations at half-spacing the partial systematic samples may either be overlapping or non-overlapping. If the partial samples are spaced at 4 d,so that there is no overlap except for the ends, there will one-quarter the number of contrasts that will be obtained with a spacing of d. These latter contrasts, however, will be by no means independent, and the question therefore arises as to how much additional information will be obtained by the use of overlapping samples. A similar situation arises when calculating Dd from successive differences of observations at interval d, where all possible differences or alternate differences may be taken. A complete analysis of this problem in, for example, an autoregressive sequence would be complicated. The solution in the case of a random sequence, however, is simple, and will give an indication of the additional information in material subject to a large random component of error.
We will consider first the calculation of Dd.Denote the succes with variance a2 and let z x -i( y i-y2)2} z 2 = i(y 2~H3)2) •••• Then ) = 2<r4, and we find cov (Zj z2) = J<r4. Consequently in a sequence with 2 terms, when n is large, m -~{ F (z) + 2 cov(z,z2)} = A
If alternate z's are taken, so that all the z's are independent,
V{z)=\v{z).
There is thus a gain in information of one-third by taking all successive differences.
A similar procedure shows that with partial systematic samples and supplementary observations at half spacing, if 4 ns amples overlapping by 3 units are taken 
r ( z ) = -j j -v ( z ) .
The gain by doubling the number of contrasts by taking samples overlapping by 2 units is therefore somewhat over 25 %, but the additional gain by a further doubling is only of the order of 5 %. l t s o f e x p e r im e n t a l s a m p l in g o f n u m e r ic a l m a t e r ia l In the course of the present investigation trial samplings were carried out on various sequences of numerical material. A good deal of this work was exploratory, and the results obtained suggested a number of the procedures that have already been outlined. This numerical work will be briefly reported, as the results illustrate the various points at issue and provide practical demonstration of the validity of the conclusions that have been This sequence consists of 296 approximate altitudes (of which the first 288 were retained for analysis) at intervals of 0T mile along the west-east grid line 1355 of sheet 96 (Hertford and Saffron Walden) of the 1 in. O.S. map of England and Wales (5th ed.). The land covered by the line is undulating with altitudes ranging from 200 to 450 ft.
R e su
The altitudes were obtained by plotting the points given by the 50 ft. contour intersections, and also the estimated locations and altitudes of the maxima and minima. A line was then drawn through these plotted points, and the altitudes at 0T mile intervals were read off.
The method of determining the altitudes has naturally resulted in a certain smoothing of the minor variations, and the decrease in variance with close sampling is therefore somewhat more extreme than would occur with actual altitudes. The results, however, may be taken as typical of the type of results that will be obtained when sampling material which is subject to the 'smooth-curve' type of variation.
In the tables which follow, all mean squares have been expressed on a 'per point' basis in units of (1 ft.)2. No correction for 'finite population' has been introduced, as the 288 values can themselves be regarded as a sample of a continuous function.
In order to test the effects of end-corrections and supplementary observations the values of y [/zj, v[h'J] As might be expected, the largest gains occur when / is a multiple of d. Under these circumstances there is an average gain of 40 % with end-corrections, and a further gain of 19 % with supplementary observations. Apart from this, and irregularities with small , the gains do not show any marked association with sampling interval.
The estimates Sd of the systematic sampling errors given by partial systematic samples were also calculated for d -2 to 6, 8 to 10, 12, 15, 16, 18, 20, using figure 2 , which has been plotted on a logarithmic scale in both directions. The regularity of Rd is due to the fact that the values, except for R32, have been calculated from the values of Dsi and therefore approximately represent the values that would be obtained with all possible block boundaries. In blocks of 16, for example, the mean squares vary from 890 to 1310 according to the choice of block boundary, the mean being 1080, compared with the value of 1110 from Ds.
Various points are apparent from the figure. In the first place it will be seen that Sd conforms satisfactorily to the trend of values off [/s£). The deviations are no greater than may be expected from chance causes, having regard to the small number of values of hd for small d, and the lack of independence of the values amongst themselves.
All forms of sampling increase rapidly in accuracy as the sampling interval is decreased, the precision per point being more than doubled, for example, for stratified random samples when the block size is decreased from 8 to 4 units.
Over the lower part of the range systematic sampling is about four times as accurate as stratified random sampling with one point per block. For higher values of , however, the relative accuracy falls away, and there is a peak at = 16 where systematic sampling, as judged by Sd, is no more accurate than stratified random sampling. This, and the even poorer performance of the actual systematic samples, is a reflexion of the fact that certain of the major features of the variation in altitude happen to coincide with the sampling interval, but this is scarcely likely to be more than a chance effect. It may be noted that even the least accurate of the values of h"6 has a discrepancy of less than twice the s the corresponding stratified random sample of one per block, and of only 1*5 times the standard deviation of the stratified random sample with two per block. Undoubtedly, however, as examination of the altitude curve (not reproduced) indicates the advantage of systematic over random sampling is fading away as d is increased, as also is the value of stratification. A degree of instability is also entering into the estimates of the systematic sampling variance due to the shortness of the sequence relative to the sampling interval.
The figure shows that Dd is a very poor estimate of the systematic sampling error in material of this kind. In general, Ed provides a much better estimate, though it behaves poorly at d -8, for the reason already discussed. In general, also, the discrepancy between Dd and Ed provides an indication that even Ed is likely to be a substantial overestimate.
The estimation of error from the use of supplementary samples at half and quarter spacing only was tested for figure. ) It will be seen that supplementary samples at half and quarter spacing provide a satis factory estimate of the error, whereas supplementary samples at only half spacing give a substantial overestimate. The foregoing theory indicates that this is what is to be expected in material of this kind. 
(b) Potato yields
The data, due to Kirk, were taken from a paper by Kalamkar (1932) , and consist of the yields of 96 rows of potatoes each 132 ft. long. Each row was harvested in six sections, but for the purpose of the present investigation only the yields of complete rows have been considered.
Systematic samples at spacing d = 3, 4, 6, 8, 12, 16 were taken corrections for supplementary observations, were applied. The ratios of the resultant variances are shown in table 9.
369
The use of end-corrections has on the average reduced the sampling variance by about one-sixth, but supplementary observations have effected no further improvement. Table 10 gives a conspectus of the values (on a 'per row' basis) of various variance esti mates that were calculated for this sequence. No corrections for 'finite population' have been introduced. The variance within blocks, Rdi decreases considerably as block size is reduced, the value for d -3 being less than one-tenth that for the whole sequen sequently, random sampling with one point per block is decidedly more efficient than random sampling at the same density with two points per block, the geometric mean of R2djRd (for d = 3, 4, 6, 8, 12, 16) being 1*39. The systematic sampling variance, Sd) as estimated from partial systematic samples, is less than or equal to Rd for all these values of d, the geometric mean of the ratio Rd/Sd being 1*37. There is therefore an average further gain in precision of 37 % with systematic sampling over random sampling with one point per block. Without end-corrections the gain would be rather less than half this.
shows reasonable agree ment with Sd) the arithmetic mean of the ratio v[Hd]/Sd being 0*98. The mean square difference, Dd , between successive values d apart gre the systematic sampling error, there being some improvement, but still considerable over estimation, by using Ed. Finally, there is in this series no consistent difference between E y and \{ E y -\-E^, either set of values giving a tolerable estimate of Sd.
In conclusion, it should be noted that though no marked periodicities are shown by these data, cultivation often produces periodic variation in fertility in agricultural land, and for this reason systematic sampling of whole rows is not in general advisable for agricultural crops.
Vol. 241. A. 46 (c) Air and soil temperatures
Three sequences of daily temperature readings were taken from the Rothamsted records, each covering a period of 192 consecutive days. These are as follows:
(1) Air temperature (maximum in screen [H'a\ v[Hd]/v[Hfi /v[ v[Hd\lv[H'd] As is to be expected, end-corrections are of no value in the air temperature sequence, in which the average values at the two ends of the sequence are similar, but such corrections have given substantial gains in accuracy in the case of the 4 and 12 in. soil temperatures, where differences between winter and summer temperatures are involved. There is little further gain with supplementary observations; the apparent average gain of 26% for 4 in, soil temperatures is due to the high value for = 4, which is almost certainly fortuitous.
The values of the various variance estimates are shown in table 12, which corresponds to table 10 for potatoes. Rd decreases markedly with block size, the greatest proportionate decrease being with 12 in. soil temperature, as is to be expected. (The values for air and soil temperatures are not strictly comparable owing to the different periods of the year covered by the air and soil temperatures.) Systematic sampling shows gains over random sampling with one point per block in almost all cases, the gain being greatest with the 12 in. soil temperatures, where the random fluctuations are least.
shows reasonable agreement with Sd in all cases.
The various estimates of Sd behave in the expected manner. \{E id-\-Ey) provides a satisfactory estimate in all cases, E±d is somewhat of an overestimate, while Ed and Dd are considerably in excess, the discrepancies being greatest, as is to be expected, where the random fluctuations are least.
S u m m a r y o f n u m e r ic a l r esu l ts
For purposes of comparison the results obtained in the analysis of the five sequences of the last section are summarized in The ratios of the table must not be regarded as estimates of parameters which have definite fixed values for the type of sequence in question. In part the actual values of the ratio will depend on the range and values of d included in their calculation, in part on the properties of the particular sequence chosen for analysis. Thus, for example, the low value of v\H^\jv\H'^\ for air temperature is due to the fact that the period covered was deliberately chosen to illustrate the case in which end-corrections would be of little or no value, whereas in the case of the soil temperatures the period was deliberately chosen so as to give maximum chance of improvement with end-corrections.
Nevertheless, in spite of these qualifications, a number of general conclusions emerge from the table, which may be summarized as follows.
(a) End-corrections, v'IHj] I v [Hd] . The importance of end-corrections is apparent. Incases in which there is a marked trend, and a fairly continuous type of variation, failure to apply them may, when / is a multiple of d, result in systematic samples bein random samples with one point per block (4in. soil temperature), or even than random samples with two points per block (12in. soil temperature). , v[Hd]/v[Hd] , The additional gain with supplem observations is in general small, and on the evidence of these results it would appear that they are not worth making, except possibly in the case of sequences subject to a continuous type of variation which are also short relative to the sampling interval. (The values tabulated do not include any allowance for the additional observations required; if the cost of a supple mentary observation is taken as equal to that of an ordinary observation the ratios must be reduced on the average by about 5 %.) [Hd] fSd is T05d:0*ll. It ma ratio will show a slight positive bias, owing to errors in but the results appear to exclude the possibility of any large overestimation of the sampling error because of incomplete elimination of the continuous components of variation from the partial samples.
46-2 (b) Supplementary o b s e r v a t i o n s
(d) Gains with systematic s a m p l i n g , Rd/Sd and R2d/Rd. The gain with s over random sampling with one point per block is of the same order of magnitude as the gain with random sampling of one point per block over random sampling with two points per block. As is to be expected, the gains are most marked with variation of the continuous type (12in. soil temperatures and altitudes), and in this case the gain with systematic sampling is somewhat greater than that due to reduction in block size.
(e) Estimation of systematic sampling error from additional observations at half and quarter , ^(Eid-\-E^d)/Sd. This is completely satisfactory in this material.
( f) Estimation of systematic sampling error from additional observations at half spacing only, EiJSd' This is reasonably satisfactory for the material which has no large continuous com ponent of variation (potatoes and air temperatures). The degree of overestimation becomes more marked as the continuous component increases, though it is never very large (25 % for the standard error in the case of the altitudes).
(g) Estimation of the systematic sampling error from the data of the sample , Ed/Sd and DdjSd. Differences taken alternately plus and minus give estimates Ed which are in excess (in terms of the standard error) by amounts ranging from 25 to over 100 %. Ed is, however, decidedly better than the estimate Dd derived from successive differences, the difference being more marked with the more continuous types of material.
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8. R e l a t io n b e t w e e n t h e g a in in p r e c isio n w it h a g iv e n
INTENSITY OF SAMPLING AND THE GAIN IN EFFICIENCY
At first sight it might appear that the gain in efficiency resulting from the use of random sampling with one point per block instead of two points per block, or the use of systematic sampling instead of random sampling with one point per block, is equal to the gain in precision with a given intensity of sampling. This, however, is not the case, because with a more accurate type of sampling a lower intensity will be required to attain a given accuracy, and consequently the block size or sampling interval will be increased. If, for example, random sampling with one point per block is twice as precise, for a given intensity of sam pling, as random sampling with two points per block (R2d/Rd = 2), halving the number of sampling points with change from random sampling from two points per block to one point per block would result in doubling the block size, in which case the variance per point would be the same as that for the original sampling. The intensity of sampling required to give the same accuracy with random sampling of one per block is in fact that required for random sampling with two points per block.
In general terms, if the ratio R2dIRd = (f> remains constant over th
where b = log 0/log 2, the ratio i2/il of the intensities of sampling required to give the same accuracy in the final results with random sampling of two points per block and one point per block respectively is given by . , , , " ' log^ = -f r t 5 ix log 2
The situation with systematic sampling is somewhat more complicated, since, in addition to the ratio RJSd = \ f ro f the precision of systematic sampling to that of random sampl of one point per block with a given intensity of sampling, the change in Rd with change in block size is involved. The ratio i j i s of the intensities required to give the same accuracy in the final results with random sampling of one point per block and with systematic sampling is given by log 4 = log fr log 2 log 2(f)
Values of these ratios for the five numerical sequences investigated are shown in table 14, the values of (f and fr being taken from table 13.
These results are obtained on the assumption that the accuracy required in the results is laid down at the start, and that the only problem concerning the statistician planning the sampling is to attain the required accuracy at minimum cost. This, however, although 46-3 374 F. YATES ON SYSTEMATIC SAMPLING common practice, is an over-simplification of the whole problem. If less costly methods of sampling are available, it will pay to increase the accuracy of the results, thereby reducing the magnitude and therefore the cost of errors. The exact relationships for maximum efficiency will depend not only on the laws governing the various types of sampling error, and the cost of different types of sampling, but also on the form of the loss function due to errors in the results. As a simple example we have taken the case in which the additional cost per sampling point is the same whatever the type and intensity of sampling, and in which the loss due to (or cost of) an error is proportional to the square of that error.
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The various cost functions were calculated on these assumptions for the values 1*75 and f = 2-42, which are those obtained in the 12 in. soil temperature sequence, and are shown in full lines in figure 3, together with a typical loss function for errors. (Apart from the values of < j > and i/r the relationships are the same whatever the magnitude of the numerical constants.) The broken lines show the sums of the costs of the various types of sampling and the loss due to errors. Their minima indicate the accuracies which are required for maximum efficiency for the various types of sampling. The accuracy at the minimum for random sam pling of two per block has a value of 3*57 units, that for random sampling of one per block has a value of 4-37 units, and that for systematic sampling has a value of 5*97 units. The relative intensities of sampling, which are given by the ordinates of the full lines at these points, are 4*04, 3*32 and 2*42 units, i.e. 1 : 0*82:0*60. The minimum total costs (sampling -f loss due to errors) are 6*28, 5T5 and 3-76 units. The losses due to errors are decreased in the same proportion as the total costs, the actual costs of these losses being 2-24, T83 and 1*33 units respectively.
C o n c lu sio n s
The present investigation shows that over a wide range of conditions one-dimensional systematic sampling of sequences and functions is more accurate than stratified random sampling, the average gain with systematic sampling over random sampling with one unit per block being of the same order as the gain with random sampling with one unit per block over random sampling with two units per block. These conclusions, however, only apply to systematic samples with random starting point if the effects of any trend in the sequence or function is removed by the use of end-corrections of the type described in § 2 ( ). Since these corrections are easily applied, and require no supplementary observations, they should always be used in material subject to any appreciable trend. They are of particular import ance when the total length of the sequence is a multiple of the sampling interval.
The use of supplementary observations at the ends of the type described in § 2 ( ) is shown to be worth while only in exceptional circumstances such as arise in sampling material in which a long-term continuous component of variation is dominant (e.g. the half-normal curve described in § 4 W ).In such material the use of centrally located systematic samples (which avoid the necessity of any form of end-adjustment) is usually more practical.
The investigation also confirms that no method of obtaining a really valid estimate of error from the sampling results themselves can be hoped for. The laws of variation to which * different types of material are subject are too ill-defined, and too varied, for it to be possible to base any reliable estimate of error on assumptions of some definite law of variation. One of the outstanding advantages of random sampling is that the validity of the estimation of error is largely unaffected by the actual laws of variation followed by the material. For this reason random sampling can be applied with complete confidence to material about which nothing is previously known. The degree of accuracy actually attained can be judged from the results. It may, of course, be found that the amount of sampling has been inadequate to give the accuracy required, in which case further sampling will have to be undertaken, but no false conclusions will be reached. If systematic sampling is used in such cases unsuspected periodicities in the material may lead to grossly misleading results.
Usually, however, a good deal is known about material on which sampling is to be under taken. Even if it is not, it is often profitable, when extensive sampling investigations are being planned, to make a fairly thorough study of the type and degree of variability to which the material is subject by detailed investigation of typical parts of it. In such cases the relative advantages of systematic and random sampling can be properly investigated, and the dangers inherent in the uncritical use of systematic sampling can be avoided. The methods based on partial systematic samples described in the present paper make possible the estimation of the expected systematic sampling error with reasonable economy of material, either by the calculation of Sd directly (where all th or by its estimation from the E series.
If it is decided to use systematic sampling for an investigation, it is important that some controls over the actual sampling errors should be available, whether or not a preliminary investigation has been undertaken. The nature of the control will depend on the material: in material which has only a moderate continuous component of variation Ed may be con sidered adequate control, in which case no supplementary observations will be required. As has been demonstrated, Ed> i.e. the mean square based on the sum of a sequence of terms of the sample taken alternately positive and negative, with-suitable end-adjustments, is a decidedly better estimate of the systematic sampling error than is Ddi the mean square based on successive differences. Where there is any considerable continuous component the basis of control will have to be E y or even i{ E y + E y ) } in wh be made to take supplementary observations where necessary. This, of course, will somewhat lower the efficiency of systematic sampling.
In planning the error control a certain degree of overestimation of the sampling error can often be tolerated. Naturally, also, by no means the whole of the material need be covered. In large-scale investigations it is only rarely that estimates of the sampling error are made from the whole of the material, even when the method, of sampling is such that fully valid estimates are possible. Nevertheless some degree of control-analogous to quality control of an industrial product-is always advisable.
When, for one reason or another, random sampling is considered preferable to systematic sampling, there remains the question of whether such sampling should be two units per block or one unit per block. The only advantage of random sampling of two per block is that an estimate of error is automatically available for every part of the material if required, but this is not a very cogent reason if such estimates are not in fact computed. If, as is usual m extensive sampling, some form of error control is all that is required, it may well be better to use random sampling of one per block, supplementary observations at randomly located points being taken in a sufficient proportion of the blocks to give adequate error control. An alternative procedure, in material in which the block divisions are arbitrary, i.e. virtually located at random, is to estimate the error mean squares of differences of terms * = 1 ,2 ,3 ,..., d-1, units apart from differences between terms in neighbouring blocks, building up the mean square within blocks of d from the formula given in § 2 . If is at all large, however, the mean squares for small s, which have greatest weight in the final sufficiently accurately determined without some supplementary observations. These obser vations may be located so as to give information only on the differences for small s. Extra polation from higher values of * may also occasionally be used, though this is inadvisable if the material is such that there may be considerable negative correlation between neigh bouring terms of the sequence, such as arises, for example, from competition of plants in a row.
It has already been pointed out that the use of systematic sampling is dangerous on material with unsuspected periodicities. When the periodicities are known, however, it can be effectively used, by proper choice of sampling interval, either as a means of eliminating the effect of the periodicities from the sampling error, or for the purpose of providing com parative results all affected to the same degree by the periodicities. Many meteorological observations, such as daily readings of temperature taken at a fixed time of the day, provide examples of the latter type of sampling.
Finally, the findings of § 8 may be emphasized, which show the importance of taking into account the relative cost of the various sampling methods, and their relation to the losses due to errors in the results, when determining the degree of accuracy that is required. The true gains with systematic sampling over random sampling of one point per block, and of the latter over random sampling of two points per block are not as great as the gains in precision with sampling of a given intensity, owing to the loss of accuracy with decrease in intensity, which is more than proportionate to the decrease in number of sampling units. They are, however, appreciably greater than the gains which result if the intensity is adjusted so that the same overall accuracy is achieved. It always pays, when a more accurate method of sampling is available, to increase the overall accuracy over that which would be optimum for the less accurate method. 
