A T-gain graph is a simple graph in which a unit complex number is assigned to each orientation of an edge, and its inverse is assigned to the opposite orientation. The associated adjacency matrix is defined canonically, and is called T-gain adjacency matrix. Let T G denote the collection of all T-gain adjacency matrices on a graph G. In this article, we study the cospectrality of matrices in T G and we establish equivalent conditions for a graph G to be a tree in terms of the spectrum and the spectral radius of matrices in T G . We identify a class of connected graphs F such that for each G ∈ F , the matrices in T G have nonnegative real part up to diagonal unitary similarity. Then we establish bounds for the spectral radius of T-gain adjacency matrices on G ∈ F in terms of their largest eigenvalues. Thereupon, we characterize T-gain graphs for which the spectral radius of the associated T-gain adjacency matrices equal to the largest vertex degree of the underlying graph. These bounds generalize results known for the spectral radius of Hermitian adjacency matrices of digraphs and provide an alternate proof of a result about the sharpness of the bound in terms of largest vertex degree established in [Krystal Guo, Bojan Mohar. Hermitian adjacency matrix of digraphs and mixed graphs.
Introduction
For a given group G, a G-gain graph is a graph G with each orientation of an edge of G is assigned an element g ∈ G (called gain of the oriented edge) and whose inverse g is assigned to the opposite orientation of the edge. For more details about the notion of G-gain graphs, we refer to [14, 15, 16, 17, 18, 19] . Let T = {z ∈ C : |z| = 1} be the multiplicative group of unit complex numbers. In [12] , the notion of T-gain graphs has been studied. If G is a graph with vertex set V (G) = {v 1 , v 2 , . . . , v n } and each orientation of its edges having some gain from T, then the associated T-gain adjacency matrix is an n × n matrix defined as follows: (s, t)th entry of the matrix is the gain of the edge starts from the vertex v s and ends at the vertex v t , and is 0 if there is no edge between the vertices v s and v t . Particular cases of the notion of adjacency matrix of T-gain graphs were considered with different gains in the literature [2, 8] . In [8] , the authors considered complex weighted graphs with the weights are in {±1, ±i}. In [4] , the authors studied some of the properties of the characteristic polynomial of the T-gain graphs. For some interesting spectral properties of T-gain graphs, we refer to [12, 13, 4, 16, 20] . A directed graph(or digraph) X is an order pair (V (X), E(X)), where V (X) = {v 1 , v 2 , . . . , v n } is the vertex set and E(X) is the directed edge set. A directed edge from the vertex v s to the vertex v t is denoted by − → e st . If − → e st ∈ E(X) and − → e ts ∈ E(X), then the pair {v s , v t } is called a digon of X. The underlying graph of X is a simple undirected graph obtain from X by replacing a directed edge by an undirected edge and denoted by Γ(X). The Hermitian adjacency matrix [6, 9] of a digraph X is denoted by H(X) and is defined as follows:
(s, t)th entry of H(X) = h st =
if both − → e st and − → e ts ∈ E(X), i if − → e st ∈ E(X) and − → e ts / ∈ E(X), −i if − → e st / ∈ E(X) and − → e ts ∈ E(X), 0 otherwise.
The Hermitian adjacency matrix can be thought of as the adjacency matrix of a T-gain graph with the gains are from {1, ±i}.
Given a graph G, one can associate uncountably many T-gain graphs with G. Let T G denote the collection of all T-gain adjacency matrices on a graph G. First main objective of this article is to study the relationship between the spectral properties of various T-gain adjacency matrices associated with G. In section 3, we partition T G using the gains of some special types of cycles(fundamental cycles) of G, and show that any two matrices inside the same class are cospectral [Theorem 3.2] . Also we observe that, either the specturm or the spectral radius of T-gain adjacency matrices of a graph G is invariant under all T-gains if and only if the G is a tree [Theorem 3.4] . We identified a class of connected graphs such that for each graph G in this class the cospectrality of matrices in T G is determined by the gains of the fundamendal cycles.
Second objective of this article is to introduce a class of connected graphs F such that for each G in this collection, the matrices in T G have nonnegative real part up to diagonal unitary similarity. We extend some of the bounds for the spectral radius of the T-gain adjacency matrices of graphs in this class F , which are known for Hermitian adjacency matrices.
The spectral radius of the adjacency matrix A(G) of a graph G is the largest eigenvalue of A(G). If we consider directed graphs or weighted graphs with complex numbers as edge weights, then the spectral radius need not be an eigenvalue of the associated adjacency matrix. For the Hermitian adjacency matrix of a digraph, surprisingly, in [6, Theorem 5.6 ] the authors established the following bounds for the spectral radius of the Hermitian adjacency matrix H(X) in terms of the largest eigenvalue λ 1 (H(X)) of H(X). Theorem 1.1. [6, Theorem 5.6] For every digraph X, λ 1 (H(X)) ≤ ρ(H(X)) ≤ 3λ 1 (H(X)).
Third objective of this article is to extend the above result for T-gain adjacency matrices. For any connected graph, we show that if the associated T-gain graph has nonnegative real part, then the above bounds hold true [Theorem 5.1] . Also, we have for any graph G ∈ F , the bounds in the above theorem hold true irrespective of the gains of the edges [Theorem 5.2] .
The spectral radius of the adjacency matrix of a graph is bounded above by the maximum vertex degree of the underlying graph. In [6] , this bound was extended to Hermitian adjacency matrices. Also the sharpness of the bound has been characterized [6, Theorem 5.1](See Theorem 2.9 of Section 2). Our fourth objective is to introduce the notion of k-generalized Hermitian adjacency matrix, H k (X) of a digraph X, which extends the notion of Hermitian adjacency matrix of X. For this new class of matrices, we characterize the structure of a digraph X for which the spectral radius ρ(H k (X)) equals to the largest vertex degree of Γ(X), which gives an alternative proof of [6, Theorem 5.1].
Notation, definitions and known results
Let G = (V (G), E(G)) be a simple undirected graph with vertex set V (G) = {v 1 , v 2 , . . . , v n }, and edge set E(G). If the vertex v i is adjacent to the vertex v j , then we write v i ∼ v j . The undirected edge between the vertices v i and v j , if exists, is denoted by e ij . The adjacency matrix of a simple graph G, denoted by A(G), is the symmetric n × n matrix whose (i, j)th entry is defined by a ij = 1 if v i ∼ v j , and a ij = 0 otherwise .
A digraph is said to be an oriented graph if it has no digons. A mixed graph is a graph which may contain both directed and undirected edges. When we consider Hermitian adjacency matrix of a mixed graph, the undirected edges are treated as digons. From this point of view, digraphs and mixed graphs are equivalent.
Suppose V (T ) = {v 1 , v 2 , . . . , v n } is the vertex set of a tree T . Then for 0 ≤ i, j ≤ n, the undirected path in T between the vertices v i and v j is denoted by
−−−→ e (j−1)j v j denote the directed path in T from the vertex v i to the vertex v j . A rooted tree is a tree in which one vertex has been fixed as the root. Let T be a rooted tree with the vertex v r as the root. The vertex set of the rooted tree T admits a canonical partial ordering on it as follows: v x ≤ v y if the vertex v x lies in the path v r T v y . This partial order is called the tree-order on V (T ) associated with the rooted tree T with root vertex v r [3] . A rooted spanning tree T of a connected graph G is said to be a normal spanning tree if any two adjacent vertices of G are comparable with respect to the tree ordering. Whenever we consider T as a normal spanning tree of a connected graph G, we assume that T is a rooted tree with some vertex as its root.
Theorem 2.1. [3, Proposition 1.5.6] Let G be a connected graph. Then G has a normal spanning tree with any specified vertex as its root.
Let G be a connected graph with spanning tree T . Then for each edge e ∈ E(G)\E(T ), adding the edge e to T creates a unique cycle in T ∪{e}. This cycle is called a fundamental cycle of G. Let − → G be an oriented graph after assigning some direction for each edge of G.
is an ordering of the directed edges of − → G . The incidence matrix of − → G is an m × n matrix whose rows and columns are indexed by vertices and edges of − → G , respectively, is denoted by Q( − → G ), and is defined as follows: The null space of Q( − → G ) is known as the cycle subspace of G. Let S be a subgraph of G. The incidence vector of an oriented subgraph − → S with respect to the ordering of the edges ( − → e 1 , − → e 2 , . . . , − → e m ) is an m × 1 vector defined as follows: If the edge e i ∈ E(G) is in − → S with its direction is same as that of − → e i (opposite to that of − → e i , respectively) in − → G , then the ith entry is 1 (−1, respectively), and 0 otherwise. Then the set of incidence vectors of all fundamental cycles associated with T forms a basis for the cycle subspace of G [1,
In this article, we call − → e st as a directed edge in the context of digraphs, and we call the same as an oriented edge in the context of gain graphs. For any simple graph G, each undirected edge e st ∈ E(G) is associated with a pair of oriented edges, namely − → e st and − → e ts . Set of all such oriented edges of a simple graph G is known as oriented edge set of G, and is denoted by − → E (G). A T-gain graph (or complex unit gain graph) on a simple graph G is a triple Φ = (G, T, ϕ) such that the map (the gain function) ϕ :
That is, for an oriented edge − → e st , if we assign a value g (the gain of the edge − → e st ) from T, then assign g −1 to the oriented edge − → e ts . For simplicity, we use Φ = (G, ϕ) to denote a T-gain graph instead of Φ = (G, T, ϕ). We call ϕ as a T-gain on G if Φ = (G, ϕ) is a T-gain graph on G. In [12] , the author studied the notion of the adjacency matrix A(Φ) = (a st ) n×n of a T-gain graph Φ. The entries of A(Φ) are given by
It is clear that the matrix A(Φ) is Hermitian, and hence its eigenvalues are real. When ϕ( − → e st ) = 1 for all − → e st , then A(Φ) = A(G). Thus we can consider G as a T-gain graph and we write this by (G, 1). For a square matrix B with complex entries, σ(B) and ρ(B) denote the spectrum and the spectral radius of B, respectively.
A cycle is called directed cycle if its all edges are oriented in same direction. A directed cycle obtained from a cycle C is denoted by − → C . For any cycle, there are only two directed cycles associated with it. Let
, we call the underlying cycle C as neutral in Φ. A T-gain graph Φ is said to be balanced if all the cycles in G are neutral in Φ.
Any function from the vertex set of G to the complex unit circle T is called a switching function. Two T-gain graphs Φ 1 = (G, ϕ 1 ) and Φ 2 = (G, ϕ 2 ) are said to be switching equivalent, denoted by Φ 1 ∼ Φ 2 , if there is a switching function ζ : V (G) → T such that
The switching equivalence of two T-gain graphs can be defined in the following equivalent way: Two T-gain graphs Φ 1 = (G, ϕ 1 ) and Φ 2 = (G, ϕ 2 ) are switching equivalent, if there exists a diagonal matrix D ζ with diagonal entries from T such that 
The following result gives an upper bound for the spectral radius of A(Φ) in terms of the maximum vertex degree ∆ of G. Next, we collect a couple of results related to the spectrum and the spectral radius of adjacency matrices of T-gain graphs. The characteristic polynomial of an n × n matrix M is defined as det(M − xI), where I is the n × n identity matrix. A graph G is called an elementary graph, if each of its component is either an edge or a cycle. Let H(G) denote the collection of all spanning elementary subgraphs of a graph G. For any H ∈ H(G), let C(H) denote the collection of all cycles in H. Theorem 2.7 (Corollary 3.1, [10] ). Let Φ be any T-gain graph with the underlying graph G. Let P Φ (x) = x n + a 1 x n−1 + · · · + a n be the characteristic polynomial of A(Φ). Then
where H i (G) is the set of all elementary subgraphs of G with i vertices. p(H) and c(H) are the number of components and the number of cycles in H, respectively. (ϕ(C)) is the real part of the gain of a directed cycle − → C .
Next result gives a bound for the spectral radius of the adjacency matrix A(G) of a simple graph G in terms of the largest vertex degree of G. A digraph is said to be weakly connected if Γ(X) is connected. The following extension of the above result for the Hermitian adjacency matrices is known. Theorem 2.9. [6, Theorem 5.1] Let X be a digraph and ∆ be the largest vertex degree of Γ(X). Then ρ(H(X)) ≤ ∆. If X is weakly connected, then equality holds if and only if Γ(X) is ∆-regular and there is a partition of vertex set of X into four parts( possibly empty) V 1 , V −1 , V i , and V −i such that one of the following holds:
(i) For each j ∈ {±1, ±i}, the digraph induced by V j in X contains only digons. Every other directed edge − → e st of X such that v s ∈ V j and v t ∈ V (−i)j for some j ∈ {±1, ±i}. See Figure 1. (ii) For each j ∈ {±1, ±i}, the digraph induced by V j in X is an independent set. For each j ∈ {±1, ±i}, every directed edge with one end in V j and one end in V −j is contained in a digon. Every other directed edge − → e st of X is such that v s ∈ V j and v t ∈ V ij for some j ∈ {±1, ±i}. See Figure 1 . Let A be an n × n Hermitian matrix and let the eigenvalues of A be ordered as
n with x * x = 1, with equality in the right-hand(respectively, left-hand) inequality if and only if Ax = λ max x (respectively , Ax = λ min x). Moreover,
The numerical range of an n×n complex matrix A is a subset of the complex numbers C, defined as follows:
For any n × n complex matrix A, the numerical range W (A) is a convex set.
This article is organized as follows: In section 3, we study the cospectrality of matrices in T G . First, we introduce an orientation scheme for the edges of the graph G, using a normal spanning tree of G, and we call the resultant oriented graph as suitably oriented graph. Suitably oriented graph plays an important role in this article. Using this notion, we construct uncountable many matrices in T G having the same spectrum. Then we give an equivalent condition for a graph G to be a tree in terms of the spectrum and the spectral radius of matrices in T G . Next, we give a class of connected graphs such that for each graph G in this class, the cospectrality of matrices in T G is characterized in terms of the real part of gains of their cycles.
In section 4, we introduce a new class of connected graphs, F in terms of T-gains. More precisely, if G ∈ F , then the matrices in T G have nonnegative real part up to diagonal unitary similarity. In section 5, we discuss bounds for the spectral radius of matrices in T G . First, we obtain bounds of the spectral radius in terms of the largest eigenvalue of matrices in T G , where G ∈ F . Next, we establish a characterization for the gain graph Φ = (G, ϕ) to have ρ(A(Φ)) = ∆. Then, for any digraph X, we define the notion of k-generalized Hermitian adjacency matrix, H k (X), which is an extension of the notion of Hermitian adjacency matrix. Finally, we characterize digraph X such that ρ(H k (X)) = ∆.
Cospectral T-gain graph
For any simple graph G, the collection of all T-gain graphs associated with G is denoted by T G . Let us consider T G := {A(Φ) : Φ ∈ T G }. The spectrum of A(Φ) is called the T-spectrum of Φ, and the spectral radius of A(Φ) is called T-spectral radius of Φ. Let Φ 1 = (G, ϕ 1 ) and Φ 2 = (G, ϕ 2 ) be two T-gain graphs having the same T-spectrum. Then Φ 1 and Φ 2 are called T-cospectral.
A considerable amount of literature is available on the construction of cospectral simple graphs. From the T-gain point of view, we may ask the same question about the class of T-cospectral gain graphs on G. Let us first consider the example given in In this section, we define the notion of suitably oriented graph, and using this notion we construct uncountable many matrices in T G having the same spectrum.
Definition 3.1. Let G be a connected graph with vertex set V (G) = {v 1 , v 2 , . . . , v n }. Let T be a normal spanning tree of G. A suitably oriented graph of a connected graph G with respect to T is an oriented graph, denoted by − → G T and is defined by assigning orientation on each edge of G as follows:
, where ≤ denote the tree order.
Let T be a spanning tree of a connected graph G with n vertices and m edges. Let C 1 (T ), C 2 (T ), . . . , C m−n+1 (T ) be the fundamental cycles of G with respect to T . If T is a normal spanning tree, then by definition 3.1, it is clear that all the cycles
, and call them as directed fundamental cycles in
is an ordering of the directed edges of − → G T , then we can associate a unique m-vector θ(Φ) := (θ 1 , θ 2 , . . . , θ m ) with Φ.
Theorem 3.1. Let ϕ 1 and ϕ 2 be two T-gains on a connected graph G with n vertices and m edges. Let T be a normal spanning tree of G and
Proof. Let G be a connected graph with n vertices and m edges. By Theorem 2.1, G contains a normal spanning tree T with specified vertex r as its root. Let
the directed edges of − → G T , and let ( − → e 1 , − → e 2 , . . . , − → e m ) be an ordering of the directed edges of − → G T . Let Q be the incidence matrix of − → G T associated with ( − → e 1 , − → e 2 , . . . , − → e m ). For any cycle C in G, let I( − → C ) denotes the incidence vector of a directed cycle − → C with respect to Q. Then I( − → C ) is in the null space of Q. Since the set of all incidence vectors of the directed fundamental cycles in − → G T forms a basis for the cycle subspace of G, I(
The gain of any directed cycle
any directed cycle, then,
Corollary 3.1. Let ϕ 1 and ϕ 2 be two T-gains on a connected graph G with n vertices and m edges. If
. . , (m − n + 1) holds for a normal spanning tree T , then this holds for any normal spanning tree of G.
Therefore, in corollary 3.1, the choice of normal spanning tree is immaterial. The next corollary proves that the gains of the directed fundamental cycles determine whether two T-gain graphs on a same underlying graph are switching equivalent or not.
Corollary 3.2. Let ϕ 1 and ϕ 2 be two T-gains on a connected graph G with n vertices and m edges, and T be any normal spanning tree of G. Then Φ 1 ∼ Φ 2 if and only if
. Proof of the converse follows from Theorem 3.1 and Theorem 2.2.
Here we are giving an algorithm to check whether two T-gains are switching equivalent or not. 
Proof of the following theorem is immediate from corollary 3.2. We give a proof of the same with out using corollary 3.2.
Theorem 3.2. Let ϕ 1 and ϕ 2 be two T-gains on a connected graph G with n vertices and m edges. Let T be a normal spanning tree of G such that
, for all j = 1, 2, . . . , (m − n + 1). Then, A(Φ 1 ) and A(Φ 2 ) have the same spectrum. i.e., Φ 1 and
There are exactly two directed cycles can be defined on an undirected cycle C. Gains of these two cycles are conjugate to each other. Since the real part of their gains is independent of choice of directed cycles, so instead of writing (ϕ 1 ( − → C )), we write (ϕ 1 (C)). Therefore, for any cycle C in G, we have (ϕ 1 (C)) = (ϕ 2 (C)).
By Theorem 2.7, for any T-gain graph Φ = (G, ϕ), the coefficients of the characteristic polynomial P Φ (x) = x n + a 1 x n−1 + · · · + a n of A(Φ) have the following expression:
(ϕ(C)).
Thus, P Φ 1 (x) = P Φ 2 (x), and hence A(Φ 1 ) and A(Φ 2 ) have the same spectrum.
Let I := [0, 2π) ⊆ R. Let ϕ be a T-gain on a connected graph G. For any fixed normal spanning tree T of G, let us consider a collection of T-gain graphs as below.
Lemma 3.1. Let G be a connected graph with n vertices and m edges. Then for each r = (c 1 , c 2 , . . . , c m−n+1 ) ∈ I m−n+1 , A T (r) ⊆ T G contains uncountable collection of switching equivalent T-gain graphs. That is, all the T-gain graphs in A T (r) are T-cospectral.
Proof. Using corollary 3.2, it is clear that A T (r) is a collection of switching equivalent
T-gain graphs. Let T be a normal spanning tree of a connected graph G. Let − → T be the oriented tree in − → G T , where the orientation is obtained from
→ e 2 , . . . , − −−− → e m−n+1 }. Then, each edge − → e j produces a unique directed fundamental cycle,
Let ϕ be an arbitrary T-gain on T . Defineφ on G as follows:
It is easy to see thatΦ = (G,φ) ∈ A T (r). Since ϕ is arbitrary, so A T (r) is uncountable. 
) ∈ I 3 . Then, by Lemma 3.1, A T (r) contains uncountably many T-cospectral gain graphs. Some of them are given in Figure 3 .
In the next result, we show that the collection A T (r) partition T G . Proof. Using lemma 3.1, it is clear that, for any r ∈ I m−n+1 , A T (r) = ∅. For any Φ ∈ T G , it is easy to see that Φ ∈ A T (r), for some r ∈ I m−n+1 . Let r, s ∈ I m−n+1
. . , r (m−n+1) ) and s = (s 1 , s 2 , . . . , s (m−n+1) ). Since r = s, so r k = s k for some
, which is absurd. Thus the collection A T (r) partition T G . Corollary 3.3. The partition r∈I m−n+1 A T (r) is induced by the switching equivalence relation. That is, the relation is "switching equivalent to".
We have already seen that the elements of each partition A T (r) are T-cospectral. Define 0 = (0, . . . , 0) ∈ I m−n+1 . Then A T (0) is the collection of balanced T-gain graphs. By Theorem 2.4, it can be seen that A T (0) is not T-cospectral with any other A T (s). Now, let us consider the following question: For any connected graph G and 0 = r ∈ I m−n+1 , does there exist s ∈ I m−n+1 such that r = s, and A T (r) and A T (s) are T-cospectral ? To answer this, first let us estabilish the following lemma.
Lemma 3.2. Let T be a normal spanning tree of a connected graph G with n vertices and m edges. If for any r, s ∈ I m−n+1 with r = s such that (ϕ(C)) = (ψ(C)) for all cycle C in G and for some Φ ∈ A T (r) and Ψ ∈ A T (s). Then A T (r) and A T (s) are T-cospectral.
Proof. Proof is a consequence of Theorem 3.2.
Using the above lemma, for any r ∈ I m−n+1 , let us construct s ∈ I m−n+1 so that A T (r) and A T (s) are T-cospectral. Lemma 3.3. Let T be a normal spanning tree of a connected graph G with n vertices and m edges. For any 0 = r = (r 1 , r 2 , . . . , r m−n+1 ) ∈ I m−n+1 , consider s = (2π − r 1 , 2π − r 2 , . . . , 2π − r m−n+1 ) ∈ I m−n+1 ( mod 2π). Then A T (r) and A T (s) are T-cospectral.
Proof. Let Ψ ∈ A T (r) and Φ ∈ A T (s). Suppose C is a cycle in G.
, for some real c 1 , c 2 , . . . , c m−n+1 . Then, using Theorem 3.1, we have
=
. So (ϕ(C)) = (ψ(C)). Hence, by Lemma 3.2, A T (r) and A T (s) are T-cospectral.
Let {0, π} m−n+1 := {(r 1 , r 2 , . . . , r m−n+1 ) : r j = 0 or π }. Now, we observe that if r ∈ I m−n+1 \ {0, π} m−n+1 , then for any Φ ∈ A T (r) ⊆ T G , there exist a Ψ ∈ T G with Φ Ψ have the same T-spectrum.
Next theorem shows that all the classes A T (r) are T-cospectral if and only if G is a tree. (1) G is tree.
(2) Any two gain graphs in T G are T-cospectral. Φ) ) is invariant implies that either Φ or −Φ is balanced for any ϕ. This is possible only when G is a tree. For, if there is a cycle in G, then we construct a T-gain ϕ on G so that, neither Φ nor −Φ is balanced.
We have seen that, for any two T-gain graphs Φ 1 , Φ 2 ∈ T G , if (ϕ 1 (C)) = (ϕ 2 (C)) for all cycles C in G, then they are T-cospectral. However the converse of this statement need not be true.
Consider the graph given in Figure 4 . Here σ(A(Φ 1 )) = σ(A(Φ 2 )) = {−2.37, −1.41, −0.59, 0, 0.59, 1.41, 2.37} but (ϕ 1 (C i )) = (ϕ 2 (C i )), i = 1, 2. Next, we are interested in identifying classes of graphs for which (ϕ 1 (C)) = (ϕ 2 (C)) holds for all cycles C in G if and only if Φ 1 and Φ 2 are T-cospectral. 
In Figure 4 , we give two graphs from the class D 10 . In the next theorem, we show that elements of D n have the SDC property.
Theorem 3.5. Let ϕ 1 and ϕ 2 be two T-gains on G ∈ D n . Then σ(A(Φ 1 )) = σ(A(Φ 2 )) if and only if (ϕ 1 (C)) = (ϕ 2 (C)) for all cycles C in G.
Proof. Let us assume that σ(A(Φ 1 )) = σ(A(Φ 2 )). Let P Φ 1 (x) = x n + a 1 x n−1 + · · · + a n and P Φ 2 (x) = x n +b 1 x n−1 +· · ·+b n be the characteristic polynomials of A(Φ 1 ) and A(Φ 2 ), respectively. Therefore, a i = b i for all i. From Theorem 2.7, gives us that (ϕ 1 (C)) = (ϕ 2 (C)), where C denotes a cycle on three vertices if exists. By induction, we may assume that a j = b j for each j < m which implies that (ϕ 1 (C j )) = (ϕ 2 (C j )) for j < m, where C j is the unique cycle of length j if exists. Now consider a m = b m , therefore we have
From the above expression, if a representing term S (m 1 ,m 2 ,...,m k ) (ϕ 1 ) is nonzero, then we have
Therefore, except the first terms of both sides of equation (3), for any other terms,
Hence from equation (3), we have
. Thus, by induction hypothesis, (ϕ 1 (C)) = (ϕ 2 (C)) for all cycles C in G. Converse is easy to verify.
T-gains with nonnegative real part
For any matrix A ∈ T G , we have A = B + iC, where B and C are real matrices. The real part of the matrix A = B + iC ∈ T G is denoted by (A), and is defined to be B. For a real matrix M , we write M ≥ 0, if all the entries of M are nonnegative. In this section, we construct a class of connected graphs, F such that for G ∈ F , every A T (r) ⊆ T G contains at least one Φ with (A(Φ)) ≥ 0. For these class of graphs, in section 5, we extend Theorem 1.1, which gives a bound for the spectral radius of the T-gain adjacency matrices. Definition 4.1. A connected graph G on n vertices and m edges with normal spanning tree T is said to have the property gain nonnegative real part(GNRP), if for each r ∈ I m−n+1 there exist a Φ ∈ A T (r) such that (A(Φ)) ≥ 0. The collection of all connected graphs on n vertices with the property GNRP is denoted by P n or simply by P if there is no ambiguity.
First we show that the set of all connected graphs with vertex disjoint cycles is a sub collection of P. Let G be a connected graph with V (G) = {v 1 , v 2 , . . . , v n } and m edges such that no two cycles have common vertex. Let T be a normal spanning tree of G with root vertex v r . Let −−−→ C 1 (T ), −−−→ C 2 (T ), . . . , − −−−−−− → C m−n+1 (T ) be the directed fundamental cycles in − → G T on n 1 , n 2 , . . . , n (m−n+1) vertices, respectively. For any cycle −−−→ C k (T ), consider u k (j), j = 1, 2, . . . , n k be its vertices and they are arranged in the ascending order with respect to tree ordering. That is, u k (1) < u k (2) · · · < u k (n k ). The vertex u k (1) is called the leading vertex of −−−→ C k (T ). The cycles corresponding to the leading vertices which are minimal in the set of all leading vertices is known as leading cycles. That is, if y 1 , y 2 , . . . , y s are the pendant vertices of T , then for each y j , there is at most one cycle, say −−−→ C j (T ) which intersects the path v r T y j and nearest to the root v r , is called a leading cycle in
n k for each k = 1, 2, . . . , (m − n + 1). Therefore, it is clear that each
]. See Figure 6 for the illustration of the above definitions.
Root vertex Leading cycle Leading vertex
Normal spanning tree ( Directed ) Figure 6 : Suitably oriented graph with two directed fundamental cycles.
In the next theorem, we shall prove that the collection of all connected graphs with vertex disjoint cycles is a sub collection of P. Proof. Let T be a normal spanning tree of G with root vertex v r , and y 1 , y 2 , . . . , y s be the pendent vertices in the tree T . Let
. . , n (m−n+1) vertices, respectively. Without loss of generality, assume that first k of them are leading cycles. Let ϕ be any T-gain on G. Then Φ ∈ A T (w), for some w ∈ I m−n+1 . Let w = w ( mod 2π), where each entries of w is in (−π, π]. Now, let us construct a T-gain graph on G which is switching equivalent to Φ, and real part of whose gain adjacency matrix is nonnegative.
Let us consider the tree ordering of V (G) with respect to the rooted tree T . For any
. . , n g be its vertices and they are arranged in the following ascending order with respect to the tree ordering. That is, u g (1) < u g (2) · · · < u g (n g ). For each v z ∈ V (G), assign weight on v z , denoted by W (v z ), as follows: If v z ≤ u j (1), for j = 1, 2, . . . , k, then assign W (v z ) = 1. For each leading cycle −−−→ C j (T ), assign weight for each vertex in this cycle, recursively as follows:
where e iψ j is the average edge gain of −−−→ C j (T ). Consider the ordering of directed fundamental cycles corresponding to the ordering of their associated leading vertices. Now, recursively assign the weights for the vertices of nonleading cycles according to the ascending order. Let −−−→ C q (T ) be a cycle which is next to some leading cycle −−−→ C j (T ) . Then u q (1) must be connected with some vertex u j (s), for some s. The weight of any vertex in the path
, and for other vertices of −−−→ C q (T ) assign the weights using the equation (2) . For a pendent vertex y j , if the vertex u p (t) is such that −−−−−→ u p (t)T y j does not intersect any cycle, then the weight of any vertex on the path −−−−−→ u p (t)T y j is given by W (u p (t) ). If the path − −− → v r T y j does not intersect any cycle, then assign the weight 1 to all the vertices in this path.
Let us define a switching function ζ on V (G) as follows: For each v z ∈ V (G), 
Let − → e xy be an edge in some cycle −−−→ C j (T ), and assume that v x = u j (h), v y = u j (h + 1). Then we have,
Since
], therefore the real part of ϕ ζ ( − → e xy ) is nonnegative. Thus ϕ ζ ∈ A T (w) and (A(Φ ζ )) ≥ 0.
Let us illustrate the above theorem in the following example.
Example 4.1. Let us consider a T-gain adjacency matrix, A(Φ) ∈ T G such that
where G is a connected graph with vertex disjoint cycles given in Figure 7 . 
and (α), (β) ≥ 0. Now we are interested in identifying more classes of graphs belong to the class P n . Let C 1 (T ), C 2 (T ), . . . , C k (T ) be the collection of all fundamental cycles of a connected graph G associated with a normal spanning tree T . For simplicity, we use C k instead of C k (T ). Consider a labeling graph G. For j = 1, 2, let G j = (V (G j ), E(G j )) be two subgraphs of G. Then the sum of these subgraphs G 1 and G 2 is denoted by G 1 + G 2 , and is defined as the subgraph which consists of all the edges in G 1 or G 2 or both [11] . Definition 4.2. Let G be a connected graph and T be a normal spanning tree of G. Let C 1 , C 2 , . . . , C s be a collection of fundamental cycles such that intersection of the subgraph C 1 + · · · + C s in G and the normal spanning tree T is a subtree. A subgraph which is the sum of a maximal collection of fundamental cycles of G with respect to the above property is called a fundamental subgraph of a graph G with respect to T . It is denoted by B (T ; C 1 , . . . , C s ).
Suppose a connected graph G has m fundamental subgraphs with respect to some normal spanning tree T , say B 1 , B 2 , . . . , B m . Then all of them are vertex disjoint. If we contract each fundamental subgraph of G to a vertex, then the resultant graph is a tree. Let B be a fundamental subgraph of G containing the only fundamental cycles namely, C 1 , C 2 , . . . , C s . Then it is always possible to arrange the fundamental cycles in a sequence,
Therefore, whenever we write B (T ; C 1 , C 2 , . . . , C s ), without loss of generality, we assume that the arrangement of the fundamental cycles (C 1 , C 2 , . . . , C s ) has the above property. Definition 4.3. Let G be a connected graph and T be a normal spanning tree of G. A fundamental subgraph B (T ; C 1 , . . . , C s ) of G associated with T is said to have distinguished edge property(DEP) if we can arrange the fundamental cycles in a sequence, say for all i = 2, 3, . . . , s. A connected graph G is said to have distinguished edge property(DEP), if every fundamental subgraph of G with respect to T has distinguished edge property(DEP). Let F denote the collection of all connected graphs having DEP.
If B(T ; C 1 , C 2 , . . . , C s ) is a fundamental subgraph of a graph G ∈ F, then, without loss of generality we assume that (C 1 , C 2 , . . . , C s ) is the sequence of fundamental cycles satisfy DEP. Any connected graph G with vertex disjoint cycles has the property DEP. We say a T-gain graph Φ = (G, ϕ) is said to have the property DEP if its underlying graph G has DEP.
Let us illustrate the above definitions in the following example.
Example 4.2. Let G and − → G T be given as in Figure 8 and Figure 9 , respectively. A normal spanning tree T of G is denoted by the dotted lines in Figure 8 . Then there are two fundamental subgraphs of G with respect to T . One of them is B 1 (T ; C 1 , C 2 , C 3 , C 4 , C 5 ), where Theorem 4.2. If a connected graph G ∈ F, then G ∈ P. That is, F ⊂ P.
Proof. Let B 1 , B 2 , . . . , B k be the fundamental subgraphs of a connected graph G associated with a normal spanning tree T . Let C 1 , C 2 , . . . , C m−n+1 be the fundamental cycles of G with respect to T and
Without loss of generality, let us assume that
. . , C s ). Let A T (r) be an arbitrary equivalence class of T G , where r = (r 1 , r 2 , . . . , r m−n+1 ) ∈ I m−n+1 . Let r j = r j ( mod 2π), where r j ∈ (−π, π] for j = 1, 2, . . . , (m − n + 1). In rest of the proof, we always do scaling in the region (−π, π]. Let Φ ∈ A T (r), then ϕ( −−−→ C j (T )) = e ir j for j = 1, 2, . . . , (m − n + 1). Let us construct Φ = (G, ϕ ) from Φ such that Φ ∈ A T (r) with (A(Φ )) ≥ 0. Now, define the gain function ϕ recursively as follows:
, where |E(C 1 )| is the number of edges of C 1 . For each edge − → e of −−−→ C 1 (T ), define ϕ ( − → e ) to be the average edge gain of the directed
, assign the gain as follows: Let |E(C 1 ∩ E(C 2 )| = l 1 and |E(C 2 ) \ E(C 1 )| = k 1 . Consider γ 1 = (r 2 − θ 1 l 1 )( mod 2π) and scale it to the interval (−π, π]. Then for each edge of
Normal spanning tree Next theorem shows that not all graphs in P are in F. Theorem 4.3. Consider K 4 , the complete graph on 4 vertices. It is easy to see that k 4 / ∈ F. However, K 4 ∈ P.
Proof. Let us consider a normal spanning tree of K 4 by T ≡ v 1 e 12 v 2 e 23 v 3 e 34 v 4 with root vertex v 1 (see Figure 10 ). Then the directed fundamental cycles of K 4 with respect to T are Now construct a switching function ζ such that
, and ϕ ζ ( − → e 31 ) = e ix 6 , with
], for all i = 1, 2, . . . , 6. Let us consider the system of linear equations:
To make the computations easier, take x p = y p − π 2 , for p = 1, 2, .., 6. Then, y 1 + y 2 + y 3 + y 4 = θ 1 ; y 2 + y 3 + y 5 = θ 2 ; y 1 + y 2 + y 6 = θ 3 , the left hand and right hand side values are taken up to modulo 2π. Now, we construct y i 's depending up on the values of θ i 's.
Case-I: If θ 1 , θ 2 , θ 3 ∈ [0, π], then take y 1 = y 2 = y 3 = 0 and y 4 = θ 1 , y 5 = θ 2 , y 6 = θ 3 . Case-II: Exactly two of the θ i 's are less than or equal to π.
Case-III: Exactly one of θ i 's is less than or equal to π.
Case-IV: All θ i 's are strictly larger than π. That is, θ 1 , θ 2 , θ 3 > π, then take y 1 = 0, y 2 = π, y 3 = 0, y 4 = θ 1 − π, y 5 = θ 2 − π, y 6 = θ 3 − π.
From the above assignment, y i ∈ [0, π], for i = 1, 2, . . . , 6. Therefore
], for all i = 1, 2, . . . , 6. Thus (A(Φ ζ )) ≥ 0. Since r is arbitrary, so K 4 ∈ P.
Definition 4.4 (D24, [5] ). A subdivision of an edge e xy in a graph G is obtained by replacing the edge with a new vertex v z and two new edges, e xz and e zy . A graph H is called a G subdivision if H can be constructed from G by a sequence of edge subdivisions.
It is clear that the graphs K 4 and K 4 subdivisions have exactly three fundamental cycles with respect to any normal spanning tree. For simplicity, we denote K 4 as either K 4 or K 4 subdivision. Definition 4.5. Let G be a connected graph with normal spanning tree T . Let B be a fundamental subgraph of G associated with T , and S be the set of all fundamental cycles in B with respect to T . Then the fundamental subgraph B is called K 4 -initiated fundamental subgraph of G associated with T , if S contains three cycles say, C 1 , C 2 and C 3 such that (C 1 + C 2 + C 3 ) = K 4 , and is denoted by B(T ; K 4 , C 1 , . . . , C s ), and is defined by K 4 + C 1 + · · · + C s . Here C 1 , C 2 , . . . , C s are the fundamental cycles other than C 1 , C 2 and C 3 in S.
A fundamental subgraph which is not K 4 -initiated fundamental subgraph is known as non-K 4 -initiated fundamental subgraph. Therefore any fundamental subgraph is one of these two types. Definition 4.6. Let G be a connected graph and T be a normal spanning tree of G. A K 4 -initiated fundamental subgraph B(T ; K 4 , C 1 , . . . , C s ) of G associated with T is said to have distinguished edge property(DEP) if there is a sequence of fundamental cycles other than K 4 , say (C k 1 , . . . , C ks ), such that |E(
Definition 4.7. A connected graph G is said to have extended distinguished edge property (EDEP) if its all K 4 -initiated fundamental subgraphs and non-K 4 -initiated fundamental subgraphs associated with a normal spanning tree T have distinguished edge property. Collection of all connected graphs with the property EDEP is denoted by F .
It is clear that F ⊆ F . Next example shows that the inclusion is proper.
Example 4.3. Consider the graph given in Figure 11 . Let T be a normal spanning tree of G denoted by the undirected dotted lines in Figure 11 . 
has to have DEP. And hence G ∈ F but as K 4 does not have DEP, so G / ∈ F.
Normal spanning tree Figure 11 : Simple graph G ∈ F and its suitably oriented graph.
Theorem 4.4. F ⊆ P
Proof. Let G ∈ F be a connected graph and T be a normal spanning tree of G. Let A T (r) be an equivalence class of T G . Let Φ ∈ A T (r). Let us construct a switching function ζ such that (A(Φ ζ )) ≥ 0. Since G ∈ F , all the K 4 -initiated fundamental subgraphs and non-K 4 -initiated fundamental subgraphs have DEP with respect to T . Let B = B(T ; K 4 , C 1 , C 2 , . . . , C s ) be a K 4 -initiated fundamental subgraph. Then construct ζ as follows: Assign gain of each edge in K 4 subdivision as in Theorem 4.3. Then recursively, assign gains for other edges in C 1 \ K 4 as in the proof of Theorem 4.2. Suppose B is a non-K 4 -initiated fundamental subgraph, then assign gains for edges of B as in Theorem 4.2. In both cases, the resultant gain of each edge has nonnegative real part. That is, (A(Φ ζ )) ≥ 0. Since A T (r) is arbitrary, hence G ∈ P.
Problem 4.1. Find all the graphs in P n .
5
k-generalized Hermitian adjacency matrices and spectral radius
In this section, we establish bounds for the spectral radius of T-gain adjacency matrices associated with connected graphs. For Hermitian adjacency matrices of digraphs , in [6, Theorem 5.6 ] the authors established the following bounds for the spectral radius of the Hermitian adjacency matrices H(G) in terms of the largest eigenvalue λ 1 (H(G)) of H(G):
Since the Hermitian adjacency matrices are particular cases of T-gain adjacency matrices, it is natural to ask the following question: can we extend the bounds given in (3) for the class of T-gain adjacency matrices? Two of the main results (Theorem 5.1 and Theorem 5.2) of this section answer this question partially. In [6, Theorem 5.1], the authors shown that the spectral radius of the Hermitian adjacency matrix of a digraph is bounded above by the maximum vertex degree of the underlying simple graph, and characterized the graphs for which the equality holds. In Theorem 5.3, we extend this result for Tgains graphs. Next, we define the notion of k-generalized Hermitian adjacency matrix of a digraph, which is an extension of Hermitian adjacency matrix of a digraph. Finally, in Theorem 5.5, we characterize the structure of a digraph X such that the spectral radius of k-generalized Hermitian adjacency matrix of X is the largest vertex degree of its underlying graph, which gives an alternate proof of [6, Theorem 5.1].
Theorem 5.1. Let G be any connected graph and ϕ be a T-gain on G such that
Proof. Let λ 1 ≥ λ 2 ≥ · · · ≥ λ n be the eigenvalues of A(Φ). Let us split the adjacency matrix A(Φ) = P + R, where P = (A(Φ)), the real part of A(Φ), and R = A(Φ) − (A(Φ)). It is easy to see that the entries of the matrix R are either 0 or purely imaginary. For every x ∈ R n , x T Rx = 0. Thus, for x ∈ R n , we get x * A(Φ)x = x T P x. Now,
(z * A(Φ)z) = |w * A(Φ)w|, for some w ∈ C n with ||w|| = 1, we have
ρ(A(Φ)). Now, the matrix R can be written as R = iL, where L is a skew-symmetric matrix with real entries. Therefore, the eigenvalues of L are either zero or purely imaginary, and they occur in conjugate pair. Hence the eigenvalues of R = iL are symmetric about the origin. Since R is a Hermitian matrix, so by the Theorem 2.10, the numerical range of R is [−ρ(R), ρ(R)]. Therefore w * Rw ∈ [−ρ(R), ρ(R)] and hence there exists y ∈ C n with ||y|| = 1 such that y * Ry = |w * Rw|. Now,
which is absurd. Thus, we have
In the next theorem, we impose a condition on the structure of the graph so that the bounds for the spectral radius given in (3) hold true.
Theorem 5.2. Let G be a connected graph on n vertices and m edges. If G ∈ F , then for any Φ ∈ T G , we have
Proof. Since G ∈ F , then by Theorem 4.4, G ∈ P. Therefore, for any r ∈ I m−n+1 , there exists a Φ ∈ A T (r) such that (A(Φ)) ≥ 0. By Theorem 5.1, λ 1 (A(Φ)) ≤ ρ(A(Φ)) ≤ 3λ 1 (A(Φ)), and hence for any Ψ ∈ A T (r),
Conjecture 5.1. Let G be a connected graph and Φ ∈ T G . Then λ 1 (A(Φ)) ≤ ρ(A(Φ)) ≤ 3λ 1 (A(Φ)).
Next result characterizes the sharpness of the bound established in Theorem 2.3. Proof. Proof follows from Theorem 2.6 and Theorem 2.8.
Our next goal is to extend Theorem 2.9 for T-gain graphs. Unfortunately, in the characterization of equality in Theorem 2.9 for the T-gain graphs, we do not get a nice structure. We introduce a generalization of Hermitian adjacency matrices, for which sharpness of the bounds in Theorem 2.9 can be illustrated nicely. Also conjecture 5.1 holds true for these extended classes of matrices. Let N denote the set of all natural numbers.
Definition 5.1. Let X be a digraph and k ∈ N. The k-generalized Hermitian adjacency matrix of X is denoted by H k (X) and its (s, t)th entry is defined by
if both − → e st and − → e ts ∈ E(X), e iπ k+1
if − → e st ∈ E(X) and − → e ts / ∈ E(X), e
if − → e st / ∈ E(X) and − → e ts ∈ E(X), 0 otherwise.
For each k ∈ N, we can associate a unique matrix H k (X) with a given digraph X. If k = 1, then H 1 (X) is the Hermitian adjacency matrix of X. Next, we present a couple of results about k-generalized Hermitian adjacency matrices.
Proof. Let G = Γ(X) be the underlying graph of X. Define a gain function ϕ on G by ϕ( − → e st ) = h st , where h st is the (s, t)th entry of H k (X). Then A(Φ) = H k (X) with Im(ϕ) ⊆ {1, e 
Next theorem is an extension of the characterization given in Theorem 2.9 for the k-generalized Hermitian adjacency matrices.
Theorem 5.5. Let X be a digraph and ∆ be the largest vertex degree of Γ(X). Then ρ(H k (X)) ≤ ∆, for all k ∈ N. Furthermore, if X is weakly connected, then equality occur if and only if X is ∆-regular and there is a partition of vertex set of X into (2k + 2) parts ( possibly empty) V 0 , V θ , . . . , V (2k+1)θ , where θ = π k+1
, such that X has one of the following structures( see Figure 12 ): (i) Structure A: Digraph induced by each vertex set V mθ , for each m ∈ {0, 1, . . . , (2k+ 1)} contains only digons. For each directed edge − → e st of X, if v s ∈ V pθ , for some p ∈ {0, 1, . . . , (2k + 1)}, then v t ∈ V ((p+1)θ) ( mod 2π) .
(ii) Structure B: For every digon e st in X, if v s ∈ V mθ for some m, then v t ∈ V (π+mθ) ( mod 2π) . That is, each vertex set V mθ , for m ∈ {0, 1, . . . , (2k + 1)} is an independent set. Every directed edge − → e st in X, if v s ∈ V mθ for some m, then v t ∈ V (π+(1+m)θ) ( mod 2π) .
Proof. Let X be a digraph, and G = Γ(X) be its underlying graph. Fix k ∈ N. Define a T-gain graph Φ on G such that ϕ( − → e st ) = h st , where h st is the (s, t)th element of H k (X). Then A(Φ) = H k (X). Therefore, by Theorem 2.3, ρ(H k (X)) ≤ ∆. If X is weakly connected, then G is connected. Thus, by Theorem 5.3, equality holds if and only if G is ∆-regular and either Φ is balanced or −Φ is balanced. Let us show that Φ is balanced if and only if X has structure A, and −Φ is balanced if and only if X has structure B. Let T be a normal spanning tree of G with the root vertex v 1 , and let θ = Recursively, distribute the vertices of V (X) into the sets V 0 , V θ , V 2θ , . . . , V (2k+1)θ . If e st ∈ E(G) \ E(T ), then there is a fundamental cycle, say C with respect to T such that e st ∈ E(C). Since Φ is balanced, for the directed fundamental cycle − → C in − → G T , we have ϕ( − → C ) = 1, and hence ϕ( − −− → v s T v t ) equals to ϕ( − → e st ) −1 . From the construction of V pθ , for p ∈ {0, 1, . . . , (2k + 1)}, it is clear that each vertex set V pθ contains only digons, and for each directed edge − → e st of X, if v s ∈ V pθ , for some p ∈ {0, 1, . . . , (2k + 1)}, then v t ∈ V (p+1)θ ( mod 2π) . Case(ii): Let −Φ be balanced. Let v 1 ∈ V 0 . Then, for the vertex v l adjacent to v 1 in T , three cases arises:
(a) v l ∈ V (π+θ)( mod 2π) , if −ϕ( − → e 1l ) = −e iθ = e i(π+θ) , (b) v l ∈ V (π−θ)( mod 2π) , if −ϕ( − → e 1l ) = −e −iθ = e i(π−θ) , and (c) v l ∈ V (π+0) , if −ϕ( − → e 1l ) = −1 = e iπ .
Recursively, distribute the vertices of V (X) into the sets V 0 , V θ , V 2θ , . . . , V (2k+1)θ . Since −Φ is balanced, if e st ∈ E(G) \ E(T ), then, as in case(i), −ϕ( − −− → v s T v t ) equals to −ϕ( − → e st ) −1 . From the construction, it is clear that, for every digon e st in X, if v s ∈ V mθ for some m, then v t ∈ V (π+mθ) ( mod 2π) . Also it follows that for every directed edge − → e st in X, if v s ∈ V mθ for some m, then v t ∈ V (π+(1+m)θ) ( mod 2π) .
Conversely, let X have structure A. Now, let us prove that, if v x ∈ V gθ and v y ∈ V hθ , then ϕ( If ϕ( − → e xs ) = e iθ , then v s ∈ V (p+1)θ . Suppose the rest of the vertices in the path lie inside V (p+1)θ , then gain of every other edge in the path is 1, and hence ϕ( −−− → v x T v y ) = e i((p+1)−p)θ = e iθ . Suppose some of the vertices of the path −−− → v x T v y lie outside V (p+1)θ , then whenever we have an outgoing edge from V (p+1)θ to V pθ or to V (p+2)θ , we have an incoming edge from the same. Thus the product of the gains of these two oriented edges is 1. Hence, in this case also we have ϕ( −−−→ v x T v y ) = e iθ . Inductively, we can complete the proof of this case. The proof of the other cases is similar.
Let e xy ∈ E(G) \ E(T ). Then there is a directed fundamental cycle − → C in − → G T such that − → e xy ∈ E( − → C ). Suppose v y ∈ V pθ . Since the possible values of ϕ( − → e xy ) are e iθ , e Similarly, we can prove that, if X has structure B, then −Φ is balanced.
Next, we illustrate the structure A and structure B corresponding to k-generalized Hermitian adjacency matrices pictorially for various positive integers k. 
