Abstract il --Successful transport of induction-driven beams for heavy-ion fusion requires careful control of the longitudinal space charge. The usual control technique is the periodic application of timevarying longitudinal electric fields, called "ears," that, on the average, balance the space-charge field. This technique is illustrated using a fluid/envelope code CIRCE, and the sensitivity of the method to errors in these ear fields is illustrated. The possibility that periodic ear fields also excite the longitudinal instability is examined.
I. Introduction
Since its inception in the 1970s, the American heavy-ion fusion (HIF) program has favored induction accelerators. [ 1,2] These devices can accelerate much higher currents than the radio-frequency ( r f ) accelerators preferred in Europe, and they can compress the beam during acceleration, simplifying the problem of longitudinal compression. However, to be economically competitive, induction accelerators must carry nearly the maximum transportable charge along the entire lattice, so that beam dynamics in such devices is invariably dominated by space charge.
The effects of space charge on transverse dynamics are familiar and will not be discussed here in detail. Strong focusing is needed to balance the space-charge force, and this is usually applied by alternating-gradient (AG) electric or magnetic quadrupoles [3] . Since the space-charge force partially cancels the focusing force, space-charge-dominated beams are often substantially tune depressed [4] , and since they maintain a nearly uniform charge density except near the edges, such beams have radially density profiles that are much flatter than the Gaussian profiles typically found in rf accelerators [5] . The space-charge fields for these flatter density profile are more nearly linear in the beam interior than an emittance-dominated beams, reducing the rate that transverse fluctuations thermalize. Finally, the transverse space-charge provides a mechanism for halo formation when a beam is imperfectly matched [6] .
There are also two important longitudinal effects of space charge. Unlike radiofrequency accelerators, the accelerating fields of induction accelerators provide no longitufocusing. Longitudinal control is typically maintained by time-varying electric fields, referred to here as "ears," that are added to the acceleration field in at least some induction cells to balance the space-charge force. The other longitudinal effect of space charge is an interaction, known as the "longitudinal instability," between the beam and its resistively retarded image field. This paper will discuss theoretical work on the generation and application of ear fields, and it will review simulations examining whether the periodic application of ear fields is likely to stimulate the longitudinal instability. 
Effects of Ear Fields

A . Time Dependence of Ears
For the ion beams considered for heavy-ion fusion (HIF), which are typically meters long and only a few centimeters in radius, the longitudinal space-charge field is a highly non-linear function of position in the beam frame, so the ear fields must vary in time gaps. The ideal ear field is related to the longitudinal component E, of the beam spacecharge field at corresponding times by proportionally with the space-charge field as the beam moves through the acceleration
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where the ear occupancy q e a r is the ratio of the induction-cell gap length to the distance between those cells in which ears are applied, termed "ear cells." The angle brackets on (E,) denote a density-weighted average over the beam cross-section. This average is needed because the impulse an ion receives from an induction cell is approximately independent of the transverse location of the particle, making it impossible for the ear field to nullify the space charge at all points across the beam. Using ears calculated from the averaged space-charge field minimizes this inevitable error in longitudinal confinement.
The average axial space-charge field (E,) in Eq.
(1) is found to depend significantly on both the current and radius profiles of the beam. This dependence is illustrated by fields calculated for a quadratically decreasing current at the beam ends in Fig. 1 and for a Gaussian current fall off in Fig. 2 . In each case, the beam is presumed to be centered in a perfectly conducting cylindrical pipe, and the parameters are those of a small recirculating induction accelerator [7] being developed at the Lawrence Livermore National Laboratory (LLNL), except that the beam is assumed here to the axisymmetric and the beam midsection has been shortened to highlight field changes near the ends. The maximum current la0 is 2 mA of singly charged potassium ions with a= energy of 80 keV, and the maximum radius a0 of the beam is 0.011 m. For each current profile, radius profiles are shown for several choices of the emittance variation, corresponding to a uniform beam radius a , a uniform transverse emittance €1, a uniform transverse temperature E~/ U , and a uniform charge density Ib/(~/?ca'), where ,8 is the beam axial velocity scaled by the speed of light c. Although these simple profiles are unlikely to match that in an experimental beam, they illustrate the sensitivity of the space-charge field to the beam radial variation. Figs. l a and 2a show the relative radial profiles of the beams for these various emittance choices, and the corresponding current profiles are plotted as dashed lines.
In the field plot for the "quadratic-end" cases in Fig. lb , one finds that the peak space-charge field increases for profiles that have smaller end radii, with the field for a uniform-density beam being more than twice that for a uniform-radius beam. It is also evident that (E,) for the uniform-density is qualitatively different from the others. For the cases with a finite beam-end radius, the field magnitude is seen to drop significantly in a narrow region at the beam end. This region has a characteristic length of 0.415R for a pipe with radius R, and within the region, the absence of charge beyond the beam end reduces the axial field. At the endpoints, the field is reduced by approximately half.
In contrast, (E,) for the uniform-density case varies monotonically near the end due to the rapidly decreasing radius. The field plots for the "Gaussian-end" cases in Fig peak field magnitudes occur near the points of maximum slope in the beam-current, with some shift in magnitude and position arising from the radius variation. However, since there is less difference in the beam radii at these points than in the quadratic-end cases, the peak space-charge field differs by only about 5% between the various emittance profiles. Also, the rapid fall off in field strength near the ends is not seen in these cases. These two cases show that a detailed knowledge of the beam current and radius profiles is important in determining both the waveform and range of variation needed for ear generation.
Despite the assumption of axisyrnmetry used in calculating the fields in Figs. l b and 2b, the results are nearly the same both for beams displaced from the accelerator axis and for beams in AG lattices. Using a three-dimensional simulation code WARP3d [SI, we find for a / R = 0.33 that values of (E,) for a centered beam and one displaced 0.14R from the axis differ by no more than 2%. Similarly, the average space-charge field of a beam with a circular cross-section has been compared with that of an elliptical beam with major and minor radii a and b by matching the circular-beam radius to the geometric mean 
B. Calculation of Optimal Ears
The fluid/envelope code CIRCE [lo] is used here to assess the effects of space charge on the longitudinal dynamics of heavy-ion beams. Longitudinal dynamics is modeled in the code by treating slices of the beam as Lagrangian fluid elements. The boundaries between slices are assumed to be perpendicular to the beam axis arid to respond to the average space-charge field (E,) and to the axial field from acceleration cells. The neglect in this model of radial variation in the space-charge field is justified because this variation remains small so long as the space-charge potential across a beam is large compared with the transverse thermal energy, a condition that characterizes space-charge-dominated beams. The beam can be initialized using any of the emittance profiles discussed in section IIA, and the average space-charge field can optionally be calculated from the analytic expressions in Ref 31 -Optimal ears are generated by a simple procedure. For a particular beam and lattice, CIRCE is run once without ear fields and with the axial space-charge force artificially switched off. This condition is equivalent to having perfect ears that are applied continuously. During the run, the average axial space-charge field (E,) is calculated as the beam enters each ear cell, and Eq. (1) is used to obtain the corresponding ear fields, which are written along with timing data to an external file. For beams with a finite emittance and radius at the ends, (E,) is estimated by the simple expression where X = Ib/(@c) is the beam line-charge density, R is the beam-pipe radius, and z is axial position in the beam rest frame. A more complicated Bessel-series form from Ref. [8] is used for beams with uniform charge density. Even though Eq. (2) misses the rapid field variation near the ends seen in Fig. lb , it is used here because the high frequency response needed to balance the space-charge field near the ends is beyond current pulse-generation technology. On subsequent runs, ears are obtained from the external file, and the spacecharge field, including any rapid variation at the ends, is calculated at every step from the appropriate expression from Ref. [8] .
C. Dynamics with Optimal Ears
The effects of optimal ears are illustrated here using the lattice and initial beam parameters of the small recirculating induction accelerator being developed at LLNL [7] . As in the field calculations of section IIA above, the initial current of singly charged potassium ions is 2 mA, but the emittance is sufficiently low that at the initial energy of 80 keV, the beam transverse dynamics is space-charge dominated. In the uniform-emittance cases presented here, the beam doubles its energy in 15 laps while compressing by a factor of four in duration and a factor of two in length. A head-to-tail velocity variation or "tilt" of about 35% is imposed during the first lap by triangular accelerating pulses in the first ten active cells, and ear fields are applied in each 36 cm half-lattice period (HLP), except in two sections of three HLPs kach that are used for insertion and extraction of the beam. The initial pulse duration is 4 p s , and the current decreases quadratically to zero in 1 p s at both ends.
In the absence of ears, space charge is seen in Fig. 3a to push out the ends, and rarefaction waves move in from each end at the electrostatic wave speed where q is the ion charge state, M is the ion mass, and g = ln(R2/a2) is a factor accounting for the wall geometry. The velocity tilt imposed by the first ten cells causes the density at the beam center to increase until, in the fourth lap, the rarefaction waves meet, and after that point the entire beam elongates to about 2.5 times the initial value. This case indicates that a beam of length Lb can be transported without ear fields only over lattice lengths that are short compared with ,BcLb/(2Cs). With the axial component of the space-charge field set to zero, the beam current is found to compress in a nearly self-similar manner. Using ears generated by this first run, a second case, including space charge, gives the current history shown in Fig. 3b. On the scale shown, the pulse history is indistinguishable from that for the run without a longitudinal space-charge field, although more detailed plots show some low-amplitude space-charge waves launched during the first few laps. These waves result from the initial mismatch near the ends between the monotonically varying ear field and the rapidly varying space-charge field seen in Fig. l b for a If the optimal ears for a compressing beam are applied but no velocity tilt is imposed by the accelerating voltage, then the beam ends are pushed in according to the compression schedule, but large space-charge waves are generated as the ear fields move into the denser part of the beam. After six laps, the waves collide in a highly non-linear fashion that is not modeled correctly by CIRCE, illustrating that a velocity tilt is necessary for quiescent beam compression, as well as suitable ear fields.
Of necessity, the ear fields are applied periodically, so the ends are repeatedly being pushed in and then expanding. However, provided that this period is short compared with the characteristic time for beam expansion, these kicks are not an important source of noise. This consideration imposes a constraint on the maximum spacing of ear cells, but in practice, the breakdown voltage in induction cells is typically a more stringent limitation.
D. Dynamics with Imperfect Ears
Due to the imprecision in measuring the beam current profile and limitations in waveform generation, the ear fields used in an experiment are certain to be imperfect. A number of runs have been made to test qualitatively the sensitivity of beam dynamics to ear-field errors. For cases in which ear fields generated from one beam profile are applied to a beam with a different profile, the beam is found to be rather insensitive to the discrepancy for any pairing that involves the uniform emittance, density, or transverse temperature profiles discussed in section IIA. The reason for the insensitivity is that mismatches between the average ear fields in these cases and the space-charge field become appreciable only in the low-density region at the ends, where X is less than about 10% of its mid-pulse value. In such cases, that beam is found to adapt to discrepancies as large as 60% between the ear and space-charge fields. Appreciable space-charge waves are generated, however, in beams with a uniform initial radius controlled by ears from one of the other profiles. As is evident from Fig. lb , the space charge,for a uniform-radius beam differs visibly from that for the other profiles over almost half of the current rise and fall lengths, and the size of the field discrepancy is larger than in the previously cited cases. Both differences are expected to increase wave generation, but the effects have not been isolated and quantified.
A second series of runs was made using current profiles that differ from that used to generate the ear fields. Fig. 4a shows the current history of a beam with 1.2 ps current rise and fall times confined by ears calculated for a 1 ps rise and fall. In this case, the mismatch between the average ear field and the space-charge field occurs near the current flat-top, and sizable linear space-charge waves are generated. The waves are seen to increase in amplitude with z because the fluid model used in CIRCE for longitudinal dynamics has no damping, so the wave energy is trapped in a progressively shorter length as the beam compresses. In an experiment or particle simulation, some damping is expected due to phase mixing and thermalization, and there would be a corresponding growth in longitudinal temperature. A more extreme mismatch is generated by specifying a cubic fall-off in the beam current near the ears but using ears calculated for a quadratic drop-off. The result, shown in Fig. 4b , is that larger linear waves are initially generated and become rise-and fall times and (b) by an inappropriate current-profile form CIRCE calculation of space-charge waves generated (a) by inappropriate current nonlinear after 15 laps. Both cases in Fig. 4 indicate that the beam is moderately sensitive to errors in the ear field that occur in the higher-density regions of the beam.
III. Longitudinal Instability
A . Mechanism
The longitudinal instability is a concern in HIF drivers because it amplifies small perturbations launched from the beam head. These perturbations may be caused by errors in the acceleration or ear fields, or at a low level, by the periodic application of ear fields.
The instability has the same mechanism exploited in "resistive-wall" amplifiers, except that the impedance in HIF accelerators results mainly from the accelerating modules. The instability can be stabilized by a sufliciently large spread in longitudinal momentum, but the required spread exceeds the limit imposed by chromatic aberration in the focusing lens system.
The longitudinal instability can be modeled using a simple fluid model. If we consider an incompressible axisymmetric beam with radius a traveling down a pipe of radius R, onedimensional (1-D) linear cold-fluid theory shows that two waves will develop: a "fast" wave traveling forward in the beam frame and a "slow" wave traveling backward. These waves propagate with a phase velocity in the beam frame near the electrostatic wave speed which includes a realistic distributed capacitance in parallel with the resistance, shows a much lower maximum growth rate, occurring for a perturbation wavelength that is large compared with the pipe radius R.
B. Simulations
An r-z branch of the WARP code was developed to model the longitudinal dynamics of HIF drivers [14]. This code is a 2 1/2-dimensional, cylindrically symmetric particlein-cell code. Field calculation is done in a window that moves with the beam center of mass. In this computational window, the fields are treated as purely electrostatic, since magnetic fields arise only from longitudinal temperature and any velocity tilt, and they S e c t dynamics only like the square of these relative velocities scaled by c2. To allow study of the longitudinal instability, a wall model with distributed resistance and capacitance in parallel is used. This approximation for the induction modules contains the relevant physics, and also corresponds well with recent analytic work [13]. The resistivewall contribution to the electric field is calculated using a Poisson solve at the boundary because this approach is smoother and more physical than using the explicit beam current.
Simulations with a purely resistive wall in which a perturbation is launched from the beam head have shown growth of the backward traveling wave, as expected. The measured growth rate is lower than the prediction of cold-beam fluid theory by about 15%. This discrepancy is probably due to the effects of finite transverse temperature, but the matter requires further research. The perturbation reflects off the beam tail, and some steepening of the perturbation is seen during reflection. This steepening appears to be a nonlinear effect since it is more evident in larger perturbations than in small ones. This nonlinear pulse narrowing is also accompanied by dispersion, so that the wave lengthens and decreases in amplitude due to the velocity spread between different frequency components as the perturbation travels from the beam tail to the head.
When a capacitive component is included on the impedance, WAFWrz simulations show both the lower growth rates and the longer wavelength of the fastest growing mode predicted by cold-beam fluid theory. For wavelengths that are comparable with the beam length perturbations are excited, but little growth is seen. These perturbations move back and forth from beam head to tail with little change in amplitude.
For a realistic appraisal of the effects of the longitudinal instability, finite-amplitude sources of perturbations need to be considered. One source of such perturbations is the intermittent application of the ear fields. In most of WARPrz simulations, ear fields are applied at each time step and are designed to keep the beam from expanding or contracting. In an experiment, these fields will be applied at fixed locations along the accelerator and the beam will contract and then expand between ear cells. CIRCE simulations with driver parameters show that a train of low-level perturbations is launched from the beam ends, and with a non-zero impedance, these perturbations will be amplified by the longitudinalinstability mechanism.
In the simulations reviewed here, each application of the ears consists of the following steps: (1) The beam is allowed to expand for 0.48 p s (48 m at 0.33~). (2) The expansion velocity is reversed by applying ear fields at the ends for 0.0875 ps. (3) The beam is allowed to expand for 0.48 ps. After these operations, the beam should be back to its original length.
In the absence of errors, the intermittent application of ears is found to be benign.
Perturbations on the beam are minimized when an electric ear field is applied at each end that is proportional to the average particle velocity in the beam frame as a function of z after the first expansion. The proportionality constant is varied until the beam is close to its original state just before the next application, and since the beam is being held at constant length, the same ear fields are used for each application. The simulation shows that these ear fields can be applied more than 20 times without significant perturbations developing on the beam, even in the presence of a 100 ohms/meter resistive wall with no capacitance. [Ei] Systematic ear-field errors are also found not to excite the instability. In a typical case, a error field with the form of half the period of a sine wave and a magnitude equaling 5% of the correct ear field was added to the . The same error was added at each application, making the ear fields systematically too large. Although such non-canceling ear errors were expected to be pathological, the beam adjusted quickly to the mismatched ears. The simulation was run for 1.4 km, with 25 applications of the intermittent ears, but perturbations were excited only during the first few applications. The beam remained in its new equilibrium for the remainder of the simulation. Similar adjustment of the beam to mismatched ear fields has also been seen in longitudinal-control experiments done on the Single-Beam Test Experiment (SBTE) at LBNL [16] . In these experiments, ear fields of the form E,,, -[l -exp(-a(t -to)] were applied near the bearn tail, where t o is the time at which the beam current began to decrease in an ear cell, and a is an adjustable constant. No effort was made to match this ear waveform to the beam profile. The initial mismatch caused waves to be launched from the beam tail in the first few acceleration modules, but the beam soon reached a new steady-state configuration.
In contrast to the cases with systematic errors, random error are found to excite perturbations at each ear cell, with no adaptation of the beam profile. As an illustration,
Fig. 4 WARPrz calculation of on-axis electrostatic potential of a driver-like beam after 1.4 km transport with random ear-field errors. Perturbations at the most unstable wavelength are excited.
ear errors were applied that had the same half-sine form used previously, but the error magnitude varied randomly between being 5% too large to 5% too small. In this case, a train of perturbations was launched from the beam head throughout the 1.4 km run, growing as expected as they convected toward the tail. The perturbation widths were found to approximately match the wavelength of the fastest-growing mode predicted by the cold-fluid analysis. Figure 4 shows the electrostatic potential on axis vs z after 15 applications of the ear fields with 100 ohms/meter wall resistance. Although the waves seen in Fig. 4 are sizable, it should be remembered that capacitance was deliberately omitted in this case to exaggerate the instability. A much smaller wave amplitude is found in more realistic cases. 
IV. Conclusions
The CIRCE simulations shown here illustrate that beams for heavy-ion fusion are moderately sensitive to errors in ear fields. Mismatches up to 50% between the average ear field and the beam space-charge field appears to be acceptable at the beam ends due to the low beam density there. However, near the high-density part of the beam, mismatches should not exceed about 20%. The CIRCE results probably overestimate the wave amplitude due to mismatches due to the absence of phase-mix damping, but preliminary comparisons with the 3-D particle simulation WARP3d indicate fair agreement nonet heless.
Simulations with an r-z version of WARP indicate that the longitudinal instability is not a major problem for heavy-ion beams. The inclusion of a realistic induction-module capacitance gives a much lower growth rate than originally predicted from purely resistive models, and the intermittently applied ears do not normally seed the instability. Even the worst case, with random 5% errors in the absence of module capacitance, fails to excite destructive waves after 1.5 km of propagation. The modest growth of the longitudinal instability seen in realistic simulations can probably be stabilized by feed-forward correction, in which perturbations are detected at selected points along the accelerator, and correcting fields are applied downstream of the detectors.
