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ANCIENT SOLUTIONS FOR FLOW BY POWERS OF
THE CURVATURE IN R2
THEODORA BOURNI, JULIE CLUTTERBUCK, XUAN HIEN NGUYEN,
ALINA STANCU, GUOFANG WEI, AND VALENTINA-MIRA WHEELER
Abstract. We construct a new compact convex embedded an-
cient solution of the κα flow in R2, α ∈ (1
2
, 1) that lies between two
parallel lines. Using this solution we classify all convex ancient
solutions of the κα flow in R2, for α ∈ (2
3
, 1). Moreover, we show
that any non-compact convex embedded ancient solution of the κα
flow in R2, α ∈ (1
2
, 1) must be a translating solution.
1. introduction
A smooth one-parameter family {Γt}t∈I of connected, immersed, pla-
nar curves Γt ⊂ R
2 evolves by the κα flow, α > 0, if
(1) ∂tγ(θ, t) = −κ
α(θ, t)ν(θ, t) for each (θ, t) ∈ Θ× I
for some smooth family γ : Θ × I → R2 of immersions of Γt, where
κ(θ, t) and ν(·, t) are the curvature and the unit normal vector of γ(·, t).
Our sign convention is that ~κ = −κν is the curvature vector.
We refer to a solution as compact if Θ ∼= S1 and convex if each of the
timeslices Γt bounds a convex domain, in which case the immersions
γ(·, t) are proper embeddings. Both compactness and convexity are
properties that are preserved under the flow and it is known that, if
the initial curve Γ0 is compact and convex, the family converges to a
single point in finite time [2]. Moreover, if the initial surface is convex
then it will immediately become strictly convex and smooth [2]. The
solution {Γt}t∈I is called ancient if I contains the interval (−∞, t0)
for some t0 ∈ R. In the compact case, by a time translation, we will
assume that I = (−∞, 0). The goal of this paper is to construct and
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study convex ancient solutions for α ∈ (1/2, 1] as well as provide certain
classification results.
When α = 1, the flow is the famous curve shortening flow and such
a classification is already known. Daskalopoulos, Hamilton and Sˇesˇum
showed that the shrinking circles and the Angenent ovals are the only
compact examples [13]. Their arguments are based on the analysis of
a certain Lyapunov functional. Recently, [4], a new proof of this result
was given which removes the compactness hypothesis by adding two
more solutions: the stationary line and the self-translating grim reaper.
This proof uses in an essential way X.J. Wang’s dichotomy, which states
that a convex ancient solution {Γt}t∈(−∞,0) must either be entire (i.e.
sweep out the whole plane, in the sense that ∪t<0Ωt = R
2, where Ωt
is the convex body bounded by Γt) or else lie in a strip/slab region
(the region bounded by two parallel lines) [15, Corollary 2.1]. Wang
also proved that the only entire examples are the shrinking circles [15,
Theorem 1.1], thus reducing the classification question among solutions
that lie in a slab.
In this paper, we aim to construct ancient compact convex solutions
to the κα flow, for all α ∈ (1/2, 1], that lie in strip regions. These
solutions can be thought of as the analogue to the Angenent ovals for
the curve shortening flow. Moreover, we prove that for α ∈ (2
3
, 1)
the Daskalopoulos, Hamilton and Sˇesˇum classification result extends
to the κα flow. Finally, we show that any ancient non-compact convex
solution to the κα flow, for all α ∈ (1/2, 1], must be a translating
solution, therefore it is unique modulo rigid motions and parabolic
rescalings by [14].
Theorem 1.1. For any α ∈ (1/2, 1] there exists a convex compact
ancient solution to the κα flow that lies between two parallel lines.
Theorem 1.2. For α ∈ (2
3
, 1], any ancient compact convex solution
to the κα flow must be the solution constructed in Theorem 1.1 or the
shrinking circle, modulo rigid motions and parabolic rescalings.
For α ∈ (1/2, 1] any ancient non-compact convex solutions to the κα
flow must be a translating solution.
Using the classification of translators by Urbas [14], we obtain the
following corollary, which combined with the first part of Theorem 1.2
provides a complete classification of ancient convex solutions to the κα
flow for α ∈ (2
3
, 1].
Corollary 1.3. For α ∈ (1/2, 1], modulo rigid motions and parabolic
rescalings, Urbas’ translating solution over a strip [14] and the straight
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line are the unique non-compact convex ancient solutions to the κα
flow.
The dichotomy theorem of X.J. Wang has been extended to the κα
flow, α ∈ (1/2, 1], by S. Chen [6], who also showed that if the solution
sweeps the whole R2 then it must be the shrinking circle. We use this
result to reduce our analysis to solutions that lie in a slab.
For α ∈ (1/2, 1), it does not seem possible to find an explicit solution
as the Angenent oval. But for this range of α’s, it is known that,
apart from the stationary line, and modulo rigid motions and parabolic
translations, there is a unique translating solution to the κα flow and,
in fact, this solution lies in a slab [14]. This translating solution is
essential in our construction of the solution described in Theorem 1.1
Our proof follows the ideas in [4]. We construct an ancient solution
that lies in a strip by doubling (via reflection) compact pieces of the
translating solution flowing them by the κα flow and taking a limit
as the compact pieces become larger and larger. By analyzing the
asymptotics of this solution, we are able to use Alexandrov reflection
principle to show first that any such solution is reflection symmetric
with respect to the mid-plane of the slab and second, for α ∈ (2
3
, 1], that
the solution is unique. Many of the techniques used in the construction
as well as in the proof of uniqueness of this solution, have been used in
[3, 4]. A major difficulty encountered for α < 1 is that the derivative of
the enclosed area is no longer constant, which was a crucial ingredient
in the previous works.
The fact that we can prove uniqueness only for α ∈ (2
3
, 1] comes
from the better asymptotics we get in this range, which is due to the
following reason. Urbas’ unique convex translating solution is a graph
over some bounded interval I, which, after a rotation, can be taken
to lie on the x-axis. If we consider a timeslice that is contained in
I × (0,+∞) and let R be the non-convex region of I × (0,+∞) delim-
ited by this timeslice, then the area of R is finite if an only if α ∈ (2
3
, 1].
This area estimate allows us to obtain good enough asymptotics of the
constructed solution in order to apply Alexandrov reflection and the
maximum principle to prove uniqueness. We remark here that the same
issue appears in the recent work of B. Choi, K. Choi and Daskalopoulos
[8], where they construct ancient solutions to the Gauss curvature flow
under an initial finiteness of volume assumption.
The paper is structured as follows: In Section 2, we gather facts
about convex ancient solutions to the κα flow; In Section 3, we construct
families of old but not ancient solutions and show they satisfy estimates
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similar to the ones in Section 2 so that a subsequence of them converges
to an ancient solution; Finally, in Section 4, we prove the classification
Theorem 1.2.
Acknowledgements. This research originated at the workshop “Women
in Geometry 2” at the Casa Matema´tica Oaxaca (CMO) from June 23
to June 28, 2019. We would like to thank CMO-BIRS for creating
the opportunity to start work on this problem through their support
of the workshop. Theodora Bourni thanks Mat Langford and Toti
Daskalopoulos for useful discussions on the subject.
2. Ancient solutions of the κα-flow
Let {Γt}t∈(−∞,0) ⊂ R
2 be a convex ancient solution to the κα-flow
and consider its parametrization by its turning angle
γ : Θ× (−∞, 0)→ R2, Θ ⊂ [0, 2π) .
The turning angle θ of the solution is the angle made by the x-axis
and its tangent vector with respect to a counterclockwise parametriza-
tion. Using spacetime translation and a space rotation if necessary,
we assume that limt→0 Γt ⊂ {y ≥ 0} and that, at time 0, the solution
vanishes in the compact case whereas in the non-compact case it passes
through the origin.
Let ν = ν(θ, t) and κ(θ, t) be the outward pointing unit normal and
curvature of Γt at γ(θ, t), respectively. Then
ν(θ, t) = (sin θ,− cos θ) ,
and the evolution of κ is given by
(2) κt = κ
2(κα)θθ + κ
α+2 .
A very useful feature of the κα flow is that it satisfies a differential
Harnack inequality, a consequence of which is that the curvature on an
ancient solution is non decreasing [1, 10]:
(3) κt(θ, t) ≥ 0 .
This holds for non-compact solutions as well, since the curvature is
bounded at all timeslices. Moreover, it is know that the inequality is
strict unless the solution moves by translation. As a corollary we obtain
that the “ends” of an ancient solution are translators in the following
sense. For any θ ∈ Θ and any sequence of times ti → −∞ the sequence
of flows Γit = Γt+ti − γ(θ, ti) converges, after passing to a subsequence,
locally uniformly in the smooth topology to a convex translating solu-
tion to the κα flow. For a proof of this standard compactness argument
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see for instance [3, Lemma 5.2]. In fact, the curvature κT (θ, t) of the
limiting translator satisfies
κT (θ, t) = lim
j→∞
κ(θ, tij ).
The convex translating solution. According to the theorem of Ur-
bas stated below [14] (see also [7, Proposition 2.4]), modulo trans-
lations, there is a unique convex translating solution of the κα-flow
moving with speed 1 along the e2 direction, for α ∈ (1/2, 1], other than
the straight line. We thus have that the limit Γst = Γt+s − γ(θ, s), as
s→ −∞, exists.
Theorem 2.1. [14] Modulo translations, there exists a unique strictly
convex curve G0 that satisfies
κα = −〈ν, e2〉 , α ∈ (1/2, 1] ,
where κ and ν are the curvature and downward pointing unit normal
to G0. Moreover G0 is a graph over a strip of width
wα :=
∫ +∞
−∞
1
(1 + y2)
1
2
(3− 1
α
)
dy .
Modulo translations, Gt = G0+te2 is then the unique convex translating
solution that moves with speed 1 along the e2 direction.
Estimates for convex ancient solutions. From now on, α ∈ (1/2, 1)
and {Γt}t∈(−∞,0) will denote a convex ancient solution to the κ
α flow
which lies in the strip
[
−wα
2
wα
2
]
×R and in no smaller strip, where wα
is as in Theorem 2.1. Using the parametrization by turning angle, we
have
γ : Θ× (−∞, 0)→
(
−
wα
2
,
wα
2
)
× R ,
where, in the non-compact case Θ = (−pi
2
, pi
2
), and in the compact
case Θ = (−π, π]. Since the solution lies in no smaller strip, it is not
difficult to see that ∪t∈(−∞,0)Γt = (−
wα
2
, wα
2
) × R, see for instance [3,
Lemma 5.1]. We will use the differential Harnack inequality, to show
bounds on the curvature and width of our convex ancient solutions.
Proposition 2.2. For any θ ∈ Θ and t ∈ (−∞, 0)
κα(θ, t) ≥ ±〈ν(θ, t), e2〉.
Proof. We note first that the function κα ∓ 〈ν, e2〉 satisfies the Jacobi
equation for the κα flow:
(4) ut = ακ
α+1(uθθ + u) .
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Recall that the flows Γst = Γt+s − γ(θ, s) converge as s → −∞ to a
convex translator which lies in a strip of width wα. By Theorem 2.1
this translator satisfies κα∓〈ν, e2〉 ≥ 0. The result then follows by the
maximum principle. 
Proposition 2.3. For any t ∈ (−∞, 0) and any θ ∈ ±[0, π] ∩Θ
±
(
〈γ(±pi
2
, t), e1〉 − 〈γ(θ, t), e1〉
)
≤ ±
∫
±
pi
2
θ
cosu
| cosu|
1
α
du ,
where if Θ = (−pi
2
, pi
2
) then we set γ(±pi
2
, t) = ±wα
2
.
Proof. Recall that a convex curve γ(θ) with curvature κ(θ) satisfies
(5) γ(θ1)− γ(θ0) =
(∫ θ1
θ0
cosu
κ(u)
du ,
∫ θ1
θ0
sin u
κ(u)
du
)
.
For any θ ∈ [0, pi
2
] ∩Θ we compute, using Proposition 2.2 and the fact
that −〈ν, e2〉 = cos θ,
〈γ(pi
2
, t), e1〉 − 〈γ(θ, t), e1〉 =
∫ pi/2
θ
cosu
κ(u, t)
du ≤
∫ pi/2
θ
cosu
| cosu|
1
α
du .
The other cases are proved similarly. 
As a consequence of this width estimate and our condition that the
ancient solution Γt lies in no strip smaller than
[
−wα
2
, wα
2
]
×R, we can
determine scale of the limiting translating solution:
Proposition 2.4. For any θ ∈ Θ\{pi
2
,−pi
2
}, the sequence of flows Γst =
Γt+s − γ(θ, s) converges to a translating solution, which after a time
and space translation, as well as a reflection about the x-axis in case
θ ∈ Θ \ (−pi
2
, pi
2
), is given by {Gt}t∈(−∞,∞), as defined in Theorem 2.1.
Proof. Given θ ∈ Θ \ {−pi
2
, pi
2
}, we have already seen that the sequence
of flows Γst = Γt+s − γ(θ, s), as s → −∞, converges to a translator,
which by Theorem 2.1, and after a time and space translation and
possibly a reflection about the x-axis, is given by {λGt}t∈(−∞,∞), with
the scale satisfying λ ≤ 1 since the translator must be contained in
a slab of width wα (and it might be contained in a smaller one). We
want to show here that the scale satisfies λ = 1.
Let us assume that θ ∈ [0, pi
2
) (the other cases being treated simi-
larly). Since the solution {Γt}t∈(−∞,0) is contained in a slab of width
wα and in no smaller slab, for any ε > 0 there exists tε < 0 such that
(6) wα
2
− 〈γ(pi
2
, t), e1〉 ≤ ε , ∀t ≤ tε .
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Note that, with the change of variable y = tan θ,
(7)
wα
2
=
∫ +∞
0
1
(1 + y2)
1
2
(3− 1
α
)
dy =
∫ pi
2
0
cos θ1−
1
αdθ ,
and thus we can choose θ ∈ (0, pi
2
) so that
∫ pi
2
θ
cos θ1−
1
αdθ < ε. Then, by
Proposition 2.3 and (6)
wα
2
− 〈γ(θ, t), e1〉 ≤ 〈γ(
pi
2
, t), e1〉 − 〈γ(θ, t), e1〉+ ε ≤ 2ε .
Hence the limit translator {λGt}t∈(−∞,∞) cannot be contained in a slab
smaller that wα − 4ε, and since ε was arbitrary we have λ = 1 which
yields the result. 
Proposition 2.5. Let A(t) be the area of the region enclosed by Γt if the
solution is compact and twice the area of the bounded region enclosed
by Γt and the x-axis otherwise. Then
A(t) ≤ 2wα(−t) .
Proof. Consider the compact case first. Using Proposition 2.2 and the
fact that 〈ν, e2〉 = − cos θ, we have
−
dA(t)
dt
=
∫ pi
−pi
κα−1(θ) dθ ≤ 4
∫ pi
2
0
cos θ1−
1
αdθ .
For the non-compact case, let P (t), Q(t) be two points on Γt such that
y(P (t)) = y(Q(t)) = 0 arranged so that x(P (t)) > x(Q(t)) and let
θP (t), θQ(t) be the corresponding turning angles. Then
−
1
2
dA(t)
dt
=
∫ θP (t)
θQ(t)
κα−1(θ) dθ ≤
∫ pi
2
−
pi
2
κα−1(θ) dθ ≤ 2
∫ pi
2
0
cos θ1−
1
αdθ .
Hence in either case, recalling (7), we have
−
dA(t)
dt
≤ 2wα
and integrating from t to 0, yields the result. 
3. Constructing a compact ancient solution
We will use the translating solution {Gt}t∈(−∞,∞), as described in
Theorem 2.1, to construct a compact ancient solution. By the unique-
ness of G0, after a space and time translation, we can assume that G0
passes through the origin and is reflection symmetric with respect to
the y-axis, so G0 ⊂ {y ≥ 0}. Let Γ
R be the convex curve we obtain
after taking the union of G−R ∩ {y ≤ 0} and its reflection along the
x-axis, see Figure 1. This curve is not smooth, but it is convex and
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thus, a solution to the κα flow “flowing out” of this curve exists, in the
sense of the following theorem of Andrews.
Theorem 3.1. [2] For any convex curve Γ0 bounding an open convex
region in R2, there exists a family of embeddings γ : S1× (0, T ) unique
up to time-independent reparametrization, which satisfy equation (1)
and such that the image curves Γt converge to Γ0 in Hausdorff distance
as t → 0. Moreover γ ∈ C∞(S1 × (0, T )) and Γt is strictly convex for
all t > 0.
x
wα
ΓR
ΓR(t)
G−R
hR(t)
ℓR(t)
R
ΓR = ΓR(TR) is the initial curve
ΓR(t) is t-slice of the solution
ℓR(t) = supθ〈γ
R(θ, t), e2〉
hR(t) = supθ〈γ
R(θ, t), e1〉
AR is the area enclosed by ΓR
AR(t) is the area enclosed by Γ
R(t)
Figure 1. The approximate solutions {ΓRt }t∈(TR,0).
Recall that the solution shrinks to a point in finite time. We can
therefore translate time so that the extinction time is t = 0 for our
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solutions. With this convention in mind, we define {ΓRt }t∈(TR,0) with
TR ∈ (−∞, 0) to be a solution to (1) with initial data given by Γ
R
in the sense of Theorem 3.1 and let γR : S1 × (TR, 0) → R
2 be a
parametrization of {ΓRt }t∈(TR,0) by turning angle, see Figure 1. More-
over, by the uniqueness of the solution given in Theorem 3.1, this solu-
tion is reflection symmetric with respect to both coordinate axes, which
furthermore implies that the extinction point is the origin.
We will construct an ancient solution by taking a limit of such so-
lutions as R → ∞. For this, we will first prove that the curvature of
and area enclosed by the solutions {ΓRt }t∈(TR,0) satisfy bounds similar
to the estimates given for convex ancient solutions in Section 2.
Proposition 3.2. For any R > 0, t ∈ (TR, 0) and θ ∈ S
1,
κα(θ, t) ≥ ±〈ν(θ, t), e2〉 .
Proof. Because of Theorem 3.1, the proof follows as in Proposition 2.2
provided that the estimate holds as t→ TR and the curve approaches
the initial surface ΓR. This is indeed the case because κα = ±〈ν, e2〉
on ΓR ∩ {±y < 0}. 
Next we show a certain monotonicity of the curvature throughout
the flows. In particular, the result tells us that the maximum of κα
occurs at θ = 0, so that we just need a bound on κ(0, t) in order to get
a uniform bound on the curvature κ(θ, t) for any θ.
Proposition 3.3. For any R > 0 and t ∈ (TR, 0), Γ
R
t satisfies
(8)
{
(κα)θ ≤ 0 , for θ ∈ (0, π/2) ∪ (π, 3π/2)
(κα)θ ≥ 0 , for θ ∈ (π/2, π) ∪ (3π/2, 2π) .
Proof. Note first that on ΓR (8) is true by convexity and the translator
equation.
Let v = (κα)θ. Then, recalling (2), we have
vt = (α + 1)κv((κ
α)θθ + κ
α) + ακα+1(vθθ + v) .
The strong maximum principle then, applied to each of the four θ-
intervals implies the result. 
Next we prove some displacement and area estimates. For this we
define
ℓR(t) = −〈γ
R(0, t), e2〉 = 〈γ
R(π, t), e2〉 = max
θ∈[0,2pi)
〈γR(θ, t), e2〉 ,
hR(t) = 〈γ
R(pi
2
, t), e1〉 = −〈γ
R(3pi
2
, t), e1〉 = max
θ∈[0,2pi)
〈γR(θ, t), e1〉 ,
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and AR(t) to be the area enclosed by Γ
R
t , see Figure 1.
Note that, by the construction of the initial surface, we have ℓR(TR) =
R and limR→∞ hR(TR) =
wα
2
. We first show some more precise esti-
mates on hR(TR) as well as AR(TR).
Proposition 3.4. There exist constants Rα > 0 and Cα > 0 such that
for all R ≥ Rα
(i) hR(TR) ≥
wα
2
− CαR
1−2α
1−α ,
(ii) AR(TR) ≥ 2wαR− CαR
2−3α
1−α .
Proof. For any θ0 ∈ (0,
pi
2
), using (7), we have
∫ θ0
−θ0
cos θ1−
1
αdθ = wα − 2
∫ +∞
tan θ0
1
(1 + y2)
1
2
(3− 1
α
)
dy
≥ wα − 2
∫ +∞
tan θ0
y−3+
1
α dy = wα −
2α
2α− 1
(tan θ0)
1
α
−2 .
(9)
Let ±θR be the turning angles at the two points of intersection of ΓR
with the x-axis. Then by equation (5),
(10) R =
∫ θR
0
sin u
κ(u, 0)
du =
∫ θR
0
sin u
cos u
1
α
du =
α
1− α
(cos θ
1− 1
α
R − 1) .
Therefore
tan2 θR = cos θ
−2
R − 1 =
(
1− α
α
R + 1
) 2α
1−α
− 1 ≥
(
1− α
2α
R
) 2α
1−α
,
with the last inequality being true for all R ≥ Rα for a constant Rα > 0.
Now working as in (10), and using (9), we obtain for hR(TR)
hR(TR) =
∫ θR
0
cos u1−
1
αdu ≥
wα
2
−
α
2α− 1
(tan θR)
1−2α
α
≥
wα
2
− CαR
1−2α
1−α ,
for some constant Cα and for all R ≥ Rα.
For the area estimate, we let AR = AR(TR) be the area enclosed
by ΓR, so thanks to the symmetry with respect to the x-axis, 1
2
AR is
the area enclosed by G−R and the x-axis. Then, following the proof of
Proposition 2.5 and estimating as above, we obtain
1
2
dAR
dR
=
∫ θR
−θR
κα−1(θ) dθ =
∫ θR
−θR
cos θ1−
1
αdθ ≥ wα − 2CαR
1−2α
1−α ,
for all R ≥ Rα. Integrating from Rα to R we obtain (ii). 
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Proposition 3.5. There exist constants Cα and Rα such that for all
R > Rα and all t ∈ (TR, 0) the following estimates hold.
(i) −2wat ≥ AR(t) ≥ −2wαt− Cα(−t)
2−2α ,
(ii) R ≥ −TR ≥ R− Cα(1 +R
2−3α
1−α ) ,
(iii) wα
2
≥ hR(t) ≥
wα
2
− Cα(−t)
1−2α ,
(iv) −t ≤ ℓR(t) ≤ min{−t + Cα
(
1 +R
2−3α
1−α
)
,−Cαt} ,
(v) 1 ≤ καR(0, t) ≤ Cα
(
1 + 1
−t
)
.
Proof. The proof of the first inequality in (i) follows the corresponding
proof of Proposition 2.5 for ancient solutions, using here Proposition
3.2 instead of Proposition 2.2.
By Proposition 3.2, we have
−ℓ′R(t) = κ
α
R(0, t) ≥ −〈ν(0, t), e2〉 = 1 .
Integrating from t to 0 yields the first inequality of (iv). As we shall
use it later, we point out that integrating from TR to t yields
(11) ℓR(t) ≤ R− (t− TR) .
Applying the first inequality of (iv) with t = TR yields the first inequal-
ity in (ii). The second inequality in (ii) is a consequence of the first
inequality in (i) applied with t = TR and estimate (ii) of Proposition
3.4.
The first inequality in (iii) is follows from the fact that ΓR is in the
strip
(
−wα
2
, wα
2
)
×R. To prove the second inequality, we use a technique
from [3, Lemma 4.4]. Consider the circle centered on the negative x-
axis and passing through γR(pi
2
, t) and γR(0, t). By Proposition 3.3
and a simple maximum principle argument, it must be tangent to the
curve at γR(pi
2
, t) from the inside, see [3, Lemma 4.4] for details on this
argument. We therefore have
κR(
pi
2
, t) ≤
2hR(t)
ℓ2R(t) + h
2
R(t)
.
We use this to compute
−h′R(t) = κ
α
R(
pi
2
, t) ≤
(
2h(t)
ℓ2(t) + h2(t)
)α
≤
2αhα(t)
(−t)2α
,
where in the last inequality we used the first inequality of (iv). Hence
−
1
1− α
(h1−αR (t))
′ ≤
2α
2α− 1
((−t)1−2α)′
and integrating from TR to t we obtain
h1−αR (t) ≥ h
1−α
R (TR) +
2α(1− α)
2α− 1
(
(−TR)
1−2α − (−t)1−2α
)
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and using estimate (i) of Proposition 3.4 and the first inequality in (ii)
here yields the result.
To prove the second inequality in (i), we compute using Proposition
3.2 and (5)
−
1
4
dAR(t)
dt
=
∫ pi
2
0
κα−1 dθ ≥
∫ pi
2
0
−
〈ν, e2〉
κ(θ, t)
dθ =
∫ pi
2
0
cos θ
κ(θ, t)
dθ = hR(t).
Integrating from t to 0, and using the second inequality of (iii), yields
the result.
To prove the second inequality in (iv), we first note that (11) along
with the second inequality in (ii) here implies that
ℓR(t) ≤ −t + Cα
(
1 +R
2−3α
1−α
)
.
Furthermore, the first inequality in (i) and the second in (ii), along
with convexity, yield the uniform estimate ℓR(t) ≤ −Cαt.
Finally, the first inequality in (v) is straightforward by Proposi-
tion 3.2. The upper bound on κ is a result of the differential Harnack
inequality [10], according to which, the quantity
κ(θ, t)(−t)
α
α+1
is non decreasing in t. We thus have
ℓR(t) =
∫ 0
t
κα(0, s)ds ≥ κα(0, t)(−t)
α2
α+1
∫ t
0
(−s)−
α2
α+1ds
=
α + 1
α + 1− α2
κα(0, t)(−t) .
which, along with the uniform bound ℓR(t) ≤ −Cαt, yields the result.

The following is a more precise version of Theorem 1.1.
Theorem 3.6. For any α ∈ (1/2, 1], there exists a compact convex an-
cient solution to the κα flow, {Γt}t∈(−∞,0), that sweeps out (−
wα
2
, wα
2
)×
R. This solution is symmetric with respect to both coordinate axes and
satisfies
(12) h(t) ≥
wα
2
−
2
(−t)2α−1
,
where h(t) = 〈γ(pi
2
, t), e1〉. Moreover, if α ∈ (
2
3
, 1) then
(13) ℓ(t) ≤ −t +O(1) ,
where ℓ(t) = 〈γ(π, t), e2〉.
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Proof. Note that, by Proposition 3.5, the diameter and the curvature of
the solutions {ΓRt }t∈(TR ,0) are bounded uniformly in R, since by Propo-
sition 3.3 the maximum of the curvature is at θ = 0. Recall also that,
by Proposition 3.5, TR → −∞ as R→∞. Therefore there exists a se-
quence Rj →∞ such that the sequence of flows {Γ
Rj
t }t∈(TRj ,0) converges
locally uniformly to a family of compact convex curves {Γt}t∈(−∞,0).
The uniform lower bound on hR(t) of Proposition 3.5 shows that this
family sweeps out (−wα
2
, wα
2
) × R and that it satisfies (12). In case
α ∈ (2
3
, 1), the estimate (13) is a consequence of the estimate on ℓR(t)
in Proposition 3.5 (iv), since 2−3α
1−α
< 0.
Finally, this family is a weak solution of the κα flow, in the sense that
it satisfies the avoidance principle with respect to any other smooth so-
lution. This is easy to see since it is a limit of smooth flows. Therefore,
by Theorem 3.1, it is indeed a smooth solution. 
4. Classification of convex ancient solutions
In this section, we will classify all convex ancient solution {Γt}t∈(−∞,0)
to the κα flow for α ∈ (2
3
, 1] which are contained in the strip Π :=
{(x, y) : |x| < wα/2} and in no smaller strip. Moreover we will show,
for any α ∈ (1/2, 1], that the only non-compact ones are translating
solutions. The proof is very similar to the corresponding proof for the
curve shortening flow case (α = 1) given in [4, Theorem 3.3]. We first
show that any compact convex ancient solution that lies in a strip is
reflection symmetric with respect to the mid-line of the strip, which is
proven by using the Alexandrov reflection principle [11, 12]. The proof
follows [4, Lemma 2.4] (cf. [5]).
The non-compact case can be in fact dealt with in a much simpler
way by looking at the asymptotic translators at +∞ and −∞. This
idea follows the proof of [8, Theorem 1.2], by using here Proposition
2.4. We present this result first.
Theorem 4.1. Any convex, non-compact ancient solution to the κα
flow, α ∈ (1/2, 1], must be a translating solution.
Proof. Since the solution is convex, it is a graph over some interval I
(bounded or unbounded) which, without loss of generality, is an interval
of the x-axis. Moreover, by [9], this solution must in fact be eternal
and we denote it by {Γt}t∈(−∞,+∞). As we have already discussed,
Γt−γ(e2, t) converges, as t→ −∞, to a translator T . If T is a straight
line, then by the rigidity case of the Harnack inequality, the solution
must be itself the stationary line. If not, then T is defined between two
parallel lines [14]. In this case, B. Choi, K. Choi and Daskalopoulos
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in [7] observed that, by the result in [9], a convex complete graph over
an open interval I (either bounded or unbounded), under the flow,
remains a convex complete graph over the same interval I. Therefore,
Γt − γ(e2, t) converges, as t → +∞, to the same translator T and by
the rigidity case of the Harnack inequality we obtain the result. 
Lemma 4.2. Let {Γt}t∈(−∞,0) be a strictly convex ancient solution to
the κα flow, α ∈ (1/2, 1], which is contained in the strip Π := {(x, y) :
|x| < wα/2} and in no smaller strip. Then Γt is reflection symmetric
about the y-axis for all t < 0.
Proof. Set
Hβ := {(x, y) ∈ R
2 : x < β}
and denote by Rβ the reflection about ∂Hβ . By Proposition 2.4, the
‘tips’ (or tip if the solution is non compact) of this solution converge
to the unique translator as defined in Theorem 2.1, which is reflection
symmetric. Therefore, by the convexity of {Γt}t∈(−∞,0), given any β ∈
(0, wα
2
), there exists a time tβ such that
(Rβ · Γt) ∩ (Γt ∩Hβ) = ∅
for all t < tβ (for more details of this fact, see [3, Claim 6.2.1]). By the
strong maximum principle and the boundary point lemma for strictly
parabolic equations this is true for all t < 0, see [11, Theorem 2.2].
Taking β → 0 implies that R0 ·Γt lies to the left of Γt ∩H0. The result
now follows by repeating the argument with Hβ := {(x, y) ∈ R
2 : x >
−β}. 
Theorem 4.3. Modulo translations, there exists only one strictly con-
vex ancient solution {Γt}t∈(−∞,0) to the κ
α flow α ∈ (2
3
, 1] contained in
the strip Π := {(x, y) : |x| < wα
2
} and in no smaller strip.
Proof. After a time and space translation, we can assume that the
solution gets extinct at the origin at time t = 0. Let
L(t) = −〈γ(0, t), e2〉+ 〈γ(π, t), e2〉 .
By Proposition 2.2 we have κα(0, t) ≥ 1 and κα(π, t) ≥ 1 thus
d
dt
(L(t) + 2t) ≤ 0 .
Therefore the limit
L := lim
t→−∞
(L(t) + 2t)
exists in [0,∞].
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This quantity, for the particular compact solution we constructed in
Theorem 3.6, satisfies, by (13),
L0 := lim
t→−∞
(L0(t) + 2t) <∞
where L0(t) = 2ℓ(t), with ℓ(t) as in Theorem 3.6. We next claim that
for any solution,
(14) L = L0 .
Suppose, contrary to the claim, that L > L0 (the case L < L0 is ruled
out similarly). Then we can find t0 such that
(15) L(t) > L0(t) for all t < t0 .
Let {Γ0t}t∈(−∞,0) be the particular solution constructed in Theorem 3.6.
Define the halfspaces Hβ and the reflection Rβ about ∂Hβ as in Lemma
4.2. Given any β ∈ (0, wα
2
), set
Γ˜0t = (Rβ · Γ
0
t) ∩ {(x, y) ∈ R
2 : x < 0} ,
and
Γ˜t = Γt ∩ {(x, y) ∈ R
2 : x < 0} ,
and let (−r0t , r
0
t ) = ∂Γ˜
0
t and (r
−
t , r
+
t ) = ∂Γ˜t. Then, by (15) and since
L0 is finite, there exists c > 0 such that for all t < t0, there exists
ct ∈ (−c, c), such that (−r
0
t + ct, r
0
t + ct) ⊂ (r
−
t , r
+
t ). Moreover, by
convexity and the convergence of the tips given in Proposition 2.4, there
exists tβ < t0 depending on β such that (Γ˜0t+ct)∩ Γ˜t = ∅ for all t < tβ,
with ct as above. It then follows by the strong maximum principle that
(Γ˜0s + ct) ∩ Γ˜s = ∅ for all t < tβ and t < s < t0. Letting β ց 0, we
find that there exists a constant c0 such that Γ˜t ∩ (Γ
0
t + c0) = ∅ for all
t < t0. By Theprem 4.2 we thus obtain that Γt contains Γ
0
t + c0 for all
t < t0, contradicting the fact that both curves reach the origin at time
t = 0. This finishes the proof of (14).
Now consider, for any τ > 0, the solution {Γτt }t∈(−∞,0) defined by
Γτt = Γt+τ . Since
Lτ := lim
t→−∞
(ℓ(t+ τ) + t) > L = L0 ,
we may argue as above to conclude that Γτt lies outside Γ
0
t + cτ for
some constant cτ and for all t < 0. Taking τ → 0, we find that Γt lies
outside Γ0t for all t < 0. Since the two curves reach the origin at time
zero, they intersect for all t < 0 by the avoidance principle. The strong
maximum principle then implies that the two coincide for all t. 
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Proof of Theorem 1.2. The non-compact case has been shown in The-
orem 4.1. For the compact case and α ∈ (2
3
, 1], we have shown unique-
ness as long as our solution is restricted in a slab. The Theorem now
follows by a result of Chen [6], which states that if the solution is not
defined in a slab, then it must be the shrinking circle. 
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