Abstract. Let r, n be two positive integers. Let e be 0 or an integer bigger than 1. Let q be a primitive eth root of unity if e > 1; or not a root of unity if e = 0. Let v 1 , · · · , vr be a sequence of given integers. Let Kr(n) be the set of Kleshchev r-multipartitions of n with respect to (e; Q), where
Introduction
Let K be a field and r, n two fixed positive integers. Let q, Q 1 , · · · , Q r be invertible elements of K. Let Q = (Q 1 , · · · , Q r ). The Ariki-Koike algebra H r,n (q, Q) (or the cyclotomic Hecke algebra of type G(r, 1, n)) is the associate unital K-algebra with generators T 0 , T 1 , · · · , T n−1 and relations
These algebras are introduced in the work of Broué and Malle [6] and of Ariki and Koike [2] . They include the Iwahori-Hecke algebras of types A and B as special cases. Conjecturally, they have some intimate relationship with the representation theory of finite reductive groups.
The modular representation theory of these algebra was studied in [12, Section 5] and [8] , where H r,n (q, Q) was shown to be a cellular algebra in the sense of [12] . Using the cellular basis constructed in [8] , we know that the resulting cell module (i.e., Specht modules) {S λ } λ⊢n are indexed by the set of r-multipartitions of n. By general theory, each Specht module S λ is equipped with a bilinear form , . Let D λ := S λ / rad , . The set D λ D λ = 0, λ ⊢ n is a complete set of pairwise non-isomorphic absolutely simple H r,n (q, Q)-modules.
Let e be 0 or an integer bigger than 1. Assume that q is a primitive eth root of unity if e > 1; or not a root of unity if e = 0. By a result of Dipper and Mathas [10] , the study of the modular representation theoy of H r,n (q, Q) can be reduced to the case where all the parameters in Q are in a single q-orbit. Henceforth, we assume that Q i = q vi for each 1 ≤ i ≤ r, where v 1 , · · · , v r is a sequence of given integers. A natural question is to ask for which r-multipartition λ, D λ = 0. This was solved by Ariki [1] who proved that D λ = 0 if and only if λ is a Kleshchev rmultipartition of n with respect to (e; Q). A prior, the notion of Kleshchev multipartition is recursively defined. It is desirable to look for a non-recursive definition. Some results are known in this direction: if r = 1, Kleshchev partition is nothing but e-restricted partition (cf. [19] and [21] ); if r = 2, Dipper, James and Murphy proposed a notion of (Q, e)-restricted bipartitions (which is non-recursively defined) and they conjectured that Kleshchev bipartition of n with respect to (e; Q, −1) is the same as (Q, e)-restricted bipartition of n. This conjecture was solved recently by Ariki-Jacon [3] , using result of another recent work of Ariki-KreimanTsuchioka [5] . The paper [5] contains a new non-recursive description of Kleshchev bipartitions. In general, if r > 2, the question of finding a non-recursive definition of Kleshchev r-multipartitions remains open.
The starting point of this paper is to explore this open question 1 . We give a natural extension of Dipper-James-Murphy's notion of (Q, e)-restricted bipartitions to the case where r > 2, i.e., (Q, e)-restricted r-multipartitions. We also introduce a notion of ladder r-multipartitions. It turns out that any (Q, e)-restricted r-multipartition of n is a Kleshchev multipartition in K r (n). Our main result asserts that, if e > 1, then any multi-core λ = (λ (1) , · · · , λ (r) ) in K r (n) is a (Q, e)-restricted r-multipartition. As a consequence, we show that if e = 0 (i.e., q is not a root of unity), then K r (n) coincides with the set of (Q, e)-restricted r-multipartitions of n, which gives a non-recursive description of Kleshchev r-multipartition in this case; and also coincides with the set of ladder r-multipartitions of n, which gives a new recursive description of Kleshchev r-multipartition in that case. The main result can be regarded as a generalization of Dipper-James-Murphy's Conjecture to the case e = 0 and r > 2. Conjecturally, everything should be still true in the case where e > 1.
The paper is organized as follows. In Section 2, we recall the notions of Kleshchev multipartitions and (Q, e)-restricted multipartitions. In particular, we show that any (Q, e)-restricted r-multipartition of n is a Kleshchev multipartition with respect to (e; Q). We also recall a result of Littelmann and a related result of Kashiwara, and give some consequence of these two results. In Section 3, after introducing the notion of ladder nodes, ladder sequence, ladder multipartitions as well as strong ladder multipartitions, we give the proof of our main result Theorem 3.9. As a consequence we prove the generalized Dipper-James-Murphy's conjecture when e = 0 in Section 4, where we also show that the notion of ladder r-multipartition coincides with the notion of strong ladder r-multipartition in this case. In Section 5, we give some related results and conjectures in understanding the directions of an LS path associated to an e-restricted partition. A better understanding of the latter would lead to a proof (similar to the argument used in the multi-core case) for the generalized Dipper-James-Murphy's conjecture for any e > 1.
Preliminaries
Let r, n be two fixed positive integer. An r-multipartition of n is an ordered r-tuple of partitions λ = (λ (1) , . . . , λ (r) ) such that |λ (1) | + · · · + |λ (r) | = n. Let P r (n) be the set of r-multipartitions of n. If λ ∈ P r (n), then we write λ ⊢ n and |λ| = n. Then P r (n) is a poset under the dominance order, where λ µ if
for all 1 ≤ s ≤ r and all i ≥ 1. Let λ ∈ P r (n). Recall that the Young diagram of λ is the set
The elements of [λ] are called the nodes of λ. A λ-tableau is a bijection t :
. Let Std(λ) be the set of standard λ-tableaux. For any two nodes γ = (a, b, c),
A removable node of λ is a node of the boundary of [λ] which can be removed, while an addable node of λ is a concave corner on the rim of [λ] where a node can be added.
Now let e be 0 or an integer bigger than 1. Assume that q is a primitive eth root of unity if e > 1; or not a root of unity if e = 0. Let v 1 , · · · , v r be a sequence of given integers. Let Q := (q v1 , · · · , q vr ). The residue of the node γ = (a, b, c) is defined to be res(γ) := b − a + v c + eZ ∈ Z/eZ, In this case, we say that γ is a res(γ)-node.
If
) is an r-multipartition of n + 1 with [µ] = [λ] ∪ γ for some removable node γ of µ, we write λ → µ. If in addition res(γ) = x, we also write λ x → µ. For example, suppose n = 19, r = 3, e = 4, v 1 = 0, v 2 = 2, v 3 = 0. The nodes of λ = ((2), (4, 2, 2), (5, 2, 1, 1)) have the following residues
It has five removable nodes. Fix a residue x and consider the sequence of removable and addable x-nodes obtained by reading the boundary of λ from the bottom up. In the above example, we consider residue x = 1, then we get a sequence RAARRR, where each "A" corresponds to an addable x-node and each "R" corresponds to a removable x-node. Given such a sequence of letters A,R, we remove all occurrences of the string "AR" and keep on doing this until no such string "AR" is left. The "R"s that still remain are the normal x-nodes of λ and the highest of these is the good x-node. In the above example, there are two normal 1-node. The removable 1-node in λ (1) = (2) is a good 1-node. If γ is a good x-node of µ and λ is the
Definition. ([4])
The set K r (n) of Kleshchev r-multipartitions with respect to (e; Q) is defined inductively as follows:
(2) K r (n + 1) := µ ∈ P r (n + 1) λ x ։ µ for some λ ∈ K r (n) and x ∈ Z/eZ . 
Let λ be an r-multipartition of n. For each t ∈ Std(λ) and each integer 1 ≤ k ≤ n, we use shape(t ↓ k ) to denote the shape of the standard tableau t ↓ {1,2,··· ,k} . Clearly shape(t ↓ k ) is again a multipartition. It is well-known that the map ρ which sends t to (shape(t ↓ 0 ), shape(t ↓ 1 ), · · · , shape(t ↓ n )) defines a bijection between the set Std(λ) and the set of sequence (
The following definitions are natural extension of the corresponding definitions given in the case where r = 1, 2, see [9] , [12] and [3] .
The residue sequence of t is defined to be the ordered sequence
2.4.
Definition. Let λ ∈ P r (n). λ is said to be (Q, e)-restricted if there exists t ∈ Std(λ) such that the residue sequence of any standard tableau of shape µ ¡ λ does not have the same residue sequence as t.
Recall that if e = 0, then any partition is said to be e-restricted; while if e > 1, then a partition λ = (λ 1 , λ 2 , · · · ) is said to be e-restricted if λ i − λ i+1 < e for any i. Note that if r = 1, by the ladder construction for e-restricted partitions, we know that (Q, e)-restricted partition coincides with e-restricted partition. In particular, K 1 (n) is the same as the set of e-restricted partitions. If r = 2, the above definition was appeared in the paper [9] of Dipper-James-Murphy. They proved that if λ is (Q, e)-restricted, then D λ = 0, and they conjectured the converse is also true, i.e., λ ∈ K n if and only if λ is (Q, e)-restricted. This conjecture was recently solved by Ariki-Jacon [3] , using a new characterization of Kleshchev bipartition obtained in [5] . The general case (i.e., when r > 2) remains open. That is 2.5. Conjecture. Let λ ∈ P r (n). Then λ ∈ K n if and only if λ is (Q, e)-restricted.
In fact, the "if" part of this conjecture is easy, which we shall describe in the following. Recall that the definition of (Q, e)-restricted multipartition can be reformulated in terms of the action of the affine quantum group on a Fock space (cf. [3] ). To recall this, we need some more notations. Let v be an indeterminate over Q. Let U v ( sl e ) (resp., U v (gl 0 )) be the affine quantum group of type A (1) e−1 (resp., of type A 0 ) and Λ i i ∈ Z/eZ (resp., Λ i i ∈ Z ) be its set of fundamental weights if e > 1 (resp., if e = 0). Let F be the level r v-deformed Fock space with multi-charge (v 1 , · · · , v r ) (cf. [22] ). By definition, F is Q(v)-vector space with the basis given by the set of all r-multipartitions, i.e.,
There is an action of U v ( sl e ) (resp., U v (gl 0 )) on F which quantizes the classical action of sl e (resp., gl 0 )) on the Q-vector space n≥0,λ∈Pr(n) Qλ and such that the empty multipartition ∅ is a highest weight vector of weight r j=1 Λ vj . We refer the readers to [4] and [22] for details.
2.6. Lemma. Let λ ∈ P r (n). Then λ is (Q, e)-restricted if and only if there exists a sequence (i 1 , · · · , i n ) of residues such that
Proof. For any residue j and any µ ∈ P r (n), by definition, we have
The lemma follows directly from this fact and the discussion above Definition 2.3.
Proof. Let Λ := r j=1 Λ vj . Then the U v ( sl e )-submodule (resp., U v (gl 0 ) submodule) of F generated by ∅ is the irreducible highest weight module V (Λ) of highest weight Λ. It is well-known that V (Λ) has a canonical basis G(µ) , which is indexed by the set K r := n≥0 K r (n). By [15] , for any µ ∈ K r (n), we have that
Since λ is (Q, e)-restricted, by Lemma 2.6, we deduce that there exists a sequence (i 1 , · · · , i n ) of residues such that
. It follows from the induction on the dominance order "¡" that λ ∈ K r (n), as required.
Therefore, we have proved that "if" part of the Conjecture 2.5. It remains to consider the "only if" part of that conjecture. To this end, we need a result of Littelmann. For the remaining part of this section, we assume that e > 1.
We need some more notations. Let P + := i∈Z/eZ a i Λ i a i ∈ Z + , ∀ i be the set of dominant weights. For each dominant weight Λ, let V (Λ) be the irreducible U v ( sl e )-module with highest weight Λ. By a result of Kashiwara, V (Λ) has a crystal basis. We denote by B(Λ) its crystal graph. Note that B(Λ) was equipped with additional data wt, ε i , ϕ i , e i and f i . We refer the readers to [14] for details. We use u Λ to denote the unique element in B(Λ) satisfying wt(u Λ ) = λ. Fr each integer 1 ≤ k ≤ r, it is well-known that the crystal graph B(Λ v k ) has two realizations, one by e-restricted partitions (cf. [15] ), the other by Lakshimibai-Seshadri paths (i.e., Littelmann's path model), or LS-paths for short (cf. [16] ). We refer the readers to [16] for the precise definition of Lakshimibai-Seshadri paths and related notations. So we can write λ = (ν 1 , · · · , ν s ; a 0 , · · · , a s ) for an e-restricted partition λ. Let W be the affine Weyl group S e with Coxeter generators s i , i ∈ Z/eZ. Note that there is a canonical crystal embedding B(
We identify B(Λ v1 + · · · + Λ vr ) with the image of this embedding. We have the following result of Littelmann, which was reformulated in [ 
Then π belongs to B(Λ v1 + · · · + Λ vr ) if and only if there exists a sequence
is an e-restricted partition.
In that case, we can identify each λ (i) with an element in B(Λ vi ). We keep this in mind and consider the canonical embedding B(
) is a Kleshchev r-multipartition with respect to (e; q v1 , · · · , q vr ) if and only if λ (r) ⊗· · ·⊗λ (1) belongs to B(Λ vr +· · ·+Λ v1 ). The following lemma is a direct consequence of Theorem 2.8.
) is a Kleshchev t-multipartition with respect to (e; q vj 1 , · · · , q vj t ) for any integers 1 ≤ t < r and 1 ≤ j 1 < · · · < j t ≤ r.
2.11.
Remark. We note that the converse of Corollary 2.10 is in general false. For example, let e = 5,
Then it is easy to check that (1) (λ (1) , λ (2) ) is a Kleshchev bipartition with respect to (5; q 3 , q 2 ); and (2) (λ (2) , λ (3) ) is a Kleshchev bipartition with respect to (5; q 2 , q); and (3) (λ (1) , λ (3) ) is a Kleshchev bipartition with respect to (5; q 3 , q);
is not a Kleshchev 3-multipartition with respect to (5; q 3 , q 2 , q).
Let Λ be any dominant weight. By [14, Corollaire 8.1.5], there exists a unique crystal morphism K h : B(Λ) ֒→ B(hΛ) of amplitude h, for all h ∈ N. In other words,
⊗h of amplitude h.
Recall that, for each w ∈ W , the weight space V (Λ) wΛ is one-dimensional. We use u wΛ to denote the unique element in B(Λ) satisfying wt(u wΛ ) = wΛ.
Lemma. ([14, Proposition 8.3.2]) Let b ∈ B(Λ).
If h is sufficiently divisible (depending on b), then there exist an integer s, elements w 1 , · · · , w s ∈ W and rational numbers a 0 = 0 < a 1 < · · · < a s = 1 such that
Henceforth, we assume that Λ = Λ k is a fundamental weight. We use W k to denote the symmetric group generated by s i , i ∈ Z/eZ − {k + eZ}. Let W/W k be the set of distinguished coset representatives of W k in W . For any i ∈ Z/eZ and any e-core ν, s i ν is defined as in [5, Lemma 3.3(2) ]. For any w ∈ W , wν := s i1 · · · s it ν if s i1 · · · s it is a reduced expression of w. It is well-known that this is well-defined, i.e., independent of the choice of the reduced expression. Recall that the crystal B(Λ) has a realization in terms of the set of e-restricted partitions. In that picture, u Λ corresponds to the empty partition ∅, while u wΛ corresponds the e-core w∅ (cf. [5, Proposition 3.5]). We conclude that, for each e-restricted partition λ, there exist an integer s, e-cores ν 1 , · · · , ν s and rational numbers a 0 = 0 < a 1 < · · · < a s = 1 such that
, there is natural bijection between the set of e-cores and the set wΛ w ∈ W . With this bijection, we can rewrite an LS-path
, where ν i is the unique e-core such that ν i = w i ∅ for each 1 ≤ i ≤ s. Henceforth, we make this identification.
Lemma. ([14]) With the notations as above, the map which sends each
λ to (ν 1 , · · · , ν s ; a 0 , a 1 , · · · , a s ) defines
an isomorphism of crystal between the two realizations of B(Λ), the one by e-restricted partitions and the one by LS-paths.
Furthermore, if λ is an e-core, then s = 1 and ν 1 = λ.
In the above lemma, whenever λ is mapped to (
2.14. Lemma. With the notations as above, we have that
) is a Kleshchev s-multipartition with respect to (e; 1, · · · , 1).
Proof. By Lemma 2.12, there exist integers n 1 , · · · , n s , such that
and (ν s , · · · , ν 1 ) is a Kleshchev s-multipartition with respect to (e; 1, 1, · · · , 1).
is an e-restricted partition. For each integer 1 ≤ i ≤ r, we identify λ (i) as an element in B(Λ vi ) and we write π(λ
s(i) ) for some integer s(i) and some pairwise distinct e-cores ν
We identify B(Λ v1 +· · ·+Λ vr ) with its image of the natural embedding B(
Corollary. With the notations as above, we have that
Proof. This follows directly from Theorem 2.8, Lemma 2.14 and the discussion above Lemma 2.14. 
The multi-core case
The purpose of this section is to give a proof of the "only if" part of the Conjecture 2.5 in the multi-core case.
3.1. Definition. Let λ be an r-multipartition and x ∈ Z/eZ. γ ∈ [λ] is said to be a ladder x-node of λ if γ is the highest removable x-node of λ such that there are no addable x-nodes below γ.
A ladder x-node of λ is necessarily a normal x-node of λ. In general, a multipartition may have no ladder nodes. If λ has a ladder x-node α 1 , then we call the sequence of all the removable x-nodes which are not above α 1 , arraying in decreasing order, i.e., α 1 > α 2 > · · · > α s , as a ladder x-sequence of λ. It is readily seen that every node in a ladder x-sequence of λ is necessarily a normal x-node of λ.
3.2.
Lemma. Let λ be a non-empty Kleshchev r-multipartition with respect to (e; q v1 , · · · , q vr ). Then λ has at least one ladder node.
Proof. By assumption, λ = (λ (1) , · · · , λ (r) ) ∈ K n . Let α be the lowest removable node of λ. Suppose that α is in the ath row of the cth component of λ. Let x := res(α) ∈ Z/eZ. Then λ (t) = ∅ for any integer t > c, and λ (c) s = 0 for any integer s > a.
By Lemma 2.9, λ ∈ K n implies that each component λ (t) is an e-restricted partition. In particular, λ (c) is a non-empty e-restricted partition. It follows that the residue of the unique addable node below α in λ (c) is different with x. In other words, there are no addable x-node in λ (c) which is below α. We claim that for any integer t > c we must have that q vt = q x . Otherwise there will be no paths in Kleshchev's good lattice (w.r.t. (e; q v1 , · · · , q vr )) connecting ∅ and λ, which contradicts to the assumption that λ ∈ K n . It follows that there are actually no addable x-nodes in λ that can be lower than α. This implies that α is a normal x-node. Hence there must exist at least one ladder x-node in λ.
Recall the definition of ρ in Definition 2.3.
3.3. Definition. Let λ ∈ P r (n). Suppose there exists a t ∈ Std(λ) such that
Then we call λ a ladder multipartition.
3.4.
Definition. Let λ ∈ P r (n). We call λ a strong ladder multipartition if there exists a t ∈ Std(λ) such that if we write
. It is clear that a strong ladder multipartition is necessarily a ladder multipartition. But it is not obvious that the converse is also true. We conjecture that the converse is also true. In Section 4 we shall prove that the converse is indeed true in the case where e = 0. Note that in the case r = 2, our strong ladder multipartition is the same as the bipartition which has an optimal sequence in the sense of [3] .
The next definition is a natural generalization of [3, Definition 4.1] to the arbitrary multipartition case.
3.5. Definition. Let λ, µ ∈ P r (n)
for any j > t;
Lemma. Any strong ladder multipartition is a (Q, e)-restricted, hence is a Kleshchev multipartition with respect to (e; Q).
Proof. Let λ = (λ (1) , · · · , λ (r) ) be a strong ladder multipartition in P r (n). By Definition 3.4, we can find a t ∈ Std(λ), such that
where i 1 , · · · , i p are pairwise distinct residues, then for each integer 1 ≤ t ≤ p,
, where f (aj) ij denotes the quantum dividing power (cf. [18] ).
The proof is similar to the proof [3, Proposition 4.2] in the bipartition case. We make induction on p. Let c := p−1 j=1 a j . Let γ c+1 , · · · , γ c+ap = γ n be the ladder i p -sequence for λ. Let λ ′ := λ − {γ c+1 , · · · , γ n }, which is again a strong ladder multipartition and hence (Q, e)-restricted, and hence a Kleshchev multipartition with respect to (e; Q).
By induction hypothesis, we have that
Let µ = λ be a multipartition such that it appears in f
i1 ∅ with nonzero coefficient. Then there exist removable i p -nodes α 1 , · · · , α ap of µ and a multipar-
By the definition of ladder sequence of λ, it is clear that µ ′ = λ ′ implies that µ ≺ λ. Hence we can assume that µ ′ ≺ λ ′ . Suppose that µ ⊀ λ, i.e., λ ≺ µ. Then we can find integers 1 ≤ s ≤ r and t ≥ 0 such that
t+1 , which is a contradiction. This completes the proof of (3.7). Since µ ≺ λ (i.e., λ ⊀ µ) implies that µ ⋪ λ, it follows from Lemma 2.6 that λ is (Q, e)-restricted. Applying Lemma 2.7, we deduce that λ is a Kleshchev multipartition with respect to (e; Q).
From now on until the end of this section, we assume that e > 1. Let m be an arbitrary integer. We use W m to denote the symmetric group generated by s i , i ∈ Z/eZ−{m+eZ}. Let W/W m be the set of distinguished coset representatives of W m in W . Recall that a multipartition λ = (λ (1) , · · · , λ (r) ) is said to be a multi-core if λ
is an e-core for each integer 1 ≤ j ≤ r. The next theorem is the main result of this paper.
3.9. Theorem. Let λ ⋄ := (λ (r) , · · · , λ (1) ) be a Kleshchev r-multipartition of n with respect to (e, q vr , · · · , q v1 ). Suppose that λ is a multi-core. Then λ ⋄ is a strong ladder multipartition and hence (Q, e)-restricted. Furthermore, for each ladder i-
is again a strong ladder multipartition and hence a Kleshchev multipartition with respect to
Proof. We use induction on n. Suppose that the conclusion is true for any integer 0 ≤ n ′ < n. In other words, for any multi-core Kleshchev r-multipartition λ ′ of n ′ with respect to (e; q vr , · · · , q v1 ), λ ′ is a strong ladder multipartition, and for any ladder i-sequence γ
We now look at the multi-core Kleshchev r-multipartition
) of n with respect to (e; q vr , · · · , q v1 ). Let γ 1 > · · · > γ a be an arbitrary ladder i-sequence in λ, where i ∈ Z/eZ. Suppose that the nodes γ 1 > · · · > γ c are located in the component λ (t) and γ c+1 ∈ λ (t) for some 1 ≤ c < a. Let µ be the r-multipartition which is obtained from λ by deleting the nodes {γ 1 , · · · , γ c }. Since λ (t) is an e-core, λ (t) has no addable i-nodes. It is clear that µ ⋄ is again a multicore. Our purpose is to show that µ ⋄ is Kleshchev. Note that γ c+1 > · · · > γ a is a ladder i-sequence of µ ⋄ . Once we can prove µ ⋄ is Kleshchev, then by induction hypothesis that
is a strong ladder multipartition, and then by definition, λ ⋄ must be a strong ladder multipartition as well, which completes the proof of the theorem.
Let µ = (µ (1) , · · · , µ (r) ). By Theorem 2.8 and Lemma 2.13, we can find elements w 1 ≥ w 2 ≥ · · · ≥ w r in W , such that
where d j ∈ W/W vj , x j ∈ W vj and λ (j) ∈ B(Λ vj ) is the e-core d j ∅ vj , where the subscript is used to indicate the charge q vj . For later use, we choose these elements w j in a way such that r j=1 ℓ(x j ) is as small as possible. Note that µ (j) = λ (j) for any j = t. Since both λ (t) and µ (t) are e-cores, and µ (t) is obtained from λ (t) by removing all its removable i-nodes, we deduce that
Note that ℓ(s i w t ) = ℓ(s i d t )+ℓ(x t ) = ℓ(w t )−1. Hence w ′ t < w t . Let t+1 ≤ k ≤ r be the smallest integer such that λ (k) contains addable i-nodes. Then for each integer
contains neither removable i-nodes nor addable i-nodes. We claim that (3.10) w
In fact, it suffices to prove that w
. Suppose this is not the case, then we can deduce that w t+1 must have a reduced expression which starts from s i (for otherwise the inequality s i w ′ t = w t ≥ w t+1 already implies that w ′ t ≥ w t+1 ). Hence s i w t+1 < w t+1 . Note that since the e-core λ (t+1) has no removable i-nodes, d t+1 has no reduced expression which starts from s i . It follows that
, a contradiction). Applying Lemma 3.8, we get that d −1 t+1 s i d t+1 = s l for some l = v t+1 + eZ and such that ℓ(s l x t+1 ) < ℓ(x t+1 ). In particular, we see that
For each integer t + 1 ≤ j ≤ k − 1, we define
We write w j = d j x j , where d j ∈ W/W vj , x j ∈ W vj . Then from (3.11) we see that w t+1 = s i w t+1 , d t+1 = d t+1 and x t+1 = s l x t+1 < x t+1 . In general, for each integer t + 1 ≤ j ≤ k − 1, if s i w j > w j , then by definition w j = w j , d j = d j and x j = x j ; while if s i w j < w j , then as λ (j) has no removable i-nodes, it follows that
In particular, we see that w j W vj = w j W vj for any integer t + 1 ≤ j ≤ k − 1. We claim that (3.12)
It is enough to show that w t+1 ≥ · · · ≥ w k−1 ≥ w k . For each integer t + 1 ≤ j ≤ k − 2, there are only the following three possibilities:
Case 1. w j = w j . In this case, it is trivial to see that w j ≥ w j+1 . Case 2. w j = s i w j < w j , w j+1 = s i w j+1 < w j+1 . From the inequality w j ≥ w j+1 it is also clear that w j ≥ w j+1 .
Case 3. w j = s i w j < w j , w j+1 = w j+1 . By definition, we know that s i w j+1 > w j+1 . In particular, w j+1 has no reduced expression starting from s i . From the inequality s i w j = w j ≥ w j+1 it follows that w j ≥ w j+1 = w j+1 .
It remains to show that w k−1 ≥ w k . If w k−1 = w k−1 , there is nothing to prove.
is an e-core which contains addable i-nodes. We deduce that
, which implies that w k has no reduced expression which starts from s i . Therefore, from the inequality s i w k−1 = w k−1 ≥ w k we can deduce that w k−1 ≥ w k , as required. This completes the proof of the claim (3.12).
we get a contradiction to our previous choice of x j . Therefore, we must have that w
. This proves the claim (3.10). Now applying Theorem 2.8, we deduce that µ ⋄ is Kleshchev, as required. This completes the proof of the theorem.
3.13. Corollary. Let λ := (λ (1) , · · · , λ (r) ) be a Kleshchev r-multipartition of n with respect to (e, q v1 , · · · , q vr ). Let γ be an arbitrary ladder i-node of λ for some i ∈ Z/eZ. Suppose that λ is a multi-core. Then λ − {γ} is a again a Kleshchev multipartition with respect to (e; q v1 , · · · , q vr ).
Proof. Let γ = γ 1 > · · · > γ a be a ladder i-sequence in λ. It is clear that µ := λ − {γ 1 , · · · , γ a } is again a multi-core. By Theorem 3.9, we know that both λ and µ := λ − {γ 1 , · · · , γ a } are strong ladder multipartitions. Since {γ 2 , · · · , γ a } is a ladder sequence of λ − {γ} = µ ⊔ {γ 2 , · · · , γ a }, it follows directly from definition that λ − {γ} is a strong ladder multipartition. Now using Lemma 3.6, we see that λ − {γ} must be a Kleshchev multipartition with respect to (e; q v1 , · · · , q vr ) as well.
To sum up, we have the following inclusion relations:
Strong ladder r-multipartitions of n ⊆ (Q, e)-restricted r-multipartitions of n ⊆ K r (n), Strong ladder r-multipartitions of n ⊆ Ladder r-multipartitions of n .
We conjecture they are actually all equalities. The main result of this section says that K r (n) multi-cores ⊆ Strong ladder r-multipartitions of n .
4.
The case where e = 0
In this section, we shall use the result in last section to show that the "only if" part of Conjecture 2.5 is always true if e = 0.
Note that for the case where e = 0, we still have that Strong ladder r-multipartitions of n ⊆ (Q, e)-restricted r-multipartitions of n ⊆ K r (n),
Strong ladder r-multipartitions of n ⊆ Ladder r-multipartitions of n .
We shall now show that the above inclusions are all equalities in the case e = 0. In particular, the notion of ladder multipartition coincides with the notion of strong ladder multipartition in this case.
Theorem.
Suppose that e = 0. Then any Kleshchev multipartition in K r (n) is a strong ladder multipartition and hence is (Q, e)-restricted. In that case, for any ladder i-node γ of a strong ladder multipartition λ, λ − {γ} is again a strong ladder multipartition.
Proof. By assumption, q is not a root of unity. It suffices to show that for a Kleshchev multipartition λ with respect to (0; q v1 , · · · , q vr ) and any ladder i-node γ of λ, λ − γ is again a Kleshchev multipartition with respect to (0; q v1 , · · · , q vr ). Given such a Kleshchev multipartition λ and ladder node γ, by the definitions of residue and Kleshchev multipartition, it is clear that we can find a sufficiently large integer e 1 such that a) λ is Kleshchev with respect to (e 1 ; q where q 1 is a fixed primitive e 1 th root of unity. Then we apply Proposition 3.9, we prove the corollary.
Theorem. Suppose that e = 0. Let λ ∈ P r (n). Then λ is a ladder multipartition if and only if λ is a strong ladder multipartition.
Proof. It suffices to show that if λ is a ladder multipartition, then λ is a strong ladder multipartition.
We make induction on n. By definition, λ has a ladder i-node γ such that λ−{γ} is again a ladder multipartition. Suppose that γ ∈ λ (c) . Since e = 0, γ must be the only i-node of λ (c) . By induction hypothesis, µ := λ − {γ} is a strong ladder multipartition. In particular, µ ∈ K r (n − 1). If µ has no ladder i-node, then γ is already a ladder i-sequence of λ. In that case it follows from definition that λ is a strong ladder multipartition. Therefore, we can assume that µ does have ladder i-nodes. Let γ 1 > · · · > γ a be a ladder i-sequence of µ. By Theorem 4.1, µ − {γ 1 , · · · , γ a } is again a strong ladder multipartition. Since γ > γ 1 > · · · > γ a is a ladder i-sequence of λ = µ ⊔ {γ, γ 1 , · · · , γ a }, it follows directly from definition that λ must be a strong ladder multipartition as well.
We remark that in the special case where e = 0 and v 1 ≥ v 2 ≥ · · · ≥ v r , there is a simple characterization of Kleshchev r-multipartitions with respect to (0; q v1 , · · · , q vr ) as follows.
) is a Kleshchev r-multipartition with respect to (0; q v1 , · · · , q vr ) if and only if for all 1 ≤ j ≤ r − 1 and i = 1, 2, · · · , we have λ
In the rest of this section, we give a different proof of this proposition using the result about FLOTW multipartitions. We set v := (v 1 , · · · , v r ).
For a fixed residue x ∈ Z/eZ, say that a removable x-node γ of λ is a normal x-node with respect to "≺ v ", if whenever η is an addable x-node of λ which is below γ, there are more removable x-node of λ between η and γ than there are addable x-nodes. If γ is the highest normal x-node of λ with respect to "≺ v ", we say that γ is a good x-node with respect to "≺ v ". If λ is obtained from µ by removing a good x-node of µ, we write that λ ։ x µ.
Definition. ( [11])
The set F L r (n) of FLOTW r-multipartitions of n with respect to (e; v) is defined inductively as follows:
(2) F L r (n + 1) := µ ∈ P r (n + 1) λ ։ x µ for some λ ∈ K r (n) and some x .
Lemma. ( [11])
Then λ is a FLOTW multipartition of n with respect to (e; v) if and only if:
(1) for all 1 ≤ j ≤ r − 1 and i = 1, 2, · · · , we have
i+e+v1−vr ; (2) for any k ≥ 0, among the residues appearing at the right ends of the length k rows of λ, at least one element of {0, 1, · · · , e − 1} does not occur.
4.7.
Lemma. Suppose e = 0 and
Let λ be a multipartition of n with r components. Then λ is a FLOTW multipartition of n with respect to (e; v) if and only if:
for all 1 ≤ j ≤ r − 1 and i = 1, 2, · · · , we have λ
i+vj+1−vj . Proof. We fix the integer n and the sequence
r < e 0 . By the choice of e 0 and the definition of FLOTW order, it is easy to see that a FLOTW multipartition of n with respect to (e, v) is the same as a FLOTW multipartition of n with respect to (e 0 , v), and a FLOTW multipartition of n with respect to (e 0 , v) is the same as a FLOTW multipartition of n with respect to (e 0 , v * ). Note that Lemma 4.6 can be applied to see whether a multipartition is a FLOTW multipartition of n with respect to (e 0 , v * ) or not. By definition and direct verification, λ is a FLOTW multipartition of n with respect to (e 0 , v * ) if and only if for all 1 ≤ j ≤ r − 1 and i = 1, 2, · · · , we have
i+vj+1−vj . In fact, all other criteria holds trivially by our choice of e 0 . This proves the lemma.
Recall that for each multipartition λ = (λ (1) , · · · , λ (r) ) of n, we have defined
). Now Proposition 4.3 follows from Lemma 4.7 and the following lemma.
Lemma. Suppose e = 0 and v
) is a FLOTW multipartition of n with respect to (e; v) if and only if λ ⋄ is a Kleshchev multipartition of n with respect to (e; q vr , · · · , q v1 ).
Proof. Let λ := (λ (1) , · · · , λ (r) ) be a fixed multipartition of n. Note that since e = 0, any two nodes α = (a, b, c), β = (a ′ , b ′ , c ′ ) has the same residue if and only
, it is easy to see that there exists at most one removable x-node or one addable x-node. It follows that for any two removable or addable x-nodes of λ, α ≺ v β if and only if α > β under the Kleschev order. This implies that λ = (λ (1) , · · · , λ (r) ) is a FLOTW multipartition of n with respect to (e, v) if and only if λ ⋄ is a Kleshchev multipartition of n with respect to (e; q vr , · · · , q v1 ) when e = 0.
Some further results
In view of the proof in Section 3, it is easy to see to prove the "only if" part of the Conjecture 2.5 in general case (i.e., when e > 1), it suffices to prove that for any Kleshchev multipartition λ ∈ K r (n) and for any ladder i-sequence γ 1 > · · · > γ a of λ, λ − {γ 1 , · · · , γ a } is again in K r (n). To this end, we feel that a better understanding of the map π (defined below Lemma 2.13) is needed. In this section, we shall give some related results and conjectures. Throughout this section, we assume that e > 1.
Let m ≥ 0 be an integer and λ, µ two partitions. In [5] , it is proved that (λ, µ) is a Kleshchev bipartition with respect to (e; q m , 1) if and only if
We refer the readers to [5] 
On the other hand, let s = t + m + ke, where k ∈ Z, it is easy to see (by the definition of the abacus display of partitions given in [5, Section 2]) that roof s (λ) = roof t+m+ke (λ) = roof t+m (λ). Therefore, roof s (λ) ⊆ τ m base t (µ) if and only if roof t+m (λ) ⊆ τ m base t (µ) . Using the definition of the operator τ m given in the paragraph above [5, Proposition] , we know that the latter holds if and only if roof m (λ) ⊆ τ m base 0 (µ) .
The roof m (λ) and base m (λ) are the initial direction ν 1 and final direction ν s of the LS path (ν 1 , · · · , ν s ; a 0 , a 1 , · · · , a s ) associated to λ ∈ B(Λ m ) respectively. It seems that to prove the "only if" part of the Conjecture 2.5, we also need some information about the other directions ν j for 2 ≤ j ≤ s. Proof. This follows directly from the definition of the operator up m . 5.5. Conjecture. Let λ be an e-restricted partition. Suppose that λ has ladder i-
are all e-cores, and for each integer
Note that if γ 1 is a good node of λ, the above conjecture follows directly from [5, Lemma 5.15] .
We remark that if both the Conjecture 5.3 and Conjecture 5.5 are true, then the "only if" part of the generalized Dipper-James-Murphy's Conjecture 2.5 in the case e > 1 can be proved by using a similar argument as used in the proof of multi-core case. The next two theorems also support the Conjecture 5.5. The proof uses the same argument as used in the proof of [3, Lemma 3.3] . We include them here for completeness.
Proof. We define t ≥ 0 by
We prove the claim in a) by induction on t. If t = 0, then λ is an e-core and γ 1 is a good node of λ. In particular, µ is an e-core too. In this case, it is easy to see that
Now suppose t > 0. Let J be the set of beta numbers of charge m corresponding to the partition λ. Let
Since t > 0 implies that λ is not an e-core, we see that U (J) = ∅. We set p = max U (J) and consider
Set q = min V (J). Then the (charge m) abacus display of up m (λ) is obtained by moving the bead p to q.
Then r is on the ith runner. Let R 1 , · · · , R c = r + 1 be the beads on the charge m abacus display of λ corresponding to the ladder i-sequence γ 1 , · · · , γ c respectively. If γ 1 is a good node of λ, the claim in a) follows directly from [5, Lemma 5.1]. Henceforth, we assume that γ 1 is not a good node of λ. Let R 1 = r+1+N e for some integer N ≥ 0. Then there must exist k ≥ N +1 such that r+ke ∈ J, r+(k−1)e ∈ J. Let k 0 := min k ≥ N + 1 r + ke ∈ J, r + (k − 1)e ∈ J . Let γ be the unique good i-node of λ. By assumption, γ > γ 1 and there exists at least one addable i-nodes between γ 1 and γ. Let r + k 1 e ∈ J be the bead which correspond to an addable i-node between γ 1 and γ. Then we have that k 1 ≥ k 0 and p ≥ r + (k 1 + 1)e + 1. In this case, it is easy to see that R 1 , · · · , R c still correspond to a ladder i-sequence γ Proof. We define t ≥ 0 by
We prove the claim by induction on t. If t = 0, then λ is an e-core and γ 1 is a good node of λ. In particular, µ is an e-core too. In this case, it is easy to see that base m µ = e max i λ λ = base m λ. Now suppose t > 0. If there are no addable i-nodes above γ 1 , then γ 1 must be a good i-node and it follows directly from [5, Lemma 5.1] that the claim of the lemma is true. Henceforth, we assume that there is at least one addable i-node above γ 1 .
Let J be the set of beta numbers of charge m corresponding to the partition λ. Let U (J) := x ∈ J x − e ∈ J . Since t > 0 implies that λ is not an e-core, we see that U (J) = ∅. We set p ′ = min U (J) and consider
Set q ′ = min W (J). Then the (charge m) abacus display of down m (λ) is obtained by moving the bead q ′ to p ′ − e. Let
Then r is on the ith runner. Since there is at least one addable i-node above γ 1 , we deduce that there must exist N ≥ 1 such that r, r + e, · · · , r + (N − 1)e ∈ J, and r + N e ∈ J.
Then p ′ ≤ r + N e. Let R 1 , · · · , R c = r + 1 be the beads on the charge m abacus display of λ corresponding to the ladder i-sequence γ 1 , · · · , γ c respectively. Suppose that p ′ is not on the ith runner or the (i + 1)th runner. If a node which is not on one of these two runners moves to p ′ − e by the down m operation, then the beads R 1 , · · · , R c is unchanged and still corresponding to a ladder i-sequence γ Using induction hypothesis, we get that base m (µ) = base m (λ) in this case.
If a node in one of the two runners (ith and (i + 1)th) moves to p ′ − e, then there exists 0 ≤ k ≤ N − 1 such that r + ke + 1 ∈ J, r + (k + 1)e + 1 ∈ J and r + ke + 1 moves to p ′ − e. Suppose that k < N − 1. Then r + ke + 1 corresponding to a bead R k for some 1 ≤ k ≤ c, and r + te + 1 ∈ J for any 0 ≤ t ≤ k and the beads R 1 , · · · , R k−1 , R k+1 , · · · , R c still corresponding to a ladder i-sequence γ It remains to consider the case where p ′ is on one of the two runners (ith and (i + 1)th). As p ′ ≤ r + N e, we have either p ′ = r + N e or p ′ = r + ke + 1 for some 0 ≤ k ≤ N − 1. If the latter occurs, then down m (λ) is obtained by moving a bead outside the two runners to p ′ − e or moving p ′ to p ′ − e, and down m (µ) is obtained from µ by moving the same bead outside the two runners to p ′ − 1 − e or moving p ′ − 1 to p ′ − 1 − e. It follows that down m (µ) is obtained from down m (λ) by removing a ladder i-sequence for down m (λ). Note that since the beads which correspond to the addable i-nodes are all not above the bead r+N e and unchanged, there again exists at least one addable i-node in down m (λ). Hence, by induction hypothesis, we know that base m (µ) = base m (λ). If p ′ = r + N e and r + N e + 1 ∈ J, then r + te + 1 ∈ J for any 0 ≤ t ≤ N and the same is true. If p ′ = r + N e and r + N e + 1 ∈ J, then µ = down Proof. Using the (charge m) abacus display of the partitions and the algorithms of the down m operation, one can prove that, for any integer k ≥ 0, down k m (λ) has no addable i-nodes. The point lies in that a) whenever ke + i, ke + i + 1 are both the beads of down k−1 m (λ) such that at least one of them will disappear under the action of the operator down m , then it must be the bead ke + i instead of the bead ke + i + 1; b) whenever neither ke + i nor ke + i + 1 are the beads of down k−1 m (λ) such that at least one of them will be filled with a bead under the successive action of the operators down m , then it must be the position ke + i + 1 instead of the position ke + i. Now the lemma follows at once.
