Such complex data collection has generally been accomplished using mass spectrometry or nuclear magnetic resonance (NMR) spectroscopy of body fluids or tissues in vitro, rather than of intact organs in a living organism (Beckonert et al. 2007 ). The complexity of the metabolome data sets has led to the development of different analytical strategies in order to discern its details, such as target analysis and metabolomic profiling (Goodacre 2004) . Metabolomic fingerprinting, a subcategory of metabolomic profiling, represents a scan of a large number of intracellular metabolites with the aim of finding a specific signature of a certain tissue or certain state of the tissue. Metabolomic footprinting, on the other hand, identifies secreted metabolites in a given sample and is mostly used in microbial metabolomics (Kell et al. 2005) .
Finding biomarkers of human neurological diseases is one of the most pressing goals of modern medicine. Most neurological disorders are recognized too late because of the lack of biomarkers that can identify early pathological processes in the living brain. Late diagnosis leads to late therapy and poor prognosis. Therefore, during the past decade, a major endeavor of clinical investigations in neurology has been the search for diagnostic and prognostic biomarkers of brain disease. Recently, a new field of metabolomics has emerged, aiming to investigate metabolites within the cell/tissue/ organism as possible biomarkers. Similarly to other "omics" fields, metabolomics offers substantial information about the status of the organism at a given time point. However, metabolomics also provides functional insight into the biochemical status of a tissue, which results from the environmental effects on its genome background. Recently, we have adopted metabolomics techniques to develop an approach that combines both in vitro analysis of cellular samples and in vivo analysis of the mammalian brain. Using proton magnetic resonance spectroscopy, we have discovered a metabolic biomarker of neural stem/progenitor cells (NPCs) that allows the analysis of these cells in the live human brain. We have developed signal-processing algorithms that can detect metabolites present at very low concentration in the live human brain and can indicate possible pathways impaired in specific diseases. Herein, we present our strategy for both cellular and systems metabolomics, based on an integrative processing of the spectroscopy data that uses analytical tools from both metabolomic and spectroscopy fields. As an example of biomarker discovery using our approach, we present new data and discuss our previous findings on the NPC biomarker. Our studies link systems and cellular neuroscience through the functions of specific metabolites. Therefore, they provide a functional insight into the brain, which might eventually lead to discoveries of clinically useful biomarkers of the disease.
A correlation of unique metabolomic fingerprints with certain disease states not only indicates predictive biomarkers, but can also provide novel information related to the underlying disease biology. Although mostly investigated in cancer cell biology (Griffin and Shockcor 2004; Cheng and Pohl 2007) , the feasibility of metabolomic profiling for assessment of a variety of conditions has been demonstrated in other diseases (Moolenaar et al. 2003; Prabakaran et al. 2004; Lindon and Holmes 2006; Holmes et al. 2008; Li et al. 2008) . One of the most significant applications has been the investigation of the use of 1 H-NMR spectra of human sera for rapid, accurate, and noninvasive assessment of the severity of coronary artery disease (Brindle et al. 2002) . More recent studies have indicated the existence of human metabolic phenotypes related to diet and hypertension (Brindle et al. 2003; Rezzi et al. 2007; Holmes et al. 2008) . In addition, the use of metabolomics has been explored in drug-safety monitoring and toxicology (DeGraaf 1998; Waters et al. 2001; Nicholson et al. 2002; Griffin and Bollard 2004; Mortishire-Smith et al. 2004; Coen et al. 2008) . Therefore, metabolomics represents a noninvasive and medically applicable set of techniques for detection of low quantities of known metabolites and identification of unknown compounds, and it provides a great opportunity for biomarker discovery and the prospect of an increasingly important role in medicine and biotechnology.
METABOLOMICS DATA ACQUISITION
To obtain the metabolomic profile of a desired sample, complex data collection has generally been accomplished using mass spectrometry or NMR spectroscopy of body fluids or tissues in vitro in order to detect low quantities of known metabolites and identify unknown compounds (Beckonert et al. 2007; Lenz and Wilson 2007) . The NMR-based approach is high-throughput and allows rapid data acquisition of large data sets. In addition, the preparation of the samples is minimal, which increases the highthroughput nature of this form of metabolomics data acquisition. The principle of NMR is based on the fact that nuclei with odd atomic or mass numbers act like magnets oriented toward or against an external magnetic field-a property known as nuclear spin (Hatada and Kitayama 2004) . The 1 H-NMR uses the external magnetic field to align the nuclear spins of the protons within the sample. To detect these spins, the nuclei are exposed to a rapidly varying electromagnetic field whereby, at one very specific frequency (denoted resonance), the spins absorb this electromagnetic radiation. After a pulse of electromagnetic radiation, the spins return to equilibrium at time constants T1 (longitudinal or spin-spin relaxation) and T2 (transversal or spin-lattice relaxation). During the nuclei relaxation process, there is an emission of radiation, and it is this emission that is detected as the 1 H-NMR signal. The exact resonance frequency, however, will vary from one proton to the next, depending on the exact chemical structure of the molecule, such as the molecular bonds that bind the protons and the number of carbon atoms in the molecule and their spatial relationship to the protons (Ross and Bluml 2001; Hatada and Kitayama 2004) . Therefore, 1 H-NMR records a unique signal for each chemically distinct hydrogen nucleus. Recently, an improved 1 H-NMR methodology has gained widespread use for (semi)heterogeneous samples, such as tissues. Magic angle spinning (MAS) NMR applies rotation along the magic angle of 54.7°at high speed, and this significantly enhances sample homogeneity and spectral resolution (Garrod et al. 1999; Griffin et al. 2003) . However, none of these techniques can be used for the analysis of metabolomic profiles of intact organs in a living organism. Therefore, despite its great value for metabolomic analysis of isolated samples and fluids, NMR spectroscopy cannot provide in vivo data that would be useful for metabolic profiling of intact organs in health and disease.
A correlate of 1 H-NMR spectroscopy that provides information about the metabolic status of a tissue in vivo is proton magnetic resonance spectroscopy ( 1 H-MRS), a noninvasive magnetic resonance imaging (MRI) modality that investigates the functional and dynamic status of the tissue in real time. Therefore, complements the anatomically based MRI and other MRI modalities that provide information about a variety of physiological parameters, such as blood flow, tissue perfusion, and water mobility. In addition, 1 H-MRS surpasses conventional MRI imaging because it can detect metabolic abnormalities that might precede structural changes, therefore providing insights into the pattern of disease evolution and progression. Like NMR, MRS can also detect different nuclei, such as 1 H, 31 P, 13 C, 15 N, 19 F, and 23 Na, with 1 H and 31 P being the most frequently used.
31 P-MRS was the first to be applied in in vivo brain spectroscopy and has been used to evaluate energy metabolism (Burt et al. 1979; Bernard et al. 1983) . However, 1 H-MRS has surpassed the use of 31 P-MRS because it allows the detection of different biomarkers that are specific for neurons (N-acetyl aspartate, NAA) and astrocytes (myoinositol, mI, and choline, Cho), the two most abundant cell types present in brain tissue (Ross and Bluml 2001) . Thus, 1 H-MRS has become the mainstay of human brain spectroscopy. The first in vivo 1 H-MRS of rat brain was acquired by Behar et al. (1983) and was followed by the first 1 H-MRS of human brain by Bottomley et al. (1985) . As shown in Figure 2 , the 1 H-MRS acquires data within a specific volume of the brain tissue, designated as volume or voxel of interest (VOI). Within the spectra, one can clearly discern metabolites that are present at high concentration in the brain tissue, such as NAA, Cho, mI, and creatine (Cr), the energy metabolite that is most stable (Fig. 2) . However, many more metabolites exist within the scanned VOI (Table 1 ), but, due to a variety of data acquisition and processing constraints, only several more can be reliably detected in human brain spectra, such as glutamate, GABA, and lactate. The main data acquisition constraints come from the overabundant presence of water in brain tissue and magnetic field inhomogeneity. The quality of 1 H-MRS data greatly depends on the signal-to-noise ratio (SNR) because the method investigates not the water peak, but metabolites that are present in the brain tissue at much smaller concentrations. Therefore, historically, the first problem encountered in 1 H-MRS was the presence of to misleading values. To resolve this problem, a variety of techniques have been developed, from generating simulated echoes to localize different regions of the brain (Frahm et al. 1989; Keevil 2006) to improved shimming (i.e., optimization of the field inhomogeneity). Finally, to be detected by 1 H-MRS, a metabolite must be small (<20 kDa), soluble, and mobile in the magnetic field (Ross and Bluml 2001) . In an in vivo situation, a variety of conditions may change the solubility and/or mobility of a metabolite detected in vitro. Under such conditions, a metabolite visible by in vitro NMR might be invisible or erroneously increased by in vivo MRS. Fortunately, this problem has not been frequently encountered because major metabolites discovered by 1 H-NMR in vitro, such as NAA, Cr, Cho, glutamate, mI, and others, have all been detected by 1 H-MRS in vivo in the human brain (Ross and Bluml 2001; Ross et al. 2006 ).
Despite the above pitfalls, 1 H-MRS, since its approval by the Federal Drug Administration (FDA) in 1993, has been used to identify and characterize metabolic changes associated with a variety of neurological diseases (Di Costanzo et al. 2007 ). The list is long and includes neurodegenerative diseases, cerebrovascular diseases, dementias, brain tumors, and demyelinating disorders, as well as rare diseases such as Canavan disease, Rasmunssen's encephalitis, creatine deficiency syndrome, and others (Bonavita et al. 1999; Lin et al. 2005) . However, despite its value, 1 H-MRS has not become a part of a routine clinical assessment because of the limited number of metabolites that can be analyzed using traditional signalprocessing methodologies. Fortunately, during the past few years, new analytical tools have emerged that allow for a more comprehensive analysis of 1 H-MRS data. The new approaches come from the field of metabolomics as well as from new developments in the 1 H-MRS field, where the search for more precise quantification methods applicable to data acquired by higher magnetic field strengths, such as 3T and 7T human MRI scanners, has been increasingly relevant.
water, reaching up to 90 mol/liter concentration and creating a large background signal that overshadowed the signals of all other metabolites present. To overcome this problem, a variety of techniques had to be developed that either did not excite the background water signal or suppressed it substantially (Bottomley et al. 1985) . Furthermore, although NMR of intact tissue and tissue extracts has provided high separation of individual spectral peaks, the field inhomogeneity intrinsic to in vivo 1 H-MRS causes broadening of the peaks and loss of significant detail about the individual metabolites. The analysis of such spectra would lead to unreliable results because metabolites of lower concentration may be hidden within the broad peaks and therefore pass undetected, and, if the peak area is used as a measure of metabolite concentration, broad peaks due to field inhomogeneity might lead Adapted from Govindaraju et al. (2000) . The list includes only the metabolites of >0.5mmol/kg ww concentration.
METABOLOMICS SIGNAL PROCESSING
Metabolomic signal processing consists of several steps: processing of raw data that allows for comparisons of different data sets, data mining that involves use of statistical tools for high-throughput analysis which identifies variables of interest, and quantitative measurements that provide both absolute and relative concentrations of selected metabolites which contribute mostly to the pathology investigated (Glassbrook et al. 2000; Goodacre 2005 ). Herein, we describe some signal-processing algorithms used in metabolomics and 1 H-MRS.
The most widely used analytical methods for processing complex metabolomic data sets are based on multivariate statistical analysis. Principal component analysis (PCA) (Jolliffe 1986 ) is an unsupervised multivariate analysis that highlights the differences in a data set using a smaller number of factors, the principal components (PC) that capture the most variance in the data set. The first PC is the vector that accounts for the most variation in the data, and each observation is projected onto this line. The second PC is represented by another vector in K dimensional space, which is orthogonal to the first PC, and represents the second largest variation in the data set. Many PCs may be obtained from a single data set, which consists of a multitude of related spectra; however, the variation quickly tapers off within a few PCs. Most often, the first ten PCs explain more than 90% of the variance. The PCA data are presented as a scores plot that reveals clustering in the observations based on similarities in the spectra. Thus, PCA provides a rapid means of visualizing and comparing data sets, where different clustering indicates the true variance among data classes. Additionally, a loadings plot is obtained from PCA that assists in the interpretation of the scores plot by highlighting the spectral regions responsible for clustering. In 1 H-MRS data, it is expected that actual peaks, not noise, are the highest contributing factors .
Partial least squares-discriminant analysis (PLS-DA) is another analytical method widely used in multivariate analysis. Whereas PCA reduces the dimensionality of a multidimensional data set while retaining the characteristics of the data set that contribute most to its variance, PLS-DA is a regression extension of PCA that takes advantage of a priori class information to maximize the separation among groups of observations. Therefore, PLS-DA uses the basic principles of PCA but further minimizes the noise and maximizes the differences among classes. It is a compromise between the usual discriminant analysis and the discriminant analysis on the significant PC of the predictor variables. As such, PLS-DA has been used for predictive modeling of data sets and is especially suited to deal with a large number of predictors compared to the number of observations, which might pose a problem when analyzing complex metabolomic data sets (Perez-Enciso and Tenenhaus 2003) . Although PCA and PLS-DA as well as other related multivariate analytical methods have been applied for analysis of the metabolomic data, they are not traditionally used for the analysis of 1 H-MRS data. 
where y n are the measured signal samples; n = 0, 1, 2, ... , N -1; K is the number of decaying complex sinusoids in the model; j = √ -1; a k , d k , and f k are the amplitude, decay factor, and frequency of the kth complex sinusoid, respectively; t n = nT s , where T s is the sampling interval; w n represents noise sample. In addition, more general models that account for imperfections of the signal acquisition process include a Gaussian decay factor and a combination of Lorentzian and Gaussian decays (Slotboom et al. 1998; Bartha et al. 1999) .
In 1 H-NMR, a significant amount of prior knowledge exists about the parameters used in Equation 1, often derived by imposing constraints on these parameters. For example, the prior knowledge in 1 H-NMR can be the information about frequencies and/or the decay factors of the metabolites, ratios of some of their amplitudes, or differences in their frequencies (DeGraaf 1998; Bartha et al. 1999) . Obviously, with better prior knowledge, the methods for metabolite quantification yield more accurate results.
The most widely utilized method for quantification of 1 H-MRS data is based on the peak frequency domain and integration of the areas under the peaks of Fourier-transformed data (Mierisova and Ala-Korpela 2001; Zandt et al. 2001 ). The fast Fourier transform (FFT) is an algorithm that converts the data in the time domain (i.e., the time constants of decay of the sinusoids) into the frequency domain, generating peaks identified on the basis of the frequency at which they resonate, known as the chemical shift. The chemical shift is a dimensionless value measured in parts per million (ppm) when compared with a reference resonance frequency, usually that of 3-trimethylsilylpropionic acid (TSP) or tetramethylsilane (TMS). The area under a peak is, in principle, proportional to the concentration of the metabolite that generates the peak (Meyer et al. 1988; DeGraaf 1998) . However, methods based on peak area computation have low estimation accuracy and most do not use the model (Eq. 1) directly (Vanhamme et al. 1997) . This is primarily due to problems that arise from the tails of metabolite spectra that overlap with the spectral peaks of interest. One method, however, that fits a linear combination of single metabolite spectra with an arbitrary line shape under the constraints of a common baseline has shown good results and is known as the linear combination of model (LCModel) (Provencher 2001) . To incorporate maximum prior knowledge into the analysis, LCModel uses complete spectra rather than individual resonances. It is noninteractive and nearly model-free, and it accounts automatically for the baseline and provides both absolute and relative quantifications of the detected compounds. As such, it has gained wide acceptance for in vivo 1 H-MRS processing (Jír°u et al. 2003; Kanowski et al. 2004; Rosen and Lenkinski 2007) .
Another group of methods for quantification of 1 H-MRS data are known as time-domain methods ( Vanhamme et al. 1999 Vanhamme et al. , 2001 ). Typically, these methods rely on model assumptions as in Equation 1. One of the first widely used time-domain interactive methods was the variable projection method (VARPRO; van der Veen et al. 1988) . A method that improves the robustness and flexibility of the analysis is known as AMARES (Barkhuijsen et al. 1985; Vanhamme et al. 1997) . Some of the improvements result from the use of prior knowledge and the possibility of fitting echo signals. An interactive software package that combines VARPRO and AMARES and allows for frequency selective filtering, correction of eddy currents artifacts, enhancement of FID signals, and linear prediction is known as the magnetic resonance user interface (MRUI) package. An important drawback of all of the interactive methods is their reliance on human assistance.
In addition to these interactive methods, there are black-box methods that are also based on time-domain processing. They use the linear prediction principle or state-space representations. From theory, it is known that the observations represented by Equation 1 can be approximately modeled by a high-order autoregressive (AR) model, i.e., (Haacke et al. 1989) . A straightforward application of SVD to 1 H-MRS data first develops an overparametrized model such as that in Equation 2 and expresses it in a vector-matrix form, where the unknown vector is composed of the parameters α m . This vector multiplies data matrix whose elements are various samples of the data, y n . After performing SVD of the data matrix, the rank of that matrix can be reduced by preserving only a subset of the largest singular values and equating the remaining ones with zero. With the rank-reduced matrix, a significant noise contribution is removed, better solutions for α m are obtained, and, as a result, better estimates of f k and d k are produced. Finally, novel approaches for better estimation of metabolite quantitation are still being developed (Poullet et al. 2007 ) with the aim to optimize processing and fitting of the acquired spectra, as reviewed in a number of papers (Mierisova and AlaKorpela 2001; Provencher 2001; Vanhamme et al. 2001; Zandt et al. 2001) .
Although the described methods are mostly used to quantify single-peak metabolites, a novel method has recently been developed for identifying metabolites with multiple peaks in the spectra (Cloarec et al. 2005) . Statistical total correlation spectroscopy (STOCSY), the cross-correlation of correlation matrices, offers two major classes of correlations. One set is the resonance/peak pattern of individual components, which is charaterized by the highest correlation coefficient for any molecule, because all peak intensities vary together as the concentration of a particular molecule/metabolite varies across the data set. The added, important benefit of STOCSY is the next class of correlations that connects those components which vary positively and negatively in a concerted fashion. This is likely to happen if there are connections in the metabolic pathways or other reasons for coherences in pathophysiological processes reflected at the metabolic level. Therefore, STOCSY offers a unique analytical ability to provide information not only about the multipeak metabolites but also about metabolic pathways that might correlate during a certain cell/tissue state.
In summary, many signal-processing methodologies are now available for analysis of metabolomic data. Some of these processing methodologies are used for all "omics" data sets and some are used for quantification of single-and multipeak metabolites detected in the spectra. A combination of these methodologies provides comprehensive information not only about the patterns of differences among various data sets, but also about the most significant specific metabolites and specific pathways that correlate positively or negatively during the given state of the tissue. The outlined metabolomic methodologies have traditionally been applied to analyze NMRacquired data sets in vitro. However, they can also be applied to analyze 1 H-MRS data sets in vivo, providing yet unexplored insights into the living brain metabolome.
CELLULAR AND SYSTEM METABOLOMICS: A NOVEL APPROACH FOR BIOMARKER DISCOVERY
Metabolomics studies have been limited by the almost exclusive systems biology approach and have not yet been able to translate systems data into concrete, clinically useful diagnostic and prognostic biomarkers of a disease. In contrast, we propose a more comprehensive use of metabolomics that aims to identify biomarkers through both cellular metabolomics (profiling of chosen cell types under in vitro conditions) and systems metabolomics (profiling of human tissue in vivo). Herein, we describe our strategy for identification of biomarkers of human brain disease(s), which combines the two methodologies. We also outline our signal-processing approach, which might provide qualitative and quantitative evaluation of individual metabolites and their contribution to the investigated condition in both healthy and diseased brain tissue.
Cellular metabolomics or the bottom-up approach (Fig.  3 ) is used to define both the whole metabolome and the unique metabolomic fingerprint of different cell types present in brain tissue in both normal and abnormal states. First, by using a 16T (700 MHz) 1 H-NMR, which provides the maximal spectral resolution, we can characterize very precisely the metabolomic profiles specific for different cell types. By analyzing the cellular metabolomic profiles, we can identify and characterize metabolites unique for each cell type in a healthy condition, thereby generating a database of cellular metabolomic fingerprints for any studied cell. To investigate whether a certain disease has an effect on the cellular metabolomic fingerprint, one can mimic a variety of disease conditions in culture and analyze both intracellular (fingerprint) and extracellular (footprint) changes of the metabolome. This is accomplished by the 1 H-NMR of whole cells and cell extracts, as well as the extracellular conditioned media obtained during the course of the investigated condition. Furthermore, in this system, we can both investigate the mechanisms that lead to specific metabolomic dysfunction and test whether any drug(s) reverses the effects of the disease and recovers the normal cellular metabolome in vitro.
We can then directly translate our findings to in vivo 1 H-MRS metabolomic profiling of the brain tissue. However, under the in vivo condition, relatively simple cellular and molecular metabolomic fingerprints are embedded in a complex tissue, where all cell types are present in a specific ratio. First, to test whether the cellular and molecular biomarkers retain their chemical shift in vivo, we can inject desired cells or molecules into the rodent cortex in vivo and then perform microMRI ( 1 H-MRS) spectroscopy of the injected regions. This step is crucial for establishing the most optimal mMRI acquisition parameters for 1 H-MRS. To validate the specificity of the obtained results, we use several well-established methodologies to confirm that signals obtained from the 1 H-MRS spectroscopy indeed belong to the injected material. For example, we can perform 1 H-NMR of the homogenized tissue obtained from the same animal that underwent mMRI, fluorescence-activated cell sorting (FACS) or enzyme-linked immunosorbent assay (ELISA) analysis of the cell types and molecules injected, and/or immunohistochemical staining of the cortical sections to correlate histological findings with the quantitative mMRI data. Therefore, animal models provide an invaluable tool for validation of metabolomic data translated from the in vitro studies and for their correlation with the changes at the genome and proteome levels that occur in the same animal model.
If expected metabolomic fingerprints are obtained repetitively and reliably in vivo, we can then investigate the biomarker dynamics in a disease state by using animal models of human disease with pathology known to involve the respective cells and molecules of interest. To validate these data, the same methodologies used for validation of exogenous biomarkers can be used. Moreover, in animal models, one can manipulate the disease in a variety of ways and then analyze the changes of individual biomarkers and the whole metabolome both qualitatively and quantitatively. Finally, both spacial and temporal studies can be done to estimate not only the degree of disease process and the presence of repair molecules and cells, but also their dynamic changes over time.
The most significant contribution of this strategy lies in its direct application to the imaging and characterization of the human brain metabolome. Through our integrative bottom-up approach, we have discovered a metabolite that is enriched in NPCs (Manganas et al. 2007) . We have detected this metabolite in the live human brain, a significant breakthrough that might have direct impact on our ability to test the role of NPCs in a variety of neurological and psychiatric diseases. We can now investigate NPC density in any age group, from neonates to elderly, and correlate it with a variety of clinical, systemic, cognitive, radiological, and other measures in any disease of interest. Similarly, we can investigate other cellular and molecular biomarkers, once characterized and validated in our in vitro and in vivo studies (see Fig. 3 ), emphasizing a significant potential of this experimental approach.
Overall, our studies have demonstrated that cellular metabolomics can provide invaluable insights into the metabolome of isolated cells in vitro, which can be directly translated to the metabolomics of human brain tissue in vivo. However, cellular metabolomics might not offer sufficient insight into the complex changes that occur in diseased tissue in vivo, because those changes involve interactions of many cell types and molecules present within the tissue. Therefore, to investigate specific disease biomarkers in a most comprehensive way, in addition to cellular metabolomics, we need to use systems metabolomics (top-down approach) and to translate those findings to animal models and cellular levels (see Fig. 3 ). A combination of such strategies readily translates clinically discovered biomarkers to cellular mechanistic and pharmacological studies, as well as in vitro gained knowledge to clinically applicable biomarkers. For example, systems metabolomics (top-down approach) uses 1 H-MRS of the human brain to identify biomarkers of the disease. Once they are discovered, they can be investigated on the cellular level, through NMR of cells and tissues, and validated in animal models using 1 H-MRS. On the other hand, cellular metabolomics (bottom-up approach) uses 1 H-NMR to characterize cellular and molecular biomarkers in vitro. Once they are discovered, they can be validated in animal models through 1 H-MRS spectroscopy and applied to human brain imaging for correlation with a specific disease.
Using 1 H-MRS of the human brain in vivo to acquire systems metabolomic data, we first investigate the patterns that differentiate the diseased tissue from the normal tissue. By dissecting the specific patterns down to individual metabolites, as outlined below, we can identify the most significant contributors to the metabolic differences observed, as well as correlate them within metabolic pathways that might be impaired in a given disease (Fig. 3) . Once identified, specific patterns can be further investigated in animal models of a chosen disease using mMRI, and specific individual biomarkers or identified pathways can be investigated on a cellular level using NMR. As in the cellular metabolomic strategy, the in vitro systems are useful for characterization of the metabolites and pathways, identification of the mechanisms involved, and creation of pharmaceutical agents that affect those specific compounds. Investigations of animal models in vivo in the system metabolomic approach also aim to validate the data acquired in both human and cellular studies. Therefore, in our research, both cellular and system metabolomics converge in the animal models used to validate the in vitro and human in vivo data and to study biomarker and pathway identity and mechanisms that control them.
The key to our proposed strategy lies in signal processing that combines traditional metabolomic tools with algorithms used for 1 H-MRS processing (Fig. 4) . First, multivariate analysis, such as PCA, is used to process the complex data sets and to provide information about the principal components that contribute to the identified patterns of difference, whether these are detected in vitro or in vivo (Fig. 4) . Such analysis of the metabolomic data is then faced with two key challenges: (1) It must determine whether the observed statistical patterns are meaningful, and (2) it must then translate these patterns into biologically relevant information in the form of metabolite identity and quantity (Weckwerth and Morgenthal 2005) .
PCA provides the loadings plots that may be used to identify individual metabolites that contribute mostly to the observed pattern difference. To investigate the specific metabolites discovered by the multivariate analysis and loadings plots, we apply already developed algorithms used in 1 H-MRS processing. Several signal-processing methods can be used to quantify individual metabolites with known frequency of oscillation, such as SVD and LCModel (Fig. 4) . Our method of choice for quantitative analysis of metabolites with known frequency has been SVD-based, specifically designed to overcome the significant decline in biomarker concentration and spectroscopic resolution as we proceed from cells to live brain tissue. However, signal processing is very much limited by the quality of the data to be processed, particularly when the SNR is low. Spurious signals outside the region of interest can further contribute to the noise of the obtained spectra, and these effects may modify the final estimates of the cell and/or metabolite concentrations. Thus, to ensure reliable signal processing, many iterations within the selected frequency range must be performed to ascertain that signals are coming from the metabolite of interest. Another problem may arise if many cell types within the region of interest have the same biomarker and therefore contribute to the frequency band of interest. To minimize this confounder, the purity of the primary cultures must be ensured for best-quality data when investigating cellular biomarkers in vitro, and a combination of different cell types in vitro may be used to evaluate the anticipated in vivo conditions. Finally, a critical issue in data analysis is the probability of a false alarm, i.e., the probability of detecting biomarkers when there are none. Therefore, it is important to find the distribution of the estimation error from which we can deduce the sensitivity of the analytical method. These are all crucial performance specifications for any applied method of analysis, and they need to be precisely outlined to interpret the obtained results reliably.
Once we identify the specific cellular fingerprints through our in vitro analysis, we can use signal processing to isolate, amplify, and quantify single-cell signatures within complex metabolomic data of a chosen brain region. These signal-processing algorithms may enable the quantification of a variety of metabolites present in the tissue at low concentrations, such as those that indicate amino acid biochemistry; processing of proteins, sugars, and lipids; as well as the oxidoreductive status of the mitochondria. In addition, one can also apply correlative analysis such as custom-developed STOCSY to analyze metabolic pathways and metabolites that correlate in their expression pattern (up-or down-regulated) within the spectra. Such correlative analysis might provide useful information about the possible biochemical pathways that might be perturbed in the disease state. Finally, predictive modeling can be done using PLS-DA, which, in combination with all of the other analytical methodologies, might lead to the ultimate goal of our studies-a clinically useful application of specific metabolomic biomarker.
In summary, implementation of our experimental strategy and signal-processing methodologies might shed light on as yet undiscovered processes that may underline Figure 4 . Flow chart of signal-processing tools used for metabolomic and spectroscopy signal processing. Such comprehensive analytical approach may lead to identification of patterns of difference between different samples as well as individual metabolites that contribute to the pattern difference and correlation between them. This analytical approach may ultimately identify and characterize specific diagnostic and prognostic biomarkers of a disease state. All of the data obtained may be used for predictive modeling. See main text for details. the particular brain disease one aims to investigate. Our approach may indicate specific metabolic differences between healthy and disease states or between different parts of the diseased brain. Furthermore, it might reveal specific metabolites and metabolic pathways that significantly contribute to the observed metabolic difference. Clinically, such studies might lead to the identification of diagnostic and prognostic biomarkers for individual symptoms or for the whole phenotype of the disease. Finally, specific metabolites and pathways may be further investigated on the cellular level, for both mechanistic and pharmacological studies, which could further lead to identification of the rescue mechanisms that might lead to the establishment of the normal metabolomic profiles both in vitro and in vivo.
IMAGING OF NEURAL PROGENITOR CELLS: AN EXAMPLE OF METABOLOMICS BIOMARKER DISCOVERY
Since their discovery in the human brain (Eriksson et al. 1998; Roy et al. 2000) , NPCs have been envisioned as a new hope for a variety of neurological diseases. Even though their significant therapeutic capability has been widely recognized, the absence of well-defined markers that would distinguish them from other neural cell types has hampered their investigation in the live human brain. Until recently, methodologies for identification of NPCs in the living human brain have not been available, and without the ability to identify NPCs, the analysis of their fate and function in the human brain has been virtually impossible.
During the past few years, molecular and cellular MRI imaging has emerged as a new field for visualization of macromolecules and cells in living organisms and has been attempted for identification and tracking of NPCs (Bulte et al. 2002; Modo et al. 2005) . Among several paramagnetic reagents, superparamagnetic iron oxide (SPIO) particles have been used in both molecular and cellular MRI studies. Several methodologies for conjugation of SPIO particles to transfection agents have been tested in order to enable efficient intracellular magnetic labeling (Arbab et al. 2003; Bulte and Kraitchman 2004; Bulte 2006) . Migration of SPIO-labeled NPCs has been studied by mMRI in several animal models of human disease, such as stroke, glioma, and multiple sclerosis (Hoehn et al. 2002; Modo et al. 2004; Anderson et al. 2005; Ben-Hur et al. 2007) . Recently, a clinical study has reported tracking of SPIO-labeled pancreatic islet grafts used to treat diabetic patients (Toso et al. 2008) . Although no immediate side effects were observed, the authors recognized that iron overload might be the major obstacle for use of SPIO-based compounds (Toso et al. 2008) . In addition to SPIO-based MRI imaging, positron emission tomography (PET) and single-photon emission computerized tomography (SPECT) scanning of ex vivo radiolabeled cells have been attempted and have led to a semiquantitative method for evaluation of cell trafficking (Adonai et al. 2002; Chin et al. 2003) . However, all of the above techniques are applicable only to exogenous NPCs and do not provide the means for tracking endogenous NPCs. In addition, they cannot be used for imaging of infants and young children because radiolabeled reagents have not been approved by the FDA for children under 18 years of age. Therefore, there are currently no clinical highresolution imaging techniques that would enable spatiotemporal localization and tracking of unlabeled NPCs.
We have approached NPC imaging from the metabolomics standpoint and have applied a cellular metabolomics strategy to investigate metabolic biomarkers of NPCs and their progeny. First, 1 H-NMR data were acquired for all individual cell types, grown as purified primary cultures in vitro (700-MHz Bruker NMR) (Manganas et al. 2007) . As shown in Figure 5A , the raw spectra clearly indicate the differences in the metabolomes of NPCs and their progeny: neurons, astrocytes, and oligodendrocytes, the main cell types present in the brain. A major difference that can be deduced from the raw spectra is the presence of the 1.28 ppm metabolite in the NPC spectra and not in the spectra of other cell types. To investigate the metabolomic pattern of each cell type, we performed multivariate analysis (SIMCA-P, Umetrics). The PCA confirmed a clear difference in metabolomic patterns among the four cell types (Fig. 5) . Interestingly, each cell type clustered separately, indicating that their metabolic profiles were specific. Whereas astrocytes and oligodendrocytes separated from neurons along the principal component 2 (PC2), NPCs clustered away from all of them along the PC1 (Fig. 5B) . One of the main metabolites contributing to the separation of NPCs from other cell types was the 1.28 ppm metabolite, as seen in the PC1 loadings plot (Fig. 5D) . Therefore, metabolomic profiling of NPCs indicates that they are clearly metabolically different from other neural cell types.
In addition to gaining the information on the NPC metabolomic profile, the first PCA indicated that clusters of astrocytes and oligodendrocytes are close together, suggesting that these cells share common metabolic compounds as compared to neurons and NPCs (Fig. 5B) . However, the metabolic profiles of these cells have some differences, as indicated by further PCA processing. As shown in Figure 5C , astrocytes and oligodendrocytes cluster away from each other based on PC3. The metabolite that seems to contribute the most to this separation is choline, resonating at 3.23 ppm and seen in the PC3 loadings plot (Fig. 5F ).
We have further characterized the 1.28-ppm metabolite in terms of its quantification, specificity, and basic molecular identity (Manganas et al. 2007 ). To exemplify our strategy described earlier in the text, we show an example of our translation from in vitro NMR data to animal and human brain imaging of NPCs.
Translation of the in vitro data to in vivo brain tissue imaging faces significant challenges, such as considerable decline in magnet strength (from 16T Bruker NMR scanner to 9.4T mMRI Bruker scanner to 3T Phillips MRI scanner) associated with decreased SNR; spectroscopy of tissue as compared to spectroscopy of isolated cell types; and presence of our cells of interest, NPCs, in a limited concentration within a certain brain region (hippocampus) that presents its own intrinsic challenges for 1 H-MRS acquisition (field inhomogeneity, close proximity to the cerebrospinal fluid, etc.). The data acquisition is essential for reliable processing because all signal-processing algorithms heavily depend on the SNR. Because an NPC metabolite, resonating at 1.28 ppm is embedded within the noise when in vivo spectra are processed by the FFT, we have exploited a signal-processing algorithm based on SVD that enabled us to detect NPCs in vivo using high-resolution 1 H-MRS of the rodent brain and the human brain (Manganas et al. 2007; Djurić et al. 2008) .
Herein, we show two examples of detection of NPCs in vivo in an adult rat brain (Fig. 6 ) and in an adult human brain (Fig. 7) . Meticulous placement of the VOI is crucial for proper 1 H-MRS acquisition. For the mMRI of the rodent brain, the hippocampus (where NPCs reside) is close to the center of the magnetic field, and therefore shimming and 1 H-MRS acquisition are "easier" than shimming and acquisition of the spectra in the cortex, which serves as a negative control (Fig. 6) . The opposite is true for the human brain 1 H-MRS-the hippocampal region is notoriously difficult for data acquisition, and this might lead to poor SNR and unreliable analysis. The examples of the SVD analysis of both rodent and human spectra are shown in Figures 6 and 7 , respectively. Processing is done as described by Manganas et al. (2007) . Briefly, the data are imported into MatLab and water is removed. In addition, signals whose tails might compromise the detection of the 1.28-ppm metabolite are also removed. We then search for the 1.28-ppm signal within a specific range (1.28 ± 0.02 ppm) and quantify it based on its amplitude. The processing is slightly different for rodent and human data because they differ in acquisition parameters and model order (Manganas et al. 2007 ). Both rodent and human in vivo data can be scrutinized by other analytical methods of multivariate analyses, which may yield more information about pattern differences among the different brain regions. 
CONCLUSION
One of the biggest challenges in biomedical science is the translation of basic scientific accomplishments to clinical practice. Although drug or device developments have established principles of transition from in vitro to animal in vivo to human applications, other fields of medicine have not yet provided the means of clear transference. Our outlined strategy for experimental design and signal processing using metabolomics and spectroscopy tools might offer such means and a direct translation of biomarkers characterized in vitro to clinical applications in vivo. Similarly, our approach can provide an unprecedented insight into the functional status of live human brain tissue and can translate this information to more readily available validation models, such as animal models and studies at the cellular level. Furthermore, although a well-known correlate of high-resolution NMR, 1 H-MRS spectroscopy has never been scrutinized using complex data analysis paradigms well established for 1 H-NMR metabolomics. Application of metabolomics analytical methods to 1 H-MRS in conjunction with other spectroscopy signal-processing tools might therefore lead to a potential wealth of functional human brain 1 H-MRS tissue-profiling data. We hope that our introduction of the concept of cross-fertilization among different disciplines, such as metabolomics and 1 H-MRS, in terms of signal processing and data correlation, will prompt further research in these areas, which ultimately may lead to new discoveries that will improve our understanding of human brain diseases.
