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ABSTRACT
Transcription is the task of writing down instructions on how to play a partic-
ular piece of music, including individual notes, note durations, embelishments
and so on. While most major works in the traditional repertoire have read-
ily available transcriptions for various instrument arrangements, this is not
as common in genres where improvisation is more prevalent, such as Jazz,
or where the piece has a very particular purpose, as in motion picture and
video game soundtracks. It has notable parallels with the task of Automatic
Speech Recognition (ASR) and indeed from this connection arises some nat-
ural Machine Learning-based approaches. However, these methods usually
involve carefully designed preprocessing steps, or transcription into less flexi-
ble representations, such as piano rolls, which are harder to read for humans.
This work investigates the feasibility of designing an end-to-end music tran-
scription system that takes in raw audio recordings and produces Lilypond
notation, which can directly generate easily-recognizable sheet music. In
keeping with modern ASR methods, this task is modelled as a sequence-to-
sequence problem using Convolutional and Recurrent Neural Networks. The
system is shown to perform well for both monophonic (single melody on a
single instrument) and polyphonic music (parallel melodies on possibly dif-
ferent instruments) for randomly generated pieces played by the piano and
various other common orchestra instruments.
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1.1 Music transcription, one measure at a time
Music transcription systems need to deal with many of the same challenges
as ASR – imperfect tempo, many-to-one mapping, variable sound duration,
important contextual cues and so on – while introducing a host of problems of
its own, most notably that of intense polyphony, as evidenced by many com-
plex pieces written for the symphony orchestra. Just like in human speech,
musical language is a fundamental way of preserving art across the ages in
medium relatively free of ambiguity with a few, easy to understand rules that
are surprisingly well standardized all over the world. Unlike speech, however,
there is a significant assymetry in difficulty between reading and writing mu-
sic, primarily because of the level of specialized training necessary in order
to accurately recognize not only pitch but also relative note duration, tempo,
key, etc, becoming considerably harder to do for melodically rich pieces. A
complete beginner can easily read much of the main notation in modern sheet
music by simple mnemonics and basic visual memory, whereas transcribing
music, even very short monophonic pieces, requires a lot more training for
most people.
This project, which continues the work started in [3], sets out to produce an
automatic music transcription system, distinguishing itself from prior work
(started many years ago [4]) in two primary ways: 1) it mostly avoids hand-
tuned preprocessing steps, learning any such transformations automatically,
and 2) it produces a representation that is immediately convertible to mod-
ern music scores. A common transformation is to apply short-time Fourier
transform to work directly on the spectral domain [5, 6, 7, 8, 9, 10, 11] or
some other kind of transform into the frequency domain [12], which invari-
ably requires estimating a good windowing scheme, FFT sizes, FFT overlap,
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pre-emphasis filters, frequency binning schemes and so on, all of which are
prone to human error. Similarly, much of the existing literature produces
piano roll-like representations [5, 7, 8, 9, 12, 10, 11], which is described in
more detail below including its drawbacks, while this method produces Lily-
pond [13], also described below. At a higher level, this model is also largely
free of any architectural components that are specialized to the task, such as
harmonicity and scale priors or manual output smoothing. Essentially, the
key question investigated here is how much specialization is needed to
perform music transcription?, and the answer is surprisingly little.
1.2 Music representations
Modern western music is primarily notated in the easily-recognizable sheet
music, which is a sequence of musical symbols encoding pitch, note duration,
embelishments, tempo and so on, for each instrument involved in the piece.
The sequence of notes per instrument is broken down into short segments
called measures, which indicate a fixed amount of beats (a fundamental
time measure) which, together with the time signature might mean that
e.g. one measure contains one whole second of music. The system presented
here is trained on these individual measures – transcribing an entire piece is
therefore possible by continuously feeding these fixed time segments to the
model.
Computer representations of music, however, have largely drifted towards
piano roll schemes, which encode “note on” and “note off” events including
note pitch and velocity (essentially a measure of loudness), much like the
old paper rolls of player pianos. The gold standard here is the standard
MIDI format (or .mid). As described in chapter 3, these .mid files must go
through a synthesizer in order to produce actual audio.
1.2.1 Lilypond
Lilypond [13] is a “music engraving software”, chosen for its simplicity and
flexibility, which converts a simple yet powerful text language into rendered
PDFs and .mid files. A simple example can be seen in figure 1.1.
Note that the target lilypond sequence can be arbitrarily long depending on
2



















Figure 1.1: An example of the output representation. On the top right we
see the score we wish to express, in the top left we see its description using
the Lilypond language, and on the bottom we see the 1-hot encoding of
that text description. Our approach produces the latter representation
which deterministicaly maps to a score.
how many instruments there are or how many notes might be in the measure
(determined by the time signature and what the shortest note considered is).
Given those parameters, the following is a good upper-bound on the sequence
length given:
nvoices · d(5 + (pmax − pmin)/12) · r + 12)e (1.1)
where nvoices is the number of voices in the dataset, pmax and pmin are the
highest/lowest pitch in the dataset (respectively) and r is the maximum
number of notes possible in the input (for example, in a typical dataset with
quarter and eighth notes, r = 8 since we can fit 8 eighth notes.) The 5
comes from the maximum number of characters per note – in the dataset
considered here, that would be single-letter for pitch, one digit for duration,
two characters for accidentals, one character for space, and possibly many ,




At the heart of what makes this system possible are deep neural networks,
which are statistical models of relatively simple components with learnable
parameters – linear transformations, simple convolutions, rectifiers, etc –
that, when stacked, have been shown to learn powerful features automati-
cally.
This model – illustrated in figure 2.1 – takes in raw audio waveform (a se-
quence of numbers in [−215, 215], described in the next chapter) and produces
lilypond strings, here represented as sequences of 1-hot encoded characters.
It is designed as a three-part sequence-to-sequence model [14] consisting of (1)
an adaptible front-end, (2) a note analyzer/encoder and (3) a transcription
generator, which produces the target 1-hot encoded string. Briefly, the vari-
ant of the sequence-to-sequence framework used here takes in an arbitrarily-
long input sequence, encodes it in a fixed-length vector, replicates that vector
as many times as there are values in the output sequence, and feeds that en-
coded sequence to another submodule that produces one output per encoded
vector.
2.1 Front-end
In order to make predictions about pitch, most AMT systems perform some
sort of time-domain to frequency-domain transform, such as the FFT-based
models above, which greatly facilitates identifying notes. In keeping with
the hands-free design, we use an adaptive filterbank that consists of F linear
convolutions of length L with learnable weights q[f ] followed by a rectifier
function:




x[t− k]q[f, k], 0
)
, f ∈ {1, . . . , F} (2.1)
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Nth Recurrent Layer 
out(t) = f( W·in(t) + V·out(t–1))
Figure 2.1: Flow graph of the proposed network architecture. The leftmost
components represent the front-end processing, the middle components
result in a state vector that represents the necessary information in the
entire input waveform, and the rightmost components use that vector as a
seed to synthesize the text of a score description language.
where c[f, t] is the rectified output for filter f at time t given input waveform
x. As will be shown in chapter 4, the learned parameters using gradient
descent will share a striking semblance to traditional FFT-based filterbanks.
We then regularize the output by applying dropout [15] (which randomly
sets to zero some of the c[f, t]) and batch normalization [16] (which makes
training easier by normalizing the output distribution of this layer to be
zero-norm and unit-variance).
Note that the model produces one output per time step, which has signif-
icantly more resolution than necessary. To deal with that the model down-
samples q[f ] to a fixed length. For example, the typical input waveform
considered in this work has T = 8192 samples, leading to 8192 front-end
vectors which are then downsampled to just 64 vectors as follows:
cmp[f, t/P ] = max(c[f, t], . . . , c[f, t + P ]) (2.2)
where P = 8192
64
= 128 is the downsampling factor. In the deep learning par-
lance this is called a maxpooling layer. This is a crucial step for achieving
good computational performance and is also important when dealing with
variable-length measures, as described in the next chapter.





































Front-end layer (7 octaves)
Figure 2.2: Front-end filter comparison between 1- and 7-octave training
sets. In both plots we show the magnitude Fourier transform of each filter,
ordered by dominant frequency. It is clear that both cases learn
pitch-detecting filters, but the filters for the 7-octave training data (on the
right) span a wider range than the 1-octave case (left).
activation pattern is in figure 4.4.
2.2 Encoder
Given this downsampled spectral representation of the input, the model will
then encode the input according to the sequence-to-sequence approach above.
This is done through a Recurrent Neural Network with E layers, whose re-





i · ei−1[t] + V
(e)










i are learned weight matrices for the encoder stage (whence the (e)).
As before, we only look at the last output eE[T/P ]. In practice we set E = 2.
More precisely, we used the LSTM [17] variant of the RNN model above.
The recursive nature of the RNN makes it an attractive way to summarize
the input sequence, but we have also experimented with a so-called static
encoder, which first flattens the front-end output (converting it from e.g. a
64 × 128 matrix to a vector with 64 · 128 = 8192 elements) before applying
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where the input e0 is the flattened vector above. A comparison is presented
in the experiments chapter.
2.3 Decoder
The decoder stage is largely the same as the encoder. It takes in the last
output of the encoding step as input, repeats it as many times as indicated





i · di−1[t] + V
(d)









i are as above.
For the experiments in this work we set D = 1.
As a final step, the sequence dD[t] is converted into the target 1-hot-
encoded lilypond string by the simple transformation:
z[t] = softmax (W · dD[t] + b) (2.6)




(1) any output vector z[t] adds up to 1, and ideally (2) there is a single value
very close to 1 with all the others being close to 0, thus strongly encoding a
single (hopefully correct) character.
In practice, the lilypond encoding may require fewer characters than set
aside by equation 1.1. To deal with this, there is an extra postprocessing step
that cuts short the output at the point containing a special ending sequence
character – see the next chapter for more information.
2.4 Alternatives investigated
In addition to the architecture described above, a few variations were ex-
plored in order to deal with the cross-instrument and cross-soundfont exper-
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iments in chapter 4. These include (1) adding a smaller convolutional layer
after the maxpooling layer (to learn a kind of piano-roll intermediate repre-
sentation) and (2) adding a bottleneck between the encoder and decoder to
encourage more robust encodings. Neither of these had much of an impact
and so were omitted from the listed experiments. A static decoder was also
explored a bit but unfortunately did not show much promise compared to
the standard model above.
As mentioned below, one of the extra challenges of polyphonic datasets is
that due to how instruments are transcribed one-by-one we get later char-
acters in the output string being dependent on earlier segments of the input
audio stream. To facilitate this behavior we also developed an attention-
based encoder/decoder architecture [18] to train the model to know how to
look in the input for relevant audio excerpts. The results, which weren’t




The price one pays for the simple, hands-free model design is that it requires
lots of data to start showing results. Thankfully, in this particular case it is
easy and cheap to generate as much data as we would like through software
synthesizers.
In order to simplify and speed-up training, the dataset consists of pairs
of one-measure inputs with their corresponding lilypond transcriptions. The
waveform inputs are randomly generated using fluidsynth [19] 1.1.6 using
primarily the GeneralUser soundfont [2]; one simple example can be seen in
figure 3.1.
To test the flexibility and robustness of these models, there are several dif-
ferent parameters to explore, including polyphony, instrument choice, octave
range, variable tempo, pitch and timing imperfections and so on.
This work explores both monophonic and polyphonic recordings (with 2
concurrent voices). Monophonic inputs focus primarily on the piano because
there is usually a clear 1-to-1 mapping between sound and score – in bowed
and wind instruments, for example, the performer can introduce certain em-
belishments that don’t appear in the score and hence create ambiguity. Still,
for completeness there are also datasets that involve typical orchestra in-
struments, notably one which includes two instruments from each of the 16
General MIDI Level 1 instrument families [20]. In polyphonic datasets we
have to be a bit more careful to avoid the ambiguity that happens when
two or more voices played by the same instrument overlap, in which case
the notes in the overlapping region could conceivably be attributed to any
of the voices involved. While this ambiguity might be resolved at the se-
mantic level (e.g. as part of a chord progression), the melodies generated
here are completely random, making this unfeasible. There is prior work [21]
extending sequence-to-sequence models to output unordered sets through a
specialized loss function that considers many possible output orderings, but
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due to complexity and time constraints this was not investigated here.
Another natural parameter to change is the octave range. Since we focus
on the piano, the datasets span from 1 octave (12 notes) through 7 octaves
(88 notes, as in a regular grand piano). Naturally, wider-range datasets are
much harder to train for and require a more carefully-tuned front-end and
encoder to correctly identify the various notes while avoiding the common
octave errors that plague many AMT systems (where a note is identified in
the wrong octave, e.g. C4 becomes C5.)
Real music recordings have many imperfections that are not present in
perfectly synthesized inputs, including reverberation from acoustic halls,
unintentional and imperceptible note duration mistakes, chorus effect
(where many slightly different timbre and pitch are perceived as one) and
pitch-bend (where a given note’s pitch is intentionally altered slightly, com-
mon in synthesizers.) To investigate the model’s capacity to deal with these
problems we experimented with a dataset that includes all these effects.
One point worth noting is what fraction of the possible input space is
actually covered in the training set. For example, let us consider a single-
instrument, single-octave, monophonic dataset in a typical 44 measure with
only eighth, quarter and half notes. The note durations in each measure
must add up to 1, so that “half-quarter-quarter” is valid but not “eighth-
half-eighth”, and therefore the number of valid duration arrangements can be
computed using the binary partition function [22]. Combining this with the
12 possible pitches per note we get a total of 729,601,488 unique sequences,
of which we sample only 1,280,000 – less than 0.2%.
Finally, it is important to consider the generalization performance
across instruments and soundfonts. It is useful to check if the learned
models are able to work both for similar instruments – say, training on grand
piano and testing on harpsichord – as well as the same instrument class but
different manufactures (or, equivalently, different soundfonts.)
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Figure 3.1: An example of a synthesized waveform and its corresponding
magnitude spectrogram, which transcribes as {dis’8 fis’8 f’8 e’8
gis’4 a’8 cis’8}@, rendered using the GeneralUser soundfont’s Acoustic
Grand Piano instrument.
Figure 3.2: Visual comparison between synthesized inputs with the same
transcription and same MIDI instrument (Acoustic Grand Piano) for the




Three of main properties of any AMT system include (1) supporting a vari-
ety of instruments spanning multiple octaves, (2) being able to handle tempo
changes and (3) being robust against recording and performance imperfec-
tions. In this chapter we show that the model proposed is capable of sat-
isfying these requirements without any sort of pre/post-processing such as
human perception-oriented features like MFCC [23] or any kind of output
cleaning up.
The most natural way of categorizing these experiments is the number
of parallel melodies, or their polyphony. Next, we revisit the sequence-to-
sequence assumption by obtaining results without recurrent layers. Finally,
we focus on the generalization performance of the model across different
soundfonts (as described in chapter 3).
4.1 Training details
A big advantage of this work’s end-to-end architecture is that it only needs
the waveform/lilypond pairs to immediately begin training. The model is
trained using RMSprop [24] using a binary cross-entropy loss.
As before, we apply dropout [15] after every non-recurrent layer in the
architecture, with p = 0.25 (i.e. every cell is independently set to zero with
probability 0.25.) Additionally, since this is a fairly deep model we apply
batch normalization [16] before the encoder, decoder and softmax layers, so
that the inter-layer activation distributions are normalized.
This architecture was implemented using PyTorch [25] and trained on a
single GPU using 128 as the mini-batch size.
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4.2 Monophonic datasets
The most basic experiments possible are those involving monophonic, single-
octave datasets, which serve multiple fundamental purposes: (1) they give
a first glimpse on what the learned front-end filters look like, (2) they show
that the same architecture is capable of handling multiple instruments in
the same dataset (rather than having to train a separate model for each
instrument), and (3) they demonstrate that the same architecture is robust
against tempo and acoustic variations. The results in table 4.1 show that
the model’s performance on the validation dataset is excellent.
In experiment 1oct-1to8-8192, in which the model was trained on all
eight members of the piano family in the General MIDI Level 1 sound set [20],
we demonstrate the model’s flexibility to deal with spectrally-similar instru-
ments. Next, experiment 1oct-2ofeach-8192, which has examples of the
first two instruments of all 16 families, shows that the model is capable of
handling even substantially different instruments with excellent results. To
investigate robustness against slight tempo variations we then performed
experiment 1oct-2-8192,9126,10240,11264, which fixes the instrument as
the Bright Acoustic Piano and instead varies the length of the input sequences
between 8192, 9126, 10240 and 11264 points. Note that, as throughout this
work, these are still single-measure inputs, but with slightly different number
of samples to highlight robustness against musical performances of varying
speeds (remember that the front-end activations are downsampled to a fixed-
length sequence). Finally, to recreate a more realistic performance setting in
which (1) the room introduces reverberation, (2) the instruments are slightly
out of tune, (3) the note durations are slightly different than intended and (4)
the perceived notes are actually the combination of many similar-sounding
but individual instruments as in a choir or a string orchestra, we performed
experiment 2oct-2-8192-rpcv.
As mentioned before, the learned front-end features adapt to the experi-
ment’s octave range, which can be seen in figure 2.2. Experiment 7oct-2-8192
shows that the model is just as capable of transcribing seven-octave datasets.
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Experiment P (s) P (d) P (i)
1oct-1to8-8192 0.000 0.000 0.000
1oct-2ofeach-8192 0.000 0.000 0.000
1oct-2-8192,9126,10240,11264 0.000 0.000 0.000
2oct-2-8192-rpcv 0.001 0.000 0.000
7oct-2-8192 0.006 0.001 0.000
Table 4.1: Edit probabilities for monophonic datasets (recurrent encoder).

















Figure 4.1: Training profile for the single-octave range experiment. This
plot shows the probability of a substitution, insertion, or deletion of a note
over adapting to increasingly more training examples.
4.3 Polyphonic datasets
In addition to the extra difficulty in identifying durations and recognizing
pitch, polyphony adds an extra twist by removing the direct correspondence
between time in the input waveform and position in the predicted score.
This happens because the lilypond string lists each voice sequentially and
separately, so that a note transcribed later in the string could actually depend
on a fragment much earlier in the audio stream.
The results in table 4.2 are more mixed. In experiment
1oct-poly-2,115-8192, two very different instruments (a piano and a steel
drum) play notes in the same octave, achieving great performance. Similarly,
2oct-poly-2,54-8192, which puts both instruments (now a piano and a
human choir, slightly more complicated than drums) in different octaves,
also shows very good performance.
The next experiment, 7oct-poly-2,2-8192, highlights one case in which

















Figure 4.2: Confusion matrices for the 1oct-1to8-8192 experiment. This
dataset is sufficiently simple that the model achieves negligible confusion.
Experiment P (s) P (d) P (i)
1oct-poly-2,115-8192 0.021 0.001 0.001
2oct-poly-2,54-8192 0.031 0.004 0.001
7oct-poly-2,2-8192 0.425 0.044 0.016
Table 4.2: Edit probabilities for polyphonic datasets (recurrent encoder)
ciated confusion matrix in figure 4.3 we notice that most of the pitch errors
are concentrated in the higher end of the octave range. One explanation for
this is that these notes have higher frequency/smaller wavelength, and at
some point the wavelength is too small for fixed-length the front-end filters
to handle. As a result, the model has very low performance in those octaves.
4.4 Static encoder
One of the reasons for using a recurrent encoder is the flexibility to deal with
variable-length inputs. However, thanks to the dynamic downsampling with
fixed-length output this becomes less important. As a consequence it seemed
natural to explore static encoders, which are basically traditional multi-layer
perceptrons.
As is shown in tables 4.3 and 4.4, the performance is usually worse than
in recurrent encoders, but as a proof of concept it is still worth investigating
this simpler architecture. Several experiments not shown here indicate that
15




























Figure 4.3: Confusion matrices for the 7oct-poly-2,2-8192 experiment.
The concentration of errors in the top right of the pitch confusion matrix
indicates that the front-end filters weren’t short enough to achieve good
resolution.
Experiment P (s) P (d) P (i)
1oct-2-8192-static 0.015 0.007 0.002
1oct-1to8-8192-static 0.121 0.160 0.002
1oct-2ofeach-8192-static 0.105 0.130 0.001
1oct-2-8192,9126,10240,11264-static 0.060 0.057 0.002
7oct-2-8192-static 0.086 0.022 0.005
Table 4.3: Edit probabilities for monophonic datasets (static encoder).
the encoder/decoder layer dimensions have to be much higher in the static
case to achieve comparable performance to recurrent models.
4.5 Generalization between soundfonts
An important measure of model quality is how well it can generalize to
recordings that come from a different actual instrument than was used in
its training, e.g. a Steinway & Sons piano vs a Bsendorfer piano. In theory,
this should hold true here since the underlying melody comes from the same
distribution as those in the training set. However, as seen in table 4.5, even
the slight spectral differences (illustrated in figure 3.2) are enough to incur
much higher edit probabilities.
Figure 4.4 shows the front-end activations for both soundfonts. As ex-
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Experiment P (s) P (d) P (i)
1oct-poly-2,54-8192-static 0.279 0.301 0.009
2oct-poly-1,1-8192-static 0.318 0.393 0.011
2oct-poly-2,54-8192-static 0.094 0.032 0.007
6oct-poly-2,54-8192-static 0.176 0.755 0.002
Table 4.4: Edit probabilities for polyphonic datasets (static encoder).
Trained model Test set P (s) P (d) P (i)
1oct-2-8192,9126,10240,11264 1oct-1-8192 0.37 0.24 0.09
1oct-2-8192,9126,10240,11264-static 1oct-1-8192 0.14 0.01 0.01
Table 4.5: Edit probabilities for models trained on the GeneralUser
soundfont and tested on the Nice-Keys-Ultimate soundfont.
pected, the activations don’t necessarily have the same patterns as a regular
FFT-based spectrogram 3.1. While we see many of the acivation peaks in
the same spots, their energy relative to the rest of the activations may be
different enough in both soundfonts to explain the degraded performance.
4.6 Generalization between instruments
Another natural generalization check is to test the model on recordings of
instruments not present in the training set. This is an even harsher test of
the front-end’s and encoder’s ability to concisely and robustly summarize the
input audio sequence by using features that generalize across instruments.
The first test in table 4.6 uses the multi-velocity model above (trained
using the Bright Acoustic Piano [20]) to transcribe a single-octave dataset
generated using the Acoustic Grand Piano instrument, achieving worse-than-
expected performance. The next few tests also strongly indicate that the
front-end features and the encoder doesn’t work as well as hoped when ex-
posed to new front-end activations.
One notable surprise here is that the static model achieved much bet-
ter generalization performance than the equivalent recurrent one, even after
considering the 8x higher layer dimensions (which make it easier to overfit.)
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Trained model Test set P (s) P (d) P (i)
1oct-2-8192,9126,10240,11264 1oct-1-8192 0.27 0.09 0.04
1oct-2-8192,9126,10240,11264-static 1oct-1-8192 0.10 0.01 0.00
1oct-2ofeach-8192 1oct-7-8192 0.40 0.52 0.01
1oct-2ofeach-8192 1oct-43-8192 0.39 0.61 0.00
1oct-2ofeach-8192 1oct-113-8192 0.39 0.60 0.00
Table 4.6: Edit probabilities for cross-instrument model testing.
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Figure 4.4: Front-end activations for the exact same melody and same
MIDI instrument under the GeneralUser [2] and Nice-Keys-Ultimate [1]





In this project we designed two prototypes for a fully end-to-end Automatic
Music Transcription system, one using recurrent neural networks and the
other using regular fully-connected layers. Unlike most of the previous work
in this area, this system works directly on the audio waveform and outputs
lilypond code, a straightforward format that can be deterministically con-
verted to standard sheet music. As a result, testing and deploying this model
is much more straightforward and less error-prone. It was validated against
a variety of synthetic datasets that include both single- and multiple-octave
tracks; monophonic and polyphonic music; and various input corruptions
such as distorted pitch, note duration, reverberation and chorusing. Finally,
it was tested on a few cross-instrument and cross-soundfont generalization
cases, where it still has lots of room for improvement.
There are several approaches we can take from there. First, the system
still needs to be tweaked to better handle polyphonic inputs, possibly through
a more thorough investigation of attention-based encoder/decoder architec-
tures. Next, it needs to be made more robust in order to better handle new
instruments that weren’t present in the training set. Once the performance
in those two crucial points is improved, the next key step in productionizing
the model is to make it capable of handling inputs with multiple measures.
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