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RESUMO 
Este trabalho tenta coletar toda informação 
disponível sobre problemas de controle da saída em sistemas 
lineares. Apresentamos as definições de controlabilidade de 
saída e sugerimos um método para construir um controle de ma 
lha abertaque conduz a saída a um valor especificado em um 
instante arbitrário de tempo. 
Discutimos as relações entre esses concei -
tos e os métodos de solução usando realimentação de estado • 
Para um sistema linear invariante no tempo, com uma só saída, 
mostramos que controlabilidade de saída é uma condição neces 
sária e suficiente para a existência de uma realimentação li 
near das variáveis de estado que designa arbitrariamente os 
autovalores do sistema de malha fechada que são observáveis 
na saída. A aplicação deste resultado ao servomecanismo li-
near com uma saída mostra que a capacidade de tal sistema p~ 
ra seguir qualquer sinal de comando com erro de regime nulo e 
uma resposta transitória arbitrária é equivalente à controla 
bilidada de saída da planta e é independente da classe de 
perturbações. 
Comentamos as vantagens e inconvenientes dos 




This work tries to collect all the available 
information on output control problems for linear systems . 
The definitions of output controllability are presented anda 
method for constructing an open loop input that drives the 
output to a specified value ata specified time intant is 
suggested. 
The relation~ between these concepts and the 
solution methods using state feedback are discussed. For a 
single output linear time invariant system, output 
controllability is shown to be a necessary and sufficient con 
dition for the existence of linear state variable feedback 
that freely assigns the eigenvalues of the closed loop system 
that are observable from t~e output. An application of this 
result to the single output linear servomechanism shows that 
the ability of such a system to track with zero steady-state 
errar ·and an arbitrary transient response is equivalentto ou! 
put controllability of the plant and is independent of the 
class of command signals and disturbances. 
Advantages and drawbacks of the shown methods 
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C A P f T U L O 1 
1.1. INTRODUÇAD 
Apesar da grande ênfase dada ao conceito de contro-
labilidade do estado no desenvolvimento da teoria moderna de controle, na 
maioria das situações práticas o interesse maior é o de controle das saí-
das e não do estado. 
No problema dos servomecanismos, por exemplo, dese-
jamos que a saída apresente um certo comportamento e, normalmente, o esta 
do do sistema considerado não é controlável, ou mesmo estabilizável. A li 
teratura deste problema tem aumentado nos Últimos anos: Bhattacharyya 1, 
Bhattacharyya 2 Bhattacharyya 3, Anderson e Moore 4 e outros. 
Intimamente relacionado com o problema do servomeca 
nismo é o problema de "zerar a saída de um sistema", completamente resa_! 
vida para o caso linear em Bhattacharyya 5, por intermédio de realimenta:".'" 
ção de estado. 
Embora as soluções atuais desses problemas sejam ba 
seadas em controle do estado, eles podem ser encarados como problemas de 
controle da saída. Este trabalho tenta coletar todo o material disponí -
, velem controlabilidade de saída e relacioná-lo com as soluções conheci -
das dos mencionados problemas. 
1.2. SUM~RIO DA TESE 
As primeiras considerações sobre controle de saída 
1 
parecem ser devidas a Kreindler e Sarachik 6• No Capítulo 2 apresenta-
mos as definições e critérios desenvolvidos por eles para o caso linear. 
Sempre que possível usaremos as versões geométricas e algébricas (matri-
ciais). É então mostrado como construir um controle de malha aberta que 
transfira a saída a um valor especificado em um instante arbitrário do 
tempo. 
No Capítulo 3 o problema de controlar a saída no interva 
lo te tempo [o m) por realimentação das variáveis de estado é estuda 
do. As soluções disponíveis e suas relações com controlabilidade de saí 
da são apresentadas. Estas relações sao utilizadas para provar que a c~ 
pacidade de um servomecanismo linear com uma saída para seguir assintot.!_ 
aamente urna classe de sinais de comando em presença de uma classe de pe!:_ 
turbações é uma propriedade da planta e é independente da classe dos si-
nais e perturbações. 
No Capítulo 4 o problema de se conseguir uma função ar -
bftrária do tempo como saída é considerado, e os mais importantes resul-
tados disponíveis são apresentados. Mostramos também que a solução para 
o problema de regulação da saída vista no Capítulo 3 possui p inconven.!_ 
ente de ser muito sensível a variações nos ganhos da realimentação. Con 
diçÕes evitando a ocorrência de leis de controle sensíveis são apresent~ 
das. 
É salientado o fato de que a condição para pequena sensi 
bilidada e a mesma que a condição para regulação da saída com energia li 
mitada. 
2 
Finalmente mencionamos várias questões abertas relaciona-
das com o controle da saída. 
3 
C A P f T U L D 2 
2.1. SISTEMAS LINEARES 
Os conceitos de controlabilidade de estado, ou de saída 
sao importantes em qualquer problema de controle, mas a teoria atual dis-
pos de condições construtivas apenas para o caso linear. Assim considera 
remos nesta tese somente sistemas lineares. 





(t) = A (t) X (t) + B (t) u (t) (1 a) 
(t) = C (t) X (t) ( 1 b) 
onde o estado x, a entrada u, e a saída y sao vetores de dimensões 
n, m e r respectivamente ( r < n ). A (t), .13 (t), e (t) sao matrizes 
de ordens compatíveis e funções do tempo contínuas por partes. x,y e u 
podem ser encarado como pontos dos espaços euclideanos X, Y, e U, os 
espaços de estado, de saída e de entrada respectivamente. 
A solução de (1) é: 
x(t) = $(t,to) x(to) + J! $(t,T) B(T) U(T) d T 
o 
y(t) = C(t) $(t,t) x(t) + Jt C(t) $(t,T) B(T) u(T) d T 




As equaçoes (2) podem ser escritas em forma mais compacta: 
x(t) == x 0 (t) + 
y ( t) = yO ( t) + f! 
o 




onde H (t,T) = +(t,T) B(T) J H (t,T) = C{t) H (t,T) ; 
X y X 
x0 (t] = +ct.t ) x(t ) e 
o o e a solução homogênea 
(resposta do sistema livre a condição inicial x(t )). o 
Os elementos hij(t,T) da matriz H (t,T) podem ser in -y 
terpretados como a resposta impulsiva do sistema para t > T e sao fun-
ções contínuas por partes em t e T. 
2.2 DEFINIÇÕES 
As definições apresentadas nesta seçao foram primeiramen-
te dadas em Kreindler e Sarachik6• 
DEFINIÇ'AO 2.2.1. 





e tf. e x(t
0
) arbitrário, qualquer valor final da saí-
da, y (tf), em Y pode ser alcançado por algum controle· u (t l. te: ~o' tJ 11 
5 
A frase "algum controle u" indica que nenhuma restri-
çao (pór exemplo em amplitude ou energia) é colocada em u. No que se-
gue a Única hipótese feita é serem as variáveis de controle funções do 
tempo contínuas por partes. A palavra "completamente" dá ênfase ao fa 
to de ser arbitrária a escolha dos valores inicial e final. 
O conceito acima pode se tornar independente do intervalo 
de tempo &o• t] através da seguinte 
DEFINIÇÃO 2.2.2. 
"S é dito completamente saída controlável se, para qua.!_ 
quer t. qualquer valor final da saída, o pode ser alcançado em 
um tempo finito tf. tf ~ t
0
• para condições iniciais arbitrárias em 
t = t " . o 
O exemplo abaixo mostra que um sistema pode ser completa-
mente saída controlável e não ser completamente saída controlável em cer 
tos intervalos. 
EXEMPLO 2.2.1. 
o 1 o . 
x Ct) = X (t) + u(t) 
o o b (t) 
y(t) = 1 1 x(t) 
6 
O para D< t < T 
ande b(t) = 
1 para t > T 
1 t-. 
Para este caso cp (t •• ) = 
o 1 
e 
y(t) = [ 1 1 +t-t
0
J X (t ) o 
y(t)=[1 1 +t-t
0
J x(t ) + J! (1+t-.)u(T)dT o 
o 
Em qualquer intervalo Eº·t~ 




para 0 < t < T 
para t > T 
t < T 
f-
a saída é u-
sendo assim impossí-
vel de se alcançar um y(tf) arbitrário. Mas para algum tf > T, tf f2:_ 
tf 
nito. a integral Ít (1+tf-.) u (T) d T pode assumir qualquer valor 
o 
por uma escolha apropriada de U ( T), Portanto o sistema é completamente 
saída controlável embora não seja completamente saída controlável em in-
tervalos contidos em ~• ~ • D exemplo mostra também que controlabilidade 
completa da saída em algum intervalo ~
0
,t~ não implica necessariamente 
que a propriedade seja válida em um intervalo menor ~
0
,tJ , , t 2 < t 1 , 
7 
Em alguns problemas práticos a saída y(tf) ~ À deve ser 
alcançada para cada tf. A seguinte definição é Útil: 
DEFINIÇA• 2.2.3. 
"S é dito totalmente saída controlável se for complet~ 
mente saída controlável em cada intervalo ~o tJ ". 
As vezes, quando lidamos com plantas com várias entradas, 
uma distinção e feita entre controlar a saída por meio de todas as entra 
das simultaneamente e por meio de cada uma em particular. 
DEFINIÇAD 2.2.4. 
"Um sistema saída controlável é dito fortemente saída con 
trolável (no sentido completo ou total) se for saída controlável para ca-
da variável de controle separadamente, enquanto as outras são zero; se -
não é dito fracamente saída controlável". 
É claro que controlabilidade de estado é um caso especial 
de controlabilidade de saída; quando C(t) é inversível qualquer que se-
ja t controlar a saída é equivalente a controlar o estado. 




A equaçao (3b) torna-se 
( 5) 
e p problema de mover a saída até y(tf) a partir de alguma condição i-
nicial x(t ) 
o 
transforma-se no de colocá-la em partindo de con 
diçÕes iniciais nulas. 
LEMA 2.3.1. 
" S e completamente saída controlável em Eo • t~ se 
e somente se. para todo À não nulo em ,y existir um NÀ e Eo. t ~ • 
com µ (NÀ) / O, tal que 
para Te: NÀ 
onde a linha indica transposição. 
PROVA 6 
" 
o conjunto de todos os pontos 
dados por (5) que podem ser alcançados da origem. 
(6) 
A planta é completamente saída controlável em ~ 
0 
t f] 
se e somente se cada ponto d y (tf) e: Y pode ser alcançado da origem, ou, 
equivalentemente, se e somente se 
·y (7) 
9 
Mostremos que R (t
0
,tf) e convexo. 
Se os pontos y1 (tf) 
cançados pelos controles u1 [to tf] e 
e y2 (tf) em R(t0 ,tf) sao al-
u2 [to tf] então qualquer p• .!:!_ 
cançado por u = a u + 3 1 Assim, todos os pontos do segmento de 
reta unindo cada par de pontos do conjunto também pertencem ao conjunto. 
Como R(t
0
,tf) e convexo, para que (7) se verifique 
basta mostrar que R(t
0
,tf) é na• limitado em cada direção de Y , ou se-
ja, que o produto escalar de d Y (tf) por cada vetor À não nulo, de com-
primento fixo em V'. pode ser feito tão grande quanto se queira por uma 
escolha apropriada de u Ít t l (La Salle 20 ). 
~ o' fl 
Fazendo o prodUto escalar de (5) por À 
(8) 
Escolhendo u(T) = k H~ (tf,T) À, k > O (8) torna 
-se 
(9) 
A condição é suficiente: (6) implica que a integral em (9) é positiva e 
d À.y (tf) pode ser feito tão grande quanto se queira aumentando-se k. 
10 
A condição é necessária: se para algum À= Ã* (6) é falsa então 
d 
Ã*,y (tf) = O não importando a maneira de escolbermos u(t) em (8) e 
nenhum ponto na direção de Ã* pode ser alcançado. 
. c.Q.O. 
CDMENTARIDS 
- Note que H~ (tf.-r) À pode se anular para algums va 
lares de -r no intervalo ~o tfJ " 
- Se o sistema não e completamente saída controlável 
em [ t 0 tf) então somente os vetores de Y ortogonais ao vetor À* que 
viola a condição (6) podem ser alcançados a partir da origem. Todos es-
tes pontos formam o subespaço vetorial Yc (t0 tf) controlável em [t0 tf)· 
d y(tf) pode ser alcançado se e somente se y (tf) E Yc(t 0 tf). 
- Condição (6) expressa a independência linear das li-
nhas de para t <,.T<t 
o - - f 
e uma condição necessária e sufici-
ente para isto é que a matriz Gramiana 
(10) 
seja não singular. Kreindler e Salachik 6 
- Para controlabilidade completa da saída. (6) e (10) 
devem ser verdadeiras para cada t o e algum tf>t (tf o 
pode depender de 
t ). Para controlabilidade total da saída (6) e (10) devem ser verdadei-
o 





"S é fortemente completamente saída controlável em 
[to tf] se e somente se para todo À não nulo em Y· existir NÀ( f 
O
, tf] 
com µ (NÀ) 1- O tal que 
Lhj (tf,T) ;1- o para T € NÀ (11 ) 
j = 1 , 2, ... m 
onde hj (tf,T) e a j ésima . coluna de H/tf,T) 
PROVA 6 
(8) pode ser escrita como 
(12) 
usando somente a j ésima variável de controle e o mesmo argumento do lema 
2.3.1. a prova segue facilmente. 
COMENTÁRIOS 
- Observando que tf aparece como um parâmetro em (6) 
e (11) vemos que. se uma planta for completamente saída controlável em al-
gum ~o. t~ ela pôde não ser completamente saída controlável em ~o• t~ • 
12 
- Como os elementos de H (t,.) sao funções arbitrá-y 
rias de te T, contínuas por partes, as funções escalares Lh.(t,.) , 
J 
j = 1,2, ..• m podem se anular em regiões arbitrárias do plano (t,T).Daí 
as seguintes definições: 
DEFINIÇAD 2.3.1. 
"S é dito saída pr6prio*se para cada À I O em v~. 
H~ (t,T) AI O em cada região do plano (t T)" • y 
DEFINIÇAD 2.3.2. 
Y, 
"S é dito saída normal** se para todo À I O em 
À. h.(t,T) I O, j= 1,2, •.. m em cada região do plano (t T)" 
J 
Então, saída pr6pria e saída normal sao propriedades 
mais fortes do que controlabilidade total da saída e forte controlabili-
dade total da saída respectivamente. 




output proper no original 
output normal no original 
13 
PROPRIEDADE 2.3.1, 
"Se para todo l # O em Y. H' (t,T)À nao 
y 
se anula na faixa do plano (t. T) dada por I t-TI < e: para al 
gum e:>D então o sistema~ totalmente saída controlável", 
t 
o 


















Supomos que o sistema nao é totalmente saída 
controlável. Então para algum 1#0, H~Ctf,T) À= O 
dos os valores de T no intervalo [t
0
,tfj e assim 
se anula na linha PQ mostrada na figura. 
EXEMPLO 2.3.1, 




















H (t,T) = h (t,T) = y y 







k I O 
Observe que para pontos no retângulo hachurado temos 





Assim o sistema não é saída normal. embora seja to-
talmente saída controlável porque 
ças da linha t = T. 
À. h (t,T) y não se anula nas vizinhan-
A hierarquia dos tipos de controlabilidade de saída 
e dada abaixo com as respectivas implicações 
saída 
-==t> 
fortemente totalmente fortemente completamente 
normal saída controlável ===I> saída controlável 
~ t ·; 
saída fracamente totalmente fracamente completamente 
própria ===l> saída controlável ~ saída controlável 
16 
O Lema 2.3.1. é válido para controlabilidade de es-
tado também, trocando-se Hy(tf,T) por Hx(tf,T), Há entretanto algumas 
diferenças entre controlabilidade de estado e de saída. que serão apenas 
mencionadas aqui. Se uma planta é totalmente fortemente estado controlá-
vel (totalmente estado controlável) então ela é estado normal (estado pró 
pria). Ainda, se uma planta é completamente estado controlável em G
0
,t] 
ela será completamente estado controlável em qualquer intervalo mais lon-
Mais detalhes podem ser encontrados em 6 • 
LEMA 2.3.3. 
"Controlabilidade completa do estado em ~o tJ 
implica controlabilidade completa da saída em Go tJ se e somente se 
~À# • emY" ( 1 3) 
PROVA 
"Se o sistema é completamente estado controlável em 
~o•tJ então, para todo X F o em X existe N, com µ(N) # O X X 
tal que 
H; (tf,T) X F o para T E N (14) 
X 
(14) implica que NÀ com µ(NÀ) # o tal •que 
H'(t T) C' 
X f' (tf) " # o para TE NÀ (15) 
17 
se e somente se C' (tf) À é um vetor nao nulo de X. 
Desde que H' (tf,T) = H' (tf,T) C' (tf) temos H' (tf,T) À I o para y X y 
Te: NÀ se e somente se C'(tf) À I o À I o em y • 
CQD 
A condição (13) é equivalente à independência line 
ar das r linhas de C(tf) 
2.4. SISTEMAS LINEARES INVARIANTES NO TEMPO 
De agora em diante consideraremos o sistema line-
ar S invariante no tempo dado pelas equações (1a) e (1b) quando A(t), 
B(t), C(t) são matrizes constantes. 
LEMA 2.4.1. 
se 
,Q= @s CAB 
tiver rank r 11 
PROVA: 
11 S e completamente saída controlável se e somente 
e A n-1 a J 




teorema de Cayley Hamilton a matriz A' satisfaz sua equação caracterís 
18 
tica 
n-1 A' + ••• + c I = D 
n 
(17) 
Pre e post multiplicando (17) por B' e por eA'tC'À 
respectivamente temos: 
B' [ A'n eA't C' + c1 A'n-1 
A't C' e + ••• + A't e•] À o (18) c e = n 
desde que A'ke 




<I> 1 (t) (18) torna-se e = 




H' (t) À + ••• + c H' (t) À = D (19) 
Para que 
Y n Y 
H' (t) À I O em qualquer intervalo é neces 
y 
sário e suficiente que pelo menos uma das condições iniciais de (19) seja 
não nula, isto é: 
H~ (t). À lt=O = para pelo menos um k, k=0,1, ••• n-1 
Como isto é independente da escolha de tf, (6) é e-
quivalente ao fato de que, para cada À; D em Y pelo menos um dos veto 
19 
res B' A'k C' À, k=O, 1, ••• n-1 seja nao nulo. Ou, sob forma matricial: 
B' C' 
B' A' C' Ã I o • Ã# • em Y 
,B' A'n-1c• 
o que e verdadeiro se e somente se rank Q = r 
Nota-se que quando 
C Q D 
C = I (16) 
n 
da condição de controlabilidade de estado. 
torna-se a conheci-
Como pode ser visto na demonstração acima. para sis-
temas lineares invariantes no tempo todas as sutilezas desaparecem. Sem 
perda de generalidade 
são válidas para algum 
LEMA 2.4.2. 6 
t 
o 
pode ser feito igual a zero e, se (6) ou (11) 
tf > t
0
, serão válidas para qualquer t > t • f o 
11 Se S é completamente saída controlável em algum 
intervalo, é também completamente saída controlável, totalmente saída con 
trolável e saída próprio (ou saída normal se as propriedades consideradas 
forem fortes)". 
Portanto. quando lidamos com sistemas lineares inva-
riantes no tempo podemos utilizar as expressões mais simples: controlabi-
lidade de saída e controlabilidade de estado. 
20 
LEMA 2.4.3. 
"Para S • controlabilidade de estado implica contra 
labilidade de saída se e somente se rank C = r 11 














rank Q = rank 1 ° 1 -~ - 2 - r c_1 2 -~ - -
x(O) = X 
o 
O autovalor À= 1 • não controlável, é observável • 
Por isso poderíamos pensar na impossibilidade de controlar a saída. Mas 
o teste garante a controlabilidade de saída. Isso é porque À= -2. con 
trolável, também aparece em y2 • Se tivéssemos y = ~ ~ ~ x a vari 
ável de saída y2 seria nao controlável. 
Para o que segue consideremos B como o subespaço de 
X gerado pelas colunas de BJ Ak B como a imagem de '. 8 pela transfor-




"S e saída control~vel se e somente se 
R + N = X (20) 
onde 
n-1 R = B + AB + ••• + A B e N e o espaço nulo de C" • 
PROVA: 
Supondo-se rank C = r, existe uma transformação 
x = T x tal que CT = 0
r,n-J 
Como mudanças de coordenadas nao afetam as proprieda-
des de controlabilidade envolvidas no lema utilizaremos o sistema 
. 
r: 
= Ã X + 9 u 
- -1 
s com X = T X 
t T tal que .. = X e e 
A condição e suficiente: 
fJ = 
.. 
Seja keri:\ e 
R + N = X .-=f> rank [~ AB -n-1- NJ A B = n 
-onde N ,. uma base para e 
O produto 






AB ••• A B 




é igual às r 
Como as n linhas des 
ta matriz são linearmente independentes, porque seu rank é n temos: 
22 
rank C [s -AB •••• 
==I> rank [êã CAB = r 
==I> controlabilidade de saída. 
A condição é necessária: 
[ês NNN cÃn-1ã J ==l> rank CAB "' r 
- e- -n-1-J ==t> rank e 8 • • • • • • • A B = r 
Pela forma particular de C podemos concluir que as 
r primeiras linhas de B • • • 
-n-1-
A B sao linearmente independentes, 








e constituída pelas r primeiras linhas de [s ... 
e 
e 
R pelas n-r linhas restantes. É fácil ver que as n linhas desta n-r 
matriz são linearmente independentes. 
23 
Então 
rank AB = n 
_ .... -=\> R + ,IJ = X 
C Q D 
(20) nos diz que controlabilidade de saída é equi-
valente ao fato de o subespaço dos modos controláveis mais o espaço nulo 
de C varrerem todo o espaço de estados. 
:t'ão em N 
Naturalmente quando os modos não controláveis es~ 
a controlabilidade de saída é assegurada, mas esta não é uma 
condição necessária como pode ser visto no exemplo 2.4.1. 
Esta formulação geométrica fornece uma fácil de-
monstração para o lema 2.4.3. 
EXEMPLO 2.4.2. 
Para o sistema do exemplo 2.4.1. 
1 -1 










saída controlável. e o nao 
24 
2,5, CONSTRUÇAD DE UMA ENTRADA 
Para um sistema linear invariante no tempo, supondo-
-se rank Q = r vamos procurar um segmento de entnada que coloque asa 
Ída em um valor arbitrariamente especificado y(T) para t = T. 
Nosso procedimento segue estreitamente aquele apre-
sentado por Vidyasagar para o caso do estado~ Vidyasagar 7 • 
Para t = 0 e x(t ) = X o o o (2b) fica 
y(t) = C eAt X + 
o 
Para qualquer matriz 











As funções escalares 
da seguinte maneira: 
= A a. (t) 
= [1 0 • , , 0] I 
(20) 
At 
A nxn, e pode ser escrit~ 






a. (t) = [a.o(t) ª1(t) •.•• ªn-1(t)]' 
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o 1 1 • a 1 1 • • 1 1 o -c o 





D •••••••••••• 1 -c n-1 
ci, i=D,1, ••• n-:1 sao os coeficientes do polinômio característico de 
A: 
( ,n + n~1 , . 1) = A cn_1 l + •••• + c1 l + c0 
LEMA 2.5.1. 
"O conjunto de 
dependente em qualquer intervalo não 
funções { a.(t)} 
J. 
e linearmente in 
nulo [ O T J " . 
Encontra-se uma prova deste lema em 7 • 
as colunas de B e Sejam bj, j=1, ..• m 
componentes do vetor u(T) • 
m 
B u h ) = l UJ. (-r ) bJ. 
j =1 
(24) e (21) em (20): 














ft ª· (t-.-) u. (.-) d T 
O 1 J 
com fij dependendo do tempo 
Então 
At n-1 m y(t) - e e X = I I e o i=O j =1 
(25) 
= (26) 
Ai b. f .. 
J 1J 
(27) 
A seguir apresentamo_s um algoritmo que fornece u ( .- ), 
.- e [ o r] tal que 
y(T) =À. À arbitrário 
1 - Ache (Q Q') - 1 (Q Q'tem inversa porque rank Q = r) 
2 - Faça V= À - e eAt X o 
3 - p = Q t (QQ' )-1 V (pé um vetor nm) 
4 -
O ••••• • 10 •••••••••••••••••• • o . 
Ó •••••••••••• • 10 ........... . o . . 
Ó ••••••••••••••••••••• • 10 .... o 
j=1,2, ••• m 
(28) 
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são nulos exceto o 
Os elementos da k-ésima linha da matriz 
[ck-1)m + jJ -ésimo que é 1. 
5 - pj = R. p , j= 1,2, ... m J 
6 - M = J! a. (T--r) a. 1 (T--r) d T 
7 U.(T) a. 1 (T--r) 
-1 
j 1,2, - = M pj = ... m J 
Rj(n x mn) 
Note que M é inversível porque as a.i CT'i:T') sao 
linearmente independentes. 
Mostremos agora que u(-r) como definido pela etapa 
7- realmente acarreta y(T) = À : 
(28) é equivalente a 
n-1 m 
l l e Ai bj fij = v 
i=O j =1 
(29) 
(29) diz que v pode ser expresso como uma combinação linear das colunas 
de Q 




Precisamos escolher algum vetor f de dimensão mini 
tal que (30) se verifique. Uma possível solução é: 
f = Q' (QQ')-1 V (32) 
Resta ser mostrado que a etapa 7- fornece u(T) tal 
que o f achado pela equação (26) satisfaz (32). 
e como 
= fT R.f 
J o 
(ísando a etapa 
f (n-1 )j 
t o a..CT--r) u.(T) d -r 1 J 






= f a. (T--r) a.'(T--r) d T 
o 
Rj f = p j 
j = 1,2, .•• m 
i : o I 1, • • • n-1 
j=1,2, •••. m 
29 
Pela definição de pj , e como 




e nao sin 
- a entrada obtida é "de malha aberta" e nada e dito 
a respeito de sua unicidade. 
- a discussão é válida Y. T > •. Mais estudos so-
bre o método devem ser feitos para o caso de convergência assintótica 
i e ,T-+oo 
EXEMPLO 2.s.1. 
o 1 o o 
x = o o 1 X + 1 u 
rn 
o o o o x(O) = 
~ 
o :] y = X 1 
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Queremos que y (1) = [:] 
·~ 
1 
~ Q = rank Q = 2 = r 1 o 
1- (Q Q 1) = [: J 
2- V= ~] 
3- p = m 
~ 
o 
~ 4- R = 1 1 o 
5- p = 
rn 1 
[ 1 J 6- a (1-t) = 1-, 
(1-,) 2 
1 1/2 1/3 
M = 1/2 1/3 1/4 
1/3 1/4 1/5 
7- ;.> ,U ( T) = • 3 [ 1 1-T 
para simplicidade façamos b=6 e a=1 
Então 




(t) = 4t 3 - 3t 2 
x2 Ct) = 12t
2 - 6t ===!)y(1) 
x
3 













C A P f T U L O 3 
3. 1. INTRODUÇÃO 
No Último capítulo vimos como construir uma 
função do tempo que, quando usada como a entrada de um siste-
ma linear conduziria sua saída até um valor especificado em 
um certo instante. Este procedimento nao e muito interessan-
te em problemas práticos de controle, onde devemos usar leis 
de controle "de malha fechada". ou com realimentação e, além 
disso, a saída deve apresentar um determinado comportamento ao 
longo de um intervalo de tempo e nao em um instante isolado. 
Cpmo exemplo, podemos citar o problema do 
servomecanismo.que é representativo da maioria das situações 
encontradas em controle. Trata-se de uma planta sujeita a pe~ 
turbações pertencentes a uma certa classe. -O objetivo e achar 
uma lei de controle por realimentação que faça a saída da pla~ 
ta s~guir sinais de comando de uma certa classe com erro de re 
gime nulo e uma resposta transitória adequada. 
Para o caso linear invariante no tempo seja 
a planta perturbada descrita por: 
p(t) = E p(t) + G u(t) +D~ (t) (la) 
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y(t) ~ H p(t) + W s (t) ( 1 b) 
onde p,u,y sao o estado, entrada e saída da planta, e ~ e 
a perturbação dada por 
. 
t (t) = Q ~ (t) ( 2) 
O sinal de comando r a ser seguido e ger~ 
do por 
i:(t) = M z(t) (3a) 
r(t) = S z(t) (3b) 
sendo z:estado do gerador de sinais de comando. 
Seja 
e(t) = y(t) - r(t) ( 4) 
o erro a ser regulado para todas as condições iniciais p(O), 
~(•), z(D) por um controle da forma 
As equaçoes acima podem ser reescritas como: 
onde 
x (t) = A x(t) + B u(t) 




A = B = e' = 
(Ba) 
X' = (Bb) 
Uma pergunta surge. Quando é possível achar 
uma matriz F tal que. com u=Fx em (5a) as seguintes condi-
ções se verificam qualquer que seja a condição inicial x(O) : 
a- se e(O) = o então e(t) = o >f t > o (7a) 
b- se e(O) 'F o então lim e ( t) = o (7b) 
t+m 
c- a convergência de e(t) + o pode ser feita arbitrariamen-
te rápida por escolha de F. (7c) 
Satisfazer as condições a-. b-. c- e. tal -
vez. o mais importante problema de controle clássico. Embora 
seja um problema de controle de saída. é difícil estabelecer -
mos relações com o que vimos no Capítulo 2. porque a- ,b-. c-
consideram o comportamento da saída no intervalo 
em um instante específico do tempo. 
[o m) e não 
A primeira tentativa de solução de um probl~ 
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ma do tipo a-. parece ser devida a Sivan 8 , que achou condi-
çoes satisfazendo (7a) para sistemas com urna entrada e urna sa 
ida; seus resultados estão na seção 3.2. 
A seção 3.3. trata de urna generalização da 
idéia de Sivan. descoberta por Wonharn e Morse 9 quando traba-
lhavam no problema de rejeição de perturbações. 
A solução completa do problema de "zerar a 
saída" foi encontrada em 1971 por Bhattacharyya. Pearson e Won 
ham 5 Nas Últimas seções deste capítulo apresentaremos os no 
vos resultados e suas relações com o conceito de controlabili-
dade da saída. Estas relações serao utilizadas para resolver 
o problema do servomecanismo delineado acima. para o caso deu 
ma planta com uma só saída, Esta aplicação leva à interessan-
te conclusão que controlabilidade de saída da planta é equiva-
lente à condição de solução do problema. que é. assim. indepe~ 




SISTEMAS COM UMA ENTRADA E UMA SAÍDA 
{ XCtl : 
y(t) 
Considere o sistema linear S invariante no 





onde b e e são vetores coluna e linha respectivamente. cons 
tantes e de dimensão n. 
Se x(O) pertencer ao espaço nulo de e. 
x e: N • então y(O) = O 
o 
• mas em geral nao e possível man-
ter a saída em zero. porque y(O). V (D). etc nao sao necessa 
riamente nulos. 
DEFINIÇÃO 3.2.1. 
" N é o conjunto de todos os estados inici 
ais x
0
• para os quais existe uma entrada u ~ oo) 
s ar i ame n t e z e r o t a 1 q u e y [o 
00
) = D " . 
nao neces-
Sivan mostrou que N é um subespaço cuja d! 
mensao depende dos zeros da função de transferência dada por 
Hfs) = c(sI - A)- 1 b ( g ) 
TEOREMA 3.2.1. 
"Para S dado por (8a). (Bb). 
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3B 
N = { x e: X I e Ai x =O. i-= 0,1, .•• d} (10) 
o o 
onde d é o menor inteiro j,O < j < n-1 • tal que 
e Aj b # O " ( 11) 
PROVA 
Derivando (Bb), obtemos: 
y = C X 
y = e A X + o b u 
V= e A2 x + e Abu + e b ü 
" ( k) k 
y = e A x + e Ak-1 b u (k-2) + ••• +cAbu + 
+ e b u(k- 1 ) (12) 
(11) implica que 
( k) k 





e: N, i e. x
0 
satisfaz (10) então 
C k) 
Y (O) -= O para k.,,, 0,1, ••• d (14) 
Escolhemos 
u(t)-= F x(t) com F = ( 15) 
(15) em (12) acarreta que 
~ m) para k = d+1, d+2, ••• (16) 
flB) nos diz que y(t) deve ser um polin5mio em t de grau 
no máximo igual a d. Este polin5mio satisfaz (14) somente 
se seus coeficientes são todos zero. Assim, com u(t) dado 
por (15) teremos y [o m):: O • 
PARTE b) 
Se X i N • i e • c Ai o X 
,J o para 
o 
algum i, i = D , 1 , •• d, 
então y(i)(O) ,J o e portanto y [o m) Í o para qualquer esco-
lha de u. 
e Q o 
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Lembramos que d= n-m-1 onde n e adi-
mensao do espaço de estados e m é o número de zeros de H(S) 
sem haver cancelações. 
COMENTÁRIOS 
- Para reduzir a saída de S a zero e lá 
mantê-la. devemos tentar controlar o estado de tal maneira 
que êle alcance algum ponto em N. 
pazes de manter a saída em zero. 
alcançar N. 
Se x(T) EN seremos ca-
Nada foi dito sobre como 
- A existência de d e equivalente a con-
trolabilidade da saída. 
çao de estado. 
- Zeramos a saída de S usando realimenta 
Sivan e Levy lO estudaram a estabilidade do 
sistema de malha fechada e descobriram que ele nem sempre e 
estável. e nunca é assintoticamente estável. 
Colocando (15) em (Ba) temos: 
x(t) = Ax(t) onde (17) 
TEOREMA 3.2.2. 10 
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Supondo S controlável (estado) a equaçao ca-
racterística da matriz A é 
,n-m( ,m + + , + ) = 0 A Po A ••• Pm-1 A Pm ( 1 8) 
onde é o numerador de H(S) » • 
PROVA: 
Se no sistema original S fizermos uma mudan-
ça de coordenadas dada por x = Tz é fácil verificar que (17) 
fica 
-1 ,.., 
z = T A T z ( 1 g) 
Como (17) e (19) tem as mesmas propriedades de 







o • . . . • . • • • o 
1 • • • • • • • • : · D 
1 
-qn · • • • • • • • • • · · • • • • ~q1 
c = [!m .... p
0 









S + q1 S + 
transferência H(S) . 
+ q 
n 
é o denominador da função de 
De (20) aplicada em (17) segue, por manip~ 







D 1 D 
I 
n-1 
-p /p m o -p /p 1 o 
~ surpreendente notar que A depende some~ 
te dos zeros do sistema original: a estabilidade do sistema 
de malha fechada não depende da estabilidade de S. 
O resto da demonstração segue facilmente 
-
e nos fornece um critério de análise da estabilidade de A 
baseado nos zeros de S • 
Este método é a primeira tentativa conhe-
cida na literatura para resolver um problema de controle de 
saída através de realimentação de estado. 
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3.3 SISTEMAS MULTIVARIÃVEIS 
Para sistemas com várias entradas e várias 
saídas Wonham e Morse 9 encontraram o maior subespaço V* 





No que segue apresentamos o desenvolvime~ 
to de 9 conduzindo à caracterização do subespaço V* . 
LEMA 3.3.1. 9 
"Seja o subespaço V Ç X • Existe uma ma 
triz F (mxn) tal que (A + BF) V e V se e somente se 
AV cB+V li 
DEFINIÇÃO 3.3.1. 
"H i o conjunto de todos os subespaços 
contidos em N que podem ser tornados invariantes por meio 
de realimentação de estado. Em outras palavras: 
H = { V e X I V e N e (A + BF) V e V para algum F} 
ot)uainda 
H = { V e X I V e N e AV e B + V } " 
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Claramente H contém o subespaço zero e, 
pelo lema 3.3,1., é fechado sob a operação de soma de subesp~ 
ços. Portanto H contém um Único elemento máximo V*. 
Assim V* é o maior subespaço nao obser-
vável que pode ser feito invariante por realimentação de esta-
do. Em linguagem corriqueira, qualquer movimento dentro de 
V* pode, por meio de uma realimentação de estado apropriada, 
ser mantido lá, porque V* e (A +í"BF) invariante, e qual -
quer movimento ocorrendo em V* não será sentido pela saída, 
porque V* está contido no espaço nulo de C. 
Se x(D) E V* seremos capazes de achar 
um F tal que, se u = Fx então x(t) E V* para todo t > D 
porque (A + BF) V* C V* ~ ~ e a saida, que era zero, sera man-
tida em zero satisfazendo assim a condição (7a). Como na de-
finição de V* não há restrições quanto ao número de entra -
das ou saídas, percebemos a relação de V* com N. 
Wonham e Morse apresentaram um algoritmo 
para a construção de V*. Dado um suaespaço M C X defini-
mos A- 1 M como 
A- 1 M = { X E X I A X E M} 
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ALGORITMO 3.3.1. 
vo = N 
vi Vº n -1 ( B + Vºl = A 
. i+1 v1 n -1 Vil V = A CB + 
Vµ = V* onde µ = dirn N 
Para vermos que V*= Vµ observemos que 
V*C Vº e se V* C vi- 1 então V* = V*n A- 1 (B+V*) C 
Vi= vi-1n A-1 (B+Vi-1) • Assim V*CVi.>f i. Corno ViCVi- 1 
existe um inteiro j tal que Vj = vi para i ~ j Mas 
e Vj C H então V* = Vj • Claramente O< j ~ µ • 
Usando complementos ortogonais podemos mo 
dificar o algoritmo para uma forma algumas vezes mais conveni 
ente. Sabendo que 
l 
M = {x E XI x' v = D 1/- v EM} 
temos: 
Nj_ l. V = l. o j_ 
V l. = V + A' CB + V o) 1 o 
~ l. = .l. J_ V. + A' CB + V. l i+1 J. J. 
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Utilizando o algoritmo para o caso de uma 
entrada e uma saída verificamos que V*~ N . 
Rejeição de perturbações é uma interessan 
te aplicação de V* em um problema de controle de saída. 
Considere o sistema perturbado S 
x(t) = A x(t) + B u(t) +D~(~) (21a) 
s 
y(t) = e xCt) 921b) 
onde x,u,y,A,B,C, sao vetores de dimensões n,m,r e matri -
zes reais constantes de ordens compatíveis. D(nxd) e uma ma 
triz constante e ~ é a entrada de perturbação. 
Lembramos que o subespaço controlável: do 
par (A,B) e definido como 
R { 1 B } 
1 B B n- 1 B = A T + A + ••• + A 
Se u = Fx em (21a) , a saída y(t) nao 
será afetada por qualquer ~ possível se e somente se 
{(A+BF) V }C N. O problema é: em que condições existe F 




" Para S dado por (21a) e (21b). exis-
te F(mxn) tal que { A+BF I V } C N se e somente se 
V C V* " • 
PROVA 9 
A condição é suficiente 
Por definição. V*C N e AV*C B+V* 
e existe F tal que (A+BF) V*C V*. 
Então 
{ 1.0:BF j V* } = V* e como V C V* 
{ A+BF I v } e { A+BF f V* } e N • 
A maximalidade de V* nao foi usada. 
A condição necessária: 
Seja { A+BF j V } = R 
Como Ré o subespaço controlável do par 
(A+BF,D) temos (A+BF) RCR e ainda 
RCN e A RC.B+R (22) 
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r 
A classe de R definida por (22) tem V* 
como seu máximo elemento. Então 
V C.RCV* 
e Q D 
O teorema 3.3.1. nos diz que é possível 
rejeitar as perturbações se e somente se podemos encontrar u-
ma realimentação de estado que mude a estrutura do sistema de 
tal maneira que as perturbações entrem no sistema através de 
V*. tornando assim seu efeito não observável pela saída. De 
ve ser notado que. mesmo sendo as perturbações completamente 
desconhecidas devemos saber em quais partes do sistema elas es 
tão atuando. isto é. a matriz O. 
3.4. ZERANDO A SAÍDA 
Nesta seçao apresentamos os resultados que 
resolvem completamente o problema de controle de saída formula 
do por (7a) (7b) (7c) da seção 3.1. 
(7a) se verifica se e somente se (A+BF)NCN 
geralmente nao encontraremos uma matriz F com esta proprieda-
de. O máximo subespaço de N que é (A+BF) invariante para 
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algum F ~ V*.!, assim, razoável modificarmoa a formulação 
do problema. 
Dados A,B. e V* C X ache condições para 
a existência de um mapeamento F: X+ U tal que com u=Fx em 
(5a) as condições abaixo se verificam para qualquer condição 
inicial X ( 0) : 
se x(O) E V* então x(t) E V* '>rj.. t,t .::_ O 
se x(O) i V* então min {jx-zl 3 z E V*}+ O 
quando t + "° 
(23a) 
(23b) 
Seja a(Ã) o polinômio mínimo de A, com 
a seguinte fatoração: 
a 0) + = a O) a O) (24) 
onde 
+ 
a (Ã) (a (Ã) ) tem todas suas raízes no semiplano di-
reito fechado (semiplano esquerdo aberto) do plano complexo. 
O subespaço dos modos instáveis de A é definido como 11 : 
kern ,j. b. 1 + a. ( A ) = { x EX a ( A ) X= O} (25) 
COROLÁRIO 3.4.1. 
"Existe F(mxn) tal,que com u=Fx em 
(5a) as condições (23a) e (23b) são satisfeitas se e somente 
se 
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x• (A) C R + V* tt (26) 
Este corolário é uma consequência d~reta 
do teorema principal de 5 e diz que podemos levar a saída a-
tê zero e lá mantê-la por meio de uma lei de controle por m~ 
lha fechada se e somente se os modos instáveis de A forem 
varridos pelo subespaço controlável e V*. 
Lembramos que um conjunto de numeras com-
plexos é chamado simétrico se contiver o complexo conjugado 
de cada elemento. 
COROLÁRIO 3.4.2. 
"Existe F tal que os autovalores de 
{A+BF) que sao observáveis através de C podem ser livremerr 
te designados, em conjuntos simétricos, por escolha de F se 
e somente se 
R +V*= X " (27) 
Este corolário e uma consequência direta 
da Proposição 2 em 5 , e fornece uma condição para que os 
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expoentes característicos que aparecem na resposta do sistema 
de malha fechada possam ser arbitrariamente escolhidos e sa -
tisfazendo, portanto. a condição (7c). 
Lembramos que, sendo C nao singular. 
então o par (C,A+BF) é observ~vel para qualquer F e o coro 
lãrio acima se reduz ao fato de controlabilidade (de estado ) 
ser equivalente a "designação de polos". 
3. S. CONTROLABILIDADE DE SAÍDA E LOCALIZAÇÃO DE POLOS 
Wonham 11 provou que controlabilidade de 
estado é equivalente à capacidade de livre designação dos auto 
valores de um sistema linear invariante no tempo por meio de 
realimentação de estado. 
Na Gltima seçao vimos que a condição (27i 
R +V*= X e equivalente à designação arbitrária dos autovalo 
res que aparecem na resposta do sistema de malha fechada. Por 
outro lado, vimos que controlabilidade de saída é equivalente 
a 
R + N = X (28) 
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Como V* C N • (27) implica (28). mas 
sao elas equivalentes? A resposta é não. como veremos pelo e 
l\'lemplo seguinte 
EXEMPLO 3.5.1. 
o o o o o -1 -1 
o -1 o Q'.\ o -1/2 o 
x = o o 1 1 o X + 1 o u 
o o o 1 o 1 2 
o o o o 1 o o 
-1 -1 o o 1 2 o 
-1/2 ·o 1/2 o 1 1 o 
R 1 o 2 2 N o o 1 = = 
1 2 1 2 o -2 o 
o o o o 1 o o 
o sistema nao é controlável. mas é saída controlável (R+N=X) 








e obviamente pertence a R : portanto (27) falha. Um simples 
cálculo mostra que o autovetor v de (A+BF) associado ao mo 
do À-= 1 nao controlável e da forma [o o (l 8 Y] com 
[e-a YJ 
, 
y </ o . Então • CV= • -8/2 + que e um vetor 
nao nulo para qualquer F mostrando assim que À= 1 permanece 
observável na saída qualquer que seja a realimentação feita. 
Entretanto, para sistemas com uma so saída 
temos o seguinte importante resultado: 
TEOREMA 3,5,1. 
"Para um sistema linear invariante no tem 
po com uma s6 saída (r=1), controlabilidade da saída é um con-
dição necessária e suficiente para a designação arbitrária (em 
conjuntos simétricos), por meio de realimentação de estados,do 
conjunto de autovalores observáveis do sistema de malha fecha-
da 11 
PROVA: 
A necessidade vem do fato de que (27) impl! 
ca (28). Para a suficiência, basta mostrar que, para a saída 
escalar y = ex, (28) implica (27). P,ara isto usaremos a ca -
racterização de V* para sistemas onde r=1 dada no corolário 
1 do teorema 1 em 12 . Neste caso: 
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j_ 
V* = . { c ' A' c ' (29) 
onde o símbolo {M} denota o subespaço gerado pela matriz M 
e d e o menor inteiro não negativo tal que 
(30) 
Note que d existe se e somente se o ter 
no (A, B, c) for saída controlável. 
tência de d. 
l. 
Então (28) garante a exis 
Se x E V* existem escalares a 1 , i=0,1, 
, .••• d, nao necessariamente únicos, tais que 
x =· a c' + ª1 A' c' + ••• o 
d 
a A' e' 
d 
Se para i=0,1,, •. 
e, por ser d o menor inteiro satisfazendo (30) temos: 
d d+1 
ªd- 1 e A B + ad c A B = O 
d d+1 d+j 
a d_ j c A B + a d_ J+
1
c A B + • • • + a d c A B = O 
• d 
a c A B + a 
o 1 
d+1 2d A B + + Nd c A B = O e • • • "" (31) 
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O conjunto de equaçoes (31) juntamente com 
(30) implicam que 
= o 
Então x=O Como a escolha de x e ar-
l. j_ 
bitrária. temos que R n V* = {O} que é equivalente a 
( 27). 
C Q D 
Lembramos que a exata delimitação da classe 
de todos os sistemas para os quais 
encontrada. 
3.6. APLICAÇ.â:O 
(27)#(28) não foi ainda 
Agora aplicaremos este Último teorema para 
o caso do servomecanismo linear descrito pelas equações (1) -
(6) considerando "y". "r" e "e" escalares. e as matrizes H. 
W. S como os vetores linha h. w e s respectivamente. 
As equaçoes (5) podem ser reescritas: 
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x(t) = A x(t) + B u(t) (32a) 
e(t) = e x(t) (32b) 
com A,B, como em (6a) e 
c = (33) 
A capacidade do setvomecanismo de seguir um 
sinal com erro de regime nulo e transitório arbitrário é equiv~ 
lente à designabilidade, através de realimentação de estado em 
(32a), de um conjunto arbitrário de expoentes característicos 
no semiplano esquerdo para a resposta no tempo de e(t). 
Pelo teorema 3.5.1. isto é equivalente a 
controlabilidade de saída de (A,B,c). Inspeção das matrizes 
i i A,B,c, mostra que cA B = hE G, i=0,1, ••• e assim, pelo teste 
matricial de controlabilidade da saída e pelo teorema de Cayley 
Hamilton, (A,B,c) é saída controlável se e somente se (E,G,h) 
é saída controlável. Acabamos de estabelecer a seguinte 
PROPOSIÇÃO 
"Um servomecanismo linear com uma saída pode ser 
projetado para seguir uma classe de sinais de comando em presen-
ça de uma classe de perturbações com erro de regime nulo e res-
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posta transitória arbitraria se e somente se a planta e saída 
controlável". 
COMENTÁRIOS 
- A proposição salienta a interessante conclu-
são que a habilid~de de seguir um sinal sem erro de regime e 
com transitório arbitrário é uma propriedade da planta e é in 
dependente da classe de sinais de comando e das perturbações. 
Se a restrição adicional de estabilidade da planta é imposta, 
este não será, geralmente, o caso, como pode ser visto pelos 
resultados de estab~lização em 13 
- Embora utilizemos realimentação de estado em 
(32a) , b sabido 13 , que do ponto de vista de existincia não 
se ganha em generalidade usando-se compensaçao dinâmica; entre 
tanto, sob condições favoráveis de observabilidade, tal com -
pensação pode sempre ser feita para eliminar a realimentação 
de quantidades não mensuráveis. 
EXEMPLO 3.6.1. 
Seja a planta perturbada dada por: 
p(t) = e J p(t) . C) u(t) • C) ~(t) 





t (t) = q ç; ( t ) 
e 
zctJ = m z(t) 
r(tl = -z(t) 
o sistema composto e: 
1 o 1 o 1 
o 1 1 ,. O o 
:i = X + u o o q o o 
o o o m o 
1 1 
1 
1 1 1 
ô -1 o o 
R = B = N = 
o o -1 o 
o o -1 
o 
Como R + N = B + JiJ = X podemos concluir que, 
sendo o sistema de uma so saída, 
1 1 1 
o -1 o 
V* -= N = o o -1 
-1 o o 
Um F genérico tal que (A+BF) V*C V* 
F = [a 


































































é dado por 
vem: . 
Vemos que o comportamento de y pode ser livre 
mente controlado pelo parâmetro a. 
Observamos também que, embora o critério de so-
lução nao dependa da classe de perturbações e sinais de coman~ 
do, devemos conhecer q em para construir F, e que o sis -
tema de malha fechada não é necessaria~ente es~~vel, pois as 
perturbações e os sinais de comando podem afetar modos nao ob-
serváveis. 
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C A P Í T U L O 4 
4.1. INTRODUÇÃO 
O conceito de controlabilidade de saída, como 
visto no Capítulo 2, i uma propriedade pontual. porque cons! 
dera a existência de uma função de entrada que conduz a saí-
da a um ponto especificado do espaço de saídas em um instan-
te de tempo especificado. 
A habilidade de controlar a saída aumentou com 
a propriedade mais forte vista no Capítulo 3, ou seja R+V*=~ 
que possibilita a designação arbitrária das raízes caracterís 
ticas que aparecem na resposta do sistema de malha fechada 
Isto significa que a saída pode ser feita igual a qualquer 
função exponencial arbitrária escolhendo-se uma lei de contra 
le por realimentação de estado adequada. 
Supondo-se, agora. que a saída desejada seja: 




t e: [o."") 
:t 
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Com uma entrada do tipo u= Fx. a saída se 
rá a solução de algum sistema homogêneo de equações diferenci-
ais lineares ordinárias. com coeficientes constantes. Como a 
saída desejada não é uma função exponencial. não temos. até o 
presente momento. meios de controlar a saída para gerar funções 
do tipo acima. 
A seçao 4.2. trata da propriedade de repr~ 
dutibilidade funcional. a qual considera a existência de uma en 
trada que produz qualquer função desejada de saída. 
De um ponto de vista mais prático. as técn! 
cas para zerar a saída apresentam inconvenientes importantes 
Se usarmos realimentação de estado para tornar não observável 
qualquer modo instável e não controlável. a energia de controle 
resultante será invariavelmente ilimitada. E além disso. o sis 
tema de malha fechada obtido é muito sensível a pequenas varia-
çoes nos ganhos da matriz de realimentação. 
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Na seçao 4.3. apresentamos alguns resulta -
dos sobre leis de controle "robustas" (baixa sensibilidade) e de 
"energia finita". 
Na seçao 4.4. mostramos várias questões im-
portantes relacionadas com problemas de controle da saída. Suas 
soluções trarão um melhor conhecimento das propriedades de en -
trada e saída dos sistemas lineares multivariáveis tornando po~ 
sível o aprimoramento de métodos de projeto. 
4.2. REPRODUTIBILIDADE FUNCIONAL 
DEFINIÇAO 4.2.1. 
» Um sistema é dito funcionalmente reproduzi -
vel se, dada uma função arbitrária f(t). t E ~. 00 ), sempre 
pode ser encontrada uma função u(t). t E 
y(t) ~ f(t) tt • 
@, 00 ) tal que 
A propriedade acima é, obviamente, funcional • 
porque considera a exist~ncia de uma entrada que ~reduz uma 
função de saída especificada. Portanto, reprodutibilidade fun 
cional pode ser encarada como »controlabilidade funcional da 
saída» e é uma propriedade mais forte do que as discutidas nos 
capítulos antecedentes. 
Para o sistema linear invariante no tempo S, 
definido pela tripla (A,B,C) como de costume, sejam L{u(t)} 
e L{y(t)} as transformadas de Laplace dos vetares de entra 
da e saída respectivamente. Seja 
G(s) = C (sI - A)- 1 B (1) 
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a matriz de transferência associada, assumindo condições ini-
ciais nulas • i e, x(O) = O 
DEFINIÇAO 4.2.2. ( Brockett e Mesaroivic 14 ) 
"S é dito funcionalmente reproduzlvel se, d~ 
do L{y(t)} arbitrário sempre pode ser encontrado L{u(t)} 
tal que 
L { y(t)}= G(s) L { u(t)} " ( 2 ) 
Sendo r em as dimensões da saída e da entra 
da, controlabilidade funcional da saída é simplesmente a con-
dição de que G(s) tenha rank r no campo das funções racio-
nais da variável s ou, em outras palavras, de que G(s) te 
nha uma inversa à direita. Assim vemos que m > r -e sempre 
uma condição necessária para reprodutibilidade funcional. 
Brockett e Mesarovic 14 apresentaram critérios 
para a propriedade baseados nas matrizes A,8,C. Sain e Mas-
sey 15 conseguiram testes mais simples usando a idéia de in-
vertibilidade, que é o conceito dual de reprodutibilidade fun 
cional. 
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TEOREMA 4.2.1. 14 
"S e funcionalmente reproduzível se e somente se 
onde 
rank· N = (n+1)r 





n-1 2n-1 CAB •••• CA 8 ••••••••••• CA B 
n-2 2n-2 CB •••• CA B ••••••••••. CA B 
O;;;:~••• O 
n-1 
C 8 ••••••••••• CA B 
Parao critirio definido em 15 , definimos 
M = .o o 
CB CAB ... -• .... CA 1- 1 B 
o CB ~- :.. ., ' ., CA 1 - 2s . . . . . . . . 
Mi = . 
o o ........ CB 





"S i funcionalmente reproduzível se e somen-
te se, para algum inteiro L, O < L < n I 
rank ML - rank ML_ 1 = r " 
( 6) 
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"Controlabilidade de saída é uma condição ne-
cessária para reprodutibilidade funcional" • 
PROVA 
çoes. 
A prova é uma consequência imediata das defini 
Podemos também notar que rank Q = r segue imediata -
mente de (3) ou de (6). 
4 • 3 • ENERGIA LIMITADA 
As técnicas para zerar a saída de um sistema li 
near foram apresentadas no Capítulo 3. Entretanto, a lei de 
controle resultante frequentemente requer uma quantidade inf! 















































Como o sistema tem uma saída devemos ter 
R + V*= X ====!> V* - N 
As matrizes F tais que (A+BF) V*C V* 




sao da forma 
( 8 ) 




o f1 o 1-f 1 
o f1 o 1-f . 1 
X -= X o o 1 o 
o o o 1 
y = 1 0 -1 J X 


















o 1 o :1-f1 
. o 1 o :1-f1 
X = X o o 1 . o . . . . . . . . . . . . . . . . . . 
o o o . f1 . . . 
[o 
• 
--1 J y = o o .. X 
(Ba) pode ser escrita como u = f
1
y + x 4 
Então, com f 
1 
< D lim y(t) = O mas como À=1, 
t+oo 







Bhattacharyya 16 resolveu o problema de zerar 
a saída com a restrição de que a energia de controle resultan 
te seja finita. A seguir apresentamos os resultados princi -
pais. 
Para o sistema linear invariante no tempo S, 
dado pela tripla (A,B,C) como de costume sob que condições 
existe F tal que, com u=Fx as condições abaixo se verifi-
cam: 
a) lim y(t) = o V X e: X t+co o (11a) 
b) J()() U l ( t) R u(t) d t ·.f· ~ R=R'>D ~ 
o 
( 11 b) 
A integral em (b) representa alguma medida de 








x+ (A) + (A) = kernell a. ( 1 3) 
+ 
a. (A) como definido por (24) no Capítulo 3. 
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TEOREMA 4.3.1. (Bhattacharyya 16) 
"Existe F tal que 
cam se e somente se 
x• CAJ e R +e*" 
(11a) e (11b) se verifi-
( 14) 
A interpnetação de (14) é que o subespaço dos 
modos instáveis é varrido pela soma dos subespaços dos modos 
controláveis e não observáveis. Esta é uma condição mais for 
te do que a condição correspondente do Capítulo 3, onde o sub 
espaço· 8* pode ser substituido por qualquer subespaço que 
pode ser feito não observável por realimentação de estado. I~ 
to. sem dúvida. é por causa da restrição de energia limitada. 
De fato. se realimentação de estado é usada para tornar nao 
observável quealquer modo instável e não controlável a energ! 
a de controle empregada será invariavelmente não limitada. 
(A+BF) 
Se quisermos, ainda, que os autovalores de 
que são observáveis a partir de C sejam livremente 
designáveis em conjuntos simétricos por escolha de F. a con-
dição necessária e suficiente torna-se 
R +e*= X ( 1 5) 
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Por definição. A 0* C 0* • e como e* C N te 
mos que 0* C V* e assim (15) e (14) são condições mais for 
+ 
tes do que R +V*= X e X (A) C R + V* respectivamente. 
EXEMPLO 4.3.2. 


























De fato. agora, 
com F = ~ f1 o fJ 
D controle sera u=f y 1 
+ 
é estável, temos que 






a O) = À (À-1) 
R + e* 
a regulação da 
com f1<0 














u 2 (t) d t < 00 
o 








4 . 4 • LEI DE CONTROLE ROBUSTA 
EXEMPLO 4.4.1. 
Para o exemplo 4.3.1., com À=1: 
A partir de (9b) obtemos 
Supondo-se uma pequena perturbação no ganho de 
realimentação da forma f = (1-f ) + e: 
2 1 
teremos 
Y = f1y + e:x4 e lim y(t) 
t+oo 
Isto mostra que a lei de controle~ »não robu~ 
ta», isto e, altamente sensível a pequenas vari~ç~~~ nos ele-
mentos de F. 
Dav~son e Wang 17 apresentaram condições ne -
cessárias e suficientes para a existência de uma lei de con -
trole robusta. 
Seu resultado e apresentado a seguir. 
Seja (A,B,C) representado na forma canônica: 
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A1 A2 A3 A4 81 
o AS o AB 82 
A = B = 
o o A7 A8 o 
o o o A o 
e = o ( 1 6) 
onde 
A1 A2 81 
e controlável 
o AS 82 • 
e 
[c1 cJ AS AB ~ observável , e o Ag 
Se u=Kx é a lei de controle, seja K+ôK uma 
perturbação de K e, por definição 
íl ( e: ) = . { & K 'I lôK .. I < e: 
1J 
se e se 
Kij = O} 
( 17) 
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onde é o elemento da i-êsima linha e j-ésima coluna 
de K. 
TEOREMA 4.4.1. 17 
"Dados (A.B,C) como em (18) • existe uma lei 
de controle u=Kx e um E>O 
para toda perturbação K+oK 
te se 
espectro A e C 
g 
tais que 
de K com 
lim y(t) = •V,.x o t-+-00 
E X 
oK E íl (El se e somen 
(18) 
onde C e o semiplano esquerdo aberto do plano convexo". 
Em 16 prova-se que (18) e equivalente a (14) e 
então a seguinte interessante proposição pode ser estabeleci-
da: 
PROPOSIÇÃO 
"Para o sistema linear invariante no tempo S, 
a regulação da saída, condição (11a). pode ser obtida por uma 
realimentação linear e robusta das variáveis de estado se e 
somente se ela pode ser alcançada por uma lei de controle sa-
tisfazendo a restrição de energia finita (11b) " 
74 
A importância desta proposição reside no rela-
cionamento estabelecido entre dois conceitos aparentemente 
distintos. 
EXEMPLO 4,4.2. 
Para o exemplo 4.3.1 .• considerando À=1 a 




e fácil verificar que y(t) ~ O 




4,5. CONCLUSÕES FINAIS 
para qualquer 
tal que 
Sob o ponto de vista teórico. a capacidade de 
controlar a saída de um sistema linear foi grandemente aumen-
tada com a introâução do conceito de reprodutibilidade funci-
onal. Sain e Massey 15 mostraram que invertibilidade é oco~ 
ceita dual de controlabilidade funcional da saída e pode ser 
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chamado de observabilidade funcional da entrada. Uma nova pr~ 
priedade definida em 15 e chamada observabilidade pontual da 
entrada, ou simplesmente observabilida~e da entrada é o con -
ceita dual de controlabilidade da saída. Pesquisa teórica a-
inda precisa ser feita para encontrar a exata significação fÍ 
sica do conceito dual de R f V*= X e suas relações com os 
outros conceitos mencionados. 
Para sistemas com uma só saída, verificamos a 
equivalência entre controlabilidade da saída e R +V*= X e 
a importante propriedade que resulta da aplicação deste fato 
ao problema do servomecanismo. 
Um problema ainda aberto é o da exata delimita 
çao da classe de sistemas lineares para os quais R +V*= X 
é equivalente a controlabilidade de saída. 
Outro problema aberto, e certamente relaciona-
do com o acima, e o de acharmos a classe de perturbações e s! 
nais de comando que uma dada planta pode "assimilar". Em pa~ 
ticular, se para a planta considerada R + V* é equivalente 
a controlabilidade de saída, sua saída poderá seguir qualquer 
sinal de comando sob qualquer tipo de perturbações. 
Se, para um sistema com uma entrada e uma saí-
da, usamos realimentação de estado para tornar algum modo não 
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não observável, haverá cancelamentos na função de transferên-
eia. Um conhecimento mais profundo de sistemas multivariáveis 
será obtido queando interpretarmos as diversas propriedades 
citadas nesta tese, por exemplo R +V*= X, R + 0* = X 
etc, em termos das matrizes de transferência. 
Embora os conceitos de "robustez" e de "limita 
çao da energia" sejam essenciais para qualquer aplicação pra-
tica, o fato de usarmos realimentação de estado deve ser enca 
rado. 
Para usarmos estimadores de estado, ou "obser-
vadores" 18 ~ 6bvio que as constantes de tempo do sistema es 
timador do estàdo devem ser muito menores que as do sistema o 
riginal. 
Para a utilização de compensaçao dinâmica 19 
há ainda alguns problemas a serem resolvidos. Sob que condi-
ç5es tal compensação pode ser utilizada para eliminar reali -
mentação de quantidades não mensuráveis,qual a menor dimensão 
possível do compensador e outros. 
Outra investigação a ser feita refere-se ao re 
lacionamento entre o número de entradas e de saídas. Por e -
xemplo, dado o par (A,C) 
(rank B) tal que (A,B,C) 
qual i o~menor número de entradas 
seja saída controlável. 
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