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Abstract. Signals with multiple oscillatory components may exhibit cross frequency coupling
(CFC): a slow component modulating the amplitude and/or frequency of a fast one. CFC is
ubiquitous in oscillatory brain signals but how it arises has remained unclear. We recently pro-
posed a systematic approach to simulate CFC, in which all common modulations are generated
by a Neural Mass Model [7]. A key mechanism in this approach is the dynamic self-feedback
circuit of the fast inhibitory interneuron population that generates Gamma band oscillatory
activity. Depending on noise-input level, the circuit switches between a limit cycle regime en-
abling amplitude modulation and a resonance regime enabling frequency modulation. In this
study, we analyze the behavior of this circuit, using the describing function method for the limit
cycle regime and root locus analysis for the resonance regime. The relationship between circuit
parameters and behavior is investigated by bifurcation analysis.
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1. Introduction
Between dierent frequency components of oscillatory brain activity, cross-frequency coupling (CFC)
is observed [6][14][20][23][24][27]. The coupling may occur between instantaneous phase, instantaneous
amplitude and instantaneous frequency of two or more distinct oscillatory components of the same signal,
or of two or more dierent signals. Several of these couplings are relevant to understand the relationship
between brain activity and behavior [6][20][27]; Jensen and Colgin [23] highlight the following types of
CFC as of interest: phase-phase, phase-frequency, phase-amplitude, amplitude-amplitude, frequency-
frequency, and amplitude-frequency couplings (PPC, PFC, PAC, AAC, FFC and AFC, respectively).
However, their underlying mechanisms are still not fully understood. An approach which has been
successful in modeling various oscillatory phenomena involves Neural Mass Models [11][12][22]. Neural
Mass Models (NMMs) simulate key properties of electrical activity from mesoscopic neuronal populations,
ranging from several hundreds to tens of millions of neurons, as recorded in electroencephalography
(EEG) [22][28], Magnetoencephalography (MEG) [1][18] or local eld potentials (LFP) [3][21][30]. In
these models, population activity is represented by a small number of non-linear dierential equations;
oscillations result from interactions between several distinct types of neural populations, such as pyramidal
neurons and inhibitory interneurons. NMMs have initially been used to simulate slow (Alpha and Theta
frequency band) activity [22][28] and have subsequently been extended to higher frequency bands, such as
Beta and Gamma [8][11][33][36][38]. As a prerequisite to CFC, an NMM should be able to generate at least
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two frequency components simultaneously: a slow and a fast one. Slow band activity is a basic property
of these models that has been extensively discussed elsewhere [15][29][31]. However, the extension of these
models to co-occurring fast activity is still not broadly established. We will discuss our proposal for how
to include the fast component. Generally speaking, two mechanisms could be distinguished for generating
these fast oscillations [5]: rst, interaction of excitatory and inhibitory activity; the resulting activity is
called pyramidal-interneuron Gamma (PING; [4][10][17][25]); second, self-inhibition within a population
of inhibitory neurons. This results in, what is known as interneuron Gamma (ING; [4][35][37]). Recently,
we proposed a NMM which implements the ING mechanism in a fast inhibitory interneuron population
with dynamic self-feedback [8]. The proposed ING circuit has a key role in modeling ve out of six forms
of CFC [7] considered of interest [23]. Whether frequency or amplitude modulation occurs depends on
the type of oscillation of the ING circuit. Depending on input level, the circuit was either inactive or
showed forced or limit cycle oscillations. The forced oscillations provided a resonance regime, allowing
the model to exhibit frequency modulation; the limit cycle oscillations allowed amplitude modulation.
Our current aim is to analyze the behavior of the circuit; in particular its ability to bifurcate between
forced and limit cycle oscillations. The results of the analysis certify our choice of parameter values in
the proposed model [7] for obtaining frequency and amplitude modulation.
1.1. Classication of Cross Frequency Coupling Forms
The way in which the fast oscillation circuit leads to PFC, PAC, AAC, FFC and AFC depends on the
conguration of the model in Chehelcheraghi et al [7]. The complexity of the NMM model needed for
simulation of each of these types leads to the following classication. (I) The Zero Modulation Class
consists of Phase-Phase coupling. In this class no modulation, neither in frequency nor amplitude, takes
place. Two signals are phase-phase coupled if they are m:n synchronized (illustrated by the relation
between M1 and M2 in Figure 1). PPC is only meaningful, when it occurs between simple mono-
frequency (narrow band) signals. (II) The One Modulation Class consists of Phase-Amplitude and Phase
Frequency Coupling. In this class, the rst of two signals is the fast signal. It is modulated in its
frequency or amplitude by a slow signal. In Figure 1, Phase-Amplitude Coupling is illustrated by the
relations in M1  X1 and M1  X2 and Phase-Frequency Coupling is shown by the relations in M1   Y1
and M1   Y2. (III) The Two Modulations Class consists of Amplitude-Amplitude, Frequency-Frequency
and Amplitude-Frequency Couplings. In this class, two fast signals are modulated in their frequency or
amplitude. The modulation (slow signal) on the frequency or amplitude of the rst signal (fast signal)
is synchronized with the modulations (slow signal) on the frequency or amplitude of the second signal
(fast signal). While three signals (two fast and one slow) are involved in this class, the CFC is reported
conventionally as a property of the two fast signals. In Figure 1, the Amplitude-Amplitude Coupling is
illustrated in the relation X1 X2, Frequency-Frequency Coupling in the relation Y1 Y2 and Amplitude-
Frequency Coupling in the relations X1   Y1, X1   Y2, X2   Y1 and X2   Y2).
1.2. A Framework for Simulating Cross Frequency Coupling
In the model of Chehelcheraghi et al [7], which is conceptualized in Figure 2, the mechanism for CFC
generation consists of three component functions: Generation of Oscillations, Synchronization, and Mod-
ulation (on amplitude andnor frequency). Whether Synchronization and Modulation need to be invoked,
however, depends on the type of CFC. E.g. the rst class of CFC only incorporates Generation and
Synchronization, and does not involve Modulation (Figure 2a). For simulating the second class of CFC,
two oscillatory signal components are generated, of which the slower one modulates the amplitude or
frequency of the faster one. These modulations can both be generated within a single region. When
it comes to cross regional modulation, i.e. the sources of slow and fast oscillations are spatially far,
Synchronization is needed as well (Figure 2b). The third class of CFC is necessarily a cross regional
phenomenon (Figure 2c). Thus, it requires all the three component mechanisms.
The rst class leads in the model to PPC between the slow signals. Since it lacks any fast oscillations
and correspondingly no modulation, this class will not further be considered here. The second and third
class are realized in the model by switching between dierent modes of the ING circuit. Since the fast
oscillations in CFC are either turned-o or are modulated in their frequency or amplitude, the ING
circuit should be able to operate in three modes: 1. Inactive 2. frequency modulation, and 3. amplitude
modulation. The frequency and amplitude modulation modes are obtained with, respectively, forced
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Figure 1. Dierent forms of cross-frequency coupling. M1 and M2 are non-modulated
signals which are 1:3 synchronized, meaning that in each cycle of M1 three cycles of
M2 occur. X1 and X2 are representing two amplitude modulated signals in which the
amplitude modulations are coordinated in time withM1. Y1 and Y2 are signals frequency
modulated by M1.
Figure 2. Conceptualization of Dierent Classes of Cross-Frequency Coupling (CFC)
in mesoscopic brain recordings (e.g., EEG, MEG or LFP). CFC between two spatially
distinct recorded signals, i.e. region A and Region B, can be categorized into three classes:
(a) Zero modulation class: the sources of fast oscillations are inactive in both regions
and the slower oscillations of the regions are m:n synchronized (b) One modulation class:
The source of fast oscillation is active in only one region, i.e. region A. In local CFC
the slower oscillation modulates the amplitude and/or frequency of the faster oscillation
of the same region. Cross regional CFC happens when the slower oscillations of both
regions get synchronized. (c) Two modulation class: The sources of fast oscillations are
active in both regions. The slower oscillation in each region modulates the amplitude
and/or frequency of the same region. The CFC occurs between the fast oscillations,
when the slower modulatory oscillations synchronize across the regions.
and limit cycle oscillations. The rst occurs when all the state variables of the non-linear system are
exponentially converging. Consequently, the state variables of the system will dwell around their xed
points. Therefore the transfer function of the nonlinear system can be calculated around these xed
points using linearization. When excited, the system will respond in its resonance frequency. We will
analyze this behavior using the root locus analysis method and show that this behavior is suitable for
frequency modulation. The second type of oscillation occurs if there is a closed orbit in the phase space
of the system state variables. In this case some state variables of the system are not converging to a xed
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value, but their values change periodically and form a stable oscillation. The limit-cycle oscillation can
be analyzed by using the method of describing functions. We will show that this behavior is suitable for
simulating amplitude modulation. The switch between the two modes will be studied using bifurcation
analysis methods.
2. Materials and Methods
2.1. ING Circuit
The ING circuit is composed of three basic blocks: sigmoid function, dendritic transfer function and
dynamic self-feedback. The block diagram of the ING circuit is given in Figure 3a. The sigmoid function
converts the inhibitory interneuron mean membrane potential, vm(t), to expected ring rate. The sigmoid
function is described by:
Sig(vm(t)) =
max
1 + e r(vm(t) vth)
(2.1)
In which the parameter max is the maximum ring rate of the population of neurons, vth is the value
of the potential for which a 50 percent mean ring rate is achieved, and r is the slope of the sigmoid at
v = vth; vth represents the mean ring threshold. An external input, P

m(t), modulates the mean ring
rate of the inhibitory interneuron. P m(t) models the modulations on the ring rate which are voltage-
independent, e.g. ligand-gating [19][26] and/or temperature-gating [13][34]. The parameter P m(t) takes
a negative sign as it represents the excitatory inuence on the inhibitory population; Therefore, the net
mean ring rate of the population is obtained according to following equation:
fr(t) = Sig(vm(t))  P m(t) (2.2)
The net mean ring rate is converted to the mean post synaptic potential (v1) through the dendritic
transfer function. The dierential equation for the dendritic transfer function is:
d2v1
dt2
= Gu!ufr(t)  2!u dv1
dt
  !2uv1 (2.3)
in which Gu and !u characterize the mean strength and speed, respectively, of the synaptic transfer
function. This second-order dierential equation can be rewritten as a system of two rst-order equations:
di
dt
= Gu!ufr(t)  2!ui  !2uv1 (2.4)
dv1
dt
= i (2.5)
A self-feedback dynamic mechanism with plasticity time constant u, acts on the fast inhibitory pop-
ulation. The self-feedback block converts the mean post-synaptic potential (v1) to the unweighted self-
inhibition potential (v2). The feedback uses a rst order dynamic and it is described by:
dv2
dt
=
 1
u
v2 +
1
u
v1 (2.6)
The dynamics in the feedback accounts for the plasticity of the self-synaptic gain. v2 is weighted
by Cfb, the strength of the self-feedback, and gives the self-inhibition potential, i.e. Cfbv2. A second
external input, Iu(t), which presents the external pre-synaptic potentials excites the system as well; Iu(t)
together with the self-inhibition potential forms the mean membrane potential of the ING circuit, i.e.
vm(t) = Cfbv2 + Iu(t). Note that for Cfb = 0 or u ! 1 the population has no feedback and the
structure is reduced to the classical neural population model [11][22][28][36]. For u = 0 the feedback
is constant and the synaptic plasticity is ignored. For further analysis, it is convenient to merge the
two external variable inputs (P m(t) and Iu(t)) into a single variable, which represents the net external
inuence on the ring rate. The new variable involves the non-voltage gating part, P m(t), and voltage-
dependent gating mechanism, i.e. the inuence of Iu(t) on the ring rate. We denote the corresponding
inuence of Iu(t) on the ring rate with the variable P

m (t). Once the behavior of the circuit is calculated
for any given inputs Iu(t) and P

m(t), the variable P

m (t), can be calculated according to P

m (t) =
4
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Sig(Cfbv2(t))   Sig(Cfbv2(t) + Iu(t)). Therefore, without loss of generality, for the purpose of analysis
we can re-write the equations of the ING circuit with a single input, Pm(t), as follows:
di
dt
= Gu!uSig(Cfbv2) Gu!uPm(t)  2!ui  !2uv1 (2.7)
dv1
dt
= i (2.8)
dv2
dt
=
 1
u
v2 +
1
u
v1 (2.9)
in which Pm(t) = P

m(t) +P

m (t). We consider Pm(t) as the main input of the ING circuit. Pm(t) can
be decomposed into a constant (Pu) and a time-variant (pu(t)) part: Pm(t) = Pu+ pu(t). The schematic
representation of the Equations (2.7-2.9) is shown in Figure 3b.
Figure 3. Schematic of the ING circuit. (a) block diagram representation of Equations
4-6 (b) block diagram representation of Equations 7-9.
2.2. Dimension Reduction
Without loss of generality, we change the variables as follows:
t
0
= !ut (2.10)
v
0
2 = rCfbv2 (2.11)
i
0
=
1
Gu!u
i (2.12)
v
0
1 =
1
Gu
v1 (2.13)
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Therefore, we obtain the dimensionless equations:
di
0
dt0
=
max=!u
1 + ervthe v
0
2
  Pm(t
0
)
!u
  2i0   v01 (2.14)
dv
0
1
dt0
= i
0
(2.15)
dv
0
2
dt0
=
 1
u!u
v
0
2 +
rCfbGu
u!u
v
0
1 (2.16)
We reparametrize the equations as follows:
di
0
dt0
=
 
1 +K0e v
0
2
  P (t0)  2i0   v01 (2.17)
dv
0
1
dt
= i
0
(2.18)
dv
0
2
dt
=   v02 +  Cv
0
1 (2.19)
In which:
  = max=!u = 2e0=!u (2.20)
 =
1
u!u
(2.21)
C = rCfbGu (2.22)
P (t
0
) =
Pm(t
0
)
!u
(2.23)
K0 = e
rvth (2.24)
2.3. Fixed Points
The xed points can be obtained with the assumption that the time-variant part of Pm(t) is zero.
Therefore P = Pu!u and we have:
i = 0 (2.25)
 6= 0; v02 = Cv
0
1 (2.26)
v
0
1 =
 
1 +K0e v
0
2
  P (2.27)
Therefore, any singular point S can be written as a function of v
0
2:
S(v
0
2) = (0;
v
0
2( ;K0; C; P )
C
; v
0
2( ;K0; C; P )) (2.28)
where v
0
2 is a function of  ;K0; C and P . Although singular points cannot be written explicitly as
function of all model parameters, the model parameters and v
0
2 are related according to:
P =
 
1 +K0e v
0
2
  v
0
2
C
(2.29)
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Note that the singular points are independent of the value of  . The Jacobian matrix of the linearized
system near its xed points is:
J =
24 2  1 1 0 0
0  C   
35 (2.30)
for which:
(v
0
2) = ( ;K0; C; P ) =
K0 e
 v02
(1 +K0e v
0
2)2
(2.31)
2.4. Parameter Range, Stability and Bifurcation Analysis
The eigenvalues of the matrix in (2.30) are obtained by solving the characteristic equation:
3 + (2 +  )2 + (2 + 1)+  = 3 + a2 + b+ c = 0 (2.32)
where  = (1   C) is always positive and we have max =  4 according to Equation (2.31). The
upper limit for the values of the parameter jCj =
 rmaxGCf4!  is restricted to keep the model parameters
within the ratios proposed in previous studies [9][18]. Accordingly, we assumed an upper limit of  = 20.
While the parameters r, G, !u and max are positive, the parameter Cfb may, in principle, take negative
or positive signs, for representing self-inhibition or self-excitation respectively. Whereas self-inhibition
would preserve the intended interpretation of the circuit as inhibitory, self-excitation would render the
circuit excitatory. We will show that the latter does not provide oscillations, and hence no model solutions
are available if the circuit is excitatory. The parameter-range of 	 > 1 is not of interest; for this range
the cut-o frequency of the frequency dependent synaptic depression is higher than that of the membrane
potential. Therefore, modeling of synaptic depression (rst-order dynamic in the feedback) will not be
feasible. Thus, the solutions for the characteristic equation (Equation 2.32) are studied within biologically
meaningful ranges of coecient parameters, i.e.,  +1 <  < +1 and 0 <  < 1. For  +1 <  < 1
the self-feedback is excitatory (Cfb > 0), for 1 <  < + 1 the self-feedback is inhibitory (Cfb < 0), and
for  = 1 there is no self-feedback (Cfb = 0).
Applying the Routh-Horvitz criteria, for the condition in which 0 <  < (2+ )(2 +1) the system is
exponentially convergent. The characteristic equation of the Jacobian matrix can be re-written as follows:
(+ 1)2(+  ) =  (1  ) (2.33)
A graphical representation of the equation is shown in Figure 4, where the curve equals y1 = ( +
1)2(+  ) and y2 =  (1  ) is a horizontal line. We consider the following cases for the eigenvalues.
2.4.1. Excitatory Self-Feedback ( + 1   < 1, C > 0)
(I)  + 1   < 0
This corresponds to the intersection of curve y1 with any value for y2 located above the blue
horizontal line in Figure 4. Therefore, there are one real positive and two complex eigenvalues.
The system is always unstable (no stable equilibrium point) in this region and hence the system
is not exponentially convergent. In this parameter range, the state variable v
0
2 increases and
subsequently  decreases exponentially as a function of v
0
2, such that  = 1   C reaches zero.
The upper limit of the variable v
0
2 is determined by solving the equation  =
K0 e
 v02
(1+K0e v2 )2
= 1C .
(II) 0 <  < 1
This corresponds to the intersection of curve y1 with horizontal line y2 located between the red
and blue lines in Figure 4. There are one real negative and two complex eigenvalues. The real
part of the complex eigenvalues is always negative in this region (Routh-Hurwitz theorem) and the
sign does not change in the neighborhood of  = 0 (see Figure 5), therefore no Hopf-bifurcation is
obtained in this case. Note that the condition 0 < rCfbG < 1 must be met. Since the plausible
values for Cfb and Gu are much larger than one, the parameter  should take very small values;
In other words the sigmoid is saturated. Thus, using self-excitatory feedback leads to saturation
7
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Figure 4. Graphical solution of the characteristic equation of the linearized ING circuit
near its xed points. The intersection point of the curve y1 and line y2 gives the solution.
Note that curve y1 is always tangent to the x-axis at point  =  1. Moreover, y1
intersect the x-axis at point  =  	 . The general shape of curve y1 is independent of 
and within the range of 0 < 	 < 1 this shape is preserved. The red line determines the
border between self-excitation (when  < 1 and y1 intersects with y2 above the line) and
self-inhibition (when  > 1 and intersection of y1 and y2 occurs below the red line). The
brown, green and blue borders dene the value of  at which the type of the eigenvalue
of the linearized system changes (see text).
of the population, which is not desired. In conclusion, no oscillatory activity can be obtained in
an excitatory neural population with self-excitation.
2.4.2. Inhibitory Self-Feedback 1 <   + 1, C < 0
(I
0
) 1 <  < 1 + 4(1  )
3
27 
This corresponds to the intersection of curve y1 with horizontal line y2 located between red and
green lines in Figure 4. Therefore there are three real negative eigenvalues. The linearized system
in this case shows overdamped behavior.
(II
0
) 1 + 4(1  )
3
27 <    = (2+ )(1+2 ) 
This corresponds to the intersection of curve y1 with horizontal line y2 located between green and
brown lines in Figure 4. In this case there are one real negative and two complex eigenvalues.
According to the Routh-Hurwitz theorem, the real part of the eigenvalues is negative in this
region.
(III
0
)  = (2+ )(1+2 ) <   + 1
This corresponds to the intersection of curve y1 with the horizontal line y2 located below the
brown line in Figure 4. In this case there are one real negative and two complex eigenvalues
with positive real parts. The system is not exponentially convergent. According to the Hopf-
bifurcation theorem,  =  is the point at which limit cycles emerge, in which the sign of the
real eigenvalue remains negative and the signs of the real parts of the complex eigenvalues change
from negative to positive.
In Figure 5, the red line demarcates the border between self-excitation (below the line) and self-
inhibition (above the line). The border between the green and light blue regions is dened by the line
 = 1  4(  1)327 and the border between the dark blue and brown regions is dened by  =  = (2+ )(1+2 ) .
In the green region, all the eigenvalues are real and negative. In the light blue and dark blue regions
8
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Figure 5. Eigenvalues of the linearized dimensionless ING circuit dened in equations
16-18. The solutions of the characteristic equation (Eq. 31) are categorized based on the
coecient parameters  and 	 . The red line denes the border between self-inhibition
(above the line) and self-excitation (below the line).
a real negative eigenvalue coexists with a complex pair. The real part of the complex eigenvalues is
negative in these regions. In the dark blue region, the absolute value of the imaginary part is larger
than that of the real part. Therefore, although all the states are stable, the resonance behavior of the
system is dominant. Within the dark blue region, forced oscillations can be obtained using a noise source.
Periodic uctuations in noise level induce uctuations of the same frequency on the resonance frequency
of the circuit. In the brown region, the real part of the eigenvalues switches to positive values and a
supercritical Hopf-bifurcation occurs. In Ursino, et al. [20], fast activity is generated in a unit with
constant self-feedback. Constant self-feedback is equivalent to  ! 0 (i.e.  ! 1). In this case the
sign of the discriminant of the eigenvalues cubic equation when estimated by the sign of C is always
negative. This means that a solution with a real eigenvalue and a complex pair of eigenvalues always
exists. The real part of the complex solution when  ! 0 (i.e.  ! 1) is estimated by   3 , which is
negative and tends to innity. Therefore, there is no possibility of a Hopf-bifurcation, since the sign of
the real part cannot change by varying any of the system parameters.
2.5. Selecting the Control Parameters
Given an inhibitory population with the determined characteristics, a pair of parameters (; 	) can
be selected and the operating region can be decided. The rst parameter  = 1u!u and  =
(1   rCfbGu(max! ; ervth ; rCfbGu; Pu!u )) encompasses several of the properties of the inhibitory neu-
ral population. We control  through the parameter Pu., i.e. the input level of the inhibitory population.
The other parameters (i.e. r, max, Cfb, Gu and !u) are specic to the inhibitory neuron population,
and therefore are constant or at most vary very slowly in comparison with Pu. The second parameter,
	 = 1u!u represents the ratio of the synaptic time constant to the self-feedback plasticity time constant.
If needed, 	 can be tuned while leaving  unchanged through parameter u, as both are independent.
The parameter u, which represents the plasticity of the self-feedback, is more likely than the ones specic
to the neurons to be varying in time. As an example, the relation between Pu and  is given in Figure
9
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6 for two values of u = 0:04 and u = 0:01, when the remaining parameters are xed according to
Table 1. In Figure 6a, u is set to 0.04 (i.e. 	 = 0:125). Therefore the (; 	) pair always locates in the
resonance (dark blue) region of Figure 6 given any value of the parameter Pu. However, for u = 0:01 (i.e.
	 = 0:5), with increment of parameter Pu the (; 	) pair enters and then exits the limit-cycle (brown
region) (Figure 7); Therefore, two Hopf-Bifurcation are expected.
Figure 6. Qualitative Relation between Bifurcation Parameter  and Pu. The remaining
parameters of the model are set according to Table 1. (a) For u = 0:04 (	 = 0:125)
the (; 	) pair always locate in the resonance (dark blue) region of Figure 5. (b) For
u = 0:01 (	 = 0:5) the (; 	) pair is in resonance (dark blue) region for  < 9:95 and in
limit-cycle (brown) region for  > 9:95. The corresponding ranges for parameter Pu and
 is color coded with blue and brown respectively.
2.6. Oscillatory Regions
According to the previous section, the ING circuit can serve as an oscillator in two ways: forced oscillations
(dark blue region in Figure 5) or limit cycles (brown region in Figure 5). We will consider in the following
sections the methods used in each case to investigate the frequency of oscillations, and the sensitivity of
frequency and amplitude to the input Pu.
2.6.1. Forced Oscillations
Forced oscillations can be obtained when the (; 	) pair locates in the dark blue region of the parameter
space. Since all the state variables of the system are stable, linearization tools can be used to consider the
frequency and amplitude of the oscillations. We assume that the input of the sigmoid is x(t) = n+ s(t)
in which n is constant and s(t) is a small amplitude (low power) Gaussian white noise. Therefore, the
ING circuit can be linearized by replacing the sigmoid block with a variable gain, i.e. the rst derivative
of the sigmoid function at u = n.
 =
dSig(u)
du

u=n
(2.34)
(Sig(n)  Pu) GuCfb
!u
=  n (2.35)
The linearized ING circuit is presented as a block diagram in Figure 7. The transfer function of the
linearized ING circuit can be studied using the root locus analysis with the rst derivative  of the
sigmoid function as the gain loop parameter (Figure 8). Note that according to Equation (31), in the
linearized system  is linearly proportional to . Therefore the gain  (alike ) can be tuned through
parameter Pu (Figure 9). Once the parameter Pu is chosen to be small enough, we have n < vth (See
Eq. 35) and ddPu > 0). As a result, changes in parameter Pu are proportional to parameter  and cause
in-phase changes in the resonance frequency (see Figure 8). When Pu is large enough, i.e. n > vth and
d
dPu
< 0, Pu changes inversely proportionally to  and causes an anti-phase change to the resonance
frequency. In Figure 9, the in-phase and anti-phase regions of the ING linearized circuit are presented as
a function of parameter Pu, when the remaining parameters of the model are set according to Table 1.
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Figure 7. Block diagram representation of the linearized ING circuit. When all the
state variables of the non-linear system are stable, the nonlinear block can be linearized.
In the diagram, the sigmoid function of ING circuit is replaced with its rst derivative
.
Figure 8. Analysis of frequency modulation using root locus analysis. The resonance
frequency (y-axis) increases as the parameter  increases. The blue signal indicates
changes of parameter  in time. The green signal shows the corresponding changes in
the location of the resonance frequency.
2.6.2. Limit Cycles
In order to investigate the limit cycles, we developed an extended version of the describing function (DF)
method. DF is an approximate procedure for analyzing nonlinear systems in which the nonlinear block is
estimated with an ideal transfer function with constant phase and amplitude response for all frequencies.
This estimation can facilitate the extension of linear techniques in control system theory to nonlinear
systems. The phase and amplitude response of the ideal transfer function is calculated at the limit cycle
oscillation frequency. The constant phase and amplitude response assumption is not problematic since
no other frequency component except the oscillation frequency is expected. The gain for zero frequency
is hypothesized to be zero in these approximations when the nonlinear block is odd. Since the sigmoid
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Figure 9. The relation between parameters Pu,  and the resonance frequency. In the
region where  is increasing with Pu, there is an In-Phase change of resonance frequency
with parameter Pu (red region). When  is decreasing with Pu the changes in resonance
frequency with Pu are anti-phase (blue region). In the green region, the change in  is
small relative to changes in Pu and therefore the frequency modulation is weak.
block in the current model is not an odd nonlinear block, an extended version of DF method is needed.
In this case the ING circuit is equivalent to the block diagram representation in Figure 10.
Figure 10. Block Diagram Representation of the ING circuit in Limit-Cycle mode.
The sigmoid block is replaced with an ideal transfer function (Describing function) with
constant phase and amplitude response for all frequencies.
To start with, we assume that an oscillatory activity with constant amplitude m and time-invariant
part n exists right before the sigmoid block. This signal can be described as follows:
x(t) = n+m cos(!LCt) (2.36)
Therefore the output of the sigmoid block can be obtained using the Fourier series:
y(t) = Sig(x(t)) = a0 +
1X
k=1
akcos(k!LCt) +
1X
l=1
blsin(l!LCt) (2.37)
One necessary condition for steady oscillation is that the constant value at the output of DF, a0,
returns back to its initial value while propagating through the loop. This means the following equation
must be satised:
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a0(m;n) =
n!u
GuCfb
  Pu (2.38)
and a0(m;n) is the constant value calculated using the following equation:
a0(m;n) =
!LC
2
2
!LCZ
0
Sig(n+m cos(t))dt (2.39)
Equation (2.38) has no solution for Pu < 0; for Pu > 0 the solution is a line in the m  n plane. The
amplitude of the second and higher order harmonics (Equation 2.37) are all negligible and are ltered out
by the dendritic transfer function, which is essentially a low-pass lter. Therefore only the coecients of
the rst harmonic are important and can be obtained using:
a1(m;n) =
!LC

2
!LCZ
0
Sig(n+m cos(t))cos(t)dt (2.40)
b1(m;n) =
!LC

2
!LCZ
0
Sig(n+m cos(t))sin(t)dt (2.41)
If the necessary condition (Equation 2.38) is met, a sucient condition for emergence of limit cycles
is that the describing function intersects with the loop transfer function. This condition is known as the
describing function equation, as follows:
1 +N(n;m)T (j!) = 0 (2.42)
Where T (j!) is the transfer function of the linear part of the closed loop:
T (j!) = F (j!)H(j!) = Gu!u !2 + 2!u!j + !2u
 Cfb
1 + u!j
(2.43)
and N(n;m) is the describing function of the nonlinear block as a function of time-invariant part (n)
and amplitude (m) of the input oscillation. It can be described using:
N(n;m) =
a1   jb1
m
(2.44)
b1 = 0 due to the symmetry of the sigmoid. Therefore, N(n;m) is always real. Hence, the describing
function equation (Eq. 44) yields the following two equations:
\T (j!LC) = tan 1(
!LC(2!u + u(!
2
u   !2LC))
!2LC(1 + 2u!u)  !2u
) = 0 (2.45)
ja1j = mjT (j!LC)j (2.46)
From Equation (2.45) we get:
fLC =
!LC
2
=
1
2
r
2!u
u
+ !2u (2.47)
and Equation (2.46) can be rewritten as:
m =
ja1j uGuCfb
2(u!u + 1)2
(2.48)
Equations 2.38 and 2.48 always have a solution in the brown region of Figure 5 that yields a constant
value and amplitude of the limit cycle oscillations. A graphical solution for the describing function
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equation is presented in Figure 11. In this gure the model parameters are set according to Table 1 and
the parameter Pu = 1. The frequency of the oscillations can be re-written as a function of 	 =
1
!uu
):
fLC =
!u
2
p
2 + 1 (2.49)
Since 0 < 	 < 1, the frequency of the limit cycle can be chosen between !u2 and
p
3!u
2 . Moreover, we
have @fLC@Pu = 0, which means that the frequency is not a function of input Pu.
Figure 11. Graphical solution of the describing function equation. The intersection of
the describing function (red line) with the loop transfer function (blue line) gives the
frequency and amplitude of the oscillations.
We performed a bifurcation analysis using the AUTO software [36], for the ING circuit described in
Equations (2.7-2.9), with Pu as the bifurcation parameter. The bifurcation diagram is presented in Figure
12. A Hopf bifurcation occurs two times with increasing parameter Pu; the rst causes the emergence of
the limit cycle and after the second bifurcation the limit cycle dies out. Right after the rst bifurcation,
with larger values of Pu, the amplitude of the limit cycles increases (observe m1 and m2 in Figure 12).
Correspondingly, the amplitude of the oscillation is in-phase with uctuations in Pu. Before the second
bifurcation the amplitude of the oscillations gets smaller, the larger the value of Pu. Correspondingly,
the amplitude of limit cycle changes in anti-phase with uctuations in Pu. The in-phase and anti-phase
amplitude modulation regions of the ING circuit as a function of parameter Pu are graphically represented
in Figure 13.
2.7. Simulation of Frequency and Amplitude Modulations in the ING circuit
Here, in the main input of the ING circuit Pm(t) = Pu + pu(t), we dene pu(t) = mSin(2fmt) which
is an ideal deterministic sine wave (fm=4Hz) which represents Delta-Theta oscillation in brain signals.
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Figure 12. Bifurcation diagram of the ING circuit (Eq 7-9) with Pu as the bifurca-
tion parameter. The blue signal indicates oscillations of pu(t) in time t. The green
signal shows the corresponding changes in the amplitude of the oscillations. m1 and
m2 are peak-to-peak amplitude of the limit-cycle oscillations and HB stands for Hopf-
Bifurcation.
Moreover, Pu is replaced with N(Pu; 
2), which is a stochastic term (Gaussian white noise) and represents
un-modeled activity aecting the ING circuit. Pu determines the mean excitation level and  indicates
the uncertainty around this value. Frequency and amplitude modulations are simulated for both in-phase
and anti-Phase using the ING circuit presented in Figure 3b (Equations 2.7-2.9). This results in four
simulations. Table 1 gives the xed parameter values for all simulation runs. For frequency modulation
we chose 	 = 0:125 (i.e. u = 0:04) which assures the pair (	; ) locates in resonance (dark blue) region
of Figure 5, given any plausible value of . For  = 0:4, which is about half of its maximum value and
corresponds to  = 10:7, we get Pu values for in-phase and anti-phase regions 1 and 4.5 respectively
(Figure 9). For amplitude modulation we set 	 = 0:5 (i.e. u = 0:01) and  = 11 which locates the (	; )
pair in the limit-cycle (brown) region of Figure 5. The corresponding in-phase and anti-phase values for
Pu are calculated as 1 and 4.5 respectively. In Table 2, the parameters that vary between simulations
are summarized. Note that to switch between in-phase and anti-phase modes, only the parameter Pu is
changed.
Table 1. The parameters of the ING circuit common in all the simulations
Cfb !
 1
u Gu vth max r 
97 200 1 50 6 5 0:56 0:07
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Figure 13. The relation between parameters Pu and the amplitude modulations. In
the region where Pu is close to the rst Hopf-Bifurcation, In-Phase amplitude of the
limit-cycle varies with parameter Pu (red region). When Pu is close to the second Hop-
Bifurcation, anti-phase amplitude of the limit-cycle oscillations varies with parameter Pu
(blue region). In the green region, amplitude of the limit cycle is relatively insensitive
to changes in pu(t) and therefore the amplitude modulation is weak. The bifurcation
diagram is obtained using the values in Table 1 and for u = 0:01s.
Table 2. Parameter values for simulating dierent types of modulations
Type of Modulation P M Pu 	 =
1
!uu
u m
Frequency Modulation (In-Phase) 10.7 0.4 1 0.125 0.04 1.5
Frequency Modulation (Antn-Phase) 10.7 0.4 4.5 0.125 0.04 1.5
Amplitude Modulation (In-Phase) 11 - 1 0.5 0.01 0.5
Amplitude Modulation (Anti-Phase) 11 - 4.5 0.5 0.01 0.5
2.8. Simulation Specications
The model was implemented and ran in Matlab/Simulink 8.0 (R2012b), using a 4th order Runge-Kutta
method with xed time step of 0.001 seconds. The number of iterations was chosen suciently large to
assure stationarity of the dynamics. Transient dynamics were omitted from data analyses and graphical
presentations of the results. For visualization the ideal sinewave is omitted from the output of the model
using a notch lter centered at 4Hz.
3. Results
3.1. ING Circuit in Frequency Modulation Mode
Figure 14 shows the output of the ING circuit in frequency modulation mode according to the parameter
values in Table 1 and Table 2 (rst and second rows). For Pu = 1 (Figure 14a) an in-phase frequency
modulation is obtained. For every positive phase of the Theta band input signal (Figure 14c), the
frequency of fast oscillations was increased and for every negative phase it was decreased. Anti-phase
frequency modulation is observed for Pu = 4:2 (Figure 14b). The fast oscillation was decreased and
increased in frequency within, respectively, the positive and negative phases of the Theta input signal.
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Figure 14. Simulation of frequency modulation in the ING circuit. (a) In-phase fre-
quency modulation (b) Anti-phase frequency modulation (c) Theta band (4Hz) input
signal.
3.2. ING Circuit in Amplitude Modulation Mode
Figure 15 demonstrates the performance of the ING circuit in amplitude modulation mode, using the
values of Table 1 and Table 2 (third and fourth rows). For Pu = 1 an in-phase amplitude modulation
occurred (Figure 15a). The instantaneous amplitude of the fast oscillation is increased and decreased
for every positive and negative phases of Theta band input signal (Figure 15c) respectively. Figure 15b
demonstrates anti-phase amplitude modulation for Pu = 4:4 in which the instantaneous amplitude of the
fast oscillation is negatively correlated with Theta band input signal.
Figure 15. Simulation of amplitude modulation in the ING circuit. (a) In-phase am-
plitude modulation (b) Anti-phase amplitude modulation (c) Theta band (4Hz) input
signal.
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4. Discussion
We studied analytically an Interneuron Gamma (ING) circuit designed for the purpose of obtaining CFC
between slow and fast oscillations in a Neural Mass Model. The ING circuit was utilized in Chehelcheraghi
[7] for modeling those forms of CFC: PFC, PAC, FFC, AAC, and AFC [23] that involve amplitude
and/or frequency modulation on the fast oscillations. We determined analytically for the ING circuit the
parameter region for which the circuit can switch between amplitude and frequency modulation modes.
We showed that the behavior of the ING circuit can be described using only two parameters. The rst
parameter is , which is a function of the mean excitation level input Pu. The parameter  encompasses
almost all the intrinsic properties of the inhibitory neural population. The second parameter, 	 represents
the ratio of the synaptic time constant to the self-feedback plasticity time constant. Higher values of
	 indicate faster synaptic plasticity. As the dynamic of the synaptic plasticity cannot be faster the the
synapse dynamics itself, 	 varies between 0 and 1. The analysis predicts that for larger values of 	 ,
the probability increases that limit cycle oscillations emerge in brain activity. This is in accordance with
computational [9] and experimental studies [2][32], in which synaptic depression is emphasized as a key
factor in the emergence of fast oscillations. To switch between amplitude and frequency modulation mode,
the ING circuit structure and those parameters which desribe the intrinsic properties of the neurons, e.g
strength and time constant of the synaptic transfer function did not have to be changed. Rather, the
level of excitation of the ING circuit (parameter Pu) was crucial. Thus, the simulation results predict
that, as the mean input level to a cortical region changes, the mode of the ING oscillation will change to
a dierent mode. Moreover, within a specic type of modulation, the in-phase or anti-phase properties
of the modulations depend on the mean excitation level.
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