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ABSTRACT 
We present a cascaded genetic algorithm which automatically generates high-perfor- 
mance fuzzy systems with a minimal number of fuzzy sets and rules. Such a tool is 
especially useful for complex systems which can no longer be designed and optimized 
manually. The cascade technique is tested on a fuzzy controller design task. Experimen- 
tal results show that the proposed algorithm yields considerably better esults than a 
conventional genetic algorithm. © 1997 Elsevier Science Inc. 
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1. INTRODUCTION 
Fuzzy systems [1-3] are successfully used where conventional methods 
fail or demand too long a development time. This is often the case for 
applications with nonlinearities or time-variable parameters or where no 
underlying mathematical model is known. Examples can be found in plant 
control, decision support systems, and recognition tasks. The outstanding 
feature of fuzzy systems is their ability to describe and handle vagueness or 
graded concepts and to draw inexact conclusions by approximate reason- 
ing. Basically a fuzzy system consists of a rule base and a series of fuzzy 
sets. The rule base contains knowledge about, say, a technical process to 
be controlled. The rules have simple if-then structure and are formulated 
by means of linguistic variables such as "velocity" which are instantiated 
by linguistic terms such as "fast," "very fast," "slow." These terms are 
formally described by fuzzy sets or membership functions indicating the 
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degree to which an object belongs to one or more classes. Rules can be 
either explicitly stated by a human expert or learned from prepared 
training data or by observing the input-output behavior of a real plant. 
Since for complex systems it is often very difficult, if not impossible, to 
manually define optimal fuzzy sets and rules, automatic design tools are 
developed. For the design process we view a fuzzy system to consist of a 
structure and parameters. The structure is given by the number of mem- 
bership functions and the rule base. The parameters control form and 
position of the membership functions. 
An essential design issue for fuzzy systems is simplicity. For hardware 
implementation small systems with a limited amount of memory reduce 
manufacturing costs. Furthermore, a small size facilitates interpretation, 
knowledge xtraction, validation, and debugging. Finally, it eases modifi- 
cations of running fuzzy systems by (for example) adding new rules to the 
knowledge base. For the membership functions simplicity requires easy 
computability as well as easy interpretability. Although in principle any 
type of function could be taken, trapezoids are most frequently used. They 
are well suited for linguistic descriptions of physical entities, thus support- 
ing interpretation. Their computation is easy, and they can be specified by 
only five parameters, namely the four points of support A, B, C, D and 
the height H; see Figure 1. 
The objective of this paper is to find the simplest structure for realizing 
the desired input-output behavior of a fuzzy system. To that end we 
propose a cascaded genetic algorithm, which is made up of two loops or 
cascades. An outer and an inner cascade alternately determine and im- 
prove the structure and parameters of a fuzzy system. The loops make use 
of genetic algorithms which have proven to be a robust and powerful tool 
in fuzzy system design for optimizing both parameters and structure [4]. 
The rest of the paper is organized as follows. Section 2 motivates the use 
of genetic algorithms for the optimization problems encountered in this 
work. General coding issues are discussed, and the generation of new fuzzy 
system populations is described. Section 3 presents a design tool which 
optimizes both fuzzy sets and rules. Coding details are given, and resulting 
problems caused by passive elements and local optima are explained. 
Section 4 introduces the cascaded genetic algorithm. Shortcomings of 
AB C D 
Figure 1. Different ypes of trapezoidal functions. 
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conventional design algorithms motivate the use of two interdependent 
loops which separately optimize structure and parameters. An improved 
coding scheme is presented which is essential for the success of the fuzzy 
system design process. In Section 5, the utility of the cascaded approach is 
demonstrated with a controller design task. Section 6 summarizes the 
results and gives an outlook on further work. 
2. GENETIC ALGORITHMS 
Genetic algorithms [5, 6] are one type of so-called evolutionary algo- 
rithms. Evolution strategies [7] and evolutionary programming [8] are 
currently two other main streams in this field. All three are primarily 
employed for different kinds of optimization problems. Their common 
characteristic s to emulate the principles which nature utilizes to allow 
single organisms to adapt to their environment and entire populations to 
get optimized over time. The basic mechanisms are mutation, recombina- 
tion, and selection. Evolutionary algorithms differ in the representations 
they work on, the operators they use, and the task types they are used for. 
Comprehensive comparisons can be found in [9, 10]. Genetic algorithms 
are best suited for solving combinatorial optimization problems, since the 
genetic operators can be applied to binary data. Evolution strategies are 
mainly designed for continuous-valued problems. Evolutionary program- 
ming also works with real-valued objects, emphasizing probabilistic selec- 
tion and mutation. In the field of fuzzy-system design evolutionary algo- 
rithms have already been widely used. Possible applications can be roughly 
divided into two groups: 
• optimization of membership functions [11], 
• automatic learning of fuzzy rules [12-14]. 
For automatic design tools the question of the most appropriate volu- 
tionary algorithm arises. On the one hand the generation of a fuzzy 
system's rule base is a combinatorial problem. Rules can be coded by 
bitstrings, so that a genetic algorithm might be the choice. On the other 
hand, optimization of the membership functions' parameters i  a continu- 
ous problem, which has to be attacked with an evolution strategy. How- 
ever, since real technical systems usually work with a finite resolution, i.e. 
with discretized input-output variables, genetic algorithms can be applied, 
too. 
2.1. Coding of Fuzzy Systems 
The type of coding is crucial for success or failure of the optimization 
process. From the coding viewpoint genetic algorithms can be divided into 
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those operating on fixed-length bitstrings and those operating on variable- 
length ones. In the former case the meaning of a gene is determined by its 
location within the string; the latter method handles information units 
consisting of raw data and information on how to interpret hem. Through- 
out our work the first scheme is used because it can be implemented more 
efficiently. 
Usually genetic algorithms are used to optimize a constant number of 
variables. But designing a fuzzy system, including its structure, means that 
the number of parameters i not known at the beginning of the training 
period. More bits are needed to represent complex structures than simple 
ones. The problem is that individuals with differing bit numbers are hard 
to handle with the crossover operator. It cuts the bitstrings of two parents 
at several points and exchanges the cut sequences, thus creating two 
children. For both parents and children the exchanged sequences have to 
be interpreted in the same way. If, for example, the parents interpreted a 
sequence as the second membership function for the third input port of 
the first fuzzy rule, the children should do so, too. To ensure interpretabil- 
ity each individuum consists of a constant-length bitstring which codes 
rules and/or  sets in a constant consecutive order. 
2.2. Generation of New Populations 
New populations are generated according to a stochastic selection 
procedure by James E. Baker; see the example in Table 1. A starting 
population is provided by the user or generated randomly. The fitness of 
the current individuals, i.e. fuzzy systems, is measured proportionally to the 
difference between calculated outputs and desired outputs from the learn- 
ing data. Note that, due to this definition, lower fitness values counterintu- 
itively stand for better performance. 
In a first step the new population is initialized with n i copies of each 
individual i, where 
n i = [ IJiIDw°rst --  (111) i 
with 
IDworst 
6 
X 
I)cu rre n t 
= (fitness of the worst individual from the previous x populations) 
+6,  
= small constant offset to prevent zero division, 
= number of considered populations (user-defined parameter), 
= average fitness of the current population, 
= fitness of individual i. 
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Current Fitness Random Recom- New 
population rank ni Copy order Replace bination population 
11 4 2 13 13 13 113(3,2) 113(3,2) 
12 2 3 13 12 12 114(3,2) I14(3,2) 
13 1 5 13 15 15 115(5,3) I15(5,3) 
14 8 0 13 13 13 116(5,3 ) 116(5,3 ) 
15 3 3 13 11 11 117(1,3) 117(1,3) 
16 5 2 12 13 13 118(1,3 ) 118(1,3 ) 
17 6 1 12 12 12 + 12 
I s 12 0 12 13 13 --" 13 
I, 9 0 /5 13 112 ~ 112 
ll0 11 0 /5 15 17 ~ 17 
Il l 10 0 15 12 11 ~ I 1 
112 7 0 11 15 19 ~ 19 
"Fitness ranks and n i values are chosen arbitrarily for illustration. The population size is 12, 
the last four individuals in the Replace column are replaced, and six out of eight first-step 
individuals are recombined, producing children labeled 113 to 11s. 
The copies of the individual with the highest fitness are inserted first, then 
those of the individual with the second highest fitness, and so on, until the 
wanted population size is reached. Thereafter the inserted individuals are 
arranged randomly. 
In a second step a user-specified percentage of individuals from the old 
population are randomly selected and replace the same number of individ- 
uals from the first step. Unlike the first-step individuals, the second-step 
ones neither participate in recombination nor are mutated. The remaining 
first-step individuals are mutated with a rate specified by the user. There- 
after recombination through two-point crossover is carried out with a 
user-defined percentage of modifiable individuals. Doing so, neighboring 
individuals are mated, i.e., the first one in the population with the second 
one, the third one with the fourth one, and so on, each time producing two 
children, which replace their parents. Thus the new population will eventu- 
ally consist of generated children, possibly mutated individuals from the 
first step, and unmodified individuals from the second step. 
3. AN AUTOMATIC DESIGN TOOL 
Tools only optimizing membership functions assume that the optimal 
structure of the fuzzy system is already known. For tools only learning 
fuzzy rules, the ideal representation of linguistic terms has to be provided 
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by a fuzzy expert. In both cases evolutionary algorithms are used to 
optimize or learn a fixed set of parameters whose number is defined by the 
structure given to the optimization process. 
An algorithm optimizing both structure and parameters by a genetic 
algorithm is described in [15]. It is basically a Pittsburgh approach with 
constant-length coding. Using this tool for automatic system design, one 
has only to fix the number of input and output ports according to the 
technical system to be modeled, the internal data resolution, and the 
maximum number of membership functions per port. Figure 2 sketches 
our tool, which basically consists of a fuzzy-system design algorithm and a 
fuzzy-system simulator. The genetic algorithms were simulated with the 
publicly available GENESIS software [16, 17]. 
The design process starts by initializing the design algorithm with an 
expert's domain knowledge or default values, e.g. an equal distribution of 
membership functions, or with random values. In general, specification of 
partial solutions leads to considerable r duction in convergence time and 
also to better overall solutions. Training samples are corresponding input- 
output pairs describing the system to be modeled. A population for the 
genetic algorithm consists of a constant number of individuals, each 
representing a complete fuzzy system with structure and parameters. A 
single long bitstring is used to code such an individual; details are given in 
Section 3.1. The bitstrings are decoded, and the corresponding fuzzy 
systems are simulated. This is done by feeding the sampled process inputs 
ij from the learning data sets to the fuzzy systems' input ports. The fuzzy 
systems' output values are calculated and compared with the desired 
Automatic Design Tool 
Design Algorithm 
~1 Fuzzy Sets R ulebase Defuzzytication 
]...~ Deviations 
Computed 
Outputs 
Desired 
Outputs 
Figure 2. The automatic design tool. 
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outputs from the training samples. The deviations are used to determine 
the individuals' fitness values. Then new individuals are created by muta- 
tion and crossover. Fitness values are calculated, and the selection opera- 
tor determines which individuals will survive and make up the new popula- 
tion. 
The above routine iterates until the current population meets a stopping 
criterion. It can be shown that the tool can transform any chosen data 
pattern into a fuzzy system, and that the resulting number of rules and 
membership functions will be automatically minimized [15]. 
3.1. Coding for the Automatic Design Tool 
Each individual, i.e. fuzzy system, is made up of the concatenation of the 
codes for all input port sets, all output port sets and all fuzzy rules. A 
single trapezoidal fuzzy set is represented by the binary code for its current 
values for the parameters ABCDH.  Since all sets are present in an 
individual, those sets actually used for constructing the fuzzy system have 
to be marked. This is done by preceding the parameters with a one-bit flag 
F; see Table 2. For better eadability throughout the paper the parameters 
ABCDH are not shown in binary form. If the flag is 1, the respective set is 
used for constructing the fuzzy system. In this case the set is called active 
and its representing bits are called active bits. If the flag is 0, the 
respective set is neglected uring construction. Such a set is called passive 
and the respective bits are called passive bits. All sets are listed in a fixed 
lexicographic order; see Table 3. 
The fuzzy rules are coded as follows. A rule's "if" part, i.e. the condition, 
is implicitly defined by its position in the bitstring. The rule's "then" part, 
the conclusion, is coded by a pointer to the fuzzy set it is working upon. 
This pointer is located at the rule's "if"-part area within the bitstring. The 
rules are listed in a fixed order, too. Analogously to fuzzy sets, a rule can 
be marked passive by assigning the "zero set" set0 to its output port. In 
addition, a rule also becomes passive if one of its input ports is assigned a
passive set. Analogously to passive sets, passive rules are not used for the 
construction of the fuzzy system. The maximal number of rules, r . . . .  can 
Table 2. Coding of Fuzzy Sets for the Design Tool 
F ABCDH 1 ABCDH 0 ABCDH 
flag parameters active set .passive set 
active bits passive bits 
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Table 3. Listing of Fuzzy Sets for the Design Tool 
F ABCDH F ABCDH ... F ABCDH F ABCDH F ABCDH ... F ABCDH 
setl for set2 for setn for setl for set2 for setx for 
input input input output output output 
port 1 port 1 port rn port 1 port 1 port Y 
be computed as 
with 
i = input port i, 
rmax = 17 (S i  -~- l )  - -  1 n o 
i=1 
k = number  of input ports, 
s i = number  of admissible fuzzy sets for input port i, 
n o =number  of output ports. 
Consider a simple example with k = 2 input ports i l ,  i2 and s 1 = s 2 = 2 
possible fuzzy sets setl ,  set2 per input port, resulting in rma X = 8 rules. We 
assume n o = 1 output port o l ,  and seven possible fuzzy sets se t l , . . . ,  set7 
per output port; see Table 4. Since there are 7 + 1 possible conclusions, 
one needs three bits to code each rule: 
000 ~ set0, 001 ~ set l ,  010 --* set2 . . . . .  111 ~ set7. 
The bitstring representing the rules from Table 4 together with their 
current output-port  instantiations looks as follows: 
010 101 000 011 000 000 001 111 
R1 R2 R3 R4 R5 R6 R7 R8 
Table 4. Example Fuzzy Rules a 
RI: IF i2 IS setl THEN 02 IS set2 
R2: IF i2 IS set2 THEN ol IS set5 
R3: IF il IS setl THEN ol IS set0 
R4: IF il IS setl AND i2 IS setl THEN ol IS set3 
R5: IF il IS setl AND i2 IS set2 THEN ol IS set0 
R6: IF il IS set2 THEN ol IS set0 
R7: IF il IS set2 AND i2 IS setl THEN ol IS set1 
R8: IF il IS set2 AND i2 IS set2 THEN ol IS set7 
aRules 3, 5, and 6 are passive. Rules 1, 2, 3, and 6 have a "don't care" condition for one input 
port which is not explicitly listed. 
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Rules are modified by changing their conclusion part. Changing for 
instance the conclusion of R2 to set4 and deactivating R7 by assigning 
set0, 
R2: IF i l ISset l  AND i2 ISset l  THEN 02 ISset4 
R7: IF i l ISset2  AND i2 ISset2 THEN ol ISset0 
results in the new bitstring 
010 100 000 011 000 000 000 111 
RI R2 R3 R4 R5 R6 R7 R8 
The inactive rule R7 is still present in the individuum, but will not be used 
in the fuzzy system unless reactivated. 
Combining the codes for fuzzy set and rules, a completely coded individ- 
ual looks like the example in Table 5. 
3.2. Passive Bits and Local Optima 
Passive bits, i.e. passive elements, cause difficulties for the optimization 
process. Individuals are improved by changing rules and parameter set- 
tings, i.e. by modifying the bitstring representations. If active elements are 
modified, the changes effect the corresponding fuzzy system and can be 
assessed. Passive elements can be modified, too, but since they are not 
used for constructing the fuzzy system, their changes will neither become 
visible nor be assessed. The consequence is that if crossover and mutation 
only vary the passive elements of parents, their children will constitute 
exactly the same fuzzy system with the same fitness. The evolutionary 
process is in danger of converging to a constant suboptimal population. 
Of course, passive elements can become active if their flag is mutated to 
1, but in that case a further severe problem occurs. An individual with just 
reactivated elements has to compete with the other individuals. These are 
most probably the children of formerly active parents which were also the 
children of formerly active parents, and so on. This means that the other 
individuals are the result of a repeated optimization and selection process 
Table 5. Genetic Representation for a complete Fuzzy System 
1ABCDH1ABCDHOABCDHOABCDH1ABCDH.. .OABCDH 010100000011 ... 111 
Flags, active and passive input and output sets Active and passive 
fuzzy rules 
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and therefore have high fitness. In contrast, the just reactivated fuzzy sets 
and rules either have not been modified during their inactive state, or are 
the result of mutation and crossover without assessment, which is merely a 
random process. Therefore their fitness expectation is low, so that they 
have few chances to survive. The situation gets even worse if multiple sets 
of rules are reactivated. Put another way, the probability that passive 
elements, at the very point of reactivation, by chance contain proper values 
for improving a fuzzy system is negligible. It it hardly possible to reactivate 
a passive membership function if the active members of a population 
already have high fitness. The consequences are the same as in the first 
case above. 
A further shortcoming of the described algorithm has been found 
empirically in test runs. If, during optimization, membership functions are 
adapted to a suboptimal rule base, a large amount of computation is 
necessary to leave a local optimum. In order to prevent early convergence 
to local optima there has to be a certain ratio between the number of 
parameter modifications and the number of rule-base modifications. With 
the coding and genetic algorithm used, these ratios can only insufficiently 
be influenced by the number of genes, which should be as low as possible. 
4. A CASCADED GENETIC ALGORITHM 
In order to overcome the problems caused by passive bits and to avoid 
getting stuck in local optima, we introduce a cascaded genetic algorithm. 
In general, cascaded systems consist of several interacting processing 
stages called loops or cascades. For our purpose a system with two 
cascades will suffice. The two basic ideas are to split the fuzzy system 
design process into optimization of the structure and optimization of the 
parameters and to work with separately coded individuals for structure and 
parameters. 
The cascaded genetic algorithm consists of an outer structure GA I and 
an inner parameter GAI I ;  see Figure 3 in Section 4.2. The outer GA 
optimizes the structure of the desired fuzzy system with respect to the 
current fuzzy sets. The inner GA optimizes the fuzzy sets with respect o 
the current structure. 
4.1 Coding for the Cascaded Genetic Algorithm 
The algorithm from Section 3 and most other conventional approaches 
work with one long bitstring coding both fuzzy sets and rules. In contrast, 
the two states of the cascaded algorithm use different representations. 
The individuals from the outer GA only represent fuzzy system struc- 
tures consisting of flags for input and output sets and of rules; see Table 6. 
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F 1F  a F 3 F 4 Fs . . . F  t R1 R2R3. . .Rn 
with 
F 1 flag for setl for input port 1 
F 2 flag for set2 for input port 1 
Ft flag for setm for output port n 
R1 code for rule 1 
R2 code for rule 2 
]~n code for rule n 
The individuals from the inner GA represent only fuzzy-set parameters; 
see Table 7. This coding is similar to the one shown in Table 3 with two 
exceptions. First, the flags have been removed, and second, only active 
fuzzy sets will be listed in the bitstring. If, for example, the individual from 
Table 6 looked like 
11001001. . .R1R2R3. . .Rn ,  
only the first, second, fifth, eighth, etc. individual would be coded in the 
individual for the inner cascade. 
4.2. Operation Principle 
The simulation environment (i.e. initialization, error computation etc.) 
of this approach is basically the one already presented in Figure 2. The 
main difference is that the conventional design algorithm is replaced by 
the cascaded algorithm. The cascaded components are sketched in Figure 
3. For the starting population, flags are set randomly. For the following 
populations activation or deactivation of rules and membership functions 
is done by genetic operators. The outer GA generates optimal structures, 
i.e. combinations of flags and rules, with respect to the fuzzy sets which 
Table 7. Coding for the Parameter Cascade 
ABCDH ABCDH . . .  ABCDH . . .  ABDCH . . .  ABSDH ABCDH . . .  ABCDH 
first second first last last first last 
active active active active active active active 
set for set for set for set for set for set for set for 
input input input input input output output 
port 1 port 1 port 2 port 2 port m port 1 port n 
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GA I: 
outer cascade 
optimization of
fuzzy system structure 
chromosome I: 
structure proposal 
fitness of 
best solution for 
the proposed 
structure y e s ~  no 
f i tness o f  
cur rent  so lut ion  
GA II: 
inner cascade 
optimization ffuzzy sets 
~ chromosomes I + If: 
structure + parameters 
Fuzzy System Simulator 
assessment ofphenotypes 
training data / samples I i 
Figure 3. Cascaded genetic algorithm. 
cannot be modified within this cascade. The found structures are passed to 
the inner genetic algorithm, which decodes the bitstrings and assembles 
individuals made up of active fuzzy sets. Then the parameter GA searches 
for parameter settings which are optimal in combination with the current 
fuzzy system structures. In this cascade the structure cannot be altered. 
The simulator decodes the individuals, runs the system, and computes the 
deviations from desired values and those achieved by the trained fuzzy 
system. Throughout all simulations the performance, i.e. fitness, is mea- 
sured according to the least-squares method. Doing so, larger deviations 
from the desired behavior have greater impact than smaller ones. This is 
especially useful if the actions of plant operators are to be learned. 
Moreover, training data gained from observing real processes are often 
noisy, so that small deviations have to be tolerated. The inner GA iterates 
until a local stopping criterion, e.g. number of iterations, is met. Then the 
found parameter settings are returned to the outer GA, which again 
searches for optimal structures with respect o the new parameters. 
The routine is repeated until a global stopping criterion in the structure 
GA is fulfilled. The individual, i.e. fuzzy system, with the highest fitness is 
taken as the optimization result. By the above-described process the 
passive bits of the membership functions are eliminated. The still-existing 
A Cascaded Genetic Algorithm 363 
passive bits in the rule base are of  minor  importance and can be neglected, 
because an addit ional  rule would only cause local changes in system 
behavior.  Fur thermore  there are only a l imited number  of possible rule 
states. Since rules are discrete parameters  of a fuzzy system, modif icat ion 
of  an active rule and react ivat ion of a passive rule will have similar effects. 
A l together  this kind of  cascading significantly reduces the possibi l ity of 
converging to a local opt imum. 
5. EXPERIMENTAL RESULTS 
In the fol lowing we test the cascaded genetic algor ithm (CGA)  on two 
design appl icat ions: a laboratory-created control ler  and a real pole-balanc-  
ing problem. 
5.1 Controller Design 
The system to be mode led  had two input ports and one output  port,  
each with two possible fuzzy sets, and four rules; see Table 8 . Training 
samples were obta ined by simulat ing the system with 1000 randomly 
Table 8. Descr ipt ion of the Contro l ler  to be Mode led  by a Fuzzy System I 
Input port 1 Input port 2 Output port 1 
setl 
A =0 A =0 A =0 
B=4 B=4 B=3 
C=4 C=4 C=3 
D=8 D=8 D=6 
H=I  H=I  H=I  
set2 
A =6 A =4 A=5 
B=9 B= 10 B=7.5  
C= 9 C= 10 C= 7.5 
D= 12 D = 18 D= 10 
H= 1 H= 1 H= 1 
RI: IF il IS setl AND i2 IS setl THEN 
R2: IF il IS setl AND i2 IS set2 THEN 
R3: IF il IS set2 AND i2 IS setl THEN 
R4: IF il IS set2 AND i2 IS set2 THEN 
ol IS setl 
o l  IS set2 
ol  IS set2 
ol  IS set2 
aTop: parameters for the trapezoidal membership functions. Bottom: rule base. 
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generated input vectors and logging the responses. No noise was added to 
the resulting input-output pairs. 
The purpose of the first experiment was to examine whether the CGA is 
able to improve results obtained by a conventional approach. Therefore 
the design process started with the conventional genetic algorithm from 
Section 3. Table 9 lists the parameter settings used for the GA, which had 
been empirically found to provide good results. After 14,000 generations 
corresponding to 700,000 trials, the best individual had an average devia- 
tion of 0.38 between calculated and desired output values from the 
learning data sets. During the next 300,000 trials no better result was 
found; see Figure 4. Thereupon the CGA was applied. Its outer cascade 
was initialized with the rule base and the flags found by the conventional 
GA. For the inner cascade the fuzzy-set parameters were initialized 
randomly. The parameters used for the CGA itself are listed in Table 9. 
Recombination was done by two-point crossover at randomly selected gene 
positions. After 200,000 more trials a fuzzy system with an average devia- 
tion of 0.30 evolved; see Figure 4. This shows that even the performance of 
a very good solution can still be improved using the CGA. 
The same design task was performed by the CGA without initialization. 
The parameter settings for the inner cascade were the same as above; the 
parameters of the outer cascade are also listed in Table 9. Note that the 
different mutation values cause stronger mutation for the outer cascade in 
order to enable exploration of remote regions of the search space. This is 
useful if the currently proposed structure for the fuzzy system is too far 
away from a good solution. In contrast the inner parameter cascade is 
supposed to perform a more directed and local search within the frame 
fixed by the structure. The noninitialized cascaded genetic algorithm 
brought about a fuzzy system with an average deviation of 0.16 in the 
fourth generation of the structure GA; see Figure 4. The number of trials 
for the inner parameter GA was 100,000. The calculation time for this 
problem was two days on a Cray CS 6448. The same amount of time is 
needed to run this problem on an HP735 workstation. However, simula- 
Table 9. Parameter Settings for the Conventional GA and the 
Cascaded GA 
Conventional CGA 
Parameter GA Outer cascade Inner cascade 
Population size 30 10 50 
Crossover rate 0.95 1 0.95 
Generation gap 1 1 1 
Mutation rate 0.001 0.1 0.003 
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5 
"~\ Optimization by GA: fitness 9.5 
'. Optimization by CGA (initialized): fitness 7.4 
Optimization by CGA (non-initialized): fitness 4.2 
100~ 200000 300(100 400000 500000 600000 700~0 800000 900'000 le+06 
trials 
Figure 4. Fitness results for the conventional GA, the initialized CGA, and the 
noninitialized CGA. 
tions of other problems how that the cascaded genetic algorithm usually 
needs more computing time to converge, but that the found systems yield 
better results, especially for complex problems. 
5.2. Pole-Balancing Problem 
The cascaded genetic algorithm was applied to design a controller for a 
pole-balancing task. This problem involves a rigid pole mounted on the top 
of a wheeled cart that can move along a track. The pole is pivoted with one 
degree of freedom. The goal is to exert forces upon the cart's center of 
mass in order to move it to a wanted position and to balance the pole as 
long as possible. As a side condition the cart must not leave the end of the 
track. 
Training samples for the CGA were obtained by running the physical 
cart-pole system with an optimal controller. The fuzzy system had four 
input ports for the cart position, the cart velocity, the pole angle, and its 
temporal derivative. There was one output port for the applied force. For 
each port there were eight possible membership functions. Table 10 lists 
the parameter settings for the CGA's inner and outer genetic algorithms. 
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Table 10. 
Henning Heider and Thorsten Drabe 
Parameters for the Cascaded GA for the Design of a 
Pole-Balancing Controller 
CGA 
Parameter Outer cascade Inner cascade 
Trials 700 7000 
Population size 20 30 
Crossover rate 0.5 0.5 
Generation gap 0.5 0.5 
Mutation rate 0.019 0.01 
Recombination was done by two-point crossover at randomly selected gene 
positions. After 8000 populations in the inner cascade, the CGA found a 
fuzzy system consisting of 34 rules, two membership functions for each 
input port, and seven membership functions for the output port. The 
computing time needed was 20 h on an HP755. Figure 5 shows an example 
of the fuzzy controller's performance. The optimal controller could be 
approximated very closely. 
0.6 
0.5 E CGA generated controller 
0.3 
0.2 
0.1 optim I c 
0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
-0.1 
-0.2 
-0.3 
-0.4 
-o.5 0:5 1 1~5 ;~ 2',~ ~ Y.5 
seconds 
Figure 5. Optimal controller and CGA-generated controller for the pole-balancing 
task. The 0 position marks the middle of the track. At time point 0 the cart with 
the balanced pole is located at position -0.4. The target position + 0.4 is given to 
both controllers. The figure shows how the controllers respond over time to reach 
the target position with the pole balanced. 
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6. CONCLUSION 
The presented algorithm is able to develop and/or optimize the mem- 
bership functions and the rule base of fuzzy systems. Clustering of ac- 
quired process knowledge for forming rules is carried out automatically, 
producing very small rule bases which can be transformed into correspond- 
ing fast systems. The cascaded genetic algorithm generates fuzzy systems 
with higher fitness than normal genetic algorithms. Using the cascaded 
genetic algorithm exclusively for system design, more CPU time than for 
the alternative approach was needed. Consider again the example from 
Section 5.1. An evaluation of the fitness curves of the inner parameter GA 
shows that the same result could have been obtained already after 500,000 
trials by setting 13,000 as the number of trials for the inner GA. Compared 
with the 700,000 trails needed by the normal genetic algorithm to find a 
good solution, with these settings the cascaded genetic algorithm is faster 
in designing efficient systems. But this is an exception. In general the 
cascaded genetic algorithm needs more CPU time to converge, but the 
resulting systems show considerable improvements over fuzzy systems 
designed by conventional genetic algorithms. 
A main direction of future work is to investigate possibilities to speed up 
convergence. Assigning different crossover and mutation rates to different 
chromosome areas could influence the adaptation ratio of rule-base and 
membership functions o as to avoid local optima. In addition, the crossover 
and mutation rates could be dynamically adapted. Close to the optimum, 
the step sizes have to be decreased to prevent overshooting. In case of 
local optima they have to be increased in order to escape. Finally, the 
genetic algorithm from the inner cascade could be replaced by more 
directed continuous search mechanisms, such as neural algorithms [18-21], 
evolution strategies [22], and conventional gradient methods. 
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